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We describe a novel approach for the calculation of local electric dipole moments for periodic sys-
tems. Since the position operator is ill-defined in periodic systems, maximally localized Wannier
functions based on the Berry-phase approach are usually employed for the evaluation of local contri-
butions to the total electric dipole moment of the system. We propose an alternative approach: within
a subsystem-density functional theory based embedding scheme, subset electric dipole moments are
derived without any additional localization procedure, both for hybrid and non-hybrid exchange–
correlation functionals. This opens the way to a computationally efficient evaluation of local electric
dipole moments in (molecular) periodic systems as well as their rigorous splitting into atomic electric
dipole moments. As examples, Infrared spectra of liquid ethylene carbonate and dimethyl carbonate
are presented, which are commonly employed as solvents in Lithium ion batteries. © 2014 AIP Pub-
lishing LLC. [http://dx.doi.org/10.1063/1.4903828]
I. INTRODUCTION
Knowledge about electric dipole moments is impor-
tant for the analysis of a variety of materials ranging from
molecules in gas phase up to condensed matter. Infrared
(IR) spectroscopy, which probes changes in electric dipole
moments, is nowadays routinely applied in chemical lab-
oratories. For a detailed interpretation of experimental IR
spectra, calculations are an indispensable tool leading to a
deeper understanding of the structure and dynamics of the
system under investigation. Simulation of IR spectra can be
achieved by computing the electric dipole moment time au-
tocorrelation function obtained from density functional the-
ory (DFT)-based molecular dynamics (MD).1, 2 In contrast to
static calculations,3–13 this approach naturally takes into ac-
count the dynamics of the studied system at ambient condi-
tions. In order to be able to discriminate the contributions of
different components in the system, it is necessary to evalu-
ate not only the total electric dipole moment of the system
but also local electric dipole moments. The latter can be em-
ployed for the computation of IR spectra for the subsystem of
interest.
In simulations for periodic systems such as liquids and
solids, care has to be taken since the position operator,
needed for the calculation of the electric dipole, is ill-defined.
In this case, the Berry-phase formulation for the electric
polarization14–16 can be employed (for details about imple-
mentations regarding IR intensities for periodic systems, we
refer to Refs. 17–20 and references cited therein). Local elec-
tric dipole moments can be computed by localization of Wan-
nier functions.21–30
In this paper, an alternative approach to the evaluation of
local electric dipole moments is presented. We rely on sub-
a)Email: sandra.luber@chem.uzh.ch
system DFT-based embedding (for the sake of brevity, in the
following partly only referred to as “embedding”) where the
total electronic density is divided into electronic densities of
subsystems.31–36 The interaction between the subunits is in-
cluded by local external embedding potentials. Moreover, it
is an appealing approach for the treatment of large systems
at reduced computational cost. Subsystem electronic densi-
ties can be obtained via a more accurate (and computationally
more expensive) method whereas the interactions between the
subsystems can be calculated by a less sophisticated method
with lower computational effort. In most present-day appli-
cations, Kohn–Sham (KS)-DFT37 has been employed as the
more accurate method whereas the orbital-free Hohenberg–
Kohn (HK) formulation38 has been used for treating the in-
teractions between the subsystems. This subsystem formu-
lation is in principle exact in case of exact density func-
tionals, given that the subsystem electronic densities are vs
representable,39–41 and is currently mainly limited due to the
approximations in kinetic energy (KE) functionals. It has been
applied in numerous applications to the modelling both of
ground state35, 42–61 and excited-state related properties.62–77
Instead of KS-DFT, other electronic-structure methods have
also been employed.62, 64, 78–83
We use a computationally efficient embedding approach,
which takes periodic boundary conditions into account52, 84
and treats all subsystems on equal footing. This allows us
to derive local electric dipole moments for periodic systems
without resorting to additional localization procedures as is
necessary, e.g., in the case of the commonly employed max-
imally localized Wannier functions (MLWFs). Moreover, our
formulation can be applied in density matrix-based linear
scaling DFT calculations as, e.g., implemented in the CP2K
program package.85 Fragmentation techniques such as the
fragment molecular orbital86 or absolutely localized molec-
ular orbital method87 may be a valuable alternative, which,
to the best of our knowledge, have not been applied to the
0021-9606/2014/141(23)/234110/11/$30.00 © 2014 AIP Publishing LLC141, 234110-1
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FIG. 1. Molecular structures of EC [“(1)”], DMC [“(2)”], (S)-methyloxirane [“(3)”], acetonitrile on a (110) rutile surface [“(4)”], L-tryptophan [“(5)”], and
α-helical (Ala)20 [“(6)”].
evaluation of local electric dipoles of periodic systems yet
(for a recent review about fragmentation methods, we refer to
Ref. 88). Besides that, other approaches, for instance, the
local-field scheme have been proposed and applied to the cal-
culation of molecular crystals.89–92
The paper is organized as follows: after the presentation
of the theoretical background and computational methodol-
ogy in Secs. II and III, respectively, the performance of our
approach for the calculation of subsystem electric dipole mo-
ments is investigated in Sec. IV. The basis set and functional
dependence of the computed molecular electric dipole mo-
ments is examined in Sec. V. As final test cases in Sec. VI,
we investigate IR spectra of ethylene carbonate (EC) and
dimethyl carbonate (DMC) (for molecular structures, see
Fig. 1), which are frequently used in Lithium ion batteries.
A conclusion and outlook can be found in Sec. VII.
II. THEORETICAL BACKGROUND
A. Subsystem DFT-based embedding
In subsystem DFT-based embedding, the total electronic
density ρ(r) is separated into subsystem electronic densities
ρU(r),
ρ(r) =
∑
U
ρU (r), (1)
where the sum runs over the number of subsystems U. Within
KS-DFT, the electronic density of subsystem U is obtained as
ρU =
∑
i
fU,i |ψU,i |2. (2)
The sum goes over the number of KS orbitals {|ψU, i〉} of
subsystem U with corresponding occupation numbers fU, i (for
sake of brevity, we mostly skip the coordinate dependence of
the electronic densities and KS orbitals).
The electronic energy of the whole system under study
can be calculated with the (computationally cheaper) HK
ansatz
EHK [ρ] = Ts[ρ] + Eext[ρ] + Ecoul[ρ] + Exc[ρ] (3)
with the exchange–correlation functional Exc[ρ]. Ts[ρ] is the
non-interacting KE (density) functional and Ecoul[ρ] is the
Coulomb energy. The interaction energy of the electronic en-
ergy with the external potential is given by Eext[ρ].
The electronic energies within the KS framework are
given by
EKS[ρ[{|ψi〉}]] = Ts[{|ψi〉}] + Eext[ρ] + Ecoul[ρ] + Exc[ρ].
(4)
Ts[{|ψ i〉}] is the KE (orbital) functional of the non-interacting
KS reference system.
Calculating the electronic energy of the whole system un-
der study with the (computationally cheaper) HK ansatz and
the subsystem electronic energies within the KS-framework
results in52
Eemb[ρ, ρU [{|ψU,i〉}]]
= EHK[ρ] +
∑
U
(EKS[ρU [{|ψU,i〉}]] − EHK[ρU ])
= Ts[ρ] + Ecoul[ρ] + Exc[ρ] + Eext[ρ]
+
∑
U
(Ts[{|ψU,i〉}] − Ts[ρU ]). (5)
We employ the Gaussian and plane wave method
(GPW),93, 94 which naturally includes periodic boundary con-
ditions by expanding the electronic density in plane waves.
Furthermore, norm-conserving, separable, dual-space pseu-
dopotentials for the nuclei are employed with a potential
consisting of a local part, Vloc(r), and a non-local part,
Vnonloc(r, r′). For a computationally efficient method, Eext[ρ]
is approximated by restricting the interaction of the sub-
system electronic densities with the pseudopotentials to the
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short-range interaction only45, 52
Eext[ρ] =
∫
Vloc(r)ρ(r)d3r +
∑
U
∑
i
fU,i
×〈ψU,i(r)|VU,nonloc(r, r′)|ψU,i(r′)〉. (6)
Moreover, the KS orbitals of a certain subsystem are solely
built from Gaussian basis functions localized on atoms be-
longing to said subsystem (orthogonality of KS orbitals from
different subsets is not enforced). This leads to a strictly
block-diagonal KS matrix and is linear scaling with respect
to the number of subsets. The KS orbitals of subsystem U can
be determined from the coupled KS equations,
(
−¯
2∇2
2me
+ VKS[ρ] + Vemb[ρ, ρU ]
) ∣∣ψU,i 〉
= U,i
∑
l
SUil |ψU,l〉 (7)
with the KS potential VKS[ρ] = Vext[ρ] + Vcoul[ρ] + Vxc[ρ]
and the embedding potential
Vemb[ρ, ρU ] =
δTs[ρ]
δρ
∣∣∣∣
ρ
− δTs[ρ]
δρ
∣∣∣∣
ρ
U
. (8)
SUil is the overlap matrix built of KS orbitals |ψU, i〉 and |ψU, l〉,
me the electronic mass, and ¯ Planck’s constant divided
by 2π .
For generalization encompassing hybrid functionals, we
split Exc[ρ] into an exchange (Ex[ρ]) and correlation (Ec[ρ])
part. Including exact exchange energy Eex[{|ψ i〉}] into the KS
electronic energy expression given in Eq. (4) results in
EexKS[ρ[{|ψi〉}]] = Ts[{|ψi〉}] + Eext[ρ] + Ecoul[ρ]
+ (1 − α)Ex[ρ] + αEex[{|ψi〉}] + Ec[ρ]
(9)
with 0 ≤ α ≤ 1. It is common to employ the same exchange–
correlation functional Exc[ρ] in the hybrid and non-hybrid
case.
One obtains for the total electronic energy,
E
Hybrid
emb [ρ, ρU [{|ψU,i〉}]]
= Ts[ρ] + Eext[ρ] + Ecoul[ρ] + Ex[ρ] + Ec[ρ]
+
∑
U
(Ts[{|ψU,i〉}] + Ec[ρU ] + (1 − α)Ex[ρU ]
+αEex[{|ψU,i〉}]
− Ts[ρU ] − Ec[ρU ] − Ex[ρU ]). (10)
Such a line of approach was also suggested in
Ref. 68 based on a derivation via the generalized Kohn–Sham
scheme.95
In contrast to Ref. 68, we additionally use the linear ap-
proximation Ex[ρ] ≈
∑
UEx[ρU] in our calculations that sim-
plifies Eq. (10) to
E
Hybrid
emb [ρ, ρU [{|ψU,i〉}]]
= Ts[ρ] + Eext[ρ] + Ecoul[ρ] + Ec[ρ] + (1 − α)Ex[ρ]
+
∑
U
αEex[{|ψU,i〉}] +
∑
U
(Ts[{|ψU,i〉}] − Ts[ρU ]).
(11)
The non-local exact exchange operator is calculated for
the subsystems whereas a local exchange operator is evalu-
ated for the total system. This is a practical and efficient ap-
proximation avoiding the calculation of non-local exact ex-
change for the total system, which is in general not avail-
able in the subsystem DFT embedding approach. Further-
more, it is still linear scaling with respect to the number of
subsystems.
In our implementation, all subsystems are optimized si-
multaneously and their number is not limited to two subsys-
tems. This is in contrast to the “freeze-and-thaw” approach,96
where one subsystem electronic density is optimized while
the electronic density of the other subsystem(s) is kept
frozen.
B. Local electric dipole moments for periodic systems
Given a nonperiodic system containing N electrons, the α
component of the electronic part of the electric dipole moment
is in general evaluated as
d
nonper
α = −e〈|Rα|〉 = −e
∫
rαρ(r)d3r, (12)
where e is the elementary charge, and α refers to one of the
Cartesian (x/y/z) directions. Rα =
∑N
i=1 rα,i is given as the
sum of the position operators rα, i, which can be rewritten
as a sum of N identical one-electron operators rα depending
each only on one electronic coordinate. |〉 is the (N-electron)
square-integrable wave function, which goes to zero outside a
bounded region in space, and ρ(r) is the corresponding elec-
tronic density bounded in space.
Going to the case of non-interacting electrons assumed
in KS-DFT, |〉 is given by a Slater determinant built from
KS orbitals. Employing atom-centered basis functions, KS or-
bitals can furthermore be written as linear combinations of
atomic basis functions {|χν〉}, i.e., |ψk〉 =
∑
νCνk|χν〉, with
the expansion coefficients {Cνk}. The electronic part of the
electric dipole moment can then be calculated via
d
nonper
α = −e
∑
i
fi〈ψi |rα|ψi〉 = −e
∑
μ,ν
(Pνμ〈χμ|rα|χν〉)
(13)
with the density matrix Pνμ =
∑
i fiCνiC
†
μi .
Within periodic boundary conditions, the situation is
more involved since the position operator Rα is ill-defined.
This problem has been solved by the modern theory of
polarization:14–16 based on a Berry phase,97 the electronic
part of the polarization is obtained as a gauge-invariant
phase of the electronic wave function. In the special case of
solely one supercell, which is taken to be large in order to
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approximate the thermodynamic limit of a system of infinite
size, the macroscopic polarization can be expressed as an ex-
pectation value of an operator.98 Considering such a large cu-
bic periodic cell with side length L and taking the  point
of the Brillouin zone only, the α component of the electronic
electric-dipole moment for an insulator in a vanishing macro-
scopic electric field is as a good approximation given by
dα = −
eL
2π
Im ln 〈| exp
{
i
2π
L
Rα
}
|〉 (14)
with the non-degenerate (N-electron) wave function |〉. dα
is defined modulo eL. The operator exp{i 2π
L
Rα} is a many-
electron operator (except the special case of a system con-
taining only one electron). In contrast to that, Rα in Eq. (12)
is a one-electron operator.
Rewriting |〉 as a Slater determinant built from KS or-
bitals leads to the electronic electric dipole moment for non-
interacting electrons,99
dα = focc
eL
2π
Im ln detSα, (15)
with the matrix elements
Sα,kl = 〈ψk| exp
{
−i 2π
L
rα
}
|ψl〉. (16)
The indices k and l run over the number of occupied KS
orbitals and a same occupation number focc for all KS orbitals
is assumed for simplicity. Analogous expressions for super-
cells with arbitrary symmetry can be found in Ref. 100.
In the absence of a macroscopic (electric) field, the low-
est energy ground state of an infinite insulating system is
well defined and solely determined by the ground state elec-
tronic density that defines the ground state wave function
and thus the electronic macroscopic polarization.38, 101 In con-
trary, the original HK proof38 cannot be applied to an in-
finite insulator in a macroscopic electric field102 since the
energy is not bounded from below. As a consequence, it
does not allow for a defined ground state solution. In this
case, the macroscopic electronic polarization has to be con-
sidered in addition to the electronic density in order to de-
termine the electronic energy of the system. This led to the
suggestion of a density-polarization functional theory where
said energy is specified by the periodic electronic density
and the macroscopic electronic polarization.102 As a further
consequence, the exchange–correlation energy in KS-DFT
in principle depends both on the electronic density and on
the macroscopic polarization,103–107 which requires a mod-
ification of the KS equations for any insulator with non-
zero macroscopic polarization, no matter whether or not a
macroscopic electric field is present. However, standard cal-
culations employing exchange–correlation density function-
als based on the local density approximation (LDA) or gener-
alized gradient approximation (GGA) do not account for this
fact.
For a detailed analysis of the system under study, it is
highly desirable to divide the total electric dipole moment of
the cell into local electric dipole moments. This is straight-
forward for the nuclear part of the electric dipole moment but
not for the electronic part. The exact splitting into local parts
requires the simultaneous diagonalization of the three Sα ma-
trices so that the determinant in Eq. (15) could be rewritten as
a product. This is, however, not possible in general. Therefore,
a transformation to the KS orbitals can be applied that leads
to the best compromise in diagonalizing the three Sα matrices
simultaneously leading to the MLWFs,21, 22
| ˜ψl〉 =
∑
i
Uli |ψi〉. (17)
Commonly, one employs the condition that the second
moment (spread) of these functions is minimized (for a recent
review, we refer to Ref. 108).
Assuming non-interacting electrons, the electronic con-
tribution to the α component of the electric dipole moment
for subset U is then evaluated (modulo eL) as
d
U,WC
α = −efocc
∑
l∈U
rWCα,l = −efocc
∑
l∈U
(
− L
2π
Im lnsα,l
)
(18)
with
sα,l = 〈 ˜ψl | exp
{
−i 2π
L
rα
}
| ˜ψl〉. (19)
rWCl are the so-called Wannier centers.
Within the embedding approach using atomic-centered
basis functions as described above, there is no necessity to
apply any localization transformation. This subsystem DFT-
based scheme naturally provides well-defined (local) sub-
sets of the system under study. Substituting the KS orbitals
{|ψU, i〉} of subsystem U into Eq. (15) derived for a periodic
system with a KS Slater determinant, one obtains
˜dUα = focc
eL
2π
Im ln detSUα , (20)
SUα,kl = 〈ψU,k| exp
{
−i 2π
L
rα
}
|ψU,l〉. (21)
Applying ln detSUα = Tr lnSUα,kl , and expanding the ma-
trix elements
SUα,kl ≈ 1 − i
2π
L
〈ψU,k|rα|ψU,l〉 (22)
as well as the logarithm results in
˜dUα ≈ −focc
eL
2π
Im
{
i
2π
L
∑
i
〈ψU,i |rα|ψU,i〉
}
= −focc
eL
2π
Im
⎧⎨
⎩i 2πL
∑
i
∑
ν,μ∈U
Cν,iC
†
μ,i〈χμ|rα|χν〉
⎫⎬
⎭
= −e
∑
ν,μ∈U (Pνμ〈χμ|rα|χν〉)
= −e
∫
rαρU (r)d3r
= dU,nonperα . (23)
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To first order in 1/L, the electronic electric dipole mo-
ment of subsystem U for that certain branch of the logarithm
thus coincides with the one of subsystem U in the nonperi-
odic case. This is the case since the matrix element given in
Eq. (22) is expanded with respect to 1/L, i.e., the side length L
has to be so large that the density matrix and electronic den-
sity of subsystem U do not change with L. In this way, the
many-electron operator exp{−i 2π
L
Rα} becomes a one-electron
operator as in the non-periodic case.
This is also found starting from Eq. (14): employing the
wave function of subsystem U, |U〉, leads to
˜dUα = − eL2π Im ln 〈
U | exp
{
i
2π
L
Rα
}
|U 〉
≈ − eL
2π
Im
{
i
2π
L
〈U |Rα|U 〉
}
= −e
∑
ν,μ∈U (Pνμ〈χμ|rα|χν〉)
= −e
∫
rαρU (r)d3r
= dU,nonperα . (24)
Taking Born–von Karman boundary conditions into ac-
count, we thus define the α component of the electronic elec-
tric dipole moment for the periodic subsystem U as
dUα = eL2π Im ln exp
{
−i 2π
L
∑
λ,ν∈U (Pλν〈χν |rα|χλ〉)
}
,
(25)
whereby the origin of the electric dipole moment is set to
be located in subset U (in this work, the center of charge of
the subset under consideration was chosen). dUα , defined mod-
ulo eL, is gauge invariant, i.e., invariant with respect to uni-
tary transformations of the KS orbitals between themselves.
Translational invariance is ensured by choosing neutral, i.e.,
not charged, subsystems.
The crucial point in our approach is that the size of sub-
system U allows the expansion with respect to 1/L so that only
matrix elements of the one-electron operator rα have to be
calculated. The latter can, within KS-DFT, be rewritten in-
volving the one-body density matrix, i.e., they can in princi-
ple be evaluated solely with the help of the subsystem elec-
tronic density. This electronic density is, according to the KS
theorem,37 equal to the electronic density of a real interacting
system. Nevertheless, the corresponding electric dipole mo-
ment represents the one for non-interacting electrons since it
is determined by the phase of the wave function, i.e., the KS
Slater determinant, which can be expressed by the one-body
density matrix due to the assumption of non-interacting elec-
trons. For this non-interacting case, however, the electronic
electric dipole moment in Eq. (25) is in principle exact for a
given subsystem electronic density within the embedding ap-
proach (as long as the expansion in Eq. (23) is applicable). In
contrast to that, the one from MLWFs is additionally affected
by approximations made in the diagonalization and localiza-
tion procedures [compare Eq. (18)].
We will refer to electric dipole moments obtained em-
ploying Eq. (25) within the embedding approach as “Loc-
Dip” in the following. Electric dipole moments calculated
with the help of Eq. (18) will be termed “WC-Dip(E)” and
“WC-Dip(nE)” whereby “(E)” differentiates the ones com-
puted with the embedding approach from the ones evaluated
without embedding [“(nE)”].
A bit in the spirit of the above-mentioned Wannier cen-
ters, a center of electronic charge for subset U can furthermore
be defined as follows:
rUcharge =
dU
−e∑ν,λ∈U (Pλν〈χν |χλ〉) . (26)
This is helpful in monitoring changes in the electronic struc-
ture, e.g., during dynamic processes.
Subsystem-DFT based embedding has been shown to
perform very well for hydrogen-bonded systems42, 43, 54, 109, 110
and van-der-Waals complexes.48, 54, 56, 111–114 Several deficien-
cies have been detected in case of subsystems connected with
bonds of covalent character.56, 115 In order to avoid this short-
coming, we focus in this work on subsets containing com-
plete molecules and not on subsystems containing molecular
fragments.
For the latter, electric dipole moments can still be evalu-
ated for a certain choice of the electric dipole origin since we
employ atomic-centered basis functions in the calculations.
This allows the definition (modulo eL) of an atomic elec-
tronic electric dipole moment for a certain atom B within a
given subset (using the same electric dipole moment origin as
the one of the molecular electric dipole moment of the corre-
sponding subset),
dBα = dB,intraα + dB,interα
= eL
2π
Im ln exp
⎧⎨
⎩−i 2πL
⎛
⎝∑
γ,ν∈B
Pνγ 〈χγ |rα|χν〉
⎞
⎠
⎫⎬
⎭
+ eL
2π
Im ln exp
⎧⎨
⎩−i 2πL
⎛
⎝∑
γ∈B
∑
ν /∈B
Pνγ 〈χγ |rα|χν〉
⎞
⎠
⎫⎬
⎭ .
(27)
III. COMPUTATIONAL METHODOLOGY
We implemented the calculation of subset/atomic electric
dipole moments employing the embedding approach into the
QUICKSTEP module52, 94 of the CP2K program package.116
DFT in the framework of the GPW method was used in all
calculations. The kinetic energy cutoff for the plane wave
expansion was set to 280 Ry. If not mentioned otherwise,
Goedecker–Teter–Hutter (GTH) pseudopotentials117–119 and
the corresponding TZVP-GTH basis sets were employed. Fur-
thermore, the BLYP120, 121 exchange–correlation functional
was chosen and the LLP kinetic energy functional122 in case
of embedding. MLWFs with the Berry phase approach were
computed employing the standard settings as implemented in
CP2K (i.e., a tolerance of 10−5 for the convergence crite-
rion of the Jacobi localization method). Tighter criteria did
not have any noticeable influence on the electric dipole mo-
ment values.
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IR spectra shown in Sec. VI were obtained from Born–
Oppenheimer MD simulations with DFT as the electronic
structure method. The propagation time step in the MD runs
was set to 0.4 fs. Grimme’s D3 dispersion correction123
was applied in order to account for van der Waals interac-
tions. For liquid EC, a cubic periodic box containing 15 EC
molecules was taken with a density of 1.32 kg/l as found
in experiment.124 For the mixture of EC and DMC, seven
molecules of both EC and DMC were chosen in a cubic box
with a side length of 12.028 Å. Since the cis–cis conformer
of DMC has been found to be the most stable one,125 we in-
cluded four cis–cis and three cis–trans conformers into the
simulation cell. The systems were equilibrated in the NVT en-
semble for 5 ps at a temperature of 320 K (EC) and 298.5 K
(EC/DMC), respectively, using KS-DFT and a Nosé–Hoover
chain thermostat.126, 127 The production runs were performed
in the NVE ensemble with KS-DFT for 20 ps (15 ps in the case
of a single EC molecule). From these trajectories, molecular
electric dipole moments (with or without embedding) were
afterwards calculated as a postprocessing step whereby the
electric dipole moments were calculated for each fifth step.
The spectra were plotted with the help of a modified ver-
sion of the program TRAVIS30, 128 applying zero padding
and a Hanning type window function. The IR intensities were
multiplied by the harmonic approximation quantum correc-
tion factor (¯ω/kT )1−exp (−¯ω/kT ) where ω is the angular frequency, k
Boltzmann’s constant, and T the temperature (for details, see
Ref. 129). For all electric dipole moments reported in this
paper, the origin was set to the center of atomic charge
of the subsystem under consideration. This is also true
for atomic electric dipole moments computed according to
Eq. (27) where the origin was set to the center of atomic
charge of the subsystem containing the atom of interest. In
an analogous manner, the systems presented in Sec. IV were
propagated with KS-DFT based Born–Oppenheimer MD for
1 ps whereby the propagation time step was set to 0.5 fs. Elec-
tric dipole moments from MLWFs were evaluated at every
2.5 fs. These trajectories were afterwards used to calculate
electric dipole moments within the embedding approximation
for every fifth step.
IV. VALIDATION OF THE METHODOLOGY
In order to test the computation of electric dipole mo-
ments evaluated according to Eq. (25), we studied several sys-
tems.
A. Liquids
The first system under study was liquid EC modelled by
15 EC molecules in a periodic box (compare Sec. III). Each
EC molecule was chosen as a subset in the embedding cal-
culation. For comparison, electric dipole moments were ob-
tained from MLWFs within the embedding scheme. Mean rel-
ative differences were calculated as
WC/Loc = 1
3
N−1subsetN
−1
snap
⎡
⎣ 3∑
α=1
N
subset∑
a
N
snap∑
b
∣∣∣∣∣d
a,b,WC
α − da,bα
d
a,b
α
∣∣∣∣∣
⎤
⎦ ,
(28)
where Nsubset is the number of subsets and Nsnap the num-
ber of snapshots considered (absolute values of 0.20 D or
lower were discarded in the calculation of relative differ-
ences). These mean relative differences were small: on aver-
age 2.1%, 1.9%, and 2.5% for the electric dipole moments in
x-, y-, and z-direction, respectively (mean standard deviation
(mSD): 2.3%). In order to get an impression of the influence
of the embedding approach compared to a standard KS calcu-
lation, electric dipole moments from MLWFs were computed
without embedding as well. Corresponding mean relative dif-
ferences were evaluated as
Loc/WC−nE
= 1
3
N−1subsetN
−1
snap
⎡
⎣ 3∑
α=1
N
subset∑
a
N
snap∑
b
∣∣∣∣∣d
a,b
α − da,b,WC−nEα
d
a,b,WC−nE
α
∣∣∣∣∣
⎤
⎦.
(29)
A comparable mean relative difference was found [2.1% on
average (mSD: 2.1%)]. In contrast to that, the difference be-
tween the MLWFs obtained with and without embedding was
tiny. This can be seen in the mean relative difference (on aver-
age 0.1%) between WC-Dip(E) and WC-Dip(nE) calculated
via
WC/WC−nE
= 1
3
N−1subsetN
−1
snap
⎡
⎣ 3∑
α=1
N
subset∑
a
N
snap∑
b
∣∣∣∣∣d
a,b,WC
α − da,b,WC−nEα
d
a,b,WC−nE
α
∣∣∣∣∣
⎤
⎦ .
(30)
This difference arises from the approximations introduced
by the embedding approach and the determination of the
MLWFs.
In the same way, the molecular electric dipole moments
of a mixture of EC and DMC (see Sec. III) were computed.
The electric dipole moments calculated according to Eq. (25)
and the ones computed from MLWFs were similar giving rise
to 3.1% for WC/Loc (mSD: 4.0%). Considering the impact of
the embedding resulted in a slightly higher Loc/WC-nE value
of 3.4% (mSD: 3.7%). The mean relative difference between
the WC-Dips, calculated with and without embedding, was
small (WC/WC-nE = 1.9%; mSD: 3.0%).
As a third test system, (S)-methyloxirane, a commonly
used solvent in industry, was investigated (for its molecular
structure, see Fig. 1). This liquid was simulated with a pe-
riodic cubic box containing 20 subsets of (S)-methyloxirane
molecules at a density of 0.830 g/l.130, 131 Again, WC/Loc
was found to be minor, namely, 4.0% (mSD: 2.9%), and
Loc/WC-nE somewhat larger (5.0%; mSD: 3.5%). The mean
relative difference between WC-Dip(E) and WC-Dip(nE) was
2.5% (mSD: 2.9%). Another liquid of outstanding interest is
of course water. Using a water box (cubic periodic box with a
side length of 9.855 Å) filled with 32 water molecules, a small
WC/Loc value of 1.7% (mSD: 3.8%) was evaluated.
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B. Molecules solvated with water
Going from pure water to a mixed solute/solvent sys-
tem, we computed the electric dipole moment of α-helical
(Ala)20132–134 (see Fig. 1 for the molecular structure), which
was located in a periodic cubic cell (side length: 42 Å) and
solvated with 424 water molecules. A negligibly small varia-
tion between the molecular electric dipole moments obtained
with our approach and via MLWFs was calculated for the
α-helix (203 atoms): WC/Loc was only 0.08%. The addi-
tional effect of the embedding was relatively small with 2.9%
(2.8%), 0.8% (0.8%), and 6.8% (6.8%) for the x-, y-, and
z-components of Loc/WC-nE (WC/WC-nE). A similar picture
was obtained for the amino acid L-tryptophan, whose molec-
ular structure is given in Fig. 1. Employing one molecule
surrounded by 90 water molecules in a periodic cubic box
with a side length of 11.85 Å, the WC/Loc values for the
x-, y-, and z-components of the electric dipole moment be-
longing to the L-tryptophan molecule were 1.2%, 1.5%, and
0.6%; considering Loc/WC-nE, 5.7%, 1.3%, and 3.3% were
obtained. This shows a fortunate error cancellation for the
y-component of the electric dipole moment since the ones
computed according to Eq. (25) were on average closer to the
corresponding WC-Dip(nE) than to the WC-Dip(E). A rela-
tively high deviation was found for the x-component, which
to a large part appears to originate from the approximations
introduced by the embedding scheme (similar to WC/WC-nE
with 6.4%, 2.1%, and 3.8% for the x-, y-, and z-components,
respectively).
C. Molecule on surface
Beside the liquid systems considered so far, we inves-
tigated an example of a molecule adsorbed on a surface. In
more detail, an acetonitrile molecule on a (110) rutile surface
was examined (using a monoclinic cell with cell parameters a
= 13.028 Å, b = −5.932 Å, c = −9.771 Å, α = γ = 90◦, β
= 135◦). The molecule sticks with its nitrogen atom to a tita-
nium atom of the surface, being about 2.52 Å apart from the
metal atom (see Fig. 1). Taking acetonitrile as a subset in the
electric dipole moment calculation, we found values of 9.6%,
1.8%, and 1.4% for WC/Loc in the x-, y-, and z-direction, re-
spectively. Larger was the deviation if additionally the embed-
ding approximation was considered leading to 20.0%, 2.7%,
and 13.8% for WC/WC-nE corresponding to the x-, y-, and z-
direction, respectively. Thus, in particular the x-component
of the electric dipole moment was affected by the embedding
and MLWF approximations. This can also be noticed in the
deviation of the Loc-Dip values from the WC-Dip(nE) values
where the average relative differences were 24.0%, 2.0%, and
14.2%, respectively. Going to larger cell dimensions or em-
ploying another KE functional instead of LLP may reduce the
embedding error.
V. BASIS SET AND FUNCTIONAL DEPENDENCE
The results presented so far were computed with the
TZVP-GTH basis set in combination with the BLYP and LLP
density functionals. In order to test the accuracy of our ap-
TABLE I. Investigation of the basis set, exchange–correlation functional
(“ExC fct.”), and KE functional (“KE fct.”) dependence for liquid EC:
mean relative differences obtained from electric dipole moments calculated
according to Eq. (25) and from MLWFs computed either with embed-
ding (“WC/Loc”) or without embedding (“Loc/WC-nE”) (mSD is given in
brackets).
WC/Loc Loc/WC-nE
Basis set/ExC fct./KE fct. (%) (%)
SZV-GTH/BLYP/LLP 3.46 (1.65) 6.69 (4.90)
DZVP-GTH/BLYP/LLP 2.38 (3.23) 3.97 (3.09)
TZVP-GTH/BLYP/LLP 2.30 (3.24) 2.77 (3.19)
TZV2P-GTH/BLYP/LLP 2.58 (3.30) 3.12 (3.01)
QZV2P-GTH/BLYP/LLP 2.39 (3.05) 2.51 (2.75)
QZV3P-GTH/BLYP/LLP 2.50 (3.15) 2.63 (2.67)
TZVP-GTH/BP86/LLP 2.43 (3.28) 2.80 (3.25)
TZVP-GTH/PBE/LLP 2.41 (3.23) 2.86 (3.12)
TZVP-GTH/PBE0/LLP 2.01 (3.16) 2.24 (3.00)
TZVP-GTH/BLYP/LP 2.41 (3.36) 2.93 (3.23)
TZVP-GTH/BLYP/TF 2.43 (3.39) 2.90 (3.19)
TZVP-GTH/BLYP/PERDEW 2.34 (3.14) 3.17 (3.39)
TZVP-GTH/BLYP/TW1 2.27 (3.22) 2.66 (3.15)
TZVP-GTH/BLYP/LC94 2.31 (3.25) 2.78 (3.22)
TZVP-GTH/BLYP/PEARSON 2.38 (3.23) 3.08 (3.42)
proach with respect to different basis sets, data obtained with
distinct basis sets are given in Table I for liquid EC.
The basis sets were taken from the CP2K repository (for
details, we refer to Ref. 94). The smallest mean deviation
of WC-Dip(E) from Loc-Dip was found for the TZVP-GTH
basis set with WC/Loc = 2.3% whereas the single-zeta va-
lence (SZV-GTH) basis set gave rise to the highest value of
3.5%. Adding polarization functions to the TZVP-GTH ba-
sis set leads to the TZV2P-GTH basis set, which, however,
resulted in worse results than TZVP-GTH, both with respect
to WC/Loc and Loc/WC-nE. Going to quadrupole-zeta valence
basis sets (QZV2P-GTH, QZV3P-GTH) slightly reduced the
error between Loc-Dip and WC-Dip(nE) but did not give
smaller WC/Loc values.
Another important parameter in DFT calculations is
the exchange–correlation density functional. We chose sev-
eral popular functionals: in addition to the above-mentioned
BLYP density functional, two other GGA functionals,
namely, BP86120, 135 and PBE,136, 137 were tested as well as
the Hybrid–GGA functional PBE0.136–138 As can be seen in
Table I, the BLYP, BP86, and PBE density functionals gave
very similar results, both with respect to the comparison of
Loc-Dip with WC-Dip(E) and Loc-Dip with WC-Dip(nE).
Coming to the hybrid functional PBE0, lower deviations
were observed: WC/Loc and Loc/WC-nE were solely 2.0% and
2.2%, respectively. (The calculation of the WC-Dip(E) values
from the converged wave function took about 5.9 s in case
of PBE0 and 6.7 s for PBE, the corresponding Loc-Dip val-
ues were calculated in less than 0.01 s.139) In order to speed
up the calculation of the exact exchange part, we also applied
the auxiliary density matrix method (ADMM)140 in the PBE0
calculation (using the cFit3 auxiliary basis sets140). The ap-
proximations brought in by the ADMM approach led to an
error cancellation reducing WC/Loc and Loc/WC-nE to 1.9%
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and 1.4% (if a purified wave function fitting was applied)
and to 1.9% and 1.6% (if no density matrix purification was
employed), respectively. B3LYP brought about a very similar
outcome. Thus, the electric dipole moment components com-
puted with MLWFs and no embedding deviated less from the
ones calculated according to Eq. (25) than the ones obtained
with MLWFs and embedding.
Going to a number of diverse KE density functionals,
the LDA-based KE density functionals LP141 and TF142, 143
performed minimally poorer in the comparison of Loc-Dip
vs. WC-Dip(E) (see Table I) than the GGA-based Perdew,144
TW1,145 LC94,146 and Pearson147, 148 KE density functionals.
A bit more pronounced was the mismatch between the calcu-
lation with and without embedding: whereas the Perdew and
Pearson KE density functionals gave rise to a Loc/WC-nE value
of 3.2% and 3.1%, respectively, the TW1 KE functionals led
to a value of 2.7%. The LC94 (often also referred to as PW91)
and LLP functionals resulted in slightly higher percentages
around 2.8%. The LDA-based LP and TF KE functionals per-
formed moderately (around 2.9%).
VI. EXAMPLE APPLICATIONS: EC AND DMC
An important component in the development of high-
performance batteries is the choice of the electrolyte. Be-
sides the requirements of low toxicity, volatility, and cost,
the electrolyte should show good thermal and electrochem-
ical stability combined with high conductivity. Of crucial
importance for Lithium ion batteries is the formation of an
organic/inorganic layer at the graphite anode/electrolyte in-
terface, the so-called solid-electrolyte interface (SEI).149–153
It prevents further electron injection into the electrolyte ac-
companied with electrolyte decomposition as well as ex-
foliation of the graphene layers whereas Lithium ions can
ideally still diffuse through the SEI. The complex mecha-
nism of SEI formation has not been completely understood
and numerous experimental and theoretical work has been
conducted (for an overview about recent work, we refer to
Refs. 152 and 154–158 and references cited therein). EC is
often used as a co-solvent in Lithium ion batteries. The ad-
vantage of EC is that it decomposes on the electrode sur-
face during the first charging, forming the SEI. This leads
to a passivation of the surface and enables the selective mi-
gration of Li ions through the SEI. Such a SEI is, for exam-
ple, not found in case of propylene carbonate as solvent.151
It is thus important to understand the formation and influ-
ence of the SEI, which, however, requires the application
of a surface-sensitive method such as certain variants of
vibrational spectroscopy.154, 155, 159, 160 A combination of in
situ Raman/FT-IR spectroscopy has recently been applied by
Novák et al. for the characterization of Lithium ion containing
electrolytes and their behaviour at glassy carbon electrodes
with EC and DMC as solvents.154
In order to be able to interpret features in measured IR
spectra, it is helpful to differentiate the contributions of the
various ingredients. The IR spectrum of liquid EC, for in-
stance, can be computed via MD where the spectrum is ac-
cessible through electric dipole moment time autocorrela-
tion functions. Fig. 2 shows the IR spectrum of EC which
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FIG. 2. IR spectra of liquid EC calculated from MD (TZVP-GTH/BLYP;
additionally LLP in the embedding calculation) employing molecular elec-
tric dipole moments calculated according to Eq. (25) [“Loc-Dip”] (top), from
MLWFs with embedding [“WC-Dip(E)”] (middle), and from MLWFs with-
out embedding [“WC-Dip(nE)”] (bottom); for details, see text.
was obtained by autocorrelation of the sum of the molecular
electric dipole moments. The molecular electric dipole mo-
ments were computed with the help of Eq. (25) or from ML-
WFs whereby the latter were determined both with and with-
out embedding. The agreement between all three spectra in
Fig. 2 is very good. The only well recognizable difference is
the intensity of the doublet centered around 700 cm−1 where
ring bending vibrations occur:161 a slightly more intense band
at the higher wavenumber side is obtained if MLWFs are em-
ployed whereas the two bands show similar intensity in case
of the Loc-Dip approach. This makes clear that the evalu-
ation of molecular electric dipole moments as suggested in
Eq. (25) is a valuable alternative to the one based on the lo-
calization of Wannier functions for this type of liquid. It fur-
thermore demonstrates that the tiny difference between these
approaches as discussed in Sec. IV does not affect the overall
appearance of the IR spectra of liquid EC.
At ambient conditions, pure EC is not a favorable elec-
trolyte solvent owing to a relatively high melting point
(around 309.5 K).151 A remedy for this is the admixture of
linear carbonates. These feature lower melting points and, ad-
vantageously, a lower viscosity and dielectric constant lead-
ing to a higher ion conductivity. Especially, DMC has been
found to be a favourable co-solvent since DMC/EC mixtures
are electrochemically stable over a wide range of voltages.151
The IR spectrum of a 50:50 mixture of EC/DMC (compare
Sec. III) is given on the bottom of Fig. 3. In order to trace back
the origin of the bands, contributions from the two different
kinds of molecules were calculated with the help of molecu-
lar electric dipole moments. The second lowest panel shows
the IR spectra arising either from the EC or DMC molecules
(crosscorrelation contributions are not considered). The spec-
tra obtained from the different approaches are very similar
and no noteworthy difference can be seen in the band shapes.
As already observed in the spectrum of pure EC, a minor dif-
ference in the height of the bands between the Loc-Dip and
WC-Dip(E) spectrum is observed for the doublet around 700
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FIG. 3. IR spectra of a mixture of DMC and EC molecules obtained from
MD (TZVP-GTH/BLYP; in addition to LLP in the embedding calcula-
tion) employing molecular electric dipole moments calculated according to
Eq. (25) [“Loc-Dip”] (bottom and second lowest), from MLWFs with embed-
ding [“WC-Dip(E)”] (second highest), and from MLWFs without embedding
[“WC-Dip(nE)”] (top); the dashed lines correspond to the spectra obtained
from EC molecules and the drawn-through lines show the spectra derived
from DMC molecules (except the spectrum at the bottom, which shows the
sum of the spectra of the EC and DMC molecules; for details, see text).
cm−1, but otherwise the agreement is very good. Comparing
to the spectra obtained from WC-Dip(nE), it is also obvious
that the embedding approach does not introduce significant
changes except of tiny variations in the height of the bands.
An average of 7.58 D (mSD: 0.48 D) was obtained for
the absolute values of the molecular (Loc-Dip) electric dipole
moment of an EC molecule in the pure EC liquid. The analo-
gous averages for WC-Dip(E) and WC-Dip(nE) were 7.69 D
(mSD: 0.49 D) and 7.74 D (mSD: 0.50 D), respectively. Al-
though the WC-Dip averages were slightly larger, they did not
remarkably affect the appearance of the IR bands. The latter
were obtained by autocorrelating the electric dipole moment
components, which led to an error cancellation. For a single
EC molecule in gas phase, an absolute value of 5.65 D was
computed. Modelling one EC molecule at ambient conditions
via a MD simulation, we found an average absolute value of
5.56 D (mSD: 0.19 D). This is in good agreement with the ex-
perimental value of 5.35±0.15 D, which has been determined
from Stark-effect measurements.162 The difference between
the gas phase and liquid molecular electric dipole moments
can thus primarily be attributed to the interactions introduced
by surrounding molecules.
In order to investigate the above-mentioned variations in
the EC molecular electric dipole moment in more detail, we
calculated the absolute values of its atomic electric dipole mo-
ments according to Eq. (27). The atomic electric dipole mo-
ment origin was set to the same origin as the one of the corre-
sponding molecular electric dipole moment (i.e., the center of
charge of the subsystem). On average, an increase by 31%
and 112% was calculated for the oxygen and carbon atom
of the carbonyl group, respectively, if the liquid EC values
were compared to the one of EC in gas phase. A smaller en-
hancement in the absolute electric dipole moment values was
also obtained for the oxo and hydrogen atoms whereas a quite
marginal decrease was computed for the carbon atoms. The
atomic electric dipole moments computed following Eq. (27)
are, similar to Mulliken atomic charges,163 rather basis set de-
pendent. Nevertheless, it can be concluded that the increase of
the absolute electric dipole moment of a liquid EC molecule
compared to the one of a gas phase EC molecule (all obtained
with the TZVP-GTH basis set) mostly arises from distinct
contributions from its carbonyl group.
VII. CONCLUSION AND OUTLOOK
We presented an efficient approach for the calculation
of local electric dipole moments with an emphasis on peri-
odic systems. Within the described subsystem DFT-based em-
bedding scheme encompassing both hybrid and non-hybrid
exchange–correlation functionals, subset electric dipole mo-
ments can be computed without any extra localization proce-
dure leading to small additional cost in the calculations. Due
to the approximations induced by the embedding approach, it
is preferably applied to subsystems not connected via cova-
lent bonds, but this can be improved, i.e., by development of
more sophisticated KE functionals. It is eminently suited for
the study of molecular systems such as liquids, for which the
embedding method is known to perform very well.
In contrast to local electric dipole moments from ML-
WFs, our scheme can straightforward be employed in density-
matrix based linear-scaling DFT because no calculation of
KS orbitals is necessary. Aside from that, said subset electric
dipole moments can be rigorously divided into atomic molec-
ular electric dipoles. This does not require the assignment of
a specific number of electrons to each atom as needed in the
determination of electric dipole moments from Wannier cen-
ters. The electronic distribution is naturally accounted for in
our decomposition scheme.
Within the described embedding framework, the subset
electric dipole moments employing our approach are exact
for a given subsystem electronic density (as long as the ex-
pansion according to Eq. (23) is applicable). Opposed to that,
the corresponding ones from MLWFs are affected by approx-
imations made in the diagonalization and localization proce-
dures. These electric dipole moments computed from MLWFs
with embedding, however, deviated only marginally from the
ones derived via our method for the examined subsystems.
There are in principle different ways to obtain subsystem elec-
tronic densities (see Ref. 164 and references therein). Nev-
ertheless, employing the embedding scheme outlined above,
only a small impact of the embedding was observed in most
cases, which can be further reduced by choosing improved
KE functionals. In accordance to that, we found only a minor
dependency on the KE functional in the case of liquid EC.
An excellent agreement between IR spectra calculated
with and without MLWFs was obtained for liquid EC and a
mixture of DMC/EC, which is commonly used as solvent in
Lithium ion batteries. Further analysis showed that the abso-
lute values of the molecular electric dipole moments in liq-
uid EC are remarkably higher compared to the one of a sin-
gle, isolated EC molecule. This enhancement can mainly be
traced back to a larger contribution of the EC carbonyl group
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as shown by the decomposition into atomic electric dipole
moments.
All in all, the described method for the calculation of lo-
cal electric dipole moments is a valuable, computationally in-
expensive approach for the determination of subset electric
dipole moments in (non-)periodic systems, which can be ap-
plied in combination with hybrid or non-hybrid exchange–
correlation functionals. It can be used, for example, to moni-
tor changes in the electric dipole moment and center of elec-
tronic charge of (solvated) molecules or adsorbates on sur-
faces, which facilitates the interpretation of chemical pro-
cesses and vibrational spectra. Subset electric dipole moments
can furthermore easily be computed by post-processing of any
trajectory file. This opens a convenient way to model the dy-
namics of the system under study and its properties with dif-
ferent settings at reduced computational effort. In addition,
our approach can be extended to other local properties that
may otherwise be difficult to access, in particular for periodic
systems.
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