Genome-wide assessment of post-transcriptional control in the fly brain by Mezan, Shaul et al.
University of Massachusetts Medical School 
eScholarship@UMMS 
University of Massachusetts Medical School Faculty Publications 
2013-12-09 
Genome-wide assessment of post-transcriptional control in the fly 
brain 
Shaul Mezan 
Hebrew University of Jerusalem 
Et al. 
Let us know how access to this document benefits you. 
Follow this and additional works at: https://escholarship.umassmed.edu/faculty_pubs 
 Part of the Computational Biology Commons, Genomics Commons, Molecular and Cellular 
Neuroscience Commons, and the Molecular Genetics Commons 
Repository Citation 
Mezan S, Ashwal-Fluss R, Shenhav R, Garber M, Kadener S. (2013). Genome-wide assessment of post-
transcriptional control in the fly brain. University of Massachusetts Medical School Faculty Publications. 
https://doi.org/10.3389/fnmol.2013.00049. Retrieved from https://escholarship.umassmed.edu/
faculty_pubs/364 
This material is brought to you by eScholarship@UMMS. It has been accepted for inclusion in University of 
Massachusetts Medical School Faculty Publications by an authorized administrator of eScholarship@UMMS. For 
more information, please contact Lisa.Palmer@umassmed.edu. 
ORIGINAL RESEARCH ARTICLE
published: 09 December 2013
doi: 10.3389/fnmol.2013.00049
Genome-wide assessment of post-transcriptional control in
the fly brain
Shaul Mezan1†, Reut Ashwal-Fluss1†, Rom Shenhav1, Manuel Garber2 and Sebastian Kadener1*
1 Biological Chemistry Department, Silberman Institute of Life Sciences, The Hebrew University of Jerusalem, Jerusalem, Israel
2 Program in Bioinformatics and Integrative Biology, University of Massachusetts Medical School, Worcester, MA, USA
Edited by:
Hermona Soreq, The Hebrew
University of Jerusalem, Israel
Reviewed by:
Giorgio F. Gilestro, Imperial College,
UK
Saverio Brogna, University of
Birmingham, UK
*Correspondence:
Sebastian Kadener, Department of
Biological Chemistry, Room 2-322,
The Alexander Silberman Institute of
Life Sciences, Edmond J. Safra
Campus, Jerusalem 91904, Israel
e-mail: skadener@gmail.com
†These authors have contributed
equally to this work.
Post-transcriptional control of gene expression has central importance during development
and adulthood and in physiology in general. However, little is known about the extent
of post-transcriptional control of gene expression in the brain. Most post-transcriptional
regulatory effectors (e.g., miRNAs) destabilize target mRNAs by shortening their polyA
tails. Hence, the fraction of a given mRNA that it is fully polyadenylated should correlate
with its stability and serves as a good measure of post-transcriptional control. Here,
we compared RNA-seq datasets from fly brains that were generated either from total
(rRNA-depleted) or polyA-selected RNA. By doing this comparison we were able to
compute a coefficient that measures the extent of post-transcriptional control for each
brain-expressed mRNA. In agreement with current knowledge, we found that mRNAs
encoding ribosomal proteins, metabolic enzymes, and housekeeping genes are among
the transcripts with least post-transcriptional control, whereas mRNAs that are known
to be highly unstable, like circadian mRNAs and mRNAs expressing synaptic proteins
and proteins with neuronal functions, are under strong post-transcriptional control.
Surprisingly, the latter group included many specific groups of genes relevant to brain
function and behavior. In order to determine the importance of miRNAs in this regulation,
we profiled miRNAs from fly brains using oligonucleotide microarrays. Surprisingly, we
did not find a strong correlation between the expression levels of miRNAs in the brain
and the stability of their target mRNAs; however, genes identified as highly regulated
post-transcriptionally were strongly enriched for miRNA targets. This demonstrates a
central role of miRNAs for modulating the levels and turnover of brain-specific mRNAs
in the fly.
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INTRODUCTION
Steady-state levels of mRNAs are a consequence of a balance
between transcription and degradation rates. Work done in
this area in the last few decades has demonstrated that mRNA
molecules are subjected to post-transcriptional regulation of dif-
ferent kinds. These modes of regulation include among others
deadenylation, stabilization or degradation by RNA-binding pro-
teins, nonsense-mediated decay reduction (NMD), and miRNA-
mediated regulation (Bevilacqua et al., 2003; Alonso, 2005;
Halbeisen et al., 2008; Wen and Brogna, 2008; Brogna and Wen,
2009; Meisner and Filipowicz, 2010; Braun et al., 2012). Post-
transcriptional regulation usually impacts mRNA stability by
influencing or determining the degradation rate. In these cases,
cellular control over steady-state levels is achieved mainly by
tight post-transcriptional regulation mechanisms rather than by
regulating the transcription rate per se.
Although several studies have comprehensively assessed post-
transcriptional control and RNA turnover rates, these assess-
ments have been restricted either to unicellular organism
e.g.,(Andersson et al., 2006; Shock et al., 2007; Miller et al., 2011;
Morey and Van Dolah, 2013; Rustad et al., 2013) or cells in cul-
ture (Filipowicz et al., 2008; Sharova et al., 2009; Rabani et al.,
2011). In other cases, turnover rates have been extrapolated by
comparing the levels of nascent and total RNA levels. Although
powerful, this type of methodology requires large amount of
material and/or laborious procedures (Core et al., 2008; Menet
et al., 2012; Rodriguez et al., 2013).
Post-transcriptional regulation of mRNA stability and decay
is dictated mainly by trans-acting factors like miRNAs, siRNAs,
and RNA binding proteins. These factors act on cis elements usu-
ally located in the 3′ untranslated region (UTR) of the target
mRNA [e.g., AU rich elements, miRNA binding sites (Chen and
Shyu, 1994; Kai and Pasquinelli, 2010)]. Their mode of action
involves the direct or indirect recruitment of the mRNA degra-
dation machineries like deadenylases, decapping enzymes, and
the exosome complex, (for review see Houseley and Tollervey,
2009). A major/convergent point of control on mRNA stability
is the length of the polyA tail. Indeed, most pathways that con-
trol mRNA turnover affect directly or indirectly the length of the
polyA tails (Fabian et al., 2010; Huntzinger and Izaurralde, 2011).
MiRNAs are small (20–23 nucleotide) non-coding RNAs that
serve as post-transcriptional regulators of gene expression (Bartel,
2009). MiRNAs are produced in two sequential cleavage steps
by the microprocessor complex and the RNAse III enzyme dicer
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(Denli et al., 2004). Their mechanism of action involves the for-
mation of imperfect hybrids with 3′ UTRs of target mRNAs,
which results in translational repression, recruitment of the dead-
enylase GW182, and mRNA degradation (Fabian et al., 2010;
Huntzinger and Izaurralde, 2011). miRNAs associate with the tar-
get mRNA as part of a large silencing complex called RISC, which
in Drosophila includes the protein AGO-1 (Bartel, 2009).
Control of mRNA stability has a central importance in the
brain: local translational control and mRNA degradation and
stabilization in response to changes in neuronal function and
activity are critical for proper brain function. Indeed many
RNA-regulators (miRNAs and RNA-binding proteins) are impor-
tant actors in behavioral processes (Kadener et al., 2009; Liu
et al., 2012; Luo and Sehgal, 2012; Lim and Allada, 2013;
Zhang et al., 2013) and neuronal function in general. Moreover,
miss-regulation of RNA stability can lead to neuronal-related
pathologies (Aw and Cohen, 2012; Liu et al., 2012). Despite the
importance of post-transcriptional control in the brain, no stud-
ies to date have globally assessed mRNA stability and the extent of
post-transcriptional control in this tissue.
In this study, we performed a genome-wide assessment of
post-transcriptional control in the fly brain. We did so by com-
paring the levels of polyA-selected and rRNA-depleted RNA sam-
ples. As rRNA-depleted RNAs include both nascent and unstable
RNAs, for a given transcript the relative amounts between the
rRNA-depleted and polyA selected samples is a surrogate of the
amount of post-transcriptional control and should be inversely
related to the stability of this mRNA. We validated our results
by showing that, first, housekeeping genes (like those encod-
ing ribosomal proteins and key metabolic enzymes) are the
most stable mRNAs identified using our approach and, secondly,
that the mRNAs under the control of the circadian clock, and
hence expected to have high turnover rates are actually enriched
among the less stable transcripts according to our prediction.
Interestingly we found that mRNAs ranked as highly stable or
unstable are enriched for genes with very specific Gene Ontology
(GO) categories. In particular, mRNAs encoding proteins related
to neuronal function and physiology are strongly enriched among
the less stable mRNAs. Moreover, we found that the mRNAs
predicted to be highly regulated post-transcriptionally by our cri-
teria, are highly enriched for miRNA binding sites. In order to
determine whether specific miRNAs mediate most of this reg-
ulation, we profiled miRNA expression in the Drosophila brain
using oligonucleotide miRNA microarrays. Surprisingly, we did
not find a correlation between the level of expression of miR-
NAs in theDrosophila brain and the extent of post-transcriptional
control of the predicted targets. This demonstrates that although
miRNAs have a central function in regulating brain mRNAs, the
regulation likely involves many layers and complex mechanisms.
RESULTS
USE OF THE polyA PLUS TO TOTAL RNA RATIO TO ASSESS GLOBAL
mRNA STABILITY
In a recent study, Hughes et al., generated RNA-seq data from
rRNA-depleted RNA (also called total RNA, TR) and polyA+
RNA (PA) isolated from fly brains (Hughes et al., 2012). Contrary
to polyA+ RNA, rRNA-depleted RNA includes all forms of
RNA, among them nascent RNAs (pre-mRNA) and RNA with
short (or no) polyA tails. Hence, transcripts with strong post-
transcriptional control would be more enriched in this prepara-
tion than in the polyA+ RNA fraction. Therefore, we reasoned
that for a given mRNA, the ratio between the abundance in the
TR and the PA libraries should be proportional to the amount of
post-transcriptional control. A low PA/TR signal indicates strong
post-transcriptional control: mRNAs with short polyA tails tend
to be found more abundantly in the total RNA fraction, as these
transcripts bind weakly to the oligo dT beads used to isolate
polyA+ mRNAs (Meijer et al., 2007; Meijer and de Moor, 2011;
Kojima et al., 2012).
We limited our analysis to the transcripts produced by RNA
polymerase II as RNAs transcribed by other polymerases lack a
polyA tail and hence will only be present in the TR fraction.
The data was processed as indicated in Figure 1A. As shown in
Figure 1B, the data have a quasi-normal distribution after log
transformation (n = 32898). As expected, transcripts that are
not polyadenylated, such as some of the histones transcripts, are
toward the left end of the curve as these have low PA/TR ratios
(Figure 1B, red and blue dots).
Rather than being a direct reflection of mRNA stability, low
PA/TR ratios may indicate nuclear retention or specific control
of polyA tail length not related to mRNA turnover. In order
to test the validity of our approach, we looked at the PA/TR
ratio of specific groups of mRNAs that are known to have long
or short half-lives (Figures 1B, 2A). We first analyzed mRNAs
encoding housekeeping protein.We observed that mRNAs encod-
ing proteins with the GO terms ribosomal and TCA cycle enzymes
were significantly enriched in the group of mRNAs with high
PA/TR ratios (high stability; p = 3.13e−147and p = 1.92e−12,
respectively, Figure 2A). On the other hand, we found circadian-
regulated mRNAs among the subset of genes with low PA/TR
ratios (p = 1.62e−47); circadian-regulated mRNAs are by defini-
tion short-lived as they display mRNA oscillations and do not
accumulate through the day. Therefore, we conclude that our
approach can be used to identify differentially stable mRNAs.
GENE GROUPS IN THE EXTREME OF THE PA/TR DISTRIBUTION BELONG
TO SPECIFIC GENE ONTOLOGY CATEGORIES
Evaluation of PA/TR values of genes associated with other
GO terms gave interesting results. Genes involved in immune
response were enriched among the group of genes with low PA/TR
ratio (p = 7.6e−9); genes in the oxidative stress response group
had higher PA/TR ratio (p = 0.00037) (Figure 2A). Interestingly,
genes associated with neuronal-related GO terms such as axon
and neuronal cell body were significantly enriched among
the mRNAs with low PA/TR ratios (p = 3.94e−43 and p =
1.012e−18, respectively), suggesting that mRNAs encoded by
genes in this group are under high post-transcriptional regulation
(Figure 2A).
To determine which types of mRNAs are in the most stable or
unstable groups of genes, we determined the types of transcripts
that are particularly enriched in the extremes of the PA/TR distri-
bution. These transcripts should be extremely stable (high PA/TR
ratio) or unstable (low PA/TR ratio). We selected the transcripts
in the top 5% or bottom 5% of the PA/TR ranking and tested
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FIGURE 1 | Analysis of mRNA stability using polyA and total RNA-seq
data. (A) Schematic illustration of the strategy used to estimate RNA stability.
(B) Density plot of the distribution of polyA/total-RNA (PA/TR) values for all
transcripts (n = 32898). Data was log-transformed to achieve normal
distribution. Blue and red dots at the lower part of the plot represent the PA/TR
values of His1 (red) andHis2A (blue) transcripts. Colored lines under the density
plot represents transcripts associated to different GO terms groups. Color Key
for Histone and GO terms transcripts is presented at the top left panel.
whether these transcripts are enriched for specific GO terms
(Figures 2B,C). As expected, transcripts with high PA/TR ratios
were enriched for genes with GO terms related to housekeeping
functions like ribosomal, enzymes and cytoskeleton organization
(Figure 2B). Interestingly, we found that genes encoding pro-
teins involved in cell cycle, luminal proteins, and nuclear mRNA
splicing were also enriched in this fraction, suggesting that their
mRNAs are long lived (Figure 2B).
In addition, we found that many more GO terms were
enriched in mRNAs with low PA/TR ratios (Figure 2C). Notably,
genes involved in brain-related processes were highly enriched
in the less stable, short-lived mRNA group. These include genes
involved in neurological system processes, cognition, sensory
perception, behavior, and synapse organization. In addition,
genes involved in transcriptional control (such as DNA bind-
ing proteins) belonged to the group of short-lived messages.
The strong quantitative and qualitative differences between the
genes enriched in both extremes of the PA/TR ratio, reinforces
the notion that post-transcriptional control is central in brain
physiology and function.
As stated above, the PA/TR ratio may reflect factors other
than mRNA stability. We therefore used an independent mea-
surement to further analyze the genes in the top 5% and bottom
5% of the PA/TR distribution. Intronic data has been used in
the past as surrogate of transcription. As the total RNA-seq data
includes signal from introns and exons, this dataset can also be
used to independently test mRNA stability by calculating the rel-
ative amounts of introns and exons for a given mRNA. Hence, we
calculated the ratio of intronic vs. exonic signal (I/E) for those
genes at the extremes of the PA/TR distribution. We expected
that mRNAs with high turnover rates and for which we com-
puted low PA/TR ratios will have high I/E ratios and that those
genes in the upper end of the PA/TR distribution would display
an opposite trend. In order to avoid misinterpretations of the
results due to different scaling factors, we based our compari-
son on the ranking of the different ratios. We observed that the
mRNAs ranked as very stable (top 5%) using the PA/TR ratio
were among the transcripts with lowest I/E ratios (less nascent
compared to mature mRNA, hence more stable (Figure 3A). In
addition, those mRNAs ranked as very unstable in the PA/TR
ratio measurement had highest I/E ratio, further validating our
approach (Figure 3B).
PA/TR RATIO CORRELATES WITH TRANSCRIPT ABUNDANCE ONLY FOR
LOWLY EXPRESSED mRNAs
In order to further validate the ability of the PA/TR ratio to
evaluate mRNA stability, we decided to examine whether the
PA/TR has any bias for low or high expressed mRNA. For
assessing this possibility, we used a linear regression model that
takes into account the relationship between transcript expres-
sion levels (RPKM values of the poly A selected RNA) and its
predicted stability (PA/TR ratio). Indeed, this model show a
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FIGURE 2 | Gene ontology (GO) enrichment analyses (A) Box plot
representation (quartiles and median) of transcripts associated with
different GO terms. Number of transcripts at each group is presented at
Figure 1B at the top left panel. Mann-Whitney U-test was performed to
determine statistical significance of the differences. ∗p < 0.005;
∗∗p < 0.0001. NS, non-significant. (B) Results of DAVID functional annotation
analysis to examine GO enrichment in genes with the top 5% and (C) bottom
5 % PA/TR values. The data presented is log transformed p-Value (FDR
corrected) of GO terms or KEGG pathways (KG) found to be enriched in the
tested group of genes.
positive correlation between the mRNA abundance and stability
(n = 32898, r = 0.29, p < 0.00001). However, only ∼9% of the
change in PA/TR ratio can be explained by the expression lev-
els (R-squared = 0.0879) demonstrating that the PA/TR ratios
are not a mere reflection of mRNA abundance. Moreover, when
filtering out the very low expressed mRNAs (those expressed
less than 1 RPKM), the explained fraction is reduced to only
3.5% (n = 31482, R-squared = 0.0346). Interestingly, for the
lowly expressed transcripts, the explained fraction is more than
30% (n = 1416, R-squared = 0.3181) Figure 4A shows a scat-
ter plot of the correlation (the red line represents RPKM
value of 1).
In order to look in more detail into the relationship between
the PA/TR ratio and mRNA abundance, we selected groups of
transcripts based on their expression levels (e.g., 1–1.5, 10–11,
20–21 until 80–81 RPKM) and compare their PA/TR ratio dis-
tribution (Figure 4B). ANOVA test demonstrated that there is no
significant difference in the distribution of PA/TR values across
the range of 20-80 RPKM (p = 0.09), showing that in this range,
transcripts with four times difference in expression levels can
have the same PA/TR ratio. Indeed, only the two groups with
lower expression (RPKM 1–1.5 and 10–11) showed significantly
different distribution, as they are clearly enriched for transcripts
with low PA/TR ratio (p < 0.0001 for both). These results
demonstrate that PA/TR ratio does not correlate with transcripts
abundance globally. However, transcripts with very low mRNA
abundance have in average lower PA/TR ratio, but we favor the
interpretation that this is a result rather than a bias of the PA/TR
ratio (see discussion).
GLOBAL ASSESSMENT OF miRNA ABUNDANCE IN THE Drosophila
BRAIN
Our meta-analysis revealed that several types of mRNAs are
highly regulated at the post-transcriptional level. MiRNAs or
RNA binding proteins could mediate this regulation. Since there
is no publicly available genome-wide expression data available for
miRNAs in the Drosophila brain, we generated our own dataset.
We purified RNA from dissected brains and determined the abun-
dance of individual miRNAs using oligonucleotide microarrays.
In order to minimize effects due to the time of collection, we iso-
lated RNA from brains of flies collected at six different times of the
days. Figure 5A shows heat-map representation of top 50 miRNA
expressed in the Drosophila brain. miRNA expression levels were
averaged across the six time points for further analysis.
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FIGURE 3 | Evaluation of mRNA stability using the relationship
between the intronic and exonic signals. (A) Distribution of
intron/exon ratio of transcripts with top 5% and (B) bottom 5% PA/TR
values. All transcripts were ranked according to their intron/exon RPKM
ratio. The rank values of the top or bottom 5% PA/TR were extracted
and plotted.
FIGURE 4 | Association between gene expression and PA/TR ratio.
(A) Correlation between RPKM value of each transcript and its PA/TR ratio.
The data is presented as log transformed values and the density of the dots
at the plot is represented by the different colors (see color key). Red line
represents level of 1 RPKM (log value of 0). (B) PA/TR distributions of groups
of transcripts with various RPKM values. The RPKM range in each group is
indicated at the top left panel. The data is presented as log transformed
values.
TRANSCRIPTS WITH LOW PA/TR RATIOS ARE ENRICHED FOR miRNA
BINDING SITES, BUT THEIR STABILITY IS NOT CORRELATED TO THE
ABUNDANCE OF THE PREDICTED REGULATORY miRNA
In order to test whether miRNA-mediated regulation has a major
impact on processes in the brain, we tested whether the less sta-
ble mRNAs were enriched for predicted miRNA targets. We used
dataset of predicted targets of conserved miRNA families (using
TargetScanFly) and estimated the PA/TR ratio of these transcripts.
We found that those mRNAs which have been predicted to be reg-
ulated by miRNA (n = 15206) are enriched among the less stable
transcripts. Mann-whitney U-test and bootstrapping approach
(10,000 bootstrap samples) showed that the difference is statis-
tically significant (p < 0.0001). This demonstrates a key role for
miRNAs in regulating mRNA stability in the fly brain (compare
the distribution of the PA/TR ratios for all mRNAs and those that
have been predicted or not to be miRNA-regulated in Figure 5B).
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FIGURE 5 | Assessment of miRNA expression in the brain and the
stability of their targets. (A) Heat-map representation of top 50
miRNA expressed in the Drosophila brain. Fly brains were collected
across six time points of the circadian day (ZT, zeitgeber time). RNA
was extracted and loaded to Affymetrix array chips. miRNA expression
levels were averaged across the six time points for further analysis. (B)
Density plot comparing the distribution of polyA/total-RNA values for all
transcripts (black line; n = 32898) with those of miRNA-regulated genes
(green line; n = 15206) and non miRNA-regulated genes (blue line;
n = 16,456). Data was log-transformed to achieve normal distribution.
Mann-Whitney U-test and bootstrapping approach (10,000 bootstrap
samples) showed significant difference between the groups (p < 0.0001).
(C) Box plot representation (quartiles and median) of PA/TR values of
different miRNA target genes. For each list of miRNA targets,
Mann-Whitney U-test was used to determine statistical significance of
the differences. Numbers of transcripts at each group are summarized
at Supplementary Table 2. Horizontal line represents the median values
for all transcripts. ∗∗p < 0.0001. NS, no significant.
Last, we tested whether there is a correlation between miRNA
expression levels in the brain and the stability (calculated from
the PA/TR ratio) of their target mRNAs. We divided miRNAs
into groups based on their expression levels. For each miRNA
we calculated the PA/TR ratio of its predicted targets and tested
for significant differences between its targets values and the
entire transcript population. For almost all the miRNAs, their
predicted targets had significantly lower PA/TR values than the
entire transcript population: Out of 94 miRNA families only
seven were not found in the group with lower PA/TR targets
(Supplementary Table 2). Surprisingly, we did not find any cor-
relation between the expression levels of the miRNAs and the
PA/TR ratio. Predicted targets of both highly expressed and lowly
expressed miRNA had low PA/TR ratio (Figure 5C), and applying
Spearman’s correlation test did not show significant correlation
between miRNA expression and PA/TR values (p = 0.109). These
results demonstrate that although miRNA regulation is a key
regulatory mechanism in the brain, there is a complex, non-
linear correlation, between transcripts containing miRNA target
sequences and miRNA expression levels.
DISCUSSION
In this work we utilized previously published RNA-seq data and
newly generated brain-specific miRNA expression data to glob-
ally estimate mRNA turnover rates in the Drosophila brain and
to evaluate the mechanism behind this regulation. In order to
estimate globally mRNA turnover rates, we compared the lev-
els of each transcript in polyA+ purified and rRNA-depleted
RNA samples. More specifically, we generated a PA/TR ratio that
should directly correlate with the extent of post-transcriptional
control and inversely with mRNA stability. We validated our
approach by showing that mRNAs known to be highly stable like
those encoding proteins related to the ribosome and cytoskele-
ton function, have a high PA/TR ratio. At the opposite end of the
stability spectrum, mRNAs known to have high turnover rates
like those encoding synaptic, circadian, and other proteins dis-
play PA/TR ratios indicative of short half-lives. Interestingly we
found that mRNAs encoding proteins involved in key neuronal
functions are among the most highly regulated mRNAs at the
post-transcriptional level. MiRNAs seem to play a key part in
mRNA stability in the brain, as transcripts with very low PA/TR
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ratio are strongly enriched for miRNA binding sites. However,
miRNA regulation is likely to be complex and redundant, as we
did not find correlation between miRNA levels and the PA/TR
ratio of their predicted mRNA targets in the brain.
Although we have validated our strategy, we acknowledge
that it provides an indirect measure of mRNA stability. This is
because the PA/TR ratio may reflect nuclear retention, ineffi-
cient splicing, and other modes of regulation like cytoplasmic
polyadenylation instead of mRNA turnover. However, we believe
that it can be certainly assured that genes with low PA/TR ratio
are under strong post-transcriptional control. Indeed, modes of
post-transcriptional regulation that does not lead to mRNA decay
(e.g., cytoplasmic polyadenylation) could constitute an impor-
tant point of control for certain mRNAs like those that are
translated in synapses. It is well known that synaptic-translated
mRNAs are associated with the miRNA machinery and specific
RNA binding proteins until their translation. The PA/TR ratio
thus measures more generally the extent of post-transcriptional
control of mRNA levels rather than being a measure of mRNA
turnover.
We found that for most transcripts, there is no correlation
between their expression and their stability measured by the
PA/TR ratio (Figures 4A,B). However, we found that very lowly
express genes are among the less stable mRNAs. We don’t believe
that this is the result of bias in the analysis or calculation of
the PA/TR coefficient but rather a biological meaningful result.
In other words, we believe that our results indicate that lowly
expressed genes are the result of not so low expression coupled
to high mRNA turnover. This could be a way to diminish gene
expression noise, as it is known that lowly transcribed genes are
subjected to high expression noise. Indeed middle transcription
followed by strong post-transcriptional control has been pro-
posed to be an efficient way to generate low mRNA levels without
much noise (Hornstein and Shomron, 2006). Given the key func-
tion of the genes with low expression in the brain, this seems
a fair tradeoff. It should be pointed out that the data we uti-
lized for this study is extremely deep (∼20 million reads per
sample for polyA selected RNA, and ∼40 million paired-end
reads per sample for non-polyA), so even the very low genes
are well represented (in terms of total amounts of reads) in
the PA samples, therefore, we don’t think that our PA/TR ratio
has diminished performance in this extreme of the expression
distribution.
Although our results suggest a key role for miRNAs in post-
transcriptional control, we were surprised to find that there is no
correlation between the levels of brain miRNAs and the extent
of post-transcriptional control of their predicted targets. This
could be due to several factors. First, it is known that mRNAs are
usually targeted by several miRNA species, with certain miRNAs
expressed in some cell types but not others (Bartel, 2009). Second,
miRNA abundance is not always reflective of the functional
activity. Indeed, sequencing of AGO-1 associated (RISC-bound)
miRNAs is a more accurate measurement of the abundance of
functional miRNAs as only a fraction of miRNAs present in a
cell are incorporated into a RISC and are thus functional at a
given time (Krol et al., 2010). Third, our correlations are based on
miRNA-target predictions. Although algorithms like Target-Scan
usually display low false positive rates, many meaningful inter-
actions might be missed (Yue et al., 2009). Hence the lack of
correlation could be due to failure in themiRNA-target prediction
algorithm, although we feel that this is unlikely as we observed the
lack of correlation using only the evolutionary conserved miR-
NAs. Last, as the brain is highly heterogeneous in neuronal cell
types, it is possible that miRNAs expressed at very low levels
globally have key functions in specific neuronal groups. A last
consideration is that our approach does not consider expres-
sion levels. Two genes with equal PA/TR ratios but very different
expression levels may respond very differently to a given miRNA.
Based on this consideration, we believe that identification and
analysis of a dataset of AGO-1-associated mRNAs and miRNAs
would shed additional light on post-transcriptional regulation in
the brain (Varghese et al., 2010; Aw and Cohen, 2012; Weng and
Cohen, 2012).
In sum, our comparison of levels of total or polyA-selected
RNA allowed us to evaluate the extent of post-transcriptional
control for all brain-expressed mRNAs. The lack of a strong cor-
relation between the expression levels of miRNAs in the brain and
the stability of their target mRNAs indicates that much remains to
be learned about the modulation of brain-specific mRNAs in the
fly. Our work provides a valid approach for analysis of mRNA sta-
bility and indicates a central role for miRNAs in regulatingmRNA
levels in the brain.
MATERIALS AND METHODS
RNA-SEQ DATA ANALYSIS
We used RNA-seq data published by Hughes et al., available at
GEO (accession number: GSE29972) (Hughes et al., 2012). In this
paper, the authors generated RNA libraries with polyA selected
(PA) or ribosomal-depleted RNA (TR). Our analysis was based
on the processed data published by the authors, which includes
RPKM values calculated as described. Two replicates of CS sam-
ples from ZT0 and ZT12, both polyA selected and ribo-depleted,
were used for the analysis. Non-coding genes and lowly expressed
transcripts (bottom 20% RPKM values) were filtered out. For
each transcript, we divided polyA RPKM values with non-polyA
RPKM values of the corresponding sample to determinate PA/TR
ratio. The average of PA/TR values of both replicates and time
points was used for further analyses. To determine Intron/Exon
(I/E) ratio we divided the average exonic and intronic RPKM val-
ues and the data was ranked prior to comparison to PA/TR ratio.
PA/TR data was log-transform to achieve normal distribution for
data visualization and prior to applying linear regression model.
All data used in this study is included in Supplementary Table
1 (see also Figure 1). All analyses described in this paper were
performed using R version 3.0.1.
GENE ONTOLOGY ENRICHMENT ANALYSIS
Gene Ontology database (http://www.geneontology.org/) was
used to obtain lists of genes associate with different GO terms. For
each list of genes, we extracted PA/TR values of the transcripts,
calculated median and used the non-parametric Mann-Whitney
U-test to determine statistical significance. DAVID functional
annotation tool (http://david.abcc.ncifcrf.gov/home.jsp) (Huang
et al., 2009) was used to examine GO enrichment in the groups
Frontiers in Molecular Neuroscience www.frontiersin.org December 2013 | Volume 6 | Article 49 | 7
Mezan et al. Post-transcriptional control in the Drosophila brain
of genes with top 5% or bottom 5% PA/TR values. The list of
expressed transcripts (top 80% RPKM values) was used as the
background in the analysis. The data presented is log transformed
p-Values after FDR correction.
Drosophila’s BRAIN SAMPLE PREPARATION
For profiling the expression ofmiRNA, 3–5 days oldDrosophila.M
Canton-S flies were entrained in 12:12 LD cycles. Fly brains were
collected across six time points of the circadian day. At each time
point twenty five brains were dissected, and completely cleaned
from trachea and fat tissue, in ice cold PBSX1. Brains collected
into an eppendorf were immediately immersed in Lysis/Binding
buffer (Ambion, AM1560) and kept on ice for the rest of the
dissection. By the end of each dissection round brains were
homogenized using a rotor blade and frozen in liquid nitrogen.
RNA EXTRACTION
Extraction of small RNA containing-total RNA was performed
using the mirVana miRNA isolation kit (Ambion, AM1560).
Organic extraction using Acid-Phenol:Chloroform was done
according to the manufacture’s protocol. Following elution sam-
ples were treated with TURBO DNase (Ambion, AM2238)
according to the manufacture’s protocol. Finally, RNA was recov-
ered by isopropanol precipitation supplemented with glycerol.
AFFYMETRIX GENECHIP miRNA 2.0 ARRAY
Pre-miRNA and mature miRNA expression levels were studied
using Affymetrix GeneChipmiRNA 2.0 Array. 600ng from each of
the miRNA containing-total RNA were loaded to six array chips.
Affymetrix Expression ConsoleTM Software was used to normal-
ize and calculate summary values from Affymetrix CEL files. Data
were background-corrected by the RMA method. Heatmap was
generated using the heatmap.2 function of the gplots package
in R. miRNA expression levels were averaged across the six time
points for correlation analysis.
miRNA TARGET GENES ANALYSIS
List of conserved miRNA families and their targets was obtained
from TargetScanFly (http://www.targetscan.org/fly/). PA/TR val-
ues ofmiRNA target genes were extracted and themedian for each
miRNA targets group was calculated. Mann-Whitney U-test was
used to estimate statistical significant comparing to all transcript
population and the p-Values were FDR corrected. For estimating
the significance of the differences between all miRNA targets and
non-miRNA targets PA/TR values bootstrapping approach was
also applied (10,000 bootstrap samples). Spearman correlation
test was used to examine relationship between miRNA expression
levels and PA/TR value of their targets.
AUTHOR CONTRIBUTIONS
Shaul Mezan: Performed the experimental work and helped with
the writing of the manuscript. Reut Ashwal-Fluss: Lead the anal-
ysis of the data and helped with the writing of the manuscript.
Rom Shenhav andManuel Garber: Helped with the analysis of the
data. Sebastian Kadener: Designed the experimental and guided
the analytical part. Wrote the manuscript.
ACKNOWLEDGMENTS
This work was supported by the Israel Science Foundation (Grant
No 1015/10), The European Research Council (grant #260911),
The Marie Curie Reintegration Grant Program, The German
Israeli Foundation (GIF) Young Investigator Award and the
Human Frontiers Science Program Career Development Award
(CDA# 10/2009) to Sebastian Kadener.
SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be
found online at: http://www.frontiersin.org/journal/
10.3389/fnmol.2013.00049/abstract
REFERENCES
Alonso, C. R. (2005). Nonsense-mediated RNA decay: a molecular system micro-
managing individual gene activities and suppressing genomic noise. Bioessays
27, 463–466. doi: 10.1002/bies.20227
Andersson, A. F., Lundgren, M., Eriksson, S., Rosenlund, M., Bernander, R., and
Nilsson, P. (2006). Global analysis of mRNA stability in the archaeon Sulfolobus.
Genome Biol. 7, R99. doi: 10.1186/gb-2006-7-10-r99
Aw, S., and Cohen, S. M. (2012). Time is of the essence: microRNAs and age-
associated neurodegeneration. Cell Res. 22, 1218–1220. doi: 10.1038/cr.2012.59
Bartel, D. P. (2009). MicroRNAs: target recognition and regulatory functions. Cell
136, 215–233. doi: 10.1016/j.cell.2009.01.002
Bevilacqua, A., Ceriani, M. C., Capaccioli, S., and Nicolin, A. (2003).
Post-transcriptional regulation of gene expression by degradation
of messenger RNAs. J. Cell. Physiol. 195, 356–372. doi: 10.1002/jcp.
10272
Braun, J. E., Huntzinger, E., and Izaurralde, E. (2012). A molecular link between
miRISCs and deadenylases provides new insight into the mechanism of gene
silencing by microRNAs. Cold Spring Harb. Perspect. Biol. 4, pii:a012328. doi:
10.1101/cshperspect.a012328
Brogna, S., and Wen, J. (2009). Nonsense-mediated mRNA decay (NMD) mecha-
nisms. Nat. Struct. Mol. Biol. 16, 107–113. doi: 10.1038/nsmb.1550
Chen, C. Y., and Shyu, A. B. (1994). Selective degradation of early-response-gene
mRNAs: functional analyses of sequence features of the AU-rich elements. Mol.
Cell. Biol. 14, 8471–8482.
Core, L. J., Waterfall, J. J., and Lis, J. T. (2008). Nascent RNA sequencing reveals
widespread pausing and divergent initiation at human promoters. Science 322,
1845–1848. doi: 10.1126/science.1162228
Denli, A. M., Tops, B. B., Plasterk, R. H., Ketting, R. F., and Hannon, G. J. (2004).
Processing of primary microRNAs by the microprocessor complex. Nature 432,
231–235. doi: 10.1038/nature03049
Fabian, M. R., Sonenberg, N., and Filipowicz, W. (2010). Regulation of mRNA
translation and stability by microRNAs. Annu. Rev. Biochem. 79, 351–379. doi:
10.1146/annurev-biochem-060308-103103
Filipowicz, W., Bhattacharyya, S. N., and Sonenberg, N. (2008). Mechanisms of
post-transcriptional regulation by microRNAs: are the answers in sight? Nat.
Rev. Genet. 9, 102–114. doi: 10.1038/nrg2290
Halbeisen, R. E., Galgano, A., Scherrer, T., and Gerber, A. P. (2008).
Post-transcriptional gene regulation: from genome-wide studies to
principles. Cell. Mol. Life Sci 65, 798–813. doi: 10.1007/s00018-007-
7447-6
Hornstein, E., and Shomron, N. (2006). Canalization of development by microR-
NAs. Nat. Genet. 38(Suppl.), S20–S24. doi: 10.1038/ng1803
Houseley, J., and Tollervey, D. (2009). Themany pathways of RNA degradation.Cell
136, 763–776. doi: 10.1016/j.cell.2009.01.019
Huang, d. W., Sherman, B. T., and Lempicki, R. A. (2009). Systematic and inte-
grative analysis of large gene lists using DAVID bioinformatics resources. Nat.
Protoc. 4, 44–57. doi: 10.1038/nprot.2008.211
Hughes, M. E., Grant, G. R., Paquin, C., Qian, J., and Nitabach, M. N. (2012).
Deep sequencing the circadian and diurnal transcriptome of Drosophila brain.
Genome Res. 22, 1266–1281. doi: 10.1101/gr.128876.111
Huntzinger, E., and Izaurralde, E. (2011). Gene silencing by microRNAs: contribu-
tions of translational repression and mRNA decay. Nat. Rev. Genet. 12, 99–110.
doi: 10.1038/nrg2936
Frontiers in Molecular Neuroscience www.frontiersin.org December 2013 | Volume 6 | Article 49 | 8
Mezan et al. Post-transcriptional control in the Drosophila brain
Kadener, S., Menet, J. S., Sugino, K., Horwich, M. D., Weissbein, U., Nawathean,
P., et al. (2009). A role for microRNAs in the Drosophila circadian clock. Genes
Dev. 23, 2179–2191. doi: 10.1101/gad.1819509
Kai, Z. S., and Pasquinelli, A. E. (2010). MicroRNA assassins: factors that reg-
ulate the disappearance of miRNAs. Nat. Struct. Mol. Biol. 17, 5–10. doi:
10.1038/nsmb.1762
Kojima, S., Sher-Chen, E. L., and Green, C. B. (2012). Circadian control of mRNA
polyadenylation dynamics regulates rhythmic protein expression.Genes Dev. 26,
2724–2736. doi: 10.1101/gad.208306.112
Krol, J., Loedige, I., and Filipowicz, W. (2010). The widespread regulation of
microRNA biogenesis, function and decay. Nat. Rev. Genet. 11, 597–610. doi:
10.1038/nrg2843
Lim, C., and Allada, R. (2013). ATAXIN-2 activates PERIOD translation to sus-
tain circadian rhythms in Drosophila. Science 340, 875–879. doi: 10.1126/sci-
ence.1234785
Liu, N., Landreh, M., Cao, K., Abe, M., Hendriks, G. J., Kennerdell, J. R., et al.
(2012). The microRNA miR-34 modulates ageing and neurodegeneration in
Drosophila. Nature 482, 519–523. doi: 10.1038/nature10810
Luo, W., and Sehgal, A. (2012). Regulation of circadian behavioral output via a
MicroRNA-JAK/STAT circuit. Cell 148, 765–779. doi: 10.1016/j.cell.2011.12.024
Meijer, H. A., Bushell, M., Hill, K., Gant, T. W., Willis, A. E., Jones, P., et al. (2007).
A novel method for poly(A) fractionation reveals a large population of mRNAs
with a short poly(A) tail in mammalian cells. Nucleic Acids Res. 35, e132. doi:
10.1093/nar/gkm830
Meijer, H. A., and de Moor, C. H. (2011). Fractionation of mRNA based on the
length of the poly(A) tail. Methods Mol. Biol. 703, 123–135. doi: 10.1007/978-1-
59745-248-9_9
Meisner, N. C., and Filipowicz, W. (2010). Properties of the regulatory RNA-
binding protein HuR and its role in controlling miRNA repression. Adv. Exp.
Med. Biol. 700, 106–123. doi: 10.1007/978-1-4419-7823-3_10
Menet, J. S., Rodriguez, J., Abruzzi, K. C., and Rosbash, M. (2012). Nascent-Seq
reveals novel features of mouse circadian transcriptional regulation. Elife 1,
e00011. doi: 10.7554/eLife.00011
Miller, C., Schwalb, B., Maier, K., Schulz, D., Dumcke, S., Zacher, B., et al. (2011).
Dynamic transcriptome analysis measures rates of mRNA synthesis and decay
in yeast. Mol. Syst. Biol. 7, 458. doi: 10.1038/msb.2010.112
Morey, J. S., and Van Dolah, F. M. (2013). Global analysis of mRNA half-lives and
de novo transcription in a dinoflagellate, Karenia brevis. PLoS ONE 8:e66347.
doi: 10.1371/journal.pone.0066347
Rabani, M., Levin, J. Z., Fan, L., Adiconis, X., Raychowdhury, R., Garber, M., et al.
(2011). Metabolic labeling of RNA uncovers principles of RNA production and
degradation dynamics in mammalian cells. Nat. Biotechnol. 29, 436–442. doi:
10.1038/nbt.1861
Rodriguez, J., Tang, C. H., Khodor, Y. L., Vodala, S., Menet, J. S., and
Rosbash, M. (2013). Nascent-Seq analysis of Drosophila cycling geneexpression.
Proc. Natl. Acad. Sci. U.S.A. 110, E275–E284. doi: 10.1073/pnas.1219
969110
Rustad, T. R., Minch, K. J., Brabant, W., Winkler, J. K., Reiss, D. J.,
Baliga, N. S., et al. (2013). Global analysis of mRNA stability in
Mycobacterium tuberculosis. Nucleic Acids Res. 41, 509–517. doi: 10.1093/nar/
gks1019
Sharova, L. V., Sharov, A. A., Nedorezov, T., Piao, Y., Shaik, N., and Ko,M. S. (2009).
Database for mRNA half-life of 19 977 genes obtained by DNAmicroarray anal-
ysis of pluripotent and differentiatingmouse embryonic stem cells.DNARes. 16,
45–58. doi: 10.1093/dnares/dsn030
Shock, J. L., Fischer, K. F., and DeRisi, J. L. (2007). Whole-genome analysis of
mRNA decay in Plasmodium falciparum reveals a global lengthening of mRNA
half-life during the intra-erythrocytic development cycle. Genome Biol. 8, R134.
doi: 10.1186/gb-2007-8-7-r134
Varghese, J., Lim, S. F., and Cohen, S. M. (2010). Drosophila miR-14 regulates
insulin production and metabolism through its target, sugarbabe. Genes Dev.
24, 2748–2753. doi: 10.1101/gad.1995910
Wen, J., and Brogna, S. (2008). Nonsense-mediated mRNA decay. Biochem. Soc.
Trans. 36, 514–516. doi: 10.1042/BST0360514
Weng, R., and Cohen, S. M. (2012). Drosophila miR-124 regulates neuroblast pro-
liferation through its target anachronism. Development 139, 1427–1434. doi:
10.1242/dev.075143
Yue, D., Liu, H., and Huang, Y. (2009). Survey of computational algo-
rithms for MicroRNA target prediction. Curr. Genomics 10, 478–492. doi:
10.2174/138920209789208219
Zhang, Y., Ling, J., Yuan, C., Dubruille, R., and Emery, P. (2013). A role for
Drosophila ATX2 in activation of PER translation and circadian behavior.
Science 340, 879–882. doi: 10.1126/science.1234746
Conflict of Interest Statement: The authors declare that the research was con-
ducted in the absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.
Received: 13 September 2013; paper pending published: 17 October 2013; accepted: 20
November 2013; published online: 09 December 2013.
Citation: Mezan S, Ashwal-Fluss R, Shenhav R, GarberM and Kadener S (2013)
Genome-wide assessment of post-transcriptional control in the fly brain. Front. Mol.
Neurosci. 6:49. doi: 10.3389/fnmol.2013.00049
This article was submitted to the journal Frontiers in Molecular Neuroscience.
Copyright © 2013 Mezan, Ashwal-Fluss, Shenhav, Garber and Kadener. This is an
open-access article distributed under the terms of the Creative Commons Attribution
License (CC BY). The use, distribution or reproduction in other forums is permitted,
provided the original author(s) or licensor are credited and that the original publica-
tion in this journal is cited, in accordance with accepted academic practice. No use,
distribution or reproduction is permitted which does not comply with these terms.
Frontiers in Molecular Neuroscience www.frontiersin.org December 2013 | Volume 6 | Article 49 | 9
