Abstract. We establish the meromorphic continuation of a multiple Dirichlet series associated to the fourth moment of quadratic Dirichlet L-functions, over the rational function field Fq(T ) with q odd, up to its natural boundary. This is the first such result in which the group of functional equations is infinite; in such cases, it is expected that the series cannot be continued everywhere but can at least be extended to a large enough region to deduce asymptotics at the central point. In this case, these asymptotics coincide with existing predictions for the fourth moment of the symplectic family of quadratic Dirichlet Lfunctions. The construction uses the Weyl group action of a particular Kac-Moody algebra; this suggests an approach to higher moments using appropriate non-affine Kac-Moody algebras.
Introduction
Understanding the moments structure of a given family of automorphic L-functions, especially GL 1 over Q, has long been a central problem in analytic number theory. However, it was not until about ten years ago that asymptotics for all moments of classical families, i.e., the family of quadratic Dirichlet L-functions at the central point, and integral moments of the Riemann zeta-function on the critical line, were predicted; see [12] and [27] . These predictions were based on the very important discovery by Katz and Sarnak [26] that the local distribution of zeros within families of L-functions should be dictated by the scaling limits of the eigenvalue distributions of classical compact groups (unitary, symplectic, or orthogonal) attached to the families. In fact, Katz and Sarnak [26] proved the analogue of this phenomenon for families of L-functions over finite fields, taking advantage of Grothendieck's realization in this context of the zeros and poles as the eigenvalues of Frobenius on ℓ-adic cohomology with compact supports, ℓ a prime different from the characteristic. In this situation, the group corresponding to a family of L-functions is the associated geometric monodromy group; this gives insight into what should happen over number fields (see also [23] and [29] ). Then, asymptotics for moments of families of L-functions were predicted using random matrix computations for characteristic polynomials of matrices from the classical compact groups that appear in [26] . In particular, [12] and [27] predicted the asymptotics of the r-th moment for the symplectic family of quadratic Dirichlet L-functions at the central point
These have been established for r = 1, 2 by Jutila [24] , and for r = 3 by Soundararajan [32] . For r = 4, the sharpest current result is Heath-Brown's estimate [20] 0<±d<x d fund. discr.
L(
(for ε > 0 and large x).
Recall that asymptotics for L(1, χ d ) averaged over the fundamental discriminants up to x is equivalent, via Dirichlet's class number formula, to the well-known average number of properly primitive classes of binary quadratic forms of a given discriminant conjectured by Gauss in [18] . Multiple Dirichlet series of the type
provide an alternative method to predict asymptotic formulas for moments, see [14] . In this approach, one would obtain asymptotics for the r-th moment if one could establish sufficient meromorphic continuation of (1.1) , and the precise location of its poles. This type of multiple Dirichlet series for r = 1 and a method to obtain its continuation first appeared in a 1956 paper of Siegel [31] . In practice, it is better to work with a modified multiple Dirichlet series, where the numerator in (1.1) is redefined in such a way that it coincides with L(s 1 , χ d ) · · · L(s r , χ d ) if d is a fundamental discriminant, and is equal to L(s 1 , χ d0 ) · · · L(s r , χ d0 ) times a certain Dirichlet polynomial if d is a square multiple of a fundamental discriminant d 0 . The advantage is that the modified object, in addition to the obvious functional equations as (s 1 , s 2 , . . . , s i , . . . , s r , s r+1 ) → (s 1 , s 2 , . . . , 1 − s i , . . . , s r , s r+1 + s i − 1 2 ) (i = 1, 2, . . . , r)
that it inherits from the L-functions, also satisfies a functional equation in s r+1 as (s 1 , s 2 , . . . , s r , s r+1 ) These transformations generate the group of functional equations satisfied by the multiple Dirichlet series. For r = 1, 2 and 3, this group is finite, which allows one to obtain the meromorphic continuation of this object to the whole of C r+1 , and then prove the asymptotics for the respective moment. Using this circle of ideas, asymptotics were obtained by Goldfeld and Hoffstein [19] for r = 1, by Bump, Friedberg and Hoffstein [8] for r = 2, and in [14] for r = 3. Similar results have been obtained over function fields by Hoffstein and Rosen [21] , and by Fisher and Friedberg in [15] and [16] .
Unfortunately, for r 4, the group of functional equations becomes infinite, causing the r-th moment multiple Dirichlet series to have a natural boundary. Moreover, the techniques used for r = 1, 2 and 3 to obtain the meromorphic continuation allow us to continue the corresponding object only to a region not containing the point (1/2, 1/2, . . . , 1/2, 1), thus preventing us from obtaining asymptotic formulas in this case. The group of functional equations corresponding to the r-th moment will be discussed in detail in Section 4.
The main goal of this paper is to study the analogue of the above multiple Dirichlet series for r = 4 over the rational function field F q (T ). More precisely, we shall establish the meromorphic continuation of this object up to its natural boundary. We shall also give an exact description of its polar divisor. As we explained before, the corresponding fourth moment asymptotic formula follows by standard techniques in analytic number theory, since the point (1/2, 1/2, 1/2, 1/2, 1) is inside the region of meromorphic continuation. In particular, one obtains the geometric constant of the main term predicted by random matrix theory. This represents the first example where one is able to surmount the obstacle posed by the fact that a multiple Dirichlet series attached to a family of L-functions has an infinite group of functional equations, and one can establish sufficient analytic information to obtain an asymptotic formula at the central point.
It may appear that the merit of this result is limited by its restrictions to the rational function field and to the fourth moment. However, there are reasons to believe that both of these restrictions can ultimately be eliminated. One is that for finite groups of functional equations, it is possible to construct the desired global object using the corresponding objects for function fields of all characteristics; the first example of this is due to Chinta and Gunnells [10] . Another is that our construction involves relating the original multiple Dirichlet series to another object constructed using the Weyl group action on a Kac-Moody root system. Such an approach is needed because when the group of functional equations is infinite, the reflections of the obvious domain of convergence do not fill out enough space to permit analytic continuation to a neighborhood of (1/2, . . . , 1/2, 1) via Bochner's theorem [3] . We instead construct group-theoretic objects which model the desired symmetries of the multiple Dirichlet series for all moments, but only for the fourth moment have we so far established the precise relationship with the arithmetic object.
In the remainder of this introduction, we describe our basic construction in enough detail to highlight the above points. The main object we investigate in this paper is the multiple Dirichlet series obtained from (1.1) by the modification described above. The function (1.1) is absolutely convergent for Re(s i ) > 1, i = 1, . . . , r + 1. Also, since we are working over F q (T ), it has a power series expansion in q −s1 , q −s2 , . . . , q −sr+1 of the form
The group W r of functional equations satisfied by this object turns out to be isomorphic to a Coxeter group. In Section 3 we establish that, for r = 4, a power series of the form (1.2) satisfying the same group of functional equations as the arithmetic object (1.1) is uniquely determined up to the diagonal coefficients c(n, n, n, n, 2n). In Section 4, we construct using essentially combinatorial methods, for each r, an explicit function with the same group of functional equations as (1.1). Furthermore, for r = 4, we show that our construction yields a function meromorphic for Re(s 1 + s 2 + s 3 + s 4 + 2s 5 ) > 3. This fact, together with the uniqueness proved in Section 3, imply the meromorphic continuation of (1.1) to the same tube region. The polar divisor is the one we expect, and the predicted asymptotic formula follows from standard arguments.
Also, for a specific choice of the initial data (i.e., correction polynomials), it will follow that
3) where s = (s 1 , . . . , s 5 ), N w (s) is a 3 × 3 matrix whose entries are rational functions in q −s1 , . . . , q −s5 , and G(s) is an infinite product over the positive roots attached to W 4 . For precise definitions, see Section 4. We believe that a tight connection between (1.1) and the function constructed in Section 4 should exist in general, not just for r = 4.
Replacing q −si by −x i , for i = 1, . . . , 5, one observes that the right hand side of (1.3) multiplied by G(s) makes sense for arbitrary real q 1. It is worth remarking that, for q = 1, this series coincides with the Weyl denominator for W 4 ≈ D (1) 4 . In fact, it is not hard to deduce from our results Macdonald's identity [28] for the affine Weyl group D (1) 4 . We alluded earlier to the fact that the global object (1.1) over number fields can be constructed from its function field analog via (1.3). This connection was noticed by the second named author in current joint work with Chinta and Gunnells. To briefly explain this, consider the problem of constructing the modified version of (1.1) by Dirichlet polynomials for (proper) square multiples of fundamental discriminants, in the case r = 4 over Q. Up to twisting by specific quadratic characters and a simple combination of such twists (to take into account the behavior at the bad place 2), we can assume that the sum is restricted to positive d's, and that the 2-part of (1.1) is removed. Taking the variables s 1 , . . . , s 5 with large real parts, we can formally write (1.1) as 
the product being over primes. This assumption is consistent with the similar situation corresponding to the first three moments. Consider the right hand side of (1.3), and set x i = q −si for i = 1, . . . , 5. As above, this function, depending upon x 1 , . . . , x 5 , q, makes sense for real values of q. Substitute x i → qx i , i = 1, . . . , 5, q → 1/q, and expand the resulting function in a power series k1,...,k4, ℓ 0
it can be shown that (1.4) indeed gives a multiple Dirichlet series over Q satisfying a group of functional equations isomorphic to W 4 . The above procedure is entirely analogous to assembling the Riemann zeta-function
. We conclude by rearticulating the principal difference between the present work and the treatments of multiple Dirichlet series in [5] , [6] , [7] , and [10] , [11] . When one generalizes to Kac-Moody root systems, as we have begun to do here, one encounters an essential difficulty in understanding the meromorphic continuation of such higher objects, for instance (1.4), over number fields. Indeed, a multiple Dirichlet series over a number field possessing a finite group of functional equations can be continued using Bochner's theorem [3] on analytic continuation of functions in several complex variables, applied to the union of translates of an initial obvious region of absolute convergence by functional equations. By contrast, for multiple Dirichlet series satisfying infinite groups of functional equations, such as (1.4), the initial obvious region of absolute convergence and its translates are insufficient. It is therefore necessary to obtain additional analytic information for such objects by other means, for instance, by relating them to objects which could provide such information, before eventually applying Bochner's theorem. This is precisely the main idea in this paper by establishing (1.3)
1
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Notations, Definitions and Preliminaries
Let F be a finite field with q elements. We shall assume throughout that q is odd. Let k = F(T ) denote the rational function field over F, and O = F[T ] the ring of polynomials. If K/k is a finite field extension, we denote the integral closure of O in K by O K . The arithmetic of O K , when K/k is quadratic, was first considered in detail by Emil Artin in his thesis (see [1] ). Let us recall some basic definitions and results in this context.
First, it can be observed that
This polynomial is uniquely determined up to an element of (F × ) 2 . We set ∞ to be the infinite place of k corresponding to the degree valuation. 
where N(m) represents the absolute norm of m, the sum is over all non-zero ideals of O K and the product is over all non-zero prime ideals of O K . It is well-known that we have the decomposition
where χ d is the quadratic residue symbol associated to K/k, and for Re(s) > 1, the
To justify this important fact, recall the quadratic reciprocity law in this context, see [30] . We have:
Theorem 2.1. For d, m ∈ O two polynomials of positive degree, we have
We shall also need the following supplement:
The quadratic reciprocity law together with its supplement gives:
Proof. The first identity is clear. To justify the second one, write
Fix ν r. Using the quadratic reciprocity, the inner sum equals
This proves our proposition.
We conclude this section by remarking that L(s, χ d ) satisfies a functional equation as well as the Riemann hypothesis [33] . For varieties over finite fields, see Deligne [13] . To describe the functional equation, we complete the L-function by including the local factor at infinity. This can be computed as
Then, we have the functional equation
where a = 1, 2 is determined by (−1)
Multiple Dirichlet Series
In this section, we prove that, over a rational function field, a power series of the form
satisfying the same group of functional equations as the arithmetic object (1.1) associated to the fourth moment is uniquely determined up to the diagonal coefficients c(n, n, n, n, 2n).
We begin by recalling some general facts about multiple Dirichlet series. From now on, we shall assume for simplicity that q ≡ 1 (mod 4). Let r 1 be an integer, and let η denote the quadratic character defined by η(m) = (−1) deg(m) . For ψ 1 , ψ 2 ∈ {1, η}, s = (s 1 , . . . , s r ) ∈ C r and w ∈ C, with Re(s i ) > 1 (i = 1, . . . , r) and Re(w) > 1, consider the absolutely convergent multiple Dirichlet series Z(s, w; ψ 1 , ψ 2 ) defined by
This series is symmetric with respect to s 1 , . . . , s r , and the product of L-series denotes the product of r primitive L-series and a correction polynomial P , as in [9] and as we shall explain shortly. Similarly, we will choose another set of correction polynomials Q such that by interchanging summation, we can write, following the same shorthand convention of including the correction polynomial in the L-function notation, For the reader's convenience, we recall here the construction of these multiple Dirichlet series in [9] . When ψ 1 and ψ 2 are both the trivial character, the multiple Dirichlet series associated to the r-th moment can be written in two ways
(3.1) Both series are absolutely convergent for Re(s i ) (i = 1, . . . , r) and Re(w) sufficiently large, and symmetric with respect to s 1 , . . . , s r . Here we are fixing two sets of correction polynomials P and Q such that:
for general ψ 1 and ψ 2 , twist these formulas accordingly. The products are taken over irreducible p which divide monic polynomials d 1 and M 1 , respectively. For d 0 , M 0 monic square-free polynomials in O, and p irreducible, P d0,p µ (s) and Q M 0 ,p ν (w) are Dirichlet polynomials in |p| −s1 , . . . , |p| −sr , and |p| −w , respectively, with P d0,p µ (s) symmetric in s 1 , . . . , s r . We take P d0,p µ (s) and Q M 0 ,p ν (w) normalized so that their constant terms are 1.
The L-function notation in (3.1) should be interpreted as
and the correction polynomials are chosen so that these objects satisfy the correct functional equations in each variable (i.e., with the dependence upon d 0 , M 0 replaced by the same dependence on d and M = m 1 · · · m r , respectively). It is understood that P and Q are also establishing the equality in (3.1).
With this normalization, the function Z(s, w; ψ 1 , ψ 2 ) satisfies a group of functional equations implied by those of the L-functions in the above series. To describe them, consider the involutions α i (i = 1, . . . , r) and β given by
and let W r = α 1 , . . . , α r , β be the group generated by α 1 , . . . , α r and β. It is noteworthy that W r is finite only for r 3. We also need four additional multiple Dirichlet series defined by
where χ = 1, η. In what follows, we find it convenient to multiply all these functions by a certain product D(s, w) that clears the poles of all Z (1, 2) even, odd (s, w; χ) with χ = 1, η. The function D(s, w) is constructed by the method of images starting with 1−q 2−2w , say, which clears the possible poles 2 of the above functions at q −w = ±1/q, and evolving it by elements of the group W r according to the occurrence of the remaining poles (see Section 4, (4.9) , for its precise definition). It turns out that D(s, w) is symmetric in the variables s 1 , . . . , s r , and moreover, with respect to the generators α 1 , . . . , α r , β of W r , it satisfies the functional equations
In particular, when r = 4, the function D(s, w) is given by
where s · 1 = s 1 + s 2 + s 3 + s 4 . The product in the right hand side is absolutely convergent in the tube region R : Re(
even, odd (s, w; χ) and let Z(s, w) denote the column vector
2 These poles come from the corresponding poles of L(w, χm 1 ···m r χ), χ = 1, η, with m 1 · · · mr a square. For such terms, L(w, χm 1 ···m r χ) = L(w, χ) times a correction polynomial in the variable q −w . Also, recall that L(w, η) = 1/(1 + q 1−w ).
Then, for i = 1, . . . , r, we have the α i and β-functional equations
(3.5) To justify any of these functional equations, one originally takes the corresponding variable (i.e., either s i for α i , or w for β) with its real part in a neighborhood of 1 2 , and all the other variables with sufficiently large real parts, to ensure the absolute convergence of all the above multiple Dirichlet series.
More generally, we can simply consider power series in q −s1 , . . . , q −sr and q −w with exactly the same analytic properties as the above functions Z (1,2) even, odd (s, w; χ), χ = 1, η, and leave out the number-theoretic context. One might first wonder to what extent it is possible to determine all the vectors (3.2) with entries such power series. It is precisely our goal in this section to give a characterization of all these vectors when r = 4.
Accordingly, without changing notation, let
where (n, m)·(s, w) = n 1 s 1 +· · ·+n r s r +mw, and let Z
even (s, w; η), Z
odd (s, w; η) be defined by replacing the coefficients c(n, m) and c
|n| c(n, m) and (−1) |n| c ′ (n, m), respectively, with |n| = n · 1 = n 1 + · · · + n r . These series are subject to the following basic assumptions. If any of the variables s 1 , . . . , s r , w is fixed, and has its real part in a neighborhood of an arbitrary fixed real number, the series (3.6) are absolutely convergent, provided all the other variables have sufficiently large real parts. In particular, we consider all these series to be absolutely convergent for Re(s i ) > 1 (i = 1, . . . , r) and Re(w) > 1. Moreover, all are symmetric in s 1 , . . . , s r , and if the column vector Z(s, w) is defined as in (3.2), it satisfies the functional equations (3.4) and (3.5) with respect to the generators α 1 , . . . , α r , β of W r . It can be easily checked that all these properties are satisfied by the number-theoretic functions discussed before.
For the remaining of this section, we assume r = 4, and Z(s, w) a vector of type (3.2) with the first two entries power series (3.6) satisfying all the above analytic properties. For notational convenience, we shall also invoke the functions Z (2) even, odd (s, w; χ), χ = 1, η, which can be defined by the relation (3.3). We will use the following result of Bochner [3] .
Theorem (Bochner) . Any function which is analytic in a tube T is analytic in its convex closureT .
Let R 0 denote an initial region of absolute convergence of Z(s, w). Then, using the functional equations and Bochner's theorem applied to the union of the translates of R 0 by W 4 , such a vector Z(s, w) can be continued to the tube region
One of the main results of this paper is the following.
Theorem 3.7. If r = 4, every vector function Z, as above, is completely determined by specifying either the restriction of Z (1) even (s, w; 1) at s 1 = 1, or the diagonal coefficients c(n, n, n, n, 2n), for n 1. Moreover, for any given such vector,
even (s, w; 1)
even (s, w; η) and
odd (s, w; 1) + Z
odd (s, w; η) .
Then, by (3.3) and (3.5), we can write the β-functional equation of Z
even (s, w; 1) as Z
It is not hard to check that these functions are holomorphic in the tube region R (recall that R was defined by Re(
and Re(w) > 1, write
Since V 1 , V 2 and V 3 are holomorphic in R, it follows from Cauchy's theorem that the above series representation holds for s = (s 1 , . . . , s 4 ) ∈ C 4 with Re(s i ), i = 1, 2, 3, 4, sufficiently large, and Re(w) in a neighborhood of 1 2 . Recall that we are assuming this fact for the series defining the functions Z (1) even, odd (s, w; χ) with χ = 1, η. Then, the α 1 and β-functional equations (3.4), (3.5) satisfied by Z (1) even, odd (s, w; 1) easily translate into some relations among the coefficients c(n, m) and c ′ (n, m) in (3.6). It is precisely this simple observation that will be used in the sequel to determine the vector Z(s, w). As the corresponding discussions are similar, in what follows, we shall mainly concentrate on analyzing the coefficients c(n, m).
We proceed by induction. First, it is easy to determine the coefficients c(n, 0) of Z (1) even (s, w; 1) corresponding to monomials of type q −n1s1−n2s2−n3s3−n4s4 . To do so, one might want to use the relations (3.11) and (3.13) below.
Assume that we determined all the coefficients c(n, m), c ′ (n, m) corresponding to monomials q −(n,m)·(s,w) with n = (n 1 , . . . , n 4 ) ∈ Z 4 + , and m m 0 − 1. We need to determine the coefficients corresponding to
To do this, it can be easily checked that the coefficients
are known for m m 0 − 1. Using (3.8) (or the similar identity corresponding to Z
odd (s, w; 1)), one can then determine the coefficients c(n, m 0 ), or c ′ (n, m 0 ) for which n = (n 1 , n 2 , n 3 , n 4 ) satisfies the inequality
Therefore, we can assume that
At this point, we shall use an induction on n = (n 1 , n 2 , n 3 , n 4 ). Note that we can easily determine c(0, 0, 0, 0, m 0 ) (or c ′ (0, 0, 0, 0, m 0 )), eventually see (3.20) and (3.21). Also, since Z (1) even, odd (s, w; 1) are both symmetric in s 1 , . . . , s 4 , it suffices to concentrate on the coefficients for which n 1 n 2 n 3 n 4 .
Assume that we have already determined all the coefficients c(n ′ , m 0 ) with n
, and n ′ < n (i.e., n ′ i n i , for i = 1, 2, 3, 4, and n ′ = n). To determine c(n, m 0 ), let U (s, w) be the function defined by
even (s, w; 1).
Note that this function is holomorphic in the tube region R, and the α 1 -functional equation can be written as
even (α 1 (s, w); 1). Choose
, and {n
Then, using the symmetry of the coefficients c(n, m) with respect to n 1 , . . . , n 4 
Also, note that c(m − n 1 + 1, n 2 , n 3 , n 4 , m) is zero, unless n 1 m + 1.
A similar argument applied to Z
odd (s, w; 1) implies that
where
Recall that the coefficients c(n ′ , m 0 ) are supposed to be known, for n ′ < n. Since c(n, m), for (n, m) ∈ Z 5 + , is symmetric with respect to n 1 , . . . , n 4 , the identity (3.13) gives the coefficient d(n, m 0 ), and hence c(n, m 0 ), if m 0 2n 1 − 2. Combining this with (3.9), we see that c(n, m 0 ) can be determined for all n ∈ Z 4 + that happen to violate either of the inequalities
Let F denote the set of indices (n, m) ∈ Z 5 + with n 1 · · · n 4 and satisfying the above inequalities. Then,
This is in fact equivalent to knowing the coefficient c(n, m 0 ).
where F 2n = {(n, n, n, n − 1, 2n), (n, n, n, n, 2n)} and
(n, n, n, n − 1, 2n − 1), (n, n, n, n, 2n − 1)} with the understanding that the index (0, 0, 0, −1, 0) does not appear in F 0 , and similarly for indices in F 2n−1 . Note that all coefficients of Z
odd (s, w; 1) with indices in F 2n−1 can be determined by (3.14) and (3.15) in combination with the induction hypothesis.
So far, the only additional information about the functions Z
even (s, w; 1) or Z (1) odd (s, w; 1) that we used was that about the relations among their coefficients derived from the basic analytic properties of Z(s, w). However, we shall need one extra piece of information about Z (1) even (s, w; 1), as stated in the theorem, to determine the remaining coefficients. While the argument that follows can certainly be simplified, as the remaining coefficients have special indices of type F 2n , we opted for a generic discussion of c(n, m 0 ) assuming only the inequalities (3.16), and ignoring even that m 0 can be assumed to be even (otherwise c(n, m 0 ) = 0). We believe that this presentation stresses somewhat better the combinatorics of these coefficients, dispensing, in a way, with the computation of the index sets F 2n and F 2n−1 (especially of F 2n−1 ), and allowing uniform treatment of both Z ( s, w) ) has all its entries holomorphic in R, it follows easily from the α 1 -functional equation that
Here, we used the fact that d(n ′ , m) = 0 (and c ′ (n ′ , m) = 0), for m + 2 n ′ 1 , which follows from (3.13) (and (3.14)).
In particular, there are m 0 + 2 coefficients that contribute to g(n 0 , m 0 ), among them d(n, m 0 ). Pick a coefficient d(n ′ 1 , n 0 , m 0 ) (n 0 = (n 2 , n 3 , n 4 )) with n ′ 1 = n 1 . We can assume n ′ 1 > n 1 , as all the coefficients d(n ′ 1 , n 0 , m 0 ), with n ′ 1 < n 1 , are already known. Recall that the components of (n, m 0 ) satisfy both inequalities in (3.16). Moreover, n = (n 1 , . . . , n 4 ) is such that n 1 · · · n 4 . Then necessarily, Therefore, m 0 = 2n 1 and n ′ 1 = n 1 + 1. It also follows that n 1 = n 2 = n 3 , and n 4 = n 1 − 1 or n 1 . In this instance (3.13) gives
In conclusion, if (n, m 0 ) is of type (n, n, n, n 4 , 2n) with n 4 = n−1 or n, the only unknowns in (3.17) are the coefficients d(n, m 0 ) and d(n 1 + 1, n 0 , m 0 ). Combining (3.17) with (3.19), we find that
is determined. This together with (3.11) gives the coefficient c(n, m 0 ). If (n, m 0 ) is not of the above type, then m 0 is odd, and (3.18) alone can be used to determine the coefficient c ′ (n, m 0 ). It turns out that there is a different way of obtaining the coefficients of type c(n, n, n, n − 1, 2n), namely, using the relation among coefficients deduced from the β-functional equation. Recalling that the coefficients of Z (1) even (s, w; η) and Z (1) odd (s, w; η) are (−1) |n| c(n, m) and (−1) |n| c ′ (n, m), respectively, with |n| = n 1 + · · · + n 4 , it follows as in the case of α 1 that
In particular, for |n| odd and m even, the relation (3.20) reduces to 
(3.23) Note that using the induction hypothesis, the coefficient c(n, m 0 ) = c(n, n, n, n − 1, 2n) can be determined from (3.22) . It follows that (3.17) is needed to determine only the diagonal coefficients c(n, n, n, n, 2n), which gives the first part of the theorem.
It remains to show that Z
odd (s, w; 1) = Z This completes the proof of Theorem 3.7.
Remark. The entries of such a vector function Z(s, w) need not be absolutely convergent for Re(s i ) > 1 (i = 1, 2, 3, 4) and Re(w) > 1. This specific fact is not used in the proof of Theorem 3.7, and it can be replaced by the absolute convergence of the entries for Re(s i ) > σ (i = 1, 2, 3, 4) and Re(w) > σ with the same conclusion. In this situation, the functional equations together with Bochner's theorem give the analytic continuation of Z(s, w) to R σ : Re(s 1 +· · ·+s 4 +2w) > 6σ.
Note that for Z 1 (s, w) and Z 2 (s, w) vector functions as in Theorem 3.7, there exists a power series in one complex variable
In particular, if Z(s, w) is such a vector function with the corresponding diagonal series
c(n, n, n, n, 2n)z n (with q −s1−···−s4−2w → z) then every linear factor 1 − az of F Z induces a factor of Z (i.e., 1 − ax 1 x 2 x 3 x 4 y 2 , with q −si → x i , for i = 1, 2, 3, 4 and q −w → y, divides all the entries of Z). In view of the theorem, we can assume from now on that
even (s, w; 1) Z We conclude this section by remarking that, if R(s) := Z (1) even (s, w; 1)| w=1 , then by applying α 1 β, one finds that
and therefore, Z(s, w) is also determined if one specifies R(s).
A Generating Function
Our objective now is to construct an explicit vector function Z 0 (s), apparently independent from the quadratic L-series-solution, satisfying the basic assumptions given in the previous section. More precisely, using essentially combinatorial techniques, we propose a general construction (see also the method in [10] ) that should correspond to all moments of quadratic Dirichlet L-functions. However, having just Theorem 3.7, which gives the number-theoretic link at our disposal, we shall then shortly restrict to discuss in detail only the vector Z 0 (s) corresponding to the fourth moment.
We begin by letting r 1 be an integer, and for s = (s 1 , . . . , s r ) ∈ C r , w ∈ C, consider the affine transformations
and let W r denote the group generated by α 1 , . . . , α r and β. As we shall shortly see, this is a Coxeter group with these distinguished generators. Making the change of variables s i → s i − 1/2, i = 1, . . . , r, w → w − 1/2, we linearize α 1 , . . . , α r , β to:
Obviously, the group W r can be canonically identified with the group W ′ r generated by α ′ 1 , . . . , α ′ r and β ′ . For this section, it is convenient to relabel w, β and β ′ above by s r+1 , α r+1 and α ′ r+1 , respectively, and we shall do so from now on. In what follows, we briefly recall some standard facts in the theory of Coxeter groups which we will shortly find useful for conceptual and notational purposes. To keep our presentation as short and simple as possible, we specialize our discussion to the group W r . For the general theory, we refer to [4] , [17] or [22] .
Abstractly, the group W r defined above is a Coxeter system (W, S), where W is a group, S = {g 1 , . . . , g r+1 } is a set of generators for W, and W has presentation (g i g j ) m(i, j) = 1 for 1 i, j r + 1, where
Let V be an (r + 1)-dimensional real vector space, and choose v 1 , . . . , v r+1 a basis of V . On this vector space, consider the symmetric bilinear form defined by
where we abbreviated m(i, j) by m ij . For 1 i r + 1, letα i be the reflection on V given byα
and let W denote the subgroup of the orthogonal group of ·, · generated bỹ α 1 , . . . ,α r+1 . It turns out that mapping g i →α i , i = 1, . . . , r + 1, gives rise to an isomorphism between W and W . This is referred to as Tits' linear representation of W, or the geometric realization of W. Using (4.3), one finds that
Comparing (4.2) with (4.5), one easily sees that W and W r are indeed isomorphic, the isomorphism between them being given by the contragredient of Tits' linear representation. It may be worth remarking that for every r the group W r is associated to a Kac-Moody Lie algebra attached to the generalized (r + 1) × (r + 1) Cartan matrix
Note that A is symmetric. In particular, the group W 4 is isomorphic to the Coxeter group of type affine D 4 , sometimes denoted In light of the identifications of W, W, W r and W ′ r , for the present discussion there is no harm in identifying the variables s i (recall that we relabeled the variable w by s r+1 ) with the basis vectors v i for i = 1, . . . , r + 1. Accordingly, for s = (s 1 , . . . , s r+1 ) and ω ∈ Φ, we have
for some integers c i , and in the same time, we view ω as a function of the complex variables s 1 , . . . , s r+1 . Note that the group W ′ r is acting on the set of roots by
r , ω ∈ Φ, and recall that W, W Notations. For w ∈ W r , let ℓ(w) denote the length of w with respect to the generators α 1 , . . . , α r+1 , and set ǫ(w) = (−1) ℓ(w) . Recall that the height of a root ω is given by ht(ω) = c 1 
will play an important role in the sequel. It is well-known that the cardinality of this set is ℓ(w), where w is the element of W r corresponding to w ′ by the identification of W ′ r with W r . Let q > 1 be a fixed real number. In what follows, the notation f (s), or f (x), will stand for f (q −s1 , . . . , q −sr+1 ), or f (x 1 , . . . , x r+1 ), respectively. An even, or odd, function f (x 1 , . . . , x r+1 ) in the variable x r+1 will be denoted by f even (x), or f odd (x), respectively. If x = (x 1 , . . . , x r+1 ), we set η x := (−x 1 , . . . , −x r , x r+1 ). Finally, as before, if
We begin the construction of the generating function by recalling the product D introduced in Section 3, namely,
where we set s ′ = (s 1 , . . . , s 4 ). This function satisfies the functional equations
In light of the above discussion and (4.8), we can write
and keep this definition of D for arbitrary r. We shall also need the slightly modified function G(s) defined by
Both products (4.9), (4.10) converge absolutely in a specific region of C r+1 with 1 2 , . . . , 1 2 a boundary point. When r = 4, this region is R : Re(s 1 +· · ·+s 4 +2s 5 ) > 3. It can be verified (see also Lemma 3.8 in [10] ) that
where w ′ is the element of W ′ r corresponding to w (i.e., the linearization of w).
Now, let
(4.12)
Note that u 2 = 1. For i = 1, . . . , r + 1, define
with a i = 0 for i r, and a r+1 = 1. Extend M to W r by the 1-cocycle relation
(4.14)
By direct computation, one checks the compatibility of M w with the relations (4.1) in the group W r . This verification ensures that this cocycle is well-defined. Finally, let Z(s) be the matrix series defined by
and set
It can be observed that Z(s) is symmetric in the variables s 1 , . . . , s r , and by (4.14), we formally have
The entries of Z 0 (s) should be related to the corresponding multiple Dirichlet series attached to the r th moment of quadratic L-series. In what follows, our goal is to establish the precise relation when r = 4. Theorem 4.18. Suppose r = 4. The matrix GZ is holomorphic in the tube region R : Re(s 1 + · · · + s 4 + 2s 5 ) > 3. In particular, for ε > 0, it is holomorphic for Re(s i ) > 1 2 + ε, i = 1, . . . , 5. Proof. We begin by invoking (4.11)
where w ′ is the element of W ′ 4 corresponding to w (i.e., the linearization of w). Also, by (4.8) and (4.13) we have
where the cocycle N w is determined by
with a i = 0 for i 4, and a 5 = 1. For arbitrary w ∈ W 4 , the power of q that comes out of N w −1 (s) is
To see this, consider the 1-cocycle attached to the function 1/G(s) with q replaced by √ q. Note that the value of this cocycle corresponding to α i is −q si−1/2 , for i = 1, . . . , 5, i.e., the power of q appearing in (4.19) shifted by 1/2. Writing the element w in reduced form and applying the 1-cocycle relation, we have
) with a ω = 0 or 1. Note that the power of q that comes out is precisely (4.20) , since the cardinality of Φ w ′ in (4.6) is ℓ(w). Now, for a 3 × 3 matrix A = (a ij ) with complex entries, let A ∞ denote the usual operator sup-norm of A given by
Hence u ∞ = 2. Clearing the denominators inside the matrices in the right hand side of (4.21) with the corresponding factors of D(s), and then using the structure of the product in (4.7) and the sub-multiplicativity of · ∞ , we find that
for Re(s 1 + · · · + s 4 + 2s 5 ) 3 + ε (with ε > 0), where
It follows from (4.11), (4.22) that
To establish that the last series is convergent for Re(s 1 +· · ·+s 4 +2s 5 ) 3+ε, let w be a fixed element of W 4 . Recall that w ′ denotes the element of W Recalling that ℓ(w) = 24k + b, the last inequality implies
and hence
where, for k a non-negative integer, N k denotes the number of elements w ∈ W 4 with ℓ(w) = k. Although better bounds for N k can be deduced using its generating function (which is well-known to be rational), the trivial bound
suffices here. Recalling that b 23, we have
This gives the absolute convergence of the series defining G(s)Z(s) for Re(s 1 + · · · + s 4 + 2s 5 ) 3 + ε, uniformly for σ bounded, which proves the theorem.
Since we would like to eventually apply Theorem 3.7, we need to check that Z 0 (s) defined by (4.15) and (4.16) has the specific structure given at the end of the previous section. This is immediately seen from the following lemma. 
The first entry of this column vector is of the form Z w even (x), i.e., it is even in the last variable. The second entry is odd in the same variable, and thus is of the form Z w odd (x). The last entry is Z w even ( η x), where
Proof. We proceed by induction on the length of w ∈ W 4 . If w is the identity element in W 4 , the statement of the lemma is obvious. Suppose the theorem is true for w ∈ W 4 , and consider the element wα i with i ∈ {1, . . . , 5}. From the cocycle relation and induction hypothesis, we have 
Note that by (4.19) , it clearly suffices to assume i = 1 or 5. If i = 5, then (4.12) and (4.19) imply that
. It can be easily verified that the induction hypothesis implies that Z 
, which completes the induction in this case. In the remaining case, the identity (4.25) is   
which completes the induction, and the proof of the lemma.
By (4.9), (4.10) and (4.11), it follows that Z 0 (x) is of the form
However, by Theorem 4.18, we only know that G(s) Z 0 (s) is holomorphic in the tube region R, and it is not a priori clear that the same is true for Z 0 (s). To see that all the entries of G(s) Z 0 (s) are, in fact, divisible by G(s), we need Proof. To see this, let P denote the set of elements in W 4 for which every reduced expression is not ending in α 5 . Since for w ∈ W 4 , ℓ(wα 5 ) = ℓ(w) ± 1, it follows that W 4 = P ⊔ P α 5 , and hence
The 1-cocycle κ w (x) := G(x)/G(wx) is computed by (4.11) (with q −si → x i , i = 1, . . . , 5). In particular, κ α5 (x) = −qx
This lemma follows by restricting (4.27) to x 5 = 1/ √ q and applying the last two identities.
Combining the above lemmas, we deduce that all entries of G(x) Z 0 (x) are divisible by 1 − qx 2 5 . Since every factor in the product defining G(x) can be obtained as 1 − q · (wx 5 ) 2 for some w ∈ W 4 (where we set wx = (wx 1 , . . . , wx 5 )), it follows easily from Theorem 4.18, the functional equation
and (4.9), (4.11), (4.21) that Z 0 (x) is holomorphic for |x 1 x 2 x 3 x 4 x 2 5 | < q −3 (i.e., Z 0 (s) is, for Re(s 1 + · · · + s 4 + 2s 5 ) > 3). We remark that Z 0 (x) is not identically 0, since, for instance, (4.27) in combination with (4.9), (4.10), (4.11) and (4.21) gives Z(0, . . . , 0) = 1.
The following theorem summarizes basic properties of the column vector Z 0 defined by (4.15) and (4.16) that follow from the results and simple facts discussed in this section. 
Furthermore, Z 0 (x), where q −si → x i , i = 1, . . . , 5, is of the form
Now we want to combine Theorem 4.28 and Theorem 3.7 to prove the meromorphic continuation of the arithmetic object (1.1) associated to the fourth moment in the region Re(s 1 + s 2 + s 3 + s 4 + 2s 5 ) > 3 and deduce the asymptotics for the fourth moment of quadratic Dirichlet L-series. By Theorem 3.7, it follows that the entries of Z 0 (s) are related to the arithmetic functions introduced at the beginning of Section 3. Specifically, for χ = 1 or η, let
with initial data chosen such that both series converge absolutely for Re(s i ) > 1, i = 1, . . . , 5, and the function
is holomorphic for Re(s 1 + · · · + s 4 ) > 1. For instance, there are unique sets of correction polynomials P and Q such that
where Z(s; 1, 1) is the multiple Dirichlet series
from the beginning of Section 3. To justify this, first note that for this specific choice, we have
Letting γ ij stand for α i α j α 5 α i α j with s 5 = 1, that is
(for 1 i < j 4 and k = i, j), one verifies that
Now, let Z(s) be a vector function as in Theorem 3.7. One can easily see that
Let R Z (s ′ ) denote this function. Applying α i α j α 5 α i α j with 1 i < j 4, and setting s 5 = 1, we see that
Hence,
is invariant under the group generated by γ ij 's. This function is symmetric in s 1 , . . . , s 4 (recall that Z(s) is symmetric in these variables) and holomorphic for Re(s 1 + · · · + s 4 ) sufficiently large. We shall apply the following lemma which represents the analog of Theorem 3.7 in the present context. 
Taking Re(s 3 ) and Re(s 4 ) large enough to ensure the convergence of H Z (γ 12 s ′ ), it follows from the invariance of H Z (s ′ ) under γ 12 that a(n 1 , . . . , n 4 ) = q n 1 +n 2 −n 3 −n 4 2 a(n 3 + n 4 − n 2 , n 3 + n 4 − n 1 , n 3 , n 4 ). (4.31)
Since H Z (s ′ ) is a symmetric function in s 1 , . . . , s 4 , its coefficients are symmetric in the n i 's.
Fix a coefficient a(n 1 , . . . , n 4 ) with n 1 · · · n 4 , and set n
. Then the symmetry of the coefficients together with (4.31) gives the relation a(n 1 , . . . , n 4 ) = q n 1 +n 2 −n 3 −n 4 2 a(n 3 , n 4 , n ′ 1 , n ′ 2 ). Note that the index (n 3 , n 4 , n ′ 1 , n ′ 2 ) decreased, unless n 1 = n 3 and n 2 = n 4 (which imply n 1 = n 2 = n 3 = n 4 ). Furthermore, n ′ 1 = n ′ 2 = n 3 = n 4 also implies n 1 = n 2 = n 3 = n 4 . Accordingly, if n 1 > n 4 , we can decrease (n 1 , . . . , n 4 ) indefinitely, and hence a(n 1 , . . . , n 4 ) = 0.
Combining the above lemma with Proposition 1.1 and Theorem 1.2 in [9] , it follows that for a vector function Z(s) associated to the fourth moment, one can choose inductively the undetermined coefficients of the correction polynomials such that 2 R Z (s ′ ) = R(s ′ ). For this unique choice of Z(s), we have (4.29) satisfied.
Comparing this specific choice of Z(s) with Z 0 (s), it follows by Theorem 3.7 that there exists a power series in one complex variable Taking s 5 = 1, one easily deduces that F (z/q 2 ) is meromorphic in the open disk |z| < q −1 , and hence F (z) is meromorphic for |z| < q −3 . This together with Theorem 4.28 implies the meromorphic continuation of Z(s) to R. It is noteworthy that there is, in fact, a canonical choice of the two sets of correction polynomials P and Q such that Z(s) = Z 0 (s).
The Fourth Moment
Having the meromorphic continuation of the vector Z(s) to R in hand, we can employ standard techniques of analytic number theory to deduce asymptotics for the fourth moment of quadratic Dirichlet L-functions. For instance, let Z even (y) be the power series obtained from the even part of Z(s; 1, 1) by setting s i = for y = 1/q 2 in a sufficiently small neighborhood of 1/q 2 . This is consistent with the conjecture made by Keating and Snaith (and by Soundararajan in the fourth moment case) on the asymptotics of moments of quadratic Dirichlet L-functions. Our constantã 4 differs somewhat from the value a 4 of the so-called arithmetic constant (see [14, Section 3, (3. 3)]), reflecting the fact that the arithmetic constant only accounts for square-free polynomials, whereas Z even (y) accounts for all polynomials.
The following theorem establishes an asymptotic formula for the fourth moment at the central point. Proof. We write the average as
Z even (y) dy y D+1 .
Deforming the circle outward to |y| = q −8/5 , and taking into account the residue of the integrand at y = 1/q 2 , we can further write
The exponent − It follows that, unless Φ w ′ is contained in the above set of (exceptional) roots, the corresponding term in the right hand side of (5.2) decays in q, as q → ∞. Furthermore, if Φ w ′ is part of the above set of roots, the corresponding term is bounded as q → ∞. This gives the estimate 1 |D(s)| Z(s) ∞ ≪ 1, the implied constant being independent of q and Im(s 5 ). It follows that Z even (y) is bounded in q on |y| = q −8/5 , which finishes the proof of the asymptotic formula.
We conclude with the following remark. Let χ denote the quadratic character of F × . Extend χ to F by taking χ(0) = 0, and consider the even moments of character sums In [2] , Birch established a beautiful identity for M 3,r (p), with p 5 prime and r 1 integer, using the Selberg trace formula. We also recall that, for a hyperelliptic curve y 2 = d(x) over F, we have Weil's celebrated estimate [33] 
odd (s; 1) =
in Section 3 with any fixed choice of the correction polynomials P and Q, and computing the (1, 1, 1, 1, 3 )-coefficient in its q-power series expansion using the relations among coefficients given in the proof of Theorem 3.7, one obtains the very special case of Birch's identity This identity can also be established by elementary means.
