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[11, 12] $\log$ method
$l\circ g$ ( ) $\log$
[5, 6, 2]
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$[A, \alpha]$ $A\in R,$ $\alpha$ $[A, \alpha]$
$\{x\in R||x-A|\leq\alpha\}$
$*\in\{+, -, \cross, /\}$




$|C|\leq\gamma$ $[C, \gamma]$ [0,0]
$|C|>\gamma$
[1]
$f\in R[x_{1}, \ldots , x_{m}]$
$f= \sum_{i_{1},\ldots,i_{m}}a_{i_{1}\ldots i_{m}}x_{1}^{i_{1}}\cdots x_{m}^{i_{m}}$
$fl\veearrow$ $\{$Int $(f)_{j}\}_{j}$
Int





$|a_{i_{1}\ldots i_{m}}-(a_{i_{1}\ldots i_{m}})_{j}|\leq(\alpha_{i_{1}\ldots i_{m}})_{j}$ for $\forall j$




1( ) $\mathcal{A}$ $0$ $f\in R[x_{1}, \ldots, x_{m}]$
$f$ $\{$Int $(f)_{j}\}_{j}\}$ $n$ $j\geq n$







$\log$ ( ) 1/3 1/9
3 ( ) $[$ .333, .0005] [.111, .0005] 1/3 $s$
$1/9$ $t$ $[[.333,$ $.0005],$ $s]$ $[[$ .111, .0005$]$ , $t]$
$[$ [.333, .0005], $s]+[[$.111, .0005], $t]=[[.333, .0005]+[.111, .0005], \dotplus(s, t)]$
$[.333,$ $.0005]+[.111, .0005]$ $\dotplus(s, t)$
223
$\dotplus(s, t)$ $s$ 1/3 $t$ 1/9 $1/3+1/9=4/9$
(interval with symbol) IS
222
$\mathcal{A}$ $0$ ISZ
$R-to-$IS $a$ $[[\overline{a}, \alpha], Symbol_{a}]$ $[\overline{a}, \alpha]$ $a$
$Symbol_{a}$ $a$
IS IS :
$[[A, \alpha], s]+[[B, \beta],t]=[[A, \alpha]+[B, \beta], \dotplus(s,t)]$
$[[A, \alpha], s]-[[B, \beta],t]=[[A, \alpha]-[B, \beta], -(s,t)]$




IS $[[E, \epsilon], s]$ $|E|\leq\epsilon$ $s$ $[[E, \epsilon], s]$ $0$
$0$ “ IS” $0t=0$ for all $t\in R[x_{1}, \ldots, x_{m}]$ .
$IS-to-R$
YES
NO $R-to$-IS “ [ ’
ISZ (IS method with zero rewriting)








2. ( ) $N$ $0$ $\mathcal{L}$
3. $[[A\alpha],$ $L]$ $[[B,$ $\beta],$ $M]$ $*$ $(+,$ $-,$ $\cross$ etc $)$
$[C, \gamma]=[A, \alpha]*[B, \beta]$
$[C, \gamma]$ $[0,0]$ , $0$ $\mathcal{L}$
$N$ $N+1$ $[[C, \gamma], N]$ $\mathcal{L}$ $(*, L, M)$
4. ( ) $[[A, \alpha], N]$ $[[A, \alpha], N]$ IS :
$N$ $[[A, \alpha], N]$ IS
$N$ $N$ $\mathcal{L}$ $N$








R-to-IS $a$ $[[\tilde{a}, \alpha], Symbol_{a}]$ $[\overline{a}, \alpha]$ $a$
$Symbol_{a}$ $a$
IS IS :
$[[A, \alpha], s]+[[B, \beta], t]=[[A, \alpha]+[B, \beta], \dotplus(s, t)]$
$[[A, \alpha], s]-[[B, \beta], t]=[[A, \alpha]-[B, \beta], -(s, t)]$
$[[A, \alpha], s]\cross[[B, \beta], t]=[[A, \alpha]\cross[B, \beta], \cross(s, t)]$
IS $[[E, \epsilon], s]$ $|E|\leq\epsilon$ $s$ $r(s)$
$r(s)=0$ R-to-IS
IS-to-R
ISCZ (IS method with correct zero rewriting)
$s$ $r(s)$
$j$ Int $(f)_{j}$ Stab $(\mathcal{A})$
$f$ $\mathcal{A}$ ISCZ
ISCZ IS
3(ISCZ ) $\mathcal{A}$ $I$ $\mathcal{A}$ ISCZ
$\mathcal{A}(I)$







1. $F$ $=$ $\{f_{1},$ $f_{2})f_{3}\}$ , $-\}_{arrow}’f_{i}$ $=$ $\frac{1}{7}x^{2}-\frac{326548390854652}{272974017239}x+\frac{1263781236281}{712638126}y^{2}+\frac{26872672361827}{7263188218281}z^{2}$, $j_{2}$ $=$ $\frac{3}{8}xy+$
$\frac{12367812638123}{763812368213132}yz-\frac{63812638126}{77263812831}y,$ $f_{3}= \frac{4}{9}x+\frac{327091270979304}{24122375460421}y+\frac{18467031595309203}{318405459032}Z$ $\frac{356318063693141319}{6436561806418109}$ .
102
2. $F=$ { ( $\sqrt v_{+\sqrt 5)x^{3}y+\sqrt{}}\sigma_{xy+\sqrt{}}7,$ $arrow\swarrow$3– )x2y2– $\sqrt{}$7xy $+$ l/ $\sqrt{}$ll}.
3. $F=\{(\sqrt{}$ $+\sqrt{5})x^{3}y+\sqrt{}\sigma_{Xy+\sqrt 7}, ($ $-\sqrt{2})x^{2}y^{2}-\sqrt{7}xy+1/\sqrt{5}\}$ .
4. $F=\{ex+\sqrt{2}y+\sqrt{3}z,$ $exy+\sqrt{5}yz+\sqrt{3}zx$ , xyz–e$\}$ , $e$ { Napier’s number $($ 2.71828. . . $)$ .
5. $F=\{\sqrt{2}ex^{2}+xy^{2}-z+1/4, \sqrt{3}x+y^{2}z+1/2, \sqrt{5}ex^{2}z-1/2x-y^{2}\}$ .
6. $F=\{\sqrt{2}ex^{3}y+\sqrt{3}xy+\sqrt{7}/e, \sqrt{3}/\pi\cdot x^{2}y^{2}-\sqrt{7}xy+e/\sqrt{11}\}$.
7. $F=\{(\sqrt{2}+\sqrt{3})x^{30}+\sqrt{5}-1, \sqrt{7}xy+\sqrt{11}+\sqrt{13}\}$ .
8. $F=\{ (\sqrt{2}+$ $3)x^{21}+\sqrt 5-1, \sqrt{7}x2y+\sqrt l$ $+\sqrt{13}\}$ .
9. $F=\{(\sqrt{2}+\sqrt{3})x^{31}+\sqrt{5}-1, \sqrt{7}x^{2}y+\sqrt{11}+\sqrt{13}\}$ .
10. $F=\{\sqrt{2}x^{3}+\sqrt{3}y^{3}+\sqrt{5}z^{3}+\sqrt{7}, \sqrt{2}x^{2}+\sqrt{3}y^{2}+\sqrt{5}z^{2}+\sqrt{11}, \sqrt{2}x+\sqrt{3}y+\sqrt{5}z+\sqrt{13}\}$ .
1 [7] 2, 3, 6 4 cyclic3 5
[3]
$F$ $\{F\rangle$
dual core AMD(R) Opteron(R) processor $(2.85GHz),$ $8GB$ RAM, Linux(R) OS
5
1. Maple12 ISCZ 1 1
2. Maple12 ISCZ 10
3. Maple12 Buchberger $(R_{-}GB)$
4. Maple12 Groebner “Basis”(Maple GB)
5. Singular 3-0-4 “groebner” (Singular GB)
1 2 1 2 3,4,5 cpu 3
1,2 $\#$ of skipped nonzero coefficients“ 1,2 “ $|E|>\epsilon$”
3 $<0.1$ ”
01 $>n$” $(e.g. >3000" )$ $n$
“-,, Singular










3: 3, 4, 5 CPU
Example R-GB Maple GB$SMlingul$$S$ lax GB
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