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ABSTRACT
Neural machine translation aims at building a single large neural network that can
be trained to maximize translation performance. The encoder-decoder architecture
with an attention mechanism achieves a translation performance comparable to
the existing state-of-the-art phrase-based systems on the task of English-to-French
translation. However, the use of large vocabulary becomes the bottleneck in both
training and improving the performance. In this paper, we propose an efficient
architecture to train a deep character-level neural machine translation by introducing
a decimator and an interpolator. The decimator is used to sample the source
sequence before encoding while the interpolator is used to resample after decoding.
Such a deep model has two major advantages. It avoids the large vocabulary issue
radically; at the same time, it is much faster and more memory-efficient in training
than conventional character-based models. More interestingly, our model is able to
translate the misspelled word like human beings.
1 INTRODUCTION
Neural machine translation (NMT) attempts to build a single large neural network that reads a
sentence and outputs a translation (Kalchbrenner and Blunsom, 2013; Cho et al., 2014a; Sutskever
et al., 2014). Most of the extant neural machine translations models belong to a family of word-level
encoder-decoders (Sutskever et al., 2014; Cho et al., 2014b). Bahdanau et al. (2014) recently proposed
a model with attention mechanism which automatically searches the alignments and greatly improves
the performance. However, the use of a large vocabulary seems necessary for the word-level neural
machine translation models to improve performance (Sutskever et al., 2014; Cho et al.).
Chung et al. (2016) listed three reasons behind the wide adoption of word-level modeling: (i) word
is a basic unit of a language, (ii) data sparsity, (iii) vanishing gradient of character-level modeling.
Considering that a language itself is an evolving system, it is impossible to cover all words in the
language. The problem of rare words that are out of vocabulary (OOV) is an important issue which
can effect the performance of neural machine translation. Using larger vocabulary does improve
performance (Sutskever et al., 2014; Cho et al.), but the training becomes much harder and the
vocabulary is often filled with many similar words that share a lexeme but have different morphology.
There are many approaches to dealing with the out-of-vocabulary issue. Gulcehre et al. (2016);
Luong et al. (2014); Cho et al. proposed to obtain the alignment information of target unknown
words, after which simple word dictionary lookup or identity copy can be performed to replace the
unknown words in translation. These approaches ignore several important properties of languages
such as monolinguality and crosslinguality as pointed out by Luong and Manning (2016). Luong
and Manning (2016) further proposed a hybrid neural machine translation model which leverages
the power of both words and characters to achieve the goal of open vocabulary neural machine
translation.
Intuitively, it is elegant to directly model pure characters. However, as the length of sequence
grows significantly, character-level translation models have failed to produce competitive results
compared with word-based models. In addition, they require more memory and computation resource.
Especially, it is much difficult to train the attention component. Ling et al. (2015a) proposed a
compositional character to word (C2W) model and applied to machine translation in (Ling et al.,
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2015b). However, they found that it is slow and difficult to train source character-level models and
had to resort to layer-wise training the neural network and applying supervision for the attention
component.
In order to address the training issue mentioned in (Ling et al., 2015b), we introduce a decimator
before encoding as well as an interpolator after decoding. The decimator is based on a variant of
the gate recurrent unit (GRU) (Cho et al., 2014b; Chung et al., 2014), which samples the character
sequence according to the occurrence of delimiter (usually the space) and resets to the initial state
accordingly. The interpolator also relies on a variant of GRU, which sets the state to the output
of decoder and generates character sequence until generating a delimiter. In this way, we almost
keep the same encoding length for encoder as word-based models but eliminate the use of a large
vocabulary. Besides, the decoding step is much more natural compared with (Bahdanau et al., 2014)
which uses a multi-layer network following a softmax function to compute the probability of each
target word. Furthermore, we are able to efficiently train the deeper model which using multi-layer
recurrent network and achieve higher performance.
In summary, we propose an efficient architecture to train a deep character-level neural machine
translator. We show that the model achieves a higher translation performance compare to the word-
level neural machine translation on the task of English-to-French translation. Furthermore, our model
is able to translate the misspelled words and learn similar embeddings of the words with similar
meanings.
2 NEURAL MACHINE TRANSLATION
Neural machine translation is often implemented as an encoder-decoder architecture. The encoder
usually uses a recurrent neural network (RNN) or a bidirectional recurrent neural network (BiRNN)
(Schuster and Paliwal, 1997) to encode the input sentence x = {x1, . . . , xT } into a sequence of
hidden states h = {h1, . . . ,hT }:
ht = f1(e(xt),ht−1),
where e(xt) ∈ Rm is an m-dimensional embedding of xt. The decoder, another RNN, is often trained
to predict next word yt given previous predicted words {y1, . . . , yt−1} and the context vector ct:
p(yt|{y1, . . . , yt−1}) = g(e(yt−1), st, ct),
where
st = f2(e(yt−1), st−1, ct)
and g is a nonlinear and potentially multi-layered function that computes the probability of yt. The
context ct depends on the sequence of {h1, . . . ,hT }. Sutskever et al. (2014) encoded all information
in the source sentence into a fixed-length vector, i.e., ct = hT . Bahdanau et al. (2014) computed ct
by the alignment model which solves the bottleneck that the former approach meets.
The whole model is jointly trained to maximize the conditional log-probability of the correct transla-
tion given a source sentence with respect to the parameters of the model:
θ∗ = argmax
θ
T∑
t=1
log p(yt|{y1, . . . , yt−1},x).
For the detailed description of the implementation, we refer the reader to the papers (Cho et al.,
2014a; Sutskever et al., 2014; Bahdanau et al., 2014).
3 DEEP CHARACTER-LEVEL NEURAL MACHINE TRANSLATION
There are two problems in the word-level neural machine translation models. First, how can we map a
word to a vector? It is usually done by a lookup table (embedding matrix) where the size of vocabulary
is limited. Second, how do we map a vector to a word when predicting? It is usually done via a
softmax function. However, the large vocabulary will make the softmax intractable computationally.
Ling et al. (2015a;b) proposed the C2W and V2C components to address these two problems,
however, these components are less efficient. We correspondingly devise two novel operators that
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we call decimator and interpolator. Accordingly, we propose a deep character-level neural machine
translation model.
The decimator samples the input character sequence based on a delimiter (usually the space), which
significantly reduces the length of input sequence. Thus the input of our bidirectional RNN encoder
has the same length as the word-level encoder. The interpolator then takes the output of decoder
to generate a sequence of characters ending with a delimiter. This further reduces the burden of
generating process.
3.1 DECIMATOR
We introduce a variant of the gate recurrent unit (GRU) (Cho et al., 2014b; Chung et al., 2014)
that used in decimator and we denote it as DGRU (It is possible to use the LSTM (Hochreiter and
Schmidhuber, 1997) units instead of the GRU described here). DGRU reads the sequence character
by character. Once DGRU meets a delimiter, it will reset the state to the trainable initial state.
Formally, given the input character sequence {x1, . . . , xt}, we first construct an auxiliary sequence
{a1, . . . , at} which only contains 0 and 1 to indicate whether xi is a delimiter. DGRU computes the
state sequence {h1, . . . ,ht+1} by iterating the following updates:
rjt = σ([Wre(xt)]
j + [Urht−1]j), (1)
zjt = σ([Wze(xt)]
j + [Uzht−1]j), (2)
h˜jt = φ([We(xt)]
j + [U(rt  ht−1)]j), (3)
hˆjt = z
j
th
j
t−1 + (1− zjt )h˜jt , (4)
ht = (1− at)hˆt + ath0, (5)
where hjt is the j-th hidden unit of time t, h0 is the trainable initial state, σ is the sigmoid function
and φ is the activation function. Note that Steps (1) to (4) are the same as the conventional GRU (Cho
et al., 2014b; Chung et al., 2014). The only difference is that ht will set to the trainable initial state
h0 once a delimiter is met.
In our model, we regard the state of DGRU before it reads a delimiter as the summary of the previous
character sequence (the previous word). Thus we need to sample {h1, · · · ,ht} which is the output
of DGRU. In order to make the training more efficient, we construct a sampling matrix according
to the delimiter in the source sequence. The sampling matrix S has t rows and c columns, and c is
the number of the delimiters. S[i−1, j] is set to 1 if the j-th delimiter is the i-th character of the
source sequence. For example, if the input character sequence is “g o ! ” and the output of DGRU
is [h1,h2,h3,h4,h5], then the corresponding sample step will be:
[h1,h2,h3,h4,h5]

0 0
1 0
0 0
0 1
0 0
 = [h2,h4].
After sampling, [h2,h4] becomes the output of the decimator, thus the length of the sequence that
needs to be encoded is significantly reduced, which can be handled efficiently by the bidirectional
RNN encoder.
3.2 INTERPOLATOR
Our deep character-level neural machine translation also contains a variant of GRU in the interpolator
that we call it IGRU. IGRU has a settable state and generates character sequence based on the given
state until generating a delimiter. In our model, the state is initialized by the output of the decoder.
Once IGRU generates a delimiter, it will set the state to the next output of the decoder. Given the
previous output character sequence {y0, y1, . . . , yt−1} where y0 is a token representing the start of
sentence, and the auxiliary sequence {a0, a1, . . . , at−1} which is the same as decimator (a0 is set to
3
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1), IGRU updates the state as follows:
ht−1 = (1− at−1)ht−1 + at−1dit , (6)
rjt = σ([Wre(yt−1)]
j + [Urht−1]j), (7)
zjt = σ([Wze(yt−1)]
j + [Uzht−1]j), (8)
h˜jt = φ([We(yt−1)]
j + [U(rt  ht−1)]j), (9)
hjt = z
j
th
j
t−1 + (1− zjt )h˜jt , (10)
where dit is the output of the decoder. We can compute the probability of each target character yt
based on ht with a softmax function:
p(yt|{y1, . . . , yt−1},x) = softmax(ht). (11)
The current problem is that the number of outputs of decoder is much fewer than the target character
sequence. It will be intractable by conditionally picking outputs from the decoder when training in
batch manner. In our model, we add a resampler to unfold the outputs of the decoder, which makes
the training process more efficient. Like the sampler, the resampler contains a c × t resampling
matrix R, where c is the number of delimiter of the target sequence and t is the length of the target.
R[i, j1 + 1] to R[i, j2] are set as 1 if j1 is the index of the (i−1)-th delimiter and j2 is the index of
the i-th delimiter in the target character sequence. The index of the 0-th delimiter is set as 0. For
example, when the target output is “g o ! ” and the output of the decoder is [d1,d2], the resample
step will be:
[d1,d2]
[
1 1 1 0 0
0 0 0 1 1
]
= [d1,d1,d1,d2,d2],
therefore {di1 ,di2 ,di3 ,di4 ,di5} is correspondingly set to {d1,d1,d1,d2,d2} in IGRU iterations.
After resampling, we can compute the probability of each target character by interpolator according
to Eqns. (6) to (11). Compared with the two forward passes approach in (Luong and Manning, 2016),
our resampling approach is more efficient. Note that the resampling step is only necessary in training
process. As explained in the Section 3.4, the generation procedure is different from the training
procedure.
3.3 MODEL ARCHITECTURES
There are totally five recurrent neural networks in our model, which can be divided into four layers
as shown in Figure 1. Figure 1 illustrates the training procedure of a basic deep character-level
neural machine translation. It is possible to use multi-layer recurrent neural networks to make the
model deeper. The first layer contains a source sequence decimator which samples the character level
sequence according to the delimiter (denoted as </d> in Figure 1). The second layer is a bidirectional
RNN encoder which is identical to that of (Bahdanau et al., 2014). The third layer is the decoder.
It takes the previous word representation as a feedback, which is produced by the target sequence
decimator in our model. Then it combines the previous hidden state and the attention from the encoder
to generate the next decoded vector. The last layer is the interpolator, which takes the decoded vector
as the state of IGRU. Based on the information of previous generated character, the interpolator
generates the next character until generating an end of sentence token (denoted as </s> in Figure 1).
With the help of “sampler” and “resampler,” we can train our deep character-level neural translation
model perfectly well in an end-to-end fashion.
3.4 GENERATION PROCEDURE
We first encode the source sequence as in the training procedure, then we generate the target sequence
character by character based on the decoded vector dt. Once we generate a delimiter, we should
compute next decoded vector dt+1 through the decoder by combining feedback DYt of the current
generated word from the target decimator and the attention from the encoder. The generation
procedure will terminate once an end of sentence (EOS) token is produced.
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Figure 1: Basic deep character-level neural machine translation. The DGRUs with red border indicate
that the state is reset to the initial state and the IGRUs with red border indicate that the state should
be set to the next output of the decoder. We refer readers to the supplementary material for a detailed
illustration.
4 EXPERIMENTS
We implement the model using Theano(Bergstra et al., 2010; Bastien et al., 2012) and Blocks (van
Merriënboer et al., 2015), the source code is available at github 1. We train our model on a GTX
Titan X. For fair comparison, we evaluate our deep character-level neural machine translation model
(DCNMT) on the task of English-to-French translation, and conduct comparison with the basic
word-level neural machine translation model (RNNsearch) (Bahdanau et al., 2014) and Ling et al.
(2015b)’s model (CBNMT). We use the same dataset as RNNsearch which is the bilingual, parallel
corpora provided by ACL WMT’142.
4.1 DATASET
The English-French parallel corpus of WMT’14 contains totaling 850M words. Following the same
procedure of (Cho et al., 2014b; Bahdanau et al., 2014; Axelrod et al., 2011), we reduce the size of
the corpus to 348M words. We use newstest2013 as the development set and evaluate the models on
the newstest2014 which consists of 3003 sentences not present in the training data.
In terms of preprocessing, we only apply the usual tokenization. We choose a list of 120 most frequent
characters for each language which coveres nearly 100% of the training data. Those characters not
included in the list are mapped to a special token (<unk>).
1https://github.com/SwordYork/DCNMT
2http://www.statmt.org/wmt14/translation-task.html
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4.2 TRAINING DETAILS
We train two types of models with the sentences of length up to 50 words. We follow (Bahdanau
et al., 2014) to use similar hyperparameters. The encoder of both the models consists of forward and
backward RNN, each has 1024 hidden units; and the decoder also contains 1024 hidden units. We
use 30,000 most frequent words for RNNsearch and the word embedding dimensionality is 620. We
choose 120 most frequent characters for DCNMT and the character embedding dimensionality is
64. The DGRUs in both source decimator and target decimator have 512 hidden units. We test two
models DCNMT-1 and DCNMT-2, which respectively contains a single-layer recurrent network and
2-layer recurrent network in the source decimator, bidirectional RNN encoder and decoder.
We use a stochastic gradient descent (SGD) with mini-batch of 80 sentences to train each model. We
calculate an adaptive step rate using Adadelta (Zeiler, 2012). For fair comparison, we trained each
model for approximately two weeks.
We use a beam search to find a translation that approximately maximizes the conditional log-
probability which is a commonly used approach in neural machine translation (Sutskever et al., 2014;
Bahdanau et al., 2014). In our DCNMT model, it is reasonable to search directly on character level to
generate a translation.
5 RESULT AND ANALYSIS
We show the comparison of quantitative results on the English-French translation task in Section
5.1. Apart from measuring translation quality, we analyze the efficiency of our model and effects of
character-level modeling in more details.
5.1 QUANTITATIVE RESULTS
We illustrate the efficiency of the deep character-level neural machine translation by comparing with
the basic neural machine translation model (RNNsearch) and CBNMT (Ling et al., 2015b). We test
on the newstest2014 and measure the performance by BLEU score (Papineni et al., 2002) which
is commonly used in translation tasks. It is possible to further improve the performance by using
multi-layer deep RNNs, like the 4-layer LSTM used in (Sutskever et al., 2014; Luong et al., 2014).
Table 1: Model comparison
Model Parameters Max len Max mem Updates per day Epochs BLEU
RNNsearch 85.6M 50 9690MiB ∼ 58K 5.2 28.47
CBNMT 34.8M 300 9680MiB ∼ 54K/30K 5.1 28.67
DCNMT-1 33.6M 300 9627MiB ∼ 42K 4.3 30.49
DCNMT-2 71.4M 300 11403MiB ∼ 34K 3.8 31.76
As shown in Table 1, the number of parameters of RNNsearch is much large than character-based
models and more than half of the parameters are in lookup table (55.8M) which is really redundant.
CBNMT is layer-wise trained, thus the updates per day (54K) is similar to RNNsearch when training
attention, but the updates per day is dramatically reduced to 30K when training the C2W component.
Our models consume nearly the same memory as RNNsearch despite the 6 times longer sequence
length. It is commonly known that RNN is less efficient than a simple lookup table, and there are 3
additional RNNs in DCNMT which decrease the update rate of DCNMT, however, still more efficient
than CBNMT. Compared with RNNsearch, both CBNMT and DCNMT achieves a higher BLEU
score. However, DCNMT-1 is more efficient than CBNMT and achieves much higher BLEU score
using the similar amount of parameters, despite the use of IBM model 4 in CBNMT to produce
the word alignments as a supervision. Besides, the deeper model (DCNMT-2) further improves the
performance within less epochs.
5.2 EFFICIENCY ANALYSIS
As shown in Figure 2(a), the training curves of the three models are similar (we subtract the minimum
cost value from cost for comparison). The DCNMT models start from a higher-cost state because they
6
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Figure 2: Traning process of RNNsearch and DCNMT
need to learn one more abstraction compared with the word based RNNsearch. Once they learnt some
representation of words, they learn to translate just like the word-base models. Another evidence that
DCNMT and RNNsearch have similar behavior is the similar change of BLEU scores on development
set as shown in Figure 2(b). The DCNMT is able to perform as good as the RNNsearch when only
trained by half of the epoch; in contrast to (Luong and Manning, 2016; Ling et al., 2015b), they
found that the character-level neural machine translation is extremely slow and difficult to train. The
comparison between DCNMT-1 and DCNMT-2 shows that the depth of recurrent network is critical
for our model to achieve higher performance.
It indicates that DCNMT could outperform the word-level neural machine translation based on these
analyses, and the out-of-vocabulary issue is solved at the cost of a small decrement of update rate.
5.3 TRANSLATE MISSPELLED WORDS AND WORD EMBEDDINGS
Another advantage of our deep character-level neural machine translation is the ability to translate the
misspelled words. To the best of our knowledge, other extant neural machine translation models can
not achieve this functionality. In Table 2, we list some examples where the source sentences are taken
from newstest2013 but we change some words to misspelled words. We also list the translations from
Google translate 3 and online demo of LISA
As listed in Table 2, DCNMT is able to translate out the misspelled words correctly. For a word-based
translator, this is never possible because the misspelled words are mapped into <unk> token before
training. Thus, it will produce an <unk> token or just take the word from source sentence as Google
(Le, 2016) and many other models (Gulcehre et al., 2016; Luong et al., 2014) do.
To investigate how DCNMT works to translate the misspelled word, we visualize representation,
produced by DCNMT, of some frequent words in Figure 3, which is computed by the t-SNE algorithm
(Van der Maaten and Hinton, 2008). We can conclude from Figure 3(a) that words share a similar
structure have a similar representation in DCNMT. The exercice and exrecise are extremely close as
shown in Figure 3(a).
Finally, the most surprising thing is that the words with similar meanings but different structure like
“April,” “February,” “January,” “June” and “July” are clustered together as shown in Figure 3(b). It
suggests that DCNMT is able to learn the embedding of the word in vector space to cluster words of
similar meanings (usages) together like the word-level neural machine translation (Cho et al., 2014b).
6 CONCLUSION
In this paper we have proposed an efficient architecture to train the deep character-level neural
machine translation model by introducing a decimator and an interpolator. We have demonstrated
the efficiency of the training process and the effectiveness of the model in comparison with the
3The translations by Google translate were made on 20 May 2016.
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Table 2: Translation of misspelled words
Example 1
Source Unlike in Canada, the American States are responisble for the orgainisa-
tion of federal elections in the United States.
Reference Contrairement au Canada, les États américains sont responsables de
l’organisation des élections fédérales aux États-Unis.
Google translate Contrairement au Canada , les États américains sont responisble pour la
orgainisation des élections fédérales aux États-Unis.
LISA Contrairement au Canada, les États-Unis sont UNK pour la UNK des
élections fédérales aux États-Unis.
DCNMT Contrairement au Canada , les États américains sont responsables de
l’organisation des élections fédérales aux États-Unis.
Example 2
Source As a result, 180 bills restricting the exrecise of the right to vote in 41
States were introuduced in 2011 alone.
Reference En conséquence , 180 projets de lois restreignant l’exercice du droit de
vote dans 41 États furent introduits durant la seule année de 2011.
Google translate En conséquence, 180 projets de loi restreignant la exrecise du droit de
vote dans 41 Etats ont été introuduced en 2011 seulement .
LISA Par conséquent, 180 projets de loi restreignant le droit de vote dans 41
États ont été UNK en 2011.
DCNMT En conséquence, 180 projets de loi restreignant l’exercice du droit de
vote dans 41 États ont été introduits en 2011 seuls.
acknowledge 
acquire acquisition 
across 
act 
action active 
actively 
activist activity 
actor 
actual 
actually 
ad 
adapt 
add 
added 
addition additional 
address 
adequate 
adjust adjustment 
administer 
admire 
admission 
admit 
adolescent adopt 
adoption 
ad lt 
advance advanced advantage 
adventure advertising 
advice advise adviser 
dvocate 
aesthetic 
affair 
affect 
afford 
aim 
air 
aircraft 
airline airplane 
airport 
aisle 
alarm 
album 
alcohol 
alien alike alive 
all 
allegation 
alleged 
allegedly 
alley 
alliance 
allow 
ally 
almost 
alone 
along 
alongside 
already 
also 
alter 
alternative 
although 
altogether 
annually 
anonymous 
another 
answer 
anticipate 
anxiety anxious 
any 
anybody 
anymore anyo e 
anything 
anyway 
architect architecture 
area 
arena 
argue 
argument 
arise 
arm 
armed army 
around 
arrange 
arrangement 
array 
arrest 
arrival 
arrive 
arrow 
art 
article 
articulate 
artifact 
artificial 
artist 
artisti  
as 
ash 
Asian aside 
ask 
asleep 
backyard bacteria 
bad 
badly 
bag 
bake 
balance balanced 
ball 
balloon ballot 
ban 
banana 
band 
bank 
banker ing bankruptcy 
bar 
bare 
barely 
barn 
barrel 
barrier 
base 
baseball 
basement 
basic 
basically 
basis 
basket 
basketball 
bat 
bath 
bathroom 
battery 
battle 
bay 
be 
beach 
beam bean 
bear 
beard 
beast 
beat 
beautiful beauty 
because om
bed 
bedroom 
below 
belt 
bench 
bend 
beneath benefit 
beside besides 
best bet 
better 
between 
beyond 
bias 
bicycle 
bid 
big 
bike 
bill 
billion 
bind 
biography 
biological 
biolog
bird birth 
birthday 
bishop 
bit 
bite 
bitter 
black 
blade blame 
blank 
blanket 
blast 
blend 
bless 
blessing 
blind 
blink 
block 
blond 
blood l y 
blow 
blue 
board 
boast 
boat 
body 
boil 
bold 
bowl 
box 
boy 
boyfriend 
brain 
brake 
branch 
brand brave 
bread break 
breakfast breast 
breath 
bulk 
bull bullet 
bunch 
burden 
burn 
burning 
burst 
bury 
bus 
bush 
business businessman 
busy 
but 
butt 
butter 
butterfly 
button 
buy 
buyer 
by 
cab 
cabin cabinet 
carbon 
card 
care 
career 
careful 
carefully 
cargo 
carpet 
carrier 
carrot 
carry 
cart 
cartoon 
carve 
case 
cash 
casino 
cast 
casual 
casualty 
cat 
catalog 
catch 
category 
Catholic 
cattle 
cause 
cave 
cease 
ceiling 
celebrate c l r tion celebrity 
cell 
cemetery 
century 
characterize 
charge 
charity 
charm chart 
charter 
chase 
cheap 
cheat 
check 
cheek 
cheer 
cheese 
chef 
chemical 
chest 
chew 
chicken 
chief 
child childhood 
chill 
chin 
Chinese 
chip 
chocolate 
choice 
cholesterol 
choose 
chop 
Christian Christianity 
Christmas 
chronic 
chunk 
church 
cigarette 
circle 
circuit 
clock 
close 
closed 
closely 
closer 
closest cl s t 
cloth 
clothes 
clothing 
cloud 
club clue 
cluster 
coach 
coal 
coalition 
coast 
coastal 
coat 
cocaine 
code 
coffee 
cognitive 
coin 
c
collaboration collapse 
collar 
dance dancer 
dancing 
danger 
dangerous 
dare dark 
darkness 
data 
database 
date 
daughter 
dawn 
day 
dead 
deadline 
deadly 
deal 
dealer 
dear 
death 
debate 
debris debt 
debut 
decade 
decent 
decide 
decision 
deck 
declare indecorate 
decrease 
dedicate 
deem deep 
deeply 
deer 
defeat 
defend defendant 
defender defense 
defensive 
deficit 
define 
definitely 
definition 
degree 
delay 
deliberately 
delicate 
delight 
deliver 
descend 
describe 
description 
desert 
deserve 
design designer 
desire 
desk 
desperate 
desperately 
despite 
dessert 
destination 
detail detailed 
detect 
detective 
dignity 
dilemma 
dimension 
diminish 
dining 
din er 
dip 
diplomat diplomatic 
direct direction 
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dispute 
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distinct 
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disturb 
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divide divine 
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drama 
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dress 
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ease 
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ecological 
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effect 
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equip 
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faculty 
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fair 
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fellow 
female feminist 
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fifteen 
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give given 
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globe glory glove 
go 
goal 
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guidance guide 
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head 
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hurt 
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incredible 
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lower 
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man 
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naked name 
narrative 
narrow 
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nose 
not 
note 
notebook 
nothing 
notice notion 
novel 
now 
nowhere 
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pale 
Palestinian 
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produce 
producer 
product production 
productive productivity 
profession professional 
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reality 
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recover 
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reinforce 
rej  
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relatively 
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relevant 
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rent 
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repeatedly 
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science scientific 
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seat 
second 
secondary 
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sheep 
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shoe 
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soak 
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software 
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solution 
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some somebody s day so ehow so eone t ing s m tim  es whathere 
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spy 
squad 
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stable 
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stimulus 
stir 
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such 
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supplier 
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their 
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thin 
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this 
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throat 
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tunnel 
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twice 
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view 
viewer 
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act 
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ad 
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airline airpla  
airport 
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arm 
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arrange 
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article 
articulate 
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bag 
bake 
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bare 
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barn 
barrel 
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basically 
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bath 
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battle 
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better 
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brain brake 
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burn 
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button 
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buyer 
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carefully 
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cast 
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cheek 
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chip 
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coin 
c
collaboration collapse 
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dangerous 
dare dark 
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database 
ate 
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deal 
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dear 
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decide 
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defeat 
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deliberately 
delicate 
delight 
deliver 
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desire 
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desperate 
desperately 
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distinct 
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doorway 
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drama 
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envision 
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equation 
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essence 
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exam 
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excited 
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execution 
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fabric 
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fascinating 
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feather 
feature 
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fighter 
fly 
flying 
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food fool foot 
football 
for 
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forget 
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formation 
former 
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forty 
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frankly 
fraud 
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funding 
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grin grip 
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ground 
group 
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hall 
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hand 
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hardware 
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haul 
have 
hay 
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heart 
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horn 
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Figure 3: t-SNE visualization of source word representations. We zoom in the particular parts for
illustration.
word-level models and Ling et al. (2015b)’s model. The higher BLEU score implies that our deep
character-level neural machine translation model likely outperforms the word-level models and the
conventional character-based models. It is possible to further improve performance by using deeper
GRU recurrent networks or training longer (Sutskeve et al., 2014).
As a result of the character-level modeling, we have solved the out-of-vocabulary (OOV) issue that
word-level models suffer from, and we have obtained a new functionality that never achieved by
extant neural mach e translation model to translate the misspelled words. More importantly, the
deep character-level is able to learn the similar embedding of the words with similar meanings like
the word-level models. Finally, it would be potentially possible that the idea b hind our approach
could be applied to many other tasks such as speech recognition and text classification.
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