We introduce an inference method based on quantiles matching, which is useful for situations where the density function does not have a closed form -but it is simple to simulateand/or moments do not exist. Functions of theoretical quantiles, which depend on the parameters of the assumed probability law, are matched with sample quantiles, which depend on observations. Since the theoretical quantiles may not be available analytically, the optimization is based on simulations. We illustrate the method with the estimation of α-stable distributions. A thorough Monte Carlo study and an illustration to 22 financial indexes show the usefulness of the method.
Introduction
Estimation of the parameters of an econometric or economic parametric model is a first order concern. In the case that we know the probability law that governs the random variables, Maximum Likelihood (ML henceforth) is the benchmark technique. If we relax the assumption of knowledge of the distribution but we still have knowledge of the moments, the Generalized Method of Moments (GMM henceforth) is the benchmark technique. However, there are economic and econometric models that cannot be easily estimated with ML or GMM: stochastic volatilities, models with stochastic regimes switches, or involving expected utilities to name a few.
To circumvent these estimation difficulties, numerous estimation methods based on simulations have been developed. Gouriéroux and Monfort (1996) and Hajivassiliou and Ruud (1994) introduce Simulated ML (SML), similar to ML except that simulated probabilities are used instead of the exact probabilities. McFadden (1989) , Pakes and Polland (1989) , and Duffie and Singleton (1989) independently introduced the Method of Simulated Moments (MSM), which is based on matching sample moments and theoretical moments that are generated by simulations. Gouriéroux, Monfort and Renault (1993) propose Indirect Inference (IndInf), a method that is based on estimating indirectly the parameters of the model of interest through an auxiliary model. The Efficient Method of Moments (EMM) of Gallant and Tauchen (1996) is based on the same idea.
In this article we introduce the Method of Simulated Quantiles (MSQ henceforth). MSQ is appropriate when standard estimation methods fail because of lack of closed form expression for the probability density function or/and lack of existence of moments. Indeed, since it is based on quantiles, it is a moment-free method. And since it is based on simulations, we do not need closed form expressions of any function that represents the probability law of the process. In a nutshell, MSQ is based on a vector of functions of quantiles. These functions can be either computed from data (the sample functions) or from the distribution (the theoretical functions).
The estimated parameters are those that minimize a quadratic distance between both. Since the theoretical functions of quantiles may do not have a closed form expression, we rely on simulations. All over the article, we illustrate the method with the estimation of α-stable distributions.
Example
Let X t be a random variable distributed like an α-stable distribution that is is characterized by four parameters -α, β, σ and µ-and is represented as X t ∼ S α (σ, β, µ). The parameter α ∈ (0, 2], often denoted as tail index, measures the thickness of the tails and governs the existence of moments: E[X p t ] < ∞, ∀p < α. Asymmetry is captured by β ∈ [−1, 1]. For β = 1 the distribution is completely right-asymmetric and for β = −1 the distribution is completely left-asymmetric. The dispersion parameter σ ∈ R + expands or contracts the distribution, and the location parameter µ ∈ R controls the center of the distribution. As α → 2, β loses importance and it becomes unidentified. For α = 2, the distribution becomes Gaussian and β is irrelevant. Other particular cases of the α-stable distribution are the Cauchy (α = 1 and β = 0), and the Lévy distributions (α = 0.5 and β = ±1). The α-stable distributions posses the property of stability: Linear combinations of i.i.d. α-stable random variables with the same α are also α-stable distributed. A related property of the α-stable distribution is that it is a domain of attraction -this is often known as the Generalized Central Limit Theorem-which states the only distribution that arises as limit from sums of i.i.d. random variables (suitably scaled and centered) is the α-stable distribution.
The pdf of the α-stable distribution does not have a closed form. Since it is a complicated integral, even difficult to evaluate numerically, estimation by ML has been often not considered in applied work (though the theoretical properties of the ML estimator exist, Dumouchel, 1973 , and the actual estimation has been performed by Nolan, 2001 ). However, the characteristic function (CF hereafter) has a manageable closed form:
2 ) + iµθ} if α = 1 exp{−σ|θ|(1 + iβ σ and µ. Since the pdf does not have a closed form, so do the cumulative density function and so do the quantiles. Estimation has to be done either by simulation or by tabulation. They opt for the later. Fama and Roll (1971) and McCulloch (1986) estimate the parameters by calibrating the value of the sample functions of quantiles with tabulated values of the theoretical quantiles. This is a fast way to estimate the parameters, since it avoids optimization, but the theoretical properties remain unclear and the extension to the case of linear combinations of α-stable random variables is not possible (since the tail index has to be the same for all the random variables, estimation has to be done jointly).
MSQ combines the simulation-based and the quantile-based methods. It is broader than Fama and Roll (1971) and McCulloch (1986) that were designed for the estimation of the α-stable distribution. In fact, MSQ is very general as it does not make any assumptions on the functional forms for the functions of quantiles. A second advantage is that the method is not based on tabulations but on simulations. This allows a larger flexibility and accuracy. Indeed, tabulation requires interpolation if the sample functions of quantiles are not exactly equal to the tabulated theoretical functions of quantiles. Third, we provide an asymptotic theory that shows the consistency, asymptotic normality and the asymptotic variance-covariance matrix of the estimated parameters.
Estimation via quantiles is a natural alternative to moment-based methods and tracks back to Aitchison and Brown (1957) . In this book on the log-normal distribution, they estimate a three-parameter log-normal distribution by matching quantiles. Quantiles can also be used to construct functions that measure aspects of the probability distribution. Let q τ denote the τ -th quantile of X t for τ ∈ (0, 1). The median, q 0.50 , is often used as an estimator of the location. The interquartile range, q 0.75 − q 0.25 is a natural measure of dispersion. Bowley (1920) proposed the quartile skewness (known as the Bowley coefficient):
which was extended by Hinkley (1975) :
The smaller τ , the less sensitive to outliers, but the less information from the tails it uses. These measures of asymmetry are dispersion and location invariant, i.e. γ(aX t + b) = γ(X t ), where γ denotes one of the two above measures.
As far as measures for tail thickness are concerned, Crow and Siddiqui (1967) proposed a measure based on the ratio of two interquantile ranges:
where τ 1 > τ 2 . Their choices for τ 1 and τ 2 were 0.975 and 0.75 respectively. Alternatively, a measure of tail thickness can be interpreted as a measure of the dispersion of a distribution around µ ± σ. Based on this interpretation, Moors (1988) proposed
The two terms in the numerator are large if little probability mass is concentrated in the neighborhood of the first and third quartile. Note that CS and M o are standardized by the interquartile range to guarantee invariance under linear transformations.
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The rest of the paper is organized as follows. In Section 2 we first introduce notation followed by MSQ. Each step of the presentation of the method is illustrated with our example. We also show the assumptions and the asymptotic distribution of the estimators. In Section 3 we report the results of a Monte Carlo study based on our example. We consider univariate and multidimensional estimation of α-stable distributions. For the univariate case, our method is compared with McCulloch (1986) . In Section 4 we show an illustration to 22 world-wide market indexes, assumed to be distributed according to α-stable distributions. We first estimate the parameters independently. Then we estimate them jointly assuming a common tail index, which is needed for the construction of linear combinations, as we show in the last part of the section. Section 5
concludes. Proofs and other technicalities are relegated to the Appendix.
The Method of Simulated Quantiles
Let X t be a N × 1 random vector that follows a distribution D(θ), where θ denotes the vector of unknown parameters that are in an interior point of the compact parameter set Θ ⊂ R p . The elements of X t are independent random variables. The i-th random variable X i,t follows the
We allow for common parameters between
. Let x be a T × N matrix of T realizations of X with i-th column
and b × 1 vectors of theoretical quantiles corresponding to D i (θ i ). That is, q τ k ,θi denotes the τ k -th theoretical quantile of x i . These quantiles may not be available analytically and they may have 1 For more details about quantile based kurtosis measures see Groeneveld (1984) , Groeneveld (1998) and Brys (2006) .
to be computed through simulation. Let h(q θi ) and g(q * θi ) be two J × 1 vectors of continuous and once differentiable functions R s → R J and R b → R J . Consider their Hadamard product T . 2 The functions h(q T ) and g(q * T ) are both 4 × 1:
And the vector of quantile functionsφ T iŝ 
The first two elements are essentially special cases of Crow and Siddiqui (1967) and Hinkley (1975) respectively. The last two are the interquantile range and the median.
The two upper elements inφ T are dispersion and location invariant, meaning that they are insensitive to µ and σ. This is why McCulloch (1986) standardizes the sample. So if the process truly has unit dispersion, the theoretical and sample interquantile ranges should be the same:
q 0.75,θ − q 0.25,θ =q 0.75,T −q 0.25,T . Otherwise, the theoretical interquantile range is re-scaled by σ:
Similarly, if the process truly has location zero and unit dispersion, the theoretical and sample medians should be the same: q 0.50,θ =q 0.50,T . Otherwise, the theoretical median is re-scaled and re-located by σ and µ respectively: µ + σq 0.50,θ =q 0.50,T .
3 Putting all these elements together, the vector of theoretical quantile functions equals: 
T and Φ θ = (φ θ1 , ..., φ θN ) T be two N J × 1 vectors containing the sample and theoretical functions of quantiles for the N random variables. Identification requires that N J ≥ p. The principle of MSQ is to find the value of the parameters that match the sample and theoretical functions of quantiles. This is done by minimizing the quadratic distance between
where W is a N J × N J symmetric positive definite weighting matrix defining the metric. Three particular cases are nested in (1). The first is when no simulations are needed. If Φ θ can be computed explicitly, then (1) can be solved by the standard optimization techniques. An example is the Tukey lambda distribution (Joiner and Rosenblatt, 1971) , which is only defined in terms of the quantiles. For the i-th random variable, the τ k -th theoretical quantile is
for θ i = 0. The Tukey lambda distribution has its generalized version (Ramberg and Schmeiser, 1974) , also only defined of the quantiles:
where θ i,1 and θ i,2 are location and dispersion parameters respectively, and θ i,3 and θ i,4 are shape parameters.
The second particular case is when N J = p. Then W is irrelevant and the problem boils down to solving a system of nonlinear equations via simulations. This is the case of the α-stable distribution where there are four parameters and four functions of quantiles.
The third particular case combines the first and second: if Φ θ can be computed explicitly and N J = p, the problem reduces to find the θ such thatΦ T = Φ θ . This is the case of the σq 0.50,θ =q 0.50,T − ζ where, see Zolotarev (1957) ,
Tukey lambda distribution, where there is only one parameter that can estimated with just one function of quantiles (which could be the τ k -th quantile itself, i.e. matchingq τ k ,T with q τ k ,θi ), or its generalized version with four parameters and four functions of quantiles.
Example (cont.)
As mentioned above, since φ θ andφ T are 4 × 1 vectors, optimization boils down to solve the system φ θ =φ T . Because the quantile functions for α and β are location and dispersion invariant, they can be matched independently from those for σ and µ. Let θ = (α, β), Onceα T andβ T are obtained, estimates for σ and µ are straightforwardly obtained. For σ:
where q 0.75,θ T and q 0.25θ T are the theoretical 0.75-th and 0.25-th quantiles of a standardized α-stable distribution evaluated atα T andβ T . Likewise, for µ:
where q 0.50,θ T is the theoretical 0.50-th quantile of a standardized α-stable distribution evaluated at
The optimization (1) works as follows. First, the sample quantile functionsΦ T are estimated from the observations. Second, given some initial values of the parameters, we simulate from the probability law that generates the process. The simulated sample is used to compute Φ θ (as the sample quantiles of the simulated sample). Third, an iterative process starts to find the θ that minimize (1) . The simulation and calculation of Φ θ are repeated at each iteration of the algorithm. The iterative process continues until the convergence criterion is achieved. Figure 1 shows a diagrammatic representation of the estimation process. there are constraints between parameters to be estimated (e.g. equality or proportionality between a subset). A first thought to account for the constraints is to optimize (1) subject to the constraints. This leads to a complicated constrained optimization problem that may involve Lagrange multipliers and Kuhn-Tucker conditions. In our simulation-based framework there is no need of such a constrained optimization. The constraints between the parameters can be easily imposed in the simulation step. Third, notwithstanding the previous appealing feature, there are also constraints in the parameter spaces that the optimization has to handle. For instance, for the α-stable distribution α ∈ (0, 2], β ∈ [−1, 1] and σ ∈ R + . An appropriate re-parametrizationa bijective function mapping the real line into a desired interval-may avoid this extra complexity. 
We now consider the case where there are
Let y i,t be the standardized values of
Since the functions of quantiles for α and β are location and dispersion invariant, the vector of sample quantile functions iŝ 
And the vector of theoretical quantile functions is 
This is a system of 4 equations and 3 parameters. The location and dispersion parameters µ 1 , µ 2 , σ 1 and σ 2 are estimated similarly to (2) and (3). Several remarks: First, the constraint that the tail indexes for X 1 and X 2 to be the same is imposed in the simulation step and there is no need to use constrained optimization techniques. However, since the tail index and the asymmetry parameters have bounded spaces, we may apply the logistic transformation explained earlier. 
where ξ is the transformed parameter ranging from −∞ to ∞. Estimation of ξ is unconstrained andθ T can be backed fromξ T .
α gets close to 2. It is barely found for values of α below, say, 1. 
Asymptotic Properties
As MSQ is based on quantiles, we recall an old lemma (the proof can be found in Cramér, 1946, p. 369) that shows the asymptotic properties of the sample quantiles.
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Lemma 1 Let X 1 , ..., X T be T i.i.d. draws from a cumultative distribution function F with a continuous density function f . Let 0 < τ 1 < ... < τ s < 1. Suppose that F has a density function f in the neighborhoods of q τ1 , ..., q τs and that f is positive and continuous at q τ1 , ..., q τs . Then
T has the following asymptotic distribution
where q = (q τ1 , ..., q τs ) T and where the ijth element of η is η i,j = τi∧τj −τiτj
The expression τ i ∧τ j stands for the minimum of τ i and τ j . The calculation of the sparsity function
is shown in the Appendix.
We also need assumptions and further notation. At the beginning of Section 2 we introduced assumptions on the distribution of X t (which we denote by A1), compactness of Θ (which we denote by A2) and on the continuity and differentiability of h(q xi ), g(q * xi ), h(q θi ), and g(q * θi ) (which we denote by A3). To attain consistency we also need the standard identifiability and uniqueness conditions: (A4) There exists a unique θ 0 such that the sample functions of quantiles equal the theoretical
Denote byĜ i,T a J × J diagonal matrix with diagonal elements g(q * i,T ). We gather all these vectors into g(q *
T with the corresponding block diagonal N J × N J
(A6)Ĝ T converges to the non-stochastic matrix G θ .
Denote byΩ i,T T −1 the J ×J sample variance-covariance matrix of h(q i,T ). We gather all these
. This is the equivalent of the sparsity function f (F −1 (τ ))
in Lemma 1. We need the following assumptions for the computation of the variance-covariance
be a p × N J matrix that links the asymptotic properties of Φθ with those ofθ T . The last assumption is
Equipped with these assumptions, we announce a preliminary Lemma.
Lemma 2 Given Lemma 1 and under (A1), (A3) and (A7),
The last step is to map the propertiesΦ T on those ofθ T :
Theorem Given Lemma 2 and under (A2), (A4), (A5), (A8), (A9),
The multilayer sandwich form of the variance-covariance matrix has an intuitive explanation:
Ω θ is the variance-covariance matrix of h(q T ). The first layer G θ · G θ accounts for the product of h(q T ) with g(q * T ). The second layer W · W T is the effect of the weighting matrix. The last layer,
θ captures the effect of the mapping of the properties ofΦ T on those ofθ T . Everything is known except W, which has to be chosen optimally, in the sense that it maximizes the information contained in the functions of quantiles.
Corollary The optimal weighting matrix W *
As usual, and as it has been outlined above, the computation of the optimal weighting matrix W * θ requires a preliminary estimatorθ T . Note that the calculation of the asymptotic variancecovariance matrix ofθ T needs estimators of G θ and Ω θ . The matrix G θ depends on the theoretical quantile functions, which are obtained by simulations. The matrix Ω θ is a function of the grid of τ 's and the sparsity function. Last, the vector of derivatives ∂Φ θ ∂θ can be computed numerically.
Monte-Carlo Simulations
We carry out a Monte Carlo experiment to determine the finite sample performance of the MSQ estimators. We generate 200 samples of 10000 observations for 3 different scenarios. In the first we consider a univariate α-stable distribution, so we can compare with McCulloch (1986). In the second and third we consider 5 and 10 univariate α-stable distributions with the same tail index -and hence their parameters have to be estimated jointly. We will refer to the first as univariate and the two last ones as 5-and 10-dimensional. Although not reported here, but available under request, we did the same simulation study under different specifications. We estimated with draws of 1000 and 5000 observations, with values of α below 1, values for β very close to 1 and −1, and different values of σ and µ. Results are on 7 Consciously we are abusing of the terminology by denoting the last two cases as multidimensional, but it is convenient to make the difference with independent univariate estimations. 
An Illustration
We illustrate the method with an illustration to 9 years of daily returns of 22 major worldwide market indexes that represent three geographical areas: America (S&P500, NASDAQ, TSX, Merval, Bovespa and IPC), Europe and Middle East (AEX, ATX, FTSE, DAX, CAC40, SMI, MIB and TA100), and East Asia and Oceania (HgSg, Nikkei, StrTim, SSEC, BSE, KLSE, KOSPI and AllOrd). Table 4 extreme variations within periods of both high and low volatility. This is a clear indication of thick tails and, possibly, skewness. Indeed, Table 5 shows descriptive statistics for all the indexes.
The second column reveals possible negative skewness and the third column evidences a great deal of kurtosis.
Last column of Table 5 shows the estimated tail indexes for each return series. They range from 1.3268 to 1.6511. These values are too low to represent the unconditional tail behavior of the observations and they are due to the volatility clustering. Several articles have investigated the relationship between α-stable processes and processes with volatility clustering. De Vries (1991) has shown that under certain conditions on the parameters of a GARCH-like process, the α-stable and GARCH processes are observationally equivalent from the viewpoint of the unconditional distribution. Ghose and Kroner (1995) establish that many of the properties of α-stable models are shared by GARCH models. In particular, both models share the facts that the unconditional distribution has fat tails and that the tail index is invariant under addition. However, they identify distinctive properties, namely the clustering in volatility, that is not present in α-stable distributions, and the distributions of the extreme values, captured by the tail indexes.
To safeguard against conditional volatility (and possible mean reversion), we adjust the returns with a VAR(2)-CCC model (with GARCH(1,1) models in the conditional volatilities) such that the remaining heteroskedasticity is not due to dynamic conditional volatility. Bottom panel of Figure   2 shows the standardized adjusted returns. The volatility clustering has disappeared. This is also verified in the bottom panel of Figure 3 . The autocorrelations of the squared adjusted returns do not show any significant autocorrelation. However, they do not appear to be Gaussian. Table 6 shows the skewness and kurtosis. Once volatility clustering is removed, kurtosis diminishes but still far from Gaussianity, and a high degree of negative skewness is unveiled. The last two columns display the Cramer-von Mises and the Anderson-Darling empirical distribution tests statistics.
Since adjusted returns are standardized, the null hypothesis is a N (0, 1) distribution. Out of the 44 tests, only in seven we are not able to reject the null at 5% (and the largest of the p-values of those seven tests is 13.2%). Hence, we conclude that, after controlling for volatility clustering and mean reversion, market indexes are not Gaussian.
This illustration may be criticized on the grounds that the tail index is the same for all return series. We estimate univariate α-stable distributions. Left part of Table 7 shows the estimation results. The tail indexes are higher, ranging from 1.54 to 1.93, than those in Table   5 , confirming the fact that the tail indexes were capturing the volatility clustering, a genuine conditional effect. Figure 4 shows them along with their 5% confidence bands (dashed lines) and the average (horizontal straight dotted line). The constraint of a single tail index does not seem unreasonable. On the other hand, the estimation results dovetail with the descriptive statistics of Table 6 . Most of the estimated β i are negative and, even, sometimes they show a large degree of skewness. These however, are only reliable when α is not too close to 2. The location parameters are basically statistically not different from zero, and the dispersion parameters are smaller than 0.70, which is the value that it would correspond in the Gaussian case with variance equal to one.
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Right part of Table 7 shows the multidimensional estimates. The estimated tail index is 1.7483, very similar to the average tail index from the univariate estimations, and implying thicker tails than in the Gaussian case. The other estimated parameters are very similar to those of the univariate estimations, which makes sense, and significantly different from zero, except the location parameters that are very small and most of the times not significant.
From the previous sections it has been highlighted that the advantage of imposing a common tail index is that the distribution remains stable across aggregation. In what follows we construct a world index as a portfolio of the market indexes. The adjusted returnsr i,t i = 1, . . . , 22 are distributed as Sα T (σ i,T ,β i,T ,μ i,T ). Letr t = 22 i=1 ω iri,t with known weights such that
In the Appendix we show thatr t ∼ Sα T (σ T ,β T ,μ T ) where:
As weights we choose the percentage of market capitalization of the market representing each index relative to the sum of all market capitalizations (shown in the last column of Table 7 ). 9 The largest weight, by far, corresponds to S&P500, followed by Nikkei, NASDAQ and FTSE. The last row of Table 7 shows the parameters of the α-stable distribution forr t . As expected,r t shows negative skewness. However, and interestingly enough, the dispersion parameter σ is much smaller than the market ones. Aggregation reduces substantially the variations. This is expected since the dispersion of a linear combination of random variables is smaller than the linear combination of the dispersions.
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We can apply the same method for aggregating the return series. By the properties of the α-
The returnsř i,t are not related between each other sincer i,t andr i,t are not related ∀i = j. Then r t ∼ S α (h t , β t , µ t ) where:
The asymmetry of the world index is time-varying. Let vol t = h t under Gaussianity and estimating the conditional variances h g t with a GARCH (1,1) . Figure 5 shows the estimated volatilities (left plots), the time-varying asymmetry (top right plot) and the proportion of vol g t with respect to vol t (bottom right plot). The annualized volatility vol t does reflect the time-varying uncertainty across time. This is particularly visible in the [2007] [2008] credit crunch in financial markets. Second, the asymmetry is always negative and shows a very heterogenous pattern, ranging from -0.20 to -0.45. Last, and most interesting, vol g t is always above vol t . That is, the degree of dispersion under Gaussianity is always overestimated. As shown in the bottom right plot, it may be up to 3.5 times larger than vol t , as it happened persistently during the credit crunch. This is a consequence of assuming thin tails. By contrast, a more reasonable approach is to estimate the tail index, which may eventually reach 2 if the process is truly Gaussian. Estimation with MSQ unveils that this is not the case and it calls for the use of heavy-tailed distributions in the analysis of financial returns.
Conclusion
We have presented the Method of Simulated Quantiles, a new estimation method based on quantiles. It is useful for situations where the density function does not have a closed form, but it is simple to simulate, or/and moments do not exist. The basic principle is the construction of functions of theoretical quantiles, which depend on the parameters of the assumed probability law, that are matched with sample quantiles, which depend on data. The theoretical quantiles may not have a closed form expression, and hence we rely on simulation. Theoretically the method is appealing for its simplicity and its finite sample and asymptotic properties.
All along the article, the method is illustrated with the estimation of α-stable distributions.
For the univariate case, MSQ can be seen as an extension of McCulloch (1986) quantile method.
However, MSQ also handles multidimensional cases as, for instance, the joint estimation of N univariate α-stable distributions with the constraint of common tail index. This is a situation that may arise when we want to construct portfolios. The portfolio is α-stable distributed only if all its constituents share the same tail index. A thorough univariate, 5-and 10-dimensional Monte Carlo study shows the goodness of the method. In all cases, it provides unbiased estimates with small RMSE. The article is completed with an application to times series of returns of 22 world wide market indexes. Once we take into account for volatility clustering, estimates unveil fat tails and negative asymmetry. Let X 1 ∼ S α (σ 1 , β 1 , µ 1 ) and X 2 ∼ S α (σ 2 , β 2 , µ 2 ) be independent. Then aX 1 + bX 2 has the following characteristic function
Linear combinations of α-stable distributions
Comparing this expression with the characteristic function of an α-stable process we find the expressions of σ, β and µ. This result can be easily generalized to N random variables with N weights w i . 
