In this paper, we propose two important measures, quantile correlation (QCOR) and quantile partial correlation (QPCOR). We then apply them to quantile autoregressive (QAR) models, and introduce two valuable quantities, the quantile autocorrelation function (QACF) and the quantile partial autocorrelation function (QPACF). This allows us to extend the classical Box-Jenkins approach to quantile autoregressive models. Specifically, the QPACF of an observed time series can be employed to identify the autoregressive order, while the QACF of residuals obtained from the fitted model can be used to assess the model adequacy. We not only demonstrate the asymptotic properties of QCOR, QPCOR, QACF, and PQACF, but also show the large sample results of the QAR estimates and the quantile version of the Ljung-Box test. Simulation studies indicate that the proposed methods perform well in finite samples, and an empirical example is presented to illustrate usefulness.
Introduction
In the last decade, quantile regression has attracted considerable attention. There are two major reasons for such popularity. The first is that quantile regression estimation (Koenker and Bassett, 1978) can be robust to non-Gaussian or heavy-tailed data. In addition, it includes the commonly used least absolute deviation (LAD) method as a special case. The second is that the quantile regression model allows practitioners to provide more easily interpretable regression estimates obtained via various quantiles τ ∈ [0, 1]. More references about quantile regression estimations and interpretations can be found in the seminal book of Koenker (2005) . Further extension of quantile regression to various model and data structures have been found in the literature, e.g., Machado and Silva (2005) for count data, Mu and He (2007) for power transformed data, Peng and Huang (2008) and Wang and Wang (2009) for survival analysis, He and Liang (2000) and Wei and Carroll (2009) for regression with measurement errors, Ando and Tsay (2011) for regression with augmented factors, and Kai et al. (2011) for semiparametric varying-coefficient partially linear models, among others.
In addition to the regression context, the quantile technique has been employed to the field of time series; see, for example, Koul and Saleh (1995) and Cai et al. (2012) for autoregressive (AR) models, Ling and McAleer (2004) for unstable AR models, and Xiao and Koenker (2009) for generalized autoregressive conditional heteroscedastic (GARCH) models. It is noteworthy that Koenker and Xiao (2006) established important statistical properties for quantile autoregressive (QAR) models, and suggested a modified Bayesian information criterion (BIC) to select the order of QAR models. Their findings have expanded the classical AR model into a new era, which motivates us to extend the classical Box-Jenkins' approach (i.e., model identification, model parameter estimation, and model diagnostics) from AR to QAR models. In the classical AR model, it is known that model identification usually relies on the partial autocorrelation function (PACF) of the observed time series, while model diagnosis commonly depends on the autocorrelation function (ACF) of model residuals. Detailed illustrations of model identification and diagnosis can be found in Box et al. (2008) .
The aim of this paper is to introduce two novel measures to examine the linear and par-tial linear relationships between any two random variables for the given quantile τ ∈ [0, 1].
We name them quantile correlation (QCOR) and quantile partial correlation (QPCOR).
Based on these two measures, we propose the quantile partial autocorrelation function (QPACF) and the quantile autocorrelation function (QACF) to identify the order of the QAR model and to assess model adequacy, respectively. It is noteworthy that the application of QCOR and QPCOR is not limited to QAR models. They can be used broadly as the classical correlation and partial correlation measures in various contexts.
The rest of this article is organized as follows. Section 2 introduces QCOR and QP-COR. Furthermore, the asymptotic properties of their sample estimators are established.
Section 3 obtains QPACF and its large sample property for identifying the order of QAR model. In addition, the autoregressive parameter estimator and its asymptotic distribution are demonstrated. Moreover, QACF and its resulting test statistics, together with their asymptotic results, are provided to examine the model adequacy. Section 4 conducts simulation experiments to study the finite sample performance of the proposed methods, and also presents an empirical example to demonstrate usefulness. Finally, we conclude the article with a brief discussion in Section 5. All technical proofs of lemmas and theorems are relegated to the Appendix.
Correlations 2.1 Quantile correlation and quantile partial correlation
For random variables X and Y , let Q τ,Y be the τ th unconditional quantile of Y and Q τ,Y (X) be the τ th quantile of Y conditional on X. One can show that Q τ,Y (X) is independent of X, i.e. Q τ,Y (X) = Q τ,Y with probability one, if and only if the random variables I(Y − Q τ,Y > 0) and X are independent, where I(·) is the indicated function. This fact has been used by He and Zhu (2003) and Mu and He (2007) , and it also motivates us to define the quantile covariance given below. For 0 < τ < 1, define qcov τ {Y, X} = cov{I(Y − Q τ,Y > 0), X} = E{ψ τ (Y − Q τ,Y )(X − EX)}, where the function ψ τ (w) = τ − I(w < 0). Subsequently, the quantile correlation can be defined as follows,
where σ 2 X = var(X). In the simple linear regression with the quadratic loss function, there is a nice relationship between the slope and correlation. Hence, it is of interest to find a connection between the quantile slope and qcov τ {Y, X}. To this end, consider a simple quantile linear regression,
in which one attempts to approximate Q τ,Y (X) by a linear function a 0 + b 0 X (see Koenker, 2005) , where ρ τ (w) = w[τ − I(w < 0)]. Then, we obtain the relationship between b 0 and qcor τ {Y, X} given below.
Lemma 1. Suppose that random variables X and Y have a joint density and EX
Then the values of (a 0 , b 0 ) are unique, and the quantity b 0 = 0 if and only if the quantile correlation qcor τ {Y, X} = 0.
It is noteworthy that the proposed quantile covariance here does not enjoy the symmetry property of the classical covariance, i.e., qcov τ (Y, X) = qcov τ (X, Y ). This is because the first argument of the quantile covariance or the quantile correlation is related to the τ th quantile, while the second argument is the same as that of the classical covariance.
Suppose that a quantile linear regression model has the response Y , a q × 1 vector of covariate Z, and an additional covariate X. In the classical regression model, one can construct the partial correlation to measure the linear relationship between variables Y and X after adjusting (or controlling) vector Z (e.g., see Chatterjee and Hadi, 2006) . This motivates us to propose the quantile partial correlation function. To this end, let
where (α, β ′ ) ′ is a vector of unknown parameters. Accordingly,
As a result, α 2 +β ′ 2 Z is the linear effect of Z on the quantile Y (i.e., the linear approximation of Q τ,Y (Z)). It can also be shown that
′ satisfies the conditions stated in the forthcoming Lemma 2. Using these facts, we define the quantile partial correlation as follows,
where σ
2 . This indicates that the covariate X has no additional linear contribution to the quantile response Y if α 2 +β
Z+γ 3 X with probability one, where
This leads to the following lemma. Since the true qcor τ and qpcor τ are often unknown in practice, we introduce their sample versions given below.
2.2 Sample quantile correlation and sample quantile partial cor-
′ , i = 1, ..., n} are identically and independently gener-
is the empirical distribution function. Based on equation (2.1), the sample estimate of the quantile correlation qcor τ {Y, X} is defined as qcor τ {Y, X} = 1
3)
To study the asymptotic property of qcor τ {Y, X}, denote f Y (·) and f Y |X (·) as the density of Y and the conditional density of Y given X, respectively. In addition, let
As a result, we obtain the estimate of Ω 1 , and denote it by Ω 1 .
We next estimate the quantile partial correlation qpcor τ {Y, X}. Let
Based on equation (2.2), the sample quantile partial correlation is defined as
where
To investigate the asymptotic property of qpcor τ {Y, X|Z}, denote the conditional density of Y given Z and the conditional density of Y given Z and X by f Y |Z (·) and
and
where α 1 , β 1 , α 2 , β 2 and σ 2 X|Z are defined as in the previous subsection. Then, we have the following result.
To estimate the asymptotic variance Ω 2 given in Theorem 2, we consider
In addition, assume that the random vector
′ has a joint density. We then have that 
Consequently, we obtain the estimate of Ω 2 , and denote it by Ω 2 .
It is noteworthy that the quantile correlation and quantile partial correlation can be broadly used as the classical correlation and partial correlation in regression analysis (e.g., variable selections), although our focus is on quantile autoregressive models.
Quantile autoregressive modeling
Suppose that {y t } is a strictly stationary and ergodic time series, and F t is the σ-field generated by {y t , y t−1 , ...}. We then follow Koenker and Xiao's (2006) approach and present QAR models; i.e., conditional on F t−1 , the τ th quantile of y t has the form of classical approach, we next introduce the QPACF of a time series to identify the order of a QAR model, and then propose using the QACF of residuals to assess the adequacy of the fitted model.
Model identification and estimation
For the positive integer k, let z t,k−1 = (y t−1 , ...,
, where the notations (α 1 , β ′ 1 ) and (α 2 , β ′ 2 ) are a slight abuse since they have been used to denote the regression parameters in Section 2. From equation (2.2), we obtain the quantile partial correlation between y t and y t−k after adjusting the linear effect z t,k−1 ,
and it is independent of the time index t due to the strict stationarity of {y t }. Analogous to the definition of the classical PACF (Fan and Yao, 2003 , Chapter 2), we name φ kk,τ to be the QPACF of time series {y t }. It is also noteworthy that φ 11,τ = qcor τ {y t , y t−1 }. We next show the cut-off property of QPACF.
and φ kk,τ = 0 for k > p.
The above lemma indicates that the proposed QPACF plays the same role as that of PACF in the classical AR model identification.
In practice, one needs the sample estimate of QPACF. To this end, let
and σ
2 . According to (2.4), we obtain the estimation for φ kk,τ ,
and we term it the sample QPACF of the time series.
To study the asymptotic property of φ kk,τ , we introduce the following assumption, which is similar to Condition A.3 in Koenker and Xiao (2006) .
, and there exists a π > 0 such that
Furthermore, let
By (3.1), the random variable I(e t,τ > 0) is independent of y t−k for any k > 0, and
be the conditional density of e t,τ on the σ-field F t−1 , and z *
, and
Then, we obtain the asymptotic result given below.
To estimate Ω 3 in the above theorem, we first apply the Hendricks and Koenker (1991) method to obtain the estimation of f t−1 (0) given below.
is the estimated τ th quantile of y t and h is the bandwidth selected via appropriate methods (e.g., see Koenker and Xiao, 2006) . Afterwards, we can use the sample averaging to approximate
2 by replacing their f t−1 (·), α 1 , and β 1 , respectively, with f t−1 (0), α 1 and β 1 . Accordingly, we obtain an estimate of Ω 3 , and denote it as Ω 3 .
In sum, we are able to use the threshold values ±1.96 Ω 3 /n to check the significance of
To demonstrate how to use the above theorem to identify the order of a QAR model, we generate the observations y 1 , ..., y 200 from y t = Φ −1 (u t )+a(u t )y t−1 , where Φ is the standard normal cumulative distribution function, a(x) = max{0.8 − 1.6x, 0}, and {u t } is an i.i.d
sequence with uniform distribution on [0, 1]. We attempt to fit the QAR model (3.1) with τ = 0.2, 0.4, 0.6, and 0.8, respectively, to the observed data {y t }. Figure 1 presents the sample QPACF φ kk,τ for each τ with the reference lines ±1.96 Ω 3 /n. We may conclude that the order p is 1 when τ = 0.2 and 0.4, while p is 0 when τ = 0.6 and 0.8.
After the order p of model (3.1) is correctly identified, we subsequently fit the selected model to data. Let φ = (φ 0 , φ 1 , ..., φ p ) ′ be an any parameter vector in model (3.1) and
41 . We then obtain the following asymptotic property of the estimated parameter.
Theorem 4. If 0 < Σ 41 < ∞ and Assumption 1 is satisfied, then
The above result is similar to that of Theorem 2 in Koenker and Xiao (2006) , although we make different assumptions. The Ω 4 in the above theorem can be estimated by applying the same techniques used for the estimation of Ω 3 .
Model diagnostics
For the errors {e t,τ } defined in (3.2), we employ equation (2.1) and the fact that Q τ,et,τ = 0, and obtain QACF between {e t,τ } and {e t−k,τ } as follows,
where σ 2 e = var(e t,τ ). Suppose that the QAR model is correctly specified. We can show that ρ k,τ = 0 for k > 0. Hence, we are able to use ρ k,τ to assess the model fit. In the sample version, we consider the residuals of the QAR model,
for t = p + 1, ..., n, and e t,τ = 0 for t = 1, ..., p. It can be verified that the τ th empirical quantile of { e t,τ } is zero. Based on this fact and equation (2.3), we obtain the estimation of ρ k,τ ,
where k is a positive integer, µ e = n −1 n t=k+1 e t,τ , σ 2 e = n −1 n t=k+1 ( e t,τ − µ e ) 2 , and the τ th empirical quantile of { e t,τ } is zero. We name r k,τ the sample QACF of residuals.
Adapting the classical linear time series approach (Li, 2004) , we examine the significance of {r k,τ } individually and jointly. For the given positive integer K, let e t−1,K = (e t−1,τ , ..., e t−K,τ )
Then, we obtain the asymptotic distribution of R τ = (r 1,τ , ..., r K,τ ) ′ given below.
Theorem 5. Assume that 0 < Σ 41 < ∞, Σ 51 < ∞, and Assumption 1 holds. We then
Applying the same techniques as used in the estimate of Ω 3 , we are able to estimate the asymptotic variance Ω 5 and denote it Ω 5 . In addition, let the k-th diagonal element of Ω 5
be Ω 5k . Then, one can employ r k,τ / Ω 5k to examine the significance of the k-th lag in the residual series.
To check the significance of R τ jointly, it is natural to consider the test statistic
5 R τ . However, Ω 5 may not be invertible. Hence, we approximate Ω 5 by
, which holds under the assumption that {e t,τ } is an independent and identically distributed (i.i.d.) sequence and f t−1 (0) is a constant. The resulting matrix is idempotent and has rank K − p. This allows us to obtain a Box-Pierce type (Box and Pierce, 1970 ) test statistic,
which follows an approximately chi-squared distribution with K − p degrees of freedom,
can be used to test the significance of ρ 1,τ to ρ K,τ jointly.
Simulations and an empirical example 4.1 Simulation studies
We conduct five simulation experiments to assess the finite-sample performance of the proposed methods. Specifically, the first simulation experiment is for the sample quantile correlation and the sample quantile partial correlation proposed in Section 2, and the last four experiments are, respectively, for identification, estimation, and diagnosis as introduced in Section 3. In all experiments, we conduct 1000 realizations for each combination of sample sizes n = 50, 100, and 200 and quantiles, τ = 0.25, 0.50, and 0.75.
In the first simulation experiment, we generate the
After algebraic simplification, we obtain that
and qpcor τ {Y, X|Z} = qcor τ {Y, X}/ √ 3, where Φ(·) is the cumulative standard normal distribution. Tables 1 and 2 present the bias (BIAS) and estimated standard deviation (ESD), respectively, of the sample quantile correlations qcor τ {Y, X} and the sample quantile partial correlations qpcor τ {Y, X|Z}, calculated from 1000 realizations.
To estimate the asymptotic variances Ω 1 and Ω 2 , we mainly need to estimate the quantities µ X|Y and Σ 20 , addressed in Subsection 2.2. To this end, we employ the NadarayaWatson approach with the two bandwidth selection methods proposed by Bofinger (1975) and Hall and Sheather (1988) , respectively, which are given below.
, where φ(·) is the standard normal density function, z α = Φ −1 (1−α/2), for the construction of 1 − α confidence intervals, and α is set to 0.05. Furthermore, we consider two more bandwidths, 0.6h B and 3h HS , suggested by Koenker and Xiao (2006 it can be shown that Ω 3 = 1. We then employ the approach of Hendricks and Koenker (1991) with the four bandwidths used in the first experiment to estimate the density function, f t−1 (0). This allows us to further estimate the variance matrix Ω 3 in Theorem 3 (see Subsection 3.1). Table 3 presents the bias and estimated standard deviation of φ kk,τ at k = 2, 4, and 6. It shows that biases are small even when n = 50, and the ESDs are close to the ASDs as well as their theoretical value 1/ √ n.
The third simulation experiment investigates the finite-sample performance of the QAR estimates. We use the same data generated from (4.1), and then fit it with the QAR model (3.1) with p = 1. In addition, we employ the same approach as given in the second experiment to estimate f t−1 (0). As a result, the variance matrix Ω 4 in Theorem 4 can be estimated (see Subsection 3.1). Table 4 presents the biases, estimated standard deviations, and asymptotic standard deviations of parameter estimates φ 0 (τ ) and φ 1 (τ ). It shows that biases are close to zero even when the sample size is as small as n = 50. In addition, the ESDs are close to the ASDs, and both of them decrease as the sample size increases.
Moreover, there is no discernible difference among the four bandwidths, although 3h HS often yields the smallest ASD.
The fourth simulation experiment examines the finite-sample performance of the sample QACF of residuals individually via the asymptotic result in Theorem 5. All settings are the same as those in the third experiment. Table 5 presents the biases, estimated standard deviations, and asymptotic standard deviations of r k,τ at k = 1, 3, and 5. Apparently, biases are small and the ASDs are close to their corresponding ESDs.
Finally, the fifth experiment studies the approximate test statistic Q BP (K). To this end, we generate data from the following process, y t = 0.5y t−1 + φy t−2 + e t , where {e t } are i.i.d. standard normal random variables. In addition, φ = 0 corresponds to the null hypothesis, while φ > 0 is associated with the alternative hypothesis. Moreover, the nominal level is 5%. Table 6 reports sizes and powers of Q BP (K) with K = 6. It shows that Q BP (K) controls the size well, and its power increases quickly when the sample size or φ becomes larger. Consequently, the above six simulation studies perform satisfactorily and support our theoretical findings.
Nasdaq Composite
This example considers the log return ( We first fit the returns at the lower quantile (τ = 0.2), and then present its sample QPACF in Panel A of Figure 3 . It shows that lags 1, 2, and 13 are significant, which suggests QAR(13) could be considered for model fitting. We then refine the model via the backward variable selection procedure at the 5% significance level. The resulting model is 
Discussion
In quantile regression models, we propose the quantile correlation and quantile partial correlation. Then, we apply them to quantile autoregressive models, which yields the quantile autocorrelation and quantile partial autocorrelation. In practice, the response time series may depend on exogenous variables. Hence, it is of interest to extend those correlation measures to the quantile autoregressive model with the exogenous variables given below.
where x t is a vector of time series, and φ i (τ ) and β j (τ ) are functions [0, 1] → R, see Galvao et al. (2012) . In addition, the application of the proposed correlations to the quantile regression model with autoregressive errors is worth further investigation. Clearly, the contribution of the proposed measures is not limited to those two models. For example, variable screening and selection (e.g., Fan and Lv 2008; Wang 2009 ) in quantile regressions are other important topics for future research. In sum, this paper introduces valuable measures to broaden and facilitate the use of quantile models.
Appendix: technical proofs
Proof of Lemma 1.
We first show that h(a, b) is a continuously differentiable function and has derivatives,
For u = 0,
see Koenker and Xiao (2006) . This, together with Hölder's inequality and the fact that |Y * |/|X| is a continuous random variable, leads to
which tends to zero as c → 0. Accordingly, ∂h(a, b)/∂b is obtained. Analogously, we have ∂h(a, b)/∂a. By Hölder's inequality, we can further prove the continuity of ∂h(a, b)/∂b.
Moreover, the continuity of both X and Y implies that ∂h(a, b)/∂a is a continuous function.
It is noteworthy that h(a, b) is a convex function with lim a 2 +b 2 →∞ h(a, b) = +∞. This, in conjunction with the above results, demonstrates that the values of a 0 and b 0 satisfy
We next show the uniqueness of (a 0 , b 0 ). Suppose that there is another pair of values
Note that both
random variables, and Y 0 − ξ is a continuous random variable. Thus, with probability one, 
Proof of Lemma 2. Let
Since the random vector (X, Y * , Z ′ ) ′ has a joint density, we apply similar techniques to those in the proof of Lemma 1 to show that
and the values of α 4 , β ′ 4 and γ 4 are unique and satisfy
where 0 is a (q + 2) × 1 zero vector. 2 ) and (α 3 , β ′ 3 , γ 3 ) in Subsection 2.1, we further have that α 4 = α 3 − α 2 , β 4 = β 3 − β 2 , and γ 4 = γ 3 . Finally, using the fact that
X|Z completes the proof.
Proof of Lemma 3. For
It is noteworthy that (α 3 , β ′ 3 , γ 3 ) = (φ 0 (τ ), φ 1 (τ ), ..., φ p (τ )). Since φ p (τ ) = 0, we apply Lemma 2 and are able to show that φ pp,τ = 0.
Let e t,τ = y t − φ 0 (τ ) − φ 1 (τ )y t−1 − · · · − φ p (τ )y t−p . By (3.1), I(e t,τ > 0) is independent of y t−k for any k > 0. In addition, (α 2 , β
Proof of Theorem 1. For u = 0, we have that
Using this result, we then obtain
It can be shown that
This, together with the law of large numbers, implies the last term of (A.5) satisfyinḡ
We next consider the second term on the right-hand side of (A.5). For any v ∈ R,
is the conditional density of Y i given X i . Then, by Hölder's inequality, we
have that
After algebraic simplification, we further obtain
where v * 1 takes the value of v + δ or v − δ. Hence,
where |n −1/2 v| < π and |n −1/2 v * 1 | < π when n is large. Both (A.7) and (A.8), in conjunction with the theorem's assumptions and the finite converging theorem, imply that E sup |v|≤M |ξ n (v)| = o(1) for any M > 0. In addition, applying the theorem in Section 2.5.1 of Serfling (1980) , we have
Subsequently, using (A.5), (A.6), and (A.9), we obtain that
where µ X|Y is defined in Subsection 2.2. Since
we further have that
Moreover, (A.10), (A.11), the central limit theorem, and the Cramer-Wold device, lead to
and Σ 11 , Σ 12 , and Σ 13 are defined in Subsection 2.2. Finally, following the Delta method (van der Vaart, 1998, Chapter 3), we complete the proof.
Proof of Theorem 2. We first consider the term σ
′ , where (α 1 , β ′ 1 ) and ( α 1 , β ′ 1 ) are defined in Subsections 2.1 and 2.2, respectively. By the assumptions of this theorem, we
According the law of large numbers, we then have that
We next consider the numerator in qpcor τ {Y, X|Z}. For the sake of simplicity, let
where Y * i is defined in the proof of Lemma 2, and (α 2 , β ′ 2 ) and ( α 2 , β ′ 2 ) are defined in Subsections 2.1 and 2.2, respectively. Under the theorem's assumptions, we employ similar techniques to those used in the proof of Lemma 1 and given in Koenker (2005) to show that there exists a unique
Using a similar method to that for obtaining (A.5), we have that (A.14) where
Applying similar techniques to those for obtaining (A.7) and (A.8), we can demonstrate
and, for any δ > 0 and v 1 ∈ R p+1 , E sup
This implies that
are defined in Subsection 2.2. This, together with (A.14), results in
Subsequently, by (A.12), (A.15), the central limit theorem, and the Cramer-Wold device, we obtain that
where 
We next study the numerator of φ kk,τ . Let
′ , where 0 is the (k − p) × 1 vector defined in the proof of Lemma 3, and α 2 and β 2 are defined in Subsection 3.1. It is noteworthy that the series {y t } is fitted by model (3.1) with order k − 1 and the true parameter vector θ 2 . Accordingly,
and the parameter estimate of θ 2 is θ 2 . Then, using (A.19) in the proof of Theorem 4, we obtain that
Applying a similar approach to that used in obtaining (A.9), and then using the above result, we further have that
where A 1 and Σ 31 are defined as in Subsection 3.1. Subsequently, using similar techniques to those for obtaining (A.5) and the result from equation (A.17), we obtain that
Equations (A.16) and (A.18), together with the central limit theorem for the martingale difference sequence, complete the proof of the asymptotic normality of φ kk,τ . From Lemma 3, we also have that φ kk,τ = 0.
Proof of Theorem 4. For any v ∈ R p+1 , denote
where e * t,τ = y t − φ ′ (τ )z * t,p . Applying (A.1) and techniques similar to those in the proof of Theorem 3.1 in Koenker and Xiao (2006) , we can show that
Note that Q(v) is a convex function with respect to v. By Knight (1998), we then have the Bahadur representation as follows,
This, in conjunction with the central limit theorem and the Cramer-Wold device, completes the proof.
Proof of Theorem 5. Without loss of generality, we assume that z 1,p is observable. Then
We first consider the term σ 2 e in r k,τ . By the ergodic theorem and the fact that φ(τ ) − φ(τ ) = O p (n −1/2 ), we can show that
where σ 2 e is defined in Subsection 3.2. We next consider the numerator of r k,τ . Using the fact that | n t=k+1 ψ τ ( e t,τ )| < 1, we obtain
Applying similar techniques to those used in obtaining (A.9), we are able to show that
where Σ 41 is defined in Subsection 3.1 and Σ 51,k = E[f t−1 (0)e t−k,τ z * ′ t,p ]. In addition, using similar techniques to those in obtaining (A.5) and the above result, we further obtain that
Analogously, we can verify that
The above results, together with (A.20), (A.21), and the fact that
where e t−1,K and Σ 51 are defined in Subsection 3.2. Subsequently, applying the central limit theorem for the martingale difference sequence and the Cramer-Wold device, we complete the proof. Table 4 : Bias (BIAS), estimated standard deviation (ESD), and asymptotic standard deviation (ASD) of parameter estimates φ 0 (τ ) and φ 1 (τ ). in the left and right panels correspond to ±1.96 Ω 3 /n and ±1.96 Ω 5 /n, respectively.
