A weight function which q-generalizes the ground state wave function of the multicomponent Calogero-Sutherland quantum many body system is introduced. Conjectures, and some proofs in special cases, are given for a constant term identity involving this function. A Gram-Schmidt procedure with respect to the inner product associated with the weight function is used to de ne orthogonal polynomials in one of the components, which are conjectured to be the Macdonald polynomials P (w 1 ; : : :; w N 0 ; qt p ; t), and a proof is given in a special case. Conjectures are also given for an adjoint property of the Macdonald operator with respect to the inner product associated with the weight function, and the normalization of the Macdonald polynomial with respect to the same inner product.
INTRODUCTION
In two recent studies 6, 7] of the multi-component Calogero-Sutherland model (quantum many body system with 1=r 2 pair potential), one of us has been led to formulate a number of conjectures concerning Jack polynomials 14, 12] (this notation di ers from that used in ref . 7] in that the weight function is explicitly included in the r.h.s.). Let denote a partition and de ne a symmetric polynomial in the variables w 1 ; : : :; w N 0 , denoted p (w 1 ; : : :; w N 0 ), by the following properties:
1 email: tbaker@maths.mu.oz.au; supported by the ARC 2 email: matpjf@maths.mu.oz.au; supported by the ARC (i) p (w 1 ; : : :; w N 0 ) = m + P < a m , where j j = j j, < is with respect to reverse lexicographical ordering of the partitions, m refers to the monomial symmetric function with exponents = ( 1 ; : : :; N ) in the variables w 1 ; : : :; w N 0 and a is the corresponding coe cient;
(ii) for all N 1 ; : : :; N p 1 (1:4) Note that the parameter of the Jack polynomial here is 1= .
The theory of Jack polynomials has been q-generalized by Macdonald 4 ] to give a theory of what are now referred to as Macdonald polynomials. This has motivated us to seek qgeneralizations of the conjectures (and some theorems) contained in refs. 6, 7] . We begin in Section 2 by q-generalizing the weight function (1.1) and considering the q-generalizations of conjectured constant term identities given in ref. 6 ]. In Section 3 proofs of the conjectures of Section 2 are provided in certain cases. The Gram-Schmidt procedure is used with the qgeneralization of (1.1) to de ne q-generalizations of the polynomials (1.3) in Section 4, and a conjecture is given relating these polynomials to the Macdonald polynomials. In fact we are led to conclude that (1. (1 ? aq l ); 2 Z 0 : (2: 3)
The criterium used to choose this q-generalization (note that unlike (2.1), (2.2) is not symmetric in w 1 ; : : :; w N 0 ), additional to requiring that (2.2) reduces to (2.1) when q = 1, was that To formulate the q-generalization of (2.11) we note that for a and b integers and juj = ? q (a + 1 + l)? q (b + 1 + l) (2.15) Note that the`base' of the q-gamma function in the denominator of the rst term is q +1 whereas in all other terms it is q. Also, when N 1 = 0, note that this reduces to the so-called q-Morris 
ANALYTIC EVALUATIONS OF THE q-GENERALIZED INTEGRAL
In this section Conjecture 2.1 will be proved in some special cases. A lemma of Stembridge 15] gives that (3.4) is equivalent to the original q-Morris identity i.e. (2.15) with N 1 = 0, N 0 = n. Zeilberger's proof of the \reduced" q-Morris identity relies on the function F 0 (x) being almost anti-symmetric. Indeed, F 0 (x) = x ? G 0 (x) where := (n ? 1; n ? 2; : : :; 2; 1; 0), and G 0 (x) is anti-symmetric. Thus, the constant term of the function F 0 (x) is just x ]G 0 (x). As part of his inductive proof, he essentially uses the equation
where u := q b , s := q a , t := q , to relate x + ]G 0 (x) to x ]G 0 (x) for various special values of . This is done by using the anti-symmetry of G 0 (x) and his \Crucial lemma" Lemma 3. As an example of how this is done, let us give a result we shall use subsequently.
Lemma 3. We must also expand
In this case, there is only one set T such that x x jTj n x ?T has distinct exponents: T = f1; 2; : : :; n? 1g. Moreover, for this set T, x x jTj n x ?T = x n n x n?2 1 x n?3 If one now uses (3.10) and (3.12) with z = t, t ?1 in (3.6), and sets = 0, the stated result (3.7)
follows.
To prove (3.8) , note that the sets T such that x 2 + x jTj n x ?T has distinct exponents are of ]G 0 (3.14)
Again, using (3.13), (3.14) in (3.6) (setting = 2 ), with z = t, t ?1 yields (3.8).
Returning to the proof of the N 1 = 2 case of Conjecture 2. 
CONJECTURES INVOLVING MACDONALD POLYNOMIALS

A Gram-Schmidt construction
The q-generalization (2.10) of (1.1) can be used as a weight function in the Gram-Schmidt construction of the q-generalization of the polynomials satisfying conditons (i) and (ii) of Section 1. Thus de ne the q-generalization of the inner product ( Based on some exact computer generated data, and the conjecture (1.3) for the q = 1 case, we make the following conjecture. is Hermitian with repect to the multi-component Jack inner product (1.2), given the same constraints on N 1 ; : : :; N p .
Normalization integral
In the q = 1 case the normalization of (1.3) with respect to the inner product (1.2) has been conjectured in ref. ?1=2 dy l F(fz j g; fw j g; q)m 1 k+2(fw j g)m 1 k+2(fw j g) (5.5) and similarly the inner product in (5.2).
Consider now the task of evaluating the integral in (5.5). Our method is to write F in terms The computation of the analogue of (5.5) for the inner product (5.2) is very similar. In place of (5.7) we have Recalling that P 1 n(w; q; t) m 1 n(w) (and hence m 1 n is an eigenfunction of M (1) N 0 (q; t)) it follows from (5.14) and (5.16) that M (1) N 0 (q; t) P 21 n?2 = A 1 s 21 n?2 + (A 2 + ( + n ? 1)e(1 n )) s 1 n where e( ) := P N 0 i=1 t N 0 ?i q i is the eigenvalue of P (w; q; t) under M (1) N 0 (q; t). However M (1) N 0 (q; t) P 21 n?2 = e(21 n?2 ) P 21 n?2 = e(21 n?2 ) (s 21 n?2 + s 1 n) Equating the coe cients of s 1 n in these two equations (which is permissible since the set of Schur functions s , for a proper partition, is linearly independent) yields = A 2 + (n ? 1) hP jP i 0 = a thus providing an alternative proof of Proposition A2. Furthermore, the formula (A8) explicitly demonstrates that the coe cients in the expansion are independent of the number of variables n.
