On the behavior of the strong unicity constant for changing dimension  by Henry, Myron S & Huff, Lawrence R
JOURNAL OF APPROXLMATION THEORY 27, 278-290 (1979) 
On the Behavior of the Strong Unicity Constant for Changing 
Dimension 
MYRON S. HENRY AND LAWRENCE R. HUFF 
Deparrment of Mathematical Sciences, Montana State lhkersity, Bozeman, Montana 59717 
Communicated by R. Bojanic 
Received April 25, 1978 
1. INTRODUCTION 
Let C(l) denote the set of continuous, real valued functions on the interval 
Z = [-1, 11, and let B n+l _C C(1) be a Haar subspace of dimension n + 1. 
Denote the uniform norm on C(I) by I/ * I/. ForfE C(I) with best approxima- 
tion B,(f) from Y,+l there is a positive constant P such that for anyp E ginfl , 
(1.1) 
Inequality (1.1) is the well-known strong unicity theorem [3, p. 801. The 
strong unicity constant MJf) is defined to be the smallest constant r such that 
(1.1) is valid for all p E .9,+1 . 
The dependence of AfJf) on j, 12, and I has been the subject of several 
recent papers [I, 4, 5, 6, 7, 9, lo]. The present paper is concerned with the 
dependence of M,(f) on n. Of the references mentioned above, [4, 6, 9, lo] 
examine the behavior of the sequence 
The problem of characterizin, m those functions f~ C(I) for which the 
sequence (1.2) is bounded is posed by Poreda [9]. Poreda constructs a func- 
tion f E C(I) for which lim, sup M,(f) = + cc. Henry and Roulier [6] 
demonstrate a class of functions F C C(1) for which lim, MJf) = + co for 
each f E F. Henry and Roulier also conjecture that the sequence (1.2) is 
bounded only iff is a polynomial function. Schmidt [lo] enlarges the class F 
for which lim, Mn(f) = + a, and proves that there exists a function g E C(1) 
for which 
lip inf M,(g) = 1, lim sup M,(g) = + co. 
27&” 
(1.3) 
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Although in some sense Schmidt actually constructs the function g satisfying 
(1.3), in reality the function is neither explicit nor easily analyzed. 
In Section 3 of the present paper an explicit function satisfying (1.3) is 
given and analyzed. 
Cline [4] examines the order of the strong unicity constant forfe C(X), X 
finite. If B,V+, = 17,, the set of polynomials of degree at most NY and if 
p(x) = Y.~TI, then Cline [4] proves for an appropriate finite set X L I that 
M,(p) = 2N t 1. Thus Cline establishes the exact order of M,(p) for a 
particular n, namely n = N. We note for II > N that M,(p) = I. Hence the 
precise order of M,(p) is known for every n > hr. 
In the next section the concept “precise order ofM,(f)” will be considered. 
In this regard, 1etfF C(I), and suppose there exist positive constants ‘3 and ,& 
a natural number N, and a positive real valued function c with domain the 
natural numbers satisfying 
cc(n) < M,(f) < p(n) (1.4) 
for all n >, N. Then the precise order of M,(fj is O(c(n)) for n sufficiently 
large. 
To date the precise order of M,(f) has not been established for any non- 
polynomial functionfE C(1). 
The next section is devoted to showing that the precise order of the strong 
unicity constant J&(f) for the function .f(x) = 1 /(x -. a), cs > 2, u E 1: and 
p ,1-2 = L!I,z , is O(H). 
2. PRECISE ORDERS 
Let f E (30, f I -yn+l , and define S(p,+,) = ip E -pn+i: ‘I p ,/ = 1). Then 
it is known [l, 21 that 
where 
Hereafter Ppn+l = f17, . The first theorem is due to Cline [4], and will be 
utilized in the subsequent analysis. 
THEOREM 1. Let fE Cl---l, l] with f$17,, . Let B,(f) G f7, be lile besl 
approximation to f, andfor any Chebyshec alternatfoon (x,,$+,‘for f - B,(f 1, 
define qin ~17, by qin(xkn) = sgn[f(.u,,> - Bn(J)(xkn)], k = 0, l,.... 13 L 1: 
k = i, and i = 0, I,..., n + 1. Then M,(f) < maxggignil{ll qj,: II]-, 
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Henry and Roulier [6, p. 881 observe that if En+I(f) contains exactly 
77 + 2 points, then the conclusion of Theorem 1 becomes 
The next theorem is an extension of the precise order results of Cline 
alluded to in section 1. 
THEOREM 2. Suppose that f is a pol.vnomial of degree exactly N + 1, and 
that Bn(f) ~17~ is the best approximation to j: Then the precise order of 
Mn(f) is O(c(rz)), where c(N) = N and c(n) = 1 for n > N. 
Proof. We need only show that there exist positive constants cy and /3 
such that 
Let f(x) = aN+lghr+l(x) + pN(x), where gN+l(x-j = xzi+l and PN E 17, . Then 
BN(f)(x) = ahi+,BN(glV+,)(x) f pN(x) without loss of generality assume that 
aN+l > 0, and let 
edf )(x> z f(x) - Bdf )(x). 
Then it is well known that 
edf )(x) = zg+ CN+dx), 
where CN+l is the Chebyshev polynomial of degree N + 1. Furthermore, the 
set of extreme points EN+l(f) ’ p IS recisely the N + 2 extreme points of C,+, . 
Therefore the polynomials {qiN)E=+d defined in Theorem 1 satisfy 
eN(f>W N+l 
II ed.f )ll 
- 4dJ-d = ZN n (au - .G.N>, 
k=O 
P#i 
(2.4) 
where EN+l(f) = (x,N}F!O1 and where (2.4) follows from the classical remain- 
der theorem of interpolation theory [3, p. 601. Equation (2.4) may be rewritten 
as 
(2.5) 
x f xi and i = O,..., N+ 1. Hereafter if k(x*) = 0 and if i&x) = /z(x)/(x - x*), 
x f x*, then fi(x*) is defined to be equal to k’(x*). Equality (2.5) now implies 
that 
4iNW = C,-+,(x) + [ 
(1 - x’j c~+l(x) - (1 - Xi”) C.,,,(Xi) 
(N+ 1)(x-Xi) 1 ’ 
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and consequently an application of the mean value theorem yields 
for some E between s and xi . This Iast equality implies that 
which in turn implies that 
i = 0, I,..., N -L 1, and where p is independent of hi. On the other hand, (2.5) 
implies that 
i = I ,...) N. Therefore 
4idXi) = CTv+d-Xd - w + 1) c.v+&4 
= --NC,v+1(.4 (2.7) 
i = I, 2...., N. Finally, (2.6) and (2.7) combine to establish that 
where a: is also independent of N. Slight modifications in the above arguments 
produce similar bounds for qON and qN+l,N. Therefore there exists positive 
constants 01 and /3 such that 
An application of equality (2.3) completes the proof. 
The next theorem is the main theorem of the present section. 
-hEOREM 3. Let f(x) = l/(x - a), where x E I and a 3 2, ad let 
B,(f j E II, be the best approximation to f, n = 0, 1, I?,~.~ Then for n > I 
the precise order of Mn(f) is q(n). 
Since f cn1(x) + 0 for any x E I, p? = 0, l,..., the extremal set (2.2) contains 
exactly t? + 2 points. Thus equality (2.3) is valid, IZ = 0, 1,2,... . Consequently 
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to prove Theorem 3 it is sufficient to establish that there exists positive 
constants ai and p such that 
foralln 3 1. 
The proof of Theorem 3 will be accomplished through a series of lemmas. 
For each lemma, it is assumed that the hypotheses of Theorem 3 are satisfied. 
LEMMA 1. Let the alternating set E,+,(f) be labeled -1 = x,, < x1 < ... 
<x, -=l x,+~ = 1. Dejine Qn+, ED,+, to be the unique interpoiating polynomial 
de$ned by 
Qn+dxJ = C--1)“+“, k = 0, l,..., n + 1. (2.9) 
Then for n >, 1 the qin dejined in Theorem 1 is given by 
qin(x) = [ Q.+d-$ - 
a,+, g(x) 
2”-ln((a” - l)liz + a)(x - xi) 1 ’ (2.10) 
i = 0, l,..., n + 1, where a,,, is the leading coejicient of Qnfl , and where 
g(x) = (x2 - l)(n(a” - l)ijz C,(x) + (ax - 1) CA(x)). (2.11) 
Proof. As required in Theorem 1, we verify that qi+ is the unique element 
of 17, satisfying 
qi&d = wCf(xk) - Mf>(xd, (2.12) 
k = 0, l,..., II + 1; k f: i, i = 0, l,..., n + 1. 
If e,(f)(x) =f(x) - B,(f)(x), then it is known [8, 121 that 
e,(f)(x) = ” - (” - lY’z)n cos(d + a), 
(a’ - 1) 
where cos 0 = x and 
ax - 1 
cos 6 = ~ 
x-a - 
Therefore 
Comparing equality (2.15) with (2.12) establishes that qin must satisfy 
(2.13) 
(2.14) 
(2.15) 
qiJxJ = (- l)n+k, (2.16) 
STRONG UNICITY CONSTANTS 283 
k = 0 . . . . j n f 1; k f 1, i = 0, l,..., IZ + I. Thus 
It is also known [S] that the extremal set En,I(J) consists of precisely the 
points - I. -t 1 and the II zeros of the polynomiai 
This observation and (2.17) now imply (2.10). 
The next three lemmas establish that // qin ‘1 < /%z. 
LEMMA 2. Let Qn.+l E K+, be the unique interpoldag polynomial satis- 
j-l+ng (2.9). Then 11 Q.,zil il = O(rz)for IZ 3 1. 
Proof. It is known [S] that 
(as - 1) C,(x) + ; (a” - 1)l’” (x2 - 1) CL(X) = (X 
Define QnLl by 
~n;l(x) = (ax - 1) C,(X) + ; (a” - l)ljZ (X2 
Then from (2.15) and (2.19) we have that 
- 
ig,(,,(X,) = (XI< - .)(-l)“fk, k = 0, I,..., n t 1, (2.21) 
and (2.19) implies that / Q.IE+1(~)) < a - x for s E I - E,,l(fj. Now QnAI 
can be written 
(2.22) 
where as usual 
W(X) = (X - x0)(x - x,) ... (X - x,j(x - .Y,~J. (2.23) 
Since x1 -.~., xn are the zeros of (2.18), (2.23) becomes 
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Let A, = n2”-l((a’ - i)lis + a). Then (2.20) and (2.24) imply that 
And(x) = n2Qn+1(x) + 2x[n(aZ - I)l’Z C,(x) + (ax - 1) Cn(x)] 
i- (x - a) CL(x). (2.25) 
Since /j &+I jl = a + 1 and 11 C:, !I = G, (2.25) yields 
A, /I co’ /I < 2n[2(a + l)n + (a” - 1)q (2.26) 
Evaluating (2.25) at zi = xy , employing (2.21), and utilizing the fact that the 
x,; are the zeros of (2.18), k = 0, I,..., 12 + 1, yields 
&w’(xJ = (Xk - a)[/?“(- 1)“f” + C&)]. 
From (2.19), (2.15), and (2.18) we have that 
(2.27) 
1 
(UXk - 1) C,(x,) + j; (a’ - 1)1’” (Xb2 - I) C:,(x,) = (Xii - a)(-l),l+k, 
and that 
?l(U” - 1)1/X C,(x,) + (axfi - 1) CL(x,) = 0, 
k = 1, 2,..., n. Eliminating C,(x,) from these two equations results in 
c:,(x,) = (- Iy+” “‘; 1 jy . 
Substituting this expression into (2.27) produces 
Anw’(.xk) = (- I)‘t”+7c[(x, - aj nz - n(f3 - l)W]. (2.28) 
Thus for k = 1, 2 ,...? n, 
A, 1 w’(xJ 3 (a - 1) 172 + (a” - 1)1’2. (2.29) 
On the other hand, direct substitution into (2.25) results in 
and 
A,w’(l) = 2n[(a - 1)~ + (a* - 1)112] (2.30) 
A,w’(- 1) = 2(-l) “+ln[(a + 1)iZ -+ (a” - l)‘/“]. (2.31) 
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Returning to (2.22) and employing the mean value theorem yields 
n.+1 
Qn+l(X) = c f-1)92-h $YJ$)) : 
k=O 
where Q(X) is between s and .yk, k = 0, I,..., z + I. Therefore 
Utilizing (2.26) (2.29), (2.30), and (2.31) then results in 
n 2(a + 1) II + (a’ - l)li” 
+2&g(a-1)17+(a~- l)':']. 
(2.32) 
Thus 11 Qll-, iI = 007) for n > 1. 
LE~hft 3. Let g be defined by (2.1 I). ThenJ’r II >, i 
(2.33) 
x E 1, i = 0, I,...) n + 1. 
Proof. The mean value theorem implies there exists an c&j between x 
and zti such that ~‘(E.~(x)) = g(-x)/(x- - xi). The definition of g and equations 
(2.24) and (2.26) imply that 
Utilizing (2.34) in the left side of expression (2.33) yields the result. 
LEMMA 4. Let an+, be the leading coeficient (21’ the pol&momial QliLi 
dejined in (2.9). TAen for 17 3 1 
-&?1z-l(o + (a" - j)l!") 
- 
ia+ 1) 
< 1 a,,, I < 2+l(u + (a” - IFi. (2.35) 
Proof. Denote by a,,, the leading coefficient of the polynomial QnL1 
defined by (2.20). Then comparisons of Qn+l and Qxti reveal that 
286 
and 
HENRY AND HUFF 
n+1 (-l)n+7~(&, - a) 
nlnfl = 1 
x=0 w'(x,) 
where w’(xJ, k = 0, l,..., n + 1, is given by (2.25). 
On the other hand, sgn w’(x,) = (- l)n+l-k; see [ll, p. 351. Therefore 
n+1 
1 
' a,n+l ' = 7;. 1 6/(x,)1 
and 
But a > 2; therefore (2.36) and (2.37) imply that 
/G,l I < l~n+1 I < (a + 11 /Gzt1I. 
(2.36) 
(2.37) 
(2.38) 
.But (2.20) implies that 
/ si,+l [ = 2”+l(a + (a’ - 1)‘1”). 
This equality and (2.38) imply (2.35). 
Lemmas l-4 now facilitate the proof of Theorem 3. 
Proof of Theorem 3. According to earlier observations we need only 
verify inequality (2.8). But from Lemma I 
ant1 d-4 
4inw = Qdx) - p1n((a2 _ 1)1/z + a)(x _ xi) . 
Therefore 
The conclusions of Lemmas 2, 3, and 4 now combine to imply for all 
12 > 1 that 
II Clin II G pn, (2.39) 
for some positive constant /3, i = 0, l...., 12 + 1. To conclude the proof of 
theorem 3 we must show that there exists a positive constant 01 such that for 
n > 1 
ogitf+l II 4in II 2 cm. 
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Ifi =I? f 1 and .Y = 1, then (2.10) and (2.1 lj imply that 
Therefore 
Now (2.35) implies that 
Therefore for 17 2 1 there exists an a such that 
Combining this result with (2.39) establishes (,2.5), concluding the proof of 
the theorem. 
Rerna~k. Ahhough f(x) = l/(s - a), a 3 2 is the hrst nonpoiynomial 
function for which the precise order of M,(f) is known, the authors conjec- 
ture for any function g with b ~(~~+l) nonvanishing on I for 11 suficiently large, 
that M,( gj will be of precise order O(rz). The primary difficulty in proving 
this assertion by the above technique stems from the lack of information 
regarding the distribution of the points in the extremal se;. The above 
techniques may be applicable to other rational functions, see [lZ]. 
3; BEHAVIOR OF M,(i) 
In this section an explicit example satisfying (1.3) is constructed and 
analyzed. As already mentioned in Section 1. Schmidt [IO] has constructed a 
g E C(d) for which (1.3) is valid. However, the analysis in [IO] is somewhat 
technical and requires the use of a theorem due to Wolibner [ISI on poiy- 
nomial interpolation. Because of this, the various degrees of the polynomials 
utilized in [IO] to construct the function g for which (1.3) is valid cannot be 
explicitly exhibited. Consequently Schmidt’s construction Is basicaiiy an 
existence construction. 
To effect the construction of an explicit example for which !1.3j holds, 
define the sequence {nrZ& by E,, = 1, 11~ = 3, and nlLli = u~:~. Thus 
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Now let 
f(x) = f a,qx>, -1 <x,(1, 
P=O 
(3.2) 
where 
1 
Ollc - 2’E(n,!)” * (3.3) 
By employing an argument similar to that given in [6, p. 911 it can be 
shown that the f defined in (3.2) is the restriction of an entire function to the 
segment [- 1, l] of the complex plane. 
Now let 
(3.4) 
If xi = cos(i7r/n,+,), i = 0, l,..., ?z~+~, then for j >, k + 1, 
C,,(xJ = cos E = (-l)i, 
i = o,..., nk+l . Thus if e,(f)(x) =f(x) - p,(x), then (3.4) implies that 
G~(.mi) = (-l>i f ak = (--l>i II e,, II, 
j&i+1 
i = 0, l,..., llKfl . Since e,nk(x) alternates nkfl + 1 times, 
&W(x) = Pn,C4, m = Flk ,...) nk+l - 1. 
Appealing to (2.1) with P’n+l = IIn , we have that 
Let p be any polynomial in S(n,& and suppose that 1 &*)I = 1, x* E [-I, 11. 
Then for some i* E{ l,..., I=z~+~}, X*E [xiaPI, xi-], where E,k+l(f) =(x0, x1 ,.... 
x~,:+~). Without loss of generality assume that 
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(otherwise replace xi* by x,,_,). Now 
I xi* - xi*-1 / < -L = $< . 
112;--1 
Then 
where E is between -yjr and x*. Recalling the definition of wyz , this inequality 
implies that 
Since for every II, M,Jj) 3 1, this inequality implies that 
lif;” inf M,,(f) = 1. 
On the other hand, 
nz = 11,: ,.,., r2k+l - 1. Therefore if III = 17~~~ - 1, then the alternating set 
consists of precisely nkfl f 1 points, namely the npLl + 1 extreme points of 
c nP+I . An argument similar to that used to prove Theorem 2 can now be 
employed to establish that there exists positive constants I?L and ,/3 such that 
for all k sufficiently large. Therefore 
lip sup M,(S) = +a. 
In terms of inequality (1.4), the above analysis establishes the existence of a 
function c (as described above (1.4)) satisfying C(FZ~) = I. and c(nkz+r - 1) = 
171;fl - 1, for k sufficiently large. It would be of interest to discover the values 
of c for all natural numbers II >, N. 
The analysis of the present section leaves unanswered the question as to 
whether or not the sequence (1.2) can be bounded for any non-polynomial 
function, but does, in combination with the work of Schmidt [lo], suggest 
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that the key to resolving the question rests with proving or disproving that 
there exists a functionfsuch that e,(f) has more than rz + 2 extremal points 
for every 12. 
4. OBSERVATIONS AND CONCLUSIONS 
In the pre’ceding sections we analyze for certain functions f c C(I) the 
behavior of the strong unicity constant as a function of changing dimension. 
The problems discussed at the ends of Sections 2 and 3 certainly merit 
further investigations. 
In addition, the possible relationship between the strong unicity constant 
and the classical Lebesque constant [ll, p. 901 needs investigating. The 
analysis of Section 3 suggests to these authors that for functions f with 
nonvanishing derivatives f (n), tz 3 N, that an identifiable relationship between 
these two constants may exist. 
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