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In most communication scenarios, sending a symbol encoded in a quantum state requires spending
resources such as energy, which can be quantified by a cost of communication. A standard approach
in this context is to quantify the performance of communication protocol by classical capacity,
quantifying the maximal amount of information that can be transmitted through a quantum channel
per single use of the channel. However, different figures of merit are also possible, and a particularly
well-suited one is the classical capacity per unit cost, which quantifies the maximal amount of
information that can be transmitted per unit cost. I generalize this concept to account for the
quantum nature of the information carriers and communication channels and show that if there
exists a state with cost equal to zero, e.g. a vacuum state, the capacity per unit cost can be expressed
by a simple formula containing maximization of the relative entropy between two quantum states.
This enables me to analyze the behavior of photon information efficiency for general communication
tasks and show simple bounds on the capacity per unit cost in terms of quantities familiar from
quantum estimation theory. I calculate also the capacity per unit cost for general Gaussian quantum
channels.
I. INTRODUCTION
In the theory of communication [1] it is common
to consider how much information can be transmit-
ted from sender to receiver per single channel use,
which is quantified by the information transmission
rate. In that picture many fundamental results have
been obtained concerning both specific transmission
protocols [2–7] and general optimal bounds [8–13].
The application of laws of quantum mechanics has
allowed for a deeper analysis of communication [14–
17] and showing such effects as output and input su-
peradditivity [18–20] or finite optimal rates even for
noiseless channels, emerging from nonclassical phe-
nomena such as entanglement or the Heisenberg un-
certainty principle.
Most of the work mentioned above has been de-
voted to understanding quantum effects affecting in-
formation transmission rates and how they can en-
hance the capacity, i.e. the maximal amount of
bits transmitted per single channel use. There are,
however, alternative figures of merit that quantify
the efficiency of communication protocols not only
in relation to the number of channel uses but also
when some other physical restrictions are taken into
account. Indeed, in most communication schemes
there are usually some constraints on input symbols
or features of information carriers that can be used
during the information transmission task. These are
usually quantified by the cost of using a particular
state that encodes transmitted symbol. A particu-
larly important and often used example of such a
cost is the average energy of the signal. In this con-
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text the quantity of interest is usually a capacity-
cost function, quantifying the maximum number of
bits that can be transmitted per channel use with an
average cost not exceeding some given value. How-
ever, instead of considering how many bits can be
transmitted by a single channel use, it may be more
informative to express the performance of the pro-
tocol by the efficiency, which is the maximal number
of bits that can be transmitted per unit cost. Such a
quantity is called the capacity per unit cost [21] and
is especially interesting in many instances in which
it is the cost of sending a symbol crucial limitation
rather than the number of channel uses.
A basic example of situation in which the capa-
city per unit cost is particularly meaningful is long-
distance or even deep-space communication, import-
ant for space mission design [2, 5, 22–24]. Since it is
the energy budget that is the most sensitive resource
in such settings it is crucial to increase the amount of
information transmitted with a single unit of energy.
Another example of a situation in which capacity per
unit cost is well suited for the description of commu-
nication tasks is when the energy is spend not only on
the modulation procedure, that is, generating a sig-
nal, but also on the propagation of the information
carriers like in various signal regeneration techniques
[25–27]. In such instances it is crucial to take into
account the energy spent on regeneration, since it
may modify the overall performance of the protocol.
In this work I generalize the concept of capacity
per unit cost, discussed in a classical setting in [21],
to account for the quantum nature of the information
transmission task. In particular I give a simple for-
mula for the capacity per unit cost for any quantum
channel assuming the existence of a cost-free state.
This is a common situation in actual communication
systems in which the cost is usually the energy of the
2Figure 1. Basic scheme of classical communication
through a quantum channel. Input symbols x, distrib-
uted according to the prior probability distribution p(x),
are encoded into quantum states ρx of information carri-
ers by a modulation operation, represented by a quantum
channel εx. The noisy communication link is modeled by
some quantum channel Λ, which outputs states Λ[ρx],
which are then measured by a positive-operator-valued
measure Πy, resulting in an output symbol y used to
reconstruct the input message.
light pulse and one can use an empty vacuum pulse
for free. In such a case I show that the capacity per
unit cost can be bounded by a quantum Fisher in-
formation, a quantity well known in quantum estim-
ation theory. Finally, I give also a detailed analysis
of the capacity per unit cost for general Gaussian
quantum channels.
II. COMMUNICATION THEORY
Mathematical foundations of communication the-
ory were defined by Shannon in a seminal paper
[1]. The main goal in communication is to faith-
fully transmit as much information as possible from
the sender to receiver. This is a nontrivial problem
since usually environmental noise and other experi-
mental imperfections corrupt the signal which makes
it hard to decode. A basic information transmission
task is schematically visualized in fig. 1. A message
is encoded into a string of symbols x distributed ac-
cording to a probability distribution p(x), describing
the encoding. Every symbol is then encoded in a
quantum state ρx of an information carrier by some
modulation operation that can be described by a
quantum channel εx. Information carriers are trans-
mitted by a noisy communication link and undergo a
decoherence process modeled by a quantum channel
Λ. The output state Λ[ρx] is then measured which
is represented by a general positive-operator-valued
measure Πy . Finally, the results of the measurement
y are used to decode the initial message. The per-
formance of such a scheme for a given code described
by p(x) is given by mutual information
I(X,Y ) = H(Y )−H(Y |X), (1)
where H(Y ) = −∑y p(y) log p(y) is the Shannon
entropy of the output distribution and H(Y |X) =
−∑x,y p(x)p(y|x) log p(y|x) is the conditional en-
tropy. Note that mutual information depends on the
actual measurement and set of states used for trans-
mission through the conditional probability distri-
bution p(y|x) = Tr(Λ[ρx]Πy). Optimization of the
above expression over different encodings (that is,
prior probability distributions) gives the best pos-
sible rate for a given set of quantum states {ρx} and
measurement Πy , known as capacity
C = sup
p(x)
I(X,Y ). (2)
Importantly, mutual information and capacity give
the amount of information that can be transmit-
ted perfectly per single use of a noisy channel, i.e.,
without any disturbance. Allowing for non negligible
level of errors in the decoded message can increase
the information transmission rate, which is described
by rate distortion theory [28–30].
The quantum information picture allows one to
optimize not only over encodings, but also detec-
tion apparatus and states used in the protocol.
Quantum measurements may be collective, i.e., per-
formed on the outputs of a large number of channel
uses, which in principle can enhance the communic-
ation performance over the best single-shot strategy,
the phenomenon known as output superadditivity
[18, 20, 31]. Therefore, a valid quantity describing
communication performance is a regularized mutual
information optimized over (possibly collective) out-
put measurements
Iac(X
n, Y n) = sup
{Πyn}
I(Xn, Y n)
n
, (3)
which is known as accessible information. Going to a
large number of channel uses n→∞ and using arbit-
rarily large collective measurements allows for com-
munication at the rate χ = limn→∞ Iac(X
n, Y n),
known as Holevo information [15] and given by
χ = S
(∑
x
p(x)Λ[ρx]
)
−
∑
x
p(x)S(Λ[ρx]), (4)
where S(ρ) = −Trρ log ρ denotes the von Neumann
entropy of state ρ. For the purpose of this article it
is convenient to rephrase the expression for Holevo
information in terms of the quantum relative entropy
χ =
∑
x
D (Λ[ρx]||Λ[ρ¯]) p(x), (5)
where D(ρ||σ) = Tr(ρ log ρ− ρ logσ) is the quantum
relative entropy between states ρ and σ. The ex-
pressions (4) and (5) can be easily generalized to the
continuous encodings by replacing the sum with an
integral.
Analogously, it is in principle possible to increase
the communication rate by allowing for entangled
3input sates, which is known as the input superaddit-
ivity [19]. Eventually, the ultimate rate at which it
is possible to faithfully communicate information is
given by a regularized expression
C = lim
n→∞
sup
p(xn),ρxn
χ ({Λ⊗n[ρxn ]})
n
, (6)
which is known as the classical capacity of a channel
Λ and where the supremum is taken over the whole
set of entangled states between n inputs. Crucially,
in contrast to classical scenarios, in the quantum
picture the optimal measurements and input states
(which may both be entangled) provide a condi-
tional probability distribution that is not separable,
p(yn|xn) 6= p(y1|x1) . . . p(yn|xn). This makes ana-
lysis difficult as various classical limit theorems do
not apply.
III. CAPACITY PER UNIT COST
In most communication schemes there are usually
constraints on the total amount of resources that
can be utilized in the protocol. The easiest way
to model such constraints is through the introduc-
tion of the cost of a given symbol x, quantified by
the cost function b[x], which associates a nonnegat-
ive cost with every value of x. Instead of capacity,
which quantifies how many natural units of inform-
ation can be transmitted per channel use, in such
cases the quantity of interest is rather the capacity-
cost function C(β), describing the maximum num-
ber of natural units of information per channel use
that can be transmitted with an average cost not
exceeding some given value β. In such a picture the
transmission of one natural unit of information re-
quires 1/C(β) symbols at the average cost β/C(β).
In terms of efficiency an important quantity in this
context is the minimum cost required for the trans-
mission of a single natural unit of information of in-
formation through a channel or its reciprocal, the
capacity per unit cost, which I will denote by C. In
[21] it was shown how to calculate C in many im-
portant cases in classical information theory. Here
I will show how this concept can be adapted to the
underlying quantum description of information carri-
ers and measurement devices. Many definitions that
I invoke below are taken directly from [21] in order
to state the results.
An (n,M, ν, ǫ) is a code with block length n, the
number of all codewords equal to M , and the cost of
each codeword (xm,1, . . . xm,n) bounded from above
by ν, i.e.,
n∑
i=1
b[xm,i] ≤ ν (7)
The probability of correct decoding of any message
in the code is greater than 1− ǫ. With such a defini-
tion it is possible to state what is the rate with cost
per symbol not exceeding β. For 0 ≤ ǫ ≤ 1 and
β > 0 we call R > 0 an ǫ-achievable rate with cost
per symbol not exceeding β if for every γ > 0 there
exist n0 such that for every n > n0 one can find a
code (n,M, nβ, ǫ) for which logM > n(R − γ). If R
is ǫ-achievable for every ǫ it is called just an achiev-
able rate and the maximal such rate is the capacity
with cost per symbol not exceeding β, quantified by
the capacity-cost function C(β). For a memoryless
stationary channel, the capacity-cost function can be
easily stated as
C(β) = sup
p(x),〈b[x]〉≤β
I(X,Y ), (8)
where 〈b[x]〉 = ∑x p(x)b[x] is the average cost. In
other words, C(β) is just the maximal mutual in-
formation under constraint of a given maximal in-
put’s average cost. Since increasing the maximal al-
lowed value of the average cost β cannot decrease
the information transmission rate, the capacity-cost
function is nondecreasing. Similarly, it may also be
shown to be concave [21]. As noted in the preced-
ing section, in the quantum mechanical description
a conditional probability distribution arises through
the Born rule p(y|x) = Tr(Λ[ρx]Πy) so it depends on
the input state ρx and output measurement Πy . It is
therefore possible to transform eq. (8) further, since
optimization can be performed also over quantum
states at the input and measurements
C(n)(β) = sup
{p(xn),ρxn ,Πyn},〈b[ρxn ]/n〉≤β
I(Xn, Y n)
n
=
= sup
{p(xn),ρxn},〈b[ρxn ]/n〉≤β
Iac(X
n, Y n) ≤
≤ sup
{p(xn),ρxn},〈b[ρnx ]/n〉≤β
χ [{Λ⊗n[ρxn ]}]
n
, (9)
where the index n explicitly denotes superadditivity
of (regularized) capacity C(n), accessible information
Iac(X
n, Y n) and Holevo information and b[ρ] denotes
the cost of using state ρ. Note that the last inequality
in eq. (9) is saturable in the limit of long messages by
performing an appropriate collective measurement.
In order to get the ultimate capacity-cost function I
will take the limit of long messages
C(β) = lim
n→∞
C(n)(β). (10)
For 0 ≤ ǫ ≤ 1 I will call R > 0 an ǫ-achievable
rate per unit cost if for every γ > 0 there exist ν0 ∈
R+ such that for every ν > ν0 one can find a code
(n,M, ν, ǫ) for which logM > ν(R − γ). If R is ǫ-
achievable for every ǫ it is called just an achievable
4rate and maximal such rate is a capacity per unit
cost. One may show that C is given by
C = sup
β>0
C(β)
β
= lim
n→∞
sup
{p(xn),ρxn}
χ [Λ⊗n[ρxn ]]
〈b[ρxn ]〉 .
(11)
Note that normalization to the number of channel
uses in the last expression is included in the fact that
I consider the cost of using the input state for many
channel uses ρxn . The proof is similar to the one con-
sidering the classical case in [21] with the exception
that in the present case the classical channel trans-
forming the input alphabet to the output one is not
memoryless. This is because one can use entangled
states and make collective measurement so the joint
probability does not factorize into the product of
probabilities in each channel use. However, I will
show that with the assumption that the quantum
channel Λ transforming input states to the output
ones is memoryless, i.e., it acts in the same way irre-
spective of what the previous input was, eq. (11) still
applies. In [21] the proof of the classical result was
divided into two steps, one in which it was shown
that C(β)/β is an achievable rate and the converse
part. Since the assumption of memorylessness was
crucial only to the second part of this proof, the first
step remains unchanged and I will present here only
the second step.
By the Fano inequality [32] one can write that
(1 − ǫ) logM ≤ I(X˜n, Y˜ n) + log 2, where X˜n is the
distribution of the input symbols when messages are
equiprobable. Since X˜n satisfies the condition for
cost 〈b[ρx˜n ]〉 ≤ ν it is possible to write the chain of
inequalities
logM
ν
=
1
1− ǫ
[
n
ν
I(X˜n, Y˜ n)
n
+
log 2
ν
]
≤
≤ 1
1− ǫ
[
n
ν
sup
p(xn), 〈b[ρnx ]/n〉≤
ν
n
I(Xn, Y n)
n
+
log 2
ν
]
≤
≤ 1
1− ǫ

n
ν
sup
{p(xn),ρxn},
〈b[ρnx ]/n〉≤
ν
n
χ [Λ⊗n [ρxn ]]
n
+
log 2
ν

 ≤
≤ 1
1− ǫ
[
sup
β>0
C(β)
β
+
log 2
ν
]
, (12)
where the second inequality comes from the fact
that accessible information is upper bounded by the
Holevo information and in the last one I have used
C(n)(β) ≤ C(β). As a consequence of the inequality
(12) for any ǫ-achievable rateR for every γ > 0 there
exist ν0 such that for ν > ν0
R− γ < 1
1− ǫ
[
sup
β>0
C(β)
β
+
log 2
ν
]
. (13)
Since ν in the above expression can be arbitrarily
large, the rate R is achievable if R ≤ supβ>0 C(β)β .
The proof in the other direction does not require a
memorylessness assumption and is the same as in the
classical case [21], so I will not present it here.
Importantly, note that one can redo the above cal-
culations with an additional restriction to only some
class of input states. In particular, for the case of
separable input states ρxn = ⊗iρxi this means that
one may write
Csep = sup
β>0
Csep(β)
β
= sup
{p(x),ρx}
χ [Λ [ρx]]
〈b[ρx]〉 . (14)
Therefore, since most realistic communication pro-
tocols use separable states in the rest of the paper I
will focus on consequences of eq. (14). The discus-
sion, however, will be applicable also to full capacity.
To obtain results in that case it will be enough to
take regularized expressions everywhere.
A particularly important instance in which
eq. (14) can be applied is when there is a free state
ρ0 in the input ensemble. In such a case eq. (14) can
be greatly simplified and written as
C = sup
ρx 6=ρ0
D(Λ[ρx]||Λ[ρ0])
b[ρx]
. (15)
To show this, I will once again refer to the proof of
the classical result made in [21] by adapting it to the
quantum framework. First let me note that since
C(β) is concave on the interval (0,∞), the function
C(β)/β is nonincreasing on this interval. This means
that we can omit the supremum in eq. (11) and write
C = lim
β→0
C(β)
β
. (16)
Let me now consider two cases:
1. If there is more than one free input state, then
it is possible to encode all the information for free
using only these states, which means C = ∞. On
the other hand, as long as output states are dis-
tinguishable Λ[ρx] 6= Λ[ρ0], the relative entropy is
strictly positive D(Λ[ρx]||Λ[ρ0]) > 0, which means
that supρx 6=ρ0 D(Λ[ρx]||Λ[ρ0])/b[ρx] =∞.
2. If there is only one free input symbol the proof is
more complicated. First, let me calculate the Holevo
information achieved by the binary input distribu-
5tion p(1) = βb[ρ] = 1−p(0), for arbitrary state ρ 6= ρ0
χ =
ˆ
D(Λ[ρx]||Λ[ρ¯])p(x)dx =
=
ˆ
dxp(x)Tr [Λ[ρx] log Λ[ρx]− Λ[ρx] log Λ[ρ¯]] =
=
ˆ
dxp(x)Tr [Λ[ρx] log Λ[ρx]− Λ[ρx] log Λ[ρ0]] +
−
ˆ
dxp(x)Tr [Λ[ρx] log Λ[ρ¯]− Λ[ρx] log Λ[ρ0]] =
=
ˆ
dxp(x)D (Λ[ρx]||Λ[ρ0])−D (Λ[ρ¯]||Λ[ρ0]) ,
(17)
where ρ¯ =
´
dxp(x)ρx is the averaged state. For the
particular encoding that I choose this means that
χ
β
=
1
b[ρ]
D (Λ[ρ]||Λ[ρ0])− 1
β
D (Λ[ρ¯]||Λ[ρ0]) . (18)
The only part depending on β on the right-
hand side of the above equation is the
second term which can be rewritten as
1
βD
(
β
b[ρ]Λ[ρ] +
(
1− βb[ρ]
)
Λ[ρ0]||Λ[ρ0]
)
. For small β
in the leading order it is given by
D
(
β
b[ρ]
Λ[ρ] +
(
1− β
b[ρ]
)
Λ[ρ0]||Λ[ρ0]
)
=
=
β2
2b[ρ]2
Jθ=0 [ρθ]] . (19)
The quantity Jθ=0 [ρθ] appearing in the above for-
mula is a relative entropy quantum Fisher inform-
ation (REQFI) [20, 33, 34] at θ = 0 for a con-
tinuously parametrized family of quantum states
ρθ = (1 − θ)Λ[ρ0] + θΛ[ρ]. In general, for an ar-
bitrary family of states ρϕ parametrized by a con-
tinuous parameter ϕ REQFI can be read out from
the second-order term in the Taylor expansion of the
relative entropy between states ρϕ and ρϕ+δϕ, i.e.
D(ρϕ||ρϕ+δϕ) ≈ δϕ
2
2 J [ρϕ]. I give an explicit expres-
sion for REQFI J [ρϕ] of an arbitrary parametrized
family of states ρϕ in the Appendix A. If Λ[ρ0] and
Λ[ρ] have the same support (i.e. whenD (Λ[ρ]||Λ[ρ0])
is finite) then Jθ=0[ρθ] is finite. Thus, since accord-
ing to eq. (16) capacity is attained in the limit β → 0,
I can write
C = lim
β→0
χ
β
≥ sup
ρ6=ρ0
1
b[ρ]
D (Λ[ρ]||Λ[ρ0]) . (20)
To prove the equality I will consider the inequal-
ity χ ≤ ´ dxp(x)D (Λ[ρx]||Λ[ρ0]), which follows from
eq. (17) and the fact that the relative entropy is a
nonnegative quantity
C(β)
β
=
1
β
sup
{ρx},〈b[ρx]〉≤β
χ ≤
≤ sup
{ρx},〈b[ρx]〉≤β
ˆ
dxp(x)
D (Λ[ρx]||Λ[ρ0])
b[ρx]
b[ρx]
β
≤
≤ sup
ρ6=ρ0
D (Λ[ρ]||Λ[ρ0])
b[ρ]
, (21)
where I have used the fact that
´
p(x)b[ρx]dx
β ≤ 1.
Equations (20) and (21) imply eq. (15).
Finally, to end the proof it is sufficient to see what
happens if there is only a single free symbol but
output states Λ[ρ0] and Λ[ρ] in the above encod-
ing have different, i.e. not fully overlapping, sup-
ports. In such a case the relative entropy between
D(Λ[ρ]||Λ[ρ0]) and REQFI in eq. (19) is infinite and
the right hand side of eq. (18) is not well defined. Ac-
cording to the first line in eq. (17), for the encoding
described above it is possible to write
χ
β
≥ D(Λ[ρ]||Λ[ρ¯])
b[ρ]
. (22)
Since for β → 0 the averaged state converges to the
free symbol state, the right-hand side of the above
equation goes to infinity and consequently also the
capacity per unit cost. Thus eq. (15) applies also in
this case. This ends the proof.
A crucial observation from eq. (15) is that if Λ[ρ0]
is pure then, assuming the channel does not act trivi-
ally, i.e., there exist a state ρ such that Λ[ρ] 6= Λ[ρ0],
the channel capacity per unit cost C is always in-
finite. This is because the relative entropy between
two states with partially overlapping supports is in-
finite, as discussed above. In most realistic protocols
b[ρx] is the energy, or average number of photons
per symbol n¯ in the state ρx used for communica-
tion and therefore there usually exists a free symbol
that costs no energy: a vacuum state ρ0 = |0〉〈0|. In
this context a quantity closely related to capacity per
unit cost is the photon information efficiency (PIE)
defined as Π(n¯) = C(n¯)/n¯. If the channel Λ does not
add any energy to the signal (for example it is a lossy
channel or dephasing channel) then it does not cor-
rupt the vacuum state Λ[ρ0] = |0〉〈0|. In such cases,
according to eq. (15), the capacity per unit cost is
infinite, which means also that PIE is unbounded.
This indicates that in a regime of small n¯ the capa-
city per single use of the channel C(n¯) has a better
than linear scaling with n¯, possibly log-linear scaling
∼ n¯ log 1n¯ [20, 35–39]. On the other hand, if the chan-
nel corrupts the vacuum state so that Λ[|0〉〈0|] has
the same support as other output states then the rel-
ative entropy, and consequently also the capacity per
6unit cost and PIE, is finite. In such a case, the capa-
city per single use of the channel cannot scale better
than linearly for small average numbers of photons
C(n¯) ∼ n¯.
From the proof of eq. (15) it is possible to conclude
that if there is a free symbol in the input alphabet
then the capacity per unit cost can be attained by
using only two symbols, i.e., binary encoding. How-
ever, this does not mean that binary encoding is the
best from the point of view of the standard capacity
per single use of the channel or PIE [36, 37]. Indeed,
in the case in which C = ∞ there may exist an-
other more complicated encoding for which PIE will
be also unbounded in the limit of small cost but at
the same time it will attain a higher value than for
the binary encoding discussed above for any finite
value of the average cost [37]. This is because C is
concerned only with the maximum of PIE and not
its other values. Interestingly, however, in this case
it is easy to show that collective measurements can-
not increase C. This is because if the free state ρ0
and the second state ρ used for communication have
partially overlapping supports it is sufficient to use
a single-shot measurement in the form of a projec-
tion onto the support of one of the states. In such a
way, the conditional probability distributions for the
output results p(y|0) and p(y|1) will have partially
overlapping supports and one can easily show that
the capacity per unit cost for such a classical channel
is infinite [21].
IV. RELATIONSHIP WITH ESTIMATION
THEORY
An important implication of eq. (15) is a connec-
tion that can be made between quantum estimation
and communication theories [20]. Assuming that in-
put symbols are encoded by a continuous parameter
x and the cost function is quadratic b[ρx] = x
2, the
capacity per unit cost can be related to both REQFI
and ordinary quantum Fisher information (QFI) [40–
42] of the state at the output. The latter quantity
lies at the heart of quantum estimation theory and
for a parametrized family of states ρx is given by
F [ρx] = Tr(ρxL2x), where the operator Lx is given
implicitly by the equation ρ˙x =
1
2 (ρxLx + Lxρx),
where the overdot denotes differentiation with re-
spect to x. Crucially, QFI through the quantum
Cramer-Rao bound [40–42] gives the saturable lower
bound on the mean-square error of estimation of x
by any unbiased estimator ∆x2 ≥ 1/F .
For the quadratic cost function b[ρx] = x
2
the ratio of relative entropy D(Λ[ρx]||Λ[ρ0]) to
the cost of using symbol x converges to REQFI
limx→0
D(Λ[ρx]||Λ[ρ0])
b[ρx]
= 12J (Λ[ρx]) |x=0. Since ac-
cording to eq. (15) the capacity per unit cost is given
by the supremum of this ratio, it is lower bounded
by
C ≥ 1
2
J (Λ [ρx]) |x=0 ≥ 1
2
F (Λ [ρx]) |x=0 (23)
where Fx=0 is QFI evaluated at x = 0. The second
inequality is a consequence of the fact that F is the
smallest type of quantum Fisher information [33, 43]
so it has to be lower than the respective REQFI. The
above inequality is in agreement with the results of
[20], in which it was shown that for narrow continu-
ous prior distributions, that is for distributions with
small variance β = 〈x2〉 ≪ 1, in the protocol util-
izing states with rank r of the Hilbert space with
dimension d, the capacity can be expressed as
C ≈ β
2
J −
d∑
n=r+1
βFn
4
log
βFn
4e
. (24)
where J and Fn are very closely related to REQFI
J and QFI F respectively (see [20] for exact defin-
itions). Note that for full rank output states d = r
and J = J and the second term in the above equa-
tion vanishes which means that
C ≈ β
2
J β→0=⇒ C = J
2
. (25)
and the leftmost inequality in eq. (23) is saturated.
Finally, let me remark that if the communication
protocol utilizes coherent states with amplitude α
then the quadratic cost function b[|α〉] = |α|2 ap-
pears naturally and is exactly the energy of the sig-
nal. Since C is the capacity per unit cost and the
cost is just the energy of the signal, the reciprocal of
the capacity 1/C is equal to the minimal energy re-
quired for the transmission of a single natural unit of
information. Therefore eq. (23) states that the min-
imal energy Emin required for transmission of a half
nat of information is upper bounded by the precision
∆α2 of the estimation of the amplitude of output sig-
nal
Emin ≤ 1J ≤
1
F ≤ ∆x
2. (26)
This expression means that if it is possible to estim-
ate the input signal with large precision then it is
not necessary to use a great deal of energy at the
input, which agrees with common-sense intuition.
Note, however, that unlike an analogical classical ex-
pression [21], the inequalities in eq. (26) in general
are not saturable. This is because in the classical
picture there exists only a single Fisher information
[33, 43, 44], which gives a saturable bound on preci-
sion, but in the quantum picture REQFI is usually
strictly larger than QFI F ≤ J and therefore preci-
sion gives only a loose upper bound on Emin .
7V. CLASSICAL CAPACITY PER UNIT
COST FOR GAUSSIAN CHANNELS
As an example I will investigate the classical capa-
city per unit cost for the most general Gaussian evol-
ution and input Gaussian states. As the cost of send-
ing state ρ I will use its energy, which I will quantify
by the average number of photons in the state. In
such a protocol there always exists a free symbol,
which is just the vacuum state, which evolves under
the Gaussian channel Λ into ρ0 = Λ[|0〉〈0|]. To find
the capacity per unit cost I will first calculate the re-
lative entropy between ρ0 and ρout = Λ[ρ], where ρ
is some single mode Gaussian state with an average
number of photons n¯. Any such state can be written
as
ρ = D(α)S(r)ρthS
†(r)D†(α), (27)
where ρth =
∑∞
n=0
N¯nin
(N¯in+1)n+1
|n〉〈n| is a thermal
state with the average number of photons N¯in and
S(r) and D(α) are squeezing and displacement op-
erators with squeezing coefficient r and displace-
ment α respectively. The average number of photons
in such state, and thus also the cost, is given by
|α|2 + (N¯in + 12 ) cosh 2r − 12 = n¯. A more conveni-
ent way to handle the above state is to use a phase
space picture in which it can be specified by its first
and second moments, i.e., by a displacement vector
~xin = (
√
2Reα,
√
2Imα) and a covariance matrix
σin =
(
N¯in +
1
2
)(
1
ωin
0
0 ωin
)
, (28)
where I have assumed that off-diagonal terms are
zero (it is always possible to find a basis in
phase space in which such a form is right) and
defined as e−2r = ωin. A Gaussian channel act-
ing on a Gaussian state transforms its first mo-
ments and covariance matrix ~xout = X~xin + ~xenv
and σout = XσinX
T + Y. Here X and Y satisfy
Y + i2
(
Ω−XTΩX) ≤ 0, where Ω is the symplectic
matrix, and together with ~xenv specify the channel.
It can be proven that in terms of the capacity per
channel use it is sufficient to consider a fiducial chan-
nel [45, 46], whose action on the input Gaussian state
results in a state whose displacement vector is given
by ~xout =
√
|η|(√2Reα, sgn(η)√2Imα) and covari-
ance matrix
σout =
(
N¯out +
1
2
)(
1
ωout
0
0 ωout
)
=
= |η|σin + |1− η|
(
N˜ +
1
2
)(
1
ω˜ 0
0 ω˜
)
, (29)
where intuitively η = detX denotes the transmis-
sion (for 0 ≤ η ≤ 1) or gain (η > 1 or η < 0)
of the channel and N¯out and ωout are average num-
ber of thermal photons and squeezing of the output
state, respectively. The parameters N˜ and ω˜ can be
roughly thought of as the amount of thermal noise
in the environment (this is strictly true for ω˜ = 1)
and squeezing of the environment, respectively. I
will therefore consider only Gaussian channels of the
above form.
The resulting relative entropy is given by eq. (B10)
in the Appendix B (see also [49–51]). The capacity
per unit cost is thus
C = sup
n¯>0
sup
N¯in,ωin,α
D(ρout||ρ0)
n¯
(30)
where the second supremum is taken over values
N¯in, ωin, α satisfying the average energy constraint
|α|2 + 12 (N¯in + 12 )(ωin + 1ωin ) − 12 = n¯. Importantly,
it can be shown that the supremum in the above
formula is always attained in the limit n¯ → 0, so
it gives also PIE in the weak signal power regime.
Note that this means that in the weak power regime
the ultimate PIE can be attained by just using gen-
eralized on-off keying modulation [47]. Below, I will
investigate some special cases.
a. Lossy channel If the evolution is just pure
losses N˜ = 0, ω˜ = 1 and 0 ≤ η ≤ 1, the free state
does not change ρ0 = |0〉〈0| and remains pure. Thus,
the relative entropy D(ρout||ρ0) is infinite irrespect-
ive of the second input state since it must have dif-
ferent support than just vacuum state. This means
that Closs =∞ and PIE is unbounded. This is con-
sistent with previous results [5, 36, 37] and with the
ordinary capacity of the lossy channel in particular
[10, 11]. In this case it is also easy to find a meas-
urement scheme that saturates the bound. Since the
second state has different support than the vacuum
state it is sufficient to perform simple photodetection
in order to obtain arbitrarily large PIE [5, 36].
b. Phase insensitive channels For phase insens-
itive channels ω˜ = 1, and, since there is no squeez-
ing in the environment it is optimally to encode in-
formation in the displacement of coherent states [45].
This results in ωout = ω
0
out = 1 and N¯out = N¯
0
out =
|η|−1
2 +|1−η|(N˜+ 12 ), where ωout, N¯out and ω0out, N¯0out
are parameters of the output covariance matrix for
the input in coherent and vacuum states respectively.
The expression for relative entropy eq. (B10) may be
thus simplified to
D(ρout||ρ0) = |η||α|2 log N¯
0
out + 1
N¯0out
(31)
Since |α|2 = n¯, the capacity per unit cost is accord-
ing to eq. (30) given by Cph = |η| log N¯
0
out+1
N¯0out
. Re-
markably, this is also the result that one can obtain
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Figure 2. Photon information efficiency as a function of
the average number of photons n¯ for a lossy (red) and
thermal channel (black, solid) for η = 0.9 and N˜ = 1.
The dashed line indicates the capacity per unit cost for
the thermal channel.
by using the formula C = 12J n eq. (25), where J
is the REQFI for estimating the amplitude of the
coherent state for the considered evolution. This
means that unlike the lossy case, PIE converges to
a finite maximum with weakening signal power. In
fact, the lossy channel is the only Gaussian channel
for which the capacity per unit cost and maximal
PIE are infinite. This is caused by the fact that for
other kinds of phase insensitive Gaussian evolutions
the vacuum state encoding the free symbol is trans-
formed into a thermal state supported on the whole
Hilbert space. The PIE for two kinds of phase in-
sensitive channels, a thermal and a lossy channel, is
plotted in fig. 2. It can be easily seen that for a
lossy channel PIE diverges to infinity for a decreas-
ing average number of photons whereas for a thermal
channel it saturates at the value given by the capa-
city per unit cost.
c. Squeezing channel The most general case is
the squeezing channel ω˜ 6= 1. Similarly to the
previous cases, the capacity per unit cost for the
squeezing channel is attained by coherent states
and reads Csq = |η|ωmax log N¯
0
out+1
N¯0out
, where ωmax =
max
(
ω0out,
1
ω0out
)
and the definitions of ω0out and
N0out are given in eq. (B8). This indicates that PIE
converges to a constant number with n¯ → 0. The
presence of squeezing in the environment may be be-
neficial since it allows for larger capacities per unit
cost, as Csq ≥ Cph for the same average number
of thermal photons in both cases. Note also that
for the squeezing channel coherent state encoding in
general is not the best choice in terms of the capa-
city per channel use; it is optimal to use displaced
squeezed states [46]. From the fact that it is possible
to saturate the capacity per unit cost also with the
coherent state ensemble it is evident that they can
perform as well as displaced squeezed states in the
regime of weak signal power.
VI. CONCLUSIONS
In summary, I have shown that classical results on
the capacity per unit cost can be easily generalized
to describe the transmission of information encoded
in quantum states and its relation to photon inform-
ation efficiency. Specifically, for channels that allow
for a cost-free input state I showed a simplified for-
mula for the capacity per unit cost and argued that
all channels that leave the free state pure have an in-
finite capacity per unit cost. Consequently, channels
corrupting the free state state have a finite capacity
per unit cost and bounded PIE indicating that an or-
dinary capacity per single use of the channel cannot
scale better than linearly with the average number of
photons per bin in the regime of weak signals. For
a particular case of quadratic cost function I gave
also a relation between the capacity per unit cost
and quantities from quantum estimation theory, es-
tablishing a link between those two theories
After completing this work I became aware of a
related work [48] in which the authors generalize
the concept of capacity per unit cost to the case
of communication over quantum channels and addi-
tionally consider quantum communication in which
one transmits quantum rather than classical inform-
ation.
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Appendix A: Explicit expression for relative
entropy quantum Fisher information
Consider a family of states ρϕ parametrized by a
real parameter ϕ. In order to find REQFI at ϕ0 it is
sufficient to find the second order Taylor expansion of
the relative entropy D(ρϕ0+δϕ||ρϕ0) = δϕ
2
2 J [ρϕ0 ] +
O(δϕ3). Such an expansion can be easily written
by straightforward calculation in the eigenbasis of
ρϕ0 =
∑
n pn|n〉〈n| as
J [ρϕ0 ] =
∑
n
p˙2n
pn
+ 2
∑
n,k
(pn − pk)|〈n|k˙〉|2 log pn,
(A1)
where overdots denote derivatives with respect to
ϕ. Note, that if the support of the state derivat-
ive ρ˙ϕ|ϕ=ϕ0 has a part that lies outside the support
of ρϕ0 then the second term of the above expression,
and consequently REQFI, is infinite. Since ρ˙ϕδϕ is
roughly speaking the difference between states ρϕ0
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and ρϕ0+δϕ, this is in agreement with the fact that
the relative entropy between two states with par-
tially overlapping supports is infinite.
Appendix B: Relative entropy for Gaussian
states
I will present here the way of obtaining relative
entropy between two arbitrary one mode Gaussian
states, which can be found also in [49–51]. Given
two density matrices ρ1 and ρ2, the relative entropy
between them is equal to
D(ρ1||ρ2) = S(ρ1)− Trρ1 log ρ2, (B1)
where S(ρ1) is von Neumann entropy of state ρ1.
If the state is Gaussian than its entropy is equal to
S(ρ1) = g(γ1), where γ1 is the symplectic eigenvalue
of the covariance matrix σ1 of the state and the func-
tion g is g(x) = (x+ 12 ) log(x+
1
2 )−(x− 12 ) log(x− 12 )
[52]. To evaluate the second term in eq. (B1) I will
use the fact that
Trρ1 logUρ2U
† = TrU †ρ1U log ρ2, (B2)
which holds for any unitary transformation U . If
the state ρ2 has the displacement vector ~r2, then by
taking U = D(~r2), where D(~r) denotes the operator
of displacement by vector ~r, one can obtain
Trρ1 log ρ2 = TrD
†(~r2)ρ1D(~r2) log ρ˜2 = Trρ˜1 log ρ˜2,
(B3)
where the state ρ˜2 has the same covariance matrix
as ρ2 but vanishing first moments and ρ˜1 is just ρ1
with first moments shifted by ~r2. The Gaussian state
with vanishing first moments can be easily expressed
as
ρ = e−
1
2
~ˆRTM ~ˆR/Z, (B4)
where Z = Tr
[
e−
1
2
~ˆRTM ~ˆR
]
is the normalization con-
stant, M is a symmetric positive matrix, and ~ˆR is
a vector of quadrature operators. Using this expres-
sion for ρ˜2, the second term in eq. (B1) reads
Trρ˜1 log ρ˜2 = − logZ − 1
2
Trρ˜1 ~ˆR
T
M ~ˆR =
= − logZ − 1
2
TrRˆiρ˜1RˆjMij =
= − logZ − 1
2
Trσ1M− 1
2
~xTM~x, (B5)
where ~x = ~r1 − ~r2 is the difference between first
moments of states ρ1 and ρ2. The relative entropy
is therefore given by
D(ρ1||ρ2) = −g(γ1) + logZ + 1
2
Trσ1M+
1
2
~xTM~x.
(B6)
The matrix M can be directly calculated from the
covariance matrix of the state ρ2. This is because
M = (ST )−1M˜S−1, where S is the symplectic trans-
formation diagonalizing σ2 and M˜ is a diagonal mat-
rix with eigenvalues equal to log 2γ2+12γ2−1 , where γ2 is
the symplectic eigenvalue of σ2. Similarly, the nor-
malization factor is given by Z =
√
γ22 − 14 .
Eq. (B6) may now be applied to calculate the re-
lative entropy D(ρout||ρ0) between states resulting
from the evolution of some Gaussian state and va-
cuum state under the general Gaussian dissipative
dynamics considered in the main text. The output
state of the dynamics is given by covariance mat-
rix in eq. (29) and the input by the one in eq. (28).
To get the symplectic eigenvalue of the output cov-
ariance matrix it needs to be expressed in the form
given by eq. (28). Straightforward algebra leads to
ωout =
√√√√ |η|(N¯in + 12 ) 1ω0 + |1− η|(N˜ + 12 ) 1ω˜
|η|(N¯in + 12 )ωin + |1− η|(N˜ + 12 )ω˜
,
N¯out +
1
2
=
=
√(
|η|
(
N¯in +
1
2
)
1
ωin
+ |1− η|
(
N˜ +
1
2
)
1
ω˜
)
×
×
√(
|η|
(
N¯in +
1
2
)
ωin + |1− η|
(
N˜ +
1
2
)
ω˜
)
,
(B7)
where the second expression is the symplectic eigen-
value and I took the notation used in sec. (V). For
the vacuum input state (N¯in = 0, ωin = 1) above
equations simplify to
ω0out =
√√√√ |η|2 + |1−η|ω˜ (N˜ + 12 )
|η|
2 + |1− η|(N˜ + 12 )ω˜
,
N¯0out +
1
2
=
√( |η|
2
+
|1− η|
ω˜
(
N˜ +
1
2
))
×
×
√( |η|
2
+ |1− η|
(
N˜ +
1
2
)
ω˜
)
. (B8)
Using these expressions, the matrix M for the va-
cuum state is given by
M =
(
ω0out 0
0 1
ω0out
)
log
N¯0out + 1
N¯0out
. (B9)
Denoting by α the displacement of the input Gaus-
sian state, the final expression for relative entropy
between the arbitrary Gaussian state and vacuum
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state subjected to general Gaussian dissipative dy-
namics reads
D(ρout||ρ0) = N¯out log N¯out+
− (N¯out + 1) log(N¯out + 1) + 1
2
log N¯0out(N¯
0
out + 1)+
+
(
N¯out +
1
2
)
(ω0out)
2 + ω2out
2ω0outωout
log
N¯0out + 1
N¯0out
+
+ |η|
(
(Reα)2ω0out +
(Imα)2
ω0out
)
log
N¯0out + 1
N¯0out
.
(B10)
