Streamers are a mode of dielectric breakdown of a gas in a strong electric field: A sharp nonlinear ionization wave propagates into a nonionized gas, leaving a nonequilibrium plasma behind. The ionization avalanche in the tip of the wave is due to free electrons being accelerated in the strong field and ionizing the gas by impact. This chain reaction deeper in the wave is suppressed by the generated free charges screening the field. Simulations of streamers show two widely separated spatial scales: the width of the charged layer where the electron density gradients and the ionization rate are very large ͓O(m͔͒, and the width of the electrically screened, finger-shaped, and ionized region ͓O͑mm͔͒. We thus recently have suggested analyzing first the properties of the charge-ionization layer on the inner scale on which it is almost planar, and then understanding the streamer shape on the outer scale as the motion of an effective interface, as is done in other examples of nonequilibrium pattern formation. The first step thus is the analysis of the inner dynamics of planar streamer fronts. For these, we resolve the long-standing question about what determines the front speed, by applying the modern insights of pattern formation to the streamer equations used in the recent simulations. These include field-driven impact ionization, electron drift and diffusion, and the Poisson equation for the electric field. First, in appropriately chosen dimensionless units only one parameter remains to characterize the gas, the dimensionless electron diffusion constant D; for typical gases under normal conditions DϷ0.1-0.3. Then we determine essentially all relevant properties of planar streamer fronts. Technically, we identify the propagation of streamer fronts as an example of front propagation into unstable states. In terms of the marginal stability scenario we then find that the front approached asymptotically starting from any sufficiently localized initial condition ͑the ''selected front''͒ is the steepest uniformly translating front solution, which is physical and stable. Negatively charged fronts are selected by linear marginal stability, which allows us to derive their velocity analytically. Positively charged fronts can only propagate due to electron diffusion against the electric field; as a result their behavior is singular in the limit of D→0. For DՇ1, these fronts are selected by nonlinear marginal stability and we have to apply numerical methods for predicting the selected front velocity. For larger D, linear marginal stability applies and the velocity can be determined analytically. Numerical integrations of the temporal evolution of planar fronts out of localized initial conditions confirm all our analytical and numerical predictions for the selection. Finally, our general predictions for the selected front velocity and for the degree of ionization of the plasma are in semiquantitative agreement with recent numerical solutions of three-dimensional streamer propagation. This gives credence to our suggestion that the front analysis on the inner (m͒ scale yields the moving boundary conditions for a moving ''streamer interface,'' whose pattern formation is governed by the evolution of the fields on the outer ͑mm͒ scale.
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I. INTRODUCTION
Discharges are nonequilibrium ionization processes occurring in initially nonionized matter exposed to strong electric fields. Depending on the spatiotemporal characteristics of the electric field and on the ionization and charge transport properties of the medium, discharges can assume many different modes of appearance. In particular, in gases under approximately normal conditions one distinguishes phenomenologically between stationary modes such as arc, glow, or dark discharges and transient phenomena such as leaders, the initial stages of sparks, and streamers ͓1-6͔, which occur, e.g., in silent discharges ͓7͔. The latter nonstationary discharges often form the initial state of a discharge that later on becomes stationary. We will focus here on an essential element of many transient discharge phenomena, the initial field-driven ionization wave.
The conceptually simplest problem of this kind has become known as the streamer problem in a nonattaching gas. It treats the dynamics of the free electrons and positive ions in a homogeneous gas at rest taking the following mechanisms into account: ͑i͒ impact ionization, the process in which a free electron accelerated in a strong local field ionizes a neutral molecule, generating a new free electron and a positive ion; ͑ii͒ drift and diffusion of charged particles, in particular of the electrons whose mobility is much larger than that of the ions; ͑iii͒ the coupling of the electric field to the charges through the Poisson equation of electrostatics.
Recent numerical simulations ͓8,9͔ of a basic model incorporating these physical ingredients for parameter values appropriate for nitrogen under normal conditions reveal that a streamer consists of a sharp nonlinear ionization front which propagates into a nonionized gas, leaving a weakly ionized nonequilibrium plasma behind. The underlying mechanism is that in the leading edge of the front the electrons are accelerated by the large imposed electric field; this causes the build-up of an electron avalanche due to impact ionization. The generated free charges eventually screen the field and thus suppress further ionization. It is the nonlinear balance between these two nonequilibrium processes, namely the ionization avalanche and the electric screening, which determines the dynamics of the ionization front and the state of the plasma behind it. In confined geometries, streamers usually have a nontrivial fingerlike shape, as is illustrated by the snapshots in Fig. 1 of streamer dynamics taken from the simulations of Vitello et al. ͓9͔ . As the sharpness of the electron density profiles in Fig. 1 illustrates, the ''passive body'' of the finger is separated from the external nonionized gas by a very narrow region -of width of order micrometers -in which essentially all the action is occurring. This width has to be compared to the size of the filament, which is of order millimeters. It is in this narrow layer that most of the ionization process is taking place. In this same region, there is a nonzero charge density, and consequently, also a very large electric field gradient. These features indicate that there are two different spatial scales in this process, an ''inner'' scale associated with the thickness of the zone where the ionization takes place, and an ''outer'' one where the spatial variations are set by the size of the finger and the external experimental geometry. It is precisely for these reasons that accurate simulations are extremely demanding and that they were accomplished only recently by Dhali and Williams ͓8͔ and by Vitello et al. ͓9͔ . ͑See also ͓10͔.͒ Such a separation of scales is strongly reminiscent of what occurs in combustion fronts ͓11,12͔. A combustion front is a narrow layer of thickness l in to which the combustion is essentially confined, while outside of it, the temperature field varies on a much longer scale l out . Physically, such sharp combustion fronts occur in the limit when the chemical reaction rates involved in the combustion are very fast once a sufficient temperature is reached. It has been shown that, on the basis of an asymptotic expansion to lowest order in the small parameter ϭl in /l out using matched asymptotic expansions ͓13,14͔, the problem can be analyzed in terms of the propagation of an ''effective interface.'' More specifically, one first solves the so-called inner problem of a locally almost planar reaction zone. This permits us to relate the temperature and chemical composition fields on both sides of the front ͑at distances L such that l in ӶLӶl out ) and to determine the local front velocity as a function of local curvature and fields. On the scale of the remaining outer problem, these relations then play the role of boundary conditions and of a kinetic equation for the effective moving interface of zero thickness. Besides in combustion, the technique of asymptotic matching to obtain an effective interface description has also been applied to chemical waves ͓15͔, thermal plumes ͓16͔, and to phase field models of solidification ͓17,18͔.
In spite of some important differences between combustion and streamer fronts as discussed in the Appendix, a similar approach appears possible for streamers. As discussed also in ͓19͔, building on such a reduced description of streamer dynamics appears very desirable, not only because it might make numerical studies much easier, but also because it will allow us to draw upon the knowledge and methods which have been developed in the last decade in the field of interfacial pattern formation and dynamics ͓20͔. The first step towards this goal is to determine the field dependence of the velocity and the ionization and charge profile of a planar front which propagates into the nonionized region. We thus analyze in this paper the inner problem for a planar streamer front. This allows us to reduce the problem to effectively one dimension. Our analysis clearly identifies the problem of streamer front propagation as an example of front propaga-FIG. 1. Results of the numerical simulations of the full threedimensional streamer equations ͑2.1͒-͑2.6͒ of Vitello et al., reprinted from Figs. 1 and 10 in ͓9͔. ͑a͒ Negative streamer propagating downwards towards the anode. Electrodes are planar and located at zϭ0 and 0.5 cm; the voltage between the electrodes is 25 kV, which in the absence of the streamer amounts to a constant electric field ͉E͉ϭE 0 /4. The system continues sidewards sufficiently far to make the lateral boundaries irrelevant. The streamer is assumed to be cylinder-symmetric. The dimensionless diffusion constant is Dϭ0.1. Each line indicates an increase of n e by a factor 10; densities of 10 3 Ϫ10 14 cm Ϫ3 can be seen ͑initial background ionization: 1 cm Ϫ3 ). Shape at time 4.75 ns after an initial ionization seed was placed near the upper electrode. ͑b͒ Shape at time 5.5 ns. ͑c͒ Logarithmic electron n e and total charge n s density along the symmetry axis of ͑b͒. Solid line, n e ; dot-dashed, ͉n s ͉ for n s Ͼ0; dotted, ͉n s ͉ for n s Ͻ0. Note the exponential increase of the densities on the m scale within the front as well as the maximum of both densities in the rear part of the front. Courtesy of P. A. Vitello. tion into unstable states. Physically, the instability of the nonionized gas against charge fluctuations can be traced back to the fact that any small electron density gets amplified by the impact ionization. As is standard for front propagation into unstable states ͓21-25͔, we find that the onedimensional streamer equations exhibit a one-parameter family of uniformly translating front solutions, parametrized by their velocity. As usual ͓21-25͔, the question is then to decide which of these front solutions is the dynamically selected one, i.e., is the one reached at long times after a localized ionized region has been created by some initial ionization event. The existing knowledge of front propagation into unstable states ͓22,23͔ provides us with an educated guess for the selected velocity, which we confirm with the help of numerical studies. Taken together, our results provide an essentially complete solution of the inner problem of planar streamer fronts.
In itself, the idea to analyze the planar fronts of a streamer model is not new -we refer to ͓26-29͔ for earlier work. Apart from the fact that the authors from the 1970s ͓26-28͔ investigate different models, which are more inspired by equilibrium concepts ͑e.g., the ionization behind the front is determined by thermal ionization, where the electron temperature is raised by application of strong electric fields͒, our work casts new light on this old problem from two different angles.
First it was empirically noted that the standard approach to analyze uniformly translating fronts failed to determine a unique propagation velocity, given the field and the gas parameters. Turcotte and Ong ͓26͔ clearly state this failure of their theory ͑this ''great defect'' of their theory is recalled in Fowler's reviews ͓28͔͒ and suggest that a unique solution might be determined by a dynamical stability analysis. Albright and Tidman ͓27͔ then perform such a stability analysis, but not in a systematic way, and they draw incorrect conclusions. D'yakonov and Kachorovskii ͓29͔ also find the indeterminacy of the speed of uniformly translating planar fronts, now for an approximated version of our model, and propose to solve this by using the tip radius of the streamer finger as an extra length scale, which, however, they cannot determine. We, in contrast, trace the indeterminacy of the velocity from the analysis of uniformly translating streamer front solutions to the fact that this is an example of front propagation into unstable states. Applying the concepts explained above, we solve the selection problem for planar fronts without additional assumptions or approximations. We argue that a particular front solution out of a whole family of dynamically stable solutions is selected, because it is the only one compatible with the initial condition of a localized ionization seed.
Second, this result is the first ingredient for studying the formation of patterns, in particular of the tip radius -we do not attempt to model global features of the pattern formation with our planar front analysis. Our approach thus is very different in spirit from the earlier investigations: As also stressed in ͓19͔, in an effective interface description based on a matched asymptotic expansion, the results of weakly curved, almost planar fronts are essentially used locally everywhere in the interface region: They enter the analysis on the outer scale as boundary conditions at the moving interface. It is on this outer scale that pattern formation problems like the size, velocity, and shape of the streamer should be analyzed. Once our results on planar fronts will be extended to weakly curved fronts, all the necessary ingredients to tackle these questions appear to be available.
The main results of our present analysis of the streamer equations used in the simulations ͓8,9͔ can be summarized as follows:
͑a͒ Dimensional analysis shows that in dimensionless units, a single parameter remains to characterize the gas, the dimensionless electron diffusion coefficient D characteristic of the gas ͓see Eq. ͑2.10͔͒. For gases under normal conditions, D is small, of order 0.1-0.3.
͑b͒ The length scale set by the electron impact ionization coefficient ͓the coefficient ␣ 0 Ϫ1 in Eq. ͑2.5͔͒ is on the order of micrometers for nitrogen. For DՇ1 the thickness l in of the charged layer is on the order of this same ionization length for negatively charged streamer fronts ͑NSF͒ ͓30͔. Given that typical streamer diameters found in the simulations are of the order of 1 mm, ϭl in /l out is at most of order 10 Ϫ2 ; this justifies an effective interface description of streamer dynamics.
͑c͒ We find that electron diffusion acts as a singular perturbation for positively charged streamer fronts ͑PSF͒: without diffusion, such fronts can not propagate, but with any nonzero D, they do. As a result, the behavior is singular in the limit D→0: for DϭO(1), the thickness l in is again of order of the ionization length, but for D→0 the electron density and its gradients diverge due to the appearance of another smaller length scale ͑of order D/␣ 0 ).
͑d͒ The electron density generated by the propagating front is again basically set by dimensional analysis for NSF. We calculate for DՇ1.5 the dependence of the dimensionless electron density Ϫ behind the front on the electric field E ϩ far ahead of our planar front. Our results compare favorably with those extracted from the simulations ͓9͔, according to the prescriptions of the theory of matched asymptotic expansions ͓13,14͔. Namely, E ϩ is not the field value at the electrode position, but the value obtained by extrapolating the slowly varying outer field to the front position. We also calculate the full D and E ϩ dependence of the electron density Ϫ behind the front of PSF for DՇ1.5. ͑e͒ The dynamically relevant ͑''selected''͒ front velocity v f is a unique function of E ϩ and D. The analysis confirms the strong asymmetry between NSF and PSF also found in the simulations ͓8,9͔ for fronts propagating into an essentially nonionized region. The asymmetry is stronger the smaller D is and disappears for Dӷ1.
͑f͒ For NSF, v f is given by the so-called linear marginal stability velocity v* ͓22͔ -see Eq. ͑5.3͒ below. For parameter values used in the simulations, we find that v f is typically 30-40 % higher than the electron drift velocity just in front of the streamer head, which agrees semiquantitatively with the findings of Vitello et al. ͓9͔. ͑g͒ We find that PSF propagate for any nonzero value of the dimensionless electron diffusion coefficient D. Due to the singular behavior as D→0, we find that fronts propagate with a unique velocity v † predicted by the so-called nonlinear marginal stability mechanism ͓23͔ for small D. For the Townsend expression used in the simulations ͓8,9͔, this happens below a well-defined field-dependent value of D of order unity ͑see Fig. 3͒ . Above this threshold value, PSF propagate with the linear marginal stability value v*.
In this paper, our main focus will be on those results that are of greatest interest from the point of view of understanding the generation of low temperature plasmas by the streamer mechanism. We note, however, that the equations for planar streamer fronts ͓Eqs. ͑3.11͒ and ͑3.12͒ below͔ appear to be of interest in their own right. As will be discussed briefly in Sec. V, our streamers have several features in common with the celebrated nonlinear diffusion equation studied in mathematics ͓31,32͔ since the early work of Kolmogorov et al. ͓33͔ and Fisher ͓34͔; at the same time, however, they are sufficiently more complicated that they appear to present new challenges from a mathematical point of view. This paper is organized as follows. In Sec. II we introduce the basic equations for streamer formation, and perform a dimensional analysis for the inner problem of streamer fronts. In Sec. III, we discuss the stability of the basic homogeneous states of interest, the homogeneous nonionized state, and the homogeneous weakly ionized state. We also discuss the physical mechanism of streamer formation and the proper initial and boundary conditions to study these in the case of planar fronts, which allow us to simplify the equations describing planar front dynamics. In Sec. IV we demonstrate that there exists a one-parameter family of uniformly translating fronts characterized by a continuous range of front velocities v. We also briefly show how in the case Dϭ0, the equations for uniformly translating fronts can be solved analytically. These solutions, which turn out to be useful as a small-D approximation for NSF, yield an explicit expression for the electron density Ϫ behind the NSF in terms of the field E ϩ just ahead of it. This is followed by an analysis of the general case D 0; then the equations cannot be solved analytically, but we demonstrate that there still is a one-parameter family of uniformly translating front solutions. For PSF, we show that the limit D→0 is singular; we discuss this limit in detail and show that it accounts for the strong asymmetry between PSF and NSF for realistic values of D. In Sec. V we then summarize some of the main results ͓21-25͔ concerning the so-called selection problem, the question of which particular front solution from the family is reached asymptotically for large times for a large class of initial conditions. Application of these concepts allows us to predict the shape and velocity of the dynamically relevant front solution ͑the selected front͒ and the value of the electron density generated behind it. This yields the various selection results for NSF and for PSF, summarized in points ͑c͒-͑g͒ above, and leads us to predict that the behavior of PSF in the limit D→0 is singular. In Sec. VI we present numerical simulations of the full partial differential equations for planar streamer dynamics; starting from various initial conditions, we illustrate that in all cases we have studied, the long time dynamics of the system is characterized by a NSF and a PSF whose behavior is in full agreement with our predictions. In the concluding section we finally reflect on our results and on the future steps to be taken to arrive at an effective interface description of streamer dynamics. In an Appendix we discuss differences and similarities between combustion and streamer fronts.
II. MODELING AND DIMENSIONAL ANALYSIS

A. The minimal streamer model
For simulating the dynamical development of streamers out of a macroscopic initial ionization seed in a so-called nonattaching gas like N 2 under normal conditions, Dhali and Williams ͓8͔, and Vitello et al. ͓9͔ use the following set of deterministic continuum equations for the electron density n e , the ion density n ϩ and the electric field E: balance equations for electrons and ions, ‫ץ‬ t n e ϩ" R •j e ϭsource, ͑2.1͒
where the fact that the two source terms are the same is due to charge conservation in an ionization event; the Poisson equation,
and the approximate phenomenological expressions j e ϭϪn e e EϪD e " R n e , ͑2.4͒
sourceϭ͉n e e E͉␣ 0 e ϪE 0 /͉E͉ .
͑2.6͒
Apart from the fact that we will allow for a slight generalization of Eq. ͑2.6͒, these are the equations that we will investigate analytically below. In these equations, j e and j ϩ are the particle current densities of electrons and positive ions, and e is the absolute value of the electron charge. The ͑dimensional͒ spatial coordinates are denoted by R, and " R is the gradient with respect to these coordinates. The use of only Poisson's law of electrostatics, Eq. ͑2.3͒, means that all magnetic fields, as well as terms in the Maxwell equations associated with time dependences of the fields, are neglected ͓35͔.
The electron particle current density j e is approximated in Eq. ͑2.4͒ as the sum of a drift and a diffusion term. Note that this diffusion approximation implies that the electron mean free path must be small with respect to the scale of variation l in of the electric field. This condition is just about satisfied for the parameter values taken for N 2 in the simulations, except possibly at the highest field values ͑see also the discussion in Sec. VII͒. The electron drift velocity is taken to be linear in the field E, with e the ͑positive͒ electron mobility. The electron diffusion coefficient D e and the mobility e are treated here as independent coefficients, since they effectively depend on the field strength ͓3͔ ͑only in the low-field limit are they related by the Einstein relation͒. More generally, the diffusion coefficient should be replaced by a diffusion tensor, which is diagonal in a reference frame with one axis along the electric field. Its longitudinal component, the only relevant one for planar fronts perpendicular to E, is somewhat smaller than the transverse one. Since we will see that N 2 reaches a typical degree of ionization of only 10 Ϫ5 , density fluctuations of the nonionized gas can be neglected and the mean free path of the electrons and therefore e and D e can be taken as independent of the degree of ionization.
The ionic current is neglected according to Eq. ͑2.5͒, since the mobility of ions is at least two orders of magnitude smaller than that of the electrons ͓8͔. In particular, for the analysis of the inner scale, that we will perform in the present paper, j ϩ is negligible.
The source ͑2.6͒ finally accounts for the creation of free charges by impact ionization. If the product of electric field E and electronic mean free path l mfp is large enough, free electrons can gain sufficient kinetic energy to ionize neutral molecules. Accordingly there is a threshold field ͉E͉ϭE 0 ϰl mfp Ϫ1 For ͉E͉տE 0 the probability that a scattering event carries at least the ionization energy is large. The effective ionization cross-section cs (͉E͉) then essentially saturates, while for ͉E͉ӶE 0 the ionization rate per scattering event is largely suppressed. The source term is given by the ionization rate, which can be calculated as the product of the drift current of free electrons ͉n e e E͉ times the target particle density n n of the neutral gas times the effective ionization cross section cs (͉E͉). Commonly, a phenomenological ionization coefficient ␣(͉E͉)ϭn n cs (͉E͉) is used, ͑which clearly has dimension of inverse length,͒ whose field threshold behavior in the Townsend approximation ␣(͉E͉) ϭ␣ 0 exp(ϪE 0 /͉E͉) ͓3͔ is expressed by Eq. ͑2.6͒. As discussed by Raizer ͓3͔, in the approximation that every collision is ionizing, if the electron carries an energy larger than the ionization energy I, we have ␣ 0 Ϸl mfp Ϫ1 , and E 0 ϷI/͑el mfp ͒.
͑2.7͒
Since in much of our analysis the specific form of ␣(͉E͉) is not needed, we will use a slightly more general formulation in Eq. ͑2.11͒ below.
In the source term, ionization due to the photons also created in recombination or scattering events is neglected. This is motivated by the ionization cross sections due to photons being much smaller than those due to electrons. Note that, if photoionization is taken into account, the dynamical equations become nonlocal.
No sink term needs to be included for the analysis of the inner problem, since the recombination length at a degree of ionization of order 10 Ϫ5 that we will derive below is very large as compared with the front width l in . ͑For this reason, the inner problem is the same for streamers and leaders ͓3͔: the difference between these discharge modes, which consists in the fact that recombination is negligible in the plasma body of leaders, would come into play only when solving, at a later stage, the outer problem.͒ The fact that the degree of ionization remains small is also the reason that saturation effects are neglected in Eq. ͑2.6͒.
In contrast to the situation in N 2 , which is described by our model equations, in attaching gases like O 2 , a third charged species plays a role, namely, negative ions formed by a neutral molecule catching a free electron. For a description of the physics of such attaching gases and simulations thereof, see, e.g., ͓36͔.
The equations above are deterministic. Thermal fluctuations in fact can be neglected, since even an unphysically small ionization energy of 3 eV leads to a Boltzmann factor of 10 Ϫ52 at room temperature. Also other stochastic effects are not accounted for in the simulations we compare to. We further discuss possible stochastic effects in the experiments in the Conclusion.
Finally, the dynamical system ͑2.1͒-͑2.6͒ must be complemented by the following.
͑i͒ Boundary conditions: as will be discussed in detail in Sec. III, for the problem of front propagation, these are specified by the value E ϩ of the electric field far ahead of the front, where the total charge density vanishes.
͑ii͒ Initial conditions: we ignore the details of the plasma nucleation event ͑e.g., triggering by radiation from an external source͒, and assume that at tϭ0 a small well-localized ionization seed is present. The precise meaning, for our problem, of ''well-localized'' will be made clear in Sec. V.
B. Dimensional analysis
In order to identify the physical scales and intrinsic parameters of our problem, we reduce Eqs. ͑2.1͒-͑2.6͒ to a dimensionless form. The most natural scale of length and electric field are the ionization length l ion ϭ␣ 0 Ϫ1 and the threshold field E 0 of the ionization rate ͑2.6͒. The velocity scale is then the electron drift velocity at this field strength, v 0 ϭ e E 0 , leading to a time unit t 0 ϭ(␣ 0 e E 0 )
Ϫ1 , and a charge unit q 0 ϭ 0 ␣ 0 E 0 .
For concreteness, we list here the values of these quantities for N 2 at normal pressure, used in the simulations ͓8,9͔
͑2.8͒
E 0 Ϸ200 kV/cm, e Ϸ380 cm 2 /Vs.
We now introduce dimensionless quantities by defining rϭR␣ 0 , ϭt/t 0 , qϭ͑n ϩ Ϫn e ͒e/q 0 , ϭn e e/q 0 , jϭϪj e e/͑q 0 v 0 ͒, EϭE/E 0 .
͑2.9͒
Note that with our definition, j now plays the role of a dimensionless charge current. If we furthermore introduce the dimensionless diffusion coefficient D as
we obtain what we call the streamer equations
where " denotes the gradient with respect to the dimensionless coordinate r, and where the ''ionization function''
is assumed to vanish at zero field. Townsend's expression ͑2.6͒ yields
In general, we will treat an ionization function with the properties ͓37͔ f ͑ 0 ͒ϭ0ϭ f Ј͑0͒ and f Ј͉͑E͉͒у0 for all ͉E͉.
͑2.17͒
The dimensionless equations ͑2.11͒-͑2.14͒ now depend on only one internal parameter, the dimensionless diffusion coefficient D. For the values used in ͓8,9͔ for N 2 under normal conditions, DϷ0.1, while according to the data given by Raizer ͓3͔, for Ne and Ar, DϷ0.3. We believe that typical values are generally in the range 0.1-0.3, since in the approximation ͑2.7͒, ␣ 0 /E 0 ϷI/e and since the ratio D e / e appears to be commonly of the order of volts for large fields, while I is typically of the order of several electron volts.
We are now able, solely on the basis of the dimensional analysis above, to make a first semiquantitative prediction about streamers. We will in practice be interested in external fields E ϩ ϭO(1) ͑for E ϩ Ӷ1 and ␣ 0 Ϫ1 on the order of micrometers, the electron avalanche process becomes much too ineffective for streamer fronts to develop at reasonably small distances; also our scale separation approach discussed in the Introduction might break down͒. We can therefore expect that, for D values Շ1, as is the case for N 2 , front widths will be of order ␣ 0 Ϫ1 , and that in addition the reduced electron density Ϫ far behind the front on the inner scale will be of order unity as well. This leads one to expect electron densities in the streamer body on the order of 10 14 cm Ϫ3 , in agreement with numerical findings.
III. HOMOGENEOUS SOLUTIONS AND THE CONCEPT OF FRONTS
A. Homogeneous states and their stability
The first task, when studying in general the propagation of a front, is to identify the nature and stability of the states that the front connects. We expect the invading state, here the ionized one created by the front, to be stable ͓38͔, while the invaded state can in general either be metastable or unstable. Physically, we of course expect the nonionized state to be unstable in a nonvanishing field in the present model. ͑In an attaching gas forming also negative ions, it is conceivable that the nonionized state is metastable for not too strong fields.͒ Equations ͑2.11͒-͑2.14͒ immediately yield that stationary homogeneous states simply are solutions of f ͉͑E͉͒ϭ0.
͑3.1͒
So, these stationary states decompose into two families, as follows.
͑i͒ Nonionized states, with ϭ0, E arbitrary: Since the density of free electrons vanishes, no ionization can occur, whatever the value of E is. If also the density of ions vanishes, "•Eϭ0. Since these states correspond to the physical situation far ahead of the front, we label them ͑ϩ͒. Moreover, since we will need in particular the case in which the field ahead of the front is constant, we take E ϩ ϭconst. ͑ii͒ Completely screened states, labeled (Ϫ), with Eϭ0, Ϫ arbitrary ͓39͔: Whatever the electron density, for Eϭ0 impact ionization does not occur and thermal energy is much too small to permit ionization.
Since the steady states we consider as well as the equations of motion are translation invariant in space and time, the eigenstates of the linear perturbations are Fourier modes of the form ͩ ␦͑r,t͒ ␦E͑r,t͒
We first investigate the linear stability of the nonionized state ϩ ϭ0. Upon linearizing the equations about the zeroth order values ( ϩ ϭ0, E ϩ ), we find two branches of modes. ͑a͒ The first, trivial branch is a zero mode (ϭ0), with 1 ϭ0, expressing that the electron density remains zero. This zero mode accounts for the degeneracy of the nonionized states, i.e., for the fact that there exists a ͑ϩ͒ stationary state for each value of E ϩ . ͑For E ϩ const, these zero modes express the degeneracy of all steady states with q ϩ ϭ"•E ϩ for any ion density q ϩ as long as the electron density ϩ vanishes.͒ ͑b͒ The second branch of perturbations is associated with fluctuations carrying a finite electron charge; its dispersion relation is
The first term on the right-hand side of Eq. ͑3.3͒ simply expresses the fact that the electrons drift, to first order, in the electric field E ϩ with velocity (ϪE ϩ ). The real part Re ϩ , the sign of which determines whether fluctuations decay or are amplified, contains a destabilizing term, expressing that any small electron density fluctuation is amplified at rate f , and a stabilizing term, due to the diffusive spreading of electron charges. For
: nonionized states are unstable against long-wavelength perturbations.
We note that the single Fourier eigenmodes ͑3.2͒ violate individually the physical constraint that be positive everywhere. But Eq. ͑3.3͒ also determines the time evolution of physically allowed fluctuations ͑wave packets͒ that are superpositions of these eigenmodes. For example, one easily deduces from it Lozanski's expression ͓40͔ for the time evolution of a Gaussian-shaped small electron density with arbitrary constants c 1 ,c 2 Ͼ0,
as long as linearization around the nonionized state holds. As expected, the center of the spreading packet drifts with velocity ϪE ϩ , while the total number of electrons it contains is amplified at rate f and the wave packet stays Gaussian, with time-dependent width c 2 ϩ4D. Such ionization modes derived by linearizing around the nonionized state are known as electron or ionization avalanches in the gas discharge literature.
We now perform the same linear stability analysis for the completely screened states ( Ϫ ϭconst, E Ϫ ϭ0). The fact that f Ј(0)ϭ0 from Eq. ͑2.17͒ assures that the linear perturbations are not affected by ionization; the dynamics thus evolves with conserved particle densities. Again, due to the existence of a continuous family of screened stationary states, parametrized by Ϫ , the spectrum contains a branch of ϭ0 modes. For the nontrivial branch, the dispersion relation is given by Ϫ ϭϪ Ϫ ϪDk 2 , ͑3.5͒
while the eigendirection of such a perturbation is given by
Since ( 1 ϩq 1 ) is the dimensionless ion density of the linear mode, Eq. ͑3.6͒ simply expresses the fact that ions are completely immobile in our model. Equation ͑3.5͒ expresses the fact that the completely screened (Ϫ) states are stable, the decay of perturbations being due to the added stabilizing effects of overdamped plasmons (Ϫ Ϫ ) and electron diffusion. The k→0 limit of the plasmon mode leads to dielectric screening ͓41͔.
B. The mechanism of front creation
Let us now investigate the dynamical evolution of an initial state in which the electron and ion densities vanish everywhere except in a small localized region. An example of such localized initial conditions is an initially Gaussian electron density, as in the simulations ͓8,9͔ -under what circumstances initial conditions are sufficiently localized will become clear later. As long as the electron and ion densities are small enough, we can neglect in linear approximation the changes in the field as we did above when linearizing about the nonionized state. As a result, both densities will grow due to impact ionization. If this were the only mechanism, the space charge would remain unchanged and the ionization would continue indefinitely. However, the electrons are mobile, and at the same time they start to drift in the direction opposite to the electric field E. If we neglect for the moment the diffusion, this drift has two effects. First of all, the electrons start to drift in the direction of the anode. Impact ionization then starts in previously nonionized regions as well, so the ionized region expands towards the anode. Second, as the electrons drift while the ions stay put ͑on the fast time scale͒, a charge separation occurs which tends to suppress the field strength in the ionized region. When the size of the initial perturbation and/or the time during which the avalanche has built up are large enough, the screening of the field becomes almost complete in the ionized region so that ionization stops there. The behavior in this region can be described by linearizing around the screened state as was done above. After an electrically screened body of the ionized region has developed, the initial ionization avalanche is said to have developed into a streamer. Thus streamer fronts are strongly nonlinear and determined by two competing mechanisms, which dynamically balance each other: the ionization process which is strongest at the leading edge and the screening of the field due to the free charges which increases towards the rear end of the front. This balance also explains our finding that the ionization length and the screening length in the plasma behind the NSF are of the same order of magnitude for field values that are not too small. Technically speaking, the challenge in constructing the full front is to connect the two regimes linearized about the homogeneous states in an appropriate way through the nonlinear regime of the front.
In the above discussion, we have neglected electron diffusion. In this case the NSF propagates towards the anode with a velocity that is at least the drift velocity of the electrons in the local electric field. The PSF, in contrast, is moving in the direction opposite to the drift of the only mobile species, the electrons. Its space charge is formed by the ions staying put, while the electrons are drawn into the ionized body. Propagation of a PSF is therefore only possible if the electron diffusion current overcompensates the drift current. This in turn implies that if the diffusion coefficient D is small, electron density gradients must be extremely steep. From this discussion it already becomes evident -and we will derive this below -that for an NSF, diffusion is a small correction for DӶ1, since drift and diffusion currents are acting in parallel directions. In PSF, however, diffusion has to overcome the drift, and as a result in this case the limit of vanishing diffusion is very singular. We will see in Sec. IV that this manifests itself through the emergence of a new inner length scale D/␣ 0 ϭD e /( e E 0 ), the diffusion length associated with the electron drift velocity.
Of course, a charged front only screens the normal component of the electric field. This is why electric screening is efficient in the head of the streamer, while the field penetrates in the body of a single streamer in the simulations ͓8,9͔. Our planar front analysis thus serves as a first approximation for the mechanisms in the moving tip of the streamer finger.
C. The one-dimensional streamer equations
Let us now restrict our analysis to the case of plane fronts perpendicular to a constant electric field. Of course, in practice planar streamer fronts will be unstable to deformations along the front ͑very much like in the Mullins-Sekerka instability in crystal growth ͓20͔͒, but as explained in the Introduction, the planar front analysis is a first step towards understanding the dynamics on the inner length scale ␣ 0 Ϫ1 and time scale t 0 . As such, it is the first basic ingredient for deriving an effective interface model on scales ӷ␣ 0 Ϫ1 . We choose the x axis as parallel to the field and perpendicular to the planar front so that EϭEx and ٌϭx‫ץ‬ x . From the point of view of matched asymptotic expansions, the electric field in the nonionized region before the front will vary adiabatically slowly on the ''inner'' time scale of the front, the time scale on which the front propagates over a distance comparable to its width, because the length scales of the outer problem determining the changes of E are assumed to be much larger than the inner scale ␣ 0 Ϫ1 . For our study of the inner problem, we thus take the asymptotic field value E ϩ in the unionized region constant in time. Furthermore, we will use the convention that the nonionized initial state into which the front propagates is at the right towards large positive values of x, so that there
which motivates now the use of the superscript ϩ. We emphasize again that ''x→ϩϱ'' should be interpreted on the length scale ␣ 0 Ϫ1 of the inner problem in the sense of matched asymptotic expansions ͓13,14͔. Far behind the front, i.e., for x→Ϫϱ, the discussion of Sec. II leads us to expect a homogeneous stable state
Which value Ϫ will be dynamically selected and what the corresponding front velocity and profile are, for a given fixed value of the electric field E ϩ before the front, is the selection problem we aim to solve.
The boundary condition ͑3.7͒ allows an important simplification of the equations in one dimension: If we insert Eq. ͑2.13͒ into ͑2.12͒ and integrate, we obtain
where h() is an arbitrary function of time which is constant in space. In view of the boundary condition ͑3.7͒, h() vanishes at x→ϱ and thus everywhere. For planar fronts, the model Eqs. ͑2.11͒-͑2.14͒ then reduce to
with space charge and electric current determined by qϭ‫ץ‬ x E and jϭEϩD‫ץ‬ x . ͑3.12͒
We will refer to Eqs. ͑3.10͒ and ͑3.11͒ as to the onedimensional streamer equations. They are the basic equations of this paper, on which the rest of our analysis will be based. Equation ͑3.11͒ implies that the field decays behind the front, if no strong density gradients act against it. As we shall see later when we will discuss our simulation results in Sec. VI, such strong density gradients often occur during the transient regime before a PSF emerges. Once, however, a front has approached an approximately uniformly translating state, the electron density Ϫ behind the front is almost homogeneous and the field behind the front then decays to zero on a time scale 1/ Ϫ according to Eq. ͑3.11͒. Note that the local decay of the field for any nonzero electron density is due to electrodynamics of conserved quantities that continues also after the impact ionization has been suppressed.
We finally note that in the limit where the diffusion is small (DӶ1), it is easy to identify the crossover time from the linear avalanche regime to that of streamer propagation in the case that the initial electron density is small and nonzero only in a very narrow localized region. As explained in the beginning of this section, in the avalanche regime we can neglect the changes in the background field E ϩ due to the build-up of the charges. The evolution of the electron density is then described by the linearized version of Eq. ͑3.10͒, a linear equation with drift, diffusion, and growth. Hence, if the initial electron density is, e.g., Gaussian, the electron density will, according to Eq. ͑3.4͒, remain a Gaussian profile, whose maximum drifts with a velocity ͉E͉ in the direction opposite to the field and whose amplitude grows exponentially as exp"f (E ϩ )…. In other words, if the total initial electron charge is N e (0)ϭ͐dx(x,0), then the total number of electrons in this avalanche regime grows as N e ()ϭN e (0)exp"f (E ϩ )…. Likewise, the total ion charge grows exponentially, but if both the diffusion constant and the width and amplitude of the initial perturbation are small, the electron drift will separate the negative electron charge and the positive ion charge almost completely. The crossover to the nonlinear streamer regime will therefore occur when the total charge in the positively and negatively charged regions is big enough that screening of the field becomes appreciable, i.e., at a time c when
͑3.13͒
IV. UNIFORMLY TRANSLATING FRONT SOLUTIONS
Above we already have introduced the idea that fronts asymptotically approach some shape, which is independent of the initial conditions. This is based on our experience ͓21-25͔ with other examples of front propagation into unstable states that the front will acquire some asymptotic shape and velocity in the long time limit, which will be the same ͑''universal''͒ for a large class of ''sufficiently localized'' initial conditions that comprise most physically relevant initial states. This property is often referred to as the front selection problem. Our subsequent analysis will therefore follow the usual strategy in examples of this type: We will first show in this section that there generally is a oneparameter family of front solutions. In Sec. V we then summarize our present understanding of the front selection problem, and on the basis of this predict the properties of the selected streamer front. The numerical simulations that confirm our predictions are presented in Sec. VI.
Uniformly translating fronts with velocity v are stationary in a coordinate system moving with velocity v. If we denote this comoving coordinate by ϭxϪv, the partial differential equations ͑PDE's͒ ͑3.11͒ and ͑3.12͒ in this coordinate system become
A front translating uniformly with velocity v in the fixed frame x is stationary in this comoving frame, ‫ץ‬ ͉ ϭ0ϭ‫ץ‬ E͉ . As a result, the corresponding front profiles are solutions of the ordinary differential equations ͑ODE's͒. ͑We continue to use partial differential signs ‫ץ‬ even though the uniformly translating solutions are functions of the variable only.͒
These equations are analyzed below. Both for Dϭ0 and for D 0, they admit solutions for a range of values of the velocity, so we are indeed faced with the question of front selection.
It is important to realize that not all the exact uniformly translating front solutions of these ODE's correspond to physically relevant solutions. In particular, any physical electron density needs to be non-negative (у0), but as we shall see the set ͑4.2͒ admits PSF solutions where goes negative. We expect these solutions to be unstable ͑in accord with the ''nonlinear marginal stability'' scenario ͓23͔͒, and also not to be approachable from an initial condition with у0. Hence they are neither dynamically nor physically relevant. Furthermore, note that in our model the ion density q i (ϭϩ) can only increase due to impact ionization ͓Eqs. ͑2.11͒ and ͑2.11͒ imply ‫ץ‬ q i ϭ f (E)у0͔. With our convention that the nonionized state is on the right, this implies that uniformly receding front solutions with vр0 are unphysical. We will therefore call a uniformly translating front solution physical if vϾ0 and ͑ ͒у0 for all .
͑4.3͒
A. D‫0؍‬ Front solutions
In contrast to the case D 0, where we can derive properties of uniformly translating fronts only either qualitatively by discussing flows in phase space or quantitatively by numerical integration, Eqs. ͑4.2͒ for Dϭ0 can be integrated explicitly. Doing so, we derive a simple explicit expression for the electron density Ϫ behind the front in terms of the field E ϩ before the front; this analysis generalizes an earlier result of D'yakonov and Kachorovskii ͓29͔, and explicitly illustrates the existence of a family of uniformly translating solutions. For NSF, these results extend smoothly to the case D 0: The electron density Ϫ (E ϩ ) derived for Dϭ0 will turn out to be a good approximation for DՇ1, and the small overshoot of at the rear end of the front visible in the three-dimensional simulations in Fig. 1͑c͒ , is also recovered for Dϭ0. For PSF, on the other hand, we will see that D acts as a singular perturbation, so that the class of Dϭ0 PSF solutions that we derive here is not relevant for the PSF selection problem for DՇ1.
The ODE's describing uniformly translating fronts for vanishing diffusion are found by putting Dϭ0 in Eq. ͑4.2͒. These equations then become
Upon insertion of the left-hand side of Eq. ͑4.5͒ for in the right-hand side of Eq. ͑4.4͒, this equation can then be expressed as a complete derivative by writing
For physical fronts with vϾ0 and у0 ͓see Eq. ͑4.3͔͒, we see from Eq. ͑4.5͒, that E is a monotonic function of , sgn"‫ץ‬ E͑ ͒…ϭ sgn q͑ ͒ϭ sgn E͑ ͒ϭ sgn E ϩ for all .
͑4.7͒
This allows us to use E as a coordinate instead of . According to Eq. ͑3.7͒, before the front at →ϱ the electron density vanishes, so ϩ ϭ͓E ϩ ͔ϭ0. Equations ͑4.6͒ and ͑4.7͒ together then determine as a function of E as
with the function
The function E ϩ͓ E͔ is nothing but the ion density, as can be deduced by inserting qϭ‫ץ‬ E into Eq. ͑4.5͒ and equating the charge density q with Ϫ. The ion density for Dϭ0 turns out to be a function of E and E ϩ only, and to be independent of the particular front shape parametrized by v.
The In physical terms, the condition vуϪE ϩ expresses that the velocity of uniformly translating fronts must be at least the drift velocity ϪE ϩ of free electrons in the leading edge of the front, where the field is strongest. ͓Remember that Eq. ͑4.7͒ implies that the field is monotonic in space.͔
For all values of v obeying the inequality ͑4.11͒, the solutions of Eqs. ͑4.8͒ and ͑4.10͒ are proper, physically allowable solutions for fixed E ϩ ; within the context of the present model, this illustrates a general feature of front propagation into unstable states, namely that there exists a family of front solutions parametrized by the velocity ͓42͔.
In Fig. 2͑a͒ , we plot the solution ͑4.8͒ for as a function of E for the fixed value of the velocity vϭ2 in the case that the impact ionization function f (E) is given by the Townsend expression f T (E) of Eq. ͑2.16͒ as in the numerical simulations ͓8,9͔. Note that in this representation, the state behind the front at ϭϪϱ corresponds to a point on the axis, and that the front solution (), E() is represented in this diagram by the flow along one of the trajectories towards either the positive E axis for PSF or the negative E axis for NSF for →ϱ. Note furthermore that overshoots the value Ϫ ͓ϭ(→Ϫϱ)͔ in the case of NSF. This property as well as the monotonicity of ͓E͔ and accordingly of () for positive fronts follows immediately from Eq. ͑4.8͒. For NSF, it can also be observed in the three-dimensional simulations of Vitello et al. ͓9͔, shown in Fig. 1͑c͒ .
The smallest E ϩ for which a front solution with vϭ2 is shown in Fig. 1͑a͒ , is E ϩ ϭϪ1.999. For this value of E ϩ , ͓E͔ continues to increase till EϷE ϩ and then suddenly decays to zero. A short analytical investigation of Eq. ͑4.8͒ shows that this behavior develops into a discontinuity of ͓E͔ at the point EϭE ϩ for vϭϪE ϩ . ͓E͔ then increases monotonically up to f (E ϩ ) for E↓E ϩ and then jumps to zero discontinuously at E ϩ . This shocklike behavior stays unchanged under a parameter change to (). It is further discussed and motivated in Sec. V.
An immediate consequence of Eqs. ͑4.8͒ and ͑4.9͒ for the electron and ion density is that the value Ϫ behind the front ͑where E→0) is a simple function of the value E ϩ of the field ahead of the streamer profile:
The virtue of this expression for the electron density Ϫ far behind the front, as well as of the expression ͑4.9͒ for the ion density throughout the whole front, is that it is independent of the velocity v, hence independent of whichever front profile is selected, provided that the limit D→0 is smooth. We shall see later that this Dϭ0 result remains relatively accurate for NSF fronts with DՇ1, and compare it to the results of the simulations ͓8,9͔ in Sec. VI. For PSF, on the other hand, the above result will turn out to be less relevant due to the nonperturbative nature of the limit D→0 in this case.
For the Townsend function f T (͉x͉) ͓Eq. ͑2.16͔͒ the function Ϫ (E ϩ ) can be expressed as
where E n (z) is the exponential integral ͓43͔.
We finally note that the second form of Eq. ͑4.13͒ shows that Ϫ approaches f T for large fields, since f T ӷE 1 for E ϩ ӷ1. For E ϩ of order unity, and f T are still of the same order, and this shows ͑for small D) that the growth rate ͑3.3͒ of long wavelength unstable modes in the nonionized state is comparable to the damping rate ͑3.5͒ of stable modes in the plasma behind a NSF. For small fields, the strict bounds on
, so that the approximate equivalence of these two time scales does not hold for E ϩ Ӷ1, but in the small field range our starting model is not very realistic anyway, because of the neglect of stabilizing recombination terms.
B. D 0 front solutions
For D 0, we cannot obtain the uniformly translating solutions analytically. Moreover, perturbation theory around the Dϭ0 case is not simply possible, as D appears in front of the highest derivative in Eq. ͑4.2͒, so the diffusion term acts as a singular perturbation. As a consequence, Eqs. ͑4.2͒ reduce to a set of two coupled first order ODE's for Dϭ0, while three are required for D 0. However, we can still easily demonstrate the existence of a one-parameter family of uniformly translating front solutions for D 0 through standard counting arguments for ODE's. Building on the results of such an analysis, the solutions can then be constructed by integrating numerically in a stable direction, using so-called ''shooting methods'' ͓44͔.
To perform the analysis, it is convenient to write the equations as a set of three coupled first order ODE's. There is some freedom for the choice of the third variable: The standard choice would be Јϭ‫ץ‬ , but for the discussion of the singular limit as well as for numerical stability, the charge density q has turned out to be the most convenient choice. The ODE's ͑4.2͒ then become
‫ץ‬ ϭϪ EϪvq
Just as we thought of the profiles for Dϭ0 as describing flow in a two-dimensional (,E) phase space, we can now think of Eqs. ͑4.14͒ as describing a flow in a threedimensional (,E,q) phase space. The velocity v just plays the role of a parameter in the flow equations, while again plays the role of a timelike variable -see the sketch in Fig.  2͑b͒ . The steady states of the full PDE's discussed in Sec. III correspond to fixed points of the flow: the points (,0,0) on the -axis are fixed points of the flow ͑4.14͒, that correspond to homogeneously ionized plasma states, while the E axis is a line of fixed points (0,E,0) each of which corresponds to a nonionized state with ϭЈϭ0 and E 0.
A uniformly translating front solution now corresponds to the existence of a trajectory in this phase space that starts at ''time'' ϭϪϱ on the axis and flows to the E axis for →ϱ. The multiplicity of such solutions ͑i.e., whether they exist as discrete sets, or, e.g., as a one-or two-parameter family͒ can be determined as follows. If we linearize the
FIG. 2. ͑a͒ Uniformly translating fronts for Dϭ0 and vϭ2
shown as flows in the two-dimensional (E,) phase space. Out of each point Ϫ on the axis, there is a PSF flowing to the right and a NSF to the left. Both reach the same value ͉E ϩ ͉ on the horizontal axis, which also is independent of v. Note that NSF have a maximum of within the front, while PSF have monotonic . Note, also, that no physical fronts ͑i.e., with у0 everywhere͒ reach a value E ϩ ϽϪvϭϪ2, in agreement with Eq. ͑4.11͒. (b) Sketch of a uniformly translating PSF and NSF for D 0 as a flow in threedimensional (E,,q) phase space. The thick curves indicate the trajectories, while the thin ones show their projection into the ϭ0 and qϭ0 planes. For fixed v, there is at each point of the axis still only one outgoing vector, which can be followed in two antiparallel directions. The E axis is fully attractive for EϾϪv and then always will be reached. be reached.
flow near an arbitrary point ( Ϫ ,0,0) on the axis by writing (,0,0) ϭ( Ϫ ,0,0) ϩA exp(Ϫ⌳ Ϫ ), we find the eigenvalue equation
The fact that there is a zero eigenmode is a consequence of the fact that the axis is a line of fixed points. For the two nontrivial eigenvalues ͓which correspond to the linearized modes ͑3.5͒ about the ionized and screened region by equating ik•xϭϪ⌳ Ϫ and Ϫ ϭ⌳ Ϫ v͔ we have
The eigenvalue ⌳ ϩ Ϫ is positive, and hence gives a decaying exponential; thus points along the corresponding eigendirection flow into the axis as increases. The eigenvalue ⌳ Ϫ Ϫ , on the other hand, is negative and hence corresponds to an unstable eigendirection, with flow away from the axis. This implies that at each point ( Ϫ ,0,0) on the axis, there is, for fixed v, a unique eigendirection (Ϫ⌳ Ϫ Ϫ ,1,⌳ Ϫ Ϫ )E 1 along which the flow is away from the axis. This flow can be followed in two antiparallel directions, determined by the sign of E 1 . The one flowing towards positive values of E is the beginning of a PSF front profile, the one flowing towards negative E is the beginning of an NSF profile. From these eigendirections, one derives that for PSF with field perturbations E 1 Ͼ0, the electron density decreases close to the axis, while for NSF it increases. Accordingly, before reaching ϭ0 for →ϱ, a NSF profile has at least one maximum of , while a negative one can be ͑and is͒ monotonic. This generalizes our result for Dϭ0, and is consistent with the findings of Vitello et al. ͓9͔ shown in Fig. 1͑c͒ . The physical origin of the maximum of in the rear end of the NSF profile is the screening of the field: Due to the low ionization rate in an already fairly suppressed field the ion density has already almost acquired its final value, so the electron density has to overshoot its asymptotic value Ϫ so as to make ‫ץ‬ EϽ0. The screening behind a PSF happens by suppressing the electron density faster than the ion density for increasing , and so there is monotonic.
Let us now investigate the stability of the flow near a point (0,E ϩ ,0) on the E axis. Upon linearizing the flow equations ͑4.14͒ and writing the dependence of the perturbations in the form exp(Ϫ⌳ ϩ ), we find the eigenvalue equation
Again, there is a zero eigenvalue due to the fact that the whole E axis is a line of fixed points. The two nontrivial eigenvalues are
͑4.18͒
These eigenvalues can be related to Eq. ͑3.3͒ in the same way as Eq. ͑4.15͒ could be related to ͑3.5͒. For vϩE ϩ Ͼ0, the real parts of these eigenvalues are always positive, so that both eigendirections are stable. In other words, for E ϩ ϾϪv, all points near the E axis flow towards this axisin slightly more technical terms, there is a two-dimensional stable manifold flowing into each of these points on the E axis. For E ϩ ϽϪv, the flow is away from the E axis, and fronts with vϩE ϩ Ͻ0 cannot be constructed. This generalizes Eq. ͑4.11͒ to D 0.
The existence of a one-parameter family of fronts with velocity vϾϪE ϩ can now simply be understood as follows. As we saw before, there is one unique PSF and one unique NSF trajectory flowing out of each point on the axis for fixed v and D. Since the flow defined by Eqs ͑4.14͒ is continuous, we can expect each trajectory to extend smoothly ͓45͔. Once the flow gets near the E axis, we know from the above analysis that the trajectory will be attracted completely to the axis, provided v is large enough. Thus, for each Ϫ and v, there will exist two unique trajectories, i.e., a unique PSF solution and a unique NSF solution. Since each of these trajectories flows into a unique point on the E axis, the flow equations implicitly define a unique relation of the form Ϫ ϭ Ϫ (v,E ϩ ) for each of the two types of fronts. For a given value of E ϩ , we thus have a one-parameter family of front solutions, parametrized by v.
There are two important properties of the front solutions associated with their asymptotic large behavior. First of all, we note that according to Eq. ͑4.18͒ the eigenvalues ⌳ Ϯ ϩ are only real for vуv*ϵϪE ϩ ϩ2ͱD f ͉͑E ϩ ͉͒.
͑4.19͒
This implies that the corresponding front profiles can certainly not approach the asymptotic state ϭ0 ahead of the front in a monotonic way for vϽv*: When the eigenvalues are complex, the front profiles have an oscillatory tail of the form exp͓Ϫ(Re⌳ ϩ )͔ cos͓(Im⌳ ϩ )͔. Clearly, this violates the physical condition that the electron density should remain positive, so solutions with ϪE ϩ ϽvϽv* are physically excluded: v* denotes, in the present case, the smallest velocity of physically allowable uniformly translating front solutions.
The identification of v* as a bound on the velocity of physically allowed front profiles depends only on the structure of the eigenvalues ⌳ ϩ associated with the linear flow near unstable states. There is a second, nonlinear, way in which the range of physically allowed values of v can be bounded. To understand this, note that for any vуv*, the asymptotic decay of () for →ϱ for a uniformly translating profile will be ͑ ͒ϭA Ϫ e Ϫ⌳ Ϫ ϩ ϩA ϩ e Ϫ⌳ ϩ ϩ ϩh.o.t.
͑4.20͒
with real coefficients A Ϫ and A ϩ . Here, h.o.t. stands for higher powers of the two exponentials generated when expanding the equations to higher than linear order in the variables. Clearly, the smallest eigenvalue ⌳ Ϫ ϩ governs the asymptotic decay of the profile provided A Ϫ 0. That A Ϫ will generically be nonzero for an arbitrary velocity v follows again from the counting argument above for the flow in phase space: Each PSF and NSF trajectory flowing out of a point on the axis is unique, and hence there is no freedom to impose an additional condition A Ϫ ϭ0 close to the E axis. Furthermore, the coefficients A Ϫ and A ϩ depend on the full global nonlinear behavior of the flow, and hence they depend implicitly on v.
There might exist, however, particular velocities v part Ͼv*, for which
For discussing these we invoke again a continuity argument for the front properties as a function of v. We expect a very slowly decaying, nearly homogeneous uniformly translating front solution to have a non-negative density everywhere, and to have a very large velocity, since the velocity of a profile is essentially inversely proportional to its slope in the limit of small slopes. ͓So indeed the roots ⌳ Ϫ Ϫ given by Eq. ͑4.16͒ and ⌳ Ϫ ϩ given by Eq. ͑4.18͒ vanish in the limit that v becomes large.͔ So for large v we expect to find physical solutions. These are characterized by A Ϫ Ͼ0 in the leading edge of the front. Decreasing v continuously, we either reach vϭv* smoothly with still A Ϫ Ͼ0, or we reach the first particular velocity, v 1 part , where A Ϫ vanishes. In the latter case, we expect by continuity A Ϫ (v)Ͻ0 for vϽv 1 part . This implies that then approaches zero from below, i.e., that the front solution is unphysical. Below the next v 2 part , we expect the electron density to develop two zeros and so forth. The largest v part , if it exists, thus plays the role of the nonlinear front velocity v † ͓24͔,
for a given E ϩ . ͓Note that if ⌳ Ϫ ϩ Ͻ0.5⌳ ϩ ϩ the higher order terms in Eq. ͑4.20͒ of order exp(Ϫ2⌳ Ϫ ϩ ) are actually larger than the second term exp(Ϫ⌳ ϩ ϩ ). This does not change our argument, though, as the prefactor of this second order term will vanish if A Ϫ vanishes.͔ At the velocity vϭv † or at any vϭv part , the flow in phase space approaches the E axis along the eigenvector where the flow is most rapidly contracting. The trajectory corresponding to the nonlinear front solution is therefore more appropriately referred to as a strongly heteroclinic orbit, where heteroclinic indicates that it is a trajectory from one fixed point to another one. The existence and properties of strongly heteroclinic orbits have recently been under active investigation ͓46͔.
Such a velocity v † , if it exists, bounds the continuum of velocities of physical uniformly translating solutions from below, and thus replaces the earlier bound v* derived from linearizing the equations in the leading edge of the front.
C. Nonlinear front solutions for PSF
For NSF, the bounding velocity v* given by Eq. ͑4.19͒ is always positive. Moreover, by integrating the flow equations ͑4.14͒ numerically and searching for particular solutions for which, according to Eq. ͑4.21͒, A Ϫ (v part )ϭ0, we have convinced ourselves that there are no such solutions for any D 0 and E ϩ Ͻ0. Hence, the smallest velocity of physical NSF solutions is always v*, for any value of the parameters.
For PSF, on the other hand, the situation is very different, Fig. 3 , as a function of D and E ϩ . Below the full line in this diagram, there exists indeed a nonlinear front v † Ͼv*, whereas above this line v* denotes the smallest velocity of physical front solutions. While these results have been obtained numerically, the existence of a single ͑unique͒ particular solution with A Ϫ (v part )ϭ0 in the limit D→0 can be demonstrated analytically. Since a full discussion of these results will be given elsewhere ͓47͔, we confine ourselves here to a brief outline of the arguments that also demonstrate the singular nature of these solutions for D→0.
If we take the limit D→0 with v fixed, assuming no nontrivial scaling of the variables , E, and q and of the spatial coordinate , Eqs. ͑4.14͒ can easily be shown to reduce to those studied in Sec. IV A for Dϭ0. Hence, we can recover in this way the family of front solutions obtained there. Any particular solution, on the other hand, for which A Ϫ (v part )ϭ0, decays according to Eq. ͑4.20͒ as exp(Ϫ⌳ ϩ ϩ ) as →ϱ. Since ⌳ ϩ ϩ ϰD Ϫ1 for D→0, such a particular front solution becomes extremely steep as D→0: its gradients diverge as 1/D so that the diffusion term can still overcome the drift term as D→0. That the velocity of such a solution must also have a nontrivial scaling in this limit can be seen from the third equation of Eq. ͑4.14͒, written in the form
͑4.23͒
Any nontrivial scaling of this equation in the limit D→0 can only occur if the first term between large parentheses remains of the same order as the other two, which diverge as 1/D. This is only possible if v scales as D. In this limit, the third term can then be neglected, and since ‫ץ‬ q has to change sign in the front region ͑as the charge density q vanishes as →Ϯϱ), there must be an intermediate value Ê ϽE ϩ of the field for which vϭD f (͉Ê ͉)/Ê . Now that we know the scaling of the spatial gradient of the velocity of such particular front profiles for D→0, one easily convinces oneself that the electron and charge density of these solutions must diverge as 1/D in this limit. To study the existence of such possible solutions, it is therefore convenient to introduce new variables and coordinates according to
with E and unchanged. In these new variables, the flow equations ͑4.14͒ become
The limit D→0 can now be taken simply by leaving out the term Dṽ q in the first and last equation. We will show elsewhere ͓47͔ that the resulting equations have one unique physical front solution thus fixing one particular value of the scaled velocity ṽ 1 , and in view of the scaling ͑4.24͒ and the scaling of the eigenvalues ⌳ Ϯ ϩ , this solution must have A Ϫ (ṽ 1 )ϭ0. This solution is therefore precisely the D→0 limit of the nonlinear front solution with velocity v † ϭṽ 1 D. Furthermore, since the limit D→0 is smooth for Eqs. ͑4.25͒, this shows that there exists a nonlinear front solution with v † Ͼ0 for any E ϩ and nonzero but small D. Due to the singular scaling ͑4.24͒, the corresponding front solutions are determined by ODE's that have a different structure from those studied for Dϭ0 in Sec. IV A, and therefore these nonlinear front solutions cannot be obtained perturbatively from the latter class of solutions -of course, the latter class of solutions still exists for D 0, in agreement with the counting arguments given earlier, but these now correspond to a singular limit of Eqs. ͑4.25͒. The significance of these nonlinear front solutions lies in the fact that they will turn out to be the selected fronts that dominate the dynamics of PSF in the physically important range 0.1ՇDՇ0.3.
The nonlinear front solution can be constructed numerically very easily by integrating Eqs. ͑4.25͒ using standard numerical ''double shooting'' routines ͓44͔. † /DϽE ϩ exp(Ϫ1/E ϩ ) that follows from the observations discussed after Eq. ͑4.23͒ above.
We finally note that our numerical routines have not only allowed us to obtain the results show in Figs. 2 and 4 , but have also enabled us to verify numerically all the statements made above about the multiplicity of solutions, the parameter ranges for physical fronts, the monotony properties, the singular behavior of the small D PSF limit, and the persistence of the family of front solutions for D→0.
V. SELECTION OF THE ASYMPTOTIC FRONT
A. Front propagation into unstable states
We have seen that the nonionized state into which the streamer fronts propagate is an unstable state, that the homogeneous weakly ionized plasma is a stable state, and that there is a family of uniformly translating front solutions connecting the two. The existence of a family of front solutions is a generic feature of front propagation into unstable states. We, therefore, briefly recall what is known in the literature for analogous problems and then translate this experience to the streamer problem. The prototype equation for studies of this type of front propagation is
where g(u) is some nonlinear function which satisfies g͑0 ͒ϭ0, g͑1͒ϭ0, gЈ͑0͒Ͼ0, gЈ͑1͒Ͻ0.
͑5.2͒
Note that these relations imply that the ''state'' uϭ0 is unstable, and that the ''state'' uϭ1 is stable. The study of the propagation of fronts into the unstable state uϭ0 in this equation dates back to the early work of Kolmogorov et al. 
plane yields the solid curve in the phase diagram of Fig. 3 , while the zeros of v* determine the dotted curve in Fig. 3. the tip of the front͒, while for general g(u), v f approaches either v* or some v † Ͼv*. We refer to the literature for a detailed discussion of this work ͓31,32͔.
The velocities v* and v † of the above problem directly correspond to our v* ͑4.19͒ and v † ͑4.22͒, since they are also the smallest velocities, which still allow for uniformly translating fronts with uу0 everywhere. So if u is interpreted as a population density or a chemical concentration, the selected front for every sufficiently localized initial state is the slowest physical uniformly translating front. In other interpretations no physical constraints bind u to positive values. Nevertheless the selected velocity stays the same. In this case, one can prove that every front with smaller velocity is dynamically unstable ͓21͔, i.e., that the selected front is marginally stable. The slowest physical or stable solution, which is selected, coincides with the steepest physical or stable one.
In the last decade, it has been recognized that several aspects of the front selection problem encountered for the nonlinear diffusion equation ͑5.1͒ seem to have more general validity. Certain scenarios, justified by heuristic arguments but lacking a detailed mathematical proof, were formulated and numerically tested on more complicated PDE's that were often of higher order in the spatial derivatives ͓49,21-25͔. Some of the equations studied lead to nonuniformly translating fronts that leave a nontrivial spatially periodic state behind ͓49,21,23,24,50͔. A particular scenario is the one distinguishing between the so-called linear marginal stability regime where v f ϭv* and the nonlinear marginal stability regime where v f ϭv † ͓21-24͔. These names stem from the fact that in this formulation, the two regimes of front selection are related to the stability properties of the front solutions -in both cases, the selected front separates stable front solutions from unstable ones. Applied to Eq. ͑5.1͒, this scenario just provides an intuitive explanation of all the wellknown mathematical results. For plasma physicists, it is worth mentioning that dynamics in the linear marginal stability regime is related to that determined by the ''pinch point analysis'' which was developed in plasma physics in the late 1950s ͓51,52,23͔.
B. Predictions for streamer fronts
By extending the arguments in the appendix of ͓23͔, one may show that in the streamer case just like in the case of the above problem ͑5.1͒, all physical solutions, i.e., all solutions with у0 resp. uу0 everywhere, are stable. For a detailed discussion, we refer to ͓47͔. It can be argued ͓22,23͔, and proven for Eq. ͑5.1͒ ͓21͔, that a sufficiently localized initial condition will approach the physical uniformly translating front, which is closest in ''phase space,'' i.e., the steepest one. Both for Eq. ͑5.1͒ and for the streamer equations, the steepest uniformly translating physical front is uniquely defined. It is also the slowest one.
We can immediately prove this when initially (x,ϭ0)ϭ0 for xϾx c for streamer fronts with Dϭ0: In general, there is a front solution for every vуmax͓0,ϪE ϩ ͔, but now the only way in which the electrons can enter the range xϾx c is through electron drift with velocity ϪE ϩ . Clearly, therefore, the asymptotic front speed of a NSF can only be ϪE ϩ , while a PSF cannot propagate at all. If the initial electron density, however, decays exponentially, the local electron density grows by drift and ionization, and the front can move quicker than ϪE ϩ Ͼ0 for a NSF.
For D 0, we will here only conjecture the analogous statements as follows, and we will test them numerically in Sec. VI.
͑i͒ Selected front velocity. If the initial conditions are sufficiently localized, the selected front is the slowest physically acceptable front solution, i.e., the slowest front profile for which ()у0 for all . In view of the discussion of Sec. IV, this means that the selected front velocity v f is predicted to be
except when there exists a nonlinear front solution satisfying Eq. ͑4.22͒. In that case,
Note that the result ͑5.3͒ (v* is the linear marginal stability value in the terminology of ͓22,23͔͒ is an explicit expression for v f in terms of parameters associated with the linear instability of the unstable state only. On the other hand, the existence of a nonlinear front and the value of v † ͑the nonlinear marginal stability value͒ depends on the whole nonlinear behavior of the flow equations ͑4.14͒.
͑ii͒ Localized initial conditions. Initial conditions are sufficiently localized if their spatial decay is faster than the asymptotic decay associated with the smallest eigenvalue of the selected profile, i.e., if ͑x,ϭ0 ͒ϽCe
depending on whether the selected front is v* or v † . Here C is an arbitrary constant, and ⌳ Ϫ ϩ (v*) ͓ϭ⌳ ϩ ϩ (v*)͔ and ⌳ Ϫ ϩ (v † ) are given by Eq. ͑4.18͒. ͑iii͒ Nonlocalized initial conditions. If an initial condition does not obey conditions ͑5.5͒ or ͑5.6͒, faster front speeds are possible. In particular, if initially (x,ϭ0) ϳexp(Ϫ⌳x), with ⌳Ͻ⌳ Ϫ ϩ (v*) or ⌳Ͻ⌳ Ϫ ϩ (v † ), whichever regime applies, then the front speed is given by
which is obtained by solving Eq. ͑4.17͒ for v in terms of ⌳.
We now combine the analytic and numeric findings from Sec. IV with the selection rules above to quantitative predictions for asymptotic fronts, which evolve from sufficiently localized initial conditions, in the case that the impact ionization is given by the Townsend expression ͑2.16͒.
NSF. For NSF, we numerically have not found any nonlinear fronts for any D and E ϩ , so our simple yet powerful prediction is that for NSF v f ϭv* with v* given by Eq. ͑5.3͒. In principle it is possible that for ionization functions f (E) other than the Townsend function ͑2.16͒, there can be nonlinear front solutions also in the NSF regime. In practice, we expect, however, that this will not be the case for physically reasonable functions f (E), i.e., for functions consistent with Eq. ͑2.17͒.
Once the predicted velocities are known, the value Ϫ of the electron density behind the streamer head is obtained from the numerical integration of the flow equations. The results of these calculations are shown in Fig. 5͑a͒ . Since for NSF, the limit D→0 is smooth, also Ϫ depends only weakly on D for DՇ1, so that the Dϭ0 prediction ͑4.13͒ is quite accurate for realistic values of the diffusion coefficient.
At the predicted values of the selected front velocity, the width of the front region can be obtained directly from our numerical solutions of the flow equations. We have somewhat arbitrarily defined the width w as the distance between the points where is 90% and 10% of the value Ϫ . As Fig.  6 shows for NSF fronts with Dϭ0.1, this front width is typically of order 3 for field values of order unity. This confirms again that in the small D limit the impact ionization length ␣ 0 Ϫ1 sets the inner scale of streamer fronts. Furthermore, we find that our numerical data are well fitted by the expression wϷ6/⌳ Ϯ ϩ (v*), which shows that the front width simply scales with the spatial decay rate ⌳ ϩ ϩ (v*) ϭ⌳ Ϫ ϩ (v*) of the streamer profile in the leading edge. NSF fronts always have a maximum of the electron density within the front.
PSF. As we saw in Sec. IV, for PSF with DՇ0.9, there always is a nonlinear front solution with velocity v † Ͼv*. The prediction is that in this range the selected front solution is the nonlinear front solution, i.e., v f ϭv † . Values of v † as a function of D and for several values of E ϩ were already given in Fig. 4 . We also saw before that these nonlinear front solutions are singular in the limit DӶ1, where
The resulting predictions for Ϫ are shown in Fig. 5͑b͒ . The fact that the dimensionless inner decay length of these nonlinear fronts scales as D implies that the physical decay length of such solutions is D/␣ 0 ϭD e /( e E 0 ), i.e., is given by the electron diffusion length. However, since simultaneously the electron density Ϫ diverges as 1/D, the total front width w defined above still approaches a finite limit as D→0 in units of the ionization length ␣ 0 Ϫ1 . We finally note that the front propagation problem posed by the one-dimensional streamer equations has a number of interesting differences and similarities with the Aronson Weinberger front propagation problem ͑5.1͒. In particular, it can be hoped that techniques of strict bounds developed for the time development of these fronts ͓31͔ as well as for the nonlinear front velocity v † ͓46͔ might be also applicable to planar streamer fronts.
VI. NUMERICAL TESTS OF THE PREDICTIONS
We have tested the predictions listed in Sec. V by numerically integrating the PDE's ͑3.10͒ and ͑3.11͒ forward in time. Our computer program is a finite difference code with a time integration which is based on a semi-implicit method.
We have performed an extensive search through parameter space, varying D between 0.02 and 3, and ͉E ϩ ͉ between 0.3 and 10. All our numerical studies of the dynamics fully confirm our predictions for fronts, and therefore we only present a sample of our results that illustrate the important features.
All the simulations of the initial value problem, which we present in the remaining figures, have initially a field EϭϪ1 constant in space. We keep the field constant in time in the nonionized region. The simulations of Figs. 7-10 start with the same localized initial ionization seed, a Gaussian profile for the electron density, ͑x,tϭ0 ͒ϭ0.01 expϪ͑xϪx 0 ͒ 2 . Figure 7 shows a run for Dϭ1 and times tϭ0 -130 in time steps ⌬tϭ2. As can be seen, the small ionization seed near x 0 ϭ50 initially grows while drifting to the right in accord with Eq. ͑3.4͒. At time tϭO (20), the ionization is strong enough that field saturation sets in and two asymmetrically propagating fronts emerge. The one propagating to the right develops into a uniformly propagating NSF with velocity v*ϭ2.21 ͓53͔ and degree of ionization behind the front Ϫ ϭ0.130. The maximum value of in the rear part of the front is max ϭ0.150. At the same time, a structure develops on the left, which at time tϭ130 has not yet reached a stationary form, and which eventually will develop into a PSF. ͑Note that propagation to the left into a negative field ϪE ϩ corresponds to a PSF front moving to the right towards x→ϱ in a field ϩE ϩ .͒ How the PSF actually reaches a uniformly translating profile is shown in Fig. 8 , where the development for x 0 ϭ150 and otherwise identical initial and boundary conditions is followed in time steps of ⌬tϭ10 during the time tϭ0 -500. An asymptotic velocity of v † ϭ0.22 and a degree of ionization Ϫ ϭ0.43 is reached. Note the huge difference in the degree of ionization and in the front velocity already for the unrealistically large value of the diffusion constant Dϭ1.
The predictions from Sec. V for the selected uniformly translating fronts for Dϭ1 and E ϩ ϭϮ1 yield for the NSF v*ϭ2.213 and Ϫ ϭ0.129, and for the PSF v † ϭ0.2199 and Ϫ ϭ0.432. They thus correctly predict the simulations of the initial value problem shown in Figs. 7 and 8 within the accuracy given. Note that for the velocity v † of the PSF and for the degrees of ionization Ϫ both behind the PSF and the NSF, this fact also shows the relative accuracy of the two very different numerical methods used, while for the velocity v* of the NSF the numerical integration of the initial value problem exactly reproduces the analytic result.
As D decreases, both the structures within the fronts and the asymmetry between NSF and PSF become more pro- FIG. 7 . Numerical integration of the time evolution given by Eqs. ͑3.10͒ and ͑3.11͒ for Dϭ1.0 in a constant background field EϭϪ1 ͑numerical grid size ⌬xϭ0.1 and time step ⌬ϭ0.05, initial perturbation at x 0 ϭ50). Initial condition at tϭ0: small chargeneutral, ionized region of Gaussian shape depicted by the lowest line. Each new line corresponds to a time step ⌬tϭ2 and the upper line to tϭ130. ͑a͒ The electron density (x,t) initially grows and then, after field screening in the middle sets in, develops into a NSF propagating to the right and a PSF propagating to the left. ͑b͒ The electric field E(x,t) stays EϭϪ1 in the nonionized region and becomes dynamically screened to zero in the ionized region. Fig. 9 . The time range tϭ4000-8000 after an initial perturbation at tϭ0 and x 0 ϭ60 is shown in time steps of ⌬tϭ100. ͑Numerical grid size ⌬xϭ0.01 and ⌬ϭ0.5.͒ nounced. We illustrate this in Figs. 9 and 10 with the temporal development starting from the same initial perturbation as before, but now for Dϭ0.1, the value corresponding to the parameter values of the earlier three-dimensional simulations ͓8,9͔. The time ranges in each plot are chosen appropriately for seeing the NSF and the PSF evolve into a uniformly translating state. Figure 9 shows a perturbation ͑initially localized at x 0 ϭ50) evolving during time tϭ0 -130 in time steps ⌬tϭ2. Except for the smaller diffusion constant and the stretched x axis, the situation is thus identical with that of Fig. 7 . The NSF on the right propagates with a somewhat smaller velocity v*ϭ1.39, leaving a slightly higher ionization Ϫ ϭ0.147 behind. The maximum max ϭ0.199 is relatively higher, since diffusional smoothening of structures is less pronounced. On the time scales of Fig. 9 , the left front does not propagate, but retracts into an apparently immobile structure. The electrons drift with the field into the ionized region, leaving a layer of screening ions behind. Thus the electrons and the field are almost separated such that ionization on this side almost cannot occur. Eventually few electrons will reach the nonzero field region by diffusion and slowly will build up a higher ionization and ultimately a propagating PSF. That a PSF actually emerges is shown in Fig. 10 . Only times tϭ4000-8000 in time steps of ⌬tϭ100 after the initial perturbation at tϭ0 and x 0 ϭ60 are shown. We finally show in Fig. 11 the evolution of streamer fronts starting from nonlocalized initial conditions, i.e., not obeying the bounds ͑5.5͒ or ͑5.6͒ for Dϭ0.1. We used an initial electron density profile (x,tϭ0) ϭ0.01/"2 cosh⌳ (xϪ200) Figs. 9 and 10, the only difference being the extended initial perturbation.
The simulations confirm that streamer front propagation is indeed correctly described by the marginal stability scenario, which in the present case amounts to the statement that the slowest physical velocity is selected, whenever one starts from sufficiently localized initial conditions, just as for the simpler case ͑5.1͒.
VII. CONCLUSIONS AND OUTLOOK
The analysis in this paper fully supports the validity of an effective interface approach suggested by the results of the full three-dimensional simulations of Dhali and Williams and of Vitello et al. ͓8, 9͔ . This emerges from our detailed study of the associated one-dimensional problem, which yields the following results.
͑a͒ After a very brief stage of transient exponential amplification of the initial ionized seed, the growing streamer evolves into an electrically screened plasma body separating two narrow fronts which propagate into the nonionized outer region. We show that these two fronts correspond, for all practical purposes, to translating profiles which propagate independently. This entails that the separation of spatial scales between an inner front and an outer one, set by the global geometry, is indeed justified.
͑b͒ This enables us to draw upon the existing knowledge about front propagation into unstable states and thus to provide definite predictions about ͑i͒ the relationship v f (E ϩ ) between the velocity of a planar streamer front and the value of the electric field ahead of it, and ͑ii͒ the value of the degree of ionization of the plasma created by the front, Ϫ (E ϩ ). These predictions, although only valid as such in the absence of front curvature, still compare very favorably with the numerical results of Ref.
͓9͔. The two values of
Ϫ (E ϩ ) on the axis of Figs. 1͑a͒ and 1͑b͒ behind the curved fronts of the 3D simulations ͓9͔ ͑with the convention that E ϩ should be understood as the electric field value extrapolated from the external nonionized region to the front position͒ are plotted in Fig. 5͑a͒ . Without adjustable parameters our one-dimensional predictions for Ϫ (E ϩ ) are well within a factor of 2 from the 3D simulations. Likewise, the velocity values for v f (E ϩ ) even agree to about 20%. Moreover, our analysis shows that NSF and PSF propagate in this model and for realistic values of the reduced diffusion coefficient D, in a very asymmetric manner.
͑i͒ NSF rapidly reach a regime of uniform propagationtypically on the scale of several tens of time units, i.e., in less than 10 Ϫ10 s. Their velocity is slightly larger than the electron drift velocity in the field E ϩ . ͑ii͒ This is to be contrasted with the dynamics of PSF: For realistic D values, of order 0.1-0.3, they approach uniform translation considerably more slowly than NSF -typically on the time scale of 10 Ϫ8 s. Moreover, their asymptotic velocity is also much smaller than v f NSF . It obeys the inequality FIG. 11 . A nonlocalized initial condition with ⌳ϭ0.25 as described in the text; otherwise, the situation is like in Fig. 9 , and Dϭ0.1.
Finally, while the widths of PSF and NSF are comparable, the degree of ionization behind PSF is much larger ͑up to a hundred times for Dϭ0.1) than that behind NSF.
These results answer the question of whether PSF do or do not propagate, while explaining why the simulations of Vitello et al. ͓9͔ could not yield a definite answer -most probably because, although their total width is of order ␣ 0 Ϫ1 , their true inner length scale, as defined by the steepness of the profile, was too small to be resolved by their grid size. ͓Note that the apparent symmetry between PSF and NSF found in earlier simulations ͓8͔ is to be related to the fact that their propagation into a preionized medium ͑with initial electron density of 10 8 / cm 3 ) is studied, and possibly also due to the use of a poorly resolving grid.͔ It was observed empirically by Dhali and Williams ͓8͔ that in the three-dimensional simulations, the dielectric relaxation time in the plasma behind the front was of the same order as the intrinsic time scale set by the front motion. Our analysis shows that this was no accident: It is a manifestation of the fact that the balance of the growth mechanism ͑impact ionization͒ and the stabilization mechanism ͑screening͒ leads to a single time scale t 0 ϭ(␣ 0 e E 0 )
Ϫ1 for a NSF and for the relaxation behind it for fields of order E 0 . Since our dimensionless value of Ϫ is the inverse dielectric relaxation time, it is of order unity ͑or slightly smaller͒ for fields E ϩ ϷϪ1. Of course, the above results should only be considered as a first step towards a realistic treatment of streamer propagation. They will have to be developed and extended along two different directions, as follows.
͑i͒ Predictions of patterns within the present model and comparison with the simulations. Within the frame of the present continuous and fully deterministic model, here we have only considered the restricted case of a one-dimensional geometry. This enabled us to demonstrate that the concept of effective interfaces does apply to streamers. This approach will now have to be extended to the description of curved fronts. As also discussed in ͓19͔, one will then be equipped with a reduced formulation, valid on the outer scale, which will permit us to study real three-dimensional streamers as pattern-forming systems, as was done, e.g., for viscous fingers and dendritic solidification fronts ͓20͔. This should provide a direct approach to the question of dielectric patterns, alternative to the phenomenological DLA-inspired dielectric breakdown models ͓54͔.
͑ii͒ Possibly, extensions of the model will be necessary to predict real experiments. We have based our analysis on the minimal model as defined in Sec. II. It contains several restricting simplifications. A first step in the improvement of the model would be to include the field dependence of the transport coefficients D e and e . It is clear that this will not modify our qualitative analysis, as, e.g., the counting argument for the existence of front solutions in Sec. IV depends only on the linearization about the stable and unstable states. Moreover, the qualitative asymmetry between the NSF and PSF will persist as these result from the asymmetry of the electron drift. Quantitatively, the value of v*, the selected value of NSF, will simply be given by Eq. ͑5.3͒ with the transport coefficient and ionization rate evaluated at the field value E ϩ . The slow transient build-up and small speed of PSF could be affected quantitatively by ionic motion, but from this effect, we expect no major qualitative differences.
Finally, it should be kept in mind that our continuum equations are only valid on length scales larger than the mean free path l mfp . On the other hand, we find for the strongest field values appearing in the simulations ͑which are much larger than the values of the field across the gap, due to the enhancement near the streamer tip͒, that the front width decreases down to about ␣ 0 Ϫ1 Ϸ3l mfp in the approximation ͑2.7͒. In such limits, nonlocality of the transport and ionization effects begin to play a role. In addition, under these conditions, a typical volume of size l mfp 3 contains only of the order of 1000 electrons for the parameter values ͑2.8͒ used in the simulations. Fluctuations are then likely to become nonnegligible. In principle, treating these effects calls for a full kinetic description. This is probably out of reach for the moment, but one might want to mimic the main features of these effects by introducing stochastic terms in the equations. These also could mimic photoionization somewhat before the front due to photons released in the impact ionization events, or the natural homogeneous background ionization due to radioactivity and cosmic radiation. Investigation of their relevance for branching of dielectric breakdown patterns might help to understand the asymmetry between the macroscopic patterns of discharges propagating into a positive or a negative field ͓55͔.
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APPENDIX DIFFERENCES AND SIMILARITIES BETWEEN COMBUSTION AND STREAMER FRONTS
In the Introduction, we draw on the similarity between the streamer problem and other problems such as combustion, chemical waves, thermal plumes, phase field models, etc., to motivate the development of an effective interface approach. Of these problems, streamer propagation is most closely analogous to combustion, in that the strong nonlinearity of the reaction rates ͑the combustion rate and the ionization rate͒ is an important factor in giving rise to front development in flames and streamers, respectively. There are important differences as well, however, and since several interface techniques were originally developed in the context of combustion ͓11,12,17͔, we highlight some of the differences and similarities here.
͑a͒ In combustion the reaction rate depends strongly on the temperature, whose outer dynamics is governed by a diffusion equation of the form ‫ץ‬ t Tϭ" 2 T, while for streamers the ionization rate depends strongly on the field ͉E͉, with E the gradient of the potential ⌽ that obeys the Laplace equation " 2 ⌽Ϸ0 in the outer region where the total charge density vanishes. This field strength E varies strongly in the streamer front, since the increased screening resulting from the rising electron density suppresses E -and hence the ionization rate -to zero. In combustion, on the other hand, the temperature hardly varies throughout the combustion zone.
͑b͒ Combustion fronts are essentially fronts progating into a metastable state, because the front has to supply the heat that increases the temperature and hence the reaction rate, while streamer front propagation is an example of front propagation into unstable states, where the reaction starts for any nonvanishing electron density.
͑c͒ In a flame front typically the temperature remains high enough that all the reactions proceed to saturation: all the combustable material burns. The temperature difference between the flame front and the background is then essentially determined by conservation ͑conversion͒ of energy. In typical streamer fronts, on the other hand, the field E is suppressed long before saturation effects start to play a role, and hence the ionization level behind the front is set by the internal dynamics of the front rather than by conservation laws ͑i.e., the gas density͒.
͑d͒ The electron drift Ϫ e E has no clear analog in combustion.
͑e͒ Finally, the relevant asymptotic expansion for streamers is not quite like the ''activation energy asymptotics'' of combustion ͓11,12͔, since we consider here fields strengths that are comparable to the characteristic field scale E 0 of the ionization rate given in Eq. ͑2.6͒ before the front, whereas in combustion activation energy asymptotics is often appropriate since the flame temperature remains much smaller than the chemical activation energy. For streamers, an analysis like activation energy asymptotics is appropriate in the limit of small fields ͉E͉ӶE 0 . Of course, in streamers the rapid variation of the field E in the front region, and hence the rapid suppression of the ionization rate, looks, at first sight, similar to the suppression of the chemical reaction rate with decreasing temperature in flames. However, in flames this is due to the strongly nonlinear dependence of the reaction rate on temperature before the front ͑so that a slight suppression of the temperature reduces the reaction rate dramatically͒, while in streamers in large external fields of order E 0 this is due to the fact that the field itself is reduced significantly behind the streamer front, as a result of screening. . In practice, streamer dimensions are much smaller than l B , and hence the magnetic fields can generally be neglected. ͓36͔ S.K. Dhali and A.P. Pal, J. Appl. Phys. 63, 1355 ͑1988͒. ͓37͔ It is useful to realize that our model is inaccurate for small fields, since any nonzero electron density is unstable in our model for any field strength, due in particular to the neglect of recombination terms. A similar situation occurs in combustion; there, the exponential reaction rate is sometimes modified by introducing a so-called switch-on temperature, below which the combustion rate is zero. As discussed in ͓12͔, the results do not strongly depend on the switch-on temperature provided it is low enough, and an asymptotic expansion in fact nicely circumvents the introduction of this temperature. Similar observations hold for the streamer problem: A crude way to circumvent the introduction of recombination terms would be to introduce a threshold field E thr below which f (͉E͉) vanishes. Essentially all of our analysis applies to such cases as well, and the results do not depend sensitively on the value of this field. ͓38͔ One should be aware that it is possible that the state generated by the front is actually unstable or metastable. In such cases the front is usually followed by a second front invading the unstable or metastable state. See, e.g., K. Nozaki and N. Bekki, Phys. Rev. Lett. 51, 2171 ͑1983͒, and F.J. Elmer, J. Burns, and H. Suhl, Europhys. Lett. 22 399 ͑1993͒. ͓39͔ The discussion is easily generalized to the case in which the ionization function f (͉E͉)ϭ0 in an interval E͓0,E thr ͔ -compare Ref.
͓37͔. In this case, ionization is absent for any field EϽE thr , so that there is a larger multiplicity of stationary states of the model, and so that for fields below this threshold the dynamics is due to conventional electrodynamics with conserved particle densities. This generalization, however, does not affect our conclusions about front propagation qualitatively: It is easy to convince oneself that the state generated after long times by a propagating front is still the one with Eϭ0, since as long as the field behind the front is nonzero but of the same sign as E ϩ , charge is pumped into the streamer head from behind in such a way that the field jump across the streamer head increases in time. 
