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We concentrate on an ad hoc network model with nodes on integer lattice points over a 2D plane. We examine the limits of ad hoc
network performance for systems with antenna arrays capable of allowing both spatial multiplexing and directional processing.
Two cases are considered. In the first case, we consider “perfect” directional antenna arrays, in other words, each node can form
beams of infinitesimally narrow beamwidth. In this case, the throughput capacity of an ad hoc network is independent of the
network size. In the second case, we consider a more practical system where each node can form a fixed number of beams of finite
beamwidth. Our results show that the spatial multiplexing gains depend on the system size, antenna beamwidth, and number of
antenna beams. Furthermore, we show that spatial multiplexing gains oﬀsetting the interference-related performance degradation
can be achieved in ad hoc networks with thousands of nodes.
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1. INTRODUCTION
The application of multiple antennas at both the transmit-
ter and receiver sides of a wireless system for the purpose
of spatial multiplexing (simply put, spatial multiplexing in
this context means making use of multiple paths distinct in
physical space to deliver information from a source to the
corresponding destination) [1, 2] has been shown to have
the potential of achieving extraordinary bit rates. As a re-
sult, this topic has received significant study recently [3–10].
The issues of MAC/routing protocol design for ad hoc net-
works utilizing multiple antennas were also studied in [11–
17]. It should be noted that antenna arrays can implement
directional processing and beamforming in addition to spa-
tial multiplexing. When these approaches are suitably com-
bined, good network performance is achieved. However, the
majority of research has focused on point-to-point commu-
nications. Here we study spatial multiplexing at the network
level. Further, we assume the antenna arrays used for the spa-
tial multiplexing will also be used for beamforming.
We will study the uniform throughput capacity, or sim-
ply uniform throughput, which we define as the minimum
long-term average rate at which every node in the network
can transmit to its corresponding destination. The through-
put in wireless ad hoc networks is inherently limited by in-
terference since the nodes have to use the common wireless
channel in order to transmit diﬀerent information. The use
of multiple directed beams and spatial multiplexing cannot
completely eliminate the interference but, as we will see, can
greatly alleviate it, even if a small number of beams at every
node is used.
Previous results [18] have shown poor performance for
large ad hoc networks without spatial multiplexing. In this
paper, we will show that spatial multiplexing provides large
gains in throughput for small networks, and that while these
gains shrink for larger networks, there are still spatial multi-
plexing gains in networks with thousands of nodes.
In this paper, we consider a network consisting of n nodes
located on a square grid with periodic boundary conditions.
We begin by examining a simpler case of infinitely narrow
beamwidth where every beam is just a zero-width ray with
the origin at the transmitting node. We find that in this
case, the uniform throughput is upper bounded by Wg/2,
where W is the rate of point-to-point transmission along
a single beam, and g is the number of beams each trans-
mitter can form. Furthermore, we show that, under reason-
able assumptions, the uniform throughput of Wg/2 can be
achieved regardless of the network size (and the distance be-
tween sources and destinations). Next, we consider the case
of a finite angular beamwidth D where the beams are infinite





Figure 1: A node with 4 transmitting beams of angular width D.
two-dimensional cones with vertices at the transmitter. We
show that in this case the uniform throughput is bounded
from above by a quantity, that is proportional to Wg, and







the average of the longest g hops possible from a given node
without interference. Moreover, a fixed fraction of this upper
bound can be shown to be achievable. The result is that, al-
though the degradation of performance due to interference is
still present for the finite beamwidth case, the spatial multi-
plexing allows one to “postpone” the throughput from falling
below W (which is what the throughput would be for just a
single source-destination pair) until fairly large network sizes
(thousands of nodes for beamwidth of about 10 degrees and
no more than 10 beams) which makes practically large net-
work sizes entirely feasible.
The directional antenna assumptions used in this paper
are consistent with accepted results [19] that imply that an-
tenna arrays (smart antennas) can be used to form beams in
n diﬀerent directions if at least n antennas are available in an
array. Further, by proper spacing of the antennas and by em-
ploying more antennas, these beams can be made more nar-
row. Therefore, the number of antennas limits the number of
directional beams that each node may employ.
The rest of the paper is organized as follows. In Section 2,
we formulate the model used in the paper. Section 3 is de-
voted to evaluating the uniform throughput for both cases of
infinitely narrow beamwidth and finite beamwidth. Section 4
contains conclusions.
2. SYSTEM DESCRIPTION
In this paper, we evaluate the uniform throughput among
n = m2 nodes with each node located at a unique integer
point of the lattice Ω(m) = {(a, b) |a, b = 1, 2, . . . ,m} cov-
ering anm-by-m square region with periodic boundary con-
ditions (a torus).1 We measure all the distances below in L1
1 That is, as the coordinates are to be understood “module m.” More pre-
cisely, the nodes with coordinates (x + m, y) are identified with nodes
with coordinates (x, y) for y = 1, 2, . . . ,m + 1 and nodes with coor-
dinates (x,m + y) are identified with nodes with coordinates (x, y) for
x = 1, 2, . . . ,m + 1.
metric (“Manhattan distance”) in units of lattice space, un-
less noted otherwise.
We assume that each transceiver node is equipped with
an antenna array that can produce g antenna beams, each
with angular width D (see Figure 1) such that gD ≤ 2π.
Node-to-node transmissions on the torus are allowed only
in the “shorter” direction, that is, the largest horizontal and
vertical transmitting distance allowed by the model is m/2.
The latter requirement is used to imitate a real system with
boundaries while disregarding boundary eﬀects where they
can lead to unwanted complications.
A transmission from node i to node j along a beam bil ,
l = 1, 2, . . . , g, is assumed to be successful if 2
(1) node j lies inside the beam bil ,
(2) node j does not lie inside any other beam bkl′ closer to
the node k than the intended receiver.
If a transmission along a given beam is successful, the cor-
responding transmission rate is assumed to be equal to W .
We assume that if a node-to-node transmission is success-
ful, exactly one packet is transmitted.3 We use the full-duplex
assumption: a node can both transmit and receive up to g
packets simultaneously from diﬀerent directions (along dif-
ferent beams). Thus the maximum number of packets that a
node can simultaneously handle4 (either transmit or receive)
is equal to 2g.
Finally, we make the following assumption about the rel-
ative position of sources and destinations.
Assumption 1. We assume each source and destination are
separated by a distance m/2 lattice spaces in the horizontal
and vertical directions (and thus are separated by a distance
of m in L1 metric).
This assumption is used to simplify calculations, and by
removing the “randomness” from them, make it possible to
obtain quantitative results for networks of finite size as op-
posed to asymptotic results valid only in the limit n→∞.
In the following, we measure the throughput in units of
W . Thus in order to obtain the throughput in conventional
units of bits/s, all the following results should be multiplied
by W .
3. THROUGHPUT WITH SPATIAL MULTIPLEXING
In this section, we explore the uniform throughput for the
model described above.
2 This reception success model can be justified by assuming that nodes ex-
ercise power control so that the received powers are all the same.
3 Thus all packets are assumed to be of size Wδt, where δt is the time slot
length.
4 Note that, this is just an assumption made for the sake of convenience.
For a real system that cannot simultaneously transmit and receive due to
interference, the schedule described later in the paper can easily be modi-
fied so that each node’s transmissions and receptions are separated in time
(done in diﬀerent time slots) and the overall capacity will simply pick up
a factor of 1/2 compared to the results in this paper.
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3.1. General bounds on throughput of ad hoc
networks with spatial multiplexing
The uniform throughput of any network can be upper
bounded on the basis of just the number of successful trans-
missions per time slot and the average number of node-
to-node hops necessary to complete a source-to-destination
transmission. Assume that any successful node-to-node
transmission happens at a rate of W . Let s be the expected
number of distinct successful transmissions per node in a
time slot for the given transmission scheme. Also, let hia be
the number of hops it takes to completely reach the destina-
tion from the source node i when using the path5 a. Define
hi = min ahia to be the length of the shortest path between
node i and its destination. Finally, let h = (1/n)∑ ni=1hi be the
mean hop count of the shortest source-to-destination path
taken over all nodes in the network. Then a simple upper
bound on the uniform throughput can be obtained.
Theorem 1. For any transmission scheme, the uniform




Proof. Let us consider a large number T of time slots. Then
the total number of successful node-to-node transmissions
over these T time slots is
NT = snT. (2)
On the other hand, in order to obtain a throughput of at least
T for the source node i, one would need at least T hiT suc-
cessful node-to-node transmissions. Therefore, in order to
obtain a throughput of at least T for all n sources, the cor-
responding count of successful node-to-node transmissions
has to be at least
NTT = T T
n∑
i=1
hi = nT hT. (3)
It is clear then that we must have NTT ≤ NT , which implies,




In the following, we will be interested in transmission
schemes which allow for all nodes to successfully transmit
using all available beams in every time slot,6 that is, schemes
for which s = g. Consider a given node i. Let Vi be the set of
nodes such that if j ∈ Vi, then g nonoverlapping beams bil ,
l = 1, 2, . . . , g, originating at node i can be arranged in such
a way that
5 We need the path index since for multiple antenna systems it may be pos-
sible to simultaneously transmit information to the same destination us-
ing diﬀerent node-to-node transmission paths.
6 It is easy to show, using geometric arguments, that such schemes yield the
highest possible throughput.
(i) j ∈ bil for some value of l;
(ii) if k ∈ bil for k 
= j, then ri j < rik (where ri j is the Eu-
clidean distance between nodes i and j).
We will call nodes in Vi visible without interference, or vwi, to
node i.
Let Li be the distance between the source i and its desti-
nation. Also let li1, li2, . . . , li|Vi| be the distances from node i





j=1 li j be the mean of the g largest distances
li j , and let l
′ = (1/n)∑ ni=1l
′
i be the mean of the quantities l
′
i .
Then one can show that the uniform throughput T can be
upper bounded as follows. (Here L =∑ ni=1Li.)





Proof. Consider a long time period (measured in time slots)
T . During this time, in order to have a throughput of T for
all sources, the total information transport (i.e., information
transmitted over distance, measured in bit ·m) of
CT = nT LT (6)
would be needed.
On the other hand, let us compute the largest informa-
tion transport that can be achieved during the same time T .
If in every time slot every node uses all its beams for success-
ful transmission (thus transmitting to vwi nodes only), the








T = ngl′ T. (7)





Let us now explore the achievability of these upper
bounds. Let Assumption 1 hold. In addition, let us assume
that there exists a transmission scheme A such that
(i) every node in the network successfully transmits r
packets every time slot;
(ii) each path from a source to the corresponding destina-
tion is at most hmax hops long;
(iii) the paths from each source to destination are the same
(relative to the source and the corresponding destina-
tion) for every source node;
(iv) every node uses the same directions (hops) for its
transmissions in every time slot.
Then we can make the following claim.
Theorem 3. The uniform throughput achieved by the trans-




















Figure 2: Numerical evaluation of |Ω(ω,m)|/|Ω(m)|.
Proof. Due to symmetry between nodes (i.e., ensured by As-
sumption 1), the total number of source-destination paths
passing through every node is the same. The total number
of such paths is equal to rn, and the total number of links
in them is at most rnhmax . So, the number of paths passing
through every node is at most rhmax . Since every node can
send and receive r packets in every time slot, there exists a
schedule in which a node serves every path passing through it
at least once in hmax time slots. This means that every source
node can send its own packets at least once in hmax time slots
using all r beams. By the definition of throughput, this im-
plies that every source node can have a throughput of at least
r/hmax , which proves the theorem.
3.2. Infinitely narrow beamwidth
Let us first consider the case of infinitely narrow beamwidth,
that is, D = 0. In this case, the beams are just straight lines.
Given m and an arbitrary point ω ∈ Ω(m), let Ω(ω,m) be
the set of lattice points in Ω(m) that are vwi to ω. If the
beamwidth is infinitely small, a node is vwi to another node
as long as no other nodes lie on the line segment between
them. It is shown in [20] that, for a square (with boundaries)














This value can be thought of as the asymptotic fraction of
nodes that are vwi to an arbitrary node on the grid. In the
case of a torus, the number of nodes (lattice sites) that are
vwi to a given node is obviously the same regardless of the
lattice site ω. In fact, it is easy to see that for the network on











Figure 2 shows the minimum and maximum values for
the quantityΩ(ω,m)/Ω(m) for the square grid (with bound-
aries). We see that for a torus the ratio |Vi|/m2 always stays
above the limiting ratio 6/π2.
The following proposition shows that any node on the
torus can communicate with any other node7 in at most two
hops.
Proposition 1. Any node i can communicate with any other
node j in two hops so that node-to-node transmissions are be-
tween vwi nodes.
Proof. In order to prove the proposition, we only need to
show that the intersection of sets Vi and Vj is nonempty for
any pair of nodes i and j.






























∣ ≥ (2α− 1)n > 0, (14)
which proves the lemma.
We can now state the upper bound on the throughput of
a lattice ad hoc network with infinitely narrow beamwidth.
Theorem 4. The uniform throughput T for an ad hoc network





Proof. We use Theorem 1. In that theorem, s ≤ g, and, in
order to take advantage of the spatial multiplexing, one needs
at least 2 hops. So h ≥ 2, which proves the theorem.
As to the achievability of the upper bound, it could in
principle depend on the location of sources and destinations.
If, as we assumed, they all are separated by a distance of m/2
in both vertical and horizontal directions, then a transmis-
sion strategy employing 2 hops for all g paths from every
source to destination can be used. Then, as is easy to see, a
throughput of exactly g/2 for all source-destination pairs can
be achieved whenever |Vi ∩Vd(i)| ≥ g (where d(i) stands for
the destination of the source i). In other words, the necessary
and suﬃcient condition for the achievability of throughput
g/2 is the existence of at least g nodes that are vwi to both the
source and the destination. Any g of these nodes can be used
as relays. Thus we have the following theorem.
7 In any real network, a tradeoﬀ between the hop length and the error rate
(and therefore throughput) would be present. Within the approximation
adopted here we neglect these issues understanding that they would have
to be considered in order to obtain practically applicable results.
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Theorem 5. For the lattice ad hoc network with the source-
destination locations described in Assumption 1, the uniform
throughput of g/2 is achievable provided |Vi ∩Vd(i)| ≥ g.
On the other hand, from Lemma 1, we know that |Vi ∩
Vj| ≥ 2(α − 1)n for any pair of nodes i and j. It fol-
lows that the conditions of Theorem 5 are satisfied as long
as (2α − 1)n ≥ g. Noting also that, since the source-to-
destination relative locations are the same for all source-
destination pairs, all relay nodes will get the same number
of packets to forward, we have the following corollary.
Corollary 1. The uniform throughput of g/2 is achievable pro-
vided (2α− 1)n ≥ g.
3.3. Finite beamwidth
Now, let the beamwidth be D > 0. As we will see, in this
case the number of nodes that are vwi to a given node will
not grow with the network size. Instead, it will be dependent
on the beamwidth, resulting in the need for multiple hops in
order to reach the destination.
The following theorem establishes a connection between
the beamwidth D and the maximum distance Ĥ to a vwi
node.
Theorem 6. The maximum beamwidth D̂ that can be used to







and the maximum distance for a transmission without interfer-
ence given a beamwidth D is






for any H ≥ 3 and D ≤ 90◦.
Proof. Equation (16) can easily be seen to be correct for H ≤
4 by a straightforward enumeration of possibilities. In the
following, we consider the case H ≥ 5.
First, we show that D̂ ≤ arctan (1/H − 2) for any vwi
node at a distance H from the source. Let the source i be at
the origin. Due to lattice symmetry, it is suﬃcient to only
consider vwi nodes with coordinates (H − v, v) where v ≤
(H − 1/2) (the node with coordinates (H/2,H/2) cannot be
vwi unles H = 2). We consider cases v ≤ H/3 and v > H/3
separately.
Case 1 ≤ v ≤ H/3
For the node (H−v, v) to be vwi, the corresponding beam has
to “clear” the nodes with coordinates (H−v−1, v) and (H−
v− 2, v− 1). Let →ua and →ub be vectors with these coordinates,
respectively (see Figure 3). Let us denote the angle between






(H − v − 1, v) (H − v, v)
(H − v − 2,
v − 1)
Figure 3: In order for the node (H − v, v) to be vwi to the source
at the origin, the corresponding beam has to “clear” nodes (H−v−
1, v) and (H − v− 2, v− 1). In this figure, H = 10 and v = 3 so that
v < H/3.







(H − v − 1)(H − v − 2) + v(v − 1))2
(
(H − v − 1)2 + v2)((H − v − 2)2 + (v − 1)2) .
(18)




) = (H − 2)
2























We see that d1(v) ≤ 0 for v ≤ H − 2 and v ≥ 1. This implies
that cos2(θ0) − cos2(θ1) ≤ 0 in this range of v. We conclude
that θ1 ≤ θ0 for all values of v not exceeding H/3.
Case H/3 < v ≤ (H − 1/2)
In this case for the node (H − v, v) to be vwi to the source at
the origin, the corresponding beam has to “clear” the nodes
(H − v − 2, v − 1) and (H − v − 1, v − 1). Again, let →ub and→
uc be vectors with these respective coordinates (see Figure 4).








(H − v − 1)(H − v − 2) + (v − 1)2)2
(
(H − v − 1)2 + (v − 1)2)((H − v − 2)2 + (v − 1)2) .
(22)






(H − v − 2,
v − 1)
(H − v, v)
(H − v − 1,
v − 1)
Figure 4: In order for the node (H − v, v) to be vwi to the source
at the origin, the corresponding beam has to “clear” nodes (H−v−
2, v − 1) and (H − v − 1, v − 1). In this figure, H = 11 and v = 4 so
that v > H/3.













The second derivative of d2(v) is
d′′2 (v) = −48
((









It is easy to see that d′′2 (v) < 0 everywhere as long as H ≥ 5.
This implies that the first derivative d′2(v) is monotonously
decreasing everywhere and has one real root v0. Setting v =
H − 1/2 and evaluating the first derivative, we obtain d′2(H −
1/2) = H3 − 6H2 + 11H − 6 > 0, forH > 3. This implies that
v0 > H−1/2 and, therefore, d′2(v) > 0, for v ≤ H−1/2. Hence,
d2(v) is an increasing function for the whole interval H/3 <
v ≤ H−1/2. On the other hand, by setting v = H−1/2 in the
expression for d2(v) we obtain d2(H − 1/2) = 0. Therefore,
we conclude that d2(v) ≤ 0 for H/3 < v ≤ H − 1/2 which
means that, on this interval, θ2 ≤ θ0, and the inequality D̂ ≤
arctan (1/H − 2) is valid for H ≥ 5.
Moreover, if we consider the node (H − v − 1, 1), we can
easily see that this node is vwi for D = arctan (1/H − 2),
meaning that the bound D̂ ≤ arctan (1/H − 2) is tight.
Finally, it follows directly from (16) that if the beamwidth
D is given, then the maximum hop length Ĥ to a vwi node
can be found as






Figure 5: Envelope of nodes vwi to a source for finite beamwidth.






























Figure 6: The dependence of the number of vwi nodes on the dis-
tance from the source and the beamwidth.
Theorem 6 described the largest L1 distance for which a
node is vwi to a source for a given beamwidth. It was also
found that this maximum distance is achieved by a node
whose position is one lattice point above the horizontal (v =
1). Numerical evaluation shows that for larger beamwidths,
almost all the nodes within a certain distance can be vwi. As
the beamwidth is decreased, the nodes along the horizontal
and vertical directions can be vwi disproportionately more.
Therefore, for larger beamwidths, the envelope of vwi nodes
looks like a diamond, and as the beamwidth decreases, the
envelope becomes more and more cross-like in appearance
(see Figure 5). Some nodes within this envelope cannot be
vwi since some nodes may directly block other nodes. For
example, a node at lattice point (1, 1) cannot “see” a node
at lattice point (3, 3) since a node at (2, 2) is blocking it. We
found the total number of nodes vwi to a source node for var-
ious distances and for various beamwidths (Figure 6), using
numerical evaluation.
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H nodes
H + 1 nodes
Figure 7: Total nodes within L1 distance Ĥ is 2Ĥ2 + 2Ĥ .
Upper bound
Before stating the upper bound on the uniform throughput,
let us define Smax as the number of nodes that are vwi to a
given node. This number depends on the beamwidth only.
Let α′ be an upper bound8 on the fraction of nodes that are
vwi for a given node in the zero beamwidth case.
Lemma 1. In terms of the maximum hop size,
Smax = 2α′Ĥ(Ĥ + 1). (27)
Proof. For a system with nodes on a grid, it is obvious that
the maximum number of nodes within a distance Ĥ can be
found by counting the nodes within two squares of sides Ĥ
and Ĥ + 1 surrounding the source. This is shown in Figure 7
for an Ĥ = 5. The total number of nodes within these squares
is (Ĥ + 1)
2
+ Ĥ2 = 2Ĥ2 + 2Ĥ + 1. Removing the source node
itself from the count results in a total of 2Ĥ2 + 2Ĥ nodes
within a distance Ĥ . Multiplying by the maximum fraction
of nodes which are vwi α′ yields the statement of the lemma.
We can now obtain an upper bound on the throughput.



















Proof. We know from Theorem 1 that T ≤ s/h, where h is
the average length of the shortest source-to-destination path
(measured in hops). It is clear that s ≤ min {g, Smax ,α′n}.
Also, for any transmission scheme, h ≥ max {2,√n/Ĥ} (the
latter is because the distance between sources and destina-
tions is equal to m, and the longest possible hop is equal to
Ĥ). Noting that
√
n/Ĥ > 2 implies α′n > Smax , we obtain the
statement of the theorem.
8 We can set, for example, α′ = 0.72 which is valid form ≥ 5 (see Figure 2).
In case
√
n/Ĥ > 2, that is, when it takes more than two
hops to reach the destination from the corresponding source,
the upper bound of Theorem 7 can be further tightened.
Theorem 8. If
√















Proof. It follows from Theorem 2 by noting that all source-
destination distances are equal tom = √n, and therefore L =√
n.
Achievability
Let us assume, without loss of generality,9 that g < Smax
and g < α′n. Under these assumptions, the upper bounds


















Consider the following transmission scheme.
Transmission Scheme 1
In this transmission scheme, the node-to-node transmissions
are always to vwi nodes. The g successful transmissions from
each node are possible in every time slot. Let us denote the
possible hops to vwi nodes by the corresponding length in
horizontal and vertical directions. Thus, if a transmission to
a vwi node can be made in which a packet moves by k lat-
tice space in horizontal direction and by l lattice space in the
vertical direction, we denote such hop by (k, l). Because of
system symmetry (no boundaries), all nodes have the same
vwi hops available to them. Due to lattice symmetry, for ev-
ery (k, l) vwi hop there is sgn(lk)(l, k) vwi hop.10 Let us as-
sume, for additional simplicity, that the number of beam g is
divisible11 by 4.
Let (k1, l1), (l1, k1), . . . , (kg/2, lg/2) be g hops listed from the
largest value of the hop length |k| + |l| in a nonincreasing
order. Our goal is to construct g paths from a source to the
corresponding destination in such a way that
(1) each node in the network is able to transmit to g vwi
nodes in every time slot;
(2) each node uses the same g hops in a given time slot—
this ensures that every node receives exactly g trans-
missions.
9 The other cases can be considered in an analogous way.
10 For example, the availability of (Ĥ−1,−1) hop to a vwi node implies that
the hop (1,−(Ĥ − 1)) also leads to a vwi node.
11 If this is not so, corresponding modifications can easily be made.





Figure 8: All packets will arrive in the diagonal nodes within the
center Ĥ × Ĥ square, Si.
It is easy to see that in order to satisfy the first condition
above, it is suﬃcient to demand that
(i) the first hop directions of all g paths are diﬀerent;
(ii) each hop direction has a unique predecessor: a hop
(ki, li) can only follow a hop (kj , l j) for a unique value
j.
Phase I
We can satisfy these demands by constructing paths from
pairs of directions. Namely, Let path 1 consist of hops
(k1, l1) and sgn(k1l1)(l1, k1) following each other: P1 =
{(k1, l1), sgn(k1l1)(l1, k1), (k1, l1), . . . }. Path 2 will consist of
the same hops with odd and even hops exchanged: P2 =
{sgn(k1l1)(l1, k1), (k1, l1), sgn(k1l1)(l1, k1), . . . }. Paths 3 and
4 are constructed in the same way from hops (k2, l2) and
sgn(k2l2)(l2, k2) and so on.
It is easy to see that the paths constructed in the above
way generically will not necessarily end up exactly at the des-
tination. On the other hand, since each packet will move by
m ≤ Ĥ lattice spaces in both horizontal and vertical direc-
tions after any two successive hops, it will eventually arrive
at one of diagonal nodes within the Ĥ′ × Ĥ′ square12 sur-
rounding the destination. We denote such a square around a
destination node i by Si (see Figure 8).
It remains to complete the paths P1,P2, . . . ,Pg so that
they end up exactly at the destination. We should also do
it while maintaining the property of unique predecessor.
In order to make this possible, we have to find a diﬀerent
(i.e., using diﬀerent hops) continuation for every path Pj ,
j = 1, 2, . . . , g. As we see from the above paths Pj , diﬀerent
12 Here Ĥ′ is equal to Ĥ if Ĥ is odd and to Ĥ + 1 if Ĥ is even.
S
S(3)
Figure 9: Sets S and “shifted” S(3).
values of j may end up at diﬀerent diagonal nodes within the
square Si. Because of the symmetry between the four quad-
rants, it is suﬃcient to find distinct continuations of paths
P1, . . . ,Pg/4.
Let us introduce some additional notation.
(i) IfVi andVj are sets of notes that are vwi to nodes i and
j, respectively. We will denote by Vij the set of nodes
that are vwi to both nodes i and j, or Vij ≡ Vi ∩Vj .
(ii) If S is any set of nodes (lattice sites), we will denote
by S(l) the set of nodes that is obtained by shifting the
nodes in the set S by l lattice spaces in both horizontal
and vertical directions (see Figure 9).
(iii) We also introduce special notation for the diagonal
nodes within the square Si. We denote by î1 the diag-
onal node in the “left-bottom corner” of Si, by î2 the
next diagonal node in the direction of d(i), and so on
(see Figure 8).
As mentioned previously, Phase I of Transmission
Scheme 1 ends with packets arriving at diagonal nodes of
square Si. Suppose the total number of such packets wait-
ing at nodes î1, î2, . . . is n1,n2, . . . , respectively. We would like
to find whether it is possible to find distinct 2 hop paths
for all these packets to d(i). Consider the following algo-
rithm.
Algorithm 1. (1) Let k1, k2, . . . , kr be values of the index l such
that nl > 0.
(2) If nk1 > |Vîk1d(i)|, stop. Finding the required path con-
tinuations is impossible.
(3) Otherwise, choose a set of nodes S(i)1 ⊆ Vîk1d(i) so that
|S(i)1 | = nk1 and |Vîk2d(i) \ (S
(i)
1 ∪ S(i)1 (k2 − k1))| is maximized.
(4) If nk2 > |Vîk2d(i) \ (S
(i)
1 ∪ S(i)1 (k2 − k1))|, stop. Finding
the required path continuations is impossible.
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Table 1: Cardinalities of sets Vîl d(i), for D = 25◦, D = 15◦, D = 10◦,
and D = 5◦, respectively.
Node Cardinality
î1 11 D = 25◦
î2 8
î1 23 D = 15◦
î2 18
î1 24









(5) Otherwise, choose sets of nodes13 S(i)1 ⊆ Vîk1d(i) and
S(i)2 ⊆ Vîk2d(i) so that |S
(i)
1 | = nk1 , |S(i)2 | = nk2 and |Vîk3d(i) \
(S(i)1 ∪ S(i)1 (k2 − k1)∪ S(i)2 ∪ S(i)2 (k3 − k2))| is maximized.
(6) Continue in the same way until either the required path
continuations are found or declared to be impossible to find.
In the former case the output of the algorithm will include sets
S(i)1 , . . . , S
(i)
k .
The cardinalities of sets Vîd(i) for diﬀerent values ofD are
shown in Table 1.
Thus we arrive at the second phase of source-to-
destination transmission.
Phase II
Forward the packets waiting at node îk j , j = 1, 2, . . . , r, to the
destination via two hops: from îk j to one of the nodes in the
set S(i)j and from that node to the destination.
We can now state the achievability result. Let lmin be
the smallest L1 hop length used in Phase I of Transmission
Scheme 1.
Theorem 9. The uniform throughput of at least g/√n/lmin +
2 is achievable provided g ≤ |Vi| and g path continuations can
be found using Algorithm 1.
Proof. The proof follows directly from Theorem 3 where we
set r = g and hmax = √n/lmin  + 2. It only remains to
be noted that in order to make the overall transmission
strategy (Transmission Scheme 1) satisfy the conditions of
Theorem 3, we need to synchronize Phase I and Phase II.
Namely, out of every √n/lmin  + 2 time slots, √n/lmin  are
13 Note that the set S(i)1 chosen at this step may be diﬀerent from S
(i)
1 chosen
at the previous step.
dedicated to all nodes performing Phase I and 2 time slots to
all nodes performing Phase II.
For some specific values of g and D we can actually es-
tablish the feasibility of Algorithm 1 and make more specific
claims. For example, if g = 8, it is easy to see from Table 1
that finding the required path continuations are possible for
any D ≤ 10◦. A brief consideration of the worst case scenario
also shows that this is true for g = 16 as well. For larger val-
ues of g closer inspection would be needed.We can formulate
these observations as a corollary. Let Ĥ = 2 + 1/ tan D as
shown in Theorem 6.
Corollary 2. The uniform throughput of at least g/(√n/Ĥ+






In this case, the inequality gĤ/
√
n > 1/2 holds as well, and,
therefore, the source for every destination is located within
the corresponding square Si. As we have already seen, two-
hop transmission is possible under these conditions. We have
the following theorem.
Theorem 10. The uniform throughput of at least g/2 is achiev-
able provided Vid(i) ≥ g.
3.4. Numerical results
The upper and lower bounds on uniform throughput per
node for a system with beamwidth 25, 15, 10, and 5 degrees
were numerically computed. The number of beams is set to
g = 8. The throughput is measured in terms of W . Each
beam is capable of sending W bits of data per second. The
results are shown in Figures 10, 11, 12, and 13.
These figures also show the size of the network required
to bring the throughput per node down to one W , where
there is no longer any spatial multiplexing gain. The results
show that the network can be very large (thousands of nodes
even for 10 degree beamwidth) before this occurs. There-
fore, using spatial multiplexing with directional antennas, ad
hoc networking can be implemented in practical sized sys-
tems without experiencing performance degradation (com-
pared with the individual link rate) even for fairly wide
beamwidths.
4. CONCLUSION AND DISCUSSION
We analyzed the throughput of ad hoc networks with nodes
located on a square lattice with periodic boundary condi-
tions. For the case of infinitely narrow beamwidth, we found
that a uniform throughput proportional to the maximum
number of beams a node can form and independent of the
system size is achievable.
We also showed large gains (compared to systems with-
out spatial multiplexing) for a practical system with a
small number of antennas and a finite practically achievable
beamwidth. These gains have been shown to oﬀset the in-
terference eﬀect on throughput up to network sizes in the
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Figure 10: Throughput T versus n (upper and lower bounds) for
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Figure 11: Throughput T versus n (upper and lower bounds) for
beamwidth of 15 degrees.
thousands thus making network of such sizes eﬀectively un-
aﬀected by interference-related throughput degradation.
Our results demonstrate that there is a strong incentive
to design and deploy ad hoc networks with good directional
antenna or beamforming capability in order to improve ca-
pacity or simplify the communication protocol design.
Obviously, one of the limitations of the proposed analy-
sis approach is the assumption that the nodes are located on
a regular square grid. While this assumption makes the anal-
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Figure 12: Throughput T versus n (upper and lower bounds) for
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Figure 13: Throughput T versus n (upper and lower bounds) for
beamwidth of 5 degrees.
jority of real networks. While the full consideration of more
realistic models goes well beyond the scope of this paper, we
will attempt to sketch an argument showing that the main
results would likely not change much under a more realistic
model.
The main result of the paper depends on the ability to
simultaneously transmit along g beams over long distances
(longer than the typical internode distance). To consider a
diﬀerent, perhapsmore realistic model, let us assume that the
nodes are placed randomly with a unit density inside a circle






Figure 14: The sector of area r2D/2 has to contain no nodes for the
node j at a distance r from the source to be vwi to the latter.
(or square) of area n2. The probability that a node at a dis-
tance r from a source is vwi to it can be approximately cal-
culated (using the two-dimensional Poisson distribution) as
e−r2D/2 (see Figure 14). The total number of nodes at a dis-
tance r from the source can be approximately calculated as
2πr (since the node density is unity). Therefore, the number
of nodes at a distance r from the source that are vwi to it can
be estimated as 2πre−r2D/2.
So for g = 8, one should be able to find 8 relays at a
distance r ≈ 6 from the source for D = 5◦. For D = 10◦,
one should be able to find 8 relays at a distance of r ≈ 3,
and for D = 15◦, 8 relay nodes can be found at a distance
of r ≈ 2. We see that these distances are roughly 2 times
smaller than those found in this paper for the square grid
model. This would result in the “eﬃcient” network size (the
size for which the throughput is no less than W) roughly 4
times smaller. Or, equivalently, the throughput for the same
network size would be roughly 2 times smaller than the one
found in this paper. It is also fairly easy to see that the total
number of vwi nodes for both models is about the same for
the same value of D, but the regular grid model has an ad-
vantage in the largest hop distance because of the presence of
“preferred” directions along the grid’s main axes. Also note
that the real-life networks may well have such directions (i.e.,
along major streets in urban networks) and this would most
likely lead to values of the achievable throughput between
those found in this paper and those that can be obtained via
a careful analysis of a random node placement model.
ACKNOWLEDGMENTS
This work was supported in part by the National Science
Foundation under Grant CCF-0514970 and by Air Force Re-
search Laboratory under Agreement no. FA9550-06-1-0041.
REFERENCES
[1] I. E. Telatar, “Capacity of multi-antenna Gaussian channels,”
European Transactions on Telecommunications, vol. 10, no. 6,
pp. 585–595, 1999.
[2] G. J. Foschini and M. J. Gans, “On limits of wireless commu-
nications in a fading environment when using multiple an-
tennas,” Wireless Personal Communications, vol. 6, no. 3, pp.
311–335, 1998.
[3] E. G. Larsson, “Improving the frame-error-rate of spatial mul-
tiplexing in block fading by randomly rotating the signal con-
stellation,” IEEE Communications Letters, vol. 8, no. 8, pp. 514–
516, 2004.
[4] Q. H. Spencer, A. L. Swindlehurst, and M. Haardt, “Zero-
forcing methods for downlink spatial multiplexing in mul-
tiuser MIMO channels,” IEEE Transactions on Signal Process-
ing, vol. 52, no. 2, pp. 461–471, 2004.
[5] Y. Zhang, G. Wang, and M. G. Amin, “Cooperative spatial
multiplexing in multi-hop wireless networks,” in Proceedings
of the IEEE International Conference on Acoustics, Speech, and
Signal Processing (ICASSP ’06), vol. 4, pp. 821–824, Toulouse,
France, May 2006.
[6] H. Bo¨lcskei, D. Gesbert, and A. J. Paulraj, “On the capacity of
OFDM-based spatial multiplexing systems,” IEEE Transactions
on Communications, vol. 50, no. 2, pp. 225–234, 2002.
[7] S. W. Kim, “Cooperative relaying architecture for wireless
video sensor networks,” in The International Conference on
Wireless Networks, Communications and Mobile Computing,
vol. 2, pp. 993–998, Maui, Hawaii, USA, June 2005.
[8] D. A. Gore, R. W. Heath Jr., and A. J. Paulraj, “Transmit se-
lection in spatial multiplexing systems,” IEEE Communications
Letters, vol. 6, no. 11, pp. 491–493, 2002.
[9] R. W. Heath Jr., S. Sandhu, and A. Paulraj, “Antenna selection
for spatial multiplexing systems with linear receivers,” IEEE
Communications Letters, vol. 5, no. 4, pp. 142–144, 2001.
[10] R. W. Heath Jr. and D. J. Love, “Multimode antenna selection
for spatial multiplexing systems with linear receivers,” IEEE
Transactions on Signal Processing, vol. 53, no. 8, pp. 3042–3056,
2005.
[11] A. Nasipuri, S. Ye, J. You, and R. E. Hiromoto, “A MAC proto-
col for mobile ad hoc networks using directional antennas,” in
Proceedings of the IEEE Wireless Communications and Network-
ing Conference (WCNC ’00), vol. 3, pp. 1214–1219, Chicago,
Ill, USA, September 2000.
[12] A. Nasipuri, J. Mandava, H. Manchala, and R. E. Hiromoto,
“On-demand routing using directional antennas in mobile ad
hocnetworks,” in Proceedings of the 9th International Confer-
ence on Computer Communications and Networks, pp. 535–
541, Las Vegas, Nev, USA, October 2000.
[13] Y.-B. Ko, V. Shankarkumar, and N. H. Vaidya, “Medium ac-
cess control protocols using directional antennas in ad hoc
networks,” in Proceedings of the 19th Annual Joint Conference
of the IEEE Computer and Communications Societies (INFO-
COM ’00), vol. 1, pp. 13–21, Tel Aviv, Israel, March 2000.
[14] R. R. Choudhury, X. Yang, R. Ramanathan, and N. H. Vaidya,
“On designing MAC protocols for wireless networks using di-
rectional antennas,” IEEE Transactions on Mobile Computing,
vol. 5, no. 5, pp. 477–491, 2006.
[15] M. Zorzi, J. Zeidler, A. Anderson, et al., “Cross-layer issues in
MACprotocol design forMIMO ad hoc networks,” IEEEWire-
less Communications, vol. 13, no. 4, pp. 62–76, 2006.
[16] R. Ramanathan, “On the performance of ad hoc networks with
beamforming antennas,” in Proceedings of the ACM Interna-
tional Symposium on Mobile Ad Hoc Networking and Comput-
ing (MobiHoc ’01), pp. 95–105, Long Beach, Calif, USA, Octo-
ber 2001.
[17] R. Ramanathan, J. Redi, C. Santivanez, D. Wiggins, and S.
Polit, “Ad hoc networking with directional antennas: a com-
plete system solution,” IEEE Journal on Selected Areas in Com-
munications, vol. 23, no. 3, pp. 496–506, 2005.
12 EURASIP Journal on Wireless Communications and Networking
[18] P. Gupta and P. R. Kumar, “Towards an information theory of
large networks: an achievable rate region,” IEEE Transactions
on Information Theory, vol. 49, no. 8, pp. 1877–1894, 2003.
[19] J. H.Winters, “Smart antennas for wireless systems,” IEEE Per-
sonal Communications, vol. 5, no. 1, pp. 23–27, 1998.
[20] D. Castellanos, “The ubiquitous π,” Mathematics Magazine,
vol. 61, no. 2, pp. 67–98, 1988.
