In a unified framework, we estimate the following quantities of interest in quantum information theory:
Introduction
This paper considers the following problem, of relevance in quantum information theory:
The maximum overlap problem: Let µ KH be a positive semidefinite trace-class operator on K ⊗ H, and let M LH be positive semidefinite bounded operator on L ⊗ H, where H, K, and L are Hilbert spaces. What is maximum overlap
where the supremum is over all quantum operations R from K to L?
The maximum-overlap problem has the following important special cases:
1. The minimum-error quantum detection problem: [1] [2] [3] [4] Let E = {ρ k } be an ensemble of mixed quantum states, with a priori probabilities p k . If an unknown state ρ k is randomly selected from E, with what probability may the value of k be determined by a carefully-chosen quantum measurement?
2. Approximate reversal of quantum dynamics [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] :
Suppose that a arbitrary quantum operation A acts on a given quantum state ρ. How well may the action of A be reversed by application of a recovery channel R, so as to preserve the entanglement of the original system with the environment? This problem is one of "channel-adapted quantum error recovery" when the operation A is of the form A = N • E, where E encoding operation designed to protect against a known noise process N .
3. Estimation of conditional min-/max-entropy of bipartite quantum states: [20] Let ρ AB be a bipartite quantum mixed state. Estimate the conditional min-entropy H min (A|B) of A given B.
All of these problems are believed to defy closed-form solution. Simple two-sided estimates for MO (µ, M ) in the case of rank-1 M and for cases 2-3, above, are obtained using a refined version of the author's [21] methods for case 1. An abstract generalization of the iterative schemes of Ježek, Reháček, and Fiurášek [22, 23] for computing optimal measurements and of Ježek, Fiurášek, and Hradil [19] (as restricted to the maximum overlap problem) is employed. 1 The monotonicity of these methods of is proved for the abstract generalization. Before stating our results in more detail, it is fitting to review some of the known results for the problems above.
Minimum-error detection
The minimum-error quantum detection problem was first studied in the 1960's in the design of optical detectors [24] , and it has since become of importance in quantum Shannon theory (for example [25] [26] [27] ) and in the design of quantum algorithms [28] [29] [30] [31] [32] [33] [34] [35] . A generalization to the theory of wave pattern recognition may be found in [36] . Various general upper and/or lower bounds on quantum distinguishability may be found in [5, 21, 25, 33, [37] [38] [39] [40] [41] [42] [43] .
The minimum-error quantum detection problem is precisely formulated by
be an ensemble of quantum states, represented as positive semidefinite operators on a Hilbert space H, and normalized by a-priori probability: Tr ρ k = p k , where p k is the likelihood that ρ k will be drawn from E. A quantum measurement may be described by a positive-operator-valued measure (POVM), which consists of a vector M = {M k } k∈K of positive semidefinite operators satisfying
. (Throughout this paper the inequality A ≤ B means B − A is positive semidefinite.) The probability that the value k is measured when M is applied to a unit-trace density matrix ρ is given by
Pr (k | ρ) = Tr M k ρ.
The success rate for the measurement {M k } to determine k when applied to a random element of E is given by
The minimum-error measurement problem consists of finding a POVM maximizing (3) .
Remark: One usually requires that a POVM satisfies M k = 1 1. The relaxed condition M k ≤ 1 1, above, allows the possibility that the POVM may fail to return an result, which is always interpreted as an error. (Alternatively, one could augment such a POVM with an operator M error = 1 − M k , which corresponds to the measurement returning an error flag, perhaps as a useful indication that a state orthogonal to span (E) has been detected.)
Ježek-Řeháček-Fiurášek (JRF) iteration for POVMs
The standard optimal measurement conditions are given by
Furthermore, in the case that M is optimal one also has the identities
and L is the self-adjoint operator of minimal trace satisfying L ≥ ρ k for all k. (Here span (E) is the closed span of the ranges of the ρ k .)
It follows from the above theorem that if M is an optimal POVM then L is positive definite and has invertible restriction to span (E), and
Here, as in the rest of this paper, we define
for powers s ≥ 0 and self-adjoint A with spectral decomposition A = λ j Π j . Ježek,Řeháček, and Fiurášek [22, 23] considered iteration of equation (9) as a means for computing optimal measurements:
Other numerical methods for computing optimal measurements exist [44] [45] [46] [47] .
Definition 3 Let M = {M k } k∈K be a vector of positive semidefinite operators on H. Then the Ježek-Řeháček-Fiurášek (JRF) iterate of M [22, 23] is the POVM defined by
The JRF iterative series is the sequence of POVMs M (j) , j = 1, 2, ..., recursively defined by
where one takes M (0)
for all k.
Ježek,Řeháček, and Fiurášek made the following:
Numerical Observation 4 (JRF [22, 23] ) JRF iteration monotonically increases success rate:
JRF's observed monotonicity will be proved in greater generality in section 3.1.
The first JRF iterate M (1)
We now turn our attention to some of the known properties of the first JRF iterate M
k , which has a number of desirable attributes. In the case of pure quantum states, M
(1) coincides with Holevo's measurement:
Definition 5 Let E = {p k |ψ k ψ k |} be an ensemble of pure states. Then Holevo's measurement [48] is given by M k = |e k e k |, where
For comparison, the Belavkin-Hausladen-Wootters "pretty good" measurement (PGM) [49] [50] [51] [52] is defined for pure states by 
Generalized Holevo-Curlander quantum detection bounds
Combining ideas of Holevo [48] , Curlander [57] , and Concha & Poor [53] [54] [55] , the author proved the following two-sided estimates for minimum-error quantum detection:
Theorem 7 (Tyson [21, 37] ) One has the following bounds on the success rates of M (1) and the optimal measurement M opt for distinguishing the ensemble E of definition 1:
where
The upper bound of (18) is essentially a special case of a pre-existing bound of Ogawa and Nagoaka [38] which is a simple consequence of matrix monotonicity , although this special case has special tightness properties [37] .
The mixed-state PGM and Barnum & Knill's measurement bound
It is worth noting that substituting the right-most inequality of (18) into the left-most inequality of (18) gives
Interestingly, Barnum & Knill [5] (see also [40] ) had previously shown that this bound also holds when the mixed-state "pretty-good" measurement
replaces M (1) in (20) , although they do not produce estimates similar to the quantities Λ and Λ 2 in (18). Re-expressing inequality (20) in terms of failure probability P fail , it is easily seen that both measurements come within a factor of two of the optimal failure rate: This problem arises in any physical implementation of quantum communication or computation, since unmitigated interactions with the environment tend to corrupt quantum communication signals or quantum memory. By the celebrated "threshold theorem" [58] [59] [60] [61] [62] , one may in principle use error correction and concatenated quantum codes to perform an arbitrary quantum computation the presence of noise below a fixed "threshold" amount. There is an ongoing effort to design efficient quantum error correcting codes and quantum fault tolerance schemes. Standard quantum error correction seeks to design encoding and decoding maps which exactly correct for a given class of errors. Early successes of this program were the first codes that could protect against arbitrary single-qubit errors [63] [64] [65] , followed by general theoretical advances of [66] , and by the construction of codes that correct for arbitrary single-qubit errors by encoding a single qubit into five [67, 68] .
Under the banner of channel adapted error correction, a number of authors alternatively have sought to treat quantum encoding and/or recovery as optimization problems using such metrics as the entanglement fidelity ( or the special case of channel fidelity) [9, 12-15, 17, 18] or the average entanglement fidelity [5, 11, 16 ] to quantify performance. Mathematically, given a "noise" channel N one seeks and encoding operation ξ and a recovery operation R so that the composition 
All these metrics return a value between 0 and 1 to gauge the performance of the recovery, with 1 representing perfect recovery from the noise.
Approximate reversibility of quantum dynamics
Following [5, 12, 15, 16] , we shall fix the encoding operation ξ and the noise process N . In particular, we focus on the problem of finding an approximately optimal quantum recovery map, or channel reversal, for the composed map
in the sense of entanglement fidelity. Barnum and Knill constructed a reversal of an arbitrary quantum operation A : B (H) → B (K), which was approximately optimal in a precise sense:
Theorem 9 (Barnum-Knill [5] ) Assume that the density operators ρ k of equation (24) commute, and let ρ = p k ρ k . Then the recovery operation
is approximately optimal in the sense that
Note that A † is the adjoint of A (see definition 14, below).
Barnum and Knill constructed this reversal map by generalizing the "pretty good" measurement. No consideration was made of Holevo's asymptotically optimal measurement, which is in some respects provably better than the PGM [21, 56] . 4 In passing we note that other measures of reversibility besides fidelity and entanglement fidelity are possible. For example, Yamamoto, Hara, and Tsumura [6] considered a fixed encoding operation E and used semidefinite programing to find a sub-optimal channel R to roughly optimize the minimum entanglement fidelity max
Furthermore, Kretschmann, Schlingermann, and Werner [70] have some very nice two-sided bounds on the CB-norm reversibility of channels in terms of the CB-distance between the complementary channel and a depolarizing channel.
Quantum conditional min-and max-entropy
The following quantities (and their ε-smooth counterparts) are of interest in quantum cryptography (for example [71] [72] [73] [74] [75] [76] [77] ) and/or in studies of non-identically distributed and/or non-asymptotic problems in quantum information theory (for example [20, 78, 79] ):
Definition 10 Let ρ AB be a bipartite density operator. The min-entropy of A conditioned on B [20, 71] is defined by
where the infimum ranges over all normalized density operators σ B on subsystem B and where
The max-entropy of A conditioned on B [20, 71] is defined by
where the min-entropy on the RHS is evaluated for a purification ρ ABC of ρ AB .
A full survey of min-and max-entropy is beyond the scope of this work. The interested reader should consult [20] and the references therein.
The following recent theorem shows that conditional min-and max-entropy may be expressed directly in terms of the maximum overlap (1):
Theorem 11 (König, Renner, Schaffner [20] ) The min-entropy of A conditioned on B for the state ρ AB may be expressed as (27) where Φ AA ′ is a bipartite maximally-entangled state between A and reference system A ′ ≃ A, and where the supremum is over quantum operations from B to A ′ .
Estimates of H min (A|B) ρ are obtained as a corollary of our estimates for maximum overlap.
Ježek-Fiurášek-Hradil (JFH) iteration for CP maps
The maximum-overlap problem (1) is the m = 1 special case of the maximum-likelihood problem [23, 80, 81] in quantum process tomography:
a collection of observed measurement results
that the experimentally observed results r k would appear.
Ježek, Fiurášek, and Hradil [19, 23] have proposed an (unproven) numerical method for computing maximum-likelihood quantum processes by iteration, generalizing JRF iteration for measurements. We consider only the m = 1 special case of their method:
where Φ ∈ K ⊗ K * is the maximally-entangled state
and
Here ρ
is the density operator on K * H formed using the partial transpose, formally defined in definition 17, below.
We note that Ježek, Fiurášek, and Hradil suggest that a good choice of starting point for iterations is the depolarizing channel ξ (µ) = Tr (µ) × 1 1/ dim L, although another choice will prove more suitable for our considerations.
Results
Our main results are 1. The iterative schemes of JRF and JFH are shown to be examples of an abstract method of finding maximal vectors in a subset of a semidefinite inner product space. In particular, we employ semi-norms on the sets of generalized measurements and channel purifications which correspond to measurement success rate and overlap entanglement fidelity, respectively.
2. Section 3 uses the above framework to give a conceptually simple proof of the generalized Holevo-Curlander bounds [21, 37, 38] . (Theorem 7, above). The corresponding mixed-state "quadratically-weighted" measurement of [21] is rederived.
3. Extending these methods, Theorem 31 of section 4 gives mathematically concise two-sided estimates for the maximum overlap problem (1), in the special case that M is a rank-1 projection. An approximately optimal map implementing this overlap is derived. This theorem allows one to extend the study of approximate reversal maps to the case where the original input state and the target output state differ.
4. Theorem 36 of section 5 applies the results of section 4 to give mathematically concise twosided estimates for the reversibility of an arbitrary quantum operation, as measured by entanglement fidelity. When the reversed process is the composition of an encoding operation and a noise process, our results apply to what is more commonly known as "channel-adapted quantum error recovery." Our approximately optimal reversal is found to have the same relationship with the Barnum-Knill reversal as Holevo's asymptotically-optimal measurement has with the "pretty good" measurement.
5. Two-sided bounds on the quantum conditional min-entropy are obtained in section 4.3.
The conclusion points out directions for future research.
2 Notation, conventions, and mathematical background
, and E will always refer to finite-dimensional Hilbert spaces, although we expect our results to generalize to infinite dimensions without difficulty. A more thorough discussion of most of the following terms may be found in [82] : 
, or equivalently the orthogonal complement of the null-space of A. A quantum channel is a trace preserving completely positive map. A quantum operation is a trace non-increasing completely positive map. A linear operator U : H → K⊗E is a purification of a quantum operation
for all ρ ∈ B (H). The Hilbert Schmidt space B (H → K) is the Hilbert space of linear operators from H to K with inner product
The space B (H → H) will be denoted by B (H), for simplicity.
for operators X and Y on H and K, respectively.
Tensor product notation: A linear operator A : H → K, will often denoted as A H→K , and will be identified without further comment with any operator of the form A ⊗ 1 1 L where 1 1 L is the identity operator on some other Hilbert space L. When A : B (H) → B (K) is a quantum operation, it will often be denoted as A H→K . The same channel may appear twice in one formula as A H→K and A H ′ →K ′ , where the second channel is from a copy of H to a copy of K. Similarly, a density matrix ρ ∈ B (H) will sometimes be denoted as ρ H or ρ H→H , as needed for clarity.
The following norms will be used: 
A is an contraction if A ≤ 1.
It is assumed that the reader is familiar with the following trace-norm inequalities, which may be found in [83] :
Furthermore, sup
where A : H → K and the supremum is over contractions U : H → K. It follows simply from the singular value decomposition that U is a maximizer of (39) iff
is defined by (10).
Definition 16
Let A be a self-adjoint operator, with spectral decomposition A = λ i |ψ i ψ i |. Then the positive projection of A is given by
Basis-free constructions
The search for estimates for the maximal-overlap problem is simplified by constraining ourselves to basis-independent operations. Following [6, 11, 16, 84] , a basis-free version of the standard doubleket notation [85] is used to establish the natural isomorphism between the unit ball of bipartite quantum pure states corresponding the ball of operators of unit Hilbert-Schmidt norm: and endow H * with the inner product f ,ḡ
Let B (H → K) be the Hilbert space of operators from H to K with Hilbert-Schmidt inner product
The natural isomorphism A → |A KH * : B (H → K) → K ⊗ H * is the unique unitary map which maps |f g| → f ⊗ḡ, where ⊗ on the right-hand-side is the defining formal tensor product of K ⊗ H * . The transpose of A : H → K is given by
The partial transpose PT B(H)→B(K) is the linear extension of the map
to the entire space B (H ⊗ L → K ⊗ M), where L and M are arbitrary Hilbert spaces. 6 The suggestive use of bar-notation in (42) − (43) is motivated by the following formulas: ψ = P k a k |k ⇒ψ = P kā k |k and A = P k a jk |j k| ⇒Ā = P kā jk |j k|.
Notation: When we wish to consider an element of the Hilbert space H * as the state vector of a pure quantum state, we will always denote it by |ψ H * , rather than by ψ| H . In this way one may continue to use the Dirac notation without confusion. (Similarly, when we wish to consider an element of H to be a linear functional of elements of H * it will be denoted by ψ| H * .) Furthermore, when we wish to consider an operator A : H → K to be a bipartite pure state, we will always denote it as |A KH * .
We collect some useful formulas for basis-free double-kets:
If A, B : H → L and C : H → H then
Proof. The proofs are routine and similar, but we include a proof of (46) as an example. By multi-linearity it is sufficient to consider rank-1 operators
as desired.
Definition 19
Let K and L be Hilbert spaces, and let ρ be a trace-class positive semidefinite transformation on K. The canonical purification 7 of ρ is given by
A quantum operation R :
is a trace-nonincreasing completely positive map [88] . The canonical environment of R is the space
where L * E and K E are copies of L * and K, respectively. The canonical purification of R is the linear transformation U R : K → L ⊗ E such that |U R LEK * = |U LK * L * E KE is the canonical purification of the basis-independent Choi matrix R ( |I KK * I| ).
Note that by (47) , ψ ρ has the standard defining property of a purification
so that ψ 1 1 / √ dim K is a maximally-entangled state. Similarly, we claim that U R is a bona-fide purification of R, as defined by equation (33) . By equation (50),
for any density matrix ρ ∈ B (K). But by equation (48), one recovers R from its Choi matrix in the usual way
Putting together equations (55)- (56) shows that U R satisfies the defining property (33) of a purification. (Note: Equation (49) implies that in the case that R is trace-preserving that any purification (33) U K→LE of R satisfies
so that U is an isometry. Similarly, R is a quantum operation iff its purifications are contractive.)
Minimum-error quantum detection as a maximal-seminorm problem
The minimum-error quantum detection problem may be reformulated as a maximal-seminorm problem using the identity
the ensemble of definition 1. A vector of operators E = {E k : H → H} k∈K is a generalized measurement [24] corresponding to the POVM M if one has the decomposition
The E-semi-inner product is defined for vectors of operators F = {F k : H → H} k∈K and G = {G k : H → H} k∈K by
The E-semi-inner product space is the space J E = {E | E E < ∞ }, on which •, • E is welldefined.
Note that a semi-inner product has all the properties of an inner product except that one allows E, E = 0 for nonzero E. In particular, one still has Schwarz's inequality, | E, F | ≤ E F , although equality no longer implies that E and F are linearly dependent [89] .
Abstract JRFH iteration
As will be shown, both JRF iteration and (m = 1) JFH iteration admit the following generalization:
Definition 21 Let J be a complex semi-inner product space, and let B ⊆ J be invariant under rephasings φ → exp (iθ) φ. Given ψ ∈ J , a ψ-most vector ψ (+) ∈ B is a is a maximizer of Re ψ (+) , ψ over the set B. A mapping sending each ψ ∈ J to a corresponding ψ-most vector ψ (+)
will be called an abstract JRFH iteration. The utility of abstract JRF iteration in maximal semi-norm problems is shown by the following
Theorem 22 Abstract JRF iteration on increases norm of elements of B, except at fixed points.
In particular, if ψ ∈ B and some ψ (+) exists then
Proof. Using the identity
the lemma follows by recognizing that the last term on the RHS is nonnegative by definition 21. One may attempt to find a maximal seminorm element ψ max ∈ B by choosing a starting guess G ∈ J and passing to the limit of the iterative series
Note that by the phase-invariance of B, one may take rephase ψ max so that ψ max , G > 0.
Small-angle initialization
The following lemma shows that if the initial guess G subtends a small angle with some appropriatelyrephased ψ max then the quantities G (+) and G (+) , G / G are good estimates for ψ max :
Lemma 23 Assume that ψ max ∈ B has maximal seminorm, G ∈ J has unit seminorm, and ψ max , G ≥ 0. Then
Proof. Note that G (+) , G ≥ 0 by the phase-invariance of B. The chain of inequalities (62) follows from the maximality of ψ max , the Schwarz's inequality, and the definition of G (+) .
JRF iteration revisited
The following theorem shows that Ježek,Řeháček, and Fiurášek's iteration of equation (9) for POVMs corresponds to abstract JRFH iteration of generalized measurements in the space J E :
Theorem 24 Let B be the set of generalized measurements for the ensemble E, and let J = J E . Then an abstract JRFH iterate of E ∈ J E is given by
In particular, the JRF iterate
and one has the identity
Proof. The proof is an easy modification of that of Theorem 9 of [21] , which employs the E k = 1 1/ √ m special case of (63) . One has the identity
where |k C K is the standard basis of C K . Then F is a generalized measurement iff U F is a contraction, with U F ≤ 1. But a contraction U F maximizing (66) is computed using equation (40)
Equations (63) and (65) follow. Equation (64) follows by comparison of equations (63) and (11).
An alternative proof of the generalized Holevo-Curlander bounds (Theorem 7)
We may now give an alternative proof of the bounds in [21] , using techniques which will prove useful for bounding the maximum overlap (1). Our first task is to reconsider the starting guess (13) for JRF iteration in light of the estimate of Lemma 23:
for all k, and let M be a POVM of non-zero success rate. Then one can decompose
Proof. Decompose M k =Ẽ † kẼ k arbitrarily. By the polar decomposition, there exist unitary
it follows from the inequality (38) that
Using the fact that G E = 1, the conclusion follows by dividing both sides by E E = P succ (M k ).
An interesting special case of (68) occurs when P succ (M ) = 1. Representing M k = E † k E k using Lemma 25 one has
Since • E is only positive semidefinite, it need not be the case that G = E, although one has equality
on the restrictions to the (mutually orthogonal) supports of the ρ k . It is in this sense that the guess (67) is well-chosen for perfectly (or nearly perfectly) distinguishable ensembles.
It is now easy to use lemma 23 to provide another proof of the mixed-state Holevo-Curlander bounds:
Proof of Theorem 7. Take J = J E and B to be as in Theorem 24, and let G be the unit vector given by
for all k. By Theorem 24, one has
By inequality (69) of the proof of Lemma 25, we may decompose
Replacing ψ max by E opt k in (62) gives
where equation (65) has been used to replace G (+) , G E by Λ. The last inequality of (18) follows by appending (71) to (72) . The remaining three inequalities of (18) follow by squaring (72) . The inequality Λ ≤ 1 follows by (18).
Maximum overlap as a maximal-seminorm problem
The maximal overlap problem of equation (1) may be expressed as a maximal seminorm problem using the identity Tr
where U K→LE is a purification of R and
The µ-M semi-inner product space is the space
• is the operator-norm.
JFH iteration revisited
As in the case of measurement, it is not difficult to compute abstract JRFH iterates:
Theorem 27 Let J = J µ,M and B be as in definition 26 . Then the operator U K→LE ∈ J µ,M has an abstract JRFH iterate given by equations
Furthermore, for this iterate U (+) one has
Proof. By cyclicity of the trace and equations (39)- (40),
with maximizer V = U (+) given by (75) . Equation (77) The proof of this corollary, which we will not use, may be found in Appendix 7.
The restricted maximum-overlap problem
In this section we restrict consideration to the simple case that µ KH is a density matrix and
is a rank 1 projection, seeking to estimate
where the supremum is over quantum operations R from K to L. For convenience, we define J µ,φ = J µ,|φ φ| and •, • µ,φ = •, • µ,|φ φ| .
A minor simplification
We use the following notation for the partial traces of |φ LH :
Using the identity
where the positive part χ + (φ H ) is given by equation (41), one has the following Observation 29 One has the identity
for any R, whereμ is defined byμ
The choice of initial guess G
As in the case of measurements, simple estimates are obtained by initializing abstract JRFH iteration at a carefully chosen guess:
and let R K→L be a CP map. Then
and R has a purification V K→LE so that V, G µ,φ ∈ R and
Furthermore, one has the identities
where G (+) is the iterate of G given by Theorem 27.
Remark: As in section 3.3, our guess G is motivated by consideration of the angle θ defined by
By dividing both sides of (88) the identity
and by the square root of equation (87), one has
The guess G has been constructed so that cos (θ) = 1 if perfect overlap φ| LH R K→L (μ KH ) |φ LH = Trμ KH is achieved.
Proof. Equation (89) is a consequence of the following identity:
The prove this, represent
where T : H * → L is a linear operator. By (46) ,
Equation (89) now follows, since
where the last equality used equation (47) . Equation (87) follows from (89) and cyclicity of the trace:
We now prove the estimate (89) . Let V K→LE be a purification of R. We may insure that the operator
is positive semidefinite by replacement
where the unitary operator W : E → E is found using the polar decomposition. We claim that there exists an operator Z : E → E with the following properties:
Temporarily assuming this claim, by inequality (38) we have the estimate (88)
To prove the claims (94a)-(94b), define
where L ′ is a copy of L. Then by equations (89) and (83) one has
where L ′ is a copy of L. Using (93), this gives
proving the claim (94a). To prove (94b), note that by equation (89) and the fact that V K→LE is a contraction one has
where the inequality is as in definition 1. By equation (77),
where by equations (76) and (79),
Using equations (89) and (83), it follows that
Equation (90) follows.
Estimates for the restricted maximum overlap problem
Estimates for the maximum overlap problem now follow from lemma 30 in the same way that estimates for minimum-error discrimination followed from lemma 25:
Theorem 31 (Two-sided estimates for the maximum overlap problem) Let µ KH be positive semidefinite on K ⊗ H and let |φ LH be a unit vector. Then
where the supremum is over quantum operations R :
Hereμ KH and φ H are given by (85) and (82), and one interprets 0 2 /0 = 0. Furthermore, the lower bound of (102) is attained by the CP mapR K→L given bỹ
Proof. Note that in the case that Trμ KH = 0 that the LHS of (102) vanishes, and the lemma is trivial. By rescaling in the nontrivial case we may assume that Trμ KH = 1. Let R be a maximizer of the LHS of (102) , and take G K→LE to be as in (86) , G
K→LE to be given by Theorem 27, and letR be the CP map with purification G (+) . By lemma 30, G µ,φ = 1 and there exists a purification V K→LE of R such that
By lemma 23,
But by lemma 30,
The inequality Λ ≥ φ| LH R K→L (µ KH ) |φ LH of (102) now follows from (108), the last inequality of (107), and by (106). The remaining inequalities
follow from (108) and the square of the first two inequalities of (107). It remains to show thatR may be re-express in the form given by equation (104). By equation (75), the guess G has the iterate
where as in (100)-(101) (83) and (89) and cyclicity of the trace it follows that
Definition 32
The CP mapR K→L of equation (104) will be referred to as the quadratic overlapper.
Estimates for quantum conditional min-entropy
Theorem 31 has the following corollary:
Corollary 33
We have the bounds
Proof. Setting H = A, K = B, and L = A ′ in Theorem 31 gives
where Φ AA ′ is a maximally-entangled state and
The bounds (109) follow by equation (27) .
It is not difficult to show that f ρ (A) is independent of the choice of decomposition (110). In particular, the restriction of f ρ (A) to B (supp (ρ)) is the unique CP map on B (supp (ρ)) for which
where the RHS is defined using the functional calculus [83] . 8 
Quadratic quantum error recovery
Theorem 36 Let A : B (H) → B (K) be a quantum operation, and let ρ be a density matrix on H. Then one has the following bound on the optimal entanglement fidelity of recovery
where the supremum is over quantum operations R : B (K) → B (H) and
Furthermore, the bounds (115) are attained by the quadratic recovery operation
where A † is given by definition 14.
the inclusion (115) follows by Theorem 31, with
But by equations (114) and (111),
giving (116). Furthermore, by Theorem 31 the lower bound of (115) is satisfied bỹ
where where L is a copy of H and
where we have used equations (52), (46) 
The relationship with Barnum and Knill's reversal
We now make a brief comparison of the quadratic reversal with the reversal map of Barnum and Knill. Re-expressing the ensemble (2) in terms of unit-trace statesρ k = ρ k /p k with a priori probabilities p k = Tr ρ k , the formulas for the "pretty good" and quadratically-weighted measurements become
In particular, to get from the pretty-good measurement to the quadratic measurement, one replaces all probabilities and density matrices by their squares. A simple examination of the formulas (25) and (117) shows that a similar relationship exists between entanglement fidelity case of the Barnum-Knill reversal R BK and the quadratically-weighted reversal R Q . Note that the corresponding probabilities p k , which must be replaced by their squares, are viewed as being hidden in the ρ-Kraus decomposition (110) of the reversed map A.
In [56] various weightings for Belavkin pure-state square-root measurements were compared, and it was argued that Holevo's quadratically-weighted measurement had qualitative and quantitative advantages over the linearly weighted PGM. Based on analogy, we conjecture that R Q will typically outperform R BK . A detailed theoretical and/or numerical comparison of R BK , R Q , and of reversals of other possible weightings will be left as a project for the interested reader.
Conclusion and future directions
We have employed "small angle" initialization of the iterative schemes of Ježek,Řeháček, Fiurášek, and Hradil to bound minimum-error quantum detection, maximum overlap, quantum conditional min-entropy, and the reversibility of quantum dynamics. An unfinished task is a comparison of the reversal map of Barnum and Knill with the quadratic recovery map, introduced above.
As a direction for future study, we note that Barnum and Knill showed that their reversal map (25) is approximately optimal in the sense of average entanglement fidelity, under the assumption that the densities ρ k of (24) commute. A remaining open question is whether one can generalize our quadratic reversal construction to the case of average entanglement fidelity, hopefully without commutativity assumptions. The principle difficulty is finding an appropriate pre-iteration guess G which has a "small angle" in the sense of lemma 23.
Another future direction is to attempt to generalize Ogawa and Nagoaka's [38] matrix monotonicity bounds for quantum detection to a more general setting, in hopes of giving a simple proof and generalization of the upper bound of Theorem 31 and its special cases.
Appendix: Proof of Corollary 28
Proof. Set ρ KH = µ KH , let U K→LE be a purification of the CP map R K→L , let U (+) K→LE be defined by equations (75)- (76) of Theorem 27, and let R (+) K→L be the JFH iterate defined by equations (28)- (32) of definition 13. We must show that R (+) = R # , where
with
as given by equation (75) . By a decomposition
where W i , X i , Y j , and Z j are local transformations and using equations (48) 
where we have used the fact that equation (29) is equivalent to
The equality R (+) = R # follows by the invertibility of the Jamiolkowsky isomorphism (equation 56).
Appendix: Proof of Lemma 34
Proof. Take a spectral decomposition proving (111).
