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Abstract
3D image acquisition devices are now ubiquitous in many domains of science,
including biomedical imaging, material science, or manufacturing. Most of these
devices (MRI, Backscatter X-ray, micro-tomography, confocal microscopy, PET scans)
produce a set of data organized on a regular grid, which we call digital data,
commonly called pixels in 2D images and voxels in 3D images. Properly processed,
these data approach the geometry of imaged shapes, like organs in biomedical
imagery or objects in engineering.
In this thesis, we are interested in extracting the geometry of such digital data,
and, more precisely, we focus on approaching geometrical differential quantities
such as the curvature of these objects. These quantities are the critical ingredients
of several applications like surface reconstruction or object recognition, matching
or comparison. We focus on the proof of multigrid convergence of these estimators,
which in turn guarantees the quality of estimations. More precisely, when the
resolution of the acquisition device is increased, our geometric estimates are more
accurate. Our method is based on integral invariants and on digital approximation
of volumetric integrals.
Finally, we present a surface classification method, which analyzes digital data in
a multiscale framework and classifies surface elements into three categories: smooth
part, planar part, and singular part (tangent discontinuity). Such feature detection
is used in several geometry pipelines, like mesh compression or object recognition.
The stability to parameters and the robustness to noise are evaluated with respect
to state-of-the-art methods. All our tools for analyzing digital data are applied to
3D X-ray tomography of snow microstructures and their relevance is evaluated and
discussed.
v
Résumé
Les appareils d’acquisition d’image 3D sont désormais omniprésents dans plu-
sieurs domaines scientifiques comme l’imagerie biomédicale, la science des maté-
riaux ou encore l’industrie. La plupart de ces appareils (IRM, scanners à rayons X,
micro-tomographes, microscopes confocaux, TEP scans) produisent un ensemble
de données organisées sur une grille régulière que nous nommerons des données
digitales, ou plus couramment des pixels sur des images 2D et des voxels sur des
images 3D. Lorsqu’elles sont récupérées le plus justement, ces données approchent
la géométrie de la forme capturée (comme des organes en imagerie biomédicale ou
des objets dans l’ingénierie).
Dans cette thèse, nous nous sommes intéressés à l’extraction de la géométrie
sur ces données digitales. Plus précisément, nous nous concentrons à approcher des
quantités géométriques différentielles comme la courbure sur ces objets. Ces quanti-
tés sont les ingrédients critiques de plusieurs applications comme la reconstruction
de surface ou la reconnaissance, la correspondance ou la comparaison d’objets. Nous
nous focalisons également sur les preuves de convergence asymptotique de ces
estimateurs, garantissant en quelque sorte la qualité de l’estimation. En effet, lorsque
la résolution de l’appareil d’acquisition est augmentée, notre estimation géométrique
est plus précise. Notre méthode est basée sur les invariants par intégration et sur
l’approximation digitale des intégrations volumiques.
Enfin, nous présentons une méthode de classification de la surface, qui analyse
les données digitales dans un système à plusieurs échelles et classifie les éléments
de surface en trois catégories : les parties lisses, les parties planes, et les parties
singulières (discontinuités de la tangente). Ce type de détection de points caractéris-
tiques est utilisé dans plusieurs algorithmes géométriques, comme la compression
de maillage ou la reconnaissance d’objet. La stabilité aux paramètres et la robustesse
au bruit sont évaluées en fonction des méthodes de la littérature. Tous nos outils
pour l’analyse de données digitales sont appliqués à des micro-structures de neige
provenant d’un tomographe à rayons X, et leur intérêt est évalué et discuté.
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1Introduction et contexte –
Géométrie digitale et projet
digitalSnow
„With my freeze ray
I will stop the world.
— Dr. HORRIBLE (Neil Patrick HARRIS)
Dr. Horrible’s Sing-Along Blog.
1
Depuis quelques années, nous vivons dans un monde entouré en permanence de
données numériques. Il ne passe pas un jour sans que nous ne soyons bombardés
de pixels, que ce soit sur les téléphones portables, les écrans publicitaires animés, ou
peut-être même actuellement si vous lisez ce document sur un écran. Devant cette
masse grandissante de pixels, ou de voxels en dimension 3, les besoins en traitement
de ces données digitales sont de plus en plus forts. Dans l’imagerie médicale par
exemple, nous sommes capables de récupérer de manière non-invasive un « amas
de voxels » représentant un organe d’un patient. Il existe une demande de plus en
plus forte également pour la sauvegarde du patrimoine culturel : les œuvres ont
une durée de vie limitée par le choix de leurs matériaux ou à cause d’événements
extérieurs (guerres, catastrophes naturelles) ; il devient alors préoccupant de les
stocker numériquement.
Le cadre de cette thèse, avec le projet digitalSnow, est d’étudier les métamor-
phoses de neige difficilement observables à l’œil nu grâce à leur représentation
digitale. Le projet digitalSnow1 est un projet de recherche financé par l’Agence Na-
tionale de le Recherche qui regroupe trois laboratoires spécialisé dans des domaines
différents : le laboratoire d’informatique LIRIS de l’Université de Lyon, le labora-
toire de mathématiques LAMA de l’Université de Savoie Mont-Blanc, et le Centre
d’Études de la Neige CEN du Centre National de Recherches Météorologiques. Lors
d’une chute de neige, les cristaux de glace s’accumulent sur le sol et forment un
ensemble poreux d’air humide, de glace et d’eau. Cette neige se transforme avec
le temps ; l’enjeu ici est de comprendre comment évolue la micro-structure de la
neige en fonction des conditions extérieures et des phénomènes intrinsèques du
matériau (tension de surface). Pour ce faire, nous récupérons des images digitales de
dimension 3 de micro-échantillons de neige grâce à la micro-tomographie à rayons X
et nous cherchons à extraire des quantités topologiques et géométriques (comme la
courbure) afin de modéliser les propriétés physiques du matériau. Nous préciserons
le contexte applicatif dans le paragraphe 4.2 page 141.
La géométrie digitale tente alors d’apporter des outils mathématiques permettant
d’exploiter pleinement ces données digitales. Ces outils proviennent généralement de
la géométrie euclidienne classique et sont adaptés pour des données digitales (parties
de Zd). Cependant, comme le dit Jean FRANÇON dans la préface de « Géométrie
discrète et images numériques » [Coe+07], la géométrie digitale n’est pas seulement
l’étude d’objets du monde réel dans l’espace digital, mais également l’étude de
l’objet digital lui-même. Ainsi, sous l’impulsion de Jean-Pierre REVEILLÈS dès 1988,
la géométrie arithmétique s’intéresse aux droites et cercles non plus comme étant
seulement le produit d’un algorithme de tracé mais définis intrinsèquement dans la
géométrie digitale, sans l’être par approximation du continu.
1ANR-11-BS02-009, http://liris.cnrs.fr/dsnow/
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La principale motivation est d’approcher au plus près la représentation digitale de
l’objet de sa version euclidienne. Ainsi nous nous intéressons aux questions suivantes :
comment récupérer des informations sur l’objet réel étudié lorsque nous n’avons
à notre disposition qu’une version approchée de celui-ci, sa version discrétisée ?
Pouvons-nous garantir la qualité des quantités estimées sur les données digitales ?
Après de rapides définitions des notions et outils de base utilisés en géométrie
digitale dans le chapitre 2 page 5, nous proposons dans le chapitre 3 page 29,
des estimateurs digitaux de courbure en dimension 2 et 3 (courbure moyenne,
courbures principales) avec des preuves mathématiques garantissant la qualité des
résultats (propriété de convergence asymptotique uniforme). Nous adapterons ces
estimateurs dans ce même chapitre afin qu’ils ne nécessitent aucun paramètre.
Ensuite, dans le chapitre 4 page 109, nous dérivons ces estimateurs de courbure
afin de reconnaître les singularités d’un objet, en quelque sorte les arêtes de l’objet
sous-jacent à sa représentation digitale. Enfin, nous conclurons et nous apporterons
quelques perspectives résultant de ces travaux dans le chapitre 5 page 147.
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2Notions et éléments de la
géométrie classique et de la
géométrie digitale
„[S’adressant à Arthur.] Des chefs de guerre, il y
en a de toutes sortes. Des bons, des mauvais, des
pleines cagettes il y en a. Mais une fois de temps
en temps, il en sort un. Exceptionnel. Un héros.
Une légende. [...] Tu sais ce que c’est, leur
pouvoir secret ? Ils ne se battent que pour la
dignité des faibles.
— Cæsar Imperator (Pierre MONDY)
Kaamelott, Livre VI.
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2.1 Introduction
Dans ce chapitre, nous allons poser les définitions des éléments dont nous allons
nous servir pour la suite de ce document. Cela comprend une introduction à la
géométrie des surfaces et des formes continues (paragraphe 2.3) permettant de faire
le lien entre la géométrie euclidienne et nos estimateurs digitaux, les notions de
base de la géométrie digitale (paragraphe 2.4), ainsi que tout le processus formel
permettant d’analyser le comportement d’un estimateur digital (paragraphe 2.6).
Enfin, nous verrons quelques primitives digitales que nous utiliserons par la suite,
comme les segments de droite discrète maximaux (paragraphes 2.7 et 2.8).
2.2 Notations
Le tableau 2.1 page ci-contre énonce les notations utilisées dans ce manuscrit et
leur signification (sauf mention contraire). Chacune de ces notations sera introduite
au cours des différents paragraphes.
2.3 Introduction à la géométrie des surfaces et formes
continues
La géométrie des surfaces et des formes continues est l’étude des surfaces
comme graphes de fonctions. Nous allons dans un premier temps étudier la dérivabi-
lité de ces fonctions (classes de fonctions). Ensuite, nous définirons des quantités
intégrales décrivant la surface.
2.3.1 Classes de fonctions C1, C2, Cd
Définissons les classes de fonctions C1, C2 ou plus généralement Cd, permettant
de connaître le différentiabilité d’une fonction.
Définition 2.1 (Classe de fonction C1). Une fonction f sur un intervalle réel non
vide et non trivial est une fonction continûment différentiable si elle est différentiable et
si sa dérivée f ′ est continue. Nous dirons également que f est de classe C1.
Définition 2.2 (Classe de fonction C2). Une fonction f sur un intervalle réel non
vide et non trivial est une fonction deux fois continûment différentiable si elle est deux
fois différentiable et si sa dérivée seconde f ′′ (la dérivée de f ′) est continue. Nous dirons
également que f est de classe C2.
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Table 2.1 Notations utilisées dans cette thèse
Notation Description Définition
Rd Espace euclidien de dimension d
X Famille de formes convexes de Rd de bord C3 à cour-
bure bornée
§ 2.6 page 20
X Forme de X § 2.6 page 20
∂X Bord topologique de X § 2.5 page 16
x Point de Rd § 2.5 page 16
xi i-ième coordonnée de x avec x = (x1, . . . , xd)
xi (i+ 1)-ième point d’une séquence. (xi)i=0···n−1
Zd Espace en coordonnées entières de dimension d § 2.5 page 16
Z Objet digital (partie de Zd) § 2.5 page 16
h Pas de discrétisation pour la discrétisation de Gauss § 2.5 page 16
Gh (X) Discrétisation de Gauss de X sur une grille de pas h § 2.5 page 16
[Gh (X)]h Plongement euclidien de la discrétisation de Gauss de
X sur une grille de pas h
§ 2.5 page 16
∂[Gh (X)]h Bord topologique du plongement euclidien de la dis-
crétisation de Gauss de X sur une grille de pas h
§ 2.5 page 16
xˆ Points de ∂[Z]h pour une forme Z § 2.5 page 16
E(X,x) Quantité définie au point x ∈ ∂X, X ⊂ Rd § 2.6 page 20
Eˆ(Z, xˆ, h) Quantité estimée au point xˆ ∈ ∂[Z]h, Z ⊂ Zd § 2.6 page 20
mp1···pd(X) Moment géométrique d’ordre p1 · · · pd de X § 2.3.3 page 8
V(X) Matrice de covariance de X § 3.3.1 page 46
κ(X,x) Courbure au point x ∈ ∂X, X ⊂ R2 § 2.3 page 6
H(X,x) Courbure moyenne au point x ∈ ∂X, X ⊂ R3 § 2.3 page 6
K(X,x) Courbure gaussienne au point x ∈ ∂X, X ⊂ R3 § 2.3 page 6
κi(X,x) i-ième courbure principale au point x ∈ ∂X, X ⊂ R3 § 2.3 page 6
wi(X,x) i-ième direction principale de courbure au point x ∈
∂X, X ⊂ R3
§ 2.3 page 6
n(X,x) Normale au point x ∈ ∂X, X ⊂ R3 § 2.3 page 6
Plus généralement, pour d > 2, la classe de fonction Cd est définie comme :
Définition 2.3 (Classe de fonction Cd). Une fonction f est de classe Cd (avec d ≥ 2)
sur un intervalle réel non vide et non trivial si elle est d fois continûment différentiable.
2.3.2 Aire et volume
Nous nous intéressons aux quantités intégrales d’une formeX ⊂ Rd. Les quantités
les plus directes sont probablement l’aire de la forme en dimension 2 ou son volume
en dimension 3. Cela revient à calculer une double ou triple intégrale de la forme
suivante :
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Définition 2.4 (Aire d’une forme). Soit X une partie bornée de R2. Soit la fonction
constante 1 intégrable sur X, alors l’aire de X est :
Area(X) =
∫∫
X
dxdy . (2.1)
Définition 2.5 (Volume d’une forme). Soit X une partie bornée de R3. Soit la
fonction constante 1 intégrable sur X, alors le volume de X est :
Vol(X) =
∫∫∫
X
dxdydz . (2.2)
Nous parlons également de mesure de X au sens de Lebesgue. Nous reviendrons sur
ces définitions dans le cadre digital dans le paragraphe 2.7 page 22.
2.3.3 Moments géométriques
Le concept mathématique des moments ( General moment theory) a été acti-
vement étudié depuis plusieurs années. Plus particulièrement, les moments géomé-
triques ont montré leur intérêt dans la reconnaissance de formes (nous pouvons
citer la revue de TRIER et al. [Tri+96] pour la reconnaissance de caractères) et la
reconstruction d’objets [Gho+05]. La première utilisation des moments en analyse
d’images remonte à 1962 par HU [Hu62] pour la reconnaissance de caractères. Nous
allons tout d’abord définir ce que sont les moments et leurs caractéristiques, pour
ensuite nous intéresser à les estimer sur des données digitales.
Une définition générale du moment géométrique (ou moment cartésien) mp1···pd
d’ordre p1 · · · pd (aussi appelé le p1 · · · pd-moment) de X (partie ou sous-ensemble
de Rd) peut être donnée comme :
mp1···pd(X) :=
∫
· · ·
∫
X
xp11 · · ·xpdd dx1 . . . dxd. (2.3)
Moment d’ordre zéro : aire / volume Il apparaît alors que le 0 · · · 0-moment (ou
0-moment) correspond à l’aire en 2D ou au volume en 3D de X :
m0···0(X) :=
∫
· · ·
∫
X
dx1 . . . dxd. (2.4)
Moments du premier ordre : barycentre ou centre d’inertie Les d moments du
premier ordre (m10···0(X), m010···0(X), · · · , m0···01(X)) sont généralement utilisés
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pour déterminer le barycentre de la forme à analyser. Les coordonnées du barycentre
(x1, · · · , xp) sont données par :
x1 :=
m10···0(X)
m0···0(X) , · · · , xp :=
m0···01(X)
m0···0(X) . (2.5)
Moments du second ordre Les moments du second ordre mp1···pd(X) avec p1 +
· · ·+ p2 = 2 sont connus comme les moments d’inertie, caractérisant la géométrie
des masses de la forme. En 2D, nous en dénombrons 3 : m20(X), m11(X) et m02(X),
en 3D il en existe 6 : m200(X), m020(X), m002(X), m110(X), m010(X) et m101(X).
Dans le chapitre 3 page 29 nous verrons comment ces moments géométriques
pourrons nous servir pour l’estimation de quantités différentielles.
2.3.4 Courbure des courbes et des surfaces
Nous nous intéressons maintenant à la courbure, un invariant géométrique des
courbes et des surfaces. La courbure est une scalaire mesurant la déviation de la
courbe par rapport au vecteur tangent. Cette quantité est très utilisée en traitement
géométrique dans l’analyse et le suivi de formes, entre autres. Nous détaillerons cela
dans le chapitre 3 page 29.
Soit f(x) une courbe C2 paramétrée par son abscisse curviligne dans un espace
de dimension 2 :
f : [0, 1]→ R2
x→ f(x) (2.6)
Alors la courbure de f au point x s’écrit comme la norme de la dérivée seconde :
κ(x) =
∣∣∣∣∣d2fdx2
∣∣∣∣∣ . (2.7)
Une autre façon d’obtenir la courbure est de s’intéresser aux cercles osculateurs de
la surface :
κ(x) = 1
ro(x)
, (2.8)
où ro(x) est le rayon du cercle osculateur de la courbe f au point x, c’est-à-dire le
cercle qui épouse (géométriquement) le mieux la courbe f en x (voir figure 2.1 page
suivante).
Usuellement, lorsque nous parlons de courbure, nous parlons de courbure al-
gébrique. Les définitions précédentes donnent un scalaire positif, représentant la
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R1 R2
Figure 2.1 La courbure est l’inverse du rayon du cercle osculateur. Ainsi plus le rayon est petit, plus la
courbure (en valeur absolue) est forte.
déviation de la courbe par rapport au vecteur tangent. Nous souhaitons obtenir des
valeurs de courbure positives, négatives ou encore nulles. Les courbures algébriques
sont alors signées. Cela implique par exemple de pouvoir obtenir des valeurs de ro
négatives dans le cas d’une forme concave.
La courbure peut être également définie comme la dérivée de l’orientation du
vecteur tangent. Si φ(x) est l’angle orienté entre le vecteur tangent ~t(x) et une droite
fixe, nous avons :
κ(x) = dφ
dx
. (2.9)
Plan Cylindre convexe Cylindre concave
Surface minimale Pic Vallée
Col convexe Col concave
Figure 2.2 Illustration de différentes surfaces de dimension 3.
En dimension 3, nous pouvons définir la courbure de la surface. Celle-ci prend
plusieurs formes : la courbure moyenne, la courbure gaussienne et les courbures
principales. Ces différentes quantités permettent de qualifier précisement la courbure
d’une surface, nous allons les détailler.
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xn Π1
Π2
∂X
f1
f2
Figure 2.3 Surface intersectée par le plan tangent et deux plans orthogonaux Π1 et Π2 dans la direction
de la normale n au point x. Ces plans forment deux courbes 2D f1 et f2 (en rouge). [Gab15].
Considérons le repère de Frenet défini par la normale n et deux vecteurs ortho-
gonaux ~t1 et ~t2 du plan tangent au point x de la surface ∂X pour X ⊂ R3. Dans ce
repère, nous considérons deux plans orthogonaux, Π1 et Π2, formant deux courbes
2D f1 et f2 à l’intersection du plan et de la surface ∂X (voir figure 2.3). Notons
κa(X,x) la courbure de f1 au point x et κb(X,x) la courbure de f2 au point x. Si f1
et f2 sont deux fois dérivables en x, alors la courbure moyenne H(X,x) est définie
comme étant :
H(X,x) = κa(X,x) + κb(X,x)2 . (2.10)
Si κa(X,x) et κb(X,x) sont respectivement la courbure maximale κ1(X,x) et
la courbure minimale κ2(X,x) dans toutes les directions du repère de Frenet au
point x, alors nous pouvons définir la courbure gaussienne K(X,x) comme étant :
K(X,x) = κ1(X,x) · κ2(X,x) . (2.11)
Nous pouvons noter quelques particularités en dimension 3 :
• la sphère unité a une courbure moyenne et gaussienne constante égale à 1 ;
• le plan euclidien a une courbure moyenne et gaussienne nulle ;
• le cylindre a une courbure moyenne positive et une courbure gaussienne nulle.
Le tableau 2.2 page suivante et la figure 2.2 page précédente montrent une classifi-
cation des surfaces de dimension 3 en fonction du signe de leur courbure moyenne
et gaussienne.
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Table 2.2 Particularités des surfaces en fonction de leur courbures moyenne et gaussienne.
K = 0 K > 0 K < 0
H = 0 plan surface minimale
H > 0 cylindre concave vallée col concave
H < 0 cylindre convexe pic col convexe
2.4 Éléments de géométrie digitale
Dans ce paragraphe, nous allons introduire les notions de bases de la géométrie
digitale comme le pavage. Un pavage est un ensemble de cellules partitionnant
entièrement l’espace euclidien. Il existe plusieurs types de pavages présents dans
la nature (craquement de sol sous l’effet de la chaleur, peaux d’animaux (serpent,
girafe, etc.), sol de la Chaussée des Géants (Royaume-Uni), etc.) comme dans les
constructions de l’Homme (carrelages, routes pavées, pyramide du Louvre (Paris,
France), mosaïques, vitraux, etc.), comme l’illustre la figure 2.4.
Figure 2.4 Différents pavages dans la nature ou dans les constructions humaines. De gauche à droite,
de haut en bas : désert de sel en Bolivie [Cos15], sol d’un des châteaux de la Loire (France)
[Com15], mosaïque représentant Amphitrite (Herculanum, Italie), formation de basalte à la
Chaussée des Géants (Royaume-Uni) [Web15].
Un sous-ensemble de ces pavages contient les pavages réguliers. Nous appelons
un espace digital un pavage régulier du plan en dimension 2 ou de l’espace en
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dimension d > 2. Plusieurs types de pavages réguliers existent (voir la figure 2.5),
nous nous intéressons ici uniquement aux pavages discrets par carrés (ou des cubes
en dimension supérieure). Les points digitaux (pixels en dimension 2, voxels en
dimension 3) de ce pavage régulier isothétique (aligné sur les axes) associés à cet
espace sont des points de Zd comme nous pouvons le voir avec le graphe dual de
la figure 2.6. Les coordonnées des points digitaux sont alors des nombres entiers,
rendant les calculs plus simples et stables qu’avec des coordonnées réelles. Les objets
digitaux Z ⊂ Zd sont alors simplement définis comme des ensembles de points
digitaux de dimension d.
Figure 2.5 Pavages 2D réguliers par carrés, hexagones et triangles (figure 1.1 de [Coe02]).
Figure 2.6 Dual du pavage 2D réguliers par carrés.
Nous pouvons ajouter à ces points digitaux des informations topologiques en
considérant l’espace de grille cellulaire ou inter-pixels. L’idée est de plonger l’espace
digital Zn dans l’espace cubique cartésien afin de pouvoir représenter les éléments
inter-pixels [Kov89 ; Kha+90 ; Fra95], que nous nommerons topologie de Khalim-
sky. Ainsi :
• Les 0-cellules sont appelées des pointels (éléments de dimension 0) ;
• Les 1-cellules sont appelées des lignels ou linels (éléments de dimension 1) ;
• Les 2-cellules sont appelées des pixels (éléments de dimension 2).
• Les 3-cellules sont appelées des voxels (éléments de dimension 3).
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pointel lignel pixel
Figure 2.7 Illustration des 0-cellules (pointels), 1-cellules (lignels) et 2-cellules (pixels).
La figure 2.7 illustre les pointels, lignels et pixels. Par convention, nous nommons
les n-cellules les spels (un pixel en dimension 2, un voxel en dimension 3), les
(n− 1)-cellules sont nommées les bels ou surfel pour surface elements (un lignel
en dimension 2, un pixel en dimension 3). Par convention, les points digitaux p ∈ Zd
sont plongés dans des spels.
Ces définitions nous amènent directement aux questions de voisinage des points
digitaux. La relation de voisinage est une notion importante pour la définition de
notre objet digital. Le voisinage est défini en fonction de la connexité que possède
une cellule digitale par rapport aux autres. Les tableaux 2.3 et 2.4 définissent
formellement ces notions, et la figure 2.8 page ci-contre illustre la 4-connexité et la
8-connexité sur un objet digital de dimension 2. Un autre terme désigne cette notion
de voisinage : l’adjacence. Ainsi, nous parlons de n-adjacence pour les liens entre
éléments de dimension n (c’est-à-dire les pointels pour n = 0, les lignels pour n = 1
en dimension 2).
Table 2.3 Définition des voisinages en dimension 2.
Adjacence Connexité Caractérisation
1 4 ||x− y||1 = 1
0 8 ||x− y||∞ = 1
Table 2.4 Définition des voisinages en dimension 3.
Adjacence Connexité Caractérisation
2 6 ||x− y||1 = 1
1 18 ||x− y||∞ = 1 et ||x− y||1 ≤ 2
0 26 ||x− y||∞ = 1
Pour résumer, en dimension 2 :
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Figure 2.8 Illustation du voisinage en dimension 2. À gauche : 4-connexité, à droite : 8-connexité.
• la 4-connexité (ou 1-adjacence) est la relation de voisinage par les arêtes (à
gauche sur la figure 2.8) ;
• la 8-connexité (ou 0-adjacence) est la relation de voisinage par les arêtes et les
sommets (à droite sur la figure 2.8).
De même, en dimension 3 :
• la 6-connexité (ou 2-adjacence) est la relation de voisinage par les faces ;
• la 18-connexité (ou 1-adjacence) est la relation de voisinage par les faces et les
arêtes.
• la 26-connexité (ou 0-adjacence) est la relation de voisinage par les faces, les
arêtes et les sommets.
La notion de voisinage est alors importante. En effet, en fonction de la connexité
de l’espace digital, différentes composantes connexes peuvent être extraites comme
le montre la figure 2.9 page suivante.
Nous pouvons définir les surfaces digitales1 Bd(Z) comme étant le bord topolo-
gique de l’objet digital, c’est-à-dire des sous-ensemble du plan discret Zn.
En dimension 2 (respectivement dimension 3), il s’agit de la région inter-pixels
(resp. inter-voxels) séparant les pixels (resp. voxels) à l’intérieur de l’objet digital de
ceux à l’extérieur. Plus concrètement, les surfaces digitales sont des ensembles de
surfels et de cellules de dimensions inférieures possèdant un lien (4 ou 8-connexité)
avec un spel à l’intérieur de l’objet et un spel hors de l’objet (voir [Her98 ; Udu94 ;
1Il existe plusieurs définitions pour les surfaces digitales [Ros79 ; Lat+95]. Nous ne les détaillerons
pas ici et n’utiliserons que la définition la plus courante.
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Figure 2.9 Illustration du nombre de composantes connexes en fonction de la connexité de l’espace
digital. À gauche : trois composantes connexes sont extraites en 4-connexité. À droite : une
seule composante connexe est extraite en 8-connexité.
KU92]). La figure 2.11 page 18 illustre (figure du bas, en bleu) le bord topologique
de Z.
Nous pouvons exploiter la topologie de Khalimsky pour effectuer du suivi de
contour. En effet, grâce aux relations d’adjacence et à la définition de la topologie,
les algorithmes d’extraction de surface par suivi sont très efficaces puisqu’il s’agit
uniquement de résoudre un graphe de surfels [LM98 ; LM00].
2.5 Discrétisation
Nous allons maintenant décrire le processus de discrétisation d’un sous-ensemble
de l’espace euclidien Rd vers un ensemble de points de l’espace digital Zd. La forma-
lisation de ce processus est importante pour l’évaluation théorique et expérimentale
des estimateurs sur les bords digitaux des objets.
Considérons une forme X de Rd à discrétiser en points de Rd en coordonnées
entières (c’est-à-dire de Zd), alors la discrétisation de Gauss Gh (X) de X dans une
grille de dimension d et de résolution h est :
Gh (X) := {p ∈ Zd, (h · p) ∈ X} , (2.12)
où h · p est le redimensionnement uniforme de p par le facteur h. Ce facteur h
est important car les points digitaux sont des carrés (ou cubes) unitaires, et n’ont
alors aucune information d’échelle permettant la correspondance vers les formes
euclidiennes. Par exemple, la figure 2.10 page suivante montre deux disques de
rayons différents discrétisés à deux échelles h différentes, donnant exactement la
même discrétisation.
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Figure 2.10 Illustration de la dépendance du paramètre d’échelle h et de la taille de la forme. L’objet
euclidien de gauche donne le même objet digital que l’objet euclidien de droite alors qu’ils
sont à des échelles différentes.
Si p ∈ Zd, alors Q(p) désigne le cube unitaire fermé de dimension d de Rd centré
au point p et aligné sur les axes de Zd. Nous définissons le h-cube, c’est-à-dire Q(p)
mis à l’échelle par h, comme :
Qh(p) := h ·Q(p) . (2.13)
Ainsi, pour un ensemble digital Z ⊂ Zd, le plongement euclidien ( body) de
Z est le plongement [·]h de Z vers Rd, défini comme :
[Z]h :=
⋃
p∈Z
Qh(p) . (2.14)
En d’autres termes, [Z]h est l’ensemble des cubes de dimension d appartenant à Z,
mis à l’échelle par le pas de discrétisation h.
Intéressons-nous désormais aux bords de ces objets. Nous verrons plus tard que
certains estimateurs sont définis sur le bord de l’objet ; il semble alors important
de l’étudier. Nous notons ∂X la frontière de X, c’est-à-dire son bord topologique
(en orange foncé sur la figure 2.11 page suivante). Nous pouvons également noter
∂[Gh (X)]h le bord topologique du plongement euclidien de Gh (X).
La figure 2.11 page suivante montre une forme euclidienne X ⊂ R2 (en orange
pâle) et sa frontière ∂X (en orange foncé), ainsi que [Gh (X)]h le plongement
euclidien de la discrétisation de Gauss de X avec le pas de discrétisation h (en
rouge pâle) et son bord euclidien ∂[Gh (X)]h (en rouge foncé). La figure du bas
de la figure 2.11 montre l’objet digital Z (= Gh (X)) que nous obtenons après la
discrétisation de X dans l’espace de Khalimsky au pas de discrétisation h (en gris).
Ainsi, nous obtenons des points digitaux p ∈ Z2 dans une grille carrée régulière
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X ∂X (h · Gh (X))
h
[Gh (X)]h ∂[Gh (X)]h
h
pointels lignels
Gh (X)Bd(Gh (X)) { },
1
Figure 2.11 De gauche à droite en haut : Illustration d’une forme euclidienne X (en orange pâle), de
sa frontière ∂X (en orange foncé), du plongement euclidien de sa discrétisation de Gauss
[Gh (X)]h (en rouge pâle) et son bord topologique euclidien ∂[Gh (X)]h (en orange foncé). En
bas : l’objet digital Z = Gh (X) (en gris, à noter que les carrés de la grille sont unitaires) et
son bord digital Bd(Gh (X)) (en bleu) composé de lignels et pointels.
unitaire. Nous pouvons extraire le bord Bd(Z) afin d’obtenir un ensemble de lignels
et de pointels (en bleu).
Comme nous pouvons le voir sur la figure 2.11, la bord ∂[Gh (X)]h du plongement
euclidien de Gh (X) est un sous-ensemble de dimension (d−1) deRd qui est proche de
∂X. Pour certaines preuves mathématiques cette notion de proximité est essentielle.
Une correspondance précise entre les points x ∈ ∂X et xˆ ∈ ∂[Gh (X)]h est alors
nécessaire. Définissons dans un premier temps les outils dont nous avons besoin
pour étudier cette correspondance : pour un forme X ⊂ Rd, l’axe médian MA(∂X)
de ∂X est le sous-ensemble de Rd dans lequel chacun des points est le plus proche
d’au moins deux points de ∂X. Le reach de ∂X est la borne inférieure de la distance
entre ∂X et son axe médian. Les formes à reach positif ont leur courbures principales
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bornées par ±1/reach(X). Alors nous pouvons définir la correspondance piXh du bord
∂[Gh (X)]h du plongement euclidien de la discrétisation de Gauss de X vers le bord
topologique ∂X de X dans la direction de la normale de la surface. Cette projection
est nommée la projection inverse ou back-projection [Lac06] :
Définition 2.6 (Projection inverse piXh [Lac06]). Pour tout forme 2D X à reach
positif, pour 0 < h ≤ reach(X), soit n(X,x, l) le segment centré au point x, aligné le
long de la normale à X au point x et de demi-longueur l Alors la projection inverse
piXh est définie comme :
piXh : ∂[Gh (X)]h → ∂X,
xˆ 7→ x = piXh (xˆ) , (2.15)
où x est le seul point tel que xˆ ∈ n(X,x,
√
2
2 h).
L’intuition de la preuve de cette définition est faite en 3 étapes dans [Lac06] : tout
d’abord, le lemme B.8 de [Lac06] montre que si X est par(R)-régulier2, alors, pour
tout point x de ∂X, son segment normal n(X,x,
√
2
2 h) touche ∂[Gh (X)]h en au
moins un point. Ensuite, le lemme B.9 de [Lac06] nous indique que tout point x
est distant de moins de
√
2
2 h de ∂[Gh (X)]h (dans la direction de sa normale) et que
tout point xˆ est distant de moins de
√
2
2 h de ∂X. Enfin, le lemme B.10 de [Lac06]
montre que la correspondance piXh n’introduit aucune ambiguïté et est surjective si
h < reach(X) et si le bord de X est C3-convexe. La figure 2.12 nous montre (en
rouge) la projection de tout point xˆ ∈ ∂[Gh (X)]h vers des points x ∈ ∂X. Ainsi,
il existe une correspondance entre les points des bords ∂[Gh (X)]h et ∂X qui ont
une distance de Hausdorff inférieure ou égale à
√
2
2 h. De plus, la projection pi
X
h est
continue sur Rd \MA(∂X), donc également sur ∂[Gh (X)]h avec un h adéquat. En
dimension supérieure, nous pouvons citer les travaux de LACHAUD et al. [LT15],
qui mettent aussi en évidence l’équivalence des notions de reach et de par(R)-
régularité.
x××xˆ
piXh (xˆ)
∂X ∂[Gh (X)]h
Figure 2.12 Projection inverse de tout point xˆ ∈ ∂[Gh (X)]h vers des points x ∈ ∂X.
2Un ensemble par(R)-régulier est un ensemble dont les normales ne s’intersectent pas entre elles
lorsqu’elles sont représentées comme des segments de longueurs 2R.
2.5 Discrétisation 19
2.6 Convergence asymptotique d’estimateurs locaux et
globaux
Maintenant que le processus de discrétisation est défini, nous allons nous inté-
resser aux propriétés de convergence asymptotique des estimateurs de quantités
géométriques. Tout d’abord, nous pouvons distinguer deux types de quantités géo-
métriques : les quantités « locales » et les quantités « globales ».
Définition 2.7 (Quantités géométriques locales et globales). Une quantité géo-
métrique est dite « locale » lorsqu’elle est définie localement en un point de la forme.
Une quantité géométrique est dite « globale » lorsqu’elle est associée à la forme toute
entière.
Pour illustrer cette définition, nous pouvons distinguer le volume d’une forme qui est
une quantité géométrique « globale », tandis que la normale, la courbure ou encore
la tangente en un point de sa surface sont des quantités géométriques dites « locales
».
Nous allons désormais définir la convergence asymptotique d’estimateurs de
quantités géométriques (locales et globales). La notion de convergence asymptotique,
introduite en 1982 par SERRA [Ser82], est un critère important permettant d’évaluer
et de comparer des estimateurs digitaux. L’idée principale est, pour une forme
euclidienne X donnée, d’évaluer l’erreur entre une quantité géométrique de X et la
quantité géométrique digitale estimée sur la discrétisation de X, à plusieurs échelles
de discrétisation. Le comportement attendu est alors que si nous raffinons l’objet
digital (c’est-à-dire que le pas de discrétisation diminue, donnant ainsi un objet
digital plus proche de la forme euclidienne comme le montre la figure 2.13), l’erreur
d’estimation doit tendre vers 0.
Figure 2.13 Ellipse euclidienne et ses versions discrétisées à différents pas de discrétisation h = 1, 0.5 et
0.1.
Ainsi, définissons Eˆ(Gh (X) , h) (respectivement Eˆ(Gh (X) , xˆ, h)) un estimateur
de quantité géométrique globale (resp. locale) sur Gh (X) la discrétisation (de Gauss,
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voir le paragraphe 2.5 page 16) de la forme X au pas de discrétisation h. La version
locale est définie sur un point xˆ le bord digital ∂[Gh (X)]h de la discrétisation de la
forme X au pas de discrétisation h.
Alors, nous pouvons étudier la convergence asymptotique de ces estimateurs
(issue de la définition 2.10 de [KR04]) :
Définition 2.8 (Convergence asymptotique d’un estimateur digital de quantité
géométrique globale). Un estimateur digital de quantité géométrique globale Eˆ d’une
quantité géométrique E converge asymptotiquement pour une famille de formes X
si et seulement si pour toute forme X ∈ X, il existe un pas de discrétisation h0 > 0 tel
que Eˆ(Gh (X) , h) soit défini pour tout 0 < h < h0,
|Eˆ(Gh (X) , h)− E(X)| ≤ τX(h) , (2.16)
où τX : R+∗ → R+, désignant l’erreur d’estimation de la quantité géométrique pour
le pas de discrétisation h, a une limite nulle à 0. Cette fonction définit la vitesse de
convergence de Eˆ vers E sur X.
Un estimateur local digital estime la quantité géométrique sur tout point xˆ de
∂[Gh (X)]h.
Définition 2.9 (Convergence asymptotique d’un estimateur digital de quantité
géométrique locale). Un estimateur digital de quantité géométrique locale Eˆ d’une
quantité géométrique E converge asymptotiquement pour une famille de formes X
si et seulement si pour toute forme X ∈ X, il existe un pas de discrétisation h0 > 0
tel que l’estimation de Eˆ(Gh (X) , xˆ, h) soit défini en tout point xˆ ∈ ∂[Gh (X)]h avec
0 < h < h0, et pour tout x ∈ ∂X,
∀xˆ ∈ ∂[Gh (X)]h avec ‖xˆ− x‖∞ ≤ h, |Eˆ(Gh (X) , xˆ, h)− E(X,x)| ≤ τX,x(h) ,
(2.17)
où τX,x : R+∗ → R+ a une limite nulle à 0. Cette fonction définie la vitesse de
convergence de Eˆ vers E au point x de X. La convergence est dite uniforme pour X
lorsque toutes les valeurs de τX,x sont bornées (borne supérieure) par une fonction τX
indépendante de x ∈ ∂X avec une limite nulle à 0.
Lorsque nous mettons en œuvre un estimateur différentiel sur une surface digitale,
l’estimation est donnée sur un élément de la surface combinatoire (une surfel ou
un élément de dimension inférieure). Implicitement, nous estimons en un point
xˆ correspondant au centre du plongement géométrique du surfel. Nos preuves de
convergence étant définies pour tout xˆ de ∂[Gh (X)]h, ce type d’estimateurs digitaux
reste parfaitement cohérent.
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Généralement, les vitesses de convergence des estimateurs étudiés seront de la
forme O(ha), pour a > 0 et h qui tend vers 0. Cette valeur de a nous permet alors
de comparer les vitesses de convergence des estimateurs. Nous nous intéressons
dans cette thèse à la convergence asymptotique uniforme de nos estimateurs, en
d’autres mots il s’agit l’erreur dans le pire des cas de nos estimateurs.
Les preuves de convergence sont valides seulement pour des familles d’objets
X. Ces familles d’objets font des hypothèses sur la forme, permettant alors de valider
la convergence. Afin de simplifier la lecture, nous allons introduire des notations sur
les familles de formes dont nous allons nous servir par la suite :
• La famille de toutes les formes convexes finies du plan euclidien est noté XC ;
• La famille de tous les ensembles convexes dont la bordure est Cn à courbure
positive est noté Xn−SC ;
• La famille de tous les ensembles convexes dont la bordure est Cn par morceaux
est noté Xn−PW−SC .
COEURJOLLY et al. [Coe+12] ont proposé une analyse complète d’estimateurs (en
dimension 2) de la longueur de la forme (ou périmètre) ainsi que de la tangente en
tout point du bord de l’objet. Le tableau 2.5 page ci-contre récapitule les vitesses de
convergence obtenues ainsi que les familles de formes associées pour les preuves de
convergence. L’estimation de la courbure sera détaillée dans le chapitre suivant.
Pour plus de détails, se référer à [Coe+12]. La convergence des estimateurs de
courbure sera détaillée dans le chapitre suivant. Intéressons-nous dans le paragraphe
suivant à l’estimation de l’aire, du volume et des moments géométriques.
2.7 Estimateurs digitaux d’aire, de volume, de moments
géométriques
Nous avons vu dans le paragraphe 2.3 page 6 certaines quantités intégrales,
comme l’aire, le volume ou encore les moments. Ces quantités peuvent être très
facilement estimées sur des objets discrets, le calcul intégral pouvant se limiter à
compter des points digitaux. Nous allons ici détailler l’estimation digitale d’aire, de
volume et des moments sur des surfaces digitales, ainsi que leurs convergences.
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Table 2.5 Convergence asymptotique connus de certains estimateurs de quantités géométriques (ta-
bleaux 1 et 2 de [Coe+12]).
Vitesse de convergence
Quantité Estimateur Famille de formes Borne sup. Observée Référence
Longueur LˆDSS Polygones convexes ≈ 4.5h [KF92]
Longueur LˆDSS X3−PW−SC ? O(h) [KF92]
Longueur −sausage Polygones convexes ≈ 5.844h [Asa+01]
Longueur LˆST XC ? O(h) [CK04]
Longueur LˆFP XC ? O(h) [RS11]
Longueur LˆMLP XC ≈ 8h [Slo+98]
Longueur LˆMLP X3−PW−SC O(h) O(h 43 ) [Slo+98]
Longueur Lˆλ−MST X3−PW−SC O(h 13 ) O(h 43 ) [Lac06]
Tangente TˆBC Polygones ? O(h 13 ) [Coe+12]
Tangente TˆBC X1−SC O(h 23 ) O(h 23 ) [Mal+08]
Tangente TˆBC X1−PW−SC ? O(h 13 ) [Coe+12]
Tangente Tˆλ−MST et
TˆMCMS
Polygones O(h) O(h) [Lac06]
Tangente Tˆλ−MST et
TˆMCMS
X1−PW−SC ? O(h 23 ) [DVL09]
Tangente Tˆλ−MST et
TˆMCMS
X3−SC O(h 13 ) O(h 23 ) [Lac06]
Tangente TˆH1−0GD Polygones ? Non [Coe+12]
Tangente TˆH1−0GD X1−PW−SC ? ≈ O(h 2.53 ) [DVL09]
Tangente TˆH1−0GD X3−SC O(h 13 ) O(h 2.53 ) [DVL09]
2.7.1 Aire et volume digitaux en dénombrant les points digitaux
Une façon simple de calculer l’aire ou le volume d’une forme digitale consiste à
compter le nombre de points digitaux appartenant à la forme. Plus formellement,
pour tout sous-ensemble Z ⊂ Z2, l’estimateur digital d’aire au pas de discrétisation
h est défini par :
Ârea(Z, h) := h2Card(Z) (2.18)
En dimension 3, nous noterons ainsi l’estimateur digital de volume au pas de discré-
tisation h :
V̂ol(Z, h) := h3Card(Z) (2.19)
Maintenant, si ce sous-ensemble digital Z provient de la discrétisation de formes
euclidiennes X, nous voulons que l’estimation du volume devienne meilleure lorsque
le pas de discrétisation h se raffine (voir paragraphe 2.6 page 20). Il est connu
depuis GAUSS et DIRICHLET que cette façon d’estimer l’aire donne des résultats de
convergence asymptotique sur les formes X convexes finies de R2 :
Ârea(Gh (X) , h) = Area(X) +O(hβ), (2.20)
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avec β = 1 dans le cas général (XC) [KŽ00], et peut être optimisé à β = 1511 −  avec
 > 0 (arbitrairement petit) lorsque le bord de l’objet est C3 à courbure non nulle
[Hux90]. De mêmes résultats ont été proposés en 3D :
V̂ol(Gh (X) , h) = Vol(X) +O(hγ), (2.21)
avec γ = 1 dans le cas général [Krä88], et peut être amélioré à γ = 243158 lorsque le
bord est lisse (X3−SC) [Guo10]. En dimension 2, les objets non convexes suivent les
mêmes règles tant que X peut être exprimé comme une somme ou une différence
de régions convexes bornées par des courbes fermées simples [Hux96]. Les résultats
précédents restent valides chaque fois que le bord de la forme peut être décomposé
en nombre fini de morceaux convexes (ou convexe C3 à courbure non nulle pour les
bornes améliorées).
2.7.2 Moments géométriques digitaux en dénombrant les points
digitaux
Comme pour l’aire ou le volume précédemment, il est très simple de calculer
les moments sur des données digitales. En effet, il suffit de sommer les valeurs des
points digitaux de la forme et de remettre à l’échelle suivant le pas de discrétisation
h. Plus formellement, pour tout sous-ensemble Z de Zd, le p1 · · · pd-moment digital
de Z au pas de discrétisation h est défini par :
mˆp1···pdh (Z) := h
d+p1+···+pd ∑
(z1,...,zd)∈Z
zp11 · · · zpdd . (2.22)
Ainsi, le 0-moment digital de Z correspond au volume digital de Z, c’est-à-dire
Ârea(Z, h) lorsque d = 2 et V̂ol(Z, h) lorsque d ≥ 3. Nous souhaitons alors borner
l’erreur entre les moments de X et l’estimation des moments digitaux de la dis-
crétisation de X comme fonction du pas de discrétisation h. KLETTE et al. [KŽ00]
ont démontré la convergence de cet estimation des moments avec une vitesse de
convergence dépendante de l’ordre du moment σ = p1 + · · ·+ pd :
mˆp1···pdh (Gh (X) , h) = m
p1···pd(X) +O(hµσ). (2.23)
avec µσ ≥ 1 en dimension 2 et 3, pour σ ≤ 2. Cette borne peut être améliorée
lorsque la courbure gaussienne n’est pas nulle : KRÄTZEL et al. [KN91] obtiennent
µ0 = 3825 −  et MÜLLER et al. [Mül99] obtiennent µ0 = 6643 − .
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2.8 Droites digitales standards, segments digitaux, arcs
de cercle digitaux
Nous allons maintenant nous intéresser aux définitions de primitives digitales. La
primitive la plus basique à reconnaître est sans nul doute la droite ou le segment de
droite. Alors, nous devons définir ce qu’une droite représente dans l’espace digital.
Cette tâche est nécessaire, la principale difficulté provient de la discrétisation de la
forme : des effets d’escalier peuvent apparaître sur une surface plane par exemple,
comme illustré dans la figure 2.14. Définissons tout d’abord une droite digitale
standard (ou droite 4-connexe), et ainsi le segment digital :
Définition 2.10 (Droite digitale standard et segment digital (« Standard Di-
gital Straight Segment ») [Rev91]). L’ensemble de points (p1, p2) ∈ Z2 satisfaisant
µ ≤ ap1 − bp2 < µ+ |a|+ |b|, avec a, b et µ des nombres entiers, est appelé une droite
digitale standard avec comme pente a/b et comme décalage µ. Tout sous-ensemble de
pixels connectés d’une droite digitale standard est un segment digital (ou « DSS »).
Puisque cette droite est 4-connexe, cela en fait un candidat parfait pour être reconnu
à partir d’un contour digital.
Figure 2.14 Segments de droites digitales (en rouge sur la figure).
Nous pouvons alors faire de la reconnaissance de ces primitives. La définition sui-
vante décrit la manière de reconnaître un segment maximal à partir d’un ensemble
de points digitaux, ainsi que le faisceau de segments maximaux :
Définition 2.11 (Segments maximaux et faisceau de segments maximaux
[Lac+07]). Les pointels composant le bord digital Bd(Z) d’une forme Z ⊂ Z2
forment un contour 4-connecté. Cela nous permet de les dénombrer consécutivement par
(pi)i=0...n−1. Une séquence de pointels (pi, . . . ,pj) (dont l’indice est modulo n) est un
segment maximal (ou « MDSS ») sur Bd(Z) si c’est un DSS qui ne peut s’étendre
dans aucun sens (en avant ou en arrière) en restant un DSS.
Plus formellement, (pi, . . . ,pj) est un segment maximal sur Bd(Z) si et seulement si :
• (pi, . . . ,pj) est un DSS sur Bd(Z) ;
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• (pi−1, . . . ,pj) n’est pas un DSS sur Bd(Z) ;
• (pi, . . . ,pj+1) n’est pas un DSS sur Bd(Z).
Pour un pointel p ∈ Bd(Z) donné, le faisceau de segments maximaux à p est l’en-
semble des segments maximaux de Bd(Z) contenant p.
Il paraît alors essentiel d’étudier le comportement asymptotique de ces primi-
tives afin de pouvoir les exploiter. LACHAUD et al. [Lac06] et DE VIEILLEVILLE et
al. [DV+07] se sont intéressés aux propriétés asymptotiques des longueurs des
segments maximaux sur des formes convexes suffisamment lisses de dimension 2.
Lemme 2.1 (Lois asymptotiques des segments maximaux). Soit X une forme
convexe de R2, avec un bord C3 à courbure bornée non nulle. La longueur discrète des
segments maximaux de Bd(Z) pour Z = Gh (X) suit les règles suivantes :
• le plus court des segments maximaux a une borne inférieure en Ω(h− 13 ) ;
• le plus long des segments maximaux a une borne supérieure en O(h− 12 ) ;
• la longueur moyenne des segments maximaux LD(Z), est bornée par :
Θ(h−
1
3 ) ≤ LD(Z) ≤ Θ(h− 13 log
(1
h
)
) . (2.24)
Figure 2.15 Arc de cercle digital (Figure 1.22 de [Rou09]).
L’arc de cercle est une autre primitive intéressante à étudier. En effet, puisque la
courbure est l’inverse du rayon du cercle osculateur du bord d’un objet, le reconnaître
permettrait d’approcher cette valeur. Définissons alors l’arc de cercle digital (voir
la figure 2.15).
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Définition 2.12 (Arcs de cercle digitaux). Soit X une forme convexe de R2, avec
un champ de courbure continu. Le contour digital Bd(Z) pour Z = Gh (X) est un
arc de cercle digital ( DCA) si et seulement s’il existe un cercle euclidien qui sépare
les points digitaux intérieurs à Bd(Z) des points digitaux extérieurs de Bd(Z) (voir
figure 2.15 page précédente). Un arc de cercle digital est maximal ( MDCA) si et
seulement s’il ne peut être étendu dans aucune direction.
La figure 2.16 montre les arcs de cercle reconnus sur une courbe digitale.
Figure 2.16 Arcs de cercle digitaux (en rouge) reconnus sur une forme de dimension 2.
Nous verrons dans le chapitre suivant des estimateurs utilisant ces primitives
digitales pour estimer la courbure. Nous allons également proposer un estimateur
digital de courbure tirant parti des segments maximaux.
2.9 Conclusion
Nous avons rappelé dans ce chapitre les bases de la géométrie différentielle et de
la géométrie digitale. Ces bases vont nous permettre, dans le chapitre suivant, de
définir formellement des estimateurs digitaux de courbure en dimensions 2 et 3. De
plus, la reconnaissance de primitives nous permettra d’adapter nos estimateurs en
analysant au préalable la géométrie de la forme d’entrée.
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3Estimateurs digitaux de courbures
„Ce sont nos choix, Harry, qui montrent ce que
nous sommes vraiment, beaucoup plus que nos
aptitudes.
— Albus DUMBLEDORE
Harry Potter et la Chambre des Secrets.
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Dans ce chapitre, nous allons définir de nouveaux estimateurs de courbure pour
les surfaces digitales. Après avoir détaillé l’état de l’art (paragraphe 3.2), nous nous
intéresserons à l’estimation de la courbure par intégration locale (paragraphe 3.3
page 45) afin d’en extraire des estimateurs de courbure en 2D et courbure moyenne
(paragraphe 3.3 page 45) et courbures principales (paragraphe 3.3.3 page 60) en 3D.
Ces estimateurs nécessitent une taille de boule d’intégration ; nous adapterons ces
estimateurs à des versions ne nécessitant aucun paramètre dans le paragraphe 3.4
page 72. Enfin, nous comparerons nos estimateurs avec les méthodes représentatives
de l’état de l’art dans le paragraphe 3.5 page 85. Dans ce chapitre, nous considérons
que X = XC (famille des formes convexes à mesures finies du plan euclidien).
3.1 Introduction
Comme nous l’avons vu dans le chapitre précédent (paragraphe 2.3 page 6), la
géométrie d’une forme est décrite à partir de ses quantités différentielles comme la
courbure. Ces quantités, utilisées dans plusieurs champs de recherche, doivent être
estimées à partir des données à disposition[Pet02 ; Wan+09]. Les données discrètes
prennent différentes formes, qui sont principalement liées à la façon de capturer les
objets ou à leur utilisation. Elles peuvent être des nuages de points, des maillages
triangulés, ou encore des données digitales. Les critères guidant les définitions des
estimateurs sont différents et très liés à l’usage de la quantité différentielle : certains
privilégieront la rapidité d’estimation en dépit de la qualité, notamment dans un
enjeu d’utilisation en temps interactif ou réel, tandis que d’autres (et c’est notre cas)
préféreront garantir la qualité des résultats de l’estimation en priorité.
Comme nous l’avons vu dans le chapitre 1 page 1, notre estimation de la courbure
est utilisée au cœur d’un processus d’analyse de déformation de microstructures
de grains de neige, nécessitant des résultats les plus justes possibles. Il nous paraît
également important de connaître le comportement de l’estimateur. En effet, si,
dans quelques années, les outils de captures de données digitales augmentent la
résolution de la capture, aurons-nous une meilleure estimation de la courbure sur
ces données ? Nous devons alors nous focaliser sur la convergence asymptotique de
notre estimation à l’aide de preuves théoriques et de validations pratiques.
3.2 État de l’art
3.2.1 Estimation de courbure sur des maillages
Les données digitales étant discrètes par nature, il semble pertinent de s’intéresser
aux techniques d’estimation de courbure sur des maillages triangulés. Il existe une
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vaste famille de techniques en informatique graphique et en traitement géométrique
pour estimer les courbures moyennes et gaussiennes, et parfois même le tenseur de
courbure entier. La plupart effectuent des analyses locales (c’est-à-dire limitées au
1-voisinage ou 2-voisinage) de la forme. La précision de l’estimation dépend forte-
ment de la « qualité » du maillage (au sens où ce dernier approxime suffisamment
précisément la surface continue sous-jacente).
Figure 3.1 1-voisinage de valence 6 et 2-voisinage de valence 5 du sommet vert.
SURAZHSKY et al. [Sur+03] et GATZKE et al. [GG06] ont proposé une étude
comparative de ces estimateurs. Nous nous référons à BOBENKO et al. [BS08] pour
une théorie entièrement discrète. Cependant, la plupart n’ont aucune garantie de
convergence théorique des valeurs estimées, même sans bruit sur le maillage. Nous
pouvons citer [Rus04] (et [Pag+02] pour les normales), qui essaye de lisser les
perturbations de la surface à l’aide d’un moyennage
Approche par formule de Gauss-Bonnet XU [Xu06] estime la courbure gaus-
sienne avec une approche dérivée de la formule de Gauss-Bonnet. Cette approche a
beaucoup été étudiée dans la littérature pour l’estimation de courbure gaussienne
[MW00 ; SW92] mais aussi pour de la reconstruction [Dyn+01] ou de la simpli-
fication de surface [Kim+02], et a même été déclarée « le meilleur algorithme
(parmi 5 approches) pour l’estimation de la courbure gaussienne » par SURAZHSKY
et al. [Sur+03].
Soit p un sommet de valence 6 du maillage triangulé M et pj avec j = 1, . . . , 6
l’ensemble des sommets du 1-voisinage de p (voir figure 3.2-gauche pour les nota-
tions). Si p et pj sont sur une surface paramétrique suffisamment lisse F (x, y) ∈ R3
et qu’il existe q,qj ∈ R2 tels que (figure 3.2-droite, le 1-voisinage est projeté comme
des parallélogrammes sur un plan) :
p = F (q), pj = F (qj) et qj = qj− + qj+ − q , (3.1)
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Figure 3.2 À gauche : Notations pour XU [Xu06] (Figure 1 de [Xu06]). À droite : Triangulation nécessaire
du domaine (Figure 3 de [Xu06]).
Alors, en assumant que la densité de l’échantillonnage est δ avec A(p, δ) la somme
des aires des triangles [ppj(δ)pj+(δ)], ωj l’angle ∠pjppj+, ils démontrent que :
3
A(p, δ)
2pi − 6∑
j=1
ωj(δ)
 := K(p) +O(δ2) , (3.2)
quand δ tend vers 0, où K(p) est la valeur de courbure gaussienne au point p. L’au-
teur propose une propriété de convergence supplémentaire lorsque l’échantillonnage
est perturbé par une erreur O(δα), mais avec α ≥ 3.
Cette approche n’est pas applicable directement à des surfaces digitales car
la perturbation par rapport à la surface est trop grande et correspond plus à des
données aberrantes ( outliers) qu’à du bruit de l’échantillonnage. De plus, les
contraintes topologiques expliquées précédemment (surface paramétrique, sommets
de valence 6) sont déterminantes pour la convergence : si elles ne sont pas satisfaites,
l’estimation de la courbure gaussienne ne converge pas.
Cycles normaux Une autre approche notable est l’estimation d’information de
courbure par intégration de mesures des courbures, basée sur la théorie des cycles
normaux sur un maillage triangulé [CSM03 ; CSM06]. La théorie des cycles normaux,
introduite par WINTGEN [Win82] et ZÄHLE [Zäh86] est une technique qui permet de
définir de manière unifiée la courbure de surfaces lisses et polyédrales. En effet, la
mesure de courbure peut être obtenue par les cycles normaux de la surface. L’idée
principale est assez similaire à l’approche par formule de Gauss-Bonnet vue juste
avant et permet de s’affranchir de la contrainte de la valence des sommets.
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Pour une surface lisse M d’un compact V ⊂ R3, les auteurs définissent la mesure
de courbure gaussienne φKV et de courbure moyenne φ
H
V d’un ensemble ouvert
B ⊂ R3 comme :
φKV (B) :=
∫
B∩M
K(p)dp , (3.3)
φHV (B) :=
∫
B∩M
H(p)dp , (3.4)
avec p ∈ M , où K(p) et H(p) sont respectivement la courbure gaussienne et
moyenne du point p. Ces mesures sont des mesures intégrales, c’est-à-dire qu’elles
ne correspondent pas à une valeur pour un point de la surface, mais pour l’ensemble
B.
Les auteurs (COHEN-STEINER et al. ) proposent alors de calculer ces deux mesures
dans le cas d’un maillage triangulé. Si V est un polyèdre dont l’ensemble des sommets
est P et l’ensemble d’arêtes est E, ils proposent de calculer les mesures de courbure
gaussienne et moyenne en sommant des quantités :
φKV (B) :=
∑
p∈B∩P
g(p) , (3.5)
φHV (B) :=
∑
e∈E
longueur(e ∩B)β(e) , (3.6)
où g(p) correspond au défaut d’angle de ∂V au point p, c’est-à-dire à 2pi moins la
somme des angles entre les arêtes incidentes consécutives à p (voir à gauche de
figure 3.3), et |β(e)| est l’angle entre les normales des triangles de ∂V incidents
au point p (voir à droite de figure 3.3). Si e est convexe, le signe de β(e) doit être
positif et négatif si e est concave.
Figure 3.3 Principe de l’estimation de courbure des cycles normaux. La courbure gaussienne est calculée
avec la somme des angles des arêtes incidentes au point concerné (à gauche) et la courbure
gaussienne avec la somme des angles des normales des faces incidentes au point (à droite).
Enfin, ils proposent des propriétés de convergence de ces mesures de courbure
sous certaines conditions. Soit P un sous-ensemble fini de ∂X, T la triangulation de
Delaunay de P restreinte à X, et  la densité de l’échantillonnage de la surface. P
est le -échantillonnage de ∂X si la boule Blfs(x) (x) centrée au point x et de rayon
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lfs(x) rencontre P. Le lfs(x) (pour local feature size) correspond à la distance
entre x et l’axe médian de X. Pour résumer, cela signifie que l’échantillonnage doit
être plus dense sur les zones à forte courbure. Alors, lorsque  est suffisamment
petit1 :
|φKT (B)− φ˜KV (pi(B))| ≤ K , (3.7)
|φHT (B)− φ˜KV (pi(B))| ≤ K , (3.8)
avec pi la projection sur M (grâce à un  suffisamment petit, pi est défini sur ∂T et
est un homéomorphe de ∂T vers M), et K une constante.
Les deux principaux problèmes avec cette méthode sont son inadaptabilité face
à des données digitales en ce qui concerne l’échantillonnage et les contraintes sur
la topologie, et le fait que la mesure se fait sur un ensemble de points et non pas
ponctuellement.
Invariants par intégration Enfin, en traitement géométrique, des outils mathé-
matiques ont été développés pour concevoir des estimateurs différentiels sur des
surfaces lisses basées sur les invariants par intégration (POTTMANN et al. [Pot+07 ;
Pot+09]). Le principe consiste à déplacer une boule le long de la surface de la
forme et à calculer des intégrales sur l’intersection entre la forme et la boule. Les
auteurs ont démontré que ces quantités par intégration apportent d’intéressantes
informations de courbures lorsque le rayon de la boule tend vers zéro. Ils amènent
également des preuves de stabilité — dans le cas d’échantillonnage de maillage par
exemple — dépendant de la taille de la boule et du paramètre d’échantillonnage .
Nos travaux sur les estimateurs digitaux de courbures se basant sur la même idée,
nous détaillerons cette approche dans un prochain paragraphe (paragraphe 3.3.1
page 46).
3.2.2 Estimation de courbure sur des nuages de points
Ajustement polynomial des jets osculateurs Lorsque nous avons des nuages
de points, la façon la plus naturelle d’approcher la courbure est de faire correspondre
une surface polynomiale de degré 2 ou plus à l’ensemble de points. Le meilleur repré-
sentant de ces techniques est l’estimation des quantités différentielles par ajustement
polynomial des jets osculateurs ( osculating jets) de CAZALS et al. [CP05]. Un jet
est un développement de Taylor tronqué, un n-jet est un développement de Taylor
tronqué à l’ordre n. L’intérêt de ces jets est qu’ils contiennent des informations sur
1Dans leur article, COHEN-STEINER et al. [CSM03] fixent  < 0.08.
3.2 État de l’art 35
les quantités géométriques locales (tangentes / normales, courbures principales,
etc.). Ainsi, le développement de Taylor d’une courbe à l’ordre n équivaut à :
f(x) := JB,n(x) +O(xn+1) , (3.9)
JB,n(x) := B0 +B1x+B2x2 +B3x3 + · · ·+Bnxn . (3.10)
Dans le cas d’une surface, nous avons :
f(x, y) := JB,n(x, y) +O(||(x, y)||n+1) , (3.11)
JB,n(x, y) :=
n∑
k=1
 k∑
j=0
Bk−j,jxk−jyj
 , (3.12)
où les développements tronqués de Taylor JB,n(x) et JB,n(x, y) sont les n-jets. Il
est à noter que le terme de jet osculateur désigne les 2-jets. Ainsi, comme les n-jets
contiennent des propriétés différentielles de la courbe / surface de l’ordre n ; cela
implique que toutes les quantités différentielles de l’ordre n peuvent être calculées
grâce aux n-jets. Ce qui nous intéresse ici, ce sont les informations reliées à la
courbure contenues dans les jets osculateurs.
Le principe est simple : (1) collecter les N voisins du point p, (2) résoudre
l’ajustement polynomial, (3) collecter les quantités différentielles. Pour la première
étape, dans le cas d’un maillage, cela correspond à collecter les N points voisins à p
en partant du 1-voisinage puis en augmentant progressivement jusqu’à atteindre N
points.
Ensuite, il faut effectuer une analyse en composantes principales (ACP) de
l’ensemble de points voisins afin d’estimer la normale au point p. Cela nous permet
de placer le point p à l’origine du repère et de changer de système de coordonnées
pour celui de Monge (l’axe ~z est aligné avec la normale, et les axes ~x et ~z sont alignés
avec les directions principales de courbure w1 et w2). Alors :
f(x, y) =12(κ1x
2 + κ2y2) +
1
6(b0x
3 + 3b1x2y + 3b2xy2 + b3y3) (3.13)
+ 124(c0x
4 + 4c1x3y + 6c2x2y2 + 4c3xy3 + c4y4) +O(||(x, y)||5) . (3.14)
où κ1 et κ2 sont les courbures principales, b0 et b3 sont les dérivées directionnelles
de κ1 et κ2 le long de leur ligne de courbure respective, et b1 et b2 sont les dérivées
directionnelles de κ1 et κ2 le long de l’autre ligne de courbure.
Enfin, en ayant recours à l’ajustement de polynômes, nous pouvons collecter les
n-jets de la surface dans ce système de coordonnées. Nous calculons alors la base de
Monge (w1,w2,n) afin d’en extraire les coefficients κ1, κ2, b0, b1, b2, b3, c0, c1, c2, c3
et c4 de l’équation 3.13.
36 Chapitre 3 Estimateurs digitaux de courbures
Les auteurs proposent des résultats de convergence en O(δ2) lorsque la donnée
d’entrée est un échantillonnage de la surface, δ étant la densité de points. Cependant,
lorsque les données présentent du bruit, aucun résultat théorique n’est apporté
malgré le fait qu’en pratique l’approximation aux moindres carrés des jets osculateurs
soit très robuste. Nous nommerons cet estimateur par la suite JETFITTING lors de
notre analyse comparative.
Mesure de covariance des cellules de Voronoï Une autre famille de techniques
exploite le diagramme de Voronoï [All+07 ; Mér+09 ; Mér+11 ; Cue+14] principa-
lement pour estimer les normales, mais peut également extraire des informations de
courbure. L’idée est qu’au lieu de faire des correspondances dans l’espace tangent à
la surface, ils font l’estimation dans l’espace orthogonal. MÉRIGOT et al. [Mér+11]
proposent alors d’associer en chaque point p une mesure de covariance des cellules de
Voronoï VK,R ( Voronoi Covariance Measure ou VCM) pour une forme K. Cette
mesure contient des informations sur la géométrie sous-jacente (voir la figure 3.4).
Figure 3.4 Principe de VCM (Figure 2 de [Mér+11]). En noir : séparation des cellules de Voronoï, en
orange : les normales des points centrés dans les cellules de Voronoï.
Cela nécessite de calculer un matrice de covariance (cov) sur les cellules de
Voronoï (V orK) des points p du bord de l’objet :
cov(K,p) :=
∫
K
(x− p)(x− p)Tdx. (3.15)
Afin d’avoir une information locale de la variation de la forme, les auteurs se limitent
à un voisinage de rayon R (voir la figure 3.5 page suivante) :
VK,R({p}) := cov(V orK(p) ∩BR (p) ,p). (3.16)
Et, afin d’être plus résistant au bruit de Hausdorff, ils utilisent une version
convoluée de VCM grâce à une fonction indicatrice χr (ayant pour paramètre un
rayon r) :
VK,R ∗ χr({p}) :=
∫
KR
(x− piK(x))(x− piK(x))Tχ(piK(x)− p)dx. (3.17)
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Figure 3.5 Notations de VCM (Figure 5 de [Mér+11]). La figure de gauche est sur un nuage de points
tandis que celle de droite est sur une forme continue.
où piK(x) est la projection de tout point x vers le point le plus proche de K. χr peut
être une fonction « Ball » (χr(p) = 1 si x appartient à Br (0), 0 sinon) ou encore une
fonction « Hat » (χr(p) = max(0, r − ||p||2)). D’autres choix sont bien évidemment
possibles. Alors, si p est un point lisse de K, les valeurs propres de VK,R ∗ χr sont
proportionnelles à (respectivement) : 1, κ21(p) r
2
4 et κ
2
2(p) r
2
4 .
La mesure de covariance convoluée est particulièrement intéressante car cette
mesure est robuste même pour des ensembles compacts arbitraires, en O(
√
), car
c’est la mesure intégrale de la matrice de covariance du cône de normale autour
du point d’intérêt. Néanmoins, la convergence des courbures est dépendante de
plusieurs paramètres r et R qui contribuent de manière contradictoire avec l’er-
reur de Hausdorff. En pratique, cette approche donne des résultats comparables à
JETFITTING pour les courbures.
À noter que CUEL et al. [Cue+14] ont défini une variante digitale du VCM
(Z ∈ Z3) :
VˆZ,h,R ∗ χr({p})) :=
∑
x∈ΩR
h
h3(x− piZ(x))(x− piZ(x))tχ(piZ(x)), (3.18)
où ΩRh est l’ensemble des (centres de) voxels entièrement contenus dans ZR (la
R-dilatation de Z) au pas de discrétisation h. La convergence asymptotique de cette
variante digitale de l’estimateur VCM pour les normales a été prouvée (bord de la
surface de classe C2 et de reach ρ > 0) [Cue+14].
Accumulateur sphérique Récemment, plusieurs auteurs ont développés de nou-
velles approches intéressantes pour estimer les champs de normales sur des nuages
de points bruités, même en présence de singularités [Li+10 ; BM12 ; Zha+13]. Cela
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nécessite de mettre en place un accumulateur auquel les données vont contribuer.
La transformée de Hough [Hou62] est traditionnellement employée, pour détecter
des formes paramétriques simples comme des lignes ou des arcs de cercle [DH72].
Cependant, elle peut être étendue en dimension 3 : l’accumulateur n’est plus une
image, mais un objet 3D. BOULCH et al. [BM12] utilisent une boule accumulatrice
(voir la figure 3.6) de M réceptacles ( bins).
Figure 3.6 Boule accumulatrice (Figure 3 de [Bor+11]).
Alors, les auteurs découpent le nuage de points en ensemble de plans (définis
par trois points) et normales. Si le plan est loin d’un coin ou d’une singularité, alors
la normale est correct. Cependant, si ce plan est près d’un coin, la normale est
perturbée par cette singularité (voir la figure 3.7 à gauche).
Figure 3.7 Erreur de reconstruction de normales et correction (Figure 1 de [BM12]).
Les normales sont accumulés dans la boule accumulatrice, permettant à chaque
plan de contribuer à un vote. Ils utilisent également la transformée aléatoire de
Hough. La différence avec la transformée de Hough traditionnelle est qu’un point
ne vote pas pour toutes les primitives auxquels il appartient. Le vote est associé à
une primitive calculée à partir d’un sous-ensemble de points [Xu+90 ; XO93] dont
le nombre est défini par l’utilisateur comme condition globale. Enfin, les normales
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sont redistribuées aux plans en fonction des bins les plus votés, en moyennant les
normales dans ces bins (voir la figure 3.7 page précédente à droite).
Cette méthode possède cependant des inconvénients : nous obtenons un effet
de regroupement par bin des résultats, de segmentation des données. Cet effet est
surtout visible avec des données bruitées. Ensuite, les bins utilisés sont anisotropes.
Les auteurs rectifient cela en proposant de calculer l’algorithme plusieurs fois en tour-
nant aléatoirement la boule accumulatrice pour limiter cet effet. Expérimentalement,
ils avancent que cet effet est estompé au bout de 5 rotations.
BOULCH et al. apportent des résultats de convergence probabilistes. Cependant,
ces méthodes ne peuvent pas être utilisées directement pour le calcul de courbure,
mais en parallèle de techniques d’estimation de courbure pour détecter les singulari-
tés sur la surface dans un premier temps afin de limiter l’estimation de la courbure
uniquement aux zones lisses.
Théorie des varifolds Enfin, une approche très récente venant de la théorie de
la mesure géométrique utilise la théorie des Varifolds [Alm65] pour concevoir
une estimation robuste de la courbure moyenne [Bue14 ; Bue+15]. Cette théorie
est suffisamment générique pour fonctionner sur des variétés lisses, des maillages
discrets, des nuages de points ainsi que sur des données digitales. Afin de mener à
bien l’estimation géométrique, cette approche nécessite d’avoir une position et une
approximation des normales. Si les deux prérequis convergent, alors la première
variation régularisée de la mesure de Varifold converge vers la courbure moyenne. La
vitesse de convergence de cette approche ainsi que sa précision en pratique restent à
explorer.
3.2.3 Estimation de courbure sur des surfaces digitales
Comme vu dans le chapitre 2 page 5, en géométrie digitale nous considérons la
convergence asymptotique comme un critère essentiel pour un estimateur [KŽ00].
Lorsque la forme est discrétisée sur une grille avec une résolution h tendant vers
zéro, la quantité estimée devrait converger vers la valeur attendue.
COEURJOLLY et al. [Coe+12] ont proposé un état de l’art complet pour l’estimation
de tangentes et de la courbure en dimension 2. Nous allons détailler les méthodes
les plus représentatives.
Reconnaissance d’objets digitaux Nous allons nous intéresser dans un premier
temps aux méthodes reconnaissant des objets digitaux sur le bord de l’objet, afin
d’en extraire des informations différentielles.
40 Chapitre 3 Estimateurs digitaux de courbures
Segments digitaux maximaux. COEURJOLLY et al. [Coe+01] ont montré une
façon simple d’estimer la courbure à la surface d’un objet digital à l’aide des segments
maximaux. Cette méthode, que nous appellerons MDSS par la suite, propose de
calculer la longueur des segments maximaux du bord ∂Z de Z ⊂ Z2. En effet, il existe
une relation entre la corde d’un cercle et le rayon de ce cercle (voir figure 3.8).
R+ 12 R− 12 R
Figure 3.8 Illustration d’un cercle d’épaisseur 1 et de la corde de ce cercle (Figure 3 de [Coe+01]).
L’idée ici est de considérer le segment maximal comme une corde à une distance
h (la taille de la grille) du cercle osculateur de la surface. Alors, si l est la longueur
du MDSS au point p ∈ Z2, nous avons :
1
κ(p, Z) =
(l · l)
8 +
1
2 . (3.19)
Une version plus robuste est proposée en ajoutant l’épaisseur du MDSS w :
1
κ(p, Z) =
(l · l)
8 · w +
w
2 . (3.20)
Cependant, aucune preuve de convergence n’est apportée pour cet estimateur.
Analyse des arcs de cercle digitaux maximaux. ROUSSILLON et al. [RL11] pro-
posent non plus d’étudier les segments maximaux digitaux, mais de reconnaître
des arcs de cercle maximaux digitaux (MDCA, voir définition 2.12 page 27 pour
la définition formelle). La courbure d’une courbe étant définie comme l’inverse du
rayon du cercle osculateur, il paraît logique de s’intéresser à reconnaître des arcs de
cercle digitaux sur la forme digitale.
Le principe de l’estimateur est simple : pour une forme X ⊂ R2 avec un champ
de courbure continu, ils calculent les (Ai)i∈1,n MDCA (n étant le nombre total de
MDCA) du bord digital Bd(Z) avec Z = Gh (X). Ils calculent également les (Vi)i∈1,n,
une partition du bord digital permettant de faire correspondre tous les surfels vers le
MDCA dont le centre est le plus proche du surfel. Chaque surfel est alors relié à son
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Figure 3.9 Illustration des arcs de cercle digitaux maximaux sur une ellipse discrétisée (Figure 1 de
[RL11]).
MDCA le plus représentatif (voir figure 3.9, les surfels bleus sont reliés au MDCA
bleu). Alors :
∀i ∈ 1, . . . , n, ∀e ∈ Vi, ∀p ∈ e, κˆMDCA(Z,p, h) := κ(Ai, h) . (3.21)
Les auteurs ont prouvé la convergence asymptotique en O(hmin(1−2a,b)) de cet es-
timateur sur des formes convexes de R2 dont le champ de courbure est continu,
strictement positif et borné supérieurement, si 0 < b ≤ a < 12 correspondent aux
bornes inférieures et supérieures des longueurs des MDCA (respectivement Ω(ha)
et O(hb)). Cette dernière hypothèse n’est pas prouvée à ce jour.
Le principal avantage de ces deux méthodes est qu’elles ne nécessitent aucun
paramètre. Cependant, ces méthodes de reconnaissance d’objets sont assez sen-
sibles lorsque les données sont bruitées. C’est ce que nous verrons dans la section
comparative (paragraphe 3.5 page 85).
Convolutions binomiales MALGOUYRES et al. [Mal+08] ont proposé une mé-
thode pour estimer les dérivées sur le principe de convolutions binomiales (nous la
nommerons BC par la suite). Ils définissent un opérateur ΨK qui modifie la fonction
F : Z→ Z par la convolution avec un noyau K : Z→ Z. Par exemple, l’opérateur de
différence finie arrière est ΨδF où le noyau δ est défini comme :
δ(a) =

1 si a = 0,
−1 si a = 1,
0 sinon.
(3.22)
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Les auteurs donnent également un noyau de lissage défini (pour n ∈ N) par :
Hn(a) =

 n
a+ n2
 si n est pair et a ∈ {−n2 , · · · , n2 }, n
a+ n+12
 si n est impair et a ∈ {−n+12 , · · · , n−12 },
0 sinon.
(3.23)
Alors, le noyau de dérivées Dn est défini par :
Dn := δ ∗Hn , (3.24)
où ∗ est le produit de convolution. L’estimateur de dérivé pour une fonction discrète
F est :
1
2nΨDnF . (3.25)
Les auteurs proposent également des dérivées d’ordre supérieur avec une expression
similaire :
D2n = δ ∗ δ ∗Dn (3.26)
Dkn = δ ∗ · · · ∗ δ︸ ︷︷ ︸
k fois
∗Dn . (3.27)
La courbure est alors estimée de la sorte :
κˆnBC(p) :=
D2n(p1) ∗Dn(p2)−D2n(p2) ∗Dn(p1)
(Dn(p1)2 +Dn(p2)2)
3
2
. (3.28)
Dans le cas où n = bh2(α−3)/3c et α ∈]0, 1] est un paramètre associé au niveau
de bruit (plus α est proche de 0, plus l’estimateur sera robuste au bruit), ESBELIN et
al. [Esb+11] annoncent une convergence asymptotique en O(h( 23 )
k
) des dérivées
du k-ième ordre pour des formes C3 (donc en O(h4/9) pour les dérivées du second
ordre). Nous verrons dans la partie comparative que nous n’observons expérimenta-
lement pas la même vitesse de convergence (paragraphe 3.5 page 85).
Correspondance de surface polynomiale PROVOT et al. [PG11] proposent quant
à eux de s’intéresser aux Digital Level Layer (DLL) pour estimer les dérivées d’une
fonction digitale à l’aide de la programmation linéaire ou avec des outils de la géo-
métrie algorithmique. Cette approche permet d’approcher les k dérivées de f (k)(x).
Ainsi, à l’instar de JETFITTING, ils proposent une nouvelle méthode basée sur les
polynômes de Taylor. Le principe de cette méthode est de faire ajuster un polynôme
sur les valeurs de la fonction digitale. Ils étendent alors les valeurs de la fonction
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F (x) dans l’intervalle [F (x)−R;F (x)−R]. Il suffit alors de trouver un polynôme
P (x) respectant :
F (x)−R ≤ P (x) ≤ F (x) +R , (3.29)
dans le voisinage de x0, où P (x) =
∑k
i=1 aiX
i, ai étant les coefficients entiers du
polynôme P (x). Ils introduisent alors la notion de rugosité ( roughness) de la
fonction, c’est-à-dire le R minimum nécessaire pour trouver un polynôme s’ajustant
sur les données de la fonction F avec une erreur inférieure à R (voir la figure 3.10).
Figure 3.10 De gauche à droite : Fonction F , F étendu avec un intervalle le plus petit possible pour
lequel il existe un polynôme de degré 2 ou plus qui passe au travers de chaque point étendu
(Figure 1 de [PG11]).
Ils montrent que nous pouvons calculer la rugosité comme l’épaisseur verticale
( vertical thickness) d’un ensemble S = {((xi)1≤i≤k F (x)) pour x ∈ X} de dimen-
sion k+1 (voir la figure 3.11). Ils utilisent alors l’algorithme de détection de collision
Gilbert-Johnson-Keerthi (GJK) [Gil+88] pour calculer rapidement l’épaisseur verti-
cale de l’ensemble S (l’épaisseur de la séparation entre deux hyperplans).
Figure 3.11 Illustration de la notion d’épaisseur du DLL. Les trois bandes s’ajustent sur les points de S
(en prenant en compte une direction ~d, vertical dans le cas présent). La bande bleue possède
alors l’épaisseur minimale de toutes les bandes (Figure 10 de [Pro+14]).
Enfin, ils définissent la k-ième dérivée de F à l’origine comme :
F (k)(0) := k!ak , (3.30)
si P (x) respecte les contraintes de rugosité de ses bornes.
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Ils obtiennent alors une preuve de convergence en O(h
1
k+1 ) sur l’estimation des
dérivées du k-ième ordre pour une fonction réelle f : R→ R de classe Ck+1 où les
dérivées d’ordre k + 1 sont bornées dans le voisinage du point x. L’inconvénient
de cette méthode est qu’elle dépend énormément du paramètre de rugosité maxi-
male. De plus, cette approche n’est applicable qu’à des fonctions discrètes, et pas
directement à des bords d’objets discrets.
Tableau récapitulatif de convergence d’estimateurs digitaux de courbure
Table 3.1 Convergence asymptotique connue d’estimateurs de courbure sur des données digitales.
Vitesse de convergence
Estimateur Famille de formes Borne sup. Observée Référence
κˆMDCA X1−SC ? O(h 13 ) [RL11]
κˆBC X3−SC O(h 49 ) ≈ O(h0.154) [Mal+08]
κˆMDSS X1−SC ? [Coe+01]
κˆII X3−SC avec R = kh 13 O(h 13 ) O(h 13 ) ici
κˆ∗II X3−SC O
(
h
1
3 log2
(
1
3
))
O(h 13 ) ici
HˆII X3−SC avec R = kh 13 O(h 13 ) O(h 13 ) ici
Hˆ∗II X3−SC ? O(h 13 ) ici
κˆi
II X3−SC avec R = kh 13 O(h 13 ) O(h 13 ) ici
κˆi
∗II X3−SC ? O(h 13 ) ici
Ainsi, nous avons quelques estimateurs qui convergent asymptotiquement en
dimension 2 (voir tableau 3.1), mais qui peuvent être sensibles au bruit de la forme
ou dont la preuve de convergence repose sur les paramètres choisis. De plus pour
l’estimation de courbure le long de courbes 2D, la convergence asymptotique d’esti-
mateurs ne nécessitant aucun paramètre représente toujours un défi (des résultats de
convergence d’estimateurs sans paramètre ont été obtenus pour l’estimation de lon-
gueur [CK04] et des normales [DV+07]). Nous allons en proposer dans ce chapitre.
Enfin, il n’existe aucun estimateur de courbure en dimension 3 dont la convergence
asymptotique soit établie théoriquement [Len97 ; FM08]. Nous allons proposer
un nouvel estimateur de courbure 3D dans ce chapitre et établir des résultats de
convergence asymptotique.
3.3 Estimation de courbure par intégration volumique
locale d’une boule
Nous allons désormais nous intéresser aux travaux réalisés au cours de cette
thèse. Nous allons dans un premier temps décrire l’estimation de quantités différen-
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tielles que proposent POTTMANN et al. [Pot+07 ; Pot+09], dans le paragraphe 3.3.1.
Nous allons ensuite proposer une version digitale de ces estimateurs dans les para-
graphes 3.3.2 page 51 et 3.3.3 page 60 en dimension 2 et 3. La principale contribution
de ces travaux est de démontrer la convergence asymptotique de ces estimateurs sur
des données digitales. Ces travaux ont été publiés dans [Coe+13b ; Coe+14].
En traitement géométrique, le calcul d’invariants par intégration a été largement
étudié dans le but de définir des estimateurs de quantités différentielles. POTTMANN
et al. [Pot+07 ; Pot+09] en ont d’ailleurs fait un panorama assez complet. L’idée
principale de cette approche est de déplacer un support sur les points x du bord
∂X d’une forme X et de calculer l’intégrale de l’intersection entre X et ce support.
Différents supports peuvent être considérés (sphère euclidienne, boule euclidienne,
etc.) ainsi que différentes fonctions d’intégration (linéaire, gaussienne, etc.). Nous
n’utiliserons par la suite que les invariants volumiques par intégration définis de la
sorte :
Définition 3.1 Pour une forme X ∈ X et un rayon R ∈ R+∗, l’intégrale volumique
VR(x) au point x ∈ ∂X est donné par :
VR(x) :=
∫
BR(x)
χ(p)dp , (3.31)
où BR (x) est une boule euclidienne de rayon R et de centre x, et χ(·) est la fonction
caractéristique de X (valant 1 pour tous les points de X, 0 sinon). En dimension 2,
nous noterons cette quantité AR(x).
3.3.1 Analyse euclidienne de l’intégration volumique de la boule et
relation à la courbure
La relation entre AR(x) et la courbure (resp. VR(x) et la courbure moyenne) au
point x pour des formes de R2 (respectivement R3) a été étudiée de nombreuses fois
dans la littérature [Bul+95 ; Pot+07 ; Pot+09]. Nous pouvons la formaliser ainsi :
Lemme 3.1 [Pot+09]
Pour une forme suffisamment lisse X de R2, x ∈ ∂X, nous avons :
AR(x) =
pi
2R
2 − κ(X,x)3 R
3 +O(R4) . (3.32)
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où κ(X,x) est la courbure de ∂X au point x.
Pour une forme suffisamment lisse X de R3, x ∈ ∂X, nous avons :
VR(x) =
2pi
3 R
3 − piH(X,x)4 R
4 +O(R5) . (3.33)
où H(X,x) est la courbure moyenne de ∂X au point x.
De tels résultats sont obtenus par approximation de Taylor au point x de la surface
∂X, approchée sous la forme de la fonction paramétrique z = f(x, y) (y = f(x) en
2D). Alors, des équations 3.32 et 3.33 avec un rayon R fixé, nous pouvons définir
les estimateurs locaux de courbure en 2D, κ˜R(x), et de courbure moyenne en 3D,
H˜R(x) :
Définition 3.2 (Estimateurs de courbure en 2D κ˜R(X,x) et de courbure moyenne
en 3D H˜R(X,x) [Pot+07]). Pour une forme X ⊂ R2, l’estimateur de courbure en 2D
κ˜R au point x ∈ ∂X est défini par :
κ˜R(X,x) := 3pi2R −
3AR(x)
R3
. (3.34)
Pour une forme X ⊂ R3, l’estimateur de courbure moyenne en 3D H˜R au point x ∈ ∂X
est défini par :
H˜R(X,x) := 83R −
4VR(x)
piR4
. (3.35)
De plus, lorsque le rayon R de la boule tend vers zéro, les valeurs de ces deux
estimateurs vont converger vers celles attendues. Plus formellement, POTTMANN et
al. [Pot+07] (et les travaux précédents) ont démontré la convergence des estimateurs
de courbure en 2D et de courbure moyenne en 3D :
Théorème 3.1 (Convergence des estimateurs de courbure en 2D κ˜R(X,x) et de
courbure moyenne en 3D H˜R(X,x) [Pot+07]).
κ˜R(X,x) = κ(X,x) +O(R), H˜R(X,x) = H(X,x) +O(R). (3.36)
De la même manière, des informations directionnelles comme les courbures princi-
pales (et donc la courbure gaussienne) peuvent être extraites du calcul par intégra-
tion. En effet, à la place de calculer la mesure de BR (x) dans la définition 3.2, nous
allons calculer sa matrice de covariance :
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Définition 3.3 Pour un ensemble non vide Y ⊂ Rd, la matrice de covariance de Y est
définie par :
V(Y ) :=
∫
Y
(p− Y )(p− Y )Tdp =
∫
Y
ppTdp−Vol(Y )Y Y T , (3.37)
où Y est le barycentre de Y et Vol(Y ) son volume.
Pour les entiers p, q, s ≥ 0, nous pouvons écrire la définition des pqs-moments
mpqs(Y ) de Y (xi est la i-ème composante de x) :
mpqs(Y ) :=
∫∫∫
Y
xp1x
q
2x
s
3dx1dx2dx3 . (3.38)
Il apparaît alors clairement que le volume Vol(Y ) est le 0-moment m000(Y ), et que
le barycentre Y est donné par les 1-moments normalisés par le 0-moment, c’est à
dire :
Y := (m
100(Y ),m010(Y ),m001(Y ))T
m000(Y ) (3.39)
Nous allons maintenant définir les ordres de grandeur des moments. Ces résultats
nous seront utile par la suite.
Lemme 3.2 Soit BR (y) une boule de rayon R et de centre y. Alors, pour un ensemble
non vide Y ⊂ BR (y), nous avons :
m000(Y ) =O(R3), (3.40)
m100(Y ) =O(R3(‖y‖∞ +R)), (3.41)
m200(Y ) =O(R3(‖y‖2∞ +R‖y‖∞ +R2)), (3.42)
m100(Y )/m000(Y ) =O(‖y‖∞ +R), (3.43)
Les autres moments du même ordre ont respectivement les mêmes bornes.
Démonstration. Moment d’ordre zéro. L’équation 3.40 peut être facilement
démontrée puisque le moment d’ordre zéro est le volume de Y , de ce fait ne peut
pas dépasser le volume de la boule qui est 43piR
3.
Moments du premier ordre. Nous changeons les variables de (x′1, x′2, x′3) =
(x1, x2, x3)− y dans l’expression suivante :
m100(Y ) =
∫∫∫
Y
x1dx1dx2dx3 =
∫∫∫
Y−y
(x′1 + y1)dx′1dx′2dx′3 (3.44)
= y1Vol(Y ) +m100(Y − y). (3.45)
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(Y − y) correspond au translaté de Y de centre y en (0, 0, 0). Dans le premier terme,
Vol(Y ) est borné par le volume de la boule de rayon R. Avec la propriété d’additivité
des intégrales, le second terme est maximisé par le 100-moment de la demi-boule
B+R(0) centrée en 0 à valeur de x1 positives. Alors, en utilisant les coordonnées
sphériques, nous obtenons :
m100(B+R(0)) =
∫ R
0
∫ pi
2
−pi
2
∫ pi
2
−pi
2
(ρ cosφ cos θ)(ρ2 cosφ) dθdφdρ (3.46)
=
[
ρ4
4
]R
0
[sin θ]
pi
2
−pi2
1
2[φ+ sin(φ) cos(φ)]
pi
2
−pi2 (3.47)
= pi4R
4, (3.48)
Les autres équations sont prouvées de la même façon. 
Pour plus de simplicité dans les formules, nous noterons A l’ensemble euclidien
BR (x) ∩X. La matrice de covariance V(A) de A peut alors être réécrite comme :
V(A) =

m200(A) m110(A) m101(A)
m110(A) m020(A) m011(A)
m101(A) m011(A) m002(A)

− 1
m000(A)

m100(A)
m010(A)
m001(A)
⊗

m100(A)
m010(A)
m001(A)

T
. (3.49)
où ⊗ désigne le produit de tensoriel dans l’espace des vecteurs. POTTMANN et
al. [Pot+07] ont démontré que les valeurs propres et les vecteurs propres de V(A)
fournissaient des informations sur les courbures principales et directions principales
de courbure :
Lemme 3.3 ([Pot+07], Théorème 2) Pour une forme X ∈ X suffisamment lisse, les
valeurs propres λ1, λ2, λ3 de V(A), où A := BR (x) ∩ X et x ∈ ∂X, λ1 ≥ λ2 ≥ λ3,
nous avons l’approximation de Taylor suivante :
λ1 =
2pi
15R
5 − pi48(3κ1(X,x) + κ2(X,x))R
6 +O(R7) , (3.50)
λ2 =
2pi
15R
5 − pi48(κ1(X,x) + 3κ2(X,x))R
6 +O(R7) , (3.51)
λ3 =
19pi
480R
5 − 9pi512(κ1(X,x) + κ2(X,x))R
6 +O(R7) , (3.52)
où κ1(X,x) et κ2(X,x) désignent les courbures principales de ∂X au point x.2
2Il y a une erreur typographique dans l’expression de λ1 dans [Pot+07], corrigée ici.
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De même qu’avec l’équation 3.2 page 47, nous pouvons définir les estimateurs
locaux de courbures principales κ˜R1 et κ˜
R
2 et de courbure gaussienne K˜
R comme des
fonctions de {λi}1,2,3 et de R :
κ˜R1 (X,x) :=
6
piR6
(λ2 − 3λ1) + 85R , (3.53)
κ˜R2 (X,x) :=
6
piR6
(λ1 − 3λ2) + 85R , (3.54)
K˜R(X,x) := κ˜R1 · κ˜R2 . (3.55)
D’après le lemme 3.3 page précédente, tous ces estimateurs approchent la quantité
attendue lorsque le rayon R tend vers 0 :
κ˜R1 (X,x) = κ1(X,x) +O(R) , (3.56)
κ˜R2 (X,x) = κ2(X,x) +O(R) , (3.57)
K˜R(X,x) = K(X,x) +O(R2)(+O(R)) . (3.58)
Il est important à noter que pour la courbure gaussienne, la constante derrière le
terme le grand « O » de O(R) est dépendant de la courbure moyenne H(X,x).
Lorsque nous nous intéressons à des formes digitales Gh (X) (voir paragraphe 2.5
page 16), l’implémentation de ces estimateurs devient directe (voir figure 3.12) :
choisir un rayon R, centrer une boule euclidienne (ou digitale) sur des points de
∂[Gh (X)]h (c’est-à-dire des éléments de la surface digitale), calculer la quantité par
dénombrement de points digitaux (aire, volume ou matrice de covariance) et enfin
estimer l’information de courbure κ˜R, H˜R, κ˜R1 ou κ˜
R
2 .
x x
Figure 3.12 Illustration de l’estimateur digital de courbure en dimension 2 par intégration κˆR avec deux
pas de discrétisation h = 1 et h = 0.5 sur un disque de rayon 7.5. La sphère orange a un
rayon valant 3. Sur la figure de gauche, on dénombre 12 points à l’intersection entre la
sphère et la forme ; sur la figure de droite on dénombre 50 points. Alors la courbure estimée
sur la figure de gauche vaut κˆ3(G1 (X) ,x, 1) = 3pi/(2× 3)− 3× 12× 12/33 ≈ 0.237 et celle
de la figure de droite vaut κˆ3(G0.5 (X) ,x, 0.5) = 3pi/(2× 3)− 3× 50× 0.52/33 ≈ 0.182. La
vraie valeur de la courbure est 1/7.5 ≈ 0.133.
Cependant, quelques problèmes surviennent avec cette approche : comment
bien estimer l’aire, le volume ou la matrice de covariance sur des formes digitales ?
Pouvons nous apporter des preuves de convergence de ces estimateurs sur des
données digitales ? Que veut dire « R tend vers zéro » quand la taille de la grille
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digitale influe également sur ce rayon ? Dans une premier temps, nous allons nous
intéresser à l’aire et au volume digital, puis aux moments digitaux.
3.3.2 Analyse digitale de l’aire et du volume de la boule et relation à
la courbure
Figure 3.13 Illustration de la dépendance du rayon pour une échelle h donnée. Le disque de gauche a un
rayon de 3 et celui de droite a un rayon de 1.5, soit deux fois moins que celui de droite. Le
nombre de points digitaux suite à la discrétisation de Gauss des disques avec un pas de h = 1
est de 29 pour le disque de gauche et de 6 pour le disque de droite. L’aire digitale estimée du
disque de gauche est alors de 12 × 29 = 29, l’aire digitale estimée du disque de droite est de
12 × 6 = 6. Il est alors évident que 29 6= 4× 6 alors que pi × 32 = 4× (pi × (1.5)2).
Nous souhaitons estimer la quantité AR(x) = Area(BR (x) ∩ X) de la défini-
tion 3.1 page 46 au pas de discrétisation h, où BR (x) est une boule de rayon R
centrée au point x. Nous ne pouvons pas directement utiliser les résultats des équa-
tions 2.20 et 2.21 page 24 pour estimer cette aire : le terme d’erreur en grand « O »
cache le fait que la constante impliquée dépend de la taille de la forme, son échelle
et sa courbure maximale. Un moyen simple de comprendre cet effet est d’estimer
l’aire digitale d’une forme X et celle de la même forme doublée en taille (que nous
nommerons X ′). Alors que pour des formes euclidiennes, nous avons :
4×Area(X) = Area(X ′) , (3.59)
leurs aires digitales estimées ne suivent pas la même propriété :
4× Ârea(Gh (X) , h) 6= Ârea(Gh
(
X ′
)
, h) , (3.60)
la discrétisation de X ′ la rendant plus détaillée et donc son estimation plus précise.
Cet effet est illustré avec la figure 3.13. C’est un problème gênant avec les invariants
par intégration car les boules impliquées ont un rayon R qui doit tendre vers 0
lorsque h tend également vers 0. Nous devons alors normaliser notre estimation
d’aire et de volume pour que le terme d’erreur ne soit plus influencé par l’échelle
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de la boule. Nous estimons alors l’aire de l’intersection entre la forme et la boule de
rayon R en se ramenant à la boule unité :
Ârea(Gh (BR (x) ∩X) , h) := h2Card
((1
h
· (BR (x) ∩X)
)
∩ Z2
)
, (3.61)
= h2Card
((
R
h
·
(
B1
( 1
R
· x
)
∩ 1
R
·X
))
∩ Z2
)
,
(3.62)
= R2 h
2
R2
Card
((
R
h
·
(
B1
( 1
R
· x
)
∩ 1
R
·X
))
∩ Z2
)
,
(3.63)
= R2Ârea
(
Gh/R
(
B1
( 1
R
· x
)
∩ 1
R
·X
)
, h/R
)
, (3.64)
Alors, en insérant l’équation 2.20 page 23 dans le terme de droite de 3.643 :
Ârea(Gh (BR (x) ∩X) , h) = R2
(
Area(B1
( 1
R
· x
)
∩ 1
R
·X) +O((h/R)β)
)
.
(3.65)
Notons SB(R) l’ensemble B1
(
1
R · x
)
∩ 1R ·X. La constante K1 associée au terme
d’erreur grand « O » dépend uniquement de la courbure maximale de ∂SB(R). La
courbure n’est pas définie aux intersections des deux bords de la forme et de la boule
(dans le sous-ensemble ∂B1
(
1
R · x
)
∩ 1R · ∂X) mais son influence dans l’estimation
d’aire est négligeable car elle est de l’ordre de O(h2). La partie restante de ∂SB(R)
a une courbure maximale qui est égale à 1 pour un rayon R suffisamment petit. En
effet, puisque X a une courbure bornée, son dilaté 1R · ∂X devient plat au point 1R ·x
quand R tend vers 0, alors la courbure maximale est introduite par ∂B1 (x). Il existe
un rayon R0 tel qu’une constante K1 intervienne pour un rayon arbitraire R < R0.
En développant le terme d’erreur en grand « O » avec ce K1, et en insérant dans
l’équation 3.65 la relation :
AR(x) = Area(BR (x) ∩X) = R2Area(B1
( 1
R
· x
)
∩ 1
R
·X), (3.66)
nous obtenons le théorème suivant :
Théorème 3.2 (Convergence de l’estimation digitale de l’aire à l’intersection
d’un forme et d’une boule). Soit X une forme convexe finie de R2. Alors, l’estima-
tion digitale de l’aire au point x ∈ R2 à l’intersection de X et d’une boule BR (x) de
rayon R centrée en x converge vers son aire euclidienne pour la discrétisation de Gauss
au pas de discrétisation h, avec 0 < h ≤ R ≤ R0. Plus précisément, nous avons :
|Ârea(Gh (BR (x) ∩X) , h)−AR(x)| ≤ K1hβR2−β , (3.67)
où K1 est une constante indépendante de X.
3Le terme β est celui défini dans le paragraphe 2.7.1 page 23.
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La convergence de la précédente relation tient du fait que h ≤ R ≤ R0 et est valide
quand x est n’importe quel point de R2 (pas seulement un point de ∂X). De plus, la
constante K1 est indépendante de la forme X (mais dépendante de R0).
Le même raisonnement est valide en dimension 3 : la courbure n’est alors pas
définie dans le sous-ensemble ∂B1
(
1
R · x
)
∩ 1R · ∂X, qui tend vers le cercle unité
lorsque R→ 0. L’erreur introduite dans l’estimation de volume est alors le nombre
de voxels intersectés (≈ 2pi/h), ce qui est négligeable. La courbure maximale est
également 1 pour un rayon R suffisamment petit. Nous obtenons alors :
Théorème 3.3 (Convergence de l’estimation digitale du volume à l’intersec-
tion d’un forme et d’une boule). Soit X une forme convexe finie de R3. Alors,
l’estimation digitale du volume au point x ∈ R3 à l’intersection de X et d’une boule
BR (x) de rayon R centrée en x converge vers son volume euclidien pour la discrétisation
de Gauss au pas de discrétisation h, avec 0 < h ≤ R ≤ R0. Plus précisément, nous
avons :
|V̂ol(Gh (BR (x) ∩X) , h)− VR(x)| ≤ K1hγR3−γ , (3.68)
où K1 est une constante indépendante de X.
3.3.2.1 Estimateurs digitaux de courbure en 2D et de courbure moyenne en 3D
par intégration
Nous allons définir des estimateurs digitaux de courbure en 2D κˆR et de courbure
moyenne en 3D HˆR dans le même esprit que la définition 3.2 page 47, dont le calcul
consiste uniquement à compter le nombre de points digitaux dans un voisinage du
point d’intérêt :
Définition 3.4 (Estimateur digital de courbure en 2D par intégration). Pour tout
rayon R positif, nous définissons l’estimateur digital de courbure 2D par intégration κˆR
d’une forme digitale Z ⊂ Z2 en tout point x ∈ R2 et pour le pas de discrétisation h > 0
comme :
∀0 < h < R, κˆR(Z,x, h) := 3pi2R −
3Ârea(BR/h (x/h) ∩ Z, h)
R3
, (3.69)
où Rh est le rayon digital de la boule.
Définition 3.5 (Estimateur digital de courbure moyenne en 3D par intégra-
tion). Pour tout rayon R positif, nous définissons l’estimateur digital de courbure
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moyenne en 3D par intégration HˆR d’une forme digitale Z ⊂ Z3 en tout point x ∈ R3
et pour le pas de discrétisation h > 0 comme :
∀0 < h < R, HˆR(Z,x, h) := 83R −
4V̂ol(BR/h (x/h) ∩ Z, h)
piR4
. (3.70)
Comme le montre la figure 3.12 page 50, ces estimateurs placent une boule de rayon
euclidien R autour du point d’intérêt x et comptent le nombre de points digitaux
de Z = [Gh (X)]h, de l’intersection de cette boule et de la forme. Un calcul linéaire
simple est alors appliqué sur cette quantité afin d’approcher la courbure. L’intuition
est, comme le montre également la figure 3.12 page 50, que si la discrétisation s’affine
nous aurons une meilleure estimation de la courbure. Le prochain paragraphe va le
démontrer.
3.3.2.2 Convergence des estimateurs digitaux de courbure en 2D et de courbure
moyenne en 3D par intégration
Nous allons ici montrer que les estimateurs de courbure en 2D κˆR et de courbure
moyenne en 3D HˆR convergent vers la valeur attendue de courbure pour tous les
points x le long du bord ∂X de l’objet X si la forme respecte certaines contraintes.
Théorème 3.4 (Convergence de l’estimateur digital de courbure en 2D κˆR le
long de ∂X [Coe+13b ; Coe+14]). Soit X une forme convexe de R2 telle que son
bord ∂X est C2 et sa courbure bornée. Alors, l’estimateur digital de courbure en 2D
κˆR en tout point x de ∂X converge vers la courbure κ(X,x) de X au point x pour
la discrétisation de Gauss, avec une vitesse de convergence d’au moins O(h 13 ) lorsque
R = O(h 13 ). Plus précisément, nous avons :
∀0 < h < h0,
∣∣∣κˆR(Gh (X) ,x, h)− κ(X,x)∣∣∣ ≤ O (h 13) . (3.71)
Démonstration. En utilisant les relations sur les invariants par intégration définis
précédemment (définition 3.4 page précédente), ainsi que la relation Gh (BR (x) ∩X) =
BR/h
(
1
h · x
)
∩ Gh (X), nous obtenons pour R < R0 :
|κˆR(Gh (X) ,x, h)− κ(X,x)| =
∣∣∣∣∣∣ 3pi2R − 3Ârea(BR/h (x/h) ∩ Gh (X) , h)R3 − κ(X,x)
∣∣∣∣∣∣ ,
(3.72)
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en utilisant la relation entre l’estimation digitale de l’aire et l’aire euclidienne du
théorème 3.2 page 52, nous obtenons :
|κˆR(Gh (X) ,x, h)− κ(X,x)| ≤
∣∣∣∣ 3pi2R − 3Area(BR (x) ∩X)R3 − κ(X,x)
∣∣∣∣+ 3K1 hβR1+β
≤
∣∣∣κ˜R(X,x)− κ(X,x)∣∣∣+ 3K1 hβ
R1+β
, (3.73)
ainsi, en utilisant le théorème 3.1 page 47, nous pouvons écrire que :
|κˆR(Gh (X) ,x, h)− κ(X,x)| ≤ O(R) + 3K1 h
β
R1+β
. (3.74)
Nous obtenons alors deux termes d’erreur dépendants du rayon R de la boule qui
sont contradictoires : lorsque R diminue, O(R) diminue mais 3K1 h
β
R1+β
augmente,
et vice-versa. Nous voulons alors guider le rayon R afin d’obtenir un optimal de
notre terme d’erreur. Nous proposons alors de définir R = khα et de choisir k (une
constante) et α afin de minimiser les bornes d’erreur. Nous notons K2 la constante
derrière le grand « O » de O(R), nous obtenons :
|κˆR(Gh (X) ,x, h)− κ(X,x)| ≤ K2khα + 3K1
k1+β
hβ−α(1+β). (3.75)
Alors, l’erreur minimale est atteinte lorsque les exposants sont égaux : nous devons
résoudre α = β − α(1 + β). L’équation 2.20 page 23 nous informe que β = 1 dans le
cas général4, et donc α = 13 . Donc, lorsque R = kh
1
3 :
|κˆR(Gh (X) ,x, h)− κ(X,x)| ≤ K2kh
1
3 + 3K1
k2
h
1
3 (3.76)
≤ O(h 13 ). (3.77)

Nous obtenons des résultats similaires pour l’estimateur digital de courbure
moyenne sur des formes en 3D :
Théorème 3.5 (Convergence de l’estimateur digital de courbure moyenne en
3D HˆR le long de ∂X [Coe+13b ; Coe+14]). Soit X une forme convexe de R3 telle
que son bord ∂X est C3 et sa courbure bornée. Alors, l’estimateur digital de courbure
moyenne en 3D HˆR en tout point x de ∂X converge vers la courbure H(X,x) de X
au point x pour la discrétisation de Gauss, avec une vitesse de convergence d’au moins
O(h 13 ) lorsque R = O(h 13 ). Plus précisément, nous avons :
∀0 < h < h0,
∣∣∣HˆR(Gh (X) ,x, h)−H(X,x)∣∣∣ ≤ O (h 13) . (3.78)
4Il est à noter que si le bord de la forme est C3 sans courbure nulle, β est alors égal à 1511 −  et donc
α = 1537 −  ≈ 0.405. Voir paragraphe 2.7.1 page 23.
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Démonstration. La preuve suit exactement les mêmes étapes que la preuve du
théorème 3.4 page 54. Ainsi, la définition 3.5 page 53 et la relation Gh (BR (x) ∩X) =
BR/h
(
1
h · x
)
∩ Gh (X) nous permettent d’obtenir pour R < R0 :
|HˆR(Gh (X) ,x, h)−H(X,x)| =
∣∣∣∣∣ 83R − 4V̂ol(BR/h (x/h) ∩ Gh (X) , h)piR4 −H(X,x)
∣∣∣∣∣ ,
(3.79)
en utilisant la relation entre l’estimation digitale du volume et le volume euclidien
du théorème 3.3 page 53, nous obtenons :
|HˆR(Gh (X) ,x, h)−H(X,x)| ≤
∣∣∣∣ 83R − 4Vol(BR (x) ∩X)piR4 −H(X,x)
∣∣∣∣+ 4K1pi h
γ
R1+γ
≤
∣∣∣H˜R(X,x)−H(X,x)∣∣∣+ 4K1
pi
hγ
R1+γ
, (3.80)
ainsi, en utilisant le théorème 3.1 page 47, nous pouvons écrire que :
|HˆR(Gh (X) ,x, h)−H(X,x)| ≤ O(R) + 4K1
pi
hγ
R1+γ
. (3.81)
Comme précédemment, les deux termes d’erreurs sont dépendants du rayon R
de la boule et ont un effet antagoniste. Nous proposons de définir R = khα, k étant
une constante, afin de trouver le α optimal pour minimiser l’erreur. Nous notons K2
la constante derrière le grand « O » de O(R), nous obtenons :
|HˆR(Gh (X) ,x, h)−H(X,x)| ≤ K2khα + 3K1
k1+γ
hγ−α(1+γ). (3.82)
Et comme précédemment, cela revient à résoudre α = γ − α(1 + γ). L’équation 2.21
page 24 nous informe que γ = 1 dans le cas général5, et donc α = 13 , comme en 2D.
Donc, lorsque R = kh 13 :
|HˆR(Gh (X) ,x, h)−H(X,x)| ≤ K2kh
1
3 + 4K1
pik2
h
1
3 (3.83)
≤ O(h 13 ). (3.84)

Cependant, ces théorèmes ne sont valides que pour tout point x de ∂X. Lorsque
nous traitons des bords des surfaces digitales, une nouvelle approximation intervient
dû à la discrétisation. Le prochain paragraphe adaptera ces estimateurs sur des
contours digitaux de surface.
5Il est à noter que si le bord de la forme est lisse, γ est alors égal à 243158 et donc α =
243
559 ≈ 0.435. Voir
paragraphe 2.7.1 page 23.
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3.3.2.3 Convergence asymptotique des estimateurs digitaux de courbure en 2D et
de courbure moyenne en 3D sur le bord des surfaces digitales
x
X ∂X (h · Gh (X))
h
xˆ
[Gh (X)]h ∂[Gh (X)]h
h
Figure 3.14 Illustration de la différence entre l’estimation digitale de courbure sur le bord euclidien ∂X
de l’objet X (à gauche) et l’estimation digitale de courbure sur le bord digital ∂[Gh (X)]h
du plongement euclidien [Gh (X)]h de la discrétisation de Gauss de X (à droite), au pas de
discrétisation h. Nous pouvons remarquer que nous n’obtenons pas le même nombre de
points digitaux à l’intersection entre la boule et la forme.
Comme nous venons de le dire, nous ne connaissons pas exactement la position de
x lorsque nous considérons des données digitales. Les seules informations dont nous
disposons sont les points digitaux xˆ de ∂[Gh (X)]h. Nous devons alors considérer
l’erreur possible de positionnement de l’endroit où est estimé la courbure pour
proposer des théorèmes de convergence asymptotiques (voir la figure 3.14). Nous
aurons besoin de la définition de la projection inverse (définition 2.6 page 19),
nous devons alors injecter cette approximation dans le calcul d’aire et de volume,
pour ensuite la diffuser aux calculs de courbures. Ainsi, nous pouvons prouver la
convergence asymptotique des estimateurs digitaux de courbure sur le bord discrétisé
d’un objet suffisamment lisse.
Théorème 3.6 ([Coe+13b ; Coe+14]). Soit X une forme convexe de R2 telle que
son bord ∂X est C3 à courbure bornée positive. Alors, l’estimateur digital de courbure
κˆR converge asymptotiquement vers la courbure κ pour la discrétisation de Gauss sur
des formes X, avec une vitesse de convergence d’au moins O(h 13 ) lorsque R = kh 13 . Plus
précisément :
∀0 < h ≤ h0, ∀x ∈ ∂X, ∀xˆ ∈ ∂[Gh (X)]h avec ‖xˆ− x‖∞ ≤ h,∣∣∣κˆR(Gh (X) , xˆ, h)− κ(X,x)∣∣∣ ≤ O (h 13) . (3.85)
Démonstration. Notons t := ||x− xˆ||2 la distance d’un point xˆ de ∂[Gh (X)]h à un
point x de ∂X. En 3D, le théorème 7 de [Pot+09] permet de quantifier cette erreur :
|Vr(xˆ)− Vr(x)| = R2pit(1 +O(R2) +O(t)). (3.86)
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De la même façon en 2D, nous obtenons :
|Ar(xˆ)−Ar(x)| = 2Rt(1 +O(R2) +O(t)). (3.87)
Nous pouvons alors réécrire l’équation 3.67 page 52 pour xˆ :
|Ârea(Gh (BR (xˆ) ∩X) , h)−AR(xˆ)| ≤ K1hβR2−β, (3.88)
ce qui implique, avec l’équation 3.87 :
|Ârea(Gh (BR (xˆ) ∩X) , h)−AR(x)| ≤ K1hβR2−β +2Rt(1+O(R2)+O(t)). (3.89)
Ensuite, dans le but d’obtenir un estimateur de courbure, nous suivons le même
raisonnement que pour la preuve du théorème 3.4 page 54 mais en utilisant
l’équation 3.89, ce qui nous donne :
|κˆR(Gh (X) , xˆ, h)− κ(X,x)| ≤ O(R) + 3K1 h
β
R1+β
+ 6t
R2
(1 +O(R2) +O(t)). (3.90)
Puisque nous sommes sur des données digitales, nous savons que t ≤
√
2
2 h d’après
la définition 2.6 page 19 de la projection inverse. Dans certains cas, nous pouvons
espérer une meilleure localisation de xˆ vers x [LV06]. Nous noterons alors t = O(hα′),
avec α′ ≥ 1. Nous pouvons réécrire la précédente équation afin d’obtenir une borne
d’erreur uniquement dépendante de h, avec R = khα :
|κˆR(Gh (X) , xˆ, h)−κ(X,x)| ≤ O(hα)+O(hβ−α(1+β))+O(hα′−2α)+O(hα′)+O(h2α′−2α).
(3.91)
Ainsi, comme pour le théorème 3.4 page 54, nous devons trouver le meilleur α
possible, à la différence ici qu’il dépend de β et α′. Lorsque α augmente, β−α(1 +β)
et α′−2α sont les erreurs qui diminuent le plus, il faut alors résoudre α = β−α(1+β)
et α = α′ − 2α afin de trouver la valeur de α optimale6.
α = β − α(1 + β)
α = β2 + β
α = α′ − 2α
α = α
′
3
(3.92)
Si α′ ≥ 3β2+β , alors α = β2+β , sinon α = α
′
3 . Si le point xˆ est sur le bord digital
∂[Gh (X)]h, nous savons que α′ = 1 grâce à la relation t ≤
√
2
2 h, β = 1 dans le cas
général, alors nous obtenons α = α′3 =
1
3 . Donc, lorsque R = kh
1
3 :
|κˆR(Gh (X) , xˆ)− κ(X,x)| ≤ O(h
1
3 ) (3.93)

6Une erreur s’est glissée dans ce calcul dans [Coe+13b].
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De la même façon, en 3D pour la courbure moyenne, nous pouvons prouver
la convergence asymptotique de l’estimateur HˆR sur le bord digital d’un objet
suffisamment lisse :
Théorème 3.7 ([Coe+13b ; Coe+14]). Soit X une forme convexe de R3 telle que
son bord ∂X est C3 à courbure bornée positive. Alors, l’estimateur digital de courbure
HˆR converge asymptotiquement vers la courbure H pour la discrétisation de Gauss sur
des formes X, avec une vitesse de convergence d’au moins O(h 13 ) lorsque R = kh 13 . Plus
précisément :
∀0 < h ≤ h0, ∀x ∈ ∂X, ∀xˆ ∈ ∂[Gh (X)]h avec ‖xˆ− x‖∞ ≤ h,∣∣∣HˆR(Gh (X) , xˆ, h)−H(X,x)∣∣∣ ≤ O (h 13) . (3.94)
Démonstration. Notons t := ||x− xˆ||2 la distance d’un point xˆ de ∂[Gh (X)]h à un
point x de ∂X. En 3D, le théorème 7 de [Pot+09] permet de quantifier cette erreur :
|Vr(xˆ)− Vr(x)| = R2pit(1 +O(R2) +O(t)). (3.95)
Nous pouvons alors réécrire l’équation 3.68 page 53 pour xˆ :
|V̂ol(Gh (BR (xˆ) ∩X) , h)− VR(xˆ)| ≤ K1hγR3−γ , (3.96)
ce qui implique, avec l’équation 3.95 :
|V̂ol(Gh (BR (xˆ) ∩X) , h)−VR(x)| ≤ K1hγR3−γ +R2pit(1 +O(R2) +O(t)). (3.97)
Ensuite, nous suivons le même raisonnement que pour la preuve du théorème 3.5
page 55 mais en utilisant l’équation 3.97, ce qui nous donne :
|HˆR(Gh (X) , xˆ, h)−H(X,x)| ≤ O(R)+ 4K1
pi
hγ
R1+γ
+ 4t
R2
(1+O(R2)+O(t)). (3.98)
À nouveau, nous savons que t ≤
√
3
2 h [LT15]. Nous noterons alors t = O(hα
′), avec
α′ ≥ 1. Nous pouvons réécrire la précédente équation afin d’obtenir une borne
d’erreur uniquement dépendante de h, avec R = khα :
|HˆR(Gh (X) , xˆ, h)−H(X,x)| ≤ O(hα)+O(hγ−α(1+γ))+O(hα′−2α)+O(hα′)+O(h2α′−2α).
(3.99)
Ainsi, comme pour le théorème 3.5 page 55, nous devons trouver le meilleur α
possible. Les exposants étant les mêmes qu’en dimension 2, nous obtenons α = γ2+γ
si α′ ≥ 3γ1+γ , sinon α = α
′
3 . Si le point xˆ est sur le bord digital ∂[Gh (X)]h, nous
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savons que α′ = 1 grâce à la relation t ≤
√
3
2 h, γ = 1 dans le cas général, alors nous
obtenons α = α′3 =
1
3 . Donc, lorsque R = kh
1
3 :
|HˆR(Gh (X) , xˆ)−H(X,x)| ≤ O(h
1
3 ) (3.100)

Dans les prochains paragraphes, nous allons nous intéresser à calculer les cour-
bures principales sur des objets digitaux, en calculant des matrices de covariance
sur la surface de l’objet. Comme pour la courbure en dimension 2 et la courbure
moyenne en dimension 3, nous chercherons à prouver la convergence asymptotiques
de ces estimateurs.
3.3.3 Analyse digitale de la matrice de covariance et relation aux
courbures principales en 3D
Nous souhaitons maintenant calculer les moments sur l’intersection entre la forme
X et la boule, c’est-à-dire à BR (x) ∩X, dont la taille décroît avec le pas de discréti-
sation h. Nous ne pouvons pas utiliser directement les résultats de l’équation 2.23
page 24 car les constantes cachées dans le terme en grand « O » dépendent de la
taille de la forme, de son échelle et de la courbure maximale. Nous devons normaliser
l’estimation des moments de telle sorte que le terme d’erreur ne soit plus influencé
par l’échelle. Comme en 2D, cela revient à se rapporter à la sphère unité. Pour plus
de lisibilité, nous noterons σ = p+ q + s :
mˆpqsh (Gh (BR (x) ∩X) , h) = h3+σmpqs
(
( 1
h
·BR (x) ∩X) ∩ Z3
)
= h3+σmpqs
(
R
h
· (B1
( 1
R
· x
)
∩ 1
R
·X) ∩ Z3
)
= R3+σ
(
h
R
)3+σ
mpqs
(
Gh/R
(
B1
( 1
R
· x
)
∩ 1
R
·X
))
= R3+σmˆpqsh
(
Gh/R
(
B1
( 1
R
· x
)
∩ 1
R
·X
)
,
h
R
)
.
(3.101)
Ainsi, la formeB1
(
1
R · x
)
∩ 1R ·X tend vers la demi-boule de rayon 1 lorsqueR décroît.
Par conséquent, nous pouvons appliquer l’équation 2.23 page 24 à l’équation 3.101
et considérer à présent que la constante impliquée dans le terme d’erreur n’est plus
liée à R ni à h. Comme mpqs(R · Y ) = R3+p+q+smpqs(Y ), nous pouvons écrire :
mˆpqsh (Gh (BR (x) ∩X) , h) = R3+σmpqs
(
B1
( 1
R
· x
)
∩ 1
R
·X
)
+R3+σO
(
h
R
)µσ
= mpqs(BR (x) ∩X) +O(R3+σ−µσhµσ). (3.102)
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Alors, l’équation 3.102 page ci-contre est le résultat de la convergence asymptotique
des moments digitaux des sous-ensembles BR (x) ∩X lorsque R et h décroissent.
3.3.3.1 Matrice de covariance digitale et estimateurs digitaux de courbures
principales
De la même façon que pour la matrice de covariance, nous définissons la matrice
de covariance digitale au pas de discrétisation h pour tout sous-ensemble Z ⊂ Z3 en
fonction des moments digitaux d’ordre 0, 1 et 2 :
Définition 3.6 (Matrice de covariance digitale). Pour tout sous ensemble Z ⊂ Z3,
sa matrice de covariance digitale Vh au pas de discrétisation h est :
Vh(Z) :=

mˆ200h (Z) mˆ110h (Z) mˆ101h (Z)
mˆ110h (Z) mˆ020h (Z) mˆ011h (Z)
mˆ101h (Z) mˆ011h (Z) mˆ002h (Z)
− 1mˆ000h (Z)

mˆ100h (Z)
mˆ010h (Z)
mˆ001h (Z)
⊗

mˆ100h (Z)
mˆ010h (Z)
mˆ001h (Z)

T
.
(3.103)
En suivant l’approximation de Taylor du lemme 3.3 page 49, nous pouvons définir
les estimateurs digitaux de courbures principales à partir de la diagonalisation de la
matrice de covariance digitale :
Définition 3.7 Soit Z ⊂ Z3 une forme digitale et h > 0 un pas de discrétisation. Pour
R ≥ h, nous définissons les estimateurs digitaux par intégration de courbures principales
κˆR1 et κˆ
R
2 de Z au point y ∈ R3 et au pas de discrétisation h, et les estimateurs digitaux
par intégration de leurs directions principales de courbure respectives wˆR1 et wˆR2 , ainsi
que l’estimateur digital de normale par intégration nˆR comme :
κˆR1 (Z,y, h) :=
6
piR6
(λˆ2 − 3λˆ1) + 85R, wˆ
R
1 (Z,y, h) := νˆ1 (3.104)
κˆR2 (Z,y, h) :=
6
piR6
(λˆ1 − 3λˆ2) + 85R, wˆ
R
2 (Z,y, h) := νˆ2 (3.105)
nˆR(Z,y, h) := νˆ3 , (3.106)
où λˆ1 ≥ λˆ2 ≥ λˆ3 sont les valeurs propres de Vh(BR/h (y/h)∩Z), et νˆ1, νˆ2, νˆ3 sont leurs
vecteurs propres correspondantes.
Dans les paragraphes suivants nous allons montrer la convergence asymptotique
de ces estimateurs. La démonstration dépend de la convergence des moments
digitaux, de la stabilité des moments face à des petits déplacements provoqués par
la discrétisation, ainsi que de la théorie de perturbation de matrice.
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3.3.3.2 Propriétés des matrices de covariance et de moments
Dans un premier temps, nous allons étudier les propriétés des matrices de
covariance et des moments face aux perturbations. Nous pouvons établir l’invariance
des matrices de covariances :
Lemme 3.4 Invariance à la translation pour les matrices de covariance :
• ∀Y ⊂ R3, ∀v ∈ R3, V(Y + v) = V(Y ).
• ∀Z ⊂ Z3, ∀v ∈ Z3, ∀h > 0, Vh(Z + v) = Vh(Z).
Démonstration. La preuve est directe par additivité des moments géométriques.

Nous devons également étudier comment les moments sont perturbés par une
erreur de positionnement t de la boule :
Lemme 3.5 Pour tout point x ∈ R3, un rayon R positif, pour tout vecteur t avec pour
norme t := ‖t‖2 ≤ R, nous avons :∣∣∣m000(BR (x+ t) ∩X)−m000(BR (x) ∩X)∣∣∣ ≤ O(tR2), (3.107)∣∣∣m100(BR (x+ t) ∩X)−m100(BR (x) ∩X)∣∣∣ ≤ O(tR3) +O(‖x‖∞tR2), (3.108)∣∣∣m200(BR (x+ t) ∩X)−m200(BR (x) ∩X)∣∣∣ ≤ O(tR4) +O(‖x‖∞tR3) +O(‖x‖2∞tR2).
(3.109)
Les bornes sont valides pour tous les moments ayant respectivement le même ordre. Ces
relations restent vraies si BR (x+ t) et BR (x) intersectent le même ensemble X.
Démonstration.
En décomposant X en fonction de deux boules de rayon R, centrées en x et x+ t
(voir figure 3.15 page suivante), nous avons :
∆(t) := mpqs(BR (x+ t) ∩X)−mpqs(BR (x) ∩X) (3.110)
= mpqs((BR (x+ t) \BR (x)) ∩X) (3.111)
−mpqs((BR (x) \BR (x+ t)) ∩X) (3.112)
Comme :
∅ 6= Y1 ⊂ Y2 ⊂ R3 ⇒ sup
Y⊂Y1
|mpqs(Y )| ≤ sup
Y⊂Y2
|mpqs(Y )| , (3.113)
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xx+ t
BR (x+ t)
BR (x)
(BR (x) \ BR (x + t)) ∩X
(BR (x + t) \ BR (x)) ∩X
x
x+ t
BR (x+ t)
BR (x)
Figure 3.15 Illustration du lemme 3.5 page ci-contre.
et avec la propriété d’additivité des intégrales, nous avons :
|∆(t)| := |mpqs((BR (x+ t)	BR (x)) ∩X)| (3.114)
≤ sup
Y⊂(BR(x+t)	BR(x))∩X
|mpqs(Y )| (3.115)
≤ sup
Y⊂BR(x+t)	BR(x)
|mpqs(Y )| (3.116)
≤ sup
Y⊂BR+t(x)−BR−t(x)
|mpqs(Y )|. (3.117)
Pour une meilleure lisibilité, nous noterons SR,t(x) := BR+t (x) \ BR−t (x). Nous
couvrons alors la différence entre les deux boules centrées en des points différents
(BR (x+ t)	BR (x)) par la différence entre deux boules de même centre mais de
rayons différents (SR,t(x)). La figure 3.15 illustre la différence des deux boules, en
bleu. Cela correspond à un anneau en 2D de largeur 2t. Il s’agit évidemment d’une
borne supérieure épaisse, mais les ordres de perturbations sont les mêmes.
Moment d’ordre zéro. Pour le moment d’ordre zéro, nous utilisons simplement
le volume de la boule :
sup
Y⊂SR,t(x)
|m000(Y )| = m000(SR,t(x)) (3.118)
= 4pi3 (R+ t)
3 − 4pi3 (R− t)
3 (3.119)
= 4pi3 (6R
2t+ 2t3) = O(tR2). (3.120)
Moments du premier ordre. Pour les moments du premier ordre, nous transla-
tons la forme à l’origine du repère et nous utilisons le résultat précédent ainsi que
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le fait que le 100-moment centré est maximisé pour la demi-boule à valeur de x1
positive (que nous noterons B+R(x))7 :
sup
Y⊂SR,t(x)
|m100(Y )| ≤ sup
Y⊂SR,t(0)
|m100(Y )|+ |x1| ·m000(Y )
= m100(B+R+t(0)−B+R−t(0)) +O(|x1|tR2)
= 2pi(R3t+Rt3) +O((‖x‖∞)tR2)
= O(tR3) +O(‖x‖∞tR2). (3.121)
Moments du second ordre. Pour les moments du second ordre, nous translatons
également la forme à l’origine du repère, puis nous utilisons les deux résultats
précédents ainsi que le fait que le 200-moment est maximisé pour la boule :
sup
Y⊂SR,t(x)
|m200(Y )| ≤ sup
Y⊂SR,t(0)
|m200(Y )|+ 2|x1| · |m100(Y )|+ x21 ·m000(Y )
= m200(SR,t(0)) + ‖x‖∞(O(tR3) +O(‖x‖∞tR2)) + ‖x‖2∞O(tR2)
= O(tR4) +O(‖x‖∞tR3) +O(‖x‖2∞tR2) (3.122)
Les autres moments sont prouvés de la même façon. 
Dans le prochain paragraphe, nous allons injecter ces erreurs de positionnement des
moments dans le calcul de la matrice de covariance afin de voir comment ils influent
sur la convergence de la matrice.
3.3.3.3 Convergence asymptotique des matrices de covariances digitales
Avec le lemme 3.4 page 62 et le lemme 3.5 page 62, nous pouvons facilement
prouver la convergence asymptotique des matrices de covariances digitales. Le
théorème suivant établit la convergence lorsque la matrice de covariance est calculée
sur le même point y, et le suivant établira sa convergence asymptotique sur le bord
digital de la forme.
Théorème 3.8 (Convergence de la matrice de covariance digitale [Coe+14]).
Soit X une forme convexe de R3 à reach positif, dont le bord est C3 et peut être
décomposé en nombre fini de parties monotones. Alors, il existe une constante h0 telle
que pour tout pas de discrétisation 0 < h < h0, pour tout y ∈ R3, pour un rayon
R ≥ h, nous avons8 :
∥∥∥Vh(BR/h (y/h) ∩ Gh (X))− V(BR (y) ∩X)∥∥∥ ≤ 2∑
i=0
O(R5−µihµi). (3.123)
7Rappelons que xi est la i-ème composante de x.
8µi ≥ 1 d’après l’équation 2.23 page 24
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La constante cachée derrière le terme en grand « O » ne dépend pas de la taille de la
forme ni de sa géométrie. ‖ · ‖ est la norme spectrale des matrices.
Démonstration. Afin de faciliter la lecture, nous noterons A := BR (y) ∩ X et
Ah := BR/h (y/h)∩Gh (X) = Gh (BR (y) ∩X) (au sens de la discrétisation de Gauss).
Nous commençons par translater les ensembles A et Ah centrés en y vers l’origine
du repère. Nous devons alors utiliser un vecteur qui tient compte de la discrétisation
puisque nous décalons Ah par le vecteur
[y
h
]
(vecteur de nombres entiers le plus
proche de yh) et nous décalons A par le vecteur h
[y
h
]
. Nous noterons alors A˜ :=
A− h [yh ] et A˜h := Ah − [yh ]. Avec ces deux définitions et la propriété d’invariance
des matrices de covariances digitales (lemme 3.4 page 62), nous obtenons :
Vh(BR/h (y/h) ∩ Gh (X)) = Vh(Ah) (3.124)
= Vh
(
A˜h +
[y
h
])
(3.125)
= Vh(A˜h) (3.126)
= Vh(Gh
(
A˜
)
). (3.127)
La dernière égalité vient du fait que A˜h = Gh (A)−
[y
h
]
= Gh
(
A− h [yh ]) = Gh (A˜).
Nous faisons de même avec la matrice de covariance continue :
V(BR (y) ∩X) = V(A) (3.128)
= V
(
A˜+ h
[y
h
])
(3.129)
= V(A˜). (3.130)
Alors, nous pouvons réécrire l’erreur d’estimation de la matrice de covariance digitale
comme :
‖Vh(BR/h (y/h) ∩ Gh (X))− V(BR (x) ∩X)‖ = ‖Vh(Gh
(
A˜
)
)− V(A˜)‖. (3.131)
Détaillons maintenant Vh(Gh
(
A˜
)
) :
Vh(Gh
(
A˜
)
) =
 mˆ200h (A˜h)
. . .
− 1
mˆ000h (A˜h)
 mˆ100h (A˜h)...
⊗
 mˆ100h (A˜h)...
T .
(3.132)
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En utilisant les résultats de l’équation 3.102 page 60, nous obtenons :
Vh(Gh
(
A˜
)
) =
 m200(A˜) +O(R5−µ2hµ2)
. . .

− 1
m000(A˜) +O(R3−µ0hµ0)
 (m100(A˜) +O(R4−µ1hµ1))2...
 .
(3.133)
Il est à noter que les constantes dans les termes en grand « O » sont indépendantes de
X grâce à la normalisation. La précédente équation nous donne V(A˜) et des termes
d’erreurs sur les moments. Nous allons alors chercher les bornes supérieures de ces
moments dans le calcul de Vh(Gh
(
A˜
)
) en sachant que le rayon R est supérieur à h.
Puisque A˜ n’est pas vide et est proche de l’origine, nous pouvons alors utiliser les
équations 3.41 et 3.43 page 48 du lemme 3.2 page 48 pour l’ensemble A˜ ⊂ BR (t),
pour les points t = x− h [xh ], en sachant que ||t||∞ ≤ h2 . Nous obtenons alors :
Vh(Gh
(
A˜
)
) = V(A˜) +O(R5−µ2hµ2) +O(R5−µ0hµ0) +O(R5−µ1hµ1). (3.134)
Puisque V(A˜) = V(A−h [xh]) = V(A) grâce à la propriété d’invariance à la translation
des matrice de covariance du lemme 3.4 page 62 :
Vh(Gh
(
A˜
)
) = V(A) +O(R5−µ2hµ2) +O(R5−µ0hµ0) +O(R5−µ1hµ1). (3.135)

Comme pour le calcul de la courbure en 2D ou courbure moyenne en 3D, afin d’ob-
tenir un résultat de convergence asymptotique, nous devons placer notre estimateur
digital sur le bord digital de la forme, ajoutant ainsi une erreur de positionnement.
Cela équivaut à estimer les moments à une position x+ t, et pour cela nous allons
nous servir des précédents lemmes.
Théorème 3.9 (Convergence asymptotique de la matrice de covariance digi-
tale [Coe+14]). Soit X une forme convexe de R3 à reach positif, dont le bord est C3 et
peut être décomposé en nombre fini de parties monotones. Alors, il existe une constante
h0 telle que pour tout pas de discrétisation 0 < h < h0, pour tout x ∈ R3, pour un
rayon R ≥ h, nous avons9 :
∀0 < h < h0, ∀x ∈ ∂X, ∀xˆ ∈ ∂[Gh (X)]h avec ‖xˆ− x‖∞ ≤ h,∥∥∥Vh(BR/h (xˆ/h) ∩ Gh (X))− V(BR (x) ∩X)∥∥∥ ≤ O(‖x− xˆ‖R4) + 2∑
i=0
O(R5−µihµi),
(3.136)
9µi ≥ 1 d’après l’équation 2.23 page 24
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La constante cachée derrière le terme en grand « O » ne dépend pas de la taille de la
forme ni de sa géométrie. ‖ · ‖ est la norme spectrale des matrices.
Démonstration. Le fait que ‖x − xˆ‖∞ ≤ h ≤ R implique que BR (x) ∩ X et
BR (xˆ)∩X ne sont pas vides. Nous séparons alors la différence des matrices en deux
parties :
‖Vh(BR/h (xˆ/h) ∩ Gh (X))− V(BR (x) ∩X)‖ (3.137)
≤ ‖Vh(BR/h (xˆ/h) ∩ Gh (X))− V(BR (xˆ) ∩X)‖+ ‖V(BR (xˆ) ∩X)− V(BR (x) ∩X)‖.
Nous avons borné le premier terme par
∑2
i=0O(R5−µihµi) dans le théorème 3.8
page 64 si nous l’appliquons au point xˆ. Pour le second terme, nous définissons
t := xˆ−x, t := ‖t‖2, and X ′ := X −x. Nous utilisons alors la propriété d’invariance
à la translation des matrices de covariance (lemme 3.4 page 62) afin de déplacer les
matrices à l’origine du repère :
‖V(BR (xˆ) ∩X)− V(BR (x) ∩X)‖ = ‖V(BR (x+ t) ∩X)− V(BR (x) ∩X)‖
(3.138)
= ‖V(BR (x+ t) ∩X − x)− V(BR (x) ∩X − x)‖ (3.139)
= ‖V((BR (x+ t)− x) ∩ (X − x))− V((BR (x)− x) ∩ (X − x))‖ (3.140)
= ‖V(BR (t) ∩ (X − x))− V(BR (0) ∩ (X − x))‖ (3.141)
= ‖V(BR (t) ∩X ′)− V(BR (0) ∩X ′)‖. (3.142)
Nous appliquons maintenant le lemme 3.5 page 62 pour les différents moments qui
interviennent dans la matrice de covariance V. Pour une facilité de lecture, nous
noterons Yt l’ensemble BR (t) ∩X ′ et Y0 l’ensemble BR (0) ∩X ′ :
‖V(Yt)− V(Y0)‖ =
∥∥∥∥∥∥
 m200(Yt)−m200(Y0)
. . .

− 1
m000(Yt)
 m100(Yt)...
⊗
 m100(Yt)...
T
+ 1
m000(Y0)
 m100(Y0)...
⊗
 m100(Y0)...
T
∥∥∥∥∥∥∥ . (3.143)
La matrice V(Yt)− V(Y0) contient alors la différence des moments géométriques
du second ordre comme par exemple m200(Yt) −m200(Y0) et des quantités de la
forme de ∆ := m
100(Yt)2
m000(Yt) −
m100(Y0)2
m000(Y0) si nous décomposons les termes de droite. D’après
le lemme 3.5 page 62, nous savons que les erreurs des moments du second ordre sont
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bornées enO(tR4). Pour borner ∆, nous savons déjà |m000(Yt)−m000(Y0)| = piR2(t+
O(t2) +O(tR2)) en utilisant le théorème 7 de [Pot+09]. Alors, nous obtenons :
∆ = m
100(Yt)2
m000(Y0) +O(tR2)
− m
100(Y0)2
m000(Y0)
(3.144)
= O(tR2)m
100(Yt)2
m000(Y0)2
+ m
100(Yt)2 −m100(Y0)2
m000(Y0)
. (3.145)
Puisque ab+O(x) =
a
b +
a
b2O(x), a
2 − b2 = (a− b)(a+ b) et en utilisant de nouveau le
lemme 3.5 page 62, nous avons :
∆ = O(tR4) + (m100(Yt) +m100(Y0))
m100(Yt)−m100(Y0)
m000(Y0)
= O(tR4) + (O(tR3) +O(R4))m
100(Yt)−m100(Y0)
m000(Y0)
Puisque t < R nous obtenons m000(Y0) = Θ(R3), si nous utilisons le lemme 3.5
page 62, nous avons :
∆ = O(tR4) + (O(tR3) +O(R4)) O(tR
3)
m000(Y0)
= O(tR4). (3.146)
Les mêmes bornes sont trouvées pour tous les termes de la matrice. Lorsqu’on les
rassemble toutes, nous obtenons le résultat du théorème. 
3.3.3.4 Théorie de perturbation de matrices
Nous venons de montrer que la matrice de covariance digitale tend vers la
matrice de covariance continue lorsque nous la calculons à partir de l’intersection de
la forme avec une boule. Nous avons défini des estimateurs de courbures principales
et de directions principales de courbure à partir des valeurs propres et des vecteurs
propres de la matrice de covariance digitale dans le paragraphe 3.7 page 61. Afin
de pouvoir obtenir des preuves de convergence asymptotique, il est nécessaire de
comprendre comment une erreur sur une matrice peut perturber sa décomposition.
C’est pour cela que nous allons dans un premier temps présenter un résultat de la
théorie de perturbation de matrices [BF60 ; SS90 ; Bha97].
Soit M et M ′ deux matrice symétriques, nous voulons alors quantifier la dif-
férence entre les valeurs propres (respectivement les vecteurs propres) de M et
les valeurs propres (resp. les vecteurs propres) de M ′ comme des fonctions de la
norme de M −M ′. Par exemple, si M ′ est la matrice de covariance sur des données
bruitées et M la matrice de covariance sur des données non bruitées, les résultats
de perturbation de matrice pourront nous indiquer les bornes d’erreurs des valeurs
propres (et ainsi celles de l’estimation des courbures principales).
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Théorème 3.10 (Inégalité de Lidskii-Weyl). Si λi(M) désigne la i-ième valeur
propre ordonnée d’un matrice symétrique M et λi(M ′) la i-ième valeur propre or-
donnée d’un matrice symétrique M ′, alors :
max
i
|λi(M)− λi(M ′)| ≤ ‖M −M ′‖. (3.147)
Dans notre contexte où les valeurs propres sont utilisées pour estimer les courbures
principales, nous pouvons espérer une convergence de ces valeurs. Le prochain
paragraphe va répondre à cette interrogation.
3.3.3.5 Convergence asymptotique des estimateurs digitaux de courbures
principales
La convergence asymptotique des matrices de covariances digitales et les résultats
de stabilité de la théorie de perturbation des matrices induisent la convergence
asymptotique des estimateurs de courbures principales par intégration :
Théorème 3.11 (Convergence asymptotique des estimateurs digitaux de cour-
bures principales κˆR1 et κˆ
R
2 [Coe+14]). Soit X une forme convexe de R3 à reach
positif telle que son bord ∂X est C3 et peut être décomposée en nombre fini de parties
monotones. Alors, pour la discrétisation de Gauss, les estimateurs digitaux de courbures
principales κˆR1 et κˆ
R
2 convergent asymptotiquement vers les courbures principales κ1 et
κ2 pour des constantes positives h0, k telles que, pour tout pas de discrétisation h ≤ h0,
en définissant le rayon de la boule R = kh 13 , nous avons :
∀x ∈ ∂X, ∀xˆ ∈ ∂[Gh (X)]h, avec ‖xˆ− x‖∞ ≤ h,
|κˆR1 (Gh (X) , xˆ, h)− κ1(X,x)| ≤ O(h
1
3 ), (3.148)
|κˆR2 (Gh (X) , xˆ, h)− κ2(X,x)| ≤ O(h
1
3 ). (3.149)
Démonstration. Nous allons prouver la convergence asymptotique pour l’estima-
teur digital de la première courbure principale. Le raisonnement est le même pour
la seconde courbure principale. D’après la définition 3.7 page 61, λˆ1 et λˆ2 sont les
deux plus grandes valeurs propres de Vh(BR/h (x/h) ∩ Z) avec Z = Gh (X)). Nous
désignons M ′ := Vh(BR/h (xˆ/h)∩Gh (X)) et M := V(BR (x)∩X). Comme M et M ′
sont symétriques par définition, le théorème 3.10 implique que les valeurs propres de
M et M ′ sont proches, avec les mêmes bornes. Il est à noter que puisque les bornes
d’erreurs tendent vers zéro lorsque h tend vers zéro, l’ordre des valeurs propres
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des deux matrices est le même pour un h suffisamment petit. Alors, nous pouvons
écrire :
κˆR1 (Gh (X) , xˆ, h) =
6
piR6
(λˆ2 − 3λˆ1) + 85R (3.150)
= 6
piR6
(
λ2 − 3λ1 +O(‖x− xˆ‖R4) +
2∑
i=0
O(R5−µihµi)
)
+ 85R. (3.151)
Alors, en substituant avec l’approximation de Taylor du lemme 3.3 page 49, nous
obtenons :
κˆR1 (Gh (X) , xˆ, h) = κ1(X,x) +O(R) +O(h/R2) +
2∑
i=0
O(hµi/R1+µi), (3.152)
avec µi ≥ 1 pour la forme X (voir équation 2.23 page 24). En donnant pour valeur
R = khα, k étant une constante, la valeur optimale pour α minimisant le plus les
erreurs est 13 . Ainsi, nous obtenons :
κˆR1 (Gh (X) , xˆ, h) = κ1(X,x) +O(h
1
3 ). (3.153)

Ces bornes d’erreurs peuvent être améliorées sur les voisinages où la courbure
gaussienne n’est pas nulle. Alors, les constantes µi se rapprochent de 1.5. De plus,
une meilleure estimation de la distance entre x et xˆ permettrait d’améliorer les
vitesses de convergence.
Des résultats de convergence asymptotique sur l’estimation digitale des directions
principales de courbure et de la normale peuvent être également apportés. Les
détails sont expliqués dans [Lac+16]. La preuve est un peu plus compliquée que
pour les courbures principales car des problèmes interviennent aux points ombilic de
la surface, c’est-à-dire lorsque les deux courbures principales sont égales. De ce fait,
pour tous ces points, les deux valeurs propres de la matrice de covariance coïncident
et leurs vecteurs propres couvrent un plan. Cependant, nous pouvons écrire :
Théorème 3.12 (Convergence asymptotique des estimateurs digitaux de direc-
tions principales de courbure par intégration wˆR1 et wˆR1 , et de l’estimateur
digital des normales par intégration nˆR [Lac+16].). Soit X une forme convexe de
R3 telle que son bord ∂X a un reach supérieur à ρ et est C3.
Alors, pour la discrétisation de Gauss, les estimateurs digitaux de directions principales
de courbure par intégration convergent asymptotiquement vers les directions principales
de courbure w1 et w2 sur des formes X pour des pas de discrétisation h et rayon R
donnant des courbures principales distinctes. L’estimateur digital des normales par inté-
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gration converge également vers la normale n. Plus précisément, en donnant R = kh 13
avec k une constante positive arbitraire, nous avons :
∃hX ∈ R+, ∀h ∈ R, 0 < h < hX ,
∀x ∈ ∂X, ∀xˆ ∈ ∂[Gh (X)]h avec ‖xˆ− x‖∞ ≤ h,
‖wˆR1 (Gh (X) , xˆ, h)−w1(X,x)‖ ≤
1
|κ1(X,x)− κ2(X,x)|O(h
1
3 ) , (3.154)
‖wˆR2 (Gh (X) , xˆ, h)−w2(X,x)‖ ≤
1
|κ1(X,x)− κ2(X,x)|O(h
1
3 ) , (3.155)
‖nˆR(Gh (X) , xˆ, h)− n(X,x)‖ ≤ O(h
2
3 ) . (3.156)
Les vecteurs propres issus de la décomposition de la matrice de covariance ne sont
pas orientés. Afin de pouvoir comparer les directions principales de courbure, celles-
ci doivent être orientées dans la même direction afin d’éviter les erreurs angulaires
provoqués par cette absence d’orientation. La convergence asymptotique est alors
valide si nous avons au préalable orienté les vecteurs dans la même direction.
La démonstration complète est donnée dans [Lac+16]. L’intuition de la preuve
est d’analyser l’écart entre deux valeurs propres successives (« eigengap ») afin
de pouvoir borner l’erreur d’estimation des vecteurs propres. Cet écart joue un rôle
important dans la variation des vecteurs propres puisque plus sa valeur est petite,
plus il y a de risques en cas de perturbation de la surface d’obtenir des rotations.
Enfin, l’utilisation du théorème 3 de [Pot+07] sur la proximité des vecteurs propres
de la matrice de covariance et des directions de courbures principales permet de
conclure à une convergence asymptotique.
3.3.4 Résultats sur l’estimation de la courbure par intégration
volumique de la boule
Avant de conclure sur cette méthode, nous allons montrer quelques résultats
des estimateurs. Une comparaison expérimentale complète sera proposée dans le
paragraphe 3.5 page 85.
Les estimateurs sont définis sur des formes X de la famille X des formes convexes
à bord C3 et à courbure bornée positive, cependant nous voulons tester également
sur d’autres formes ne rentrant pas dans ce cadre. Nous avons choisi l’objet digital
OCTAFLOWER de dimension 2563. L’unique paramètre de nos estimateurs est le rayon
de la boule : nous avons choisi R = 15 pour toutes les images des figures 3.16 page
suivante et 3.17 page 73. La carte des couleurs pour les estimateurs de courbure
moyenne, gaussienne et courbures principales va du bleu (valeur minimale) au jaune
(valeur maximale).
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Figure 3.16 Estimateurs différentiels digitaux par intégration sur une surface digitale (OCTAFLOWER
de dimension 2563) avec R = 15. De gauche à droite, de haut en bas : courbure moyenne,
courbure gaussienne, première et seconde courbures principales.
3.4 Estimation sans paramètre de la courbure par
intégration volumique de la boule
Dans ce paragraphe, nous allons proposer une version sans paramètre des esti-
mateurs de courbure du paragraphe 3.3 page 45. Ces travaux ont été publiés dans
[Lev+14]. Dans le contexte de la convergence asymptotique, la notion d’échelle
est explicitement donnée grâce au paramètre de discrétisation h. C’est d’ailleurs
pour cela que les rayons de boules doivent être en relation avec h (R est en O(h 13 )).
Cependant, pour un objet digital donné, ce choix de rayon nécessite d’étudier au
préalable la forme dont nous souhaitons estimer la courbure, et la qualité d’estima-
tion dépend de ce paramètre. La figure 3.18 montre le résultat de l’estimation de la
courbure moyenne et de la courbure gaussienne avec différents rayons R pour la
forme OCTAFLOWER.
Nous voulons alors automatiquement détecter ce paramètre de rayon pour des ob-
jets digitaux Z de dimension 2 et 3 tout en garantissant les propriétés de convergence
asymptotique si ceux-ci respectent les conditions de convergence des estimateurs
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Figure 3.17 Estimateurs différentiels digitaux par intégration sur une surface digitale (OCTAFLOWER
de dimension 2563) avec R = 15. De gauche à droite, de haut en bas : première et seconde
direction principale de courbure et normale (zoom sur la dernière ligne).
de courbure du paragraphe 3.3 page 45. La technique est simple : nous devons
extraire les informations géométriques de la forme afin de pouvoir retrouver quel est
le paramètre asymptotique h pour la forme donnée. Pour ce faire, nous utiliserons
les segments maximaux digitaux décris dans le paragraphe 2.8 page 25.
3.4.1 Estimateur digital de courbure sans paramètre en 2D
Dans le paragraphe 2.8 page 25 nous avons rappelé les propriétés des longueurs
des segments maximaux sur les bords d’objets digitaux (lemme 2.1 page 26). Nous al-
lons tirer parti de ces propriétés afin de définir un nouvel estimateur de courbure sur
des objets digitaux Z ⊂ Z2. Nous allons reprendre l’estimateur digital de courbure
défini dans la définition 3.4 page 53. Celui-ci nécessite un rayon R qui doit être en
O(h 13 ) afin d’avoir une convergence asymptotique de la courbure. Nous allons exploi-
ter les primitives digitales décritent dans le paragraphe 2.8 page 25, en particulier
des segments maximaux de droite digitale et de leurs lois asymptotiques.
Nommons LD(Z) la longueur moyenne des segments maximaux sur Z et ρ(Z) =
L2D(Z) le carré de cette longueur. Alors, définissons un estimateur digital de courbure
sans paramètre en 2D κˆ∗ pour tout pointel p ∈ Bd(Z) (le paragraphe 2.4 page 12
introduit la notion de pointel et plus généralement la topologie de Khalimsky qui
sera utilisée ici) :
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Figure 3.18 Estimateurs différentiels digitaux par intégration sur une surface digitale (OCTAFLOWER
de dimension 2563) avec trois rayons différents : R = 15, 25, 30. De haut en bas, courbure
moyenne, courbure gaussienne.
Définition 3.8 Soit une forme Z ⊂ Z2. L’estimateur digital de courbure sans paramètre
en 2D κˆ∗ au pointel p ∈ Bd(Z) est défini comme :
κˆ∗(Z,p) := 3pi2ρ(Z) −
3A(Z,p)
ρ(Z)3
(3.157)
où ρ(Z) = L2D(Z) et A(Z,p) = Card(Bρ(Z) (p) ∩ Z).
Pour paraphraser cette définition, nous devons dans un premier temps calculer la
moyenne des longueurs des segments discret sur le bord Bd(Z) de Z. Nous élevons
au carré cette longueur moyenne afin de donner ρ. Ainsi, l’estimateur κˆ∗ est une
fonction du nombre de points digitaux10 de Z intersecté avec une boule de rayon
ρ centrée au pointel p. Cette version de l’estimateur de la définition 3.4 page 53
s’adapte alors à l’échelle de la forme.
Si nous souhaitons rendre compatible l’estimateur dans le cadre de la convergence
asymptotique, afin qu’il puisse se comparer avec des données de l’espace euclidien,
nous devons y appliquer un facteur d’échelle du pas de discrétisation h. En effet,
comme nous l’avons dit précédemment, l’estimateur ne contient pas d’information
10C’est un abus de langage désignant le centre de la cellule de Khalimsky, c’est-à-dire le spel, d’après le
choix de plongement dont nous avons parlé dans le paragraphe 2.4 page 12.
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d’échelle. De plus, pour Z = Gh (X), avec ρ(Z) = L2D(Z), nous avons (d’après le
lemme 2.1 page 26) :
Θ(h−
1
3 ) ≤ LD(Z) ≤ Θ
(
h−
1
3 log
(1
h
))
(3.158)
Θ(h−
2
3 ) ≤ L2D(Z) ≤ Θ
(
h−
2
3 log2
(1
h
))
(3.159)
Θ(h
1
3 ) ≤ hL2D(Z) ≤ Θ
(
h
1
3 log2
(1
h
))
. (3.160)
Ainsi, à l’exception du terme en log2(·), hρ(Z) semble être un candidat idéal
comme paramètre de rayon R, puisqu’il suit Θ(h 13 ), pour obtenir un estimateur
digital de courbure sans paramètre.
Théorème 3.13 (Convergence asymptotique de l’estimateur digital de cour-
bure sans paramètre κˆ∗). Soit X une forme convexe de R2 telle que son bord ∂X est
C3 et sa courbure bornée non nulle. Soit Z = Gh (X). Alors, avec une constante positive
h0, nous avons :
∀0 < h ≤ h0, ∀x ∈ ∂X, ∀p ∈ Bd(Z) avec ‖hp− x‖∞ ≤ h,∣∣∣∣1hκˆ∗(Z,p)− κ(X,x)
∣∣∣∣ ≤ O(h 13 log2 (1h
))
. (3.161)
Il est à noter que p ∈ Bd(Z) implique que hp ∈ ∂[Gh (X)]h.
Démonstration. Dans un premier temps, nous allons décomposer 1h κˆ
∗(Z,p) :
1
h
κˆ∗(Z,p) = 3pi2hρ(Z) −
3A(Z,p)
hρ(Z)3
(3.162)
= 3pi2hρ(Z) −
3 Card(Bρ(Z) (p) ∩ Gh (X))
hρ(Z)3
(3.163)
= 3pi2hρ(Z) −
3 Card(B(hρ(Z))/h
(
1
h · (hp)
)
∩ Gh (X) , h)
hρ(Z)3
(3.164)
= κˆR(Gh (X) , xˆ, h) (avec R := hρ(Z) et xˆ := hp) (3.165)
Il suffit alors de borner simplement |κˆR(Gh (X) , xˆ, h) − κ(Gh (X) ,x)| en tenant
compte du comportement asymptotique de R := hρ(Z). D’après l’équation 3.160, r
est compris entre deux bornes :
• Si R = Θ(h 13 ), nous sommes exactement dans les hypothèses du théorème 3.4
page 54, et le terme d’erreur est alors en O(h 13 ).
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• Si R = Θ(h 13 log2
(
1
h
)
), nous décomposons le terme d’erreur du théorème 3.4
page 54 en utilisant l’équation 3.91 page 5811 :
|κˆR(Gh (X) , xˆ, h)− κ(X,x)| ≤ O(hρ(Z)) +O
(
h
(hρ(Z))2
)
+O
(
h
(hρ(Z))2
)
(1 +O((hρ(Z))2) +O(h))
(3.166)
≤ O(h 13 log2( 1
h
)) +O
(
h
1
3
log4( 1h)
)
+O(h)
+O
(
h
4
3
log4( 1h)
)
(3.167)
Alors le terme d’erreur dominant de cette expression est O(h 13 log2( 1h)).
Ainsi, nous allons borner par le terme d’erreur dominant des deux possibilités.
Puisque 1h κˆ
∗(Z,p) = κˆR(Gh (X) , xˆ, h), nous pouvons conclure que son erreur est en
O(h 13 log2( 1h)). 
De ce fait, nous avons un estimateur digital de courbure convergent, ne néces-
sitant aucun paramètre de rayon. Le paramètre d’échelle h est présent seulement
pour déterminer l’unité utilisée pour mesurer les courbures comme l’explique la
figure 3.19.
Figure 3.19 Illustration de la dépendance du paramètre d’échelle h. L’objet euclidien de gauche donne le
même objet digital que l’objet euclidien de droite alors qu’ils sont à des échelles différentes.
La courbure à la surface de l’objet dépend alors de h.
Nous utilisons un unique rayon pour estimer la courbure sur tout le bord de
l’objet. En sachant que nous pouvons extraire des faisceaux de segments maximaux
en chaque point du bord de l’objet, pouvons-nous modifier notre estimateur afin de
la taille de la boule s’adapte localement à la géométrie de l’objet ? En étant adaptatif,
11En tenant compte que α′ = 1 et β = 1 dans le cas général
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nous pouvons espérer obtenir de meilleures vitesses de convergence en moyenne
(erreur en norme l2) de l’estimateur. Le paragraphe suivant traite cette question.
3.4.2 Estimateur digital local de courbure sans paramètre en 2D
Nous allons noter ρ(Z,p) la longueur moyenne du faisceau de segments maxi-
maux au point p élevé au carré. Nous définissons alors une version locale de l’esti-
mateur de la définition 3.8 page 73 :
Définition 3.9 Soit une forme Z ⊂ Z2. L’estimateur digital local sans paramètre de
courbure en 2D au pointel p ∈ Bd(Z) est défini par :
κˆ∗l (Z,p) :=
3pi
2ρ(Z,p) −
3A′(Z,p)
ρ(Z,p)3
(3.168)
où A′(Z,p) = Card(Bρ(Z,p) (p) ∩ Z).
Pour résumer, nous calculons le faisceau de segments maximaux en tout point p
du bord de Z, puis nous calculons la moyenne de leurs longueurs. Cette longueur
au carré nous donne la taille à utiliser pour la boule localement pour le point p.
La conséquence de ceci est d’avoir une plus grosse boule sur les parties à faible
courbure et de diminuer la taille de la boule sur les zones fortement courbées. La
figure 3.20 montre la différence entre κˆ∗ et κˆ∗l : dans sa version locale, le rayon est
adapté localement à la géométrie de la forme.
Figure 3.20 Valeur de courbure estimée en fonction du rayon R sur le bord de l’objet ACCFLOWER allant
du bleu (valeur minimale) au jaune (valeur maximale). En abscisse : position sur la surface
de l’objet, en ordonnée : différents rayons R. En noir sur l’image du haut : rayon choisi par
l’estimateur κˆ∗. En noir sur l’image du bas : différents rayons choisis par l’estimateur κˆ∗l en
fonction de la géométrie locale de la forme.
Dans cette version locale, quelques segments maximaux peuvent avoir une
longueur trop importante, ce qui nous empêche d’obtenir des preuves de convergence
asymptotique. En effet, si, dans le faisceau de segments maximaux, les longueurs
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sont globalement dans l’intervalle Θ(h− 13 ) ≤ LD(Z) ≤ Θ(h− 13 log
(
1
h
)
), un bon
comportement asymptotique peut être envisagé pour cet estimateur local. Cependant,
des problèmes interviennent avec les segments maximaux les plus longs : à cause
de leur borne supérieur en O(h− 12 ) aucune convergence ne peut être attendue.
Néanmoins, l’évaluation expérimentale (voir paragraphe 3.5 page 85) montre de
bonnes propriétés de convergence asymptotique et nous pouvons observer que la
version locale κˆ∗l est plus performante que κˆ
∗.
3.4.3 Estimateur digital de courbures sans paramètre en 3D
Intéressons-nous maintenant à la version en 3D de ces estimateurs sans paramètre.
Nous devons adapter l’utilisation des longueurs des segments maximaux à des objets
Z ⊂ Z3. Comme le montre la figure 3.21, nous proposons d’utiliser des coupes
de l’objet afin d’extraire des contours 2D, et ainsi pouvoir calculer les segments
maximaux.
Figure 3.21 Coupes sur un objet digital 3D dans deux directions alignées sur les axes.
Formalisons cela avec une proposition sur les variétés lisses :
Proposition 3.1 Soit un objet X ⊂ R3 avec un bord C2 sur lequel la valeur absolue
des courbures principales (notées respectivement κ1 et κ2) est bornée par une constante
K. La normale de ∂X au point x est notée ~n(x). Pour tout x ∈ ∂X, on considère le
plan pi~e(x) contenant x et perpendiculaire à un vecteur canonique ~e de la base de R3
(i.e. ~e ∈ {~x1, ~x2, ~x3}).
Soit ∂X~e(x) le bord de l’intersection X ∩ pi~e(x). Alors, il y a au moins deux ensembles
parmi ∂X~x1(x), ∂X~x2(x) et ∂X~x3(x) qui sont localement des courbes dont la courbure
est bornée par
√
2K en valeur absolue.
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Démonstration. Afin d’alléger la lecture, nous avons retiré les (x) de toutes les
notations puisqu’il ne peut y avoir d’ambiguïté. La figure 3.22 illustre les notations
utilisées. Tout d’abord, si un des plans pi~x1 , pi~x2 ou pi~x3 est le plan tangent à x, les
pi~x2
pi~x2
∂X
x
x
γκ2
γκ1
γ
γ
χ
pi~n×~t
~n
~t(0)
~t(0)
~x1
~x2
~x3
Figure 3.22 Notations pour la proposition 3.1 page précédente.
deux autres sont des plans normaux de ∂X au point x, c’est-à-dire qu’ils contiennent
la normale ~n. Dans ce cas, le théorème d’EULER [Eul60] sur la courbure des surfaces
nous dit que toutes les courbes définies par l’intersection entre le plan normal et la
surface ∂X ont une courbure κ égale à :
κ1 cos2 θ + κ2 sin2 θ, (3.169)
θ étant un angle. Il est alors immédiat que :
|κ| ∈ [min(|κ1|, |κ2|),max(|κ1|, |κ2|)], (3.170)
et est de ce fait borné par K sur ces deux plans. Ensuite, pour tout ~e ∈ {~x1, ~x2, ~x3},
l’ensemble ∂X~e est localement une courbe 3D qui croise x sur la surface ∂X. Il
y a au moins un ~e ∈ {~x1, ~x2, ~x3} dont ~n · ~e ≥
√
2
2 . En effet, notons la normale
~n = a~x1 + b~x2 + c~x3 et supposons que, par exemple, ~n · ~x1 ≥
√
2
2 , alors :
b2 + c2 = 1− a2 = 1− (~n · ~x1)2 < 12 . (3.171)
De ce fait, b = ~n · ~x2 et c = ~n · ~x3 sont plus petits que
√
2
2 . Dans la suite, nous
considérons seulement un vecteur ~e ∈ {~x1, ~x2, ~x3} dont ~n · ~e ≤
√
2
2 .
Soit χ une courbe définie comme l’intersection entre ∂X et le plan pi~n×~t contenant
~n et la tangente ~t au point x de ∂X~e. D’après le Théorème de Meusnier [BG92],
nous avons la relation suivante entre la courbure κχ de χ et la courbure κ de ∂X~e
au point x :
κχ = κ · cosα (3.172)
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où α est l’angle entre les plans pi~e et pi~n×~t. Puisque cosα = ~n · ~e et
√
2
2 ≤ cosα ≤ 1,
nous avons au final :
|κχ| ≤ |κ| ≤
√
2|κχ|. (3.173)
À nouveau, puisque |κχ| est compris entre [min(|κ1|, |κ2|),max(|κ1|, |κ2|)], il est
borné par K et ainsi nous obtenons le résultat final. 
Nous allons définir une version sans paramètre de l’estimateur de courbure
moyenne HˆR (voir définition 3.5 page 53). Comme pour la version 2D sans para-
mètre, nous allons automatiquement calculer le rayon R en fonction de la géométrie
de l’objet. Le rayon ρ′(Z) de l’estimateur Hˆ∗ sera alors le carré de la moyenne de
certaines longueurs de segments maximaux. Nous allons détailler plus précisément
cela dans les définitions suivantes (plus particulièrement à la définition 3.12) :
Définition 3.10 Pour un objet digital Z ⊂ Z3, l’estimateur digital de courbure moyenne
sans paramètre Hˆ∗ au pointel p ∈ Bd(Z) est défini par :
Hˆ∗(Z,p) := 83ρ′(Z) −
4Vρ′(Z)(Z,p)
piρ′(Z)4
, (3.174)
où Vρ′(Z)(Z,p) = Card(Bρ′(Z) (p) ∩ Z).
De plus, nous pouvons estimer les courbures principales, directions principales et la
normale de la même manière :
Définition 3.11 Soit Z une forme digitale de Z3, nous définissons les estimateurs
digitaux sans paramètre de courbures principales κˆ∗1 et κˆ
∗
2, de directions principales de
courbure wˆ∗1 et wˆ∗2 et de normale nˆ∗ au pointel p ∈ Bd(Z) de Z comme :
κˆ∗1(Z,p) :=
6
pi(ρ′(Z))6 (λˆ
∗
2 − 3λˆ∗1) +
8
5ρ′(Z) , wˆ
∗
1(Z,p) := νˆ∗1 (3.175)
κˆ∗2(Z,p) :=
6
pi(ρ′(Z))6 (λˆ
∗
1 − 3λˆ∗2) +
8
5ρ′(Z) , wˆ
∗
2(Z,p) := νˆ∗2 (3.176)
nˆ∗(Z,p) := νˆ∗3 , (3.177)
où λˆ∗1 et λˆ∗2 sont les deux plus grandes valeurs propres de la matrice de covariance de
Bρ′(Z) (p) ∩ Z, et νˆ∗1 , νˆ∗2 et νˆ∗3 ses vecteurs propres.
Précisons maintenant à quoi correspond exactement le paramètre ρ′(Z). Nous ap-
portons une définition pour sa version globale ρ′(Z) ainsi que pour sa version locale
ρ′(Z,p) pour p ∈ Bd(Z) :
Définition 3.12 Pour un objet digital Z, chaque surfel p ∈ Bd(Z) est orthogonal à
deux coupes pi~e1(p) et pi~e2(p). Pour toutes les coupes pi~ei(p)∩Z, le faisceau de segments
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maximaux recouvrant p détermine un ensemble de nombres entiers li(p), construit à
partir des longueurs de ces segments maximaux. Enfin, nous désignons par M(p) la
coupe au point p contenant le segment maximal le plus long, c’est-à-dire la coupe i pour
laquelle l’ensemble li(p) contient le plus grand nombre entier. Alors, nous définissons :
• ρ′(Z) comme le carré de la moyenne des longueurs des segments maximaux pour
toutes les coupes pi~ei(p) ∩ Z de Z ;
• ρ′(Z,p) comme le carré de la moyenne des longueurs contenu dans lM(p)(p).
Comme en 2D, des cas pathologiques peuvent apparaître à cause du segment maximal
le plus long et de sa borne hρ′(Z,p) ∈ Θ(1) (cas plat). Dans ces conditions, nous
ne pouvons rien espérer en terme de convergence asymptotique. Mais à nouveau,
expérimentalement ce mauvais comportement n’est pas observé (voir paragraphe 3.5
page 85). Supposons alors la conjecture suivante :
Conjecture 3.1 Soit X une forme convexe de R3, avec un bord C3 à courbure bornée.
Soit Z := Gh (X), alors avec une constante positive h0, nous avons :
∀0 < h ≤ h0, Θ(h 13 ) ≤ hρ′(Z) ≤ Θ(h 13 log2( 1
h
)) . (3.178)
La logique de cette conjecture est la suivante : en coupant l’objet (convexe) dans
toutes les directions, avec la proposition 3.1 page 78, nous savons qu’au moins deux
des trois coupes définissent des courbes convexes avec une information de courbure
bornée. Puisque deux coupes sont disponibles à partir d’un surfel comme le montre
la figure 3.22 page 79, au moins une coupe par surfel donne une courbe convexe
à courbure bornée. Nous espérons alors qu’au moins la moitié des longueurs des
segments maximaux suivent les bornes de la conjecture 3.1. De plus, calculer la
moyenne de ces longueurs fournit une quantité stable et cohérente qui suit également
les bornes de la conjecture. La figure 3.23 page suivante confirme expérimentalement
ces bornes.
Si nous supposons la conjecture 3.1, nous pouvons prouver alors la convergence
asymptotique des estimateurs digitaux sans paramètre de courbure moyenne Hˆ∗,
courbures principales κˆ∗1 et κˆ
∗
2 au travers de ces deux observations :
Observation 3.1 (Convergence asymptotique de l’estimateur digital de cour-
bure moyenne sans paramètre Hˆ∗). Soit X une forme convexe de R3, avec un bord
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Figure 3.23 Comportement asymptotique (en échelle logarithmique) de hρ′(Z) sur l’objet « ELLIPSOID ».
C3 à courbure bornée non nulle. Soit Z := Gh (X). Alors, avec une constante positive
h0, nous avons :
∀0 < h ≤ h0, ∀x ∈ ∂X, ∀p ∈ Bd(Z) avec ‖hp− x‖∞ ≤ h,∣∣∣∣1hHˆ∗(Z,p)−H(X,x)
∣∣∣∣ ≤ O(h 13 log2 (1h
))
. (3.179)
Démonstration. En supposons la conjecture 3.1 page précédente, la démonstra-
tion est la même que pour le théorème 3.13 page 75. 
Observation 3.2 (Convergence asymptotique des estimateurs digitaux sans pa-
ramètre de courbures principales κˆ∗1 et κˆ
∗
2). Soit X une forme convexe de R3, avec
un bord C3 à courbure bornée non nulle. Soit Z := Gh (X). Alors, avec une constante
positive h0, nous avons :
∀0 < h ≤ h0, ∀x ∈ ∂X, ∀p ∈ Bd(Z) avec ‖hp− x‖∞ ≤ h,∣∣∣∣1hκˆ∗1(Z,p)− κ1(X,x)
∣∣∣∣ ≤ O(h 13 log2 (1h
))
, (3.180)∣∣∣∣1hκˆ∗2(Z,p)− κ2(X,x)
∣∣∣∣ ≤ O(h 13 log2 (1h
))
. (3.181)
Démonstration. En suivant les même étapes que la démonstration du théo-
rème 3.13 page 75 et en supposant la conjecture 3.1 page précédente, nous avons :
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• Si hρ′(Z) = Θ(h 13 ), nous sommes dans les hypothèses du théorème 3.11
page 69, et ainsi le terme d’erreur est en O(h 13 ).
• Si hρ′(Z) = Θ(h 13 log2( 1h)), nous décomposons le terme d’erreur de l’équation 3.152
page 7012 :
|1
h
κˆ∗1(Z,p)− κ1(X,x)| =|κˆR1 (Gh (X) , xˆ, h)− κ1(X,x)|
≤ O(R) +O( h
R2
) (3.182)
≤ O
(
h
1
3 log2
(1
h
))
+O
(
h
1
3
log4( 1h)
)
. (3.183)
La borne supérieure de ces deux termes d’erreurs est O
(
h
1
3 log2
(
1
h
))
. Nous avons
alors :
Θ(h
1
3 ) ≤ hρ′(Z) ≤ Θ(h 13 log2( 1
h
))⇒ |1
h
κˆ∗1(Z,p)− κ1(X,x)| ≤ O(h
1
3 log2( 1
h
)) .
(3.184)
La démonstration pour κˆ∗2 est similaire. 
3.4.4 Estimateur digital local de courbures sans paramètre en 3D
Comme en 2D, nous pouvons changer le rayon de la boule localement en fonction
de la géométrie de la forme grâce aux longueurs des segments maximaux, et comme
en 2D, nous ne pouvons pas espérer de convergence asymptotique à cause du
comportement des segments maximaux les plus longs. Cependant, nous pouvons
déjà les définir, et nous verrons dans la partie expérimentale du paragraphe 3.5
page 85 que nous obtenons des convergences.
Définition 3.13 Pour un objet digital Z ⊂ Z3, l’estimateur digital local de courbure
moyenne sans paramètre Hˆ∗l au pointel p ∈ Bd(Z) est défini par :
Hˆ∗l (Z,p) :=
8
3ρ′(Z,p) −
4Vρ′(Z,p)(Z,p)
piρ′(Z,p)4
, (3.185)
où Vρ′(Z,p)(Z,p) = Card(Bρ′(Z,p) (p) ∩ Z).
12avec µi = 1 dans le cas général
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Définition 3.14 Soit Z une forme digitale de Z3, nous définissons les estimateurs digi-
taux local sans paramètre de courbures principales κˆ∗1l et κˆ
∗
2l, de directions principales
de courbure wˆ∗1l et wˆ∗2l et de normale nˆ∗l au point p ∈ Bd(Z) de Z comme :
κˆ∗1l(Z,p) :=
6
pi(ρ′(Z,p))6 (λˆ
∗
2l − 3λˆ∗1l) +
8
5ρ′(Z) , wˆ
∗
1l(Z,p) := νˆ∗1l (3.186)
κˆ∗2l(Z,p) :=
6
pi(ρ′(Z,p))6 (λˆ
∗
1l − 3λˆ∗2l) +
8
5ρ′(Z) , wˆ
∗
2l(Z,p) := νˆ∗2l (3.187)
nˆ∗l (Z,p) := νˆ∗3l , (3.188)
où λˆ∗1l et λˆ
∗
2l sont les deux plus grandes valeurs propres de la matrice de covariance de
Bρ′(Z,p) (p) ∩ Z, et νˆ∗1l, νˆ∗2l et νˆ∗3l ses vecteurs propres.
3.4.5 Optimisation des estimateurs locaux sans paramètre et
résultats
Figure 3.24 Valeur de courbure estimée en fonction du rayon R sur le bord de l’objet ACCFLOWER allant
du bleu (valeur minimale) au jaune (valeur maximale). En abscisse : position sur la surface
de l’objet, en ordonnée : différents rayons R. En noir sur l’image : K = 5 rayons choisis pour
l’algorithme de K-moyennes avec les rayons de κˆ∗l .
Nous pouvons améliorer le temps de calcul des estimateurs qui s’adaptent à la
géométrie locale du bord de l’objet κˆ∗l , Hˆ
∗
l et autres. En effet, sur des objets à forte
résolution (c’est-à-dire h petit), ces estimateurs sont très coûteux en temps car nous
perdons l’optimisation du calcul incrémental dont nous parlerons dans la partie
dédiée à la complexité et aux temps de calcul (paragraphe 3.5.2 page 91) et dans
la partie implémentation (paragraphe 4.3 page 143). Pour donner l’intuition de la
nécessité d’améliorer le temps de calcul, nous optimisons le calcul pour les dépla-
cements 0-adjacent en réutilisant une partie du résultat de l’itération précédente,
diminuant ainsi la complexité d’une dimension (passant de la taille de la boule
à uniquement ses éléments de surface) et réduisant fortement le temps de calcul.
Ici, la version locale des estimateurs sans paramètre respectent la contrainte de
déplacement mais le changement local de rayon empêche de précalculer initialement
les masques de déplacement. Ainsi, cela revient à calculer sur des boules entières à
chaque itération. Nous proposons de limiter le nombre de rayons locaux à K rayons.
Cela aura pour conséquence la possibilité de précalculer les boules de différents
rayons, au lieu de les recalculer localement pour chaque élément de surface. Nous
introduisons ici les variantes des K-moyennes (« K-means »), limitant ainsi le
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nombre de rayons de boule disponibles à K. Pour se faire, nous distribuons les
longueurs des segments maximaux dans K partitions en minimisant la somme des
carrés des différences des longueurs. La figure 3.24 page précédente montre le résul-
tat de la répartition des rayons pour K = 5. À noter que la couverture tangentielle
de la surface est très rapide.
Figure 3.25 Partitionnement du carré des longueurs des segments maximaux en utilisant l’algorithme de
K-moyennes (avec K = 5), sur le bord de l’objet « FLOWER » et de l’objet « ELLIPSOID » .
La figure 3.25 illustre ces partitions sur deux objets : « FLOWER » pour un objet 2D
et « ELLIPSOID » en 3D. Une comparaison complète de tous les estimateurs présentés
dans cette section est disponible dans le paragraphe 3.5. La figure 3.26 montre le
résultat de l’estimateur digital local sans paramètre Hˆ∗l sur des objets de différentes
tailles. Nous pouvons alors voir que l’estimateur s’adapte parfaitement à la géométrie
locale de la forme et affiche une cohérence de résultat quelque soit l’échelle de
l’objet.
Figure 3.26 Courbure moyenne affichée sur des objets « BUNNY » à différentes résolutions : 643, 1283
et 2563. La valeur de courbure moyenne est obtenue avec l’estimateur digital local sans
paramètre Hˆ∗l (la couleur jaune est la plus haute valeur de courbure, la couleur bleue est la
plus petite).
3.5 Analyse comparative des estimateurs de courbure
Dans cette section, nous allons évaluer expérimentalement tous les estimateurs
de courbure présentés dans ce chapitre.
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3.5.1 Méthodologie d’évaluation
Table 3.2 Équations, paramètres et domaines des formes euclidiennes considérées pour l’évaluation
expérimentale (t ∈ [0, 2pi] pour les courbes paramétriques). Les illustrations sont disponibles
avec la figure 3.27 page suivante.
Forme Équation (paramétrique en 2D, implicite en 3D) Paramètres Domaine kmin kmax
ELLIPSE
(x(t), y(t)) = (ρ(t) · cos(t), ρ(t) · sin(t))
(a, b) = (20, 7) [−20, 20]2 0.018 0.408
avec ρ(t) = b√
1−(a2−b2)/a2·cos(t+φ)
FLOWER
(x(t), y(t)) = (ρ(t) · cos(t), ρ(t) · sin(t))
(r1, r2, p) = (20, 7, 6) [−20, 20]2 −1.414 0.383
avec ρ(t) = r1 + r2 · cos(p · t)
ACCFLOWER
(x(t), y(t)) = (ρ(t) · cos(t), ρ(t) · sin(t))
(r1, r2, p) = (20, 5, 3) [−20, 20]2 −10.45 3.1482
avec ρ(t) = r1 + r2 · cos(p · t3)
SPHERE x2 + y2 + z2 − a2 = 0 a = 9 [−10, 10]3 0.111 0.111
ROUNDED CUBE x4 + y4 + z4 − a4 = 0 a = 9 [−10, 10]3 0 0.282
Surface de GOURSAT ax4 + ay4 + az4 + bx2 + by2 + bz2 + c = 0 (a, b, c) = (0.03,−2,−8) [−10, 10]3 −0.15 0.453
Tous les estimateurs présentés ont été mis en œuvre dans DGTAL [Dgt]. Nous
reviendrons plus tard sur la mise en œuvre et l’optimisation de ces estimateurs
(voir paragraphe 4.3 page 143). DGTAL est une bibliothèque C++ open-source
dédiée aux outils de géométrie digitale. En plus de proposer nos estimateurs, cette
bibliothèque nous permet de construire des formes paramétriques ou implicites en
dimension 2 et 3 pour n’importe quel pas de discrétisation h, s’inscrivant dans un
processus d’évaluation de convergence asymptotique. De plus, plusieurs estimateurs
de courbure de la littérature sont disponibles, rendant facile l’évaluation comparative.
Le tableau 3.2 et la figure 3.27 page suivante présentent les formes continues
considérées dans cette évaluation. Il est à noter que pour les estimateurs présentés
dans ce chapitre, seulement les formes convexes à bord C3 (« ELLIPSE », « SPHERE »,
« ROUNDED CUBE », « ELLIPSOID ») respectent les hypothèses des théorèmes de
convergence. Cependant, nous pouvons expérimentalement évaluer le comportement
de nos estimateurs lorsque nous considérons des formes qui ne satisfont pas les
hypothèses, comme les formes avec des parties non convexes.
Pour l’ensemble des formes que nous analysons, nous allons comparer les valeurs
de courbure estimées avec les valeurs euclidiennes attendues. Grâce à l’utilisation
de courbes et surfaces paramétriques, nous connaissons en tout point du bord de la
forme l’information de courbure, rendant la comparaison possible. Ainsi les vecteurs
d’erreurs entre les valeurs estimées et les valeurs euclidiennes sont alors calculés
avec la norme l2 et la norme l∞ (équivalent au pire cas). Considérons a comme
l’ensemble des valeurs de courbure euclidienne du bord de l’objet, et b l’ensemble
des valeurs estimées ; alors les normes l2 (appelée norme moyenne) et l∞ (celle
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Figure 3.27 Illustration de formes 2D et 3D considérées pour l’évaluation expérimentale (se référer au
tableau 3.2 page ci-contre pour les équations et les paramètres utilisés). De gauche à droite,
de haut en bas : ELLIPSE, FLOWER, ACCFLOWER, SPHERE, ROUNDED CUBE et Surface de
GOURSAT.
qui nous intéresse lorsque nous nous intéressons à la convergence asymptotique,
comprendre convergence uniforme) se calculent comme suit :
||a− b||2 :=
√
(
∑
i
(ai − bi)2) (norme l2) (3.189)
||a− b||∞ := max(|a− b|) (norme l∞) . (3.190)
Nous exportons les résultats sur des graphes dont les échelles sont logarithmiques
(avec en abscisse les pas de discrétisation h et en ordonnée l’erreur l2 ou l∞) afin de
pouvoir comparer plus facilement les vitesses de convergence des estimateurs. Il est à
noter que pour chaque graphe, le pas de discrétisation h décroît (donc l’objet digital
se raffine) de la droite vers la gauche. La pente nous informe alors sur la vitesse de
convergence de l’estimateur. Plus la pente est forte, plus la vitesse de convergence
est grande. Si elle ne décroît pas, alors nous pouvons dire qu’expérimentalement,
l’estimateur ne converge pas.
3.5.2 Analyse expérimentale de la convergence asymptotique
Nous allons dans un premier temps confirmer le choix du paramètre α utilisé
pour guider le rayon de la boule dans les preuves des théorèmes 3.6 page 57, 3.7
page 59 et 3.11 page 69.
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Choix de α = 13 Dans ces théorèmes, nous avons démontré que choisir un rayon
de boule en R = khα avec α = 13 permettait de minimiser les termes d’erreur et
d’obtenir une convergence asymptotique en O(h 13 ) pour les estimateurs digitaux de
courbure en 2D κˆR, de courbure moyenne HˆR et de courbures principales κˆR1 et κˆ
R
2
en 3D par intégration. La première ligne des figures 3.28 page 96, 3.29 page 97 et
3.30 page 98 nous montre les vitesses de convergence asymptotique pour 5 valeurs
de α différentes : 12 ,
2
5 ,
1
3 ,
2
7 et
1
4 . L’enjeu du choix de α est également algorithmique,
puisqu’il guide la taille du rayon, et donc influe sur le temps de calcul.
Nous observons expérimentalement pour l’objet « ELLIPSE » (figure 3.28 page 96)
une convergence asymptotique pour toutes les valeurs de α à l’exception de α = 12 .
Comme suggéré dans la preuve du théorème 3.6 page 57, α = 13 donne expérimen-
talement un comportement (en norme l∞) en O(h
1
3 ) (voir le tableau 3.3 pour les
vitesses de convergence observées). Le théorème est défini pour le cas général des
formes convexes à bord C3, mais comme précisé dans le théorème, le terme d’erreur
en grand « O » peut être amélioré si nous ajoutons des hypothèses sur la forme. Cela
explique pourquoi de meilleures vitesses de convergence semblent être obtenues
lorsque α = 27 et
1
4 . Nous pouvons également observer la convergence asymptotique
en O(h 13 ) sur les formes non-convexes pour α = 13 . Il est intéressant de noter que
des valeurs de α supérieures à 13 (donc avec une taille de boule supérieure) pour
cette catégorie de forme semble obtenir de meilleurs estimations.
Table 3.3 Vitesse de convergence observée de κˆR en fonction du paramètre α avec R = khα sur l’objet
« ELLIPSE », en utilisant de l’approximation aux moindres carré pour approcher les données.
α Vitesse de convergence observée
1/2 O(h0.024)
2/5 O(h0.24)
1/3 O(h0.38)
2/7 O(h0.41)
1/4 O(h0.44)
Nous avons fait également une évaluation de ce paramètre α sur des formes
digitales 3D (voir figure 3.31 page 99) « ROUNDED CUBE » et surface de « GOURSAT »
pour les estimateurs de courbure moyenne HˆR et de courbures principales κˆR1 et
κˆR2 . Les preuves des théorèmes 3.7 page 59 et 3.11 page 69 ont statués à α = 13
afin de minimiser les termes d’erreurs et obtenir une convergence en O(h 13 ). Nous
pouvons observer que pour les formes convexes comme non-convexes, α = 13 amène
à la vitesse de convergence attendue pour ces trois estimateurs. Nous pouvons noter
que de meilleures vitesses de convergence peuvent être obtenues avec α = 27 et
1
4
pour les mêmes raisons qu’en 2D.
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Nous pouvons alors conclure qu’expérimentalement le choix de α = 13 est cohérent
pour obtenir une vitesse de convergence des estimateurs κˆR, HˆR, κˆR1 , κˆ
R
2 enO(h
1
3 ).
Convergence expérimentale des estimateurs digitaux de courbure en 2D Avec
la seconde ligne des figures 3.28 page 96, 3.29 page 97 et 3.30 page 98, nous compa-
rons l’estimateur digital de courbure par intégration κˆR (nommé II sur les graphes,
avec R = kh 13 ) avec les estimateurs BC [Esb+11], MDSS [Coe+01 ; DV+07] et
MDCA [RL11] (que nous avons décrit dans l’état de l’art, paragraphe 3.2 page 31)
avec les métriques d’erreurs l2 et l∞. Sur ces formes non bruitées, nous observons que
les vitesses de convergence en l∞ de notre estimateur sont proches de l’estimateur
MDCA. Nous observons aussi que l’estimateur BC converge mais avec des vitesses de
convergence plus faibles. Nous noterons également que l’estimateur MDSS n’affiche
pas de convergence asymptotique expérimentalement sur nos données. En considé-
rant la norme l2, nous pouvons observer que BC fournit de meilleures vitesses de
convergence que notre estimateur, notamment sur l’objet « ELLIPSE », mais lorsque
nous mettons en parallèle avec les graphes d’erreur l∞, nous pouvons voir que notre
estimateur possède un meilleur comportement que BC lorsque nous raffinons l’objet.
D’ailleurs cette différence de vitesse de convergence est plus faible sur les objets non
convexes.
Nous pouvons noter que les calculs de notre estimateur vont à des résolutions
supérieures à ceux des autres estimateurs. La raison est simple : dans notre implémen-
tation de l’estimateur BC dans DGTAL, la taille du masque13 devient trop importante
pour de petites valeurs de h, ce qui implique des problèmes de surcharge de la
mémoire disponible. Pour l’estimateur MDCA, la reconnaissance d’arcs circulaires
dans DGTAL est guidé par un prédicat géométrique basé sur le calcul du déterminant
de coordonnées de points au carré. Alors, sur des valeurs de h petites, des problèmes
de capacité numérique et des instabilités apparaissent (qui peuvent être corrigés en
considérant des nombres entiers de précision arbitraire mais cela contrebalancerait
avec des problèmes d’efficacité). Notre estimateur n’est pas sensible à cela. Pour
notre expérimentation la plus fine, le pas de discrétisation est h = 0.00017, ce qui
donne des formes digitales définies sur des domaines digitaux de 235 2952. À cette
échelle, le contour de l’objet « ELLIPSE » contient 648 910 éléments.
Sur la troisième ligne des figures 3.28 page 96 et 3.29 page 97, nous comparons
la variante sans paramètre de notre estimateur digital de courbure par intégration
κˆ∗ ainsi que celui qui adapte localement le rayon R en fonction de la géométrie
locale de la forme κˆ∗l avec comme référence κˆ
R et MDCA. Nous observons que tous
les estimateurs convergent asymptotiquement avec une vitesse de convergence d’au
moins O(h 13 ), à l’exception de κˆ∗l pour l’objet « ELLIPSE » qui a une vitesse un peu
13Dans notre implémentation dans DGTAL, nous utilisons comme taille de masque : d/h
1
3 où d est le
diamètre du contour.
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inférieure. Cela n’est pas anormal puisque la borne d’erreur de cet estimateur est en
O
(
h
1
3 log2
(
1
3
))
.
Nous avons également testé l’estimateur κˆ∗l lorsque nous limitons le nombre de
rayons disponibles avec l’approche des K-moyennes (voir paragraphe 3.4.5 page 84)
pour K = 5, 10 et 50 (nommés κˆ∗K=5, κˆ∗K=10 et κˆ∗K=50). Ces tests ont été uniquement
faits avec la métrique d’erreur l2 car, comme nous l’avons expliqué, l’objectif principal
de ces estimateurs n’est pas la convergence uniforme mais la diminution du temps
de calcul par rapport à κˆ∗l . En effet, pour de petits pas de discrétisation h, κˆ
∗
l est
très consommateur de temps de calcul (nous devons créer une nouvelle boule
digitale à chaque point). Ainsi, nous voulons analyser les erreurs que génère cette
approximation. Nous remarquons alors que l’erreur l2 de κˆ∗l est inférieure à celles de
κˆ∗ et κˆR, grâce à la nature adaptative de cet estimateur, ce qui était l’objectif visé.
Nous remarquons également de très bonnes précisions asymptotiques des résultats
des estimateurs κˆ∗K=5, κˆ
∗
K=10 et κˆ
∗
K=50, même lorsque le nombre de partitions est
faible.
Convergence expérimentale des estimateurs digitaux de courbure en 3D Tout
d’abord, la figure 3.36 page 104 montre le résultat de l’estimateur HˆR sur plusieurs
objets courant de la littérature : « BUNNY », « ARMADILLO », « DRAGON », « LUCY »
et « ASIAN DRAGON ». Nous avons également comparé expérimentalement nos esti-
mateurs digitaux de courbures moyenne HˆR et de courbures principales κˆR1 et κˆ
R
2
avec l’estimateur JETFITTING [CP05]14 décrit dans la paragraphe 3.2 page 31, avec
les métriques l2 et l∞ sur les objets « SPHERE » (figure 3.32 page 100), « ROUNDED
CUBE » (figure 3.33 page 101) et surface de « GOURSAT » (figure 3.34 page 102).
Nous observons que JETFITTING obtient de meilleurs résultats sur « SPHERE » pour la
courbure moyenne et les courbures principales que nos estimateurs. Pour l’estimation
de la courbure moyenne sur « ROUNDED CUBE » et surface de « GOURSAT », nous
obtenons des vitesses de convergence similaires à JETFITTING avec des erreurs l∞
légèrement moins importantes avec notre estimateur. Pour les courbures principales
sur ces objets, nos estimateurs obtiennent de bien meilleures vitesses de conver-
gence que JETFITTING. Si nous regardons les erreurs moyennes (métrique l2), des
comportements similaires sont observés. À noter que pour notre expérimentation la
plus fine, le pas de discrétisation était de h = 0.04, les formes digitales sont définies
sur un domaine digital de 5003. À cette échelle, le bord de l’objet digital « ROUNDED
CUBE » contient 1 125 222 éléments.
Comme en 2D, nous avons testé expérimentalement les versions sans paramètre
de nos estimateurs de courbure moyenne et de courbures principales Hˆ∗, κˆ∗1 et κˆ
∗
2,
ainsi que les variantes adaptant le rayon R localement en fonction de la géométrie
locale de la forme Hˆ∗l , κˆ
∗
1l et κˆ
∗
2l et les versions utilisant les K-moyennes diminuant
14Nous utilisons le même voisinage que pour notre estimateur.
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ainsi le temps de calcul (avec K = 5, 10 et 50). Le constat est le même qu’en 2D ;
la vitesse de convergence de l’erreur l2 de ces estimateurs est bien en dessous de
O(h 13 ), même lorsque le nombre de rayons possibles est bas. En ce qui concerne la
vitesse de convergence de l’erreur l∞ des estimateurs Hˆ∗, κˆ∗1 et κˆ
∗
2, ceux-ci semblent
expérimentalement suivre la vitesse attendue en O(h 13 ).
Complexité et temps de calcul Un des éléments qui peut être important dans
le choix d’un estimateur est son temps de calcul. En fonction de l’utilisation que
nous souhaitons en faire, il peut être judicieux de connaître le comportement d’un
estimateur face à des données de plus en plus grandes afin d’en extraire un profil de
temps de calcul.
Bien que nos estimateurs soient des estimateurs intégrant des volumes, ceux-
ci sont comparables en complexité à des estimateurs surfaciques. En effet, une
implémentation naïve calculerait une boule digitale, la centrerait sur le bord de
l’objet digital à analyser, calculerait son intersection avec la forme à chaque élément
de surface de l’objet. Nous obtiendrions une complexité en O((R/h)d) par élément de
surface, c’est-à-dire la taille de la boule digitale au pas de discrétisation h. Cependant,
nous pouvons optimiser cet algorithme en utilisant les avantages que nous offre la
structure des surfaces digitales : si nous nous déplaçons sur des éléments de surfaces
adjacents, une partie du calcul de l’intersection entre la boule et la forme sont alors
déjà calculés à l’itération précédente. Plus formellement, si nous nous déplaçons
d’un point x à un point y par un vecteur de translation ~δ nous avons pour le calcul
d’aire ou de volume :
Ârea
(
Gh (X) ∩BR
(
x+ ~δ
)
, h
)
= Ârea (Gh (X) ∩BR (x) , h) (3.191)
+ Ârea
(
Gh (X) ∩ (BR
(
x+ ~δ
)
\BR (x)), h
)
(3.192)
− Ârea
(
Gh (X) ∩ (BR (x) \BR
(
x+ ~δ
)
), h
)
. (3.193)
De la même manière, pour les moments :
mˆpqsh
(
Gh (X) ∩BR
(
x+ ~δ
)
, h
)
= mˆpqsh (Gh (X) ∩BR (x) , h) (3.194)
+ mˆpqsh
(
Gh (X) ∩ (BR
(
x+ ~δ
)
\BR (x)), h
)
(3.195)
− mˆpqsh
(
Gh (X) ∩ (BR (x) \BR
(
x+ ~δ
)
), h
)
. (3.196)
Alors, si nous précalculons tous les supports de déplacement Gh
(
BR
(
0± ~δ
)
\BR (0)
)
avec ||~δ||∞ = h, la complexité de l’algorithme peut être réduite à O((R/h)d−1). Le
cas idéal est la traversée hamiltonienne de la surface : seul le premier surfel a besoin
de calculer l’intersection entre la boule entière et la forme, tous les autres surfels (du
voisinage) n’auront à calculer que les sous-supports Gh
(
BR
(
0± ~δ
)
\BR (0)
)
.
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La figure 3.37 page 105 nous donne les temps de calcul pour nos estimateurs 2D
κˆR (II), κˆ∗, κˆ∗l et les variantes à nombre de rayons limités κˆ
∗
K=5, κˆ
∗
K=10 et κˆ
∗
K=50,
ainsi que pour les estimateurs BC, MDSS et MDCA. Comme attendu, les approches
basées sur la reconnaissance d’objets en dimension 2 (MDSS et MDCA) ont les
temps de calcul les plus rapides. Nous pouvons observer que κˆR (II) est plus lent que
ces deux estimateurs mais plus rapide que BC. Nous pouvons également remarquer
que κˆ∗l est beaucoup plus lent que κˆ
∗, ce qui est normal puisqu’une nouvelle boule
prenant en compte les informations locales est calculée à chaque déplacement. Cet
écart est très fortement diminué avec les variantes limitant le nombre de rayons
possibles pour κˆ∗l , se rapprochant des temps de calcul de κˆ
∗ et κˆR.
En 3D, alors que les vitesses de convergence asymptotique entre JETFITTING
et nos estimateurs sont similaires, nous pouvons observer que nos estimateurs
sont environ 10 fois plus rapides que notre implémentation de JETFITTING (CGAL
[Cga]).
3.5.3 Robustesse au bruit
Grâce à l’approche par intégration de volume de nos estimateurs, nous pouvons
espérer une robustesse aux bruits et aux données aberrantes ( outliers). Définissons
dans un premier temps le modèle de bruit utilisé dans nos expérimentations. Nous
utilisons le modèle de bruit KANUNGO [Kan96] sur les contours des objets digitaux.
Ainsi, pour une taille de bruit t ∈ [0, 1], la probabilité qu’un point digital p situé à une
distance dt(p) de ∂X appartienne au contour bruité est t1+dt(p). Ainsi la majorité
des perturbations se situe dans une zone d’épaisseur 2h1−t autour du bord digital de
la forme. Ce modèle de KANUNGO est dépendant du pas de discrétisation h, ainsi
plus le pas de discrétisation est petit (donc l’objet de plus grande résolution), plus
le bruit obtenu est faible. Ce comportement est idéal pour évaluer la stabilité des
algorithmes en géométrie digitale [KL12] puisque plus la résolution de l’objet digital
augmente, plus il se rapproche de la forme sous-jacente. Ce bruit est comparable
au bruit d’acquisition d’un scanner, et est utilisé dans le domaine de l’analyse de
documents.
Nous expérimentons nos estimateurs de courbure en 2D et en 3D avec des objets
bruités dans les figures 3.38 page 106 et 3.39 page 107 sur les objets « ELLIPSE »
et « ROUNDED CUBE » (h = 0.1). Nos critères d’expérimentation sont les suivants :
à partir d’objets non bruités, nous augmentons progressivement le paramètre de
bruit de KANUNGO t de 0 à 1 et nous observons le comportement des estimateurs.
En 2D, les approches basées sur la reconnaissance d’objets géométriques (MDSS et
MDCA) sont très sensibles aux perturbations du bord de la forme, comme le montre
la figure 3.38 page 106. Les estimateurs κˆR (II) et BC sont extrêmement robustes
au bruit lorsqu’il n’est pas trop grand (t < 0.5). Nous pouvons d’ailleurs observer
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que notre estimateur semble plus robuste que l’estimateur BC. En dimension 3,
nous pouvons constater que nos estimateurs et l’approche de JETFITTING obtiennent
des résultats plutôt stables. Ce n’est pas surprenant pour JETFITTING puisque cette
approche dépend d’une analyse en composante principale (ACP) sur un ensemble de
points, ce qui est plutôt robuste. En conclusion, expérimentalement, nos estimateurs
semblent assez robuste au bruit de KANUNGO.
3.6 Conclusion
Nous avons présenté dans ce chapitre un ensemble d’estimateurs de courbure,
courbure moyenne, courbures principales, directions principales de courbures et
normale basés sur le principe d’intégration d’invariants sur des formes de dimension
2 et 3. Nous avons démontré que ces estimateurs convergent asymptotiquement pour
une certaine catégorie de formes continues et nous avons explicité leurs vitesses de
convergence. Nous avons également évalué expérimentalement ces estimateurs et
observé que les vitesses de convergence respectent bien les vitesses attendues, et la
comparaison avec les autres méthodes rend nos estimateurs très compétitifs, même
en présence de bruit.
Ces estimateurs souffrent par contre de certaines limitations. La première, et
probablement la plus grande limitation vient du fait que nous intégrons des données
volumiques sur la formeX, et non surfaciques comme la plupart des autres méthodes,
comme celles basées sur les nuages de points par exemple. Cela implique une plus
grande complexité d’algorithme, mais également de pouvoir quantifier ces données
volumiques lorsqu’elles ne sont pas directes. Cependant, cela amène un certaine
robustesse sur des données bruitées. Nous verrons dans le chapitre 4.3 page 143
que nous pouvons optimiser l’algorithme afin de se rapprocher de la complexité des
méthodes surfaciques. De plus, POTTMANN et al. [Pot+07 ; Pot+09] définissent des
estimateurs surfaciques de courbure se basant sur le même principe de l’intersection
d’une sphère et de la forme. Il serait intéressant de les définir sur des données
digitales, ainsi de pouvoir les comparer – théoriquement et expérimentalement –
avec les variantes volumiques (ils seront très probablement plus sensibles au bruit
sur la surface, pour une compléxité similaire).
La seconde provient de la constante k guidant le rayon de la boule d’intégration
(R = kh 13 ) dans le contexte de la convergence asymptotique des estimateurs. Le
choix du k optimal n’est pas évident, et est principalement lié aux bornes d’erreur
de l’approximation de Taylor permettant d’extraire l’information de courbure qui ne
sont pas explicites. L’intuition est que ce paramètre k doit certainement dépendre
de la dérivée des courbures maximales, mais cela reste à prouver. Ainsi, pour une
forme donnée, nous pouvons chercher à optimiser cette constante afin d’avoir une
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Table 3.4 Comparaison des estimateurs BC et II sur la forme « ELLIPSE » pour une erreur d’estimation
en norme l∞ égale (erreur de 0.046).
BC II
pas de discrétisation h 0.003 0.03
temps de calcul (en ms) 421 945 350
Taille de masque 91 336 8 349
(avec optimisation) 8× 145
erreur asymptotique plus faible mais celle-ci n’influera d’aucune sorte sur la vitesse
de convergence.
La troisième limitation est le temps de calcul sur de gros objets digitaux. Il n’est
pas rare d’avoir dans l’industrie des objets à analyser avec une haute résolution
(par exemple 1 0243) et le coût de l’estimation peut s’avérer élevé pour certaines
utilisations. Cependant, cette limitation est à mettre en parallèle avec le fait que nos
estimateurs sont robustes au bruit, et c’est certainement le prix à payer (les approches
de reconnaissances d’objets par exemple sont plus rapides, mais très sensibles au
bruit, comme nous l’avons montré). Il est à noter que pour obtenir exactement les
mêmes résultats avec BC et II (c’est-à-dire quand l’erreur d’estimation en norme
l∞ par rapport à la vraie valeur de courbure est égale entre les deux estimateurs),
BC a besoin d’aller à une résolution de grille dix fois supérieure par rapport à notre
estimateur, comme le montre le tableau 3.4, avec le coût en temps de calcul qui en
résulte.
L’inconvénient avec les estimateurs précédents est que lorsque nous souhaitons
collecter la valeur de courbure pour un objet particulier, nous devons adapter le
rayon de la sphère en fonction de l’objet. Nous avons alors proposé d’analyser
la géométrie de l’objet digital en amont à l’aide de segments maximaux afin de
proposer des estimateurs de courbures en dimension 2 et 3 sans paramètre. En effet,
les segments maximaux permettent d’extraire l’échelle de la forme digitale lorsque
nous ne connaissons pas le pas de discrétisation h pour une forme digitale donnée.
De plus, les propriétés sur les longueurs des segments maximaux en font de très
bons candidats pour remplacer le rayon de la boule d’intégration des estimateurs de
courbures précédents, les rendant ainsi sans paramètre.
Nous avons alors défini deux approches d’estimateurs grâce à ces longueurs.
Une approche « globale », c’est-à-dire que l’ensemble des longueurs des segments
maximaux de la forme nous donnent un rayon global pour la sphère d’intégration. La
convergence asymptotique des estimateurs dont le rayon est guidé par la longueur
moyenne des segments maximaux a alors été prouvé en dimension 2 (O(h 13 log2
(
1
3
)
),
se basant une grande partie sur la preuve des estimateurs précédents et des lois
asymptotiques des longueurs des segments maximaux. En dimension 3, la preuve de
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convergence en O(h 13 log2
(
1
3
)
des estimateurs de courbure sans paramètre repose
sur une supposition non vérifiée à ce jour, qui mériterait d’être étudiée. L’analyse
comparative de ces estimateurs sans paramètre ont montré que la convergence
asymptotique était plutôt en O(h 13 ) (le terme en log2
(
1
3
)
de l’erreur semble ne
pas intervenir dans notre évaluation expérimentale), comme les versions avec le
paramètre de rayon.
Ensuite, nous avons défini une approche « locale », où le rayon de la sphère est
adapté localement en fonction de la géométrie de la forme (en fonction des longueurs
des segments maximaux). À cause de la borne d’erreur d’un cas pathologique des
segments maximaux, nous ne pouvons espérer de preuves théoriques de convergence
asymptotique de ces estimateurs. Cependant, d’après l’évaluation expérimentale, ces
estimateurs semblent suivre le comportement asymptotique de l’approche « globale
». La distinction se fait avec l’erreur moyenne, l’erreur de norme l2 où ces estimateurs
obtiennent de très bons résultats.
La principale limitation de ces méthodes sans paramètre est qu’elles sont très
dépendantes de la qualité de discrétisation de l’objet digital, comme la plupart des
estimateurs reconnaissant des primitives sur la surface digitale.
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Figure 3.28 Première ligne : Illustration de l’objet « ELLIPSE » et comparaison des vitesses de convergence
asymptotique de l’estimateur κˆR avec différentes valeurs de α pour le rayon R (avec
R = khα).
Seconde ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de
courbure en 2D de κˆR (II) avec les estimateurs BC [Esb+11], MDSS [Coe+01 ; DV+07]
et MDCA [RL11].
Troisième ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de
courbure en 2D de κˆ∗, κˆ∗l , κˆ
∗
K=5, κˆ
∗
K=10 et κˆ
∗
K=50 avec l’estimateur MDCA [RL11].
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Figure 3.29 Première ligne : Illustration de l’objet « FLOWER » et comparaison des vitesses de convergence
asymptotique de l’estimateur κˆR avec différentes valeurs de α pour le rayon R (avec
R = khα).
Seconde ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de
courbure en 2D de κˆR (II) avec les estimateurs BC [Esb+11], MDSS [Coe+01 ; DV+07]
et MDCA [RL11].
Troisième ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de
courbure en 2D de κˆ∗, κˆ∗l , κˆ
∗
K=5, κˆ
∗
K=10 et κˆ
∗
K=50 avec l’estimateur MDCA [RL11].
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Figure 3.30 Première ligne : Illustration de l’objet « ACCFLOWER » et comparaison des vitesses de conver-
gence asymptotique de l’estimateur κˆR avec différentes valeurs de α pour le rayon R (avec
R = khα).
Seconde ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de cour-
bure en 2D de κˆR (II) avec les estimateurs BC [Esb+11], MDSS [Coe+01 ; DV+07] et
MDCA [RL11].
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ROUNDED CUBE Surface de GOURSAT
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Figure 3.31 Comparaison des convergences asymptotiques des estimateurs HˆR (première ligne), κˆR1
(seconde ligne) et κˆR2 (troisième ligne) avec différentes valeurs de α pour le rayon R
(R = khα) sur l’objet « ROUNDED CUBE » et surface de « GOURSAT ». L’erreur est en l2 pour la
première colonne, et en l∞ pour la seconde.
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Figure 3.32 Première ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de
courbure moyenne de HˆR avec JETFITTING [CP05] sur l’objet « SPHERE ».
Seconde ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de la
première courbure principale de κˆR1 avec JETFITTING [CP05] sur l’objet « SPHERE ».
Troisième ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de la
seconde courbure principale de κˆR2 avec JETFITTING [CP05] sur l’objet « SPHERE ».
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ROUNDED CUBE
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Figure 3.33 Première ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de
courbure moyenne de HˆR avec JETFITTING [CP05] sur l’objet « ROUNDED CUBE ».
Seconde ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de
la première courbure principale de κˆR1 avec JETFITTING [CP05] sur l’objet « ROUNDED
CUBE ».
Troisième ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de
la seconde courbure principale de κˆR2 avec JETFITTING [CP05] sur l’objet « ROUNDED
CUBE ».
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Figure 3.34 Première ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de
courbure moyenne de HˆR avec JETFITTING [CP05] sur l’objet surface de « GOURSAT ».
Seconde ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de
la première courbure principale de κˆR1 avec JETFITTING [CP05] sur l’objet surface de
« GOURSAT ».
Troisième ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de
la seconde courbure principale de κˆR2 avec JETFITTING [CP05] sur l’objet surface de
« GOURSAT ».
102 Chapitre 3 Estimateurs digitaux de courbures
ELLIPSOID
Hˆ
∗
10−2 10−1 100
h
10−4
10−3
10−2
10−1
l 2
er
ro
r
Hˆ∗
Hˆ∗l
Hˆ∗K=5
Hˆ∗K=10
Hˆ∗K=50
O(h1/3)
10−2 10−1 100
h
10−3
10−2
10−1
100
l ∞
er
ro
r
Hˆ∗
Hˆ∗l
Hˆ∗K=5
Hˆ∗K=10
Hˆ∗K=50
O(h1/3)
κˆ
∗ 1
10−2 10−1 100
h
10−5
10−4
10−3
10−2
10−1
l 2
er
ro
r
kˆ1∗
kˆ1∗l
kˆ1∗K=5
kˆ1∗K=10
kˆ1∗K=50
O(h1/3)
10−2 10−1 100
h
10−3
10−2
10−1
100
l ∞
er
ro
r
kˆ1∗
kˆ1∗l
kˆ1∗K=5
kˆ1∗K=10
kˆ1∗K=50
O(h1/3)
κˆ
∗ 2
10−2 10−1 100
h
10−4
10−3
10−2
10−1
l 2
er
ro
r
kˆ2∗
kˆ2∗l
kˆ2∗K=5
kˆ2∗K=10
kˆ2∗K=50
O(h1/3)
10−2 10−1 100
h
10−1
100
l ∞
er
ro
r
kˆ2∗
kˆ2∗l
kˆ2∗K=5
kˆ2∗K=10
kˆ2∗K=50
O(h1/3)
Erreur l2 Erreur l∞
Figure 3.35 Première ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de
courbure moyenne de Hˆ∗, Hˆ∗l , Hˆ
∗
K=5, Hˆ
∗
K=10 et Hˆ
∗
K=50 sur l’objet « ELLIPSOID ».
Seconde ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de la pre-
mière courbure principale de κˆ∗1, κˆ
∗
1l, κˆ
∗
1K=5, κˆ
∗
1K=10 et κˆ
∗
1K=50 sur l’objet « ELLIPSOID ».
Troisième ligne : Comparaison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de la
seconde courbure principale de κˆ∗2, κˆ
∗
2l, κˆ
∗
2K=5, κˆ
∗
2K=10 et κˆ
∗
2K=50 sur l’objet « ELLIPSOID ».
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Figure 3.36 Courbure moyenne estimée avec HˆR sur des objets courant de la littérature (« BUNNY »,
« ARMADILLO », « DRAGON », « LUCY », « ASIAN DRAGON »), avec R = 15. L’image en bas à
droite représente les premières directions principales de courbure estimées avec wˆR1 sur
l’objet « ASIAN DRAGON ».
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Figure 3.37 Temps de calcul (en échelle logarithmique) en millisecondes pour les estimateurs de cour-
bure en 2D sur l’objet « FLOWER » (en haut à gauche) et des estimateurs de courbure
moyenne en 3D sur l’objet « ROUNDED CUBE » (en bas). Temps de calcul en secondes pour
les estimateurs de courbure en 2D sans paramètre sur l’objet « ELLIPSE » (en haut à droite).
Les résultats ont été obtenus sur un ordinateur de travail Intel Xeon 2.27GHz.
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Figure 3.38 Première ligne : « ELLIPSE » avec du bruit de KANUNGO sur sa surface. Seconde ligne : Compa-
raison des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de courbure de κˆR (II) avec
MDCA, MDSS et BC sur l’objet « ELLIPSE » bruité avec différents paramètres t de bruit de
KANUNGO.
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Figure 3.39 Première ligne : « ROUNDED CUBE » avec du bruit de KANUNGO sur sa surface. Comparaison
des erreurs l2 (à gauche) et l∞ (à droite) d’estimation de courbure moyenne de HˆR (seconde
ligne), de première courbure principale de κˆR1 (troisième ligne) et de seconde courbure
principale de κˆR2 (quatrième ligne) avec JETFITTING sur l’objet « ROUNDED CUBE » bruité
avec différents paramètres t de bruit de KANUNGO.
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4Applications
„[S’adressant à JD.] Ce n’est sans doute pas la
réponse que tu attendais Joséphine, mais comme
toujours, je m’en fiche !
— Perry COX (John C. MCGINLEY)
Scrubs.
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Dans ce chapitre, nous nous intéressons aux applications des estimateurs lo-
caux introduits dans le chapitre 3. Dans un premier temps, nous détaillons une
méthode d’extraction de singularités (« features ») à partir de formes 2D et 3D
(paragraphe 4.1). Ces travaux ont été publiés dans [Lev+15b]. Nous verrons en-
suite le lien entre les travaux présentés dans cette thèse et le projet DIGITALSNOW
auquel nous avons contribué. Enfin, nous parlerons de l’implémentation de ces
travaux au sein de la bibliothèque open-source de géométrie digitale DGTAL [Dgt]
(paragraphe 4.3 page 143).
4.1 Estimation de singularités
L’extraction de points caractéristiques sur des formes géométriques apparaît
comme essentiel depuis plusieurs années. Il existe bon nombre d’applications les
utilisant, allant de la reconnaissance d’objets dans une scène [BL05] à la compression
de données [Pen+10], l’analyse de données médicales [Thi96] ou bien archéolo-
giques [Mel13]. Plus récemment, la rapide démocratisation de systèmes d’acquisition
3D à bas coût comme la Microsoft Kinect amène un nouveau regain d’intérêt pour
l’analyse de formes [Jan+13 ; Kin]. Dès lors que nous voulons étudier un objet dont
on ne connaît pas les propriétés mathématiques, nous nous intéressons à récupérer
des informations permettant de l’identifier de manière unique. Une information
pertinente beaucoup étudiée ces dernières années est la détection de points caracté-
ristiques. Derrière ce terme se cachent deux notions : la saillance et les singularités.
Les définitions de ces deux termes ne sont pas clairement établies. Nous allons consi-
dérer que la détection de saillances s’intéresse à récupérer les zones remarquables
de l’objet d’un point de vue perceptif/cognitif (par exemple le nez sur un visage, les
bras et les jambes sur un corps) tandis que la détection de singularités extrait les
discontinuités locales distinguables de son voisinage (par exemple les rides sur un
visage). La première est plutôt une information visuelle alors que l’autre intègre des
informations géométriques de l’objet. Nous nous intéresserons ici uniquement aux
singularités.
Nous allons tout d’abord proposer un aperçu des méthodes utilisées dans la
littérature pour extraire les singularités (paragraphe 4.1.1 page ci-contre), puis nous
détaillerons notre méthode basée sur l’analyse de la variation de l’estimateur de
courbure par intégration défini dans le paragraphe 3.3 page 45 en fonction de la
géométrie de la forme (paragraphe 4.1.2 page 124). Enfin, nous présenterons une
évaluation expérimentale complète de notre estimateur face à ceux de la littérature
(paragraphe 4.1.3 page 132).
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4.1.1 État de l’art
Il existe une très vaste littérature sur les problèmes d’extraction de points carac-
téristiques sur des formes. Nous avons choisi les méthodes les plus représentatives
de cette littérature afin d’avoir un ensemble complet d’estimateurs auxquels nous
pourrons nous comparer. Nous les avons classés par catégories : les méthodes «
Ridges and Valleys » (paragraphe 4.1.1.1), les méthodes basées sur un morceau
surfacique (paragraphe 4.1.1.2 page suivante) et les méthodes d’analyse spectrale
(paragraphe 4.1.1.3 page 121). Nous comparerons ces estimateurs dans le para-
graphe 4.1.3 page 132.
4.1.1.1 Méthodes « Ridges and Valleys »
Nous souhaitons caractériser les discontinuités du bord d’un objet ; une méthode
naturelle est de s’intéresser aux maxima et minima locaux, nommés respectivement
« Ridge » et « Valley » (« Crête » et « Vallée » en français, car cette notion est assez
similaire aux crêtes géographiques). VERGNE et al. [Ver+11] définissent cela plus
formellement :
S =
{
x ∈ R2|δf(x)
δθ(x) = 0,
δ2f(x)
δθ(x)2 < 0
}
, (4.1)
où S ⊂ R2, f une fonction de hauteur C2 et θ une champ de direction C1. Afin
de détecter les maximas et minimas locaux, il convient de remplacer f et θ par les
valeurs du tableau 4.1. Dans ce contexte, les discontinuités sont déduites de quantités
Table 4.1 Tableau des fonctions pour détecter les crêtes, les vallées et les points d’inflexion d’une
surface. κmax et κmin désignent les fonctions donnant les valeurs de la courbure principale
maximale et minimale au point x, wmax et wmin les fonctions donnant les directions de
courbure maximale et minimale x, et vmax la fonction donnant la valeur du gradient de
courbure x.
f(x) θ(x)
Crêtes de la surface κmax(x) wmax(x)
Vallées de la surface −κmin(x) wmin(x)
Points d’inflexion de la surface |vmax(x)| vmax(x)/|vmax(x)|
différentielles d’ordre 3 en s’intéressant aux variations des directions principales
de courbure dans un voisinage de la surface [Lai+07 ; Yan+06]. En seuillant les
déviations angulaire significatives des directions principales de courbure, nous
pouvons alors détecter les discontinuités.
Ces techniques amènent une approche formelle à l’extraction de discontinuités,
mais sont dépendantes de l’échelle à travers le seuillage. De plus, elles nécessitent
d’avoir une estimation robuste de quantités différentielles d’ordre 3. Lorsque la
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Figure 4.1 « Crêtes » et « Vallées » (Figure 12 de [Ver+11]).
forme d’entrée est bruitée, ou dans le cadre de données digitales, ces approches ne
s’avèrent pas pertinentes.
4.1.1.2 Méthodes basées sur un voisinage surfacique
Lorsque nous traitons les maillages ou les nuages de points, beaucoup d’approches
se basent sur des quantités calculées par intégration sur des voisinages de la surface.
La caractéristique est déterminée en fonction d’un score évalué sur la géométrie
de voisinages surfaciques centrés autour du point à considérer. Généralement, les
voisinages sont simplement issus d’un noyau sphérique.
Certaines approches produisent des résultats pour une échelle donnée (pour une
taille de voisinage fixée). Toutefois, les techniques récentes s’intéressent à analyser
la forme à plusieurs échelles, permettant d’en extraire des informations de toutes
tailles. Ces approches sont nommées « des méthodes en espace d’échelle » [Wit83]
(« Scale-space »), avec généralement la taille du voisinage comme paramètre.
Valeurs propres de la matrice de covariance PAULY et al. [Pau+03] utilisent les
valeurs propres de la matrice de covariance J calculée en chaque point x ∈ ∂X de la
surface de la forme X ⊂ R3 pour un voisinage donné. Ils exploitent les trois valeurs
propres λ0 ≤ λ1 ≤ λ2 de cette matrice afin d’obtenir une valeur de variation de
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surface (introduite dans [Pau+02]) en fonction d’un ensemble de rayons {Ri}0≤i≤n :
τRi(x) :=
λ0(JRi(x))
λ0(JRi(x)) + λ1(JRi(x)) + λ2(JRi(x))
. (4.2)
Figure 4.2 Valeurs retournées par τRi (Figure 7 de [Pau+03]).
Puisque les valeurs propres diminuent lorsque la courbure augmente, il apparaît
que la valeur de τRi sera plus grande sur les singularités que sur les parties à courbure
nulle de la surface. Pour appuyer cette distinction, les auteurs calculent un poids sur
chaque point : pour tous les rayons, le poids est incrémenté à chaque fois que τRi est
supérieur à un seuil τmax défini par l’utilisateur. Plus formellement :
ω(x) := Card{τRi(x) ≥ τmax | 0 ≤ i < n} . (4.3)
Il est alors évident que le poids sera plus important sur les zones angulaires (de
couleur jaune sur la figure 4.3 page suivante) tandis qu’il sera faible sur le reste de
la forme (en bleu).
Puisque ce détecteur est relié à la variation de la surface, il fournit des résultats
géométriquement valides. Cependant, cela nécessite que l’utilisateur fournisse un
paramètre τmax qui dépend de la géométrie de la forme : il peut considérer des
petites parties lisses comme des zones caractéristiques si τmax est choisi trop petit.
C’est ce que nous voyons sur la figure 4.3 page suivante avec la petite sphère sur
la face verticale. Également, puisque ce détecteur se base sur des informations
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Figure 4.3 Résultat de l’équation 4.3 page précédente avec comme paramètres τmax = 0.01, 5 ≤ i ≤ 25.
surfaciques, il est assez sensible au bruit comme nous le verrons plus tard dans le
paragraphe 4.1.3 page 132.
Variation de barycentre CLARENZ et al. [Cla+04] définissent quant à eux un
critère de classification de surface basé sur la variation du barycentre b et de la
matrice de covariance1 de morceaux surfaciques BR (x) ∩ ∂X.
Figure 4.4 Analyse de la variation de la distance du barycentre |nR| sur une surface lisse (à gauche) et
sur une singularité (à droite). La longueur croît de façon quadratique sur la surface lisse et
linéairement sur la singularité.
Ils définissent alors une analyse en espace d’échelle de |nR| (la distance de x
au barycentre b) comme fonction du rayon du voisinage R (voir figure 4.4). Ils
démontrent alors que cette longueur croît de façon quadratique sur des surfaces
lisses lorsque le voisinage augmente, tandis que la longueur croît linéairement sur
des singularités. Cependant, ils n’utilisent pas cette propriété dans leur méthode de
1Dans [Cla+04], les auteurs nomment le moment d’ordre zéro comme le barycentre et le moment
d’ordre un comme la matrice de covariance, ce qui peut porter à confusion avec notre définition
des moments vue dans le paragraphe 2.3.3 page 8.
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classification et ne l’évaluent pas expérimentalement, probablement à cause de la
difficulté à distinguer les deux comportements (linéaire et quadratique) comme le
montre la figure 4.5.
Figure 4.5 Évolution de nR en fonction de la taille du voisinage R.
Ils proposent alors deux méthodes2 à taille de voisinage fixe qui produisent un
score de lissage :
• Le premier est basé sur la longueur |nR| pour une taille donnée de voisinage :
C1R :=
1
α+ β(|nR|/R)2 . (4.4)
• Le second est basé sur la longueur |nR|, la plus petite des valeurs propres λmin
et la plus grande des valeurs propres λmax de la matrice de covariance de
BR (x) ∩ ∂X :
C1,2R :=
1
α+ β
( |nR| λmin
R λmax
)2 . (4.5)
α et β sont deux paramètres (positifs), laissées à la discrétion de l’utilisateur, pour
lisser le score de zones caractéristiques et donc contrôler la précision du calcul par
rapport à la robustesse au bruit. Le second estimateur, que nous utiliserons dans les
expériences, produit des résultats légèrement meilleurs sur des données bruitées
grâce au renforcement des valeurs propres de la matrice de covariance, liées à la
normale et à la plus forte des courbures principales.
Il y a alors trois paramètres à choisir : α, β, ainsi que la taille du voisinage,
rendant la détection compliquée sans analyse au préalable de la forme d’entrée. Le
2Notées C0 et C0,1 dans leur papier,  := R.
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Figure 4.6 Résultat de l’équation 4.5 page précédente avec comme paramètres α = 1, β = 50 pour deux
tailles de voisinage R = 10 et R = 22.
paragraphe 4.1.3 page 132 compare le résultat de l’équation 4.5 page précédente
avec deux rayons différents.
Mesure de covariance des cellules de Voronoï Nous avons parlé de la mesure
de covariance des cellules de Voronoï de MÉRIGOT et al. [Mér+11] (basée sur
les travaux de ALLIEZ et al. [All+07]) dans l’état de l’art du chapitre 3 page 29.
Pour résumer, chaque point p est associé à une mesure de covariance des cellules de
Voronoï VK,R ( Voronoi Covariance Measure — VCM—) dont ils peuvent extraire
des informations sur la géométrie sous-jacente.
L’estimateur VCM a alors besoin de deux paramètres : le rayon de dilatation R
de l’ensemble d’entrée (la fonction distance est plus robuste lorsqu’elle est loin de la
surface), et le rayon de convolution r qui définit quelles cellules de Voronoï vont être
intégrées pour lisser la mesure. Ces deux paramètres permettent également de limiter
l’impact du bruit sur la surface tout en préservant les informations géométriques. Un
score de point caractéristique r(p) est alors calculé à l’aide d’un ratio des valeurs
propres de la convolution du VCM VK,R ∗ χr({p}) pour chaque point p :
r(p) := λ2(p)
λ0(p) + λ1(p) + λ2(p)
. (4.6)
Le point est alors considéré comme une singularité si son ratio est supérieur à un
paramètre de seuillage T donné par l’utilisateur.
Vote de tenseur Dans un esprit similaire aux méthodes précédentes, certains
auteurs [Par+12] ont proposé une stratégie de vote de tenseur ( Tensor Voting)
sur des morceaux surfaciques. Ce dernier, défini par MEDIONI et al. [Med+00] est
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Figure 4.7 Résultat de l’équation 4.6 page ci-contre avec comme paramètres T = 0.2, R1 = 10, r1 = 10
(à gauche) et R2 = 22, r2 = 22 (à droite).
l’intégration du tenseur des points d’un voisinage, contenant des informations de la
surface sous-jacente. Ils utilisent alors un comportement en espace d’échelle du vote
du tenseur lorsque la taille du voisinage augmente afin d’extraire les singularités sur
des nuages de points. Cependant, ces méthodes sont très sensibles et ne produisent
pas de résultats suffisamment robustes sur des données digitales.
Plus concrètement, pour un voisinage donné 3, PARK et al. [Par+12] accumulent
dans une matrice les tenseurs :
Ti =
∑
j∈N(i)
(
I3 −
−→v j−→v Tj
||−→v j−→v Tj ||
)
, (4.7)
avec −→v j = −→x j −−→x i.
Avec un ratio sur les valeurs propres de cette matrice, PARK et al. veulent obtenir
un poids ωi déterminant si le point est caractéristique :
ωi =
λ2 + λ3
λ1
, (4.8)
et ainsi classifier la surface en deux catégories : FEATURE (c’est-à-dire dans le cas
présent une singularité) et NON-FEATURE.
L’analyse en espace d’échelle intervient au niveau du seuillage avec les poids
calculés à partir des matrices. Deux bornes sont alors définies par l’utilisateur : ω−
et ω+, celles-ci correspondent au seuil inférieur et supérieur de la variation de ωi
en fonction du rayon. En effet, sur des zones à forte courbure, le poids sera plus
3Des contraintes de connectivité et d’uniformité entrent en jeu, mais sont satisfaites sur une grille
régulière digitale.
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Figure 4.8 Les trois différents type de tenseur de la théorie du vote de tenseur [Med+00]. Nous
utiliserons ici uniquement le tenseur de boule.
élevé que sur des zones à courbure nulle. Bien que le poids soit stable quelle que soit
l’échelle sur ces zones, l’analyse à plusieurs rayons permet de capturer des zones de
saillance qui auraient pu ne pas être considérées à une échelle donnée ; c’est le cas
d’une zone lisse ou proche d’une singularité par exemple où ωi croîtra (figure 4.9
page suivante).
Ainsi, pour tous les rayons, si le poids devient plus grand que ω+, le point
sera labellisé comme FEATURE (en rouge sur figure 4.10 page 120) ; si le poids
devient plus petit que ω− alors le point sera labellisé comme NON-FEATURE (en
vert) ; si le poids est entre ω− et ω+, nous allons regarder la variation du poids :
si le poids est supérieure à τ fois le poids au rayon précédent, nous gardons le
précédent poids. Cette dernière condition permet d’éliminer les résultats erronés
dus au bruit par exemple, introduisant une forte variation. Ces points seront traités
plus tard. Pour tous les autres points (donc ceux qui ne sont pas labellisés FEATURE,
NON-FEATURE ou avec une forte variation de poids), nous allons effectuer la même
vérification à l’échelle supérieure. Enfin, pour tous les points restant non labellisés,
un regroupement (clustering) sera fait afin de traiter les regroupements de moins de
nmin points4 comme NON-FEATURE, les autres regroupements comme FEATURE.
Expérimentalement, ω− et ω+ sont très dépendants de la géométrie de la forme
à analyser, et de ce que nous voulons extraire comme « zones caractéristiques ». Une
analyse plus complète est proposée dans le paragraphe 4.1.3 page 132.
4Dans leur article, les auteurs choisissent arbitrairement nmin = 10, mais ajoutent que cette valeur
peut varier en fonction de la densité de points.
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Figure 4.9 Variation du poids ωi (Figure 6 de [Par+12]).
Approximation aux moindres carrés de sphères D’autres auteurs [Mel+12]
ont introduit une approche rapide d’approximation aux moindres carrés de sphères
sur un nuage de points pour créer un score de zones caractéristiques multi-échelles.
À nouveau, le paramètre d’espace d’échelle est la taille de voisinage.
Dans leurs travaux, MELLADO et al. [Mel+12] proposent d’approximer aux
moindres carrés des sphères (least squares spherical fitting) à la surface de l’objet,
et d’en extraire un score de feature sur chaque élément de la surface. Le paramètre
d’espace d’échelle est la taille du voisinage à considérer dans l’approximation. En
utilisant leurs notations, pour toutes les échelles t (t = R avec nos notations), ils
font correspondre une hyper-sphère algébrique. Ils notent τ comme la distance de
décalage algébrique entre le point p et la 0-isosurface, η comme la normale unité et
κ comme la courbure (signée) de l’hyper-sphère.
Ils proposent alors de calculer la variation géométrique au point p définie telle
que :
ν(p, t) :=
(
dτ
dt
)2
+
(
t
dη
dt
)2
+
(
t2
dκ
dt
)2
. (4.9)
Les auteurs laissent l’utilisateur déterminer ce qu’il considère comme un point
caractéristique en seuillant par exemple cette variation géométrique.
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Figure 4.10 Variation du poids ωi à trois points différents : sur une partie lisse (en bleu), sur une partie
à courbure nulle (en vert) et sur une singularité (en rouge). Les lignes en pointillés sur les
graphes sont respectivement ω− = 1.3 et ω+ = 1.4.
Figure 4.11 Notations (Figure 1 de [Mel+12]).
Cependant, ils déterminent également une autre fonction continue d’estimation
de singularités f intégrant toutes les échelles :
f(x) :=
∫
tanh(ν(x, t))dt. (4.10)
Cette fonction permet de différencier les régions sans variations géométriques (en
bleu sur la figure 4.13 page ci-contre) de celles qui ont de hautes variations (en
jaune)5.
5tanh(x) est souvent utilisée pour renforcer les variations tout en les bornant.
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Figure 4.12 Sélection des points caractéristiques par l’utilisateur en fonction de la variation géométrique
ν (Figure 11 de [Mel+12]).
Figure 4.13 Valeur de la fonction f en tout point de la surface sur l’objet « CUBESPHERE ». Visualisation
des valeurs de ν(x, t) en changeant le rayon t.
Expérimentalement, cette méthode semble moins sensible au bruit, mais des
artefacts apparaissent sur les singularités (voir le paragraphe 4.1.3 page 132 pour
une comparaison).
Le principal défaut de cette méthode est qu’elle ne fournit pas de quantité
exploitable directement reliée à des quantités géométriques (comme la courbure
par exemple). Expérimentalement, la quantité permet de différencier les zones
caractéristiques, mais ne repose sur aucune preuve théorique.
4.1.1.3 Méthodes basées sur de l’analyse spectrale
Enfin, les zones caractéristiques peuvent être extraites grâce à une analyse spec-
trale sur le bord de la forme en utilisant les valeurs propres de cette matrice lapla-
cienne de la surface [Geb+09 ; Sun+09 ; Son+14]. Dans ce contexte, la saillance est
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caractérisée par des quantités spectrales qui sont localement stables et distinguables
de leur voisinage.
Matrice laplacienne multi-échelle SONG et al. [Son+14] se sont alors penchés
sur l’analyse du spectre de la matrice laplacienne afin d’extraire des informations de
saillance. La matrice laplacienne L (de taille n× n, n étant le nombre de sommets)
est définie comme :
L = W −D , (4.11)
où W est la matrice d’adjacence à laquelle nous incorporons des informations
géométriques entre les sommets, telles que :
A(i, j) =
1 si pi et pj sont voisins,0 sinon, , (4.12)
W (i, j) = 1||pi − pj ||2
A(i, j) , (4.13)
et D une matrice diagonale dans laquelle Di,i est le degré du sommet pi.
Alors, le spectre laplacien est calculé à partir des valeurs propres λi (ou fré-
quences) de L :
H(i) = {λi, 1 ≤ i ≤ n}. (4.14)
Figure 4.14 Matrice laplacienne L et son spectre H et son spectre logarithmique L (Figures 1 et 5 de
[Son+14]).
Plus récemment, HOU et al. [HZ07] ont utilisé le logarithme du spectre de Fourier
pour détecter les saillances visuelles d’images 2D. SONG et al. s’inspirent de cette
méthode en utilisant le spectre logarithmique de la matrice laplacienne :
L(i) = log(|H(i)|) , (4.15)
S = BRBTW , (4.16)
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Figure 4.15 Matrice laplacienne L et son spectre H (Figure 6 de [Son+14]).
oùB est la matrice orthogonale dans laquelle les colonnes bi sont les vecteurs propres
de L et R = Diag{exp(|L(i)−Jn(i) ∗ L(i)|) : 1 ≤ f ≤ m} la matrice diagonale dont
les entrées sont l’exponentielle des éléments de |L(i)− Jn(i) ∗ L(i)|, avec Jn(i) un
filtre local moyen.
La carte de saillance Si est alors obtenue en sommant S le long de chaque ligne de
la matrice, correspondant chacune à un sommet du maillage. L’aspect multi-échelle
apparaît en calculant ces cartes de saillances sur le maillage dont on aura fait varier
le paramètre de lissage.
Ces techniques sont très intéressantes mais possèdent cependant des inconvé-
nients sur des surfaces digitales. Tout d’abord, les surfaces digitales possèdent un
très grand nombre d’éléments ce qui rendrait le calcul des valeurs propres de la
matrice laplacienne très coûteux. Également, il faut nécessairement introduire une
métrique dans l’opérateur discret laplacien permettant de corriger le biais induit par
le côté isothétique des surfaces digitales.
En effet, si nous considérons la formulation du calcul extérieur discret ( Discrete
Exterior Calculus ou DEC) ou simplement l’approche de la formule des cotangentes6
pour définir un opérateur laplacien discret sur le plongement digital de la surface,
l’effet d’escaliers dû à la discrétisation rend la métrique mal définie par le plongement
géométrique de la surface. Par exemple, la diffusion de chaleur obtenue par cet
opérateur produira des artefacts anisotropes comme un isocontour ellipsoïdal sur un
plan discret incliné (voir la figure 4.16 page suivante).
6Il s’agit d’une discrétisation usuelle de l’opérateur de Laplace-Beltrami sur des surfaces polyédrales.
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Figure 4.16 Diffusion de chaleur sur un objet digital induit par un opérateur laplacien discret dans la
formulation du calcul extérieur discret. Un effet d’escalier apparaît sur les résultats.
4.1.2 Estimation de singularités par l’analyse en espace d’échelle
de la courbure
Nous allons décrire un nouvel estimateur de singularités [Lev+15b] en étu-
diant les estimateurs de courbures par intégration présentés précédemment (pa-
ragraphe 3.3 page 45). Nous allons fixer la résolution h d’une forme Z ⊂ Zd
et considérer la taille de la sphère d’intégration R comme paramètre de l’espace
d’échelle. Ce changement de rayon de boule d’intégration fera varier le résultat
obtenu par notre estimateur de courbure (figure 4.17). Nous parlons ici d’analyse en
espace-échelle de nos estimateurs, le paramètre étant le rayon de la boule.
Figure 4.17 Courbure moyenne en utilisant la définition 3.5 page 53 pour différents rayons de boule : 4,
7, 14 et 30.
4.1.2.1 Analyse en espace d’échelle de κ˜R(x) et H˜R(x)
Nous proposons alors d’étudier le comportement des estimateurs digitaux par
intégration lorsque nous réduisons le rayon de la boule pour une forme et une
résolution donnée. La figure 4.18 page suivante nous montre les variations de
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Figure 4.18 À gauche : forme digitale 2D de « FLOWER ». À droite : Association des valeurs de courbure sur
le bord digital de la forme « FLOWER » en utilisant la définition 3.4 page 53 (abscisse) pour
différentes tailles de boules R (ordonnée, de haut en bas). Les couleurs correspondent aux
valeurs de courbures : du bleu (courbure la plus petite) au jaune (courbure la plus grande).
courbure en fonction du rayon de la boule lorsqu’il décroît (de haut en bas sur la
figure) pour l’objet « FLOWER ». Nous nous apercevons que certaines caractéristiques
ne sont perceptibles que dans un certain intervalle de rayons (les zones bleues
par exemple) tandis que d’autres vont s’étendre (les zones rouges par exemple).
Plus généralement, les points autour de singularités ont une valeur de courbure
qui tend à fortement varier en fonction du rayon de la boule alors que les points
autour de zones lisses sont relativement insensibles au rayon. Pour analyser ce
comportement en espace d’échelle, nous proposons de classifier les points de notre
forme en trois catégories : EDGE (correspondant à des points non-C1), SMOOTH (C3
et suffisamment lisse) et FLAT (courbure nulle).
Plus formellement :
Définition 4.1 Pour tout point x sur le bord d’une forme euclidienne X de R2 (respecti-
vement R3), nous définissons l’estimateur en espace d’échelle de zones caractéristiques
GX,x(R) (resp. GX,x(R)) tel que :
GX,x(R) :=
3pi
2R −
3A(R,x)
R3
, GX,x(R) := 83R −
4V (R,x)
piR4
, (4.17)
où R – le paramètre de l’espace d’échelle – est le rayon de la boule euclidienne centrée
au point x, A(R,x) est l’aire (en 2D) et V (R,x) est le volume (en 3D) de l’intersection
entre la boule et la forme X.
Dans la suite, nous supposons que l’objet X a un bord C3 par morceaux, c’est-à-dire
qu’il est lisse avec des singularités. Nous allons détailler le cas sur une partie lisse de
cet objet, puis sur une singularité.
Cas lisse. Dans le cas lisse, c’est-à-dire lorsque ∂X est C3 au point x, il apparaît
clairement que GX,x(R) et GX,x(R) sont exactement les estimateurs de courbures
de la définition 3.2 page 47.
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Puisque nous sommes dans les mêmes conditions que le théorème 3.1 page 47,
nous savons que :
GX,x(R) = κ˜(R,x) = κ(x) +O(R), GX,x(R) = H˜ (R,x) = H(x) +O(R) , (4.18)
lorsque R décroît vers zéro. Alors GX,x(R) nous donne un terme constant qui est la
courbure au point x.
Nous avons changé la notation car lorsque GX,x(R) est sur une singularité, la
valeur retournée n’est plus uniquement liée à la courbure au point x.
Singularité. Considérons désormais que le point x est localisé sur une singularité
de ∂X :
Définition 4.2 (théorème 12 de [Pot+09]). Soit X une forme euclidienne de R2
(respectivement R3) avec un bord C3 par morceaux, et soit x ∈ ∂X une singularité.
Alors, si α0 est l’angle entre les deux demi-tangentes au point x et si κ− et κ+ sont les
courbures limites à gauche et à droite, nous avons :
A(R,x) = α0R
2
2 −
κ− + κ+
6 R
3 +O(R4), (4.19)
V (R,x) = 2α0R
3
3 −
pi(H− +H+)
8 R
4 +O(R5) . (4.20)
Alors, GX,x(R) et GX,x(R) sont des fonctions du rayon de la boule R et de l’angle
α0 :
GX,x(R) =
3
2
1
R
(pi − α0) + κ− + κ+6 +O(R), (4.21)
GX,x(R) = 83
1
R
(1− α0
pi
) + H− +H+2 +O(R) . (4.22)
GX,x(R) nous donne un monôme en R d’exposant −1 dont le coefficient est dépen-
dant de l’angle α0.
En conclusion,GX,x(R) a deux comportements distincts lorsque nous sommes sur
un point d’une surface lisse ou lorsque nous sommes sur une singularité de la surface.
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Figure 4.19 Graphes (en échelle logarithmique) des valeurs de GX,x(R) (sur l’axe des ordonnées) pour
deux points de l’objet « CUBESPHERE » en fonction du rayon de la boule (décroissant, de
droite à gauche, sur l’axe des abscisses).
Lorsque le rayon R décroît sur une surface lisse, l’estimateur de caractéristique
nous retourne la courbure au point x, c’est-à-dire une valeur constante. Sur une
singularité, l’estimateur de caractéristique nous retourne une quantité qui croît
hyperboliquement lorsque R décroît (donc linéairement en échelle logarithmique),
comme le montre la figure 4.19. Il est à noter que pour éviter des problèmes avec les
parties concaves, nous prenons la valeur absolue de GX,x(R).
Les définitions et résultats précédents portent sur des objets euclidiens lisses
X ∈ Rd, nous devons également nous intéresser au cadre des objets digitaux.
4.1.2.2 Influence de la discrétisation
Lorsque nous discrétisons BR (x) ∩ Gh (X), pour un rayon de boule R donné
et un pas de discrétisation h, une infinité de formes euclidiennes X avec diffé-
rentes valeurs de courbure au point x donnent exactement la même valeur pour
Ârea(Gh (BR (x) ∩X) , h), et donc la même valeur pour GX,x(R). Cela est dû à la
perte d’informations de la discrétisation, et le constat est le même en 3D.
La figure 4.20 page suivante illustre ceci en nous montrant une valeur de BR (x)∩
Gh (X) (en bleu) pour une valeur de courbure κmax limite de X (en noir) au point
x pour un rayon de boule R (en orange) et un pas de discrétisation h donnés.
4.1 Estimation de singularités 127
1/κmax
R
h
Figure 4.20 Effets de discrétisation et notations de la propriété 4.1. Toutes les courbes noires et grises
donnent la même discrétisation d’intersection avec BR (x).
Toutes les courbes ayant une valeur (absolue) de courbure inférieure à κmax auront
exactement la même valeur de BR (x) ∩ Gh (X).
Nous nous intéressons alors à déterminer l’ensemble de valeurs (réelles) de
courbure au point x qui correspondent à une zone à courbure nulle à cause de
la discrétisation. La courbure maximale qui peut être incorrectement interprétée
comme une région à courbure nulle est donnée par la propriété suivante :
Propriété 4.1 Soit X une forme euclidienne sphérique de R2 (resp. R3), R le rayon
de la boule et h le pas de discrétisation, pour x ∈ ∂X, la courbure maximale (resp. la
courbure moyenne maximale) au point x résultant à la même quantité GX,x(R) (resp.
GX,x(R)) que pour une forme plate est :
κmax(R, h) =
2h
R2 + h2 ,
(
resp. Hmax(R, h) =
2h
R2 + h2
)
. (4.23)
Démonstration. La preuve est directe par relation de Pythagore sur la figure 4.20.
Soit R le rayon de la boule, h le pas de discrétisation de la grille, κmax(R, h) le valeur
de courbure réelle maximale pour laquelle le pas de discrétisation et le rayon de la
boule ne permettent pas de distinguer par rapport à une courbure nulle :
( 1
κmax(R, h)
− h
)2
+R2 =
( 1
κmax(R, h)
)2
(4.24)( 1
κmax(R, h)
)2
− 2h
( 1
κmax(R, h)
)
+ h2 +R2 =
( 1
κmax(R, h)
)2
(4.25)
1
κmax(R, h)
= R
2 + h2
2h (4.26)
κmax(R, h) =
2h
R2 + h2 (4.27)
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En 3D, le cas limite est une sphère de courbure moyenne Hmax et peut être réduite
à une coupe 2D, ce qui revient à la même conclusion qu’en 2D. 
En conséquence, si GX,x(R) est inférieure à κmax (ou GX,x(R) inférieure à Hmax
en 3D) pour un point x de ∂X, nous ne pouvons décider si x est sur une surface très
légèrement lisse ou sur une surface à courbure nulle. À noter que si nous affichons la
valeur de κmax(R, h) ou Hmax(R, h) en échelle logarithmique en fonction du rayon
choisi R, nous obtenons une droite de pente −2. C’est ce que nous observons par
exemple sur la figure 4.21 en pointillés gris.
Il apparaît alors clairement que le rayon R (ou l’ensemble de rayons dans le
cas d’une analyse en espace d’échelle) de la boule contrôle la taille de la caracté-
ristique qui sera détectée à cause des artefacts de discrétisation : une singularité
trop petite avec un pas de discrétisation trop faible sera absorbé par les artefacts de
discrétisation.
Figure 4.21 Graphe (en échelle logarithmique) des valeurs de GX,x(R) (sur l’axe des ordonnées) pour
un point d’une région à courbure nulle de l’objet « CUBESPHERE » en fonction du rayon de la
boule (décroissant, de droite à gauche, sur l’axe des abscisses).
Nous pouvons observer les trois cas en espace d’échelle : sur la courbe verte de
la figure 4.21, toutes les valeurs de GX,x(R) sont inférieures à Hmax (représentées
par la droite grise en pointillés), ce qui est caractéristique des régions à courbure
nulle. Sur la courbe rouge de la figure 4.19 page 127, toutes les valeurs de GX,x(R)
sont au dessus de Hmax et de pente −1, ce qui est le comportement attendu pour les
singularités. Sur la courbe bleue de la figure 4.19 page 127, les valeurs de GX,x(R)
sont au dessous de Hmax seulement pour de petits rayons R, ce qui laisse supposer
que ces rayons sont trop petits pour capturer la régularité de la surface. Pour des
rayons plus grands, les valeurs de Hmax sont supérieures à GX,x(R) et sont constants,
ce qui est le comportement attendu pour les régions lisses. Comme décrit dans le
paragraphe 4.1.2.3 page suivante, la classification finale considérera uniquement les
rayons dont les valeurs de GX,x(R) sont supérieures à κmax (ou GX,x(R) et Hmax
en 3D) ; les points au dessous seront considérés comme des régions à courbure nulle
ou des « données incorrectes ».
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4.1.2.3 Classification basée sur la distance aux modèles linéaires
Nous avons deux comportements distincts exploitables en espace d’échelle pour
notre classification :
• nous pouvons détecter les zones à courbure nulle/« données incorrectes » en
utilisant κmax ou Hmax ;
• lorsque les valeurs sont considérées comme « correctes », c’est-à-dire dont les
valeurs sont au dessus de κmax, nous pouvons alors distinguer si nous sommes
sur une surface lisse ou sur des singularités lorsque R décroît.
Ces comportements sont exactement les mêmes en 2D et en 3D, ce qui suit peut être
appliqué indifféremment pour GX,x(R) comme GX,x(R).
Pour un intervalle de rayons décroissants Ri, 0 ≤ i ≤ n, nous calculons l’estima-
teur de singularités GZ,p(R) (la version digitale de GX,x(R)) au point p ∈ ∂Z, avec
Z = Gh (X)).
Dans un premier temps, nous supprimons les « données incorrectes » du graphe
de la fonction GZ,p(R) (c’est-à-dire tous les points dont la valeur de courbure est
inférieure à κmax). S’il n’y a plus suffisamment de données (trop de valeurs sous
κmax), nous classifions ce point comme FLAT. Sur toutes les images suivantes, la
couleur verte sera assignée aux zones classifiées FLAT (figure 4.22 page ci-contre
par exemple). S’il reste assez de données, nous calculons une approximation aux
moindres carrés ( least square fitting) des données, en échelle logarithmique, d’un
modèle linéaire de pente en 0 (fonction constante que nous nommerons « modèle
SMOOTH », l’ordonnée étant inconnue) et d’un modèle linéaire de valeur de pente
de −1 (« modèle EDGE », l’ordonnée est également inconnue, voir équation 4.22
page 126).
Pour un modèle linéaire donné de pente γ fixée, la distance entre le modèle
linéaire eγ et l’ensemble {GZ,p(Ri), ..., GZ,p(Rj)} (pour n valeurs de rayons Ri,
0 ≤ i ≤ n) est donné par :
eγ(GZ,p(Ri), ..., GZ,p(Rj)) = min
b∈R
 j∑
k=i
(Yk − γXk + b)2
 , (4.28)
avec Xk = log(Rk) et Yk = log(GZ,p(Rk)). Puisque nous minimisons une somme de
termes quadratiques, la valeur de b∗ pour laquelle l’équation 4.28 est minimale est :
b∗ =
∑j
k=i(γXk − Yk)
n
. (4.29)
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Figure 4.22 Graphe de transition de modèles d’un point proche d’une singularité.
Si la distance au « modèle SMOOTH » est inférieure que la distance au « modèle
EDGE », nous pouvons classifier le point comme SMOOTH (de couleur bleu), sinon il
correspondra à la classe EDGE (de couleur rouge).
Pour une infinité de petites rayons et un pas de discrétisation h, cette classification
capture parfaitement les comportements constants et hyperboliques des valeurs de
courbures, et il décide correctement si le point est une singularité ou pas.
4.1.2.4 Transitions de modèles et classification générale
Lorsque nous traitons des données bruitées, la classification idéale précédente
peut être hautement perturbée si le bruit introduit de grandes valeurs de courbures
dans le profil de courbure pour de petits rayons. En plus de ces artefacts, pour un
ensemble fini de rayons, des transitions de classes peuvent apparaître. Par exemple,
lorsqu’un point est proche d’une singularité, ce point peut être classifié comme EDGE
pour de grands rayons, SMOOTH pour de plus petits et éventuellement FLAT si la
valeur tombe au dessous de κmax(R, h). Cet effet est illustré sur la figure 4.22 pour
un point proche d’une singularité.
Afin de reconnaître ce comportement, nous introduisons dans un premier temps
un nouveau modèle linéaire de pente de −2 qui correspond à la pente de κmax(R, h)
comme nous l’avons vu précédemment, que nous allons nommer le « modèle FLAT ».
Si la distance au modèle FLAT est inférieure aux distances aux modèles SMOOTH et
EDGE, nous pouvons corriger la classification en FLAT. Nous pouvons alors évaluer le
comportement des trois distances lorsque le rayon de la boule change. En faisant
cela, nous pouvons évaluer lorsque des transitions opèrent lors des approximations
de modèles linéaires. Si une transition est détectée (voir figure 4.22), nous décidons
de classifier le point au modèle dont la distance est minimale pour le plus large
ensemble de rayons.
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Plus formellement, nous définissons lγ le nombre de rayons dans l’intervalle
[R0, Rn] pour lesquels la distance eγ au modèle de pente γ (pour γ compris dans
{−2,−1, 0}) est minimale (comparée aux autres).
Finalement, pour un point p du bord ∂Z de la forme Z ⊂ Z2 ou Z3, nous
définissons notre classification de zones caractéristiques comme suit :
CZ,p(R0, Rn) =

FLAT, si ∀0 ≤ i ≤ n,GZ,p(Ri) < κmax(Ri, h)
ou si l−2 > max(l−1, l0)
SMOOTH, si l0 > max(l−1, l−2)
EDGE, sinon.
(4.30)
4.1.2.5 Résultats
Nous allons désormais tester notre classificateur sur un jeu de données, en 2D
comme en 3D. Les comparaisons avec les autres estimateurs sont disponibles dans le
paragraphe 4.1.3.
Il est important de noter que le rayon maximal R0 de notre intervalle de rayons
de boule est relié à la plus petite courbure d’une région SMOOTH que nous souhaitons
détecter. Autrement, d’après la propriété 4.1 page 128, notre estimateur classera
avec erreur la zone comme une partie FLAT car les rayons utilisés ne permettent
pas de détecter la géométrie locale de la forme discrétisée. L’avantage de notre
classificateur est qu’il ne nécessite aucun paramètre autre que l’intervalle de rayons.
De ce fait, il est alors simple de classer des zones quelle que soit la résolution de
la forme. La figure 4.24 page suivante nous montre le résultat de classification
pour différentes résolutions de la forme « OCTAFLOWER » : 2563, 5123 et 10243 et la
figure 4.23 page ci-contre sur l’objet « BUNNY » ainsi que sur des micro-structures de
neige. Comme pour l’estimation de courbure, un pré-calcul de la taille de la forme
grâce aux segments maximaux pourrait aider à se défaire de ces paramètres de
rayons.
4.1.3 Comparaison des estimateurs de points caractéristiques
Dans cette section, nous allons comparer qualitativement différents estimateurs
de points caractéristiques les plus représentatifs de l’état de l’art pouvant s’adapter
sur des données digitales. Dans le cadre de notre comparaison, nous avons mis
en œuvre les estimateurs décrits dans le paragraphe 4.1.1 page 111 (voir le ta-
bleau 4.2 page 134). Notre comparaison porte sur quatre objets digitaux ; deux
principalement utilisés dans le domaine : « FANDISK » et « OCTAFLOWER » ; et deux
permettant de mettre en relief l’importance de l’échelle choisie dans les estimateurs :
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Figure 4.23 Résultat de notre estimateur de singularité sur l’objet « BUNNY » ainsi que des micro-structures
de neige obtenues à partir de micro-tomographie à rayons X.
Figure 4.24 Résultat de notre estimateur de singularité sur l’objet « OCTAFLOWER » à différentes résolu-
tions (2563, 5123 et 10243).
« SPHERESUNION » et « CUBESPHERE ». Ces derniers comportent en effet plusieurs
zones caractéristiques de différentes tailles (tableau 4.3 page suivante).
Nous avons fait le choix d’étudier les paramètres des estimateurs au préalable
afin qu’ils obtiennent de bons résultats sur des formes non bruitées7. Afin de montrer
l’importance de ces paramètres et la nécessité d’étudier au préalable la forme pour
certains estimateurs, nous utilisons exactement les mêmes paramètres sur les formes
bruitées.
Les figures 4.25 page 137 et 4.26 page 138 montrent les résultats des estimateurs
sur les formes parfaitement discrétisées8 tandis que les figures 4.27 et 4.28 montrent
les résultats des estimateurs sur les formes bruitées. Les paramètres utilisés sont
spécifiés dans les légendes des figures.
Les méthodes basées sur la variation de barycentres (CLARENZ) et VCM (MÉRIGOT)
étant mono-échelles, nous avons choisi deux échelles d’analyse (dans le même éven-
7Le bruit utilisé est un bruit de KANUNGO, comme expliqué dans le paragraphe 3.5.3 page 92.
8C’est-à-dire en l’absence de bruit autre que la discrétisation.
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Table 4.2 Table des estimateurs de points caractéristiques utilisés pour la comparaison.
Méthode Paramètres Classification Espace
d’échelle
Robustesse
CLARENZ et al. [Cla+04] R, α, β
MÉRIGOT et al. [Mér+11] R, r, T
MELLADO et al. [Mel+12] rmin, rmax
PAULY et al. [Pau+03] rmin, rmax,
τmax
PARK et al. [Par+12] rmin, rmax,
ω−, ω+, τ
Notre méthode rmin, rmax
Table 4.3 Table des objets digitaux utilisés pour la comparaison.
Object Résolution (voxels) # éléments de surface (surfels)
non bruité bruité
SPHERESUNION 400× 200× 200 265 062 640 476
CUBESPHERE 2003 262 642 855 316
FANDISK 5123 734 658 1 832 088
OCTAFLOWER 5123 692 916 1 740 509
tail que les estimateurs multi-échelles) afin de montrer les problèmes du mono-
échelle sur des objets ayant plusieurs niveaux de lecture comme « CUBESPHERE » ou
« SPHERESUNION ».
La méthode de CLARENZ offre de très bons résultats. Comme espéré, les petits
rayons détectent les petites régions non-lisses (en rouge-jaune, se référer à la carte
des couleurs à droite des résultats) pendant que d’importants rayons renforcent cette
détection des régions non-lisses tout en considérant de petites zones lisses comme
non-lisses comme le montre l’objet « SPHERESUNION ». Le choix des rayons — et donc
une étude à priori de la forme — est alors important pour la qualité des résultats
obtenus. Notons toutefois que cet estimateur semble assez robuste au bruit.
La méthode de MÉRIGOT offre également de bons résultats sur des surfaces
bruitées et non bruitées. Cependant cela nécessite trois paramètres qui sont difficiles
à déterminer pour une large catégorie de formes. Lorsque ceux-ci sont sur-évalués, les
zones caractéristiques détectées englobent les zones proches non pertinentes comme
c’est le cas avec le choix de R2 et r2 sur la figure 4.25 page 137 par exemple.
134 Chapitre 4 Applications
La méthode de MELLADO semble quant à elle insensible au bruit, mais des artefacts
apparaissent sur les angles droits (voir les côtés de « CUBESPHERE » par exemple) à
cause de l’utilisation de sphères.
La méthode de PAULY fournit de bons résultats mais a tendance à considérer des
zones lisses à forte courbure comme des zones caractéristiques (comme la plus petite
sphère de « SPHERESUNION », ce qui est logique puisque ce détecteur est lié à la
courbure de la forme. De plus, le choix du paramètre τmax est assez dépendant de
la géométrie de la forme à analyser puisque c’est cela qui va déterminer le seuil
de courbure à partir de laquelle nous considérons que nous sommes sur des zones
caractéristiques. Enfin, cet estimateur semble assez sensible au bruit puisqu’il collecte
les informations de courbure de manière surfacique.
La méthode de PARK et al. requiert beaucoup de paramètres pour être fonction-
nelle. De nos expériences, ω− et ω+ sont très dépendants de la géométrie de la
forme et de ce que nous considérons comme des zones caractéristiques. Aux endroits
de forte courbure, cette analyse détecte généralement les points caractéristiques.
Cependant, lorsque des singularités ont de faibles angles diédraux, des mauvaises
classifications apparaissent (sur la sphère de « CUBESPHERE » par exemple). Sur
des données bruitées, avec les mêmes paramètres ω−, ω+ et τ , il ne détecte que
les zones à très forte courbure. Dans les faits, pour avoir de meilleurs résultats sur
des données bruitées, il faudrait changer les paramètres et donc étudier la forme à
analyser. Nous pouvons cependant noter que cette méthode permet une classification,
contrairement aux autres.
Tous les estimateurs vus précédemment n’arrivent pas à détecter toutes les zones
caractéristiques à différentes échelles, la principale difficulté est d’adapter les pa-
ramètres pour détecter les petites régions tout en restant robuste au bruit. Notre
estimateur, en analysant la distance à tous les modèles linéaires comme décrit dans le
paragraphe 4.1.2.3 page 130, permet de détecter et classifier les singularités (EDGE)
des régions lisse (SMOOTH) et des zones à courbure nulle (FLAT) indépendamment
de leur échelle. Ainsi, aucun paramètre mis à part l’ensemble de rayons n’est requis
(ce qui est également le cas pour les autres estimateurs comparés). Cependant, il est
importer de noter que le rayon maximal R0 de notre ensemble de rayons est relié à
la plus petite courbure des régions lisses que nous souhaitons détecter, comme nous
l’avons vu précédemment.
Des zones autour des singularités sont parfois classifiées avec erreur comme des
régions SMOOTH (sur l’objet « CUBESPHERE » par exemple). Cet artefact est provoqué
par la transition entre des parties FLAT et des parties EDGE. Si nous analysons la
transition, nous pouvons voir que la courbure suit une courbe de pente −1 lorsqu’elle
est au dessus de κmax(R, h) (modèle EDGE) pour de grands rayons et a des valeurs
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au dessous de κmax(R, h) pour de petits rayons (modèle FLAT). Entre ces deux états,
la courbure doit suivre des courbes de pente 0 (modèle SMOOTH) pour connecter
les deux autres états. Cette transition peut être prédominante sur des zones proches
de zones caractéristiques EDGE. Cet artefact peut être retiré facilement en mesurant
la distance géométrique entre un EDGE sur la surface, et reclasser les fausses zones
SMOOTH vers leur état avant la transition si la distance est petite.
Sur des objets bruités, notre classification continue de détecter avec pertinence
les zones EDGE, SMOOTH et FLAT, mais des artefacts peuvent apparaître sur des
régions lisses. Ceci est dû au fait que la fonction GZ,p n’est plus une droite, mais
plutôt une ligne polygonale. Cet artefact peut être considéré soit par l’utilisation
d’une meilleure distance aux modèles, soit par suppression les petites régions EDGE
(comme dans [Par+12]). Il faut rappeler que nous présentons ici les résultats sans
post-traitement de notre estimateur ; il est alors clair que ces résultats peuvent être
facilement améliorés.
4.1.4 Conclusion sur l’estimation de singularité
Dans cette partie, nous avons défini un nouvel outil de détection de singularité
simple et robuste basé sur les estimateurs de courbure par intégration du chapitre
précédent. Celui-ci, défini en dimension 2 et 3 et s’appuyant sur les bonnes propriétés
mathématiques des estimateurs de courbure, propose de détecter les parties non-C1,
les parties C3 et les parties à courbure nulle sur la surface d’objets digitaux. Puisque
l’approche proposée est basée sur des quantités locales différentielles à plusieurs
échelles, la classification obtenue est localement adaptative et invariante à l’échelle
(au sens où elle capture les singularités à différentes échelles sur le même objet
géométrique).
Nous avons évalué expérimentalement ce détecteur avec des méthodes représen-
tatives de l’état de l’art et montré qu’il était très compétitif en arrivant à détecter
des singularités même à des échelles différentes sans autre paramètre à choisir que
l’ensemble de rayons. D’ailleurs, cet ensemble de rayons constitue une limitation.
Comme nous l’avons expliqué dans le paragraphe 4.1.2.2 page 127, le rayon maxi-
mal de cet ensemble est dépendant de la singularité maximale que nous souhaitons
détecter, leur réglage peut être important.
Enfin, comme pour les estimateurs de courbure, notre estimateur est basé sur
l’intégration volumique de la sphère. Cette opération reste coûteuse et peut la
rendre moins compétitive en terme de temps de calcul face à d’autres à échelle fixe.
Cependant, notre méthode permet de détecter les singularités à plusieurs échelles ce
qui est la principale défaillance des autres méthodes à échelle fixe, et est robuste au
bruit.
136 Chapitre 4 Applications
In
pu
t
da
ta
C
LA
R
E
N
Z
et
al
.
R
1
C
LA
R
E
N
Z
et
al
.
R
2
M
É
R
IG
O
T
et
al
.
R
1,
r 1
M
É
R
IG
O
T
et
al
.
R
2,
r 2
Figure 4.25 Évaluation des détecteurs de singularités sur des formes parfaitement discrétisées. « SPHERE-
SUNION » : 400× 200× 200 voxels, « CUBESPHERE » : 2003 voxels, « FANDISK » : 5123 voxels,
« OCTAFLOWER » : 5123 voxels. Paramètres utilisés pour CLARENZ et al. [Cla+04] : R1 = 10,
R2 = 22, α = 1, β = 50. Paramètres utilisés pour MÉRIGOT et al. [Mér+11] : R1 = 10,
r1 = 10, R2 = 22, r2 = 22, T = 0.2.
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Figure 4.26 Évaluation des détecteurs de singularités sur des formes parfaitement discrétisées. « SPHE-
RESUNION » : 400 × 200 × 200 voxels, « CUBESPHERE » : 2003 voxels, « FANDISK » : 5123
voxels, « OCTAFLOWER » : 5123 voxels. Paramètres utilisés pour MELLADO et al. [Mel+12] :
rmin = 5, rmax = 25. Paramètres utilisés pour PAULY et al. [Pau+03] : rmin = 5, rmax = 25,
τmax = 0.01. Paramètres utilisés pour PARK et al. [Par+12] : rmin = 5, rmax = 25,
ωmin = 1.4, ωmax = 1.4, τ = 1.2. Paramètres utilisés pour notre algorithme : rmin = 5,
rmax = 25.
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Figure 4.27 Évaluation des détecteurs de singularités sur des approximations bruitées de figure 4.25
page 137. « SPHERESUNION » : 400 × 200 × 200 voxels, « CUBESPHERE » : 2003 voxels,
« FANDISK » : 5123 voxels, « OCTAFLOWER » : 5123 voxels. Paramètres utilisés pour CLARENZ
et al. [Cla+04] : R1 = 10, R2 = 22, α = 1, β = 50. Paramètres utilisés pour MÉRIGOT et
al. [Mér+11] : R1 = 10, r1 = 10, R2 = 22, r2 = 22, T = 0.2.
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Figure 4.28 Évaluation des détecteurs de singularités sur des approximations bruitées de figure 4.26
page 138. « SPHERESUNION » : 400 × 200 × 200 voxels, « CUBESPHERE » : 2003 voxels,
« FANDISK » : 5123 voxels, « OCTAFLOWER » : 5123 voxels. Paramètres utilisés pour MELLADO
et al. [Mel+12] : rmin = 5, rmax = 25. Paramètres utilisés pour PAULY et al. [Pau+03] :
rmin = 5, rmax = 25, τmax = 0.01. Paramètres utilisés pour PARK et al. [Par+12] : rmin = 5,
rmax = 25, ωmin = 1.4, ωmax = 1.4, τ = 1.2. Paramètres utilisés pour notre algorithme :
rmin = 5, rmax = 25.
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4.2 Application dans le contexte du projet digitalSnow
Le projet digitalSnow9 est un projet de recherche financé par l’Agence Nationale
de la Recherche qui regroupe trois laboratoires spécialisés dans des domaines diffé-
rents : le laboratoire d’informatique LIRIS de l’Université de Lyon, le laboratoire de
mathématiques LAMA de l’Université de Savoie Mont-Blanc, et le Centre d’Études
de la Neige CEN du Centre National de Recherches Météorologiques.
L’objectif principal de ce projet est de fournir des outils efficaces pour étudier la
métamorphose de la neige à partir d’images digitales 3D (figure 4.29, en haut) de
micro-structures de neige acquises en utilisant des tech-
niques de tomographie à rayons X (image de droite10). En
effet, lors d’une chute de neige, les cristaux de neige s’ac-
cumulent sur le sol et forment progressivement un milieu
poreux complexe constitué d’air, de vapeur d’eau, de glace
et parfois d’eau liquide. La quantité de ces composants et
leur arrangement géométrique à l’échelle granulaire (micro-
structure de neige) se transforment avec le temps en fonc-
tion des paramètres physiques de l’environnement. Cette
transformation est appelée la métamorphose, et peut être
décomposée en deux types : la métamorphose de la « neige
humide » provoqué par la présence d’eau liquide, la métamorphose de la « neige
sèche » (métamorphose d’isothermie et métamorphose du gradient de tempéra-
ture).
Dans des conditions polaires ou montagneuses, ces effets sont suivis par des
contraintes mécaniques comme le compactage de la neige sous l’effet du poids
des couches supérieures de neige. En particulier, notre travail se concentre sur le
développement de modèles numériques 3D à partir d’images pour simuler l’évolution
de la forme de la microstructure de la neige au cours de son métamorphisme. Le
calcul de courbure moyenne sur les volumes digitaux (figure 4.29 page suivante, en
bas) permet tout d’abord de caractériser le volume des grains de neige. En l’absence
de gradient de température dans le manteau neigeux, les grains grossissent et
s’arrondissent lentement, principalement guidé par un flot de courbure moyenne sur
l’interface (Effet de Kelvin). Cependant, en présence d’un gradient de température,
les cristaux croissent suivant leurs axes cristallographiques privilégiés et forment
des facettes. Nous pouvons également détecter ces facettes grâces à l’estimateur de
singularité que nous avons décrit dans ce chapitre. La figure 4.31 page 144 montre
deux captures de microstructures de neige à différents moments. Il est alors immédiat
9ANR-11-BS02-009, http://liris.cnrs.fr/dsnow/
10Crédit image : laboratoires 3SR / MétéoFrance / CEN - CNRM GAME
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Figure 4.29 Première ligne : Micro-structures de neige. Seconde ligne : Courbure moyenne sur ces échan-
tillons de neige. La valeur de courbure va du bleu au jaune.
que les grains de neige de gauche présentent plus de facettes que ceux de droite.
De plus, l’estimation de la courbure permet de simuler certains métamorphoses
de neige : les zones convexes ont tendance à se sublimer tandis que la vapeur se
condense dans les zones concaves. Notre rôle était d’apporter des estimateurs de
courbure et de directions principales de courbure (figure 4.30 page ci-contre) fiables
(c’est-à-dire avec des preuves de convergence), ce que nous avons fait avec les
estimateurs décrits dans le chapitre 3 page 29. Ces estimateurs sont actuellement
utilisés et répondent aux attentes des partenaires du projet digitalSnow, tout en
étant robustes au bruit lié à l’acquisition par le tomographe à rayons X. Nous avons
également proposé l’estimation de singularités permettant de détecter les facettes
des grains de neige (voir le paragraphe 4.1 page 110).
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Figure 4.30 Zoom sur les premières directions principales de courbure (première ligne) et secondes
directions princpales de courbure (seconde ligne) sur des échantillons de neige.
4.3 Mises en œuvre dans DGtal
Nous avons mis en œuvre tous les estimateurs présentés dans ce manuscrit dans
DGTAL [Dgt]. Le projet DGTAL ( Digital Geometry Tools and Algorithms, http://
dgtal.org) est une bibliothèque collaborative open-source écrite en C++ proposant
des structures de données, algorithmes et outils génériques, fiables et efficaces pour
la géométrie digitale. Son code source est disponible sur GitHub (https://github.
com/DGtal-team/DGtal/).
Un des objectifs de DGTAL est de centraliser toutes les techniques dédiées à la
géométrie digitale (et domaines proches comme la topologie digitale, le traitement
d’image, etc.) dans un même lieu, facilitant ainsi leur usage. Un des exemples le
plus représentatif est la branche « estimateurs » de DGTAL : celle-ci comptabilise
plusieurs estimateurs de quantités intégrales comme les tangentes, les normales,
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Figure 4.31 Détection de singularités (en rouge), de parties C3 (en bleu) et de parties à courbure nulle
(en vert) sur les échantillons de neige.
le périmètre, et dans notre cas la courbure. Dans notre processus de convergence
asymptotique, nous avons besoin de discrétiser à plusieurs échelles des formes eu-
clidiennes auxquelles nous savons en tout point la valeur de la quantité intégrales
que nous estimons. Encore une fois, DGTAL nous simplifie la tâche en nous propo-
sant de générer des formes paramétriques et implicites de dimension 2 et 3 que
nous pouvons discrétiser à plusieurs échelles, ainsi que la possibilité de charger et
exporter des objets. Ensuite, DGTALTOOLS (le projet annexe de DGTAL proposant
des applications des algorithmes présents dans DGTAL) possède une plate-forme de
comparaison d’estimateurs permettant d’exporter les résultats : 2dLocalEstimators
et 3dLocalEstimators. C’est grâce à ces outils que nous avons généré toutes les
courbes de comparaison de ce document.
Le modèle topologique utilisé dans DGTAL est celui de l’espace de Khalimsky11
(nous l’avons défini dans le paragraphe 2.5 page 16). Les cellules de Khalimsky sont
définies dans un domaine de Khalimsky, c’est-à-dire une grille cubique de dimension
n. Plusieurs algorithmes d’extraction et de suivi de surface sont disponibles et
adaptés à cette topologie. Concrètement, DGTAL peut nous fournir un itérateur de
surfels de la surface nous permettant de la parcourir en profondeur ou en largeur
de manière optimale, c’est-à-dire en évitant autant que possible les déplacements
non connexes. Cette propriété est très importante dans notre cas, si nous voulons
optimiser la complexité de notre estimation de la courbure. Comme nous l’avons dit
dans le paragraphe 3.5.2 page 91, nous pouvons réduire le calcul de l’intégration
volumique de la sphère avec la surface de l’objet en utilisant les informations de
l’itération précédente. En effet, comme le montre la figure 4.32 page suivante en
haut à gauche, si nous nous déplaçons à une distance δ inférieure au rayon de la
11Documentation du paquet « Topologie » : http://dgtal.org/doc/stable/packageTopology.html
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sphère, nous calculons à nouveau une partie du résultat précédent. Afin d’éviter
cette redondance de calcul, nous pouvons pré-calculer des masques de déplacement
pour toutes les voisins 0-adjacents à un point (à droite sur la figure 4.32). Ainsi, au
lieu de dénombrer le nombre de points digitaux sur la sphère digitale entière, nous
pouvons récupérer le dénombrement de l’itération (hachurée), retirer la partie qui
n’est plus partagée avec la nouvelle position (en orange), et ajouter celle qui est
nouvelle (en vert). Dans le pire des cas (déplacement non 0-adjacent), l’estimateur
utilisera l’intégralité du support pour le dénombrement de l’intersection de la sphère
et de l’objet, c’est-à-dire qu’il n’y aura aucune optimisation. Comme nous l’avons
dit précédemment (paragraphe 3.5.2 page 91), le coût du calcul par élément de
surface peut être réduit de O
((
R
h
)d)
(taille du support complet) à O
((
R
h
)d−1)
.
Pour être tout à fait juste, il faut également rajouter le coût initial du premier calcul
obligatoire sur le support entier, et le coût supplémentaire au début pour pré-calculer
les masques de déplacement, mais ceux-ci sont négligeable. Par exemple, pour une
taille de support 2D entier de 91 893 éléments, l’optimisation construit 8 masques de
déplacements supplémentaires d’environ 450 éléments.
x x+ ~δ
Figure 4.32 Illustration de l’optimisation avec les masques partiels de la boule 2D pour un pas de
discrétisation h donné. En haut à gauche : Illustration du déplacement du support entier du
point x au point x+ ~δ, en bas à gauche : support 2D entier, sur la droite : masques partiels de
déplacement 0-adjacents.
Tous les estimateurs de courbure et de singularité conçus pendant cette thèse et
décrits dans le chapitre 3 page 29 et ce chapitre ont été mis en œuvre dans DGTAL et
sont dès à présent disponibles librement. Tous les résultats exposés dans ce document
sont reproductibles directement avec les outils de DGTAL. Pour plus d’informations,
se référer à la documentation de DGTAL12 et à [Coe+13a].
12Documentation du paquet « Géométrie » : http://liris.cnrs.fr/dgtal/doc/stable/
packageGeometry.html
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5Conclusions et perspectives
„My name is Ozymandias, king of kings :
Look on my works, Ye Mighty, and despair !
— Walter WHITE (Bryan CRANSTON)
Breaking Bad
1
Tout au long de cette thèse, nous avons abordé plusieurs approches pour analyser
des contours d’objets digitaux dans l’objectif de les décrire. Nous nous sommes
intéressés dans un premier temps à l’estimation de courbure en dimension 2, puis de
courbure moyenne, courbure gaussienne, courbures principales, directions princi-
pales de courbure et des normales en dimension 3. Ensuite, nous avons proposé un
estimateur en dimension 2 et 3 permettant d’extraire les singularités d’une surface
digitale. Ces travaux ont pour but d’être utilisés dans des algorithmes de plus haut ni-
veau, leurs propriétés mathématiques permettant de s’assurer le bon fonctionnement
de ceux-ci.
Courbure
Dans le chapitre 3 page 29, nous avons décrit le fonctionnement de l’estimation
de la courbure à partir d’intégration volumiques de morceaux de la surface, puis nous
l’avons adapté dans le cadre digital, permettant ainsi une simplicité de calcul (les
intégrales se résumant à dénombrer des points digitaux) et permettant d’obtenir une
validation formelle du comportement asymptotique de ces estimateurs. La motivation
de ce travail était de proposer des estimateurs digitaux de courbures robustes, avec
des preuves de convergence. De plus, il n’existait aucun estimateur de courbure avec
preuves de convergence en dimension 3. Pour résumer, nous intégrons l’intersection
entre une boule et la forme, et cette quantité nous donne des informations sur la
géométrie de la surface, plus particulièrement sur sa courbure au point de la surface
considéré. Ainsi, nous pouvons extraire la courbure en dimension 2 et la courbure
moyenne en dimension 3 à l’aide de l’aire et du volume de l’intersection entre la
sphère et la forme à analyser. Si nous calculons les moments géométriques de cette
intersection, nous pouvons en extraire le tenseur de courbure local de la surface, et
donc les courbures principales, les directions principales de courbure, la normale, et
1Dans l’épisode, Walter WHITE récite le poème Ozymandias de Percy Bysshe SHELLEY. Évidemment,
aucun lien entre la citation et les travaux présentés ici ne doit être tiré.
147
par extension la courbure gaussienne. Les contributions majeures de ce chapitre sont
les preuves de convergence asymptotique uniforme pour les estimateurs de courbure
en dimension 2, de courbure moyenne et principales en dimension 3. En effet, nous
avons montré que sur des formes convexes à bord C3 à courbure bornée positive, en
paramétrant le rayon de la sphère comme R = kh 13 , nous obtenons des convergences
asymptotiques uniformes en O(h 13 ) avec h qui tend vers 0. Nous avons également
proposé une analyse comparative complète avec des estimateurs de courbure de
la littérature, confirmant expérimentalement la vitesse de convergence théorique
attendue par la preuve. De plus, nous avons montré que nos estimateurs sont très
compétitifs par rapport aux autres, surtout en restant robuste en présence de bruit
et efficace algorithmiquement.
Les perspectives sont multiples pour ces travaux. D’un point de vue pratique,
nous pouvons nous intéresser à faire les calculs dans le domaine de Fourier. Cela
permettrait d’accélérer grandement les temps de calcul pour d’importants rayons
de sphères, car les calculs ne sont plus dépendants de la taille du support mais
linéaires en la taille de l’objet (les convolutions deviennent des multiplications des
transformées de Fourier). Les premiers résultats montrent une qualité de résultats
presque équivalents, avec une vitesse d’exécution énormément réduite. Cependant,
la complexité de ces algorithmes n’est pas avantageuse : la transformée et la trans-
formée inverse de Fourier de l’objet est en O(nd logn) (le produit est en O(nd)),
bien supérieur à notre algorithme actuel. En pratique, cette version très largement
concurrentielle.
Nous devons prendre en compte une
considération lors de l’implémentation de ce type d’esti-
mateurs : puisque nos estimateurs récoltent l’information
volumique, il se peut que de le calcul de l’intégration soit
biaisé par l’occultation d’une partie éloignée de l’objet. La
figure sur le côté montre cet effet : si le rayon augmente,
l’intégration volumique ne sera pas complète. Cela peut
être gênant s’il n’est pas pris en compte et peut ainsi lo-
calement fausser les calculs de courbure. Détecter ces cas
devrait améliorer les résultats pour une forme présentant ce genre de configuration
à une échelle donnée.
Une autre perspective serait le couplage de notre approche avec celles basées sur
les cellules de Voronoï, plus particulièrement les méthodes de Voronoi Covariance
Measure [Mér+09 ; Mér+11 ; Cue+14] sur l’analyse de matrice de covariance
non pas de la forme elle même mais du cône normal. Ces approches sont assez
complémentaires avec la nôtre et méritent de s’y intéresser.
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De plus, il apparaît que l’erreur de positionnement entre le point digital et le
point sur la surface euclidienne est un terme dominant. Des premiers résultats
lorsque nous approchons mieux la surface sous-jacente montrent une amélioration
de la qualité des résultats, et laissent espérer de meilleures vitesses de convergence
asymptotique.
Courbure sans paramètre
Les estimateurs précédents possèdent l’inconvénient que lorsque nous souhaitons
récupérer la valeur de courbure pour un objet particulier, nous devons adapter
le rayon de la sphère en fonction de l’objet. Nous avons alors analysé, dans le
chapitre 3 page 29, la géométrie de l’objet digital en amont à l’aide de segments
maximaux afin d’apporter des estimateurs de courbures en dimension 2 et 3 sans
paramètre. Deux versions ont été proposées, une approche « globale » dont le
rayon de la boule d’intégration est lié à la moyenne des longueurs des segments
maximaux de la forme, et une approche « locale » où le rayon de la sphère est lié
aux longueurs des segments maximaux locaux du point estimé. Nous avons prouvé
la convergence asymptotique uniforme de l’estimateur de courbure en dimension
2 dans son approche « globale » en O
(
h
1
3 log2
(
1
3
))
pour des formes convexes à
bord C3 à courbure bornée positive. La preuve de convergence de ces estimateurs en
dimension 3 repose sur une supposition non vérifiée à ce jour, qui mériterait d’être
étudiée dans le futur. L’analyse expérimentale a montré que ces deux approches
d’estimateurs de courbure sans paramètre obtiennent des résultats aussi bons que
les estimateurs précédents (en O(h 13 ) même en dimension 3, et l’approche « locale »
est très concurrentielle en erreur de norme l2. La motivation principale de ce travail
est de palier au manque d’estimateurs digitaux de courbure en dimension 2 (ou
supérieure) sans paramètre avec des preuves de convergence asymptotiques. De plus,
d’un point de vue pratique, ces estimateurs permettent d’obtenir de bons résultats
d’estimation de courbure sans que l’utilisateur n’ait besoin de choisir de paramètre
dépendant de la forme digitale d’entrée.
Ces estimateurs sans paramètre sont néanmoins moins efficaces en présence de
surfaces bruités. De récents travaux (KERAUTRET et al. [KL12]) proposent d’estimer
le niveau de bruit grâce aux segments maximaux. Nous pouvons adapter leurs
longueurs en fonction du bruit et ainsi augmenter la robustesse de notre estimation.
Cependant, il est peu probable de garantir des preuves de convergence dans ces
conditions ; l’application est surtout pratique.
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Singularités
Enfin, dans le chapitre 4 page 109, nous avons proposé d’estimer les singularités
sur des objets digitaux. Encore une fois, la principale motivation de ce travail
est de palier au manque d’estimateurs robustes de singularités de la géométrie
digitale. Notre estimateur analyse le comportement de l’estimateur de courbure défini
précédemment à plusieurs rayons de sphère sur le bord de l’objet, en dimensions 2 et
3. Cette analyse permet de classifier la surface en trois comportements distincts : des
singularités (non-C1), des zones lisses (C3) et des zones à courbure nulle. L’analyse
comparative de notre estimateur avec les méthodes représentatives de la littérature
affiche qu’il est compétitif, étant à la fois robuste au bruit, ne nécessitant pas d’autre
paramètre qu’un ensemble de rayons, et classifiant directement tous les éléments de
la surface.
Cet outil est le point d’entrée de plusieurs perspectives intéressantes. Tout d’abord,
les résultats présentés ici sont des résultats bruts. Nous pouvons facilement coupler
notre méthode avec des outils de post-traitement pour améliorer significativement
les défauts encore présents, notamment les artefacts sur les formes bruités. De plus,
des extensions naturelles de ce type d’estimateur sont le débruitage de forme ou
encore la reconstruction de surface, et notre estimateur pourrait être un très bon
point d’entrée.
Ensuite, dans notre estimateur, le rayon maximal de l’ensemble des rayons utilisés
pour l’analyse est lié à la distinction de classification de parties lisse (C3) et de parties
à courbure nulle. Si le rayon maximal est trop petit pour une zone lisse à faible
courbure, nous pouvons ne pas détecter la géométrie locale de la forme (voir le
paragraphe 4.1.2.2 page 127) et ainsi ne pas la classifier comme une partie lisse.
Si nous augmentons ce rayon maximal, nous pouvons annuler cet effet. Ceci est
problématique puisque ça exige que l’utilisateur analyse la forme avant de choisir
les paramètres de rayons de notre estimateur. Alors, comme pour l’estimation de
la courbure, nous pourrions envisager d’utiliser les segments maximaux afin de
permettre de guider l’ensemble de rayons utilisés pour notre méthode.
Une autre perspective que nous avons un peu abordé dans le paragraphe 4.1.2.4
page 131 relève du traitement des zones où une transition de modèle est détectée.
Pour résumer, lors de l’analyse des distances aux modèles, certaines zones suivent
un modèle avant d’être perturbé par un autre modèle lorsque les rayons diminuent,
comme c’est le cas près d’une sigularité par exemple. Actuellement nous prenons le
modèle dominant, mais nous pouvons faire une analyse plus fine de ces transitions,
comme rajouter une dimension à la classification : du rayon Ra à Rb le point est
classifié selon le modèle A ; du rayon Rb à Rc le point est classifié selon le modèle
B, etc. De plus, cela permettrait également de détecter le changement de statut des
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points de la surface, comme le propose MELLADO et al. [Mel+12] (voir la figure 4.12
page 121).
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