By a tree we mean a continuum ( = compact connected Hausdorff space) in which every pair of distinct points is separated by a third point. It is well known [4] that a dendrite is simply a metric tree. In this note we give a new characterization of dendrites and trees in terms of partially ordered spaces.
By a tree we mean a continuum ( = compact connected Hausdorff space) in which every pair of distinct points is separated by a third point. It is well known [4] that a dendrite is simply a metric tree. In this note we give a new characterization of dendrites and trees in terms of partially ordered spaces.
Recall from [3] that a POTS ( = partially ordered topological space) is a topological space X endowed with a partial order, ^, which is semicontinuous in the sense that L(x) = [a'.a^x] and M(x)= [a'.x^a] are closed sets for each xGX. A partial order is order dense if x<y implies there is a z such that x<z<y.
A chain of a partially ordered set is a subset which is linear with respect to the partial order. An element in a partially ordered set is minimal (maximal) if it has no proper predecessor (successor).
Suppose that K is a locally connected continuum and e£PJ. Define a relation, ^, in K by x^y if, and only if, x = e, or x = y, or x separates e and y in K. '; i We may now prove our chief result. Theorem 1. Let X be a compact Hausdorff space. A necessary and sufficient condition that X be a tree is that X admit a partial order, ^, satisfying (i) = is semicontinuous, (ii) g is order dense, (iii) for xEX, yEX, it follows that L(x)C~\L(y) is a non-null chain, It is easy to see that x£C and yEB imply A EC. Therefore eEC, so that z<y. Likewise, zEB, so that x<z. To prove (iii), we first note that by definition of the partial order, eEL(x)C\L(y) for any * and y in X. It remains to show that L(x) is a chain. If e<pi, p2<x, we have
It is clear that piEA2 implies pi^p2 and piEB2 implies p2^pi. To establish (iv), we note simply that M(x)-x = X -x if x = e, and if XT^e, then M(x) -x = 0{Ba:X -* = Aa VJ Ba, Aa\ Ba, e E Aa}.
In either case, M(x)-x is open. Thus the condition is necessary. Suppose now that X admits a partial order satisfying (i) -(iv). By Lemma 3, X is connected and hence is a continuum.
If x<y, then by (ii) there is zEX such that x<z<y.
By (i) and (iv), M(z) is closed and M(z) -z is open, so that z separates x and y. If * and y are not comparable, then by (iii) and Lemma 2, there exists z = max (L(x)f~\L(y)). Choose t such that z<t<x.
Then xEM(t)-t and yEX -M(t), whence t separates * and y. This completes the proof.
By Theorem 1 and Lemma 4, we have at once:
Corollary. Let X be a compactum. A necessary and sufficient condition that X be a dendrite is that X admit a partial order satisfying (i)-(iv) of Theorem 1.
