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Wprowadzenie
W opublikowanym w r. 1972 artykule O pewnych problemach przetwarzania ję-
zyków fleksyjnych na maszynach cyfrowych ([l]) przedstawiłem pewne nietradycyjne 
pojęcia i terminy. Jan Tokarski pisał o tym w sposób następujący ([23], s. 184):
Proponuje on pewną siatkę pojęć użytecznych w kontakcie z maszynami, a więc typu em­
pirycznego, i próbuje je skonfrontować z niektórymi pojęciami już istniejącymi w teorii 
lingwistycznej. Pojęcia te powinny być jakoś roboczo nazwane, ale nazwy te nie powinny 
być obciążone – w miarę możliwości – uwikłaniami w inną terminologię do tego nieprzy-
stosowaną, stąd dziwność jego propozycji nie powinna być interpretowana jako niemoty­
wowane nowinkarstwo.
Jednym z kluczowych pojęć jest niewątpliwie pojęcie wyrazu. W książce Z po-
granicza metodyki i językoznawstwa ([22]) Tokarski zwracał uwagę na trudności, ja­
kie pojęcie to sprawia w nauczaniu szkolnym; trudności te zresztą istnieją do dzisiaj, 
jak pokazuje to artykuł Lipińskiej i Saloniego: Uczymy w szkole posługiwać się ter-
minem w sposób stopniowo coraz bardziej wieloznaczny, czyli coraz bardziej mętnie 
([9], s. 106). Tokarski pisał w szczególności ([22], s. 32–33, wyróżnienia moje)
Innym kryterium klasyfikacyjnym w y r a z ó w jest kryterium formalne, czyli t y p z a ­
s o b u f o r m, jakimi rozporządza dany wyraz. To kryterium pozwala na łatwe i bezspor­
ne wyodrębnienie np. rzeczowników – jako wyrazów odmieniających się przez przypadki, 
ale nie przez rodzaje, oraz przymiotników – jako wyrazów odmieniających się przez przy­
padki i przez rodzaje. [...]
Imiesłowy przymiotnikowe według tego kryterium znalazłyby się w klasie przymiotni­
ków, nie mówiąc już o formach nieodmiennych, które musiałyby wejść do klasy wyrazów 
nieodmiennych.
We wspomnianym artykule argumentowałem, że takie rozumienie terminu wy-
raz jest najbardziej właściwe. W późniejszych swoich pracach uściślałem stopniowo, 
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o jakie „typy zasobu form” chodzi, jednocześnie uzupełniając i modyfikując termi­
nologię. Prace te zostały podsumowane w książce [2], w której wprowadziłem nowy 
termin na oznaczenie tak rozumianego wyrazu, a mianowicie neologizm-internacjo­
nalizm f l e k s e m (flexeme)–por. [2], s. 16.
Termin ten okazał się bardzo przydatny w pracach nad korpusem języka polskie­
go, prowadzonych w Instytucie Podstaw Informatyki PAN, o których będzie jeszcze 
mowa niżej. Jest on tam nie tylko wykorzystywany roboczo, ale znalazł się nawet 
w tytule jednej z publikacji: A Flexemic Tagset for Polish ([15]), co w swobodnym 
tłumaczeniu brzmi Klasyfikacja fleksemów w języku polskim.
W artykule [l] wprowadziłem również neologizm-internacjonalizm l e k s (ang. 
lex), traktowany jako reprezentacja specyficznie rozumianego l e k s e m u.
Obecnie spróbuję pokazać, że terminy te – choć rozumiane inaczej – mogą być 
z pożytkiem wykorzystane do opisu niektórych współczesnych systemów kom-
puterowych przetwarzających język polski. Skoncentruję się na następujących sy­
stemach:
1. P o M o r (Polska Morfologia lub Polish Morphology), analizator morfologiczny 
Roberta Wołosza, przedstawiony w książce [29]. Ściśle rzecz biorąc, Wołosz 
jest tylko autorem danych lingwistycznych wykorzystywanych przez program 
Hu Mor (High-speed Unification MORphology, por. [12]), opracowanego przez 
węgierską firmę Morphologic (http://www.morphologic.hu/). Jest on wykorzysty­
wany m.in. w polsko-angielskim słowniku elektronicznym oferowanym przez tę 
firmę ([13]). Jest to jeden z najwcześniejszych analizatorów morfologicznych dla 
języka polskiego (był prezentowany w kuluarach konferencji „Język i Technolo­
gia” w 1995 r. w Poznaniu), ale informacje o jego budowie zostały przedstawione 
publicznie dopiero w r. 2000 w pracy doktorskiej Wołosza ([28]). Miałem okazję 
osobiście korzystać z tego programu, ale ze względu na jego komercyjny charak­
ter robiłem to w sposób ograniczony.
2. M o r f e u s z, analizator morfologiczny Marcina Wolińskiego, przedstawiony 
w jego pracy doktorskiej Komputerowa weryfikacja gramatyki Świdzińskiego 
([26]). Morfeusz jest w pewnym sensie następcą analizatora SAM ([21]), stwo­
rzonego przez Krzysztofa Szafrana ponad 10 lat temu. Oba analizatory są oparte 
na opracowanym przez Saloniego indeksie Tokarskiego polskich form wyrazo­
wych ([24]), oba też są do celów badawczych dostępne bezpłatnie w Internecie. 
Choć zostały opracowane na potrzeby analizy składniowej ([3], [27]), oba syste­
my znalazły też dodatkowe zastosowania, w szczególności Morfeusz był inten­
sywnie wykorzystywany przy tworzeniu korpusu IPI PAN.
3. P o l i q a r p (POLyinterpretation Indexing Query and Retrieval Processor), wy­
rafinowany program do przeszukiwania korpusu IPI PAN. Autorami programu 
są Zygmunt Krynicki i Daniel Janus ([16]). Podobnie jak sam korpus, został on 
stworzony w latach 2001–2004 w ramach grantu KBN (nr rejestracyjny 7T11C 
043 20) realizowanego pod kierunkiem Adama Przepiórkowskiego, a obecnie 
jest rozwijany w ramach prac własnych IPI PAN. Korpus i program Poliqarp są 
dostępne w Internecie na witrynie http: //korpus. pl dla wszystkich zaintereso­
wanych. Założenia i sposób korzystania z korpusu są bogato udokumentowane 
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w licznych publikacjach, dostępnych na tej samej witrynie; tutaj najczęściej od­
wołuję się do książki [14], istniejącej również w wersji angielskojęzycznej.
4. A M O R i H o l m e s, narzędzia lingwistyczne Michała Rudolfa, przedstawione 
w jego pracy doktorskiej Metody automatycznej analizy korpusu tekstów pol-
skich: pozyskiwanie, wzbogacanie i przetwarzanie informacji lingwistycznych 
([17]), której rozszerzona i poprawiona wersja ukazała się drukiem ([18] ). Opra­
cowanie tych programów zostało sfinansowane przez grant KBN (numer rejestra­
cyjny 5 H01D 019 20) realizowany w latach 2001–2004 pod kierunkiem Andrzeja 
Markowskiego. Niestety, nie miałem możliwości obejrzeć programów w działa­
niu i nie są mi znane żadne informacje na temat ich dostępności.
Cechą wspólną tych systemów jest pośrednie lub bezpośrednie nawiązywanie 
przez ich autorów do tzw. niebieskiej gramatyki Saloniego i Świdzińskiego ([20]). 
I tak Robert Wołosz pisze ([29], s. 11): «Rozumienie terminów słówo, forma hasło-
wa, forma wyrazowa i leksem przejmuję z pracy: Saloni-Świdziński 1998.». Michał 
Rudolf stwierdza ([17], s. 13): «W niniejszej pracy przyjmuję w większości opis 
fleksji i składni polskiej przedstawiony w Składni współczesnego języka polskiego)). 
Marcin Woliński zapowiada ([26], s. 49): «Punktem wyjścia dla dalszych rozważań 
będzie system pojęciowy Składni współczesnego języka polskiego». Adam Przepiór­
kowski informuje ([14], s. 18): «Wiele rozwiązań opisanych w niniejszym rozdzia­
le zostało zaczerpniętych z prac Zygmunta Saloniego i jego współpracowników». 
2.  Teksty i  metateksty
Przetwarzanie tekstów wymaga wprowadzenia ich do komputera, co może odby­
wać się na kilka sposobów. Historycznie najstarszy i nadal najbardziej podstawowy 
sposób to ręczne wprowadzenie tekstu z klawiatury i zapisanie go w pamięci maszy­
ny w ten sposób, że każdemu z n a k o w i p i ś m i e n n e m u (ang. character) odpo­
wiada pewna liczba. Taki sposób reprezentacji tekstu nazywam symbolicznym w od­
różnieniu od np. reprezentacji graficznej wskanowanego tekstu.
To, jaki jest dopuszczalny repertuar znaków piśmiennych i jaka liczba reprezentuje 
konkretny znak, jest określone przez stosowany kod. Obecnie najważniejszą rolę od­
grywa tzw. uniwersalny kod znaków opisany w standardzie Unicode – por. np. [6].
Jak pisze Rafał Prinke, rzeczywiste teksty pozbawione elementów metateksto­
wych praktycznie nie istnieją ([11], s. 53). Rozumie on metatekst inaczej, niż jest to 
powszechnie przyjęte, ale jego sposób rozumienia tego terminu uważam nie tylko za 
w pełni uzasadniony, ale i bardzo przydatny w praktyce. Tutaj ograniczymy się do 
typowego przykładu tekstu drukowanego, gdzie jako informację metatekstową bę­
dziemy traktować w szczególności wyróżnienia typograficzne. Ponieważ ze wzglę­
dów technicznych maszynopis autorski takich wyróżnień nie zawierał, autor, redak­
tor merytoryczny i redaktor techniczny nanosili kolejno na tekst odręczne adnota­
cje. Proces ten nosił nazwę adiustacji (po angielsku proces nazywał się marking up, 
a jego wynik – markup).
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Potrzeba adiustacji występuje również w przypadku tekstów elektronicznych. 
Służy do tego wstawianie do tekstu tzw. znaczników (ang. tags), które mogą za-
wierać bogate i różnorodne informacje. Zasady budowy i wykorzystania znaczników 
określone są między innymi przez takie standardy, jak SGML (Standard Generalized 
Markup Language) czy XML (Extensible Markup Language). Do celów lingwistycz­
nych stosowane są takie ich adaptacje, jak rekomendacja TEI (Text Encoding Initia-
tive) czy XCES (XML Corpus Encoding Standard).
Dla przykładu, zdanie
Pisze się o literaturze jako kolekcji nazwisk albo prądów artystycznych.
z Korpusu polszczyzny lat sześćdziesiątych ([10]) – potocznie nazywanego korpusem 















































Warto podkreślić, że w praktyce tak adnotowane teksty stanowią przede wszyst­
kim dane dla odpowiednich programów, w konsekwencji użytkownik ogląda je już 
przetworzone do bardziej czytelnej postaci.
W praktyce często mówimy nie o całych tekstach, lecz o ich pewnych fragmentach. 
W angielskojęzycznej terminologii informatycznej ciągi znaków, stanowiące dane 
przetwarzane przez program lub wchodzące w skład wyników jego działania, noszą 
nazwę character string lub po prostu string. W polskiej terminologii stosuje się nie­
kiedy w tym znaczeniu termin łańcuch, ale osobiście zdecydowanie wolę i od daw­
na używam terminu napis. W konsekwencji również w tym artykule dowolny ciąg 
znaków dowolnej długości będziemy zawsze nazywać n a p i s e m. Jak jednak zo­
baczymy dalej, jeden z cytowanych autorów używa tego terminu w specyficznym 
odmiennym znaczeniu.
W niniejszym artykule będziemy cytować napisy kończące się znakiem in-
terpunkcyjnym, dla większej przejrzystości będziemy je więc w razie potrzeby uj­
mować w znaki «».
3.  Słowa i  znaki  interpunkcyjne
Na wstępie warto zauważyć, że słowo nie jest pojęciem czysto lingwistycznym. 
Na potrzeby takich zastosowań, jak obliczanie opłaty za telegram lub ogłoszenia 
drobne, już dawno zostały sformułowane precyzyjne definicje tego pojęcia, które 
nie były jednak szerzej znane. Obecnie dla większości użytkowników komputerów 
stówo ma bardzo konkretne znaczenie – jest to fragment tekstu zaznaczany przez 
podwójne pstryknięcie myszą; w wielu programach komputerowych są też dostęp­
ne skróty klawiaturowe dla poleceń typu „przesuń kursor o jedno słowo do przodu”, 
„przesuń kursor o jedno słowo do tyłu” itd. 
Niebieska gramatyka ([20]) definiuje słowo w następujący sposób:
Ciąg liter pomiędzy sąsiednimi spacjami będziemy nazywać słowem.
Definicja ta jest, moim zdaniem, ewidentnie błędna, nie wspomina bowiem o zna­
kach interpunkcyjnych jako ogranicznikach słów. Łagodniej na jej temat wypowiada 
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się Woliński ([26], s. 50): „Definicja słowa, choć przejrzysta, nie odpowiada w pełni 
intuicji językowej”. Pisze on dalej:
Wydaje się bowiem, że Autorzy Składni nie są skłonni uważać znaków apostrofu i łącz­
nika za litery. Tymczasem wydaje się wygodne uznanie napisu Lagrange’a za jedno sło­
wo. Dotyczy to również napisów takich jak ping-pong i PRL-u. W niniejszej pracy będę 
traktować je jako pojedyncze słowa. Kolejnym problematycznym znakiem jest kropka, 
która występuje w tekście w dwóch funkcjach: jako znak interpunkcyjny oraz jako 
obowiązkowa część skrótu. W tym drugim wypadku kropkę traktuję jako część 
słowa.
Nic dziwnego, że w opisie korpusu IPI PAN ([14], s. 19–20) słowa również są ro­
zumiane
[...] jako maksymalne ciągi znaków niebędących separatorami słów, gdzie separatorami 
słów są odstępy oraz znaki interpunkcyjne z wyłączeniem dywizu, kropki będącej częścią 
skrótu oraz apostrofu w formach takich jak Chomsky’ego i (de) l’Hospitala.
Wołosz w swojej pracy definicję słowa z niebieskiej gramatyki modyfikuje na-
stępująco ([29], s. 13)
Przedmiotem analizy są słowa graficzne, rozumiane jako ciągi liter między dwoma spacja­
mi lub znakami o wartości spacji.
Pisze on dalej
Do alfabetu wejdą pewne znaki na prawach liter:
a) apostrof – w języku polskim najczęściej w środku słowa, por. dell’arte (SJPDor.), 
Kennedy ’ego, wyjątkowo po spacji Solidarność ’80;
b) cyfry – pisane łącznie z tradycyjnymi literami alfabetu, por. 126p, F-16;
c) ukośnik (kreska ukośna: /) – pisany z tradycyjnymi literami alfabetu, por. m/s (SPP);
d) łącznik, czyli dywiz – czasami pojawia się on w sposób ustabilizowany w słowach, 
których części nie funkcjonują samodzielnie, por. tse-tse, cza-cza, tam-tamista (SJPDor.), 
– inaczej niż mający wyraźne cechy samodzielnego słowa człon polsko- w złożeniach 
typu polsko-radziecki, które omówione zostaną nieco dalej.
Kropkę Wołosz traktuje identycznie, jak Woliński i Przepiórkowski ([29], 
s. 13–14):
Nie zaliczymy do liter znaków przestankowych ani znaków graficznych. Należy jednak 
uczynić wyjątek dla kropki w ustabilizowanych skrótach. Ciąg znaków prof. opisany bę­
dzie jako poprawny i istniejący w polszczyźnie, ciąg prof zaś nie będzie rozpoznany.
Inaczej mówiąc, dla Wołosza napis «prof.» jest poprawnym słowem.
Przyjrzyjmy się teraz, jak terminy napis i słowo definiuje Michał Rudolf (s. 13 
i 16)
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Napisem nazywać będę dowolną sekwencją znaków (liter, cyfr), być może zawierającą 
dywiz, która stanowi samodzielny fragment tekstu, to jest zarówno przed nią, jak i po niej 
znajduje się spacja, znak interpunkcyjny lub granica wypowiedzenia.
Słowo to napis niebędący znakiem interpunkcyjnym, interpretowany bez uwzględniania 
kontekstu.
Jak widać, napis u Rudolfa odpowiada w przybliżeniu pojęciu słowa u innych auto­
rów, natomiast słowo jest rozumiane w jeszcze inny sposób. Kropkę traktuje Rudolf 
wyłącznie jako znak interpunkcyjny, choć dyskutuje jej dwuznaczność jako elementu 
skrótu i granicy zdania (s. 63–64). Ciekawe, że nie odnosi się on wprost do zjawiska, 
które Przepiórkowski nazywa h a p l o l o g i ą k r o p k i ([14], s. 36–37), czyli j e d ­
n o c z e s n e g o pełnienia przez kropkę funkcji oznaczenia skrótu i końca zdania.
W świetle powyższych cytatów nie ulega wątpliwości, że wygodnie jest traktować 
jako samodzielne jednostki pewne napisy zawierające znaki nieliterowe. Nasuwa się 
jednak pytania, czy napisy te muszą być nazywane s ł o w a m i. Moim zdaniem, jest 
to niewskazane, ponieważ jednostki te są bilateralne ([19]) w sensie [4], tzn. algoryt­
my do ich rozpoznawania odwołują się do własności należących do wyższych pięter 
opisu językowego.
Uważam więc, że termin słowo należy rozumieć unilateralnie, jako podstawowe 
jednostki nawigacji wewnątrz tekstów edytowanych lub oglądanych za pomocą po­
wszechnie stosowanych programów.
Nie wszystkie programy zachowują się pod tym względem jednakowo, ale istnie­
je tendencja do ujednolicania interfejsów użytkownika, co powoduje, że coraz wię­
cej programów jest dostosowywane pod tym względem do wspomnianego wcześniej 
standardu Unicode. Zgodnie z tym słowami są nie tylko ciągi liter, ale i liczby, a tak­
że napisy literowo-liczbowe, np. 126p. Znak «-» dostępny bezpośrednio z klawiatury 
stanowi zawsze granicę słowa, ale w sposób mniej lub bardziej skomplikowany moż­
na wprowadzić znak o identycznym wyglądzie, lecz jednoznacznie wskazanej funk­
cji: łącznika, dywizu lub znaku minus; łącznik przynajmniej przez niektóre programy 
będzie traktowany jako element słowa. Apostrof z reguły (niektóre programy dosto­
sowują interpretację apostrofu do języka tekstu) jest traktowany jako litera, czyli ele­
ment słowa, kropka zawsze jest tylko znakiem interpunkcyjnym.
4.  Leksy i  leksemy
Mówiąc w uproszczeniu, leks to tekstowa reprezentacja l e k s e m u (leksem na 
razie rozumiemy intuicyjnie). Leks jest, podobnie jak napis i słowo, ciągiem znaków, 
ale jego granice nie są już wyznaczone arbitralnie (jak w przypadku napisu) czy me­
chanicznie (jak w przypadku słowa). Rozpoznanie leksów w tekście może wymagać 
wiedzy lingwistycznej, a czasami i zrozumienia tekstu. W konsekwencji bardziej pre­
cyzyjne określenie leksu brzmi następująco:
Leks to taki napis, który w pewnym kontekście może stanowić reprezentację pewnego 
leksemu.
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Ze względów technicznych jest wygodne – choć nie niezbędne – aby cały tekst 
można było traktować jako ciąg leksów. Wymaga to zaliczenia do leksów również 
znaków interpunkcyjnych, co oczywiście wymaga odpowiedniego rozszerzenia po­
jęcia leksemu. Tak właśnie jest to zrobione w korpusie IPI PAN, do czego jeszcze 
wrócimy.
Druga klasa leksów to leksy powstałe z podziału niektórych słów, powstałych 
w skutek „pisowni łącznej”, jak określają to zasady ortografii. Szczegółowo na ten 
temat pisze Wołosz ([29], s. 29–34), stwierdzając m.in., że takie słowa muszą być 
analizowane jako ciągi zapisanych łącznie dwu form wyrazowych, z których każda 
podlega osobnej analizie. Woliński pisze słusznie ([26], s. 51):
Może się wydawać, że formy aglutynacyjne czasownika być pojawiają się jedynie w kon­
tekstach nacechowanych i niezbyt częstych tekstowo i że w związku z tym można je po­
minąć w analizie automatycznej. Jednak w pewnych kontekstach formy takie występują 
obligatoryjnie, mianowicie w zdaniach wprowadzanych spójnikiem lub partykułą kończą­
cą się cząstką by:
..., gdybyś naprawdę mnie kochał.
*..., gdyby naprawdę mnie kochałeś.
Poza tego typu oczywistymi podziałami Woliński i Przepiórkowski traktują jako zło­
żone – za Tokarskim i Salonim – również formy formy czasy przeszłego i trybu przy­
puszczającego, tradycyjnie opisywane jako syntetyczne.
Do tej samej klasy leksów zaliczyć należy ściągnięcia typu doń (por. Wołosz [29], 
s. 29).
Trzecia klasa leksów to napisy zawierające więcej niż jedno słowo. Zgodnie z in­
nymi postulatami Wołosza można za leksy uznać m.in. niektóre napisy z łącznikiem, 
takie jak ping-pong, tse-tse, cza-cza czy PRL-u; tak właśnie są one traktowane przez 
Wolińskiego i w korpusie IPI PAN.
Do tego typu leksów można również zaliczyć „burkinostki” czyli jednostki wie­
lowyrazowe – pojęcie wprowadzone przez Derwojedową i Rudolfa w artykule [8]. 
Korzyści z takiego rozwiązania ilustruje Rudolf przykładem słowa mimo, które wy­
stępując samodzielnie jest przyimkiem, ale może być również składnikiem partyku­
ło-przysłówka mimo to lub spójnika mimo że.
Do tej klasy zaliczamy również skróty pisane z kropką i liczby porządkowe. Do 
sprawy haplologii kropki wrócimy później.
Last but not least, czwarta klasa leksów to leksy odpowiadające pojedynczym sło­
wom. Prawdopodobnie do tej właśnie klasy najwygodniej zaliczać słowa z apostro­
fem, traktując apostrof po prostu jako literę.
Dodatkowe komplikacje ilustruje poniższy przykład pokazujący to samo zdanie 
umieszczone w dwóch kontekstach:
Coś przyniósł? Nic nie przyniósł.
Coś przyniósł? Przyniosłem książkę.
Drugi przykład jest równoważny znaczeniowo zdaniu «Co przyniosłeś? », a więc sło­
wo Coś składa się w nim z dwóch leksów, podczas gdy w przykładzie pierwszym sło­
 APARAT POJęCIOWy WyBRANyCH SySTEMóW PRZETWARZANIA... 27
wo to stanowi samodzielny leks. Segmentacja izolowanych zdań nie może być więc 
przeprowadzona w sposób mechaniczny.
W ogólnym przypadku leksy w tekście nie układają się więc w ciąg, ale z powo­
du takich wieloznaczności segmantacyjnych tworzą tzw. acykliczny graf skierowa­
ny. Woliński sformułował przykład, który pokazuje, że pewne wieloznaczności na 
poziomie czysto syntaktycznym są nie do usunięcia:
Miałem miał.
Oprócz takiej interpretacji, jak w przykładzie «Czy miał posypany chodnik? 
Miałem miał.», są też dwie inne, w których pierwszy leks jest, lub nie jest rze-
czownikiem:
Miał+em miał.
Czytelnicy zaznajomieni z korpusem IPI PAN zorientowali się już zapewne, że 
proponowane przeze mnie pojęcie l e k s u pokrywa się niemal całkowicie ze sto­
sowanym w dokumentacji korpusu i – co może ważniejsze, interfejsie użytkownika 
programu Poliqarp – pojęciem s e g m e n t u.
Drugie interesujące nas pojęcie, mianowicie leksem, w omawianych pracach defi­
niowany jest niejawnie, ale w sposób bardzo precyzyjny – dla każdego leksu w jego 
opisie wskazany jest leksem, który jest przez dany leks reprezentowany. W najprost­
szym przypadku wystarczy w tym celu wskazać f o r m ę p o d s t a w o w ą, bardziej 
skomplikowane przypadki omawia Woliński w artykule [25] (s. 43).
5 .  Leksy a  wyrazy
Jak pamiętamy, leksy są ciągami znaków piśmiennych. Zgodnie z koncepcją 
przedstawioną w artykule [7] będziemy leksy traktować jako k s z t a ł t y odpowied­
nich wyrazów. Zgodnie z terminologią wprowadzoną w książce [2] i dodatkowo uza­
sadnioną m.in. w artykule [5] rozróżniamy wyrazy morfologiczne i morfosyntaktycz­
ne. Wyniki analizatora Wołosza bliższe są pojęciu wyrazu morfologicznego, podczas 
gdy w korpusie IPI PAN mamy do czynienia z wyrazami morfosyntaktycznymi.





Leks Pisze ma tylko jedną interpretację (disamb=”1”) w postaci wyrazu morfolo­
gicznego o następujących własnościach
– forma podstawowa pisać wskazuje na odpowiedni leksem;
– klasa fleksyjna fin wskazuje na typ fleksemu nazywany formą nieprzeszłą, co de­
terminuje pozostałe własności morfosyntaktyczne:
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– liczba pojedyncza: sg;
– osoba trzecia: ter;
– aspekt niedokonany: imperf.
Drugi przykład pokazuje, że kropka jest pełnoprawnym leksemem, który ma swo­






Można więc mówić – i ze względów technicznych może to być wygodne – że ist­
nieje odpowiadający temu leksowi wyraz morfologiczny i leksem.
Wspomniana wcześniej haplologia kropki nie stanowi problemu – kiedy trzeba ją 
„rozdwoić”, pojawia się ona wówczas jeden raz jako kształt wyrazu interpunkcyjne­
go, a drugi raz w formie podstawowej odpowiedniego skrótu czy liczby porządkowej 
([14], s. 20–21, 36).
6 .  Zakończenie
Rozważania nad aparatem pojęciowym nie są tylko czysto teoretyczną dyskusją. 
Im spójniejszy i bardziej elegancki jest ten aparat, tym łatwiej jest zaprojektować np. 
interfejs użytkownika dla wyszukiwarki korpusowej, łatwiej go udokumentować i ła­
twiej użytkownikowi nauczyć się nim posługiwać. Jak widać po datach cytowanych 
publikacji, tworzenie takiego aparatu nie jest procesem szybkim i nie można go jesz­
cze uznać za zakończony.
Summary
Several computer systems are discussed. PoMor is a commercial product (mor­
phological anałyser and spelling checker) developed by Robert Wołosz for Mor-pho­
logic. Morfeusz is a morphologic analyser developed by Marcin Woliński. Poliqarp 
(POLyinterpretation Indexing Query and Retrieval Processor) developed by Zygmunt 
Krynicki and Daniel Janus is used to search in a corpus of Polish (http://korpus.pl). 
Both Morfeusz and Poliqarp are freely available for reasearch purposes. The linguis­
tic tools of Michał Rudolf are also mentioned.
The paper advocates the use of lex instead of word or segment for better precision 
and clarity.
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