Abstract-This paper proposes robust beamforming designs for a multiple-input-single-output (MISO) interference channel (IC). Considering the random vector quantization (RVQ) feedback mechanism, we first derive the closed-form expression for the mean-squared-error (MSE) metric by averaging over the noise, the quantization error, and the channel amplitude. With the derived MSE result, we devise the robust beamformer by minimizing total MSEs and by minimizing the maximum per-user MSE. Since the optimizations of both designs are not convex, we first propose an iterative method to find out the solutions for the minimum total MSE criterion, where the transmitter beamforming vectors and the receiver decoding scalars are iteratively obtained. For the other design criterion, we propose an exhaustive search that can transfer the design problem into a feasible search problem. With the same design criterion, we propose another iterative method to find out the solutions, where the decoding scalars and the beamforming vectors are iteratively derived by minimizing MSE and second-order cone programming (SOCP), respectively. The simulation results verify the robustness of both designs when the quantization error exists.
I. INTRODUCTION
M ULTIPLE-input-multiple-output (MIMO) transceivers have received much attention in wireless communication systems due to higher link reliability and spectral efficiency. They have become a key technique in current fourthgeneration (4G) systems [1] and are also expected to dominate future wireless systems. The point-to-point transceiver structures are first devised using various precoders and space-time coding schemes with open-loop and closed-loop channel state information (CSI) [2] , [3] . Gradually, the precoding techniques are extended to the multiuser uplink, multiuser downlink, and broadcast channels [4] , [5] . More recently, the transceiver designs for the multipoint-to-multipoint MIMO interference channel (IC) are investigated to increase the use of the spectral efficiency [6] - [16] .
The interference alignment (IA) technique was carried forward to the transceiver design in the MIMO IC [6] - [12] .
By aligning the interference into a lower dimensional received signal subspace, the intended signals are able to be received in an interference-free subspace. The IA can be thus regarded as the optimal transceivers in the noise-free [asymptotical signalto-noise-ratio (SNR)] scenario. The degrees of freedom (DOFs) of IA are thus widely studied for kinds of transceiver pairs [6] - [11] . On the top of the IA technique, the alternative transceiver design for the MIMO IC is to adopt the minimum mean-squared-error (MMSE) criterion, which can effectively improve the bit-error-rate (BER) performance, particularly in the intermediate SNR region [13] - [15] . Previous studies propose the min-sum mean-squared-error (MSE) design and the min-max per-user MSE design that considers the fairness issue [13] . In [14] , the authors address the same design with weighted MSE. The min-max per-user stream MSE design is also devised in the MIMO IC to further improve the performance of each user [15] .
These MIMO IC transceiver designs mainly rely on the perfect CSI to devise the precoders. In realistic wireless communications, the perfect CSI is particularly not available at the transmit side. With the imperfect CSI, the precoder will severely degrade the performance. To overcome the problem, the robust precoder design is then developed to suppress the influence caused by the imperfect CSI.
In general, the robust designs are developed by two kinds of imperfect CSI, i.e., the stochastic and deterministic (or worst case) models. The stochastic model often assumes the channel to be complex Gaussian distributed and the statistics are well measured, such as mean and covariance. This assumption is reasonable since the estimated CSI is unbiased, and CSI error is modeled Gaussian distributed and independently quantized CSI by the linear MMSE estimator [16] . The precoders are then devised by optimizing the average or outage performance [17] , [18] . Alternatively, in the deterministic model, the instantaneous channel cannot be precisely known, where the uncertainty part of the channel usually describes as the uncertainty region and is defined by some norm formulation. The precoders are then developed to meet a performance level for any channel in the uncertainty region. The design is finally equivalent to optimize the worst-case performance, usually leading to max-min or min-max problems [19] - [21] .
Recently, the robust precoders have been carried forward to the MIMO IC systems, either with the stochastic or with deterministic models [13] , [16] , [22] , [23] . In [22] , the channel uncertainty is modeled as the bounded CSI noise model, and the robust beamformers are invented by optimizing a worstcase capacity. With the bounded CSI noise, the robust precoders are conducted by the minimum worst-case SINR criterion [16] .
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These designs focus on the worst-case quality-of-service (QoS) constraint problem for which the QoS constraints are guaranteed for all the possible CSI errors in a bounded uncertainty set. Those designs with the deterministic model seem too pessimistic. An alterative way is to use the stochastic model characterizing the QoS performance constraints in terms of an outage probability. The outage-based robust beamforming design is carried out in the multiple-input-single-output (MISO) two-tier heterogeneous networks, which guarantee the outage probability under a predefined threshold [23] . In [13] , the precoders are devised with MMSE criterion in the MIMO IC systems where the channel uncertainty is modeled as Gaussianlike noise. Similarly, analysis of the SINR in a MIMO IC system with the channel uncertainty is described as the complex Gaussian noise. The Gaussian-approximated uncertainty is usually used for the time-division duplex systems by exploring the channel reciprocal property. For the frequency-division duplex systems, the CSI is generally obtained with limited feedback mechanisms. Several limited feedback mechanisms have been developed in point-to-point MIMO systems [24] - [32] . Among those limited feedback mechanisms, the channel shape information (also known as channel direction information (CDI) [27] , [29] ) feedback is very useful. Although conveying the channel quality indicator (CQI) is much easier than the CDI due to the scalar quantization, the channel gain (amplitude) frequently varies much faster than the channel shape. The main reason for this is that the channel shapes are mainly composed of the directions of all the paths, which usually vary much more slowly than the amplitude of channel [33] . Thus, the precoder design with only CDI is still attractive, particularly in the timevarying channel. The simplest way to perform the channel shape information feedback is to exploit the random vector quantization (RVQ) proposed in [31] . RVQ is simple because its codebook is easily constructed by randomly generating a codebook, according to each channel change. The RVQ limited feedback mechanism is generally applied to the beamforming design of the multiuser MISO systems [24] - [30] , [32] . To the best of our knowledge, the robust beamforming design with the RVQ feedback mechanism has yet to be in the MISO IC systems.
In this paper, we will investigate the transceiver designs with the RVQ feedback mechanism in MISO IC systems. When the receiver knows the perfect CSI of all observed channels, the receiver quantizes their CDI and feeds the codeword indices back to the corresponding transmitters. Since only the quantized CDI is available at the transmitter, the beamformer should be devised such that it is robust against the quantization error. We first derive the closed-form MSE expression estimated at the transmitter where the MSE is computed by averaging over the noise, the channel amplitude, and the CDI quantization error. Using the derived MSE, we propose two robust design criteria, i.e., minimizing the total MSE and minimizing the maximum per-user MSE, to design the robust beamformers. Although the beamforming designs can be formulated as optimization problems, it is not easy to obtain the optimum solutions since the problems are not convex. To acquire the tractable solutions, we first propose an iterative method to find the beamformers and the decoding scalars for the design with the minimum total MSE criterion. With the iterative approach, the beamformers can be derived as the function of the decoding scalars, and vice versa. The solutions are obtained as the iterative process is converged. As for the design minimizing the maximum per-user MSE, we propose solving the beamforming vectors with the bisection method, which is treated as a lower complex exhaustive search method. Using the bisection method, the optimization can be then transferred to a feasibility search problem, which is solved until the iteration process is converged. Nevertheless, when the iterations cannot be flexibly allocated, the method is naturally not appropriate. We then propose another iterative method to solve the decoding scalars and the beamformers iteratively by MMSE and second-order cone programming (SOCP). The design is more flexible than the feasible search method since the iteration can be terminated at any moment if necessary. According to the numerical result, we demonstrate that the proposed iterative method can have fewer iterations than that of the exhaustive method.
After the beamformers are determined at the transmitters, the corresponding receivers can know the composite channels, i.e., the wireless channels combine with the transmit beamformers in the dedicated training phase, and the decoding scalars can be then derived from the composite channels [28] . Simulations show the robustness of our proposed designs.
In this paper, vectors and matrices are denoted by boldface lowercase and uppercase letters, respectively. Notations The remainder of this paper is organized as follows. The signal model of MISO IC and the channel model with RVQ are described in Section II. In Section III, the transceiver designs are formulated by two design criteria, i.e., minimizing total MSE and minimizing maximum per-user MSE, and the solutions obtained with the iterative methods are detailed. In Section IV, the performance of the proposed design methods is investigated and verified. Finally, we draw some conclusions in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model of MISO IC
We consider K-user MISO ICs, as shown in Fig. 1 . In the considered system, there are K transceiver pairs. For the ith transceiver pair, there are N i antennas at the transmitter and only one antenna at the receiver. The ith transmitter transmits its signal s i to its destination by using a beamformer (or the socalled precoder), i.e., f i ∈ N i ×1 . Here, the beamformed signal is denoted as x i = f i s i . For simplicity, we consider the flatfading channel, and the channel from the ith transmitter to the kth receiver can be then expressed as a channel vector denoted 
The number of antennas at the transmitter side has to satisfy the maximum DOF [8] . Considering each user is equipped with single antenna in each cell, we can obtain N k ≥ K to perfectly cancel the user's interference [34] .
At each receiver side, it receives the intended signal and the unintended interference from the other K-1 users. Therefore, the received signal of the kth user, denoted as y k , can be expressed as
where n k is the noise at the kth receiver and follows the distribution CN (0, σ 2 n,k ). The transmit signal s k for all k's is assumed to be independent and identically distributed (i.i.d.) with zero mean and variance σ 2 s,k . The power constraint can be then formulated as σ
Parameter P k is the maximum available power at the kth transmitter. The estimated signal at the kth receiver, denoted as s k , is obtained by the one-tap equalizer a k and given by
Thus, the related MSE of s k can be computed as
In (3), we see that the MSE is a function of the channel, the beamformer, and the equalizer. In the following, we will further study the channel effect with RVQ.
B. MSE Performance With RVQ
We assume that the receiver can perfectly estimate the channel. Based on this assumption, the receiver is able to quantize the observed channel vectors with the RVQ mechanism and then broadcast the related codeword indices in the RVQ codebook to the transmitters. Thus, each transmitter knows all the quantized channels and utilizes those pieces of CSI to design its beamformer. As stated previously, we consider the case in which the kth receiver can perfectly know the observed channel vectors h k,i for all i's. At the beginning of each transmission link, the receiver quantizes the channel direction vector, i.e.,
, to a unit-norm vector h k,i and then feeds back the quantized CDI h k,i using B k,i bits corresponding to a codeword in the RVQ codebook to the transmitters via an error-free feedback channel. Quantized channel direction vector h k,i is chosen from a predetermined codebook C k,i = {c
where each codeword is isotropically distributed on the N i -dimensional complex unit sphere. Then, the transmitter uses the quantized CDI, the statistics of the quantization error, and the statistics of channel amplitude to design the beamformers. Using the RVQ mechanism, the true CDI and the quantized CDI have the following relation [27] :
where g k,i is a unit vector orthogonal to h k,i , cos
In addition, at the transmit side, the beamformer can be then designed by considering the quantization error effect in the MSE performance (3). To proceed, we consider the following property first.
Property 1: The random vector has the following results:
where the parameter of B k,i is the number of bits describing the quantized CDI, i.e., h k,i .
Proof:
The results in (5) and (6) have been proved in [27] and [32] . We give the detailed derivation of (7) and (8) in Appendix A.
Considering the RVQ effect in the MSE of (3), the expectation is taken over the noise, the channel amplitude, and the RVQ error. Assuming that each channel element of h k,i is i.i.d., we can have the following property. 
The detailed derivation is given in Appendix B. Then, we can have the kth user's MSE as
where
In the next section, we will propose two types of MSE design criteria with RVQ to devise the transmit beamformer f i .
III. MEAN SQUARE ERROR-BASED TRANSCEIVER DESIGNS WITH RAMDOM VECTOR QUANTIZATION
Here, we design the beamformers in MISO IC systems where the transmitters only know the quantized CDI. Two design criteria are investigated, i.e., the minimization of all users' MSEs and the minimization of the maximum per-user MSE. The later design considers the fairness issue and consequently improves the BER performance.
A. Min-Sum MSE
Here, we study the transceiver design where a set of transmit beamformers and decoding scalars {(f k , a k ), k = 1, . . . , K} are jointly devised to minimize the sum of all users' MSEs and satisfy the individual transmit power constraint. The optimization problem can be then formulated as
where e k is expressed in (11). As we can see, the objective function is not jointly convex for all design parameters; however, it is convex for each of the beamforming vectors (or decoding scalars) when the other design parameters are treated as determined constant terms.
To derive the solution, we express the Lagrangian function related to (12) as
where the parameters of λ k , ∀k, are the Lagrange multiplier associated with the kth user's power constraint. Taking the partial derivative on the Lagrangian function L with respect to beamformer f k and decoding scalar a k , we have the following results:
With the Karush-Kuhn-Tucker (KKT) conditions, we can have the following optimality conditions given by
As shown in (16) and (17), the optimal solutions of f k and a k are mutually dependent. It is difficult to simultaneously solve the pair {f k , a k } for all k's. Therefore, we adopt the iterative approach to overcome the difficulty. Specifically, whenever beamformer f k is estimated at the kth transmitter, the corresponding decoding scalar a k can be derived from (17) , and then, beamformer f k is updated with (16) . If the power constraint (18) related to f k is not satisfied, we have to adjust λ k so that the individual power constraint can be satisfied. Therefore, combining (16) into (18), we find out the updated λ k so that
This solution can be numerically obtained, such as bisection methods. When the updated λ k satisfies (18), we then recalculate beamformer f k according to (16) . This process is repeated until the solutions converge. After f k and a k , k = 1, . . . , K, being conducted, we can compute MSE as (20) , shown at the bottom of the next the page.
B. Min-Max Per-User MSE
The previous design, i.e., min-sum MSE, may lead to the case that a certain user has a poor MSE performance even if the sum of MSEs is small. To avoid this shortcoming, we adopt another method called min-max per-user MSE to minimize the maximum of all user's MSE. Next, we consider the min-max optimization problem expressed as
Like the min-sum MSE problem in Section III-A, problem (21) is still not a convex problem. It is inherently difficult to obtain the solution. Therefore, we propose an exhaustive search method to find the global solution, which is detailed as follows.
Since the MMSE estimator is adopted for each transceiver pair, for given beamformers, i.e., f i (i = 1, . . . , K) , the optimum decoding scalar a k can be derived by (17) . Substituting (17) into (11), we can have the minimum MSE for user k as
Then, we can reformulate the optimization problem as follows:
In light of the first constraint C1, it is not convex. However, if t is not a design variable, we can further formulate it as a second-order cone problem given by
Hence, we propose decomposing (23) into two subproblems, i.e., the inner and outer subproblems. The inner problem solves the SOCP problem in (24) to obtain beamformers, and the outer (28) and substituting the second-order cone formulation (24) into (23), we can reformulate the inner problem as a concise expression (25) , shown at the bottom of the next page, where
Problem (25) is a feasibility search problem. We summarize the proposed exhaustive minimization of maximum per-user MSE design in Table I .
Owing to the search of the feasibility problem, the main drawback of the proposed exhaustive search is its infeasibility in some iterations. In certain situation, more iterations may not be allowed in a severe time-varying channel environment due to the larger latency. Thus, it is more interesting in the precoder design that can only be with a predetermined fixed iteration. Herein, we further propose an alternative iterative method to approach the optimum solution. As we will see, the proposed iterative design is of lower complexity and is more flexibility.
The key concept of the alternative approach is to iteratively derive the beamforming vectors with the known decoding scalars and then the decoding scalars with given beamforming vectors, as the method proposed in Section III-A. Specifically, the optimum beamformers are derived by the min-max
optimization with the fixed decoding scalars. Here, the transmit beamformers are designed via minimizing the maximum of all users' MSEs. With the help of an auxiliary variable t, we can equivalently reformulate the subproblem in (21) as
To solve problem (27) effectively, we aim at reformulating (27) as a SOCP problem. Since the power constraint has been already the second-order cone format, we then focus on reformulating the constraint of √ e k ≤ t as the second-order cone format. Before reformulation, we first give some results required in the derivation process. Note that by (26) and
. (28) Finally, we have the following cone formulation: Thus, the min-max optimization can be further formulated as a SOCP problem given by
The optimization in (34) can be effectively solved via the standard SOCP solver, such as SeDuMi [36] or [37] . Using the standard SOCP solver, we then obtain beamformers, f k 's (k = 1, . . . , K). After the beamformers being obtained, we then proceed to devise the optimal decoding scalars by (17) . f k and a k , k = 1, . . . , K are finally obtained until the iterative process converges.
Comparing the proposed iterative method with the exhaustive method, the resultant beamformers can gradually approach the optimum solution as the number of iterations increases. The iterative procedure can be terminated in any number of iterations if necessary while the beamformers with proposed exhaustive search are obtained when the solutions have converged. By the numerical results in Section IV, we can observe that the proposed iterative method has fewer iterations to reach the performance of the exhaustive method.
C. Computational Complexity
We summarize the computational complexity of the proposed robust designs. Here, the computational complexity values are measured in terms of floating-point operations (FLOPs). For
the min-sum MSE criterion, the complex is mainly composed of f k , a k , and λ k in (16)- (18), respectively. For the complexity corresponding to statistics of (9) and (10), they can be ignored, as compared with f k , a k , and λ k . Define the number of iterations of using the bisection method as I b , which is theoretically limited to ln(σ 2 k ) − ln ε/ ln 2 [35] , and define number of iterations used to iteratively calculate f k and a k as I i . For each k in an iteration, the complexity of
Alternatively, for the min-max per-user MSE, either the exhaustive search method or the iterative method, the main complexity is contributed from the SOCP. The SOCP is generally solved by practical interior-point solver such as MOSEK and SeDuMi [36] - [38] . However, it is difficult to precisely calculate the complexity of those solvers. In general, the solvers conduct the solutions with several iterations, and each iteration requires polynomial complexity typically, such as O(N 3 ), where N is the number of variables [39] . We observe that it is around 10 iterations by numerical results. Therefore, we conclude that the complexity is O(
3 ), which is more complex than the min-sum MSE criterion.
IV. SIMULATION
Here, we evaluate the performance of the proposed robust designs with the RVQ mechanism. The initial beamformers used in (17) tization bits for quantized CDI is four. At their destinations, the receivers perfectly know the channel vectors and subsequently quantize them with RVQ, transmitting the corresponding indices to the transmitters. The binary phase-shift keying modulated symbols are used in the following simulations.
In the first set of simulations, we evaluate the BER performance of the proposed iterative min-sum MSE and min-max per-user MSE methods with the different number of iterations. As shown in Fig. 2 , the performance of both methods is gradually improved as the number of iterations increases. This is because the MSE becomes smaller, compared with that in the previous iteration. When the iterative process continues, the multiuser interference eventually diminishes. The performance of the min-sum MSE and min-max per-user MSE methods is similar due to the following reasons: 1) The interference induced among users is almost identical after a larger number of iterations; and 2) the channel amplitude is unknown at the transmitter, and consequently, the transmitter cannot allocate the power resource properly based on the information of the channel amplitude. However, in the case of a smaller number of iterations, the interference induced among users is not properly canceled yet. The resultant MSE is still high for certain users who do not properly cancel the multiuser's interference. Therefore, the min-max per-user MSE design outperforms the min-sum MSE design because it is the worst-case design in each iteration. The performance of the proposed methods is saturated at the high-SNR region since the quantization error dominates the performance when the noise power is small. We then investigate the BER performance of those designs with the different numbers of quantization bits. Herein, the beamformers are derived with four iterations. As shown in Fig. 3 , all performance curves are saturated due to the fact that the quantization error still results in the significant residual interference between the two users. The designs with a larger number of quantization bits can have better performance since they have a smaller quantization error. When the quantization error is large (i.e., large MSE), the required number of iterations in this case is smaller than the number with a small quantization error. Therefore, four iterations are enough for the beamformers with 2 and 4 bits, and the two design criteria have the same performance according to the similar reason provided in Fig. 2 . However, as for the case of the smaller quantization error (i.e., 6 and 8 bits), four iterations are not enough for the proposed methods to converge. The min-max per-user MSE design consequently outperforms the min-sum MSE design since the min-max approach does its best to enhance the performance of the user with the largest MSE in each iteration. To make it clearer, we investigate the MSE performance of the proposed two designs (i.e., min-max per-user MSE and min-sum MSE) with 4 bits and four iterations. As shown in Fig. 4 , although the sum of all MSEs with the min-sum MSE approach is slightly smaller than the sum MSE with the min-max MSE approach, the worst MSE in the min-max MSE method is much smaller than the worst MSE in the min-sum MSE method, which dominates the system performance. The smaller the maximum per-user MSE, the better the system performance.
In the second set of simulations, we investigate the number of the iterations for the min-max per-user MSE design with the proposed exhaustive and the iterative methods. Here, we use 4 bits for each quantized channel vector and assume that the SNR = 20 dB. As shown in Fig. 5 , the converged number of the iterations is four for the iterative method, whereas the exhaustive search with the bisection method is eight, which is double of the iterative method. In Fig. 6 , we further compare the MSE and BER of the proposed two methods. As shown, both methods have the same performance as the solutions are converged. Since the iterative approach has fewer numbers of the iterations, it has less complex than the exhaustive approach.
In the third set of simulations, we compare the BER performance of the min-sum MSE method with the perfect CSI [13] , the min-max per-user MSE method with the perfect CSI (min-max MSE with perfect CSI), the proposed min-sum MSE method with the perfect CDI, the min-max per-user MSE method with the perfect CDI (min-max MSE with perfect CDI), the nonrobust min-sum MSE method, the nonrobust min-max per-user MSE method (nonrobust min-max MSE), and the proposed robust method with RVQ. Here, the perfect CDI contains the perfect channel shape and the amplitude statistics. Note that the nonrobust design only uses the statistics of the channel amplitude and the quantized CDI without considering the quantization error. The iteration numbers required in the proposed iterative methods are fixed at 16.
1 Fig. 7 shows the BER performance. As shown, the performance of the nonrobust methods is worse than that of the others since the quantization error is not considered in the beamformer design. Since the perfect CDI methods are quantization-error-free, they essentially outperform the robust designs and the nonrobust designs. The performance of the proposed two designs with the perfect CDI is almost identical since the interference between the two users can be alleviated greatly by the derived beamformers after a moderate number of iterations (herein, we fix it at 16). In addition, the beamformers cannot allocate the power properly without the channel amplitude. For the case of the perfect CSI, since the min-sum MSE criterion with the perfect CSI does not consider the fairness issue, the resultant MSE may be dominated by certain users, leading to poorer BER performance compared with the min-max per-user MSE criterion with the perfect CSI.
Next, we addressed the same designs in the three-user MISO IC systems in Fig. 8 , where each transmitter is allocated three antennas. The other parameters are the same with Fig. 7 . As shown, the robust designs can still outperform the nonrobust designs due to the robustness. Moreover, we can see that the proposed robust designs in Fig. 8 are slightly poorer than those in Fig. 7 , and the difference between the robust and the nonrobust designs in Fig. 8 is more apparent than that in Fig. 7 . This is because more users will cause more interference at each receiver as the imperfect CDI considered at the transmitter. Considering the same number of quantization bits for each quantized CDI, the overall MSE of the three-user MISO IC system is thus increased. Since the robust design is developed to suppress the influence caused by the quantization error, it is inherently beneficial to the case with severe quantization error. We can also observe that the BER of the min-max peruser MSE criterion with perfect CSI is slightly poorer than that with min-sum MSE criterion in the low-SNR region. This is because the min-sum MSE criterion has better total MSE performance, which can lead to a lower BER performance in the lower SNR region. In the high-SNR region, BER performance is severely affected by the worst MSE; therefore, the min-sum MSE is better. Then, we extend the designs in Fig. 8 by using 32 iterations. The results are displayed in Fig. 9 . As shown, the performance of both design criteria with perfect CSI is enhanced due to the higher iterations, particularly for the min-sum MSE criterion. The performance of the proposed robust designs is not improved since eight iterations are enough for the robust designs.
Finally, we study the performance of the proposed robust designs with the additional quantized channel magnitude (CM) information. In this simulation, both the CM and the CDI are quantized and fed back to the transmitter. 2 Herein, we adopt an optimum quantizer, i.e., Lloyd's algorithm, to construct the quantized CM codewords and determine the partition region and adopt the min-sum MSE criterion to design beamforming. Three types of quantization scenarios are considered in the design, namely, the proposed robust designs with quantized CM, the design with the perfect CDI and the quantized CM, and 2 Note that herein, the robust designs we considered are only against the quantization error due to the quantized CDI, instead of for the quantized CM. This is because the statistics of the quantization error due to the quantized CM cannot be formulated as tractable formulation, leading to difficulty in conducting the robust design. Therefore, we only consider the nonrobust design in the simulation. How to design the robust beamformers by jointly considering the quantized CM and CDI could be an interesting research problem in the future. the design with the perfect CSI. It is noteworthy that the original robust design is the curve of "robust + 0-bit quantized CM." The BER performance of the robust design with min-sum MSE criterion is first shown in Fig. 10 . As shown, the robust design with the quantized CM outperforms than without CM due to the additional information. Interestingly, the robust design with 3-bit quantized CM is even slightly better than that with perfect CM (see the zoomed part). This is because we use the MMSE as the design criterion. If we observe its MSE performance shown in Fig. 11 , the robust design with perfect CM is slightly better than that with 3-bit quantized CM, which also implies that only few bits of quantized CM is needed. However, the curves are saturated due to the inherent mismatch of the true CDI and quantized CDI, which shows that accurate CDI is important in the MISO IC system. Another finding is that the BER of the few-bit quantized CM (3-bit) with perfect CDI is even better than the perfect CSI, whereas the performance of the quantized CDI (4-bit) with perfect CM is not satisfactory. The result shows that the accuracy of the CDI is much important than that of the CM in the MISO IC design. Alternatively, Fig. 12 shows the beamforming designs with min-max per-user MSE criterion. As the figures have displayed, we still can observe that the robust design with CM is superior to the robust design without CM. However, unlike the design with min-sum MSE criterion, we can observe that the BER of the robust design with perfect CM is slightly better than that with quantized CM due to the optimization of worst-case design.
V. CONCLUSION
In this paper, we have proposed two robust beamformer designs with the RVQ feedback mechanism, i.e., the min-max per-user MSE and min-sum MSE methods. Considering the statistics of the quantization error and the channel amplitude, we derive the closed-form MSE expressions and formulate the robust designs as two nonconvex optimization problems. We first proposed an iterative method for the min-sum MSE design. Then, we proposed a lower complex exhaustive search method for the beamforming design with min-max per-user MSE criterion. In this method, the beamformers are iteratively solved by a feasible set search problem. We further proposed an iterative approach for the same criterion, which is less complicated and more flexible than the exhaustive search method. The simulations verify the robustness of the proposed designs.
APPENDIX A
In Property 1, we have two important results in (7) and (8) . Here, we give the detailed derivation. To calculate E[cos θ k,i ] in (7), we first consider the following lemma.
Lemma [30] : Let v = cos 2 θ = max 
for v ∈ [0, 1]. Thus, the probability density function (PDF) of v is derived as follows: (37) and its corresponding CDF can be computed as
Using the fact that E{S} = 
which completes the proof of (7).
Before deriving E[ h k,i ] in (8) , it is well known that h k,i 2 is chi-square distributed with DOFs 2N i if each element in h k,j is an i.i.d. circular complex Gaussian random variable and the real (imaginary) part of this element has unit power. Assuming h k,i 2 = x, we then have the PDF of x expressed as
Let x = y 2 , and thus, we can decide the PDF of y and calculate E [y] . By the Jacobian transformation method, we can have 
The last equality in (43) follows the equality in [40, eq. 3.461-2, p. 364].
APPENDIX B
In Property 2, (9) and (10) provide important features in computing MSE of quantization error. Here, we give the detailed derivation.
Expanding (9) with the RVQ channel model in (4), we can have
