A simple analytical tool based on stochastic ordering is developed to compare the distributions of carrier-to-interference ratio at the mobile station of two cellular systems where the base stations are distributed randomly according to certain non-homogeneous Poisson point processes. The comparison is conveniently done by studying only the base station densities without having to solve for the distributions of the carrier-to-interference ratio, that are often hard to obtain.
mobile station (MS). In [2] , we have derived semi-analytical expressions for the tail probability ordering have been applied to scenarios of interest in wireless communications in [3] . To the best of our knowledge, this is the first work that uses stochastic ordering to understand large scale random wireless networks. The main result of this paper is Theorem 1 for which Section III develops the necessary tools. The utility of this result is explored in Section IV, by considering several scenarios of interest in modeling the wireless network. The BSs are assumed to have independent and identically distributed (i.i.d.) random transmission powers K i 's and shadow fadings Ψ i 's across BSs. The deterministic path-loss is R −ε , ε > 0.
We assume an interference limited system and omit background noise. We focus on the signal quality of a MS at the origin. The MS chooses to communicate with the BS that corresponds to the strongest received signal power, referred to as the "serving BS". All other BSs are the "interfering BSs". The signal quality at the MS is measured by
, where S indexes the serving BS and i indexes the interfering BSs. Further, R S ≤ R 1 ≤ R 2 ≤ · · · are ordered BS locations.
III. THE STOCHASTIC ORDERING OF C I
In this section, we present the theoretical tools that are used to compare C I tail probability by comparing the equivalent 1-D BS densities λ(r). Since the effect of i.i.d. shadow fading factors and i.i.d. transmission powers can be captured by modifying the BS density as shown in Section IV-D, they are assumed to be 1 for all BSs. The generalization to arbitrary path loss model is given in [2, Section VI], which is also equivalent to modifying λ(r). As a result,
Definition 1.
Let X and Y be two random variables such that P ({X > x}) ≤ P ({Y > x}) , ∀ x ∈ (−∞, ∞), then X is smaller than Y in the usual stochastic order and this is denoted by X ≤ st Y .
If X and Y are the C I at the MS in two different SCSs, X ≤ st Y implies that the MS in the SCS corresponding to Y is more likely to achieve better signal quality than in the SCS corresponding to X.
represent the set of distances of BSs from the MS (indexed in the ascending order of the distance), D k+1 = R k+1 − R k be the distance between two adjacent BSs, and
as a function of the BS density λ(s).
Proof: Equation (1) follows from the properties of Poisson processes [5] , [6] . Equation (2) is 
, where
have the same distribution as aR k 's with λ(r).
As a result, . Moreover, the following special case is a direct corollary of the above result.
Corollary 2. In a homogeneous l-D SCS,
is not a function of the BS density.
Proof: Firstly, recall that the at the MS follows the stochastic order
, if for each q > 0 and a = µ −1
See Appendix A for the proof. Applications of the above theorem are in the next section. Here, we show that the signal quality degrades as the dimension l of the homogeneous l-D SCS increases, for which we need the following corollaries. 
IV. APPLICATIONS OF THE
.
Proof: Note that
, since ∆λ(r) is non-decreasing. This is a contradiction. Thus, ∆λ(µ , i.e.,
. The inequality reverses if β(r) is non-decreasing.
Proof: If β(r) is non-increasing, for any a > 0, the density difference ∆λ(r) =
holds. If β(r) is non-decreasing, the same proof applies with ∆λ(r) = β(r)λ l (r) − aλ l ( r a ).
Hence,
by plugging l = 1, 2, 3 in λ l (r) , respectively; (a) holds because λ 2 (r) = β (r) λ 1 (r), where β (r) = , q ≤ αρ
. As a result, for q ≤ αρ,
and for q > αρ, µ
. Similarly, if α < β, we can show
C. Comparison of Path-loss Models
Here, we compare the .
Hence, a simple proof that does not require solving the distribution of
gives the expected result that a channel with a greater path-loss exponent has a better C I
. The following corollary establishes a similar result between two popularly used path-loss models [7] .
Corollary 6. In a homogeneous l−D SCS with a BS density λ 0 , the received signal of a MS located at the origin satisfies
corresponds to path-loss
with h 1 (r) = r ε 1 , r ≥ 0 and
corresponds to the path-loss
where ε 2 > ε 1 > l. The opposite conclusion holds when ε 1 > ε 2 > l.
Proof: At the end Step 2,λ 1 (r) =
is a non increasing function. As a result, Corollary 4 holds and hence
. Thus, the system with the path-loss model
has a better signal quality compared to that of
. Now, when ε 1 > ε 2 > l, β (r) is a non decreasing function and
D. Shadow Fading and Random Transmission Powers
In all the results until now, the shadow fading factors and the transmission powers for all the BSs were constant. Here, we generalize to the case when they are random variables, i.i.d. , where E is the expectation operator w.r.t. Ψ and K, which has the same distribution as Ψ i and K i , ∀ i, respectively. This holds as long as the expectation converges.
Proof: For the random shadow fading and transmission powers case, the C I defined in Section II can be written as 
V. CONCLUSIONS
This paper is an extension to our previous work in characterizing the C I of a SCS in [2] .
The study of the is not in closed form [2] and it is difficult to form an intuition about such networks. As a result, most of the to the cumulative BS density.
If R 1 denotes the distance between the serving BS and MS in the 1-D SCS,
where Q µ(R 1 ), and Q is an exponential random variable with mean 1.
Equation (a) is obtained by conditioning w.r.t. R 1 . Equation (b) is obtained by express-
To show that the BS density λ 1 (r) gives a worse
than λ 2 (r) does, one needs to show that
for all q > 0, where the condition of the domain of the BS density is because the locations of interfering BSs only depend on the BS density in that domain. Next, define a = 
As shown in [2, Appendix B], the total interference power can be expressed as 
