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The determination of the most stable structures of metal clusters supported at solid surfaces by computer simulations
represents a formidable challenge due to the complexity of the potential-energy surface. Here we combine a high-
dimensional neural network potential, which allows to predict the energies and forces of a large number of structures
with first-principles accuracy, with a global optimization scheme employing genetic algorithms. This very efficient
setup is used to identify the global minima and low-energy local minima for a series of copper clusters containing
between four and ten atoms adsorbed at the ZnO(101¯0) surface. A series of structures with common structural features
resembling the Cu(111) and Cu(110) surfaces at the metal-oxide interface has been identified, and the geometries of the
emerging clusters are characterized in detail. We demonstrate that the frequently employed approximation of a frozen
substrate surface in global optimization can result in missing the most relevant structures.
I. INTRODUCTION
NOTE: The following article has been submitted to The
Journal of Chemical Physics. After it is published, it will
be found at https://aip.scitation.org/journal/jcp.
Supported clusters, with the cluster and the support being
either metals or oxides, are an active area of research1–5 in
surface science and catalysis. Accordingly, they have been
studied extensively both with theoretical6–8 and experimen-
tal9–12 methods. A prominent example for such catalysts that
is used in the industrial synthesis of methanol13–15, consists
of ZnO and Cu nanoparticles. Given the commercial impor-
tance of methanol as a solvent and as a reagent, this system
has received a lot of attention in recent years, and many the-
oretical16–20 as well as experimental21–26 studies are available
with the aim of unraveling the structural details of this system.
Computer simulations can provide valuable information,
complementary to experimental data, but theoretical studies
of supported clusters are hampered by several challenges. The
first one concerns the system size, as supported clusters can be
very large containing hundreds or even thousands of atoms,
and large supercells are needed for realistic structural models
of the support to prevent spurious interactions between ad-
sorbed clusters and other finite-size effects. This rules out the
use of demanding electronic structure methods like density-
functional theory (DFT) for all but the most simple systems,
as most simulation techniques like molecular dynamics (MD)
or Monte Carlo (MC) require the computation of thousands to
millions of configurations.
Simple and thus computationally cheap empirical poten-
tials would allow to study a large number of structures, but
reliable atomistic potentials for supported clusters, which pro-
vide a direct functional relation between the atomic positions
a)Electronic mail: joerg.behler@uni-goettingen.de
b)Electronic mail: martin.paleico@uni-goettingen.de
and the potential energy, are difficult to construct due to the
complex and diverse bonding and interactions present in these
systems, and consequently they are available only for a few
systems27,28. Thus the second challenge is the lack of reliable
potentials, which are able to cover the wide variety of atomic
environments and bonding patterns present in the nanoparticle
and the support.
A possible solution to this dilemma is offered by machine
learning (ML) potentials29–31, which can provide very accu-
rate potential energy surfaces (PES) based on reference data
sets for representative configurations obtained in electronic
structure calculations. Once constructed, ML potentials al-
low to compute the energies and forces of large systems in
a very efficient way enabling the study of realistic structural
models, while the first-principles accuracy of the underlying
reference method is essentially maintained. Starting with the
seminal work of Doren and coworkers in 199532, the tech-
nology of ML potentials has made rapid progress in recent
years, and many algorithms are available, like neural network-
based approaches33–39, Gaussian approximation potentials40,
moment tensor potentials41, spectral neighbor analysis poten-
tials42, and many others. Here, we utilize high-dimensional
neural network potentials (NNPs) proposed by Behler and
Parrinello in 200743–45 to study small copper clusters sup-
ported on the (101¯0) surface of ZnO. High-dimensional NNPs
of this type have been used successfully in the past for a series
of related systems like copper46, brass nanoparticles47, zinc
oxide48, water at copper49 and zinc oxide surfaces50, and also
for the copper-zinc oxide system18.
Specifically, here we use NNPs to perform genetic algo-
rithm (GA)51,52 based global optimization (GO) searches of
pure copper clusters containing between four and ten atoms
supported on the low index zinc oxide (101¯0) surface. Other
recent papers53,54 have shown the usefulness of such a com-
bined NNP+GA approach. Combining both algorithms allows
for generating a new potential for a target system “on-the-fly”,
while at the same time requiring a minimal amount of elec-
tronic structure calculations. The generated NNP is then used
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2to run GA searches, and good candidates from this GA search
are used to further refine the potential. This procedure could,
in the future, easily be adapted to run automated global opti-
mization searches on a wide range of materials.
Previous GO searches of this or similar systems utilized ei-
ther parametrized classical force fields20, or relied on ab-initio
calculations, which requires them to pre-optimize the clus-
ters in an isolated configuration in vacuum55 before depositing
them on the surface. The NNP allows us to easily include the
influence of the support on the optimized clusters in the GO
search, without needing to resort to isolated clusters. Addi-
tionally, it allows us to run much longer GA searches which
provides for better sampling.
The paper is organized as follows: Section II summarizes
the key concepts of high-dimensional NNPs and GA searches.
In Section III we describe our computational setup for the
reference DFT calculations, the procedure for generating the
NNP data set, the parameters for the NNP construction and
the details of the GA search. In Section IV we present our re-
sults addressing the structural properties of the clean ZnO sup-
port (IV A), the global minimum and low-energy local minima
from Cu4 to Cu10 (IV B), the interface structures (IV C), the
geometric properties of the optimized clusters (IV D) and the
role of a possibly frozen support surface (IV E). Finally, we
draw our conclusions in Section V.
II. METHODS
A. Neural Network Potential
Neural networks (NN) are one of the main methods in use
in the realm of machine learning. They are capable of repro-
ducing any well-behaved function56, such as the potential en-
ergy surface (PES) of a system of atoms, if a set of points
where the function has been evaluated is available. In the
present work we utilize fully connected, high-dimensional,
feed-forward neural networks introduced by Behler and Par-
rinello43,45, which are constructed to reproduce reference data
sets containing the energies and forces obtained from ab-initio
calculations for a diverse set of structures.
In the Behler-Parrinello approach, the system for which the
energy and forces are to be predicted is broken down into
atomic environments, each of which consists of a central atom
and all other atoms within a certain cutoff radius. Each of
these subsystems is processed by a separate feed-forward NN,
unique to each element but shared across atoms of the same
element. Each of these elemental NNs possesses the same set
of weight parameters, and predicts an atomic energy contribu-
tion as a function of the chemical environment. These atomic
energies are then added to provide the total potential energy of
the system. Analytic gradients to determine the atomic forces
are readily available.
In the input layers of the atomic NNs the information about
the atomic environments is provided using vectors of sym-
metry functions57. These serve as structural fingerprints with
the required translational, rotational and permutational invari-
ance. In a training process the weight parameters and biases
connecting the different nodes of the network are adjusted un-
til the output matches the available ab-initio reference data.
For this, it is necessary to sample the PES of the system,
by performing single point calculations at different positions
of this PES. Once the NNP has been trained, it is able to
predict the energies and forces at a fraction of the computa-
tional costs of the underlying electronic structure method, and
can be applied to much larger systems than are accessible by
DFT. For all details about the method, the training process
and the validation strategies for high-dimensional NNPs the
interested reader is referred to a series of recent reviews of the
method44,45,58
B. Genetic Algorithm
Genetic algorithms51,52 are a class of global optimization
algorithms. They rely on codifying the properties of the sys-
tem in form of “genes” of a given configuration, assigning a
fitness criterion, which in the case of global structural opti-
mization often is the potential energy, but other target crite-
ria are possible59, and then selecting and crossing over these
genes with the purpose of generating new, fitter candidates.
Along the way, variability is introduced into the candidate
pool in the form of mutations that directly affect this genome.
The final goal of this GO algorithm is to quickly generate and
evaluate candidates, exploring the configuration space until
the fittest candidate corresponding to the global minimum is
found.
GA can be utilized for optimizing different kinds of sys-
tems60, and the procedure is rather standardized for struc-
tural optimization of atomic systems61–65. The genes in
this case consist of the coordinates of the atoms of inter-
est, and elemental composition for multi-elemental systems.
Crossovers between candidates are achieved by cutting the
system along random planes52 and recombining the gener-
ated parts while maintaining the system’s size and stoichiom-
etry. After crossover events, the new configurations are mini-
mized, in an approach similar to basin hopping Monte Carlo66
(BHMC), and it is acknowledged that both algorithms in fact
sample the same transformed PES configuration space66.
Strictly speaking, a genetic algorithm requires that the
properties of the system are encoded into strings that can then
be mutated and combined, such as for example listing the ele-
ments at given positions of a defined crystal structure59. Mod-
ifying directly the coordinates of the system as we do in this
work is more akin to modifying the phenotype rather than the
genotype of the configurations. This kind of algorithms are
more accurately described as “evolutionary” algorithms. We
nonetheless refer to it as a genetic algorithm throughout the
text as this is the more commonly in-use designation, and evo-
lutionary algorithms are a subset of genetic algorithms.
The fitness is usually evaluated through the potential energy
since the goal is to find the lowest energy configuration. Mu-
tations are applied as direct, large-scale modifications to the
coordinates of the candidates, such as mirrorings through a
plane, i.e., discarding one half of the cluster and mirroring the
other half, which leads to new configurations if the original
3cluster was not symmetrical through that plane; or rotations,
such as partial rotations of a section of a cluster, or rotations of
a supported cluster over a support. This results in a rapid ex-
ploration of the PES by generating and evaluating thousands
of structurally different candidates in quick succession.
Some GAs make use of a generational ansatz, where the
algorithm proceeds in steps by fixing the fittest population,
generating new candidates, evaluating them, and proceeding
to recalculate and update the fittest population. This ansatz is
ideal for ab-initio based searches, since there is a long wait
time for evaluating the new population that can be partially
reduced by parallelization within a generation. This has been
shown not to be necessary for a successful GA search67, and
our NNP based calculations are extremely fast compared to
similarly sized ab-initio relaxations. For this reason we utilize
a continuous approach, where the fittest population is updated
every time a relaxation is finished, and new candidates are
continually pulled from this population.
Mutations are the key for efficiently exploring the PES.
Similar to Monte Carlo simulations, poor mutations will ad-
vance the system through an inefficient route, and only rarely
new good structures will be generated. Mutations should thus
result in big changes to the candidate, but at the same time
generate “reasonable” structures, which is aided by the final
geometry relaxation every candidate goes through. In our
case we have made use of the following mutations, which are
applied only to the atoms belonging to the cluster, while the
atoms of the support only change positions in the subsequent
local geometry optimizations:
1. Rattle mutation: Inspired by basin hopping Monte
Carlo66, all atoms in the cluster are displaced at random
up to a maximum amount. The displacement is slightly
biased in the positive z direction to avoid atoms pene-
trating into the support. This move helps the cluster to
expand across the interface with the support and also to
grow in height.
2. Twist mutation: The whole cluster is twisted by a ran-
dom angle around a vector that passes through its cen-
ter of geometry (COG) and is perpendicular to the slab
surface. We note that the COM is used here as an
element-independent generalization instead of the also
frequently used center of mass (COM) of the cluster,
since the COM does not coincide with the COG for
clusters with more than one element. The cluster is also
lifted a small random amount in the z direction to avoid
repulsive overlaps with the topmost surface atoms. This
move helps the cluster to align itself with the atomic
patterns of the support.
3. Angular mutation: Several atoms of the cluster are
picked based on their distance to the COG with the fur-
thest away atoms being picked first, and displaced to
positions on a hemisphere centered on the COG and
whose radius is the average distance of all atoms in
the cluster to the COG. This move has been inspired
by Rondina et al.68, which describe other possible in-
teresting moves that can be adapted from BHMC. This
move helps the cluster grow out in a 3D mode, avoiding
flat clusters.
4. Mirror and shift mutations: A random plane passing
through the COG of the cluster is selected, and the
cluster is mirrored through this plane. To avoid fre-
quent overlaps at the mirror plane, the mirror image is
shifted a small amount away from the plane at random,
which increases the acceptance ratio of the move. This
move helps to generate more symmetric configurations,
which tend to have a lower energy.
5. Molecular dynamics mutation: A short MD simulation
in the NVT ensemble (constant number of particles,
volume and temperature) is performed including cluster
and support atoms at high enough temperatures ensur-
ing that the cluster atoms are mobile, which can even be
above the melting temperature of the cluster, and then
the system is cooled down slowly to avoid completely
amorphous configurations. This move is inspired by
simulated annealing69 and minima hopping70 optimiza-
tion procedures, and it is well-known that MD is good
at finding transition paths over low energy barriers70.
The cluster is thus allowed to naturally jump over po-
tential energy barriers as provided by the available ki-
netic energy. This takes advantage of the shape of the
PES, instead of being completely random such as the
rattle mutation. This move is more expensive to run,
since it requires a couple of thousand of MD steps, and
it would be extremely expensive to implement in an ab-
initio based search, but it is straightforward to perform
with the NNP approach. Even then, this move requires
more computing time than the other simple mutation
plus local relaxation moves. For this reason, this move
is given a lower occurrence probability.
Interatomic distances, within the cluster as well as between
cluster and support, are checked after every type of move to
avoid too repulsive atomic overlaps, and if this check fails the
mutation is repeated a number of times until successful, or dis-
carded if too many failures accumulate. This is most relevant
for ab-initio based GA searches, where long relaxations due
to closely overlapping atoms would cost a lot of computation
time. But, this is still important in our case, since unphysical
atomic positions can give rise to configurations that are out-
side the training set of the NNP, leading to less reliable energy
and force predictions due to extrapolation.
We find it necessary to remark that although the moves
might bias the final cluster shape in certain directions, they
only provide an avenue of change, since in the end the energy
of the cluster as evaluated through a particular force field dic-
tates whether the structures are accepted or not. This means
that it is hard to over-bias the cluster, but on the other hand
it is possible to not offer enough mutations, resulting in the
cluster exploring only a part of the configuration space.
A key component to a successful GA run is maintaining
structural diversity in the breeding population. Otherwise, this
population can become overrun by a small number of very
fit candidates, which leads to always breeding the same chil-
4dren configurations and the GA search stalling. This struc-
tural diversity can be achieved in a number of ways, such as
penalizing candidates that have already been chosen for breed-
ing67. In general, a way of quantifying structural similarity is
needed. In this case we use an interatomic distance compara-
tor61, which is insensitive to rotations and translations of the
compared atoms. A first filter is applied comparing the ener-
gies of the structures in question. Afterwards, the comparator
value is calculated employing the interatomic distances. This
comparator is quick to compute and easy to calculate, which
makes it ideal for this application. In our experience it is ef-
fective at keeping the breeding population distinct.
The size of the actively breeding population is kept fixed
at a predefined maximum number of candidates, which corre-
spond to the fittest candidates that are also structurally differ-
ent. The fitness criterion is calculated as71:
fi = 0.5∗ (1− tanh(2 · (Emax−Ei)/(Emax−Emin)−1)) (1)
where fi is the fitness of a particular candidate, Ei, Emin and
Emax correspond to the energies of the candidate and the min-
imum as well as maximum energies in the whole population.
This creates a fitness distribution that falls sharply as we get
away form the optimal candidate and has a constant low value
for the worst candidates.
Candidates are then extracted at random from this popula-
tion utilizing a roulette wheel algorithm72, where the follow-
ing criterion is evaluated,
fi > fmax · ran(0.0,1.0) , (2)
to decide if a candidate is kept, where fi is the fitness of the
randomly chosen candidate, fmax is the fitness of the fittest
candidate, and ran generates a random number between 0.0
and 1.0. With this equation, fitter candidates will tend to get
chosen more often since their ratio of fi/ fmax will be closer to
1.0, but all candidates in the active population have a non-zero
chance of being picked.
Other GO methods have been considered for this system.
Grid-based73 optimization methods are not ideal for our pur-
pose, since the resulting atomic grid of the clusters is not
known beforehand, and as seen in the Results sections, is can
be strongly modified by the support. Instead, methods with
flexible grids could be tested74. BHMC66 is in our experi-
ence too slow, since structures are still connected through a
Monte Carlo-like chain. Instead, GA offers the advantage of
evaluating many structures in parallel. Of course, a number
of BHMC simulations could be run in a trivial parallelization
approach, but GA benefits from biasing future candidates with
information from previous candidates, thanks to the crossover
operations.
III. COMPUTATIONAL DETAILS
A. Density Functional Theory Calculations
The reference method we have used to generate the train-
ing set for parameterizing the NNP is density functional the-
ory (DFT)75,76, as implemented in the Vienna Ab initio Sim-
ulation Package (VASP)77,78 version 5.4.4. This software
performs periodic DFT calculations with plane wave basis
functions treating the core electrons with PAW pseudopo-
tentials79,80. We have utilized the pseudopotentials recom-
mended by the VASP manual for each element. We have cho-
sen the generalized gradient approximation (GGA) functional
suggested by Perdew, Burke, and Ernzerhof (PBE)81 to de-
scribe electronic exchange and correlation.
We have run convergence tests for all relevant settings of
the DFT calculations, until energy and force values converged
below the aimed NNP root mean squared errors (RMSE), i.e.,
1 meV/atom for total energies and 100 meV/Bohr for the
forces. For this purpose, we utilized a plane wave cutoff of
500 eV, and a k-point grid of 12×12×12 for the 3.61 Å cubic
unit cell of fcc Cu containing 4 atoms. For larger supercells
the number of k-point has been scaled accordingly to ensure a
similar level of convergence. For slab systems, at least 13 Å
vacuum have been used in the z direction perpendicular to the
surface to minimize interactions with the periodic images of
the slab. We applied a Gaussian smearing at the Fermi level,
with a 0.1 eV σ factor. An example input file for VASP with
a complete list of the settings is given in the supporting infor-
mation.
Although the NNP can be trained to DFT reference data in-
cluding dispersion corrections82–84, which are often problem-
atic in GGA functionals, we have not done this in the present
work. The reason is that in particular the dispersion-corrected
PBE functional often yields overbinding, which is present to
some extent also for the plain PBE functional, and too small
lattice constants are obtained with commonly used correc-
tion schemes85–87, which is in agreement with previous re-
ports of overbinding88 for certain exchange-correlation func-
tionals. As we consider a good prediction of the bulk prop-
erties of copper and zinc oxide as important, we have chosen
the uncorrected PBE functional providing the most accurate
description. It should be noted that, as discussed below, the
energy differences between local minima can be very small
and the subtle energetic ordering can change depending on if
and which dispersion correction scheme is used.
B. Generation and Composition of the Reference Data Set
The key to generating a reliable NNP is to produce a ref-
erence data set covering all atomic environments that are
relevant for the chosen type of simulation. Since carrying
out these electronic structure calculations is the most time-
consuming step of the NNP construction, this data set should
be kept as small as possible. This avoids wasting computa-
tional time on calculating ab-initio data on configurations that
a given type of simulation will not visit, or the reverse, missing
training data for configurations that emerge in a simulation.
For example, Monte Carlo simulations are more likely to visit
high energy configurations corresponding to less-favorable
relative atomic positions when compared to molecular dynam-
ics simulations, that generate trajectories guided by the inter-
atomic forces.
5Figure 1. Phases followed in the construction of the NNP dataset, as described in more detail in the main text. Phase I corresponds to generating
known structures with small modifications, in phase II we perform simulations with these structures with the usual simulation methods such
as MD and MC, and in phase III we proceed to perform a cyclical GA search for new structures.
It is thus important to tailor the structure generation method
to the simulations being performed, and if possible to inte-
grate both processes46. Several aspects need to be consid-
ered. Structures need to be generated covering a wide range of
the PES, but not at random since this samples irrelevant high-
energy regions. Structures also need to fit within the available
computational resources, i.e., they should contain only up to
about 200-300 atoms per structure in case of DFT, while also
avoiding to compute identical or very similar environments
repeatedly.
The protocol we have followed for the generation of the
NNP in the present work can be summarized and categorized
into the following phases, also presented in fig.1:
In phase I, structures are generated from known configu-
rations, i.e., known crystal structures and surface models, for
which either experimental data or theoretical information is
available. In our case, this corresponds to Cu and ZnO bulk
structures in their fcc and wurtzite crystal structures, respec-
tively; low Miller index surfaces of both materials, and Wulff-
shape nanoparticles. Additionally, the NNP includes some ad-
ditional data for brass structures47. These base structures are
then modified in a well-defined way. For example, the ex-
perimental lattice parameters and interatomic distances of the
bulk structures are varied in a small range, to accommodate
for possible DFT deviations from the experimental values, and
to provide the NNP with more information around the equi-
librium conditions. Additionally, thermal distortions are em-
ulated by randomly displacing the atoms around their equilib-
rium positions, which is also important to break the symme-
try of the atomic configurations. For slab structures, different
numbers of layers are included. This results in a NNP that
is applicable to a narrow range of conditions centered around
the base structures, and is useful for finding simple structural
and energetical parameters18, such as lattice constants, bulk
moduli, and surface energies.
In phase II, NVT and NPT ensemble simulations are uti-
lized. With these simulations the system is naturally allowed
to explore the available configurations at given temperatures
and pressures. Included in this is melting and subsequently
cooling the systems to introduce realistic liquid and amor-
phous environments into the data set, which would be diffi-
cult to achieve with the procedural methods of phase I. Struc-
tures are sampled at regular intervals, e.g. every couple of
picoseconds, or by utilizing an ensemble of NNPs44,46 to scan
specifically for new configurations. After phase II, the NNP is
usually able to perform long NVT and NPT MD simulations
without visiting unsampled regions of the PES. In the present
case we require both high energy configurations, generated
e.g. by GA mutations and crossings, which are not well sam-
pled in a canonical ensemble, and close to equilibrium low en-
ergy structures. Other simulation methods that allow the NNP
to explore reasonable sections of configuration space are also
useful, such as Monte Carlo atom swaps47 that exchange el-
ements, simulated annealing69, and semi-grand canonical en-
semble simulations89.
Phase III aims to include high-energy structures and con-
sists of two parts. First, random copper clusters are generated
on different ZnO surfaces. Structures are checked for short in-
teratomic distances and rejected if atoms are too close together
to avoid unphysically large, spurious repulsive forces, which
can lead to problems both in the DFT calculations and in the
fitting procedure. We set this threshold at 20% below the
nearest neighbor distance for the respective material, which is
sufficient to cover the usual deviations from this distance ob-
served in clusters and provides the required information about
the relevant repulsive parts of the PES. This enables the NNP
to perform the second part, where iterative GA searches are
carried out. In this iterative approach, GA searches are run
based on a given NNP for different cluster sizes, which is very
fast. Both minimized and unrelaxed structures resulting from
6a mutation or crossover operation are then extracted and eval-
uated, again utilizing an ensemble of NNPs44,46. With this
procedure we obtained about 200-500 new structures per GA
run. These structures then have been recalculated by DFT, a
set of new NNPs has been generated for the extended data set,
and this process has been repeated iteratively several times
until convergence has been reached, which is defined here by
two NNPs trained on the same data set agreeing on the predic-
tions for the obtained clusters within the accepted energy and
force tolerance.
Two problems need to be solved in this hierarchical ap-
proach. The first is to avoid recalculating structures that are
already well represented in the data set. The use of ensem-
bles of NNPs can assist the selection, since structures that are
already included will exhibit small errors in all NNPs trained
on this data set, while unknown structures will have very dif-
ferent errors for different NNPs. A complementary method
based on the quick classification of SF sets and atomic en-
vironment descriptions has been employed here as well, and
also other algorithms like CUR are in principle available to se-
lect the most distinct training structures90. Of course, repeated
environments cannot be avoided completely, since for exam-
ple the presence of a slab support will often lead to redundant
atomic environments, in particular in the bottom-most layers
of the support, which hardly change while the cluster and the
top layers are optimized.
The second problem to solve is extracting smaller struc-
tures from the very large systems used in the simulations, once
atomic environments that need to be added to the DFT data set
have been identified. This is a problem particular to the sub-
set of structures derived from supported clusters, since other
structures that we have used in training the NNP (bulk solids,
slabs, etc.) are already intrinsically periodic and designed to
fit within the available ab-initio calculations.
To avoid periodic images affecting the GA search, which
can lead to self-interacting periodic configurations such as
wires and sheets of copper atoms on the surface, the GA sim-
ulations are performed on large slab supports with up to a
thousand atoms. These structures are too large for routine
DFT calculations, and even if they would be feasible, they
would offer very little new information with respect to the re-
quired computational cost since most support atoms are too
far away from the cluster to notably interact. To reduce the
system size for the DFT calculations, we need to extract the
relevant atoms from the simulations47,91 while preserving the
local atomic environment of these atoms. In the particular
case of supported clusters we also need to maintain the peri-
odicity of the extracted subsystems, which is required by the
VASP code, which is not able to perform non-periodic cal-
culations, and, more importantly, for obtaining realistic struc-
tural models without artificially merging ZnO surfaces at the
edges of the periodic boundary condition.
To achieve this, the key realization is that rectangular cuts
that preserve the periodicity of the underlying surface lattice
will also tile periodically correctly. This assumption holds,
of course, if the atoms in the slab have not been substantially
distorted from their equilibrium positions. To account for pos-
sible small distortions due to cluster-support interactions, our
cutting algorithm checks that i) the number of copper atoms
in the cell and in particular the zinc-to-oxygen ratio has been
preserved and ii) in the cut-out subsystem, atomic distances
across the periodic boundary condition are reasonable. This
sometimes requires centering the cutting surfaces on different
atoms of the system until a cut fulfilling requirements i) and ii)
has been found. Additionally, slightly adapting the size of the
cutting box from the the size dictated by the ZnO lattice con-
stants by 1-3% might be required. Taking into account these
considerations, it is possible to obtain periodic subsystems
with minimal mismatch at the cell boundaries that are suit-
able for routine DFT calculations. This procedure is shown in
fig. 2.
C. Construction of the Neural Network Potential
The final data set obtained from the procedures described
in the previous section consists of 73,136 structures cover-
ing about 5 million atomic environments. Therefore, in to-
tal 73,136 energies and about 15 million force components
are available for training the NNP. The data set contains a
wide range of configurations, including bulk, slab, cluster, and
amorphous structures for the subsystems Cu, ZnO, and CuZn
as well as supported cluster structures for the full ternary
(Cu,Zn,O) system.
We have utilized our in-house program RuNNer44,45 for the
construction of the NNP, which is freely available under the
GPL3 license. To choose the best architecture, we have opti-
mized different NN architectures using the hyperbolic tangent
activation function in the hidden layers and a linear function
for the output layer. For simplicity we have chosen to use the
same architecture for each element in the system. The param-
eters of the symmetry functions used to describe the atomic
environments, which have been derived from previous work
on ZnO and Cu18 with some functions removed without sig-
nificant loss of accuracy, are given in the supporting informa-
tion. The resulting errors are shown in Table I. Based on these
errors we have selected the architecture with 2 hidden layers
and 15 nodes in each layer for the subsequent simulations.
This architecture yields a 2.5 meV/atom root mean square er-
ror for the training energies and 59.7 meV/Bohr for the train-
ing forces, with very similar values for the testing data not
included in the fitting process indicating the absence of sig-
nificant overfitting. As further evidence of the quality of the
potential, we present a predicted vs. DFT energy plot in our
supporting information for the structures in our dataset.
D. Genetic Algorithm
Utilizing a NNP for the GA search allows us to perform
the simulations in large cells, with 448 support atoms, with
even larger cells also being possible. Each cell was generated
to have a lateral diameter of at least 20 Å in each direction
of the ZnO(101¯0) surface to provide enough separation of the
clusters from their periodic images, resulting in a final size
of 23.03 × 21.19 Å2, or a 6 × 4 supercell. Each slab was
7Figure 2. Periodic cut algorithm. a) Initial configuration. b) Resulting structure. 1) The atom closest to (or farthest from) the COG is chosen.
2) A superlattice of the original lattice vectors bi is created that completely contains the cutoff radius (rcut) around the chosen atom. Ticks on
the superlattice show multiples of the original lattice vectors. 3) The created structure is checked for consistent stoichiometry, and reasonable
interatomic distances at the periodic boundary. 4) If rejected, modify lattice vectors slightly by a factor fi ( f1 = 0.97, f2 = 1.03) and try again.
If the factor is already too large/small, pick the next atom according to the distance from the COG and repeat the procedure.
Architecture Training Set RMSE Test Set RMSEE (meV/atom) F (meV/Bohr) E (meV/atom) F (meV/Bohr)
15-15 2.5 59.7 3.1 59.6
20-20 2.7 70.5 3.5 69.4
15-15-15 7.4 254.3 9.5 257.3
20-20-20 2.6 73.5 3.4 74.4
Table I. NNPs obtained for different architectures (neurons per hidden layer are given) and root mean square errors (RMSE) for the predicted
energies E and forces F . In bold, the chosen architecture for the GA simulations is highlighted.
generated with enough layers to provide a thickness of at least
7 Å, which avoids atoms on top of the layer from “seeing” past
the atoms on the bottom-most layer due to the NNP symmetry
function cutoff. The vacuum added in the z direction (at least
13 Å) ensures that the top-most atoms of the cluster do not
interact with the bottom-most atoms of the slab through the
PBC.
For each cluster size, the algorithm is seeded by generating
and optimizing 15 clusters starting from random geometries.
These clusters are initialized in an area in the center of the su-
percell to avoid the randomly placed atoms being spread too
far apart, which leads to poor initial structures. Random initial
structures too far from reasonable configurations might lead to
extrapolations of the NNP since the underlying data set sam-
ples mostly the energetically favored compact clusters, while
very high energy configurations, e.g. isolated atoms may not
be covered in all situations with a very high precision, which
is acceptable as they are physically less relevant. Indeed, after
this initial random sampling of the PES the GA search quickly
abandons these initial random structures due to their high en-
ergies.
The supporting clean slab is pre-optimized at the beginning
of the GA search, and then every new candidate cluster is
relaxed together with the supporting interface. We note that
this is sometimes avoided in DFT-based GA simulations be-
cause of the added costs, but as we will show in Sec. IV E,
this can lead to different results. For the minimization we
use the LBGFS algorithm (limited memory BFGS92), with a
maximum force criterion of 0.005 eV/Å and a limit of 1000
evaluation steps, as implemented in the ASE library93. This
optimizer was chosen mainly for being the fastest for our par-
ticular setup and rather robust. Care should be taken that the
structures are properly optimized, as we found that otherwise
false LM can appear in the final candidate pool that relax into
other LM when stricter criteria are used, particularly for small
clusters.
The emerging active breeding population is kept at a max-
imum of 50 structures during the simulations. It is ensured
8to be structurally distinct by utilizing the interatomic distance
comparator61. This comparator has three criteria that need to
be set. We use a minimum total energy difference of 0.1 eV.
If the energy difference between two structures is larger, they
are assumed to be different. A maximum correlation distance
of 0.7 Å, and a maximum cumulative difference of 0.025 Å
are also utilized for the comparison of interatomic distances.
For the last two values, the larger the number, the less “strict”
the comparator is. If a too-strict comparator setting would be
used, small differences in structures within the minimization
convergence threshold might be detected as significant, result-
ing in many clusters corresponding to the same structure. In
our experience, these values are suitable to keep the breeding
population structurally distinct (that is, varied).
The mutation moves we employed have a number of pa-
rameters that can be adjusted. We have utilized the following
set of values:
1. Rattle mutation:
• 60% of the atoms in the cluster are rattled, chosen
at random.
• Maximum displacements of up to 3 Å in the x and
y directions are used. This value is chosen be-
cause the distance between sites on the ZnO sur-
face is also in the order of 3 Å, and we want the
cluster atoms to be able to jump to a neighbor-
ing site. Displacements in the negative z direction
towards the surface are limited to 1 Å to avoid
cluster atoms burrowing into the support, while
positive displacements remain the same as in the
other directions. The probability is uniform in this
range.
2. Twist mutation:
• A vertical offset of 0.5 Å is added to the cluster af-
ter twisting it, to avoid cluster atoms overlapping
directly with the support. This offset is removed
by the geometry relaxation that takes place after
the mutation.
3. Angular mutation:
• between 25 and 50% of the atoms in the cluster
are displaced by the move, starting with the atoms
farthest away from the COG.
• Atoms are positioned at random on a hemisphere
centered on the COG of the cluster, with a radius
that is the average distance of all the atoms in the
cluster to the COG. This radius is then modified
by a random amount between -0.5 and 3.0 Å.
• The mutation can be biased to position atoms to-
wards the top of the hemisphere and thus promote
cluster growth in the z direction by restricting the
allowed spherical angles, but in our case we have
not added this bias.
4. Mirror and shift mutations:
• The angle between the mirroring plane and the
surface plane can be biased to favor mirrorings
parallel or perpendicular to the surface, but we
have left this unbiased in our simulations.
• Mirrored atoms are shifted to avoid overlaps close
to the mirroring plane. This shift is a random
value between 0.0 (that is, no shifting) and 1.5 Å.
Since there is usually already a small gap at the
mirror plane, this amount is sufficient to avoid
serious overlaps given the usual Cu-Cu nearest
neighbor distance (do) of approximately 2.55 Å.
5. Molecular dynamics mutation:
• The MD is run for 3000 steps with a 5 fs timestep,
for a total of 15 ps.
• The temperature is set to 1000 K, which enables
to melt small Cu clusters (the bulk copper melt-
ing temperature is around 1360 K, but due to the
high surface to volume ratio clusters have lower
melting temperatures47,94).
Each search for each cluster size is repeated 4 times, until
3000 structures have been evaluated in each run, for a total
of 12.000 structures. Clusters at each cluster size are then
merged into a single dataset before continuing with the anal-
ysis performed in Sec. IV B. The same structures are usually
found in each run (see fig. 3 a), described below), but the in-
dependent runs are kept as a consistency check, and we can
expect this situation to be different for larger clusters where
finding a given putative GM becomes more difficult74.
The GA search described here has been implemented
around the already available functions in the ASE (Atomic
Simulation Environment) Python library93, version 3.17.0,
with some extra functions as required. In particular all of
the mutations needed to be either modified (rattle and mirror)
or implemented from scratch (the rest) following the library’s
templates. The GA library is based around a database mod-
ule, which makes it easy to store and retrieve structures in an
organized way and query the results of the GA search. Due to
the large amount of structures that can be calculated with the
NNP, the database needs to be purged regularly from about
500 stored structures onward keeping the fittest candidates,
otherwise the updating process for the current population be-
comes excessively slow. Energy and force evaluations were
provided by the n2p2 neural network library95 in combination
with LAMMPS96.
To illustrate the course of a typical simulation Figure 3
shows the results of running four GA searches for the GM
of Cu10. In a) we can see how the GA search quickly finds
the GM in fewer than 300 structures for all runs. The energy
before this point decreases rapidly, and no lower energy struc-
tures are found in the following 2700 configurations generated
in each run (for a total of 3000 structures per independent run).
Figure 3 b) shows how the different mutations (or no mu-
tation, just pairing) affect the energy of the generated relaxed
candidates, for two GA searches for Cu10. The energy is ex-
pressed relative to the parents’ average energy, as given by:
9Property NNP DFT Exp.97
a (Å) 3.29 3.29 3.25
c (Å) 5.30 5.30 5.21
u (frac. dist.) 0.385 0.385 0.382
Table II. Lattice parameters of the ZnO wurtzite structure as pre-
dicted with the NNP, the DFT reference method, and experimental
values.
P= 100∗
( Ecandidate
(Eparent 1 +Eparent 2)/2
−1
)
(3)
where Ecandidate,Eparent 1 and Eparent 2 are the energies of the
relaxed candidate and its two parents, respectively. If the re-
laxed candidate has a lower energy than the average of its par-
ents, P is negative, and we can say that the mutation was “suc-
cessful” in progressing the GA search.
Just pairing with no mutation seems to be the most con-
sistent operation, with energy changes clustering around the
0% mark. Angular mutation moves generate the highest en-
ergy configurations, which is usually a consequence of fewer
atoms being attached to the surface. Molecular dynamic runs
are very effective at generating lower energy configurations,
with their data set the only one with a median energy change
below zero. They still can generate very high energy config-
urations due to the occasional formation of separated isolated
atoms. Rattle, mirror and twist mutations exhibit a similar be-
havior between them, with the twist mutation obtaining the
largest energy gain.
IV. RESULTS
A. Structure of the ZnO Support
The structure of the support is very important for the ob-
tained optimized clusters. For this reason, we have carefully
checked the description of the bulk material as well as of the
relaxed geometry of the ZnO surface provided by the NNP.
The optimized lattice parameters of the bulk ZnO wurtzite
structure we obtained are presented in Table II. They are ba-
sically indistinguishable from the reference DFT results, and
are only 2% above the experimental values97, which can be
ascribed to the employed exchange correlation functional.
For the ZnO(101¯0) surface that we use in this work, Figure
4 shows all the relevant angles and distances as obtained from
a geometry relaxation of a 4 layer, (4× 7) ZnO(101¯0) slab.
We observe the known geometry changes due to relaxation
from the introduction of vacuum interfaces, with layer dis-
tances shortening in particular close to the surface, and tilting
of the ZnO dimers to an angle of 9.85 degrees. These values
are very similar to the ones obtained from DFT calculations,
and to previous results reported in the literature98.
B. Global Optimization Results
In the next step, we have employed GA simulations to iden-
tify the GM and energetically favorable LM structures of a se-
ries of cluster sizes at the ZnO(101¯0) surface. Figure 5 shows
the results of running the GA algorithm for Cu clusters be-
tween 4 and 10 atoms. Four separate runs have been carried
out per system yielding 3000 structures each, and then the re-
sults of the runs for each cluster size have been combined and
analyzed. Before doing this, as shown in Fig. 3 it was con-
firmed that different repeated runs tend to find the same GM
although; since the process is stochastic, this is not necessarily
always the case67. Still, most of the minima have been found
multiple times, within a single run and also across runs.
We find a rich variety of structural patterns. First, we note
that it is possible to detect a number of “geometric fami-
lies” that are consistently present in the best ranked clusters.
One important general trend is that Cu atoms tend to interact
strongly with the oxygen atoms of the surface, preferring a
direct adsorption, or the adsorption between the Zn and O of
a ZnO dimer. Further, they can also be located between two
surface oxygen atoms, like the Cu atom at the bottom of the
image of LM 2 for Cu5 in Fig. 5.
For Cu4, we identify the simplest structural patterns, and
here we can derive our second important principle: Even for
small sizes the clusters already adopt a 3D shape, and do not
lie flat on the surface. The same is observed for all other
cluster sizes, with only a few rather flat configurations being
found among the lowest energy clusters although they do ap-
pear at higher energies. Additionally, if somewhat trivial, the
Cu atoms do indeed form clusters and do not spread across the
support into individual adsorption sites. This clustering is well
known from experimental results even at low coverages21, and
can be predicted from the relative binding and surface energies
of the materials involved99. Some separated clusters are ob-
served in simulations of the larger clusters as a consequence of
certain mutation moves, but these always correspond to high
energy configurations. Finally, we notice that neither here nor
for any other size do the clusters form extended periodic struc-
tures in one or two dimensions, as has been proposed in other
studies20. These kinds of structures were only ever observed
in our simulations for very small periodic cells, which prevent
the formation of non-interacting clusters due to rather high
copper coverages.
Due to the small number of atoms in the Cu4 cluster, it ap-
pears to form only two main structural patterns at low ener-
gies. The first pattern is a truncated square pyramid with only
3 atoms present on the support, which is found in the GM
in Fig. 5 and in LM 5. Notice that the GM and LM 5 are
in fact very different with respect to the support, as the ad-
sorption footprint on the ZnO(101¯0) surface is not symmetric
because of the orientation of the ZnO dimers corresponding
to the polar (0001) and (0001¯) surfaces. In this direction, we
have a short Zn-O distance within the dimers, and a long dis-
tance between different dimers. For both structures, the GM
and LM 5, the three copper atoms attached to the surface are
in the vicinity of oxygen atoms. However, in the GM two of
them are in between two surface ZnO dimers and only one is
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Figure 3. a) Energy progression of seven GA searches for the Cu10 cluster. Lines indicate the energy of the lowest energy configuration found
in a given GA search until that point, with respect to the putative GM. All runs find the minimum in less than 300 structures, and no lower
energy configuration is observed for the following 2700 structures for a total of 3000 structures in each independent run. Arrows and inserts
show selected cluster structures for the red run. b) Percentage energy changes compared to the average energy of the parent structures (see
Eq. 3), for different mutations for two GA searches on the Cu10. “None” means that only a cut and splice pairing has been performed, with no
added mutation. “MD” is the molecular dynamics move described in sec. II B. The lines inside the boxplots shows the median energy change,
the boxplots extend from the lower to the upper quartile of the data, whiskers extend from the 5th to the 95th percentile of the data, circles
show data points outside of the whisker range.
found on top of a dimer, while in LM 5 the opposite is ob-
served. This indicates a preferential direction, since rotating
the cluster by 180◦ does not result in the same support envi-
ronment.
The second pattern for the Cu4 clusters found in LM 1, LM
2 and LM 3 corresponds to small, more or less distorted tetra-
hedra. Perfectly stacked structures like LM 2 and 3 cannot
easily be realized for bigger clusters, but are sometimes ob-
served for specific cluster sizes at higher energies. Notice
that also these structures exhibit the preferential directional-
ity mentioned in the previous paragraph, and are elongated to
some extent in the ZnO dimer direction. Due to their structural
similarity, we cannot fully exclude that these structures are
connected by only small energy barriers or even correspond
to the same shallow minimum, which might also be dependent
on the employed exchange correlation functional or subtleties
of the NNP, and further investigations using e.g. DFT-based
nudged elastic band calculations100 might be used to finally
clarify this question. However, such calculations would be
very expensive to carry out with DFT in our simulation setup.
Finally, we notice that all the Cu4 clusters are seemingly
contained within a (1× 1) surface cell. The clusters do not
form flat 1D or 2D structures, but rather gain height in the z
direction while remaining confined within this box.
For Cu5, many of the structures are natural extensions of
the Cu4 structures. In particular, the GM is the completed
square pyramid with the missing atom added in one corner,
while LM 1 is a distortion of this structure. LM 2 looks like a
extended tetrahedron emerging from LM 1 of Cu4, and shows
a preferred orientation. In LM 3 the distortion of LM 1 ex-
tends to both sides of the pyramid base making it very likely
that this distortion represents true local minima in LM 1 and
LM 3. The local minima LM 4 and LM 5 resemble distorted
structures emerging from the GM of Cu4 by the attachment of
an additional copper atom.
For the Cu6 clusters we notice a number of interesting de-
velopments. The GM now corresponds to the structure of LM
3 of Cu5 with an atom attached. We will call this pattern a
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Figure 4. Structure of the ZnO(101¯0) support, indicating important distances and angles. a) Top view. b) Side view normal to the [112¯0]
direction. c) Side view normal to the [0001] direction.
saddle. For LM 3 we observe a first cluster with distorted
five-fold symmetry, and a number of rather flat clusters occur
that follow the corrugation of the surface in the cases of LM
2 and LM 5. More interestingly, LM 2 is the first cluster to
extend beyond the (1×1) surface cell, which will become the
norm for larger clusters. This new extension is larger in the
“short” direction of the surface, perpendicular to the direction
of the Zn-O dimers. This is reasonable, since this distance is
shorter and thus easier to “bridge over” as the cluster grows.
For Cu7, many of the clusters appear to be directly related to
those at Cu6. The new GM is a direct evolution of the previous
saddle-like GM of Cu6, with another related structure at LM
5. LM 1 and 4 are related to the five-fold symmetry cluster
at the LM 3 of Cu6, and LM 3 is similar to the previously flat
triangular cluster. Of these clusters, only 2 remain within the
(1×1) cell, which are interestingly the lowest and the highest
energy structure, with the rest increasing in footprint.
For Cu8, the GM is a moderately distorted version of the
cluster at the LM 1 of Cu7, with an extra atom added in the
lower left corner of the image, but it can also be thought of
being derived from LM 4 thus unifying two rather stable sub-
patterns. For LM 1 and 5 we notice new modifications of the
saddle, a new five-fold derived cluster emerges in LM 3, and
a first cluster with a buckled hexagonal base pattern plus an
attached atom at LM 4.
For Cu9, the saddle-based pattern once again becomes the
GM. Additionally, at this size all the shown clusters are for
the first time outside the (1×1) cell.
Finally, for Cu10, by attaching an additional atom the previ-
ous LM 1 of Cu9 becomes the GM, with the saddle configura-
tion falling to LM 2. However, it must be noted that in partic-
ular for Cu10 the energy differences are extremely small, and
cannot be resolved with full confidence, neither by the NNP
nor by the underlying DFT calculations.
These analyses of the structural and energetic trends leads
us to a general conclusion: the shapes of these clusters are a
compromise between the interaction between copper and the
support, which would tend to favor spread out, flat clusters,
and the cohesive energy of the copper clusters, which tends
to favor three-dimensional clusters. Additionally, the granular
nature, corrugation and symmetry of the support, with pre-
ferred adsorption sites, and the strain that it induces on the
clusters, complicates this interaction. This is a known effect
that can be observed even with simple potentials101. In Fig. 6
we plot the binding energy of the GM structures as a function
of the cluster size. We define the binding energy as:
Ebinding(N) = Ecluster + slab+
−EZnO slab clean relaxed−N ·ECu atom (4)
where N is the number of Cu atoms in the cluster under con-
sideration, Ecluster+slab is the energy of the whole system, in-
cluding cluster and slab; EZnO slab clean relaxed is the energy of
the initial supporting slab, relaxed and without cluster atoms,
and ECu atom is the energy of an isolated Cu atom as obtained
from DFT calculations, since the NNP has not been trained
with this information. All other energies can be obtained
from NNP calculations. Notice that since the only term that
changes between clusters is Ecluster+slab, this plot also shows
the relative energies between all the clusters. As expected,
we observe a stronger binding (the binding energy becomes
more negative) with increasing number of copper atoms. Ad-
ditionally, the spread in energies within a cluster size becomes
smaller as the clusters become larger.
C. Interface Structure
An interesting question is what local structure the clusters
adopt at the contact with the interface. We can expect that for
very large clusters, far away from the influence of the support,
the central atoms will organize in the geometry of fcc bulk
copper. However, right at the interface, a number of oppos-
ing trends influence the structure. First, it is known that finite
solids such as nanoparticles tend to adopt shapes dominated
by the need to minimize the surface energy, as described by
Wulff102. This, in principle, applies to large structures where
surface and bulk energetic terms dominate, that are in equilib-
rium, with only one element, and more importantly, consid-
ering solid-vacuum interfaces, although attempts have been
made to extend Wulff’s theory to interfacing materials99 and
alloys103. Since here we are addressing very small clusters,
which in addition are strongly influenced by the ZnO inter-
face, we have to take into consideration its effect. The degree
of interaction between the cluster atoms and the support can
lead to new preferred geometries. This can be due to low-
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Figure 5. Global minimum (GM) and first five local minima (LM) for different copper cluster sizes from GA search on the ZnO(101¯0) surface.
Each row corresponds to a cluster size with a number of atoms as indicated on the left, each column corresponds to the ranking within a size.
For each structure the relative energy per copper atom with respect to the GM is given.
13
Figure 6. Binding energy per copper atom (see Eq. 4) for the GM and first 5 LM for the Cu4−10 clusters.
energy interaction sites dictating a given geometry, and spe-
cific surface structures favoring these interactions. This can
be interpreted in various forms, such as strong metal-support
interaction104–106, or the theory of lattice mismatch101,107.
The Cu-ZnO system presents such an inherent lattice mis-
match between the two materials. If we take one low index
surface from each material, it is not possible to produce a co-
incident supercell without straining, i.e., expanding, contract-
ing, or even reconstructing, at least one of the two subsystems.
Such lattice mismatches can induce defects and strain in struc-
tures, which are known to enhance catalytic properties108–110,
and it is still present to some extent for finite structures such
as clusters. It is partially reduced by losing the requirement
for a periodic structure, which allows for lateral changes of
the interatomic distances, but the atoms in the interface area
are still guided by the underlying geometry of the support to
adopt regular positions.
We note that the clusters studied in this work are very
small and thus regular surface facets corresponding to the
low-Miller index surfaces in a Wulff-like picture cannot be
expected, but still small structural features geometrically re-
sembling these surfaces may emerge, which we will now in-
vestigate. The interfacial atoms of the minimized clusters of
Fig. 5 are shown in Fig. 7. For this purpose we define in-
terfacial atoms as those within a 1.6 Å vertical distance of
the lowermost Cu atom of the respective cluster. This inter-
val was chosen as it is thick enough to potentially contain a
monolayer of all the low index Cu surfaces. The ideal (100)
and (111) monolayers are flat, but the (110) monolayer has a
thickness of about 1.275 Å, i.e., one-half of the nearest neigh-
bor distance, d0. The distance criterion has been chosen about
0.3 Å larger than this value to accommodate also distorted
positions of Cu atoms on top of the support, with vertical dis-
tances falling in the range of 1.3 to 1.6 Å. Additionally, those
atoms further away from the substrate are displayed in a per-
spective view with larger radii, providing a sense of the 3D
structure of these interface atoms. Identifying surface features
at the interface in such a heterogeneous system is not trivial,
but we attempt an analysis by a comparison with the well-
known low Miller index surfaces of copper, (111), (100) and
(110), which are known to be the most stable ones111 for the
material in vacuum, in the given order112.
For Cu4 and Cu5 we observe a variety of patterns, including
some triangular configurations. The GM of Cu5 is reminis-
cent of the (100) surface, organized in approximately square
units of Cu atoms. This surface, which is the second most
stable out of the three low index cuts in vacuum, only ap-
pears for the smallest clusters. In LM 3 of Cu5 we observe
the first example of a structural pattern that repeats for many
of the larger clusters: five interfacial atoms, structured as a
rectangle with an atom in the center that is slightly above the
plane formed by the other atoms. Both, the buckled (110) and
the planar (111) surfaces of fcc crystals are somewhat related.
The (111) surface is usually described as a planar layer of
hexagonally arranged atoms, but can also be reinterpreted as
a rectangle plus a central atom-in-plane pattern. Its hexagons
are completely symmetrical with equivalent bonds. The rect-
angle has two characteristic distances: a short one equal to
d0, the nearest neighbor distance of 2.55 Å, and a long one
equal to
√
3a0, the lattice constant of bulk copper, yielding
4.42 Å. The (110) surface is usually interpreted as the rectan-
gle plus central atom pattern, with the central atom belonging
to a higher or deeper layer resulting in a buckled and rather
open surface, but it can actually also be reinterpreted as asym-
metrical tilted hexagons, i.e., they are longer in one dimension
than the other one. The distances in the rectangle consist of: a
short one, which is again equal to d0, 2.55 Å, and a long one
equal to a0, 3.64 Å. This means that actually the (111) and
(110) surfaces are in fact quite similar, with the key difference
being whether the hexagonal pattern is flat or buckled and the
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Figure 7. Interfacial Cu atoms of the optimized clusters in Fig. 5, with the number indicating the interface area per cluster atom as calculated
with the convex hull algorithm. We have defined as interface atoms all those atoms belonging to the cluster that are within 1.6 Å vertical
distance of the lowermost atom of the cluster, enough to encompass up to one monolayer of Cu (110) plus a margin of error. The radius for Cu
atoms has been scaled by distance to the surface (larger as the distance increases) for visualization purposes.
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related consequences for the interatomic distances. We can
smoothly convert from one surface to the other by flattening
the (110) configuration, which causes the other Cu atoms to
move away and increases the length of the long side of the
rectangle.
As can be seen in Fig. 7, at the interface we obtain a mixture
of both behaviors, with clusters showing a structural interme-
diate of both surfaces. Some interfaces are flatter with larger
distances in the long direction (closer to (111)), while in oth-
ers we observe the opposite configuration (closer to (110)). In
fact, this can vary within one cluster size or even one struc-
ture, such as the GM at Cu10, which exhibits two parts with
the two different extremes. In effect we observe structures that
are in a continuum between the two extremes of Cu (110) and
(111), which is a consequence of the cluster shape at the inter-
face adapting to the ZnO surface geometry, while still subtle
distortions resulting from the Cu-Cu interactions are present.
Due to the small size of the clusters they are rather flexible
in shape and none of the atoms has the full copper environ-
ment of the bare metal surfaces in vacuum. This structural
behavior is expected to change with an increasing number of
copper atoms, finally resulting in copper interface structures
more similar to one of the ideal copper surfaces.
D. Properties
In the next step, we have analyzed a number of geometric
properties of the obtained clusters to identify possible struc-
tural trends. Specifically, we have looked at:
• The fractional coordination number113 of the atoms in
the cluster. The fractional coordination number con-
verts the usual integer-valued coordination number into
a continuous value. For an atom within a certain dis-
tance of the central atom, like r0 = 2.55 Å, the nearest
neighbor distance in bulk copper, the coordination num-
ber contribution is 1. For atoms beyond, smaller values
which rapidly decrease with increasing distance from
the coordinated atom are used. In effect atoms beyond
the nearest neighbor distance are considered as partially
coordinating. Here, this avoids rapidly changing co-
ordination numbers due to cluster atoms being slightly
beyond the nearest neighbor distance, which frequently
occurs for small metal clusters.
• The height of the cluster, as given by the difference in
z coordinates of the top and bottom-most atoms in the
cluster.
• The maximum distance of any atom to the center of
mass (COM) of the cluster. This shows the maximum
extent of the cluster.
• The average nearest neighbor distances, for each atom
and for the whole cluster, with neighbors in the cluster
up to 3.0 Å away.
• The volume of the cluster as obtained from the QHull
convex hull algorithm library114. The convex hull algo-
rithm returns the smallest convex polyhedron that con-
tains a collection of points, i.e., the position of the clus-
ter atoms. From this one can derive the properties of a
polyhedron such as volume and surface area, but also
other properties, for instance if an arbitrary point is in-
side or outside the constructed polyhedron.
• The area of the atoms at the interface, also using QHull.
Interface atoms are chosen following the definition in
Sec. IV C, i.e., within 1.6 Å vertical distance of the low-
est cluster atom.
Some of these properties may have catalytic consequences,
such as the coordination number of the cluster atoms, while
others characterize the overall geometry of the clusters. We
have plotted the results in Fig. 8, showing the values for the
GM, and the average value for the GM plus the first 5 LM,
with the bars indicating the minimum and maximum values
of the property within this group.
In Fig. 8 a) we plot the fractional coordination number, and
we can observe that this quantity is not yet saturated for clus-
ters of size 10, since we are still in a rather small size regime
that does not allow to approach the fcc bulk value of 12. The
cluster height in b) does not show any clear trend for the dif-
ferent GMs, and there is quite a spread within each class, but
the average shows a steadily increasing value in spite of the
diversity of the cluster geometries. As expected, the average
nearest neighbor distance in c) slowly approaches the equilib-
rium value (2.55 Å in fcc Cu) from below, i.e., most cluster
atoms are closer than in a bulk environment. This is related
to the pattern imposed by the ZnO support as explained in the
previous section but also a general property of small metal
clusters, as the remaining bonds in undercoordinated atoms
tend to be stronger and shorter.
Fig. 8 d) shows that the clusters slowly increase in radius,
and is the only property where the GMs show a common be-
havior in that all of them are at the average or below indicating
a more compact shape. The plot of interface area with the sup-
port in e) shows a rather slow growth past 6-7 atoms, which
implies that the extra atoms coming into the clusters are not
used to substantially increase the footprint of the cluster on
the support. This might be related to the fact that the clus-
ter needs enough atoms to bridge the sometimes significant
gaps between oxygen adsorption sites on the surface. Finally,
f) shows the interface area, i.e., footprint on the support, to
volume ratio of the cluster, which supports the analysis of e).
Note that most of the GM lie at the lower end of this range,
that is, they tend to optimize their surface to volume ratio, but
this trend may not necessarily extrapolate to larger clusters.
Unfortunately, it does not seem possible to easily differen-
tiate the GMs by utilizing just the calculated properties, al-
though some general trends can be discerned, such as GM
usually being more compact (Fig. 8 d), and with a minimized
interface surface to volume ratio (see Fig. 8 f). We ascribe this
to the overall very small cluster size in this study.
Finally, we have also colored the clusters by those prop-
erties that can be expressed on a per-atom basis, as seen in
Figs. 9 for the fractional coordination number and 10 for the
16
Figure 8. Various structural and geometrical properties of the clusters in Fig. 5 versus cluster size. Each plot contains two curves: the full line
shows the values of the given property for the GM, the dashed line shows the average for the GM plus the 5 LM, with vertical bars indicating
the minimum and maximum values within the group.
shift from the fcc copper nearest neighbor distance. As ex-
pected from the property plots, we observe a gradual increase
in the coordination numbers with cluster size. We observe the
first fully surrounded/coordinated Cu atom with 8 other near-
est neighbor Cu atoms at the center of the GM of Cu9, (see
Fig. 9 Cu9 a). This is the first size that can present a full coor-
dination sphere, and this happens to be the putative GM at this
size. The only other fully coordinated cluster appears as a LM
for Cu10. Although it would be expected for fully coordinated
structures to be energetically favored, this does not seem to be
the case at these small cluster sizes.
In Fig. 10 we similarly observe a slow approach to the
expected nearest neighbor distance of 2.55 Å. Notice that
only two clusters present positive deviations from this near-
est neighbor distance (i.e., a value above 2.55 Å), LM 2 of
Cu4 and LM 3 of Cu9.
E. Frozen Surface Optimization
An interesting question addresses the influence of the sur-
face beyond offering merely a substrate for the cluster. In
particular in ab-initio based searches115,116 the surface is
sometimes kept fixed to save on computational time dur-
ing the multiple minimizations required. In other simula-
tions the surface is kept frozen in first, coarse minimizations
to save on resources and then the best clusters from these
pre-optimizations are further optimized with more expensive
methods and flexible surfaces. This could lead to biased re-
sults if the initial filtering employs a frozen support. But what
happens, if we do not allow the surface to relax to the presence
of the cluster?
To analyze this, we first investigate the effect of the cluster
on the surface. As an example, Fig. 11 shows the distortions
in the ZnO slab for the GM of Cu10. In this case, some of
the atoms below the cluster have been slightly displaced from
their layer, being pulled towards the cluster. Fig. 11 a) shows
in a top view the lateral distortion on the surface of the slab.
We can see that very small lateral distortions reach all the way
to the periodic boundary even for our very large surface cell,
which shows another reason why utilizing large enough opti-
mization cells is important. Smaller cells might inhibit or alter
these distortions, and thus change the energetic ranking of the
clusters. Further we can see that these distortions do not just
follow the symmetry of the cluster but can exhibit pronounced
directionalities close to the cluster due to the asymmetric ori-
entation of the ZnO surface dimers. b) plots this effect in a
cross section for the interior of the slab. In this case, we can
17
Figure 9. Minima from Fig. 5 colored by their fractional coordination number. Average coordination numbers are given as insets.
see that the atoms are modified down to the bottom-most layer.
This effect is also found for other clusters to varying degrees.
This shows the importance of utilizing multiple support lay-
ers, as some ab-initio based GA searches reduce the size of
the support down to even two layers only53,115–118 to save on
computational cost, or freeze the bottom-most layers for the
same purpose. These extra layers are not very expensive for
the NNP, since its computation cost scales well with system
size.
Overall, this effect might seem to be still rather small, but
it clearly demonstrates that there is some notable interaction
between the support and the cluster that requires the support
to slightly deform. As this might have consequences for the
identification of the minimum energy structures, we have re-
18
Figure 10. Minima from Fig. 5 colored by their shift from the bulk Cu nearest neighbor distance (2.55 Å), with average shift indicated in the
insets. Red indicates atoms that have a negative shift from this distance, that is, atoms that are closer together than in the bulk. Blue (only
visible in Cu4 c and Cu9 d) indicates the opposite. White indicates no shift.
peated the GA search for the Cu10 cluster to show how freez-
ing the atoms of the surface affects the results of the search.
The obtained GM and the first 5 LM for the frozen surface are
shown in Fig. 12, in the same format as Fig. 5 for the flexible
surface. We note that in this case the energetic ordering of the
clusters is different, and new cluster shapes appear that are not
present in the flexible case. In fact, the GM of the flexible case
was not observed among the energetically lowest 50 minima
of the frozen surface search. In contrast, a structure similar to
LM 2 of the original search (Fig. 5 10 c)) and to the GM at
cluster size 9 (Fig. 5 9 a)) now become the GM and LM 1. We
can thus see that the flexibility of the support can have a large
19
Figure 11. Structural changes in the ZnO support induced by the GM structure of Cu10. a) Top view of the support atoms that are colored by
their displacement compared to a clean ZnO slab of the same size. Transparent atoms correspond to periodic images outside the simulation
box. The size of the Cu atoms has been reduced for visualization. b) Side view showing the cross-section of the slab cutting through the middle
of the cluster.
Figure 12. GM and first 5 LM for a GA search of Cu10 on the frozen ZnO(101¯0) surface. Top: Normal view (flexible surface see Fig. 5).
Middle Top: Fractional coordination number (flexible surface see Fig. 9). Middle Bottom: Shift from the nearest neighbor distance of bulk
copper (flexible surface see Fig. 10). Bottom: Interface atoms (flexible surface see Fig. 7).
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impact on the relative stability of the studied clusters and on
the identified LM, as overall the energy difference are quite
subtle and not very large. Even though some of the correct
GM and LM structures might reappear in a subsequent sec-
ond optimization in which the frozen substrate constraint is
lifted, at least if there are no sizeable barriers, usually only the
best intermediate structures are further refined, and thus the
best overall structures may be missed in such a second step.
V. CONCLUSIONS
We have performed a genetic algorithm global optimization
search on the most stable structures of copper clusters with 4
to 10 atoms on the (101¯0) surface of zinc oxide employing
a high-dimensional neural network potential constructed for
this purpose using DFT reference data. This search, which
essentially provides results of first-principles quality at a frac-
tion of the computational costs, can be performed in very large
surface cells demonstrating the need to use a flexible support
to obtain meaningful low-energy structures. For the obtained
global and local minima we have extracted important struc-
tural trends that aid in the understanding of the interaction be-
tween both materials. We have shown that a number of struc-
tural families are consistently present among the low energy
configurations, often exchanging their ranking as the cluster
size changes. A detailed analysis of various geometric proper-
ties of these clusters has been performed. In general, the GM
aim to minimize their size and their interface area to volume
ratio. The energy differences within a given cluster size are
often very small, and thus clusters are expected to intercon-
vert at moderately elevated temperatures. In general, we find
that the clusters prefer to interact with the substrate through
the surface oxygen atoms, with the footprint of the cluster
limited to a rather small surface area evidencing the compe-
tition between support-cluster and cluster-cluster interaction.
With respect to the interfacial structure of the clusters and the
support, we observe that at the interface the clusters arrange
themselves in a continuum between Cu (111) and (110) struc-
tures, already starting at cluster size 5, and becoming more
prevalent at larger cluster sizes.
In summary, these results establish a complex picture of
the interaction between the cluster and its support. The clus-
ter needs to 1. interact with the support at specific sites, and
within this constraint 2. minimize its energy. This kind of
strong dependence between cluster morphology and support
properties is already well known in the literature. Studies are
available both for theoretical coarse models99,101, and more
specific atomistic simulations and experimental results104–106,
and is known as strong metal-support interaction.
VI. SUPPLEMENTARY MATERIAL
As described in the text, supplementary material is pro-
vided:
• An example VASP input parameter file.
• Two tables with the parameters for the symmetry func-
tions of the neural network potential.
• A plot of predicted vs. DFT energy for the structures in
our dataset for the chosen potential.
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I. EXAMPLE VASP INPUT FILE
SYSTEM=VASP CALCULATION
#INITIALIZATION
ISTART = 0 # restart from scratch
ICHARG = 2 # initial charge: from atomic charge densities
INIWAV = 1 # random initialization for wf
NELM = 100 # maximum of NELM electronic steps
NELMIN = 2 # minimum of NELMIN convergence steps
NELMDL = -5 # no update/self consistency of charge for NELMDL steps, negative for
↪→ only at the beggining
EDIFF = 1.00E-06 # accuracy for electronic minimization
PREC = Accurate
GGA = PE #x-c potential
ALGO = Fast
#ADDGRID = .TRUE.
ENCUT = 500 #energy cutoff of planewaves
ISMEAR = 0; SIGMA = 0.1;
#Gaussian(0)
#MISC
LREAL = A #projection in real or reciprocal space
NSIM = 8
LASPH = .TRUE. #aspherical contributions
II. SYMMETRY FUNCTION SET
III. ENERGY PLOT
2
Number η (eta) (1/Bohr2) Rshift (Bohr) Cutoff (Bohr)
1 0.001 0.0 12.0
2 0.010 0.0 12.0
3 0.020 0.0 12.0
4 0.050 0.0 12.0
5 0.100 0.0 12.0
6 0.200 0.0 12.0
7 0.050 3.0 12.0
8 0.100 3.0 12.0
9 0.200 3.0 12.0
10 0.500 3.0 12.0
11 0.900 3.0 12.0
TABLE I. Parameters for radial symmetry functions for all element combinations.
Number η (eta) (1/Bohr2) ζ (zeta) λ (lambda) Cutoff (Bohr)
1 0.001 1.0 1.0 12.0
2 0.001 2.0 1.0 12.0
3 0.001 4.0 1.0 12.0
4 0.001 16.0 1.0 12.0
5 0.001 1.0 -1.0 12.0
6 0.001 2.0 -1.0 12.0
7 0.001 4.0 -1.0 12.0
8 0.001 16.0 -1.0 12.0
9 0.003 1.0 1.0 12.0
10 0.003 4.0 1.0 12.0
11 0.003 1.0 -1.0 12.0
12 0.003 4.0 -1.0 12.0
TABLE II. Parameters for angular symmetry functions for all element combinations.
3
FIG. 1. Predicted vs. DFT energy for structures in our dataset, for the chosen NNP architecture and fit.
4
