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 
Abstract—Increasing the capacity of wireless cellular network 
is one of the major challenges for the coming years. A lot of 
research works have been done to exploit the ultra-wide band of 
millimeter wave (mmWave) and integrate it into future cellular 
networks. In this paper, to efficiently utilize the mmWave band 
while reducing the total deployment cost, we propose to deploy 
the mmWave access in the form of ultra-high capacity mmWave 
gates distributed in the coverage area of the macro basestation 
(Macro BS). Delayed offloading is also proposed to proficiently 
exploit the gates and relax the demand of deploying a large 
number of them. Furthermore, a mobility-aware weighted 
proportional fair (WPF) user scheduling is proposed to maximize 
the intra-gate offloading efficiency while maintaining the long-
term offloading fairness among the users inside the gate. To 
efficiently link the mmWave gates with the Macro BS in a unified 
cellular network structure, a cloud cooperated heterogeneous 
cellular network (CC-HetNet) is proposed. In which, the gates 
and the Macro BS are linked to the centralized radio access 
network (C-RAN) via high-speed backhaul links. Using the 
concept of control/user (C/U) plane splitting, signaling 
information is sent to the UEs through the wide coverage Macro 
BS, and most of users’ delayed traffic is offloaded through the 
ultra-high capacity mmWave gates. An enhanced access network 
discovery and selection function (eANDSF) based on a network 
wide proportional fair criterion is proposed to discover and select 
an optimal mmWave gate to associate a user with delayed traffic. 
It is interesting to find out that a mmWave gate consisting of only 
4 mmWave access points (APs) can offload up to 70 GB of 
delayed traffic within 25 sec, which reduces the energy 
consumption of a user equipment (UE) by 99.6 % compared to 
the case of only using Macro BS without gate offloading. Also, 
more than a double increase in total gates offloaded bytes is 
obtained using the proposed eANDSF over using the conventional 
ANDSF proposed by 3GPP due to the optimality in selecting the 
associating gate.    
 
Keywords—millimeter wave, delayed offloading, CC-HetNet, 
ANDSF, C/U splitting 
I. INTRODUCTION 
UE to the huge proliferation of smart phone and tablet 
users, the cellular network capacity comes at the 
bottleneck. Many studies claim that by the end of the year 
2019, the global mobile data traffic will exceed 20 Exabytes 
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(EB) per month, with an expected exponential increase of 2-
fold yearly [1] [2]. Techniques such as massive MIMO [3], 
heterogeneous networks (HetNets) using small cells [4], and 
bandwidth expansion using millimeter wave (mmWave) 
technology [5] are all introduced to address this issue. 
Considering bandwidth expansion, mmWave is the most 
attractive because up to 7 GHz of continuous spectrum is 
available worldwide in the 60 GHz unlicensed frequency band 
[5]. Therefore, multi-Gbps rate can be achieved using 
mmWave communications. However, mmWave transmissions 
suffer from high propagation loss, oxygen absorption, and path 
blocking [6] [7], which limit mmWave coverage to be few 
meters around a mmWave small cell (access point (AP)) [6] 
[7]. Currently, many research works have been done to 
integrate the mmWave access into future 5G cellular networks 
[5] - [13]. Nevertheless, due to its short-range transmission, 
researchers argued that thousands of mmWave APs should be 
deployed to provide Gbps for all users inside typical Macro BS 
area [5] [9] [10]. However, deploying thousands of mmWave 
APs not only increases the deployment cost of future 5G 
cellular networks, but also complicates the control required for 
radio resource management (RRM) inside the network.   
In this paper, to efficiently integrate the mmWave access 
into future cellular networks, we propose to deploy it in the 
form of ultra-high capacity mmWave gates distributed inside 
the coverage area of legacy cellular network such as LTE and 
located at the entrance of buildings, train stations, airports, 
enterprise, shopping mall, etc. The proposed mmWave gate 
consists of a number of mmWave APs operating at 60 GHz 
with 2.16 GHz bandwidth as standardized by IEEE 802.11ad 
[14] and controlled by an AP controller (APC) installed inside 
the gate [8]. Compared to the case of a single mmWave AP, 
the mmWave gate is capable of offloading a massive amount 
of users’ traffic in a very short time using mmWave concurrent 
transmissions empowered by mmWave spatial diversity 
inherent in its directional transmissions [8]. To efficiently 
utilize the proposed mmWave gates and relax the demand of 
deploying a high number of them, we also propose to use the 
concept of delayed offloading in conjunction with the 
proposed gates. Currently, most of smart phones support the 
on-the-spot offloading, where user equipment (UE) gives more 
priority to Wi-Fi interface than cellular interface [15] 
whenever it gets into a Wi-Fi coverage. Recently, many 
researchers highlighted the concept of delayed offloading 
based on the fact that the massive part of mobile data is indeed 
non-real time, which can be delayed for some predefined time 
without affecting user satisfaction such as video/game 
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downloading, software update, mobile backup, etc. [15] - [19]. 
In this scheme, each data transfer is associated with a fixed 
deadline, and the data transfer is resumed whenever the user is 
being under the coverage of a Wi-Fi hotspot until the transfer 
is completed. If the transfer is not completed within its 
deadline, Macro BS (e.g. LTE) finally completes the transfer 
[15] - [19]. Therefore, there is an inherent win-win relationship 
between mmWave gates and delayed offloading concept. On 
one hand, the gates act as ultra-high capacity offloading zones 
capable of offloading a massive amount of users’ delayed 
traffic in a very short time saving users’ time and energy. On 
the other hand, the concept of delayed offloading effectively 
overcomes the short-range transmissions of mmWave and 
reduces the necessity of deploying a high number of gates to 
gain a high offloading efficiency.  
To efficiently implement, fully monitor and control the 
delayed offloading process over the gates, we propose a cloud 
cooperated heterogeneous network (CC-HetNet). In which, the 
gates and the Macro BS are tightly coupled in a centralized 
manner to the centralized radio access network (C-RAN) via 
high speed backhaul links, e.g. optical fiber links. The concept 
of control / user (C/U) plane splitting [20] [21] is used to 
control the delayed offloading process inside the CC-HetNet. 
In which, user’s context information such as location and 
delayed files information (titles, sizes and deadlines) are 
conveyed by the control channel of the Macro BS to the C-
RAN. Navigating a user with delayed traffic to an optimal 
nearby gate is also controlled via Macro BS signaling. A 
combination of Macro BS and gates opportunities is used to 
deliver the users’ delayed traffic using the U plane of the 
mmWave gates or the Macro BS. Beside proposing the CC-
HetNet, we also give the protocol that organizes the delayed 
offloading process inside it. Two important challenges are 
considered in designing the CC-HetNet through this paper. The 
first challenge is the RRM inside the gate, which is designed to 
offload users’ delayed traffic while they are passing through 
the gate. Thus, the RRM entity in the APC should maximize 
the gate offloading efficiency while maintaining the long-term 
offloading fairness among users with un-equal stay times 
inside the gate coverage. To cope with this challenge, a 
mobility-aware weighted proportional fair (WPF) user 
scheduling algorithm is proposed. The second challenge is the 
gates discovery with optimal gate selection. To efficiently cope 
with this challenge, an enhanced access network discovery and 
selection function (eANDSF) is also proposed. 
In this paper, we are only focusing on investigating the 
effectiveness of the proposed delayed offloading CC-HetNet in 
boosting the capacity of the current cellular network and 
relaxing the traffic demand on the Macro BS via optimizing 
the RRM inside the mmWave gates and throughout the CC-
HetNet. Other issues related to the detailed CC-HetNet 
internetworking architecture based on the current 3GPP [22] 
and IEEE 802.11ad [14] standards including the required 
interfaces, the required integrating protocol stack, and the 
detailed architecture of the C-RAN and the gate APC are out 
of the scope of this paper, and it will be the motivation of our 
future work. Some research works considering LTE/ mmWave 
internetworking architectures can be found in [9] [23]. 
The rest of this paper is organized as follows; Section II 
gives the literature review related to the paper work. Section 
III introduces the proposed delayed offloading CC-HetNet 
using mmWave gates. The intra-gate RRM is given in Section 
IV. Section V presents the proposed adaptive process for gate 
association. Section VI gives the simulation analysis followed 
by the conclusion in Section VII.  
II. LITERATURE REVIEW 
Recently, mmWave band attracts researchers from academia 
and industry as a key enabler of future 5G cellular networks. 
IEEE 802.11ad standard is ratified for 60 GHz communication 
[14]. In [10], capacity and coverage of mmWave cellular 
networks are theoretically investigated. Outdoor and indoor 
mmWave propagation measurements are given in [6] [7] [11]. 
The authors in [5] [9] gave the detailed architecture and 
required technologies to overlay the mmWave small cells 
(APs) to the legacy cellular networks in a unified network 
using the concept of multi-band HetNets. At the best of our 
knowledge, no study investigating the efficient utilization of 
mmWave access using the concept of delayed offloading is 
given. 
Also, there have been various studies focusing on the 
concept of delayed offloading for pressing the need of 
additional cellular network capacity. In [15], using daily Wi-Fi 
usage traces of users who generate 7 GB per month as mobile 
traffic, the authors proved that a 29 % increase in the 
offloading gain can be achieved over the on-the-spot 
offloading if the traffic transmission can be delayed by 1 hour. 
Also, in [16], the authors reported that, if the response to a user 
traffic request can be delayed by only 100 sec, about 20 % ~ 
30 % additional offloading gains over the on-the-spot 
offloading can be accomplished using high speed users traces. 
Several studies are also conducted to show the potential of 
delayed offloading using Wi-Fi APs in reducing the demand of 
cellular network traffic [24] - [28]. Despite the potential of 
delayed offloading studies using Wi-Fi APs, they lacked a 
complete network framework of how we can efficiently 
implant the delayed offloading process to be a part of future 
cellular networks [25] - [27]. Although the authors in [27] 
explored this important issue, they proposed to use the 
conventional ANDSF [29] to manage the delayed offloading 
process inside the network. The conventional ANDSF is 
proposed by 3GPP as a loosely coupled internetworking 
 
 
Fig. 1. Proposed delayed offloading CC-HetNet structure using mmWave 
gates. 
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mechanism to mainly assist UE for discovering nearby non-
3GPP access networks (WLANs) using UE scanning [29]. 
Then, the UE selects one of the available offloading zones to 
connect with it, which is usually the nearest available zone. 
This user based selected zone might not have a remaining 
offloading capacity suitable for its delayed traffic. Also, 
frequent UE scanning highly consumes the UE energy 
especially if we consider the small coverage of mmWave 
access. Thus, conventional ANDSF cannot deal with delayed 
offloading especially assuming the small coverage mmWave 
APs.   
III. PROPOSED DELAYED OFFLOADING CC-HETNET 
STRUCTURE AND PROTOCOL 
Fig. 1 shows the detailed structure of the proposed CC-
HetNet including the mmWave gates. A mmWave gate 
consists of a number of IEEE 802.11ad based mmWave APs 
operating at 60 GHz with 2.16 GHz bandwidth [14], which are 
controlled by an APC installed inside the gate. The APC is 
responsible for the RRM inside the gate, such as APs 
associations, re-associations, mmWave beamforming and joint 
user scheduling, etc. Hence, it is responsible for maximizing 
the gate offloading efficiency while maintaining the long-term 
offloading fairness among the users inside the gate. Besides, it 
works as a Gateway to connect the gate with the cellular 
network. In Fig. 1, gate 3 consists of 4 mmWave APs 
controlled by an APC installed inside the gate.  
To fully monitor and control the delayed offloading process, 
the gates and the Macro BS are tightly coupled to the C-RAN 
via ultra-high speed backhaul links, e.g., fiber links. Also, the 
concept of C/U plane splitting [20] [21] is used to facilitate the 
management of the delayed offloading process. In which, the 
wide coverage Macro BS is used to do the signaling and a 
combination of Macro BS and mmWave gates opportunities to 
deliver the data. Through Macro BS control channel, C-RAN 
sends (picks up) the signaling information to (from) UEs 
respectively. Moreover, C-RAN performs UE location 
estimation, which can be effectively done using the observed 
time difference of arrival (OTDOA) or by performing location 
estimation using small cells [30] [31]. The proposed eANDSF 
is performed by an eANDSF entity installed inside the C-
RAN, as shown in Fig.1. Based on the estimated UE location 
and the registered gates positions, the eANDSF entity 
discovers the available gates around the UE. From these 
discovered gates, it selects an optimal gate for user association. 
The optimal gate selection is performed through a proposed 
network-wide online algorithm given in the following sections, 
in which new users are linked up with the gates that maximize 
the total gates offloaded bytes and users offloading 
experiences (OFEs) without changing the selected gates of the 
existing users.  
On the UE side, as the UE generates a delay tolerant file 
such as movie downloading or mobile backup, it will be 
registered in a delayed files data base, including the file 
necessary information such as its title, total size and assigned 
deadline. The user or an application program typically assigns 
the file deadline. As a user interface, the user can see the 
information of the delayed files and the information related to 
the discovered gates including the optimally selected one using 
an offloading organizer software, as shown in Fig. 1. This  
 
 
          Fig. 2. Proposed protocol for the delayed offloading CC-HetNet. 
software can be easily implemented using typical smart phone 
platforms, e.g., iOS and Android software. A Google map like 
interface built into the organizer software is used for  
navigating the user to the optimal gate, as shown in Fig. 1. 
Hence, the user can be navigated easily to the designated gate 
within the estimated gate reaching time (GRT). Moreover, the 
organizer software can trigger the delayed files data base to 
change the deadlines of some specific files based on user’s 
desires. Also, the user can select a gate other than the 
optimally selected one, for example the user urgently wants to 
go to a certain place, e.g., train station. In such cases, the C-
RAN takes into account the specific selections done by the 
user when selecting the optimal gate for the other users. The 
delayed files are scheduled for transmission in shortest 
remaining time first (SRTF). 
Fig. 2 summarizes the proposed simple protocol organizing 
the operation among the basic elements of the CC-HetNet, i.e., 
the UE, the mmWave APs, the gate APC, the Macro BS, and 
the C-RAN (eANDSF entity). In this protocol, the C-RAN is 
always collecting the delayed files information from the UEs 
registered in their offloading organizer software including their 
titles, total sizes, remaining sizes and remaining times to 
deadlines using Macro BS control channel. Based on this 
information and the estimated UE location, the eANDSF entity 
in the C-RAN discovers the mmWave gates located nearby the 
UE. Based on the gates statuses at the expected user arrival, 
the eANDSF entity selects the optimal gate for associating the 
UE using the proposed online algorithm explained in the 
following sections. After discovering the nearby gates and 
obtaining the optimal one, the C-RAN sends this information 
to the UE via Macro BS control channel with an information 
about the estimated GRTs and how to reach for the purpose of 
user navigation. While UE is moving towards the optimal gate 
or his specially selected gate, delayed files with expired 
deadlines before the user reaching the gate will be transmitted 
using the Macro BS data channel. Before the user entering the 
gate, a switch ON signal is transmitted to the UE from the C-
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(eANDSF)
The nearby gates information, e.g., GRT and how to reach
Delayed files information (titles, total sizes, 
remaining sizes, and remaining times to deadlines) 
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and schedule the mmWave
access among the UEs using the 
WPF algorithm
Start the gate 
offloading process 
based on SRTF
UE uploaded / downloaded 
data based on SRTF
After UE leaves the selected Gate
Start to upload/ download files that have expired 
deadlines before reaching the selected gate UE downloaded data
Start to upload/ download files that have expired 
deadlines before reaching the selected gate UE downloaded data
UE uploaded data
UE reaches the selected gate
UE uploaded data
UE updated files  and 
location information
APC
UE delayed  files information
UE uploaded/ downloaded data 
based on SRTF
Switch OFF the UE mmWave interface 
List of discovered gates with 
the optimally selected one
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sizes, and remaining times to deadlines) 
UE updated files  and 
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RAN using Macro BS control channel to switch on its 
mmWave module if it is in a sleep mode. This is can be done 
by the C-RAN simply by monitoring the distance between the 
updated UE location and the gate location. If this distance is 
less than or equal to a certain threshold value and decreasing, 
this will be interpreted by the C-RAN as the UE is near to 
enter the gate, then it switches on its mmWave module. As the 
UE enters the gate, the offloading process through mmWave 
data channel starts. To speed up the offloading process, the C-
RAN prefetches the UE delayed files and sends them to the 
gate at the user arrival [28]. Inside the gate a WPF scheduling 
algorithm is used for user scheduling. It is used to maximize 
the gate offloading efficiency while maintaining the long-term 
offloading fairness among the scheduled UEs. After the UE 
leaves the mmWave gate, the C-RAN sends a switch OFF 
signal to the UE via the Macro BS control channel to switch 
off its mmWave module. This is also can be done by the C-
RAN, simply by monitoring the distance between the updated 
UE location and the gate location. If this distance is larger than 
the threshold value and increasing, this means that the UE 
leaves the gate and is moving outwards it, then the C-RAN 
switches off its mmWave module. This switching ON/OFF 
functionality highly reduces UE energy consumption by 
switching on/off its mmWave module based on the usage 
eliminating UE frequent scanning required by conventional 
ANDSF. After UE leaves the gate, the C-RAN keeps 
collecting its context information including its updated 
location and the updated information of its delayed files. 
Hence, the eANDSF entity can always list its nearby gates and 
select the optimal gate for its association. Till the UE reaching 
the second mmWave gate, its delayed files with expired 
deadlines before reaching the gate will be transmitted using the 
Macro BS data channel, and so on.   
As the proposed delayed offloading CC-HetNet is on the top 
of currently proposed, standardized and prototyped 
technologies like mmWave access [14], C-RAN [32], ANDSF 
[29], C/U plan splitting [20] [21], indoor and outdoor 
localizations [33] [34], and smartphone and tablets software 
platforms, it can be realized and being practical. However, 
some technical challenges still exist and need to be tackled. 
One of the main technical challenges facing the proposed 
delayed offloading CC-HetNet is the need of frequently 
collecting the network updated information including UEs 
updated locations and their delayed files information and the 
updated statuses of the mmWave gates. To do that, the UEs 
need to be always synchronized with the network through their 
offloading organizer softwares for collecting their updated 
locations, updated delayed files information and their special 
gate selections. At the same time, the network should always 
monitor the updated gates statuses, i.e., capacities and loads 
via backhaul links for making an optimal gate selection. This 
kind of technical challenges should be investigated for making 
delayed offloading CC-HetNet a practical enabler of 5G 
cellular networks. By only focusing on studying the offloading 
efficiency of the proposed delayed offloading CC-HetNet in 
the current paper, these kind of technical challenges will be the 
motivation of our future work by designing a high efficient 
network synchronization and monitoring protocol suitable for 
the proposed delayed offloading mechanism. 
IV. PROPOSED INTRA-GATE RADIO RESOURCE MANAGEMENT 
The intra-gate RRM is one of the most challengeable 
problems in the gate design because we assume that the 
offloading process is done while the users are passing through 
the gate with their different normal speeds. Therefore, 
maximizing the gate offloading efficiency while maintaining 
the long-term offloading fairness among users with different 
mobilities (un-equal stay times) is one of the most 
challengeable tasks for the APC. In this paper, a mobility-
aware WPF joint user scheduling algorithm is proposed to 
efficiently cope with this challenge. 
 
A. Link Model   
The received signal to interference pulse noise ratio (SINR) 



















 ,                     (1) 
 
where beam ID is the identification of beam direction results 
from using certain antenna pattern. 𝑃𝑚 is the transmit power of 
AP m, where all APs are assumed to have the same value of 
the transmit power, and 𝜎2 is the noise power. 𝑔𝑚𝑘
𝑏𝑚(𝑛) is the 
channel impulse response including antenna gains between AP 
m and user k using beam ID 𝑏𝑚 at time slot n, 𝑀(𝑛) is the total 
number of operated APs at time slot n. In this paper, we 
assume that communications between APs and UEs are done 
only using the beam IDs corresponding to the highest link 
quality, which can be determined using the exhaustive search 
beamforming [12] or using advanced mmWave beamforming 
techniques as given in [13]. Therefore, 𝑆𝐼𝑁𝑅𝑚𝑘
𝑏𝑚(𝑛) and 
𝑔𝑚𝑘
𝑏𝑚(𝑛) can be simplified to 𝑆𝐼𝑁𝑅𝑚𝑘(𝑛) and 𝑔𝑚𝑘(𝑛), 
respectively. Considering single carrier (SC) transmissions and 
by following the channel model given by IEEE 802.11ad, 
𝑔𝑚𝑘(𝑛) is expressed as [35]: 
 





sin(𝜃)𝑑𝜃𝑑∅ , (2)  
 
where 𝐺(𝜃, ∅) is the antenna gain function (antenna pattern) of 
AP m, ℎ𝑚𝑘(𝜃, ∅, 𝑛) is the multi-path channel impulse response 
from AP m to user k without antenna gain, and 𝜃 and ∅ are the 
elevation and azimuth directions. Therefore, the instantaneous 
achievable transmission rate in bps for user k from AP m is 
[36]:  
 
 𝑟𝑚𝑘(𝑛) = 𝜂𝐵𝐵𝑊𝑙𝑜𝑔2(1 + 𝜂𝑠 𝑆𝐼𝑁𝑅𝑚𝑘(𝑛)),             (3) 
 
where 𝜂𝐵 and 𝜂𝑠 are the bandwidth and SNR efficiencies [36], 
and 𝐵𝑊 is the used bandwidth in Hz. In this paper, to cope 
with the different sizes of the users’ delayed traffic inside the 
gate, we define the offloading rate in bps for user k from AP m 
as: 
 𝑐𝑚𝑘(𝑛) = min ( 𝑟𝑚𝑘(𝑛),
 𝑙𝑘(𝑛)
𝑇sl
) ,                       (4) 
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where  𝑐𝑚𝑘(𝑛) is the instantaneous achievable offloading rate 
at time slot n for user k from AP m, 𝑙𝑘(𝑛) is the total delayed 
traffic in bits registered in the files data base of user k at time 
slot n, and  𝑇sl is the time slot duration in seconds. Through 
using this definition, during a one-time slot period 𝑇sl, user k 
cannot offload more data bits than 𝑟𝑚𝑘(𝑛)× 𝑇sl, and it cannot 
offload more data bits than it is indexed in its offloading 
organizer, which enables the APC to maintain offloading 
fairness among users with delayed traffic. The value of 𝑙𝑘(𝑛) 
can be estimated by the APC by knowing the initial size of 
user k delayed traffic 𝑙𝑘(0) when it enters the gate. This 
information is sent by the C-RAN to the gate APC at the time 
of user arrival. 
 
B. Intra-gate AP-UE Assignment Problem  
The objective of the intra-gate user assignment problem is to 
maximize the gate aggregate utility over the long-term users’ 
average offloading rates 𝐶?̅? during their total stay inside the 
gate coverage, which can be formulated as: 
 
max   ∑𝑈𝑘(𝐶?̅?)                                  (5)
𝑘∈𝐾
 
  subject to     𝐶?̅? ∈  𝒞
+, 
 
where 𝑈𝑘(. ) is an increasing, strictly concave and continuously 
differentiable utility function for user k, 𝒞+ is the set of all 
achievable offloading rate vectors, and K is the total number of 
users passed through the gate. Usually, the logarithmic utility 
function is used for all users, i.e., 𝑈𝑘(𝐶?̅?) = log (𝐶?̅?), to 
maximize the users’ average rates while maintaining the long-
term fairness among them [37] [38].  
Thanks to spatial diversity inherent in mmWave directional 
transmissions, the optimization problem in (5) should be 
solved jointly by the APC by enabling mmWave concurrent 
transmissions using the 𝑀(𝑛) operated APs at every time slot 
n. Therefore, the optimization problem in (5) can be converted 
into a per time slot AP-UE assignment problem by defining 
𝐈 (𝑛) = (𝐼𝑚𝑘(𝑛):𝑚 ∈  𝑀(𝑛), 𝑘 ∈  𝐾(𝑛)) as the AP-UE 
assignment indicator matrix of size 𝑀(𝑛)× 𝐾(𝑛)  at time slot 
n, where,  𝐾(𝑛) is the total number of users inside the gate at 
time slot n and generally we assume 𝑀(𝑛) <  𝐾(𝑛). 𝐼𝑚𝑘(𝑛) =
1, when user k is assigned to AP m at time slot n, and 0 
elsewhere. Since only one user can be assigned to AP m at 
time slot n, we have ∑ 𝐼𝑚𝑘(𝑛)𝑘∈𝐾(𝑛) = 1 for all 𝑚 ∈ 𝑀(𝑛). 
Using 𝐈 (𝑛) and the log utility function, the optimization 
problem in (5) can be formulated as a per time slot AP-UE 
assignment problem as follows: 




)                 (6) 
  Subject to ∑ 𝐼𝑚𝑘(𝑛)
𝑘∈𝐾(𝑛)
= 1,   ∀𝑚 ∈ 𝑀(𝑛). 
 
This means that the APC maximizes ∑ log (𝐶?̅?(𝑛))𝑘∈𝐾(𝑛)  
over all possible AP-UE assignment matrices 𝐈 (𝑛) at every  
 
time slot n. 𝐶?̅?(𝑛) is the average offloading rate given to user k 
up to time slot n, which can be expressed as [37] [38]: 
 
𝐶?̅?(𝑛) = (1 −
1
𝑛
)𝐶?̅?(𝑛 − 1) +
1
𝑛
𝐶𝑘(𝑛),                (7) 
 
where 𝐶𝑘(𝑛) = ∑ 𝐼𝑚𝑘(𝑛) 𝑐𝑚𝑘(𝑛) 𝑚∈𝑀(𝑛) is the instantaneous 
offloading rate assigned to user k at time slot n, 𝐶𝑘(𝑛) ∈
[0,  𝑐𝑚𝑘(𝑛)].  
 
From Taylor series expansion: 
 




 (𝐶?̅?(𝑛) − 𝐶?̅?(𝑛 − 1)).      (8) 
 
From (7), (8) can be re-written as: 
 






− 1).    (9) 
 




. Accordingly, the solution of the 









1,  if ∀𝑘 ∈ 𝐾𝑀(𝑛) = arg max
∀𝐾𝑀(𝑛)⊂𝐾(𝑛)





} ,           
0 ,           elsewhere.                                                                              
   
(10) 
 
where ∀𝐾𝑀(𝑛) ⊂ 𝐾(𝑛) indicates all available users subsets of 
length 𝑀(𝑛) of the users domain 𝐾(𝑛). The solution in (10) 
means that the APC picks up the user subset 𝐾𝑀(𝑛) of length 
𝑀(𝑛) with the largest ∑ (
𝐶𝑘(𝑛)
𝐶?̅?(𝑛−1)
)𝑘∈𝐾𝑀(𝑛)  to be scheduled in 
time slot n, and 𝐼𝑚𝑘(𝑛) will equal 1 for ∀𝑘 ∈ 𝐾𝑀(𝑛). In the 










),       
0,                     elsewhere.                           
   (11) 
 
C.  Proposed Mobility-aware Weighted Proportional Fair 
User Scheduling  
The solution given in (10) and (11) is a proportional fair 
(PF) user scheduling in which users are scheduled based on the 
ratio between their instantaneous achievable offloading rates 
and their average offloading rates. Based on the analysis given 
in [39] and [40], the average offloading rate of user k up to  
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time slot n using the PF scheduling given in (10) and (11) can 





E𝑛(𝑐𝑘(𝑛)),                       (12) 
 
where 𝑛𝑘(𝑛) is the number of scheduling periods given to user 
k up to time slot n and 𝑛𝑡𝑜𝑡(𝑛) is the total number of 
scheduling periods provided by the PF scheduler up to time 
slot n. E𝑛(𝑐𝑘(𝑛)) is the expected value of user k offloading 
rate up to time slot n. As it is shown in (12), the average 
offloading rate of user k using PF scheduling highly depends 
on the number of scheduling periods 𝑛𝑘(𝑛) given to it, which 
is directly related to user k channel conditions and the time 
span it will stay inside the gate coverage. Almost all analysis 
of PF scheduling assume that users will stay infinite time 
under the BS coverage, which is not the case in the gate 
assumption. By considering users’ stay times, the longer user k 
stays inside the gate coverage, the higher probability it may be 
scheduled. Therefore, using PF scheduling, the gate offloading 
efficiency and offloading fairness among the users will be 
degraded if we assume that users will have un-equal stay times 
inside the gate coverage.  
In this paper, to overcome this problem, we propose to use a 
mobility-aware weighted proportional fair (WPF) user 
scheduling, in which, more priority is given to the users with 










1,  if ∀𝑘 ∈ 𝐾𝑀(𝑛) = arg max
∀𝐾𝑀(𝑛)⊂𝐾(𝑛)










where 𝑤𝑘(𝑛) ≥ 1 is the user k priority factor at time slot n. 







,                           (14) 
 
where 𝑇𝑆𝑘(𝑛) is the expected remaining stay time of user k 
from time slot n until it leaves the gate, and 𝑇𝑆ℎ(𝑛) is that of 
the user with the expected longest stay. 𝑇𝑆𝑘(𝑛) can be 




 ,                                 (15) 
 
where 𝑑𝑘(𝑛) is the distance between the gate exit position and 
the current position of user k at time slot n, and 𝑣𝑘(𝑛)̅̅ ̅̅ ̅̅  is the 
average velocity of user k at time slot n projected to the vector 
in the direction of the gate exit position. The user k initial 
velocity will be considered as its velocity when it enters the 
gate. Estimating the current position of user k can be 
effectively done using one of the well-known indoor 
positioning techniques such as Wi-Fi fingerprints, Wi-Fi 
trilateration, mobile positioning sensors, etc. [34]. In this 
paper, for the sake of simplicity, we assume accurate UE 
location estimation. The effect of the location estimation error 
on the performance of the proposed scheme and how to 
compensate it will be a motivation of our future work. 
Moreover, since the proposed mmWave gate contains a small 
number of mmWave APs, reducing the complexity of the WPF 
scheduling algorithm is not considered in this paper and is left 
as our future work when considering gates with dense 
mmWave APs deployments. 
 
Lemma The proposed mobility-aware WPF achieves higher 
gate offloading efficiency than conventional PF scheduling. 
 
Proof  
To simplify the theoretical analysis, let us assume that there 
are K users simultaneously enter the gate, and they move 
toward the gate exit with different velocities. Also, we assume 
that there are no users inside the gate at their arrival, and no 
user will enter the gate until they leave. Also, we assume that 
each user has an infinite number of delayed bytes to be 
offloaded during its stay inside the gate coverage, 
i.e., 𝑐𝑚𝑘(𝑛) = 𝑟𝑚𝑘(𝑛). Therefore, on the average, the total gate 












where E(𝑟𝑘) is the expected value of user k offloading rate 
during its total stay inside the gate coverage. 𝑁𝑡𝑜𝑡 is the total 
number of scheduling periods provided by the PF scheduler, 
which can be expressed as: 𝑁𝑡𝑜𝑡 = 𝑇𝑆ℎ/𝑇sl, where 𝑇𝑆ℎ is the 
total stay time of the user with the longest stay time inside the 
gate coverage. 𝑁𝑘 is the total number of scheduling periods 
given to user k during its total stay inside the gate coverage, 
which can be expressed as: 𝑁𝑘 = 𝛽𝑘𝑇𝑆𝑘/𝑇sl, where 𝑇𝑆𝑘  is the 
total stay time of user k inside the gate, and 𝛽𝑘  is the 
scheduling ratio. Definitely, using PF scheduling, user k will 
not be scheduled in all its stay time if there are other users 
inside the gate competing for the channel and their number is 
much larger than the number of operated APs, i.e., 𝛽𝑘 < 1. So, 











In (17), 𝛽𝑘 can be considered as the term related to user k 
channel conditions, and (𝑇𝑆𝑘/𝑇𝑆ℎ) is the term related to its 
stay time inside the gate coverage. Almost all conventional PF 
analysis neglect the effect of 𝑇𝑆𝑘  on 𝐶𝑔
𝑃𝐹 by assuming 𝑇𝑆𝑘 =
𝑇𝑆ℎ [33] [34].  
On the other hand, using the proposed mobility-aware WPF, 


































where E(?̀?𝑘) is the expected value of user k offloading rate 
during its total stay inside the gate coverage using the 
proposed WPF scheduling, and ?̀?𝑘 is the user k scheduling 
ratio using the proposed WPF. If we assume stationary channel 
conditions, it is obvious that the gate offloading rate given in 
(20) is higher than that given in (17) by compensating the 
differences in users stay times. Also, offloading fairness can be 
attained among the different mobility users. 
V. PROPOSED ADAPTIVE GATE ASSOCIATION FOR DELAYED 
OFFLOADING EANDSF 
In this section, we propose the adaptive process needed to 
associate a user with delayed traffic to an optimal mmWave 
gate from its nearby discovered gates. This adaptive process 
will be implemented in the eANDSF entity inside the C-RAN. 
Fig. 3 shows the details of the proposed adaptive process. In 
this process, as the user generates a new delayed file with a 
new assigned deadline, the process of gates discovery and 
optimal gate selection is re-initiated. Using the proposed 
eANDSF, the optimal gate selection is done using a proposed 
online algorithm given in the following subsection, and it is 
executed after the eANDSF entity discovers the available gates 
around the UE based on its estimated location. If the user 
selects a gate, other than that optimally selected by the 
eANDSF entity, the UE organizer software will inform the C-
RAN about its selection. Hence, the eANDSF entity considers 
its choice when it selects the optimal gates for the other users. 
If the user moves away from the selected gate, and it does not 
select any other gate by itself, the process of gates discovery 
and optimal gate selection will be re-initiated.  
 
A. Optimal MmWave Gate Selection 
In selecting an optimal gate for a user with delayed traffic, 
from its nearby discovered gates, the eANDSF should 
maximize the total gates offloaded bytes and users OFEs. 
Increasing user OFE will increase its satisfaction because it 
postpones files transmission until entering a gate at the aim of 




∑𝑈𝑠𝑒𝑟 𝑏𝑦𝑡𝑒𝑠 𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙𝑙𝑦 𝑜𝑓𝑓𝑙𝑜𝑎𝑑𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑔𝑎𝑡𝑒𝑠
 𝑈𝑠𝑒𝑟 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒𝑙𝑎𝑦𝑒𝑑 𝑏𝑦𝑡𝑒𝑠
 .    (21)  
 
1) Problem Formulation  
 
Suppose that some mobile users having different velocities 
arrive at the area of different capacity mmWave gates, i.e., 
each gate uses a different number of mmWave APs. Each user 
has a number of delayed files with different remaining sizes 
and delay times. At the gate selection time t, let 𝑙𝑘(𝑡) indicates 
the total number of delayed bytes indexed in the delayed files 




Fig. 3. Proposed adaptive process for associating a user with delayed traffic 
to an optimal mmWave gate. 
the available nearby discovered gates, 𝐺𝑅𝑇𝑔𝑘(t), where 
𝐺𝑅𝑇𝑔𝑘(t) is the estimated time required by user k to reach gate 
g, in seconds. 𝐺𝑅𝑇𝑔𝑘(t) mainly depends on the location of 
registered gate 𝑔 and the estimated location of user k and its 
estimated velocity. Based on 𝐺𝑅𝑇𝑔𝑘(t) and the remaining delay 
times of user k delayed files, the C-RAN can expect the load in 
bytes of user k on gate g if it joins, 𝑙𝑔𝑘(𝑡), as follows: 
 
𝑙𝑔𝑘(𝑡) = 𝑙𝑘(𝑡) − ∑ (𝜋𝑔𝑘






(𝑡) = 𝜇(𝐺𝑅𝑇𝑔𝑘(𝑡) − Γ𝑘
𝑓
(𝑡)),    Γ𝑘
𝑓
(𝑡) < 𝐺𝑅𝑇𝑔𝑘(t), (23) 
 
where 𝐹𝑔𝑘(𝑡) is the total number of user k delayed files 
expected to have expired deadlines before user k reaches gate 
g. 𝜋𝑔𝑘
𝑓 (𝑡) is the total number of delayed bytes that will be 
transmitted from the expired deadline file f through the Macro 
BS before user k reaches gate g, and 𝜇 is the Macro BS 
transmission rate in bytes per second. Thanks to user context 
information collected by Macro BS control channel, 𝐹𝑔𝑘(𝑡) 
can be easily estimated by the C-RAN via estimating 𝐺𝑅𝑇𝑔𝑘(t) 
and knowing the remaining delay time of file f  Γ𝑘
𝑓
(𝑡), 
i.e., 𝐹𝑔𝑘(𝑡) = |∀𝑓(Γ𝑘
𝑓
(𝑡) < 𝐺𝑅𝑇𝑔𝑘(t))|. Based on these 
expectations, the eANDSF entity can select an optimal gate for 
associating user k from its nearby discovered gates. This 
optimal gate selection should maximize the total gates 
offloaded bytes and users OFEs. The trivial solution is to select 
the gate that maximizes (22) by minimizing the total amount of 
delayed bytes transmitted by the Macro BS. This can be done 
by associating all users to their nearest available gates with the 
smallest 𝐺𝑅𝑇𝑔𝑘(t). This solution is mainly used by the 
conventional ANDSF, in which the user always joins the 
start
New delayed file is generated with new 
deadline
Discovers the nearby gates to user k and 
selects the optimal one for its association 
using the proposed online algorithm
Stop




UE selects a gate 
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nearest available Wi-Fi hotspot after Wi-Fi scanning. Although 
this solution highly decreases the amount of delayed bytes 
transferred by the Macro BS, it does not care either the gate’s 
offloading capacity or its load at the expected user arrival that 
highly affect the total offloading efficiency and the user OFE. 
The user may join the nearest available gate at the aim of 
reducing the number of delayed bytes transmitted by the 
Macro BS, but unfortunately this gate has a remaining capacity 
un-relevant to the size of its delayed traffic. To sum up, in 
solving the problem of optimal gate selection, remaining sizes 
and delay times of user’s delayed files as well as capacities and 
loads of nearby offloading gates at the expected user arrival, 
which highly affects the number of scheduling opportunities 
given to the user, should be jointly considered. 
 
2) A Network-wide WPF Algorithm for Optimal MmWave 
Gate Selection 
  
In this paper, to solve the problem of optimal gate selection 
in delayed offloading networks based on the aforementioned 
problem formulation, we consider it as a network-wide WPF 
problem by maximizing the logarithmic utility function of the 
gates’ average loads, which maximizes the total gates 
offloaded bytes while maintaining load balance among the 
gates. Moreover, to consider the different offloading capacities 
of the distributed gates, a weight parameter corresponding to 
the gate’s offloading capacity is added to the WPF 
optimization problem. Therefore, the gates WPF optimization 





)                         (24) 
Subject to   ∑ 𝑎𝑔𝑘(𝑡)
𝑔∈𝐺
= 1, ∀𝑘 ∈ 𝐾,     
 
where t is the time of gate selection decision done by the 
eANDSF entity, and 𝑎𝑔𝑘(𝑡) is the gate selection index at time 
t. 𝑎𝑔𝑘(𝑡) = 1 if gate 𝑔 is selected for user k at time t, and 0 
elsewhere. The constraints ∑ 𝑎𝑔𝑘(𝑡)𝑔∈𝐺 = 1, means that only 
one gate is selected for user k at the time t. 𝜒𝑔 is the weight 
factor of gate 𝑔. Because the delayed traffic load assigned to 
gate 𝑔 should be related to its offloading capacity, as it is 
explained in the above problem formulation, we define 𝜒𝑔 as 
the offloading capacity of gate 𝑔 normalized to lowest 
offloading capacity of the nearby gates; thus 𝜒𝑔 ≥ 1. 𝐿𝑔(𝑡) is 
the expected accumulated average load inside gate 𝑔 at time t, 
which is given as [41]: 
 
𝐿𝑔(𝑡) = (1 −
1
𝑇
) 𝐿𝑔(𝑡 − 1) +
1
𝑇
𝑙𝑔𝑘(𝑡)𝑎𝑔𝑘(𝑡),           (25)  
 
where 𝐿𝑔(𝑡 − 1) is the expected average load inside gate g just 
before the gate selection time t. T is the averaging low pass 
filter window size, and 𝑙𝑔𝑘(𝑡) given in (22) is the expected 
load of user k on gate g if it joins it. Thus, at the time of gate 
selection t, if gate g is selected for user k, i.e., 𝑎𝑔𝑘(𝑡) = 1, its  
 
average load 𝐿𝑔(𝑡) will equal to (1 −
1
𝑇




Otherwise, it will equal to (1 −
1
𝑇
) 𝐿𝑔(𝑡 − 1).  
Following the same procedure given in Section IV using 










1, if     𝑔 = arg max
∀𝑔∈𝐺
 (𝜒𝑔 (





)).                  




As it is given in (26), the proposed solution of optimal gate 
selection contains all the requirements stated in the problem 
formulation. At the gate selection time t, the proposed solution 
simultaneously considers the remaining sizes of user k delayed 
files 𝑙𝑘(𝑡) in addition to their remaining delay times relative to 





. As well, it considers the 
gates’ offloading capacities 𝜒𝑔 and their expected loads 
 𝐿𝑔(𝑡 − 1) at the expected user arrival, which indicates the 
expected scheduling opportunities given to user k.  Therefore, 
if there are two available gates for user k with equal expected 
average loads at its expected arrival, i.e., 𝐿1(𝑡 − 1) =
𝐿2(𝑡 − 1), and equal offloading capacities, i.e., 𝜒1 = 𝜒2, 
nearer gate to the user (with smaller 𝐺𝑅𝑇𝑔𝑘(t)), will be selected 
by the eANDSF entity for associating the user. This will highly 
minimize the number of delayed bytes transmitted by the 
Macro BS in the user way to the selected gate. At the same 
time, if the two gates have equal offloading capacities, 
i.e., 𝜒1 = 𝜒2, and user k needs the same time to reach them, 
i.e., 𝐺𝑅𝑇1𝑘(t) =𝐺𝑅𝑇2𝑘(t), the gate with a lower average load at 
the expected user arrival will be selected by the eANDSF 
entity for associating the user. Finally, if they have equal 
average loads at the expected user arrival, i.e., 𝐿1(𝑡 − 1) =
𝐿2(𝑡 − 1), and user k can reach them within the same time, 
i.e., 𝐺𝑅𝑇1𝑘(t) = 𝐺𝑅𝑇2𝑘(t), the eANDSF entity selects the gate 
with a higher offloading capacity for associating the user. 
Thus, the proposed WPF gate selection algorithm always 
maximizes the total gates’ offloaded bytes and users OFEs.  
 
B. Proposed Online Algorithm for Gates Discover and 
Optimal Gate Selection.  
Fig. 4 shows the online algorithm used by the eANDSF 
entity to discover the nearby gates to user k and select the 
optimal gate for its association. 𝐺𝑅𝑇max is defined as the 
maximum allowable gate reaching time, which is a design 
parameter used for nearby gates discovery. User location, 
velocity, and its delayed traffic information (remaining sizes 
and delay times) at the time of optimal gate selection as well as 
the 𝜒𝑔 values of the gates are also given to the online 
algorithm. 
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Fig. 4. Proposed online algorithm for gates discovery and optimal gate 
selection. 
VI. SIMULATION ANALYSIS 
In this section, we give the simulation analysis that prove 
the effectiveness of the proposed delayed offloading CC-
HetNet under different scenarios. In the first part of the 
simulation analysis, we prove the effectiveness of using 
mmWave gates in delayed offloading using different values of 
delayed files’ deadlines and different numbers of mmWave 
APs. By this simulation, we estimate the offloading capacity of 
a mmWave gate, which will be used in the second part of the 
simulation analysis. Also, simulation analysis that prove the 
effectiveness of the proposed intra-gate user scheduling will be 
given. In the second part of the simulation analysis using the 
pre-evaluated offloading capacity of the gate, we give the 
simulations that prove the effectiveness of the proposed 
eANDSF compared to the conventional ANDSF.  
 
A. MmWave Gate Simulation Analysis 
 
In this part of simulation analysis, we give the simulation 
analysis that prove the high impact of using mmWave gates as 
ultra-high-capacity offloading zones for delayed offloading 
using the proposed mobility–aware WPF joint user scheduling.  
 
1) Simulation Scenario and Simulation Area 
 
To evaluate the offloading capacity of a mmWave gate, we 
consider one mmWave gate with an APC, the APC and the 
Macro BS are tightly coupled to the C-RAN via high-speed 
backhaul links. We assume that all users reach the gate within 
the same GRT value of 30 min. Each UE has a random number 
of delayed files to be uploaded/ downloaded, indexed in its 
delayed files data base. The files are generated with an average 
traffic density of 1.67 GB/10 min (the expected traffic density 
of the year 2024 [2]). Each file is associated with a deadline 
typically assigned by the user or an application program, and 
the files that have expired deadlines, before the user reaches 
the gate, will start to be transmitted via Macro BS. As soon as, 
the user reaches the gate, the ongoing file transmission is 
switched to be transmitted using the gate through seamless  
 
 
Fig. 5. Ray tracing simulation area of the mmWave gate. 
TABLE I 
 INTRA-MMWAVE GATE SIMULATION PARAMETERS 
Parameter Setting 
Num. of mmWave APs 4 
Num. of UEs inside the gate 14 
AP bandwidth 2.16 GHz 
MmWave Tx power 10 dBm 
MmWave antenna gain 25 dBi 
User traffic model The file sizes are generated from 
exponential random distribution 
with an average of 1.67 GB, and 
the files inter-arrival time (IAT) 
is generated from exponential 
random distribution with an 
average of 10 minutes (the 
expected mobile traffic density in 
the year 2024) 
UE mobility model inside the gate Random walk with an average 
speed of 5 km/hr moving toward 
the gate exit position 
Bandwidth and SNR efficiencies 𝜂𝐵 
and 𝜂𝑠 
0.6 and 1 
Time slot period 3 msec 
Macro BS transmission rate 100 Mbps 
UE LTE module Tx power 23 dBm 
Probability of mmWave direct path 
(LOS) blocking due to human 
shadowing  
0.5 
Files deadlines 0, 10, 20 and 30 min 
 
handover controlled by the C-RAN. The mobility model of the 
user inside the gate is a random walk with an average speed of 
5 km/hr moving toward the gate exit position. In the simulation 
assumption, after the user leaves the gate, the Macro BS 
switches OFF the UE mmWave module and all its remaining 
delayed traffic will be transmitted using Macro BS. Also, we 
consider the use of LTE Macro BS with 100 Mbps net 
transmission speed, regardless of the UE location as an ideal 
case of LTE. Fig. 5 shows the ray tracing simulation area of 
the mmWave gate. In Fig. 5, we disperse the locations of the 
mmWave APs to reduce the mutual interference as much as 
possible, since we assume that all APs are using the same 
communication channel. In addition, to reduce the human 
blocking effect as much as possible, we attached the APs into 
the ceiling. All gate materials are made from concrete except 
the gate entrance door and the elevator are made from glass 
and metal, respectively. Other simulation parameters are given 
in Table I. 
20 m














Algorithm Online mmWave gates discovery and optimal gate 
selection 
 t is the time of optimal gate selection for user k, t-1 is the time 
immediately before the selection decision.  
Input: Current delayed load 𝑙𝑘(𝑡) of user k, remaining times to the 
files deadlines Γ𝑘
𝑓(𝑡),  estimated UE location and velocity, 𝐺𝑅𝑇max, 
and gates 𝜒𝑔 values. 
1. Estimate 𝐺𝑅𝑇𝑔𝑘(𝑡),    ∀𝑔 ∈ {𝐺𝑅𝑇𝑔𝑘(𝑡)  ≤ 𝐺𝑅𝑇max} 





3. Estimate 𝐿𝑔(𝑡 − 1). 
4. Select an optimal mmWave gate as:  





))              
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The steering antenna model defined in IEEE 802.11ad [35] 
is used as the transmit antenna directivity for mmWave AP, in 
which, the 3D beam gain in dB is given as [35]: 
 
𝐺(𝜑, 𝜃)[𝑑𝐵] = 𝐺0[𝑑𝐵] − min[−(𝐺𝐻(𝜑) + 𝐺𝑉(𝜃)), 𝐴], 
 (27)   
 
𝐴[𝑑𝐵] = 12 + 𝐺0[𝑑𝐵],                      (28)  
 






),               (29)   
 












, 𝐴 ] are the beam gains in horizontal and 
vertical directions, 𝜑beam and 𝜃tilt are the angles of beam 
center, and 𝜑−3𝑑𝐵  and 𝜃−3𝑑𝐵 are the half power beamwidths. 
To fully cover the simulation area, 3D beamforming is 
considered. 
 
2) Performance Metrics 
 
In the analysis, we concern in measuring the gate offloading 




𝑇𝑜𝑡𝑎𝑙 𝑏𝑦𝑡𝑒𝑠 𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙𝑙𝑦 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟𝑟𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑔𝑎𝑡𝑒
𝑇𝑜𝑡𝑎𝑙 𝑢𝑠𝑒𝑟𝑠 𝑑𝑒𝑙𝑎𝑦𝑒𝑑 𝑏𝑦𝑡𝑒𝑠 
 .     
   (30) 
 
Also, we measure the gate offloading time (𝑇gate), which is 
the total time in seconds taken by the gate to accomplish the 
offloading process. The gate’s offloading capacity as a 
function of the used number of APs can is also measured using 




𝑇𝑜𝑡𝑎𝑙 𝑏𝑖𝑡𝑠 𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙𝑙𝑦 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟𝑟𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑔𝑎𝑡𝑒(𝑀)
 𝑇gate(𝑀)
.     
                    (31) 
where 𝑀 is the total number of operated APs. We also measure 
the energy efficiency of using delayed offloading by 
calculating the average value of UE normalized energy 
consumption (ENorm) results from using delayed offloading, 
which can be defined as:  
 




















.              (33) 
 
where K is the total number of simulated users, 𝑃LTE is the 
transmit power of user k using the LTE module, and 
𝑃mmWave is its transmit power using the mmWave module. 
𝑇LTE
𝑘(del)
 is the total time that user k uses its LTE module in case 
of delayed offloading, and 𝑇LTE
𝑘(no)
 is the total time in case of no 
offloading. 𝑇mmWave
𝑘(del)
 is the total time that user k uses its 
mmWave module in case of delayed offloading. 
The effectiveness of the proposed mobility-aware WPF joint 
user scheduling in comparison to the conventional PF and 
round robin (RR) is measured using GOFE and byte offloading 










 ,                  (34) 
 
where ∆𝑡 is the total simulation time which is equal to 𝑇𝑆ℎ. 
Hence, 𝐵𝑂𝑘(∆𝑡) denotes the total number of bytes offloaded 
by user k, during its total stay inside the gate coverage. 
𝐹𝐵𝑂(∆𝑡) = 1 indicates that all users offload the same amount of 
bytes.  
 
3) Simulation Results 
 
Fig. 6 shows GOFE and 𝑇gate using different number of APs 
and files’ deadlines, with GRT of 30 min. From Fig. 6, as the 
files’ deadlines are increased, a higher number of delayed 
bytes will reach the gate. Thus, GOFE is highly increased, 
especially if the gate uses a high number of APs.  
Using files’ deadlines of 30 min, 100 % GOFE can be 
obtained using 4 APs within 𝑇gate of 25 sec, which means that 
the gate successfully offloads an average delayed traffic of 70 
GB within multiple seconds. It is interesting to compare this 
result with the case of the on-the-spot offloading using 
distributed mmWave APs (existing proposals [5] [9]). By 
assuming mmWave coverage of 10 m around the AP and user 
average speed of 5 km/hr (Table I), all users will stay about 14 
sec under one AP coverage. Therefore, to obtain an  
 
 






































































Fig. 8. GOFE and byte offloading fairness comparisons. 
offloading efficiency of 100 % and fully cover all users in a 
time span of GRT + 25 sec (~30.5 min), the number of 
required APs will equal to 
(30.5×60 )
14
≈ 131 APs. This high 
number of APs highly increases the deployment cost and 
complicates the required control compared to the proposed 
delayed offloading CC-HetNet. Using the data given in Fig. 6 
and using (31), the gate’s offloading capacity 𝐶𝑔(𝑀) becomes 
6.5, 12, 18 and 22 Gbps for 1-AP, 2-APs, 3-APs and 4- APs, 
respectively. 
Fig. 7 shows the average value of the normalized UE energy 
consumption using different number of APs and files’ 
deadlines. It is interesting to find out that a mmWave gate 
consists of 4 APs, with files deadlines’ of 30 min, can reduce 
the UE energy consumption by 99.6 % compared to the no 
offloading case (Macro BS only). By these results, mmWave 
gates are much better candidates than Wi-Fi APs for delayed 
offloading. This is because massive delayed traffic can be 
offloaded within multiple seconds, which saves user’s time and 
energy. 
Fig. 8 confirms the effectiveness of the proposed gate WPF 
(GaWPF) user scheduling over the conventional PF (Conv_PF) 
and the round robin (RR) scheduling. The scheduling 
algorithms are tested using different UEs speed ratios over the 
total time span of the gate coverage, where a speed ratio is the 
ratio between the highest speed user and the lowest speed one. 
UEs are assumed to move in the same direction toward the 
gate exist position. Hence, they have un-equal stay times inside 
the gate. A gate with three operating APs is used in the 
simulation, and all users have infinite delayed traffic to be 
offloaded. From Fig. 8, the proposed GaWPF has the best 
performance among the tested schemes in GOFE and 𝐹𝐵𝑂(∆𝑡), 
because it takes into account the different stay times 
(mobilities) of the users when it makes a joint user scheduling 
decision. 
 
B. Simulation Analysis of MmWave Gate Association  
 
In this part of the simulation analysis, we give the 
simulations that prove the effectiveness of the proposed 
eANDSF for delayed offloading using mmWave gates. The 
gates’ offloading scapacities 𝐶𝑔(𝑀) evaluated in (31) are used 
through the simulations. 
 
1) Simulation Scenario and Simulation Area 
 
In the simulation scenario, we assume a number of 
randomly distributed UEs inside the simulation area of 2 km x 
2 km. Likewise, a number of mmWave gates with different 
number of APs and different offloading capacities 𝐶𝑔(𝑀) are 
randomly distributed within the same area. Each UE has a 
random velocity in the range of [5, 50] km/hr. Hence, 𝐺𝑅𝑇max 
will be in the range of  
2√2
5
≈ 30 min , which is our definition 
of the farthest nearby gate. Although we assume ideal UE 
location estimation, practical UE location estimation can be 
easily considered by introducing some errors in the 
estimated 𝐺𝑅𝑇𝑔𝑘(𝑡). Also, we assume that each user has a 
random number of delayed files with different remaining sizes 
and delay times. This delayed traffic can be a remaining traffic 
after the user left a mmWave gate, or it can be initially 
generated by the user for the first time. The total size of a 
user’s delayed traffic is generated using a uniform random 
distribution in range of [1, 15] GB. Without loss of generality 
and for the purpose of fair comparisons between the compared 
schemes, we assume that no user generates delayed files until 
reaching its associating gate. In addition, the users always 
move toward their selected gates, although the proposed 
adaptive process can handle any case. A delay time, generated 
using a uniform random distribution in the range of [0, 90] 
min, is assigned to each delayed file. The zero deadline file is a 
file with an expired deadline. The files with expired deadlines 
before the user reaches the selected gate will start to be 
transmitted using the Macro BS. As soon as, the user reaches 
the gate, the ongoing file transmission is switched to be 
offloaded using the gate through seamless handover controlled 
by the C-RAN. In the simulation assumption, we assume that 
the user average stay inside the gate coverage is about 30 sec, 
which corresponds to an average walking speed of 2.5 km/hr 
with the gate dimensions given in Fig. 5. After the user leaves 
the gate, the Macro BS switches OFF the UE mmWave 
module and all user’s remaining files will be transmitted using 
Macro BS. Table II summarizes the used simulation 
parameters. 
 
2) Compared Gate Association Schemes 
 
 In simulation comparisons, we compare the performance of 
two gate association algorithms. The first one is the 
conventional ANDSF with the user always selects the shortest 
GRT gate, which is the currently existing approach in literature 
[27]. The second scheme is the proposed eANDSF  
 
TABLE II 
 SIMULATION PARAMETERS OF MMWAVE GATE ASSOCIATION  
Parameter Setting 
Simulation area 2 km x 2 km 
Num. of UEs 500 ~ 4000 
Num. of mmWave gates 2 ~ 30 
The user delayed files. Random number of delayed files with 
total traffic size in the range of [1, 15] 
GB. 
Gate offloading capacity 
(𝐶𝑔(𝑀) )  
 [6.5 (1-AP) 12 (2-APs) 18 (3-APs) 22 
(4-APs)] Gbps. 𝜒𝑔 = [1    1.85    2.77    
3.4] 
Files remaining delay time 
model 
Uniform random distribution within the 
range of [0, 90] min  
Average user stay time inside 
the gate coverage  
30 sec 
GRTmax 30 min 
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using the network-based online algorithm for gates discovery 
and optimal gate selection. 
 
3) Performance Metrics 
 
In the conducted simulations, we concern in measuring the 
followings: 
 
 Total Gates Offloaded Bytes (GBOF) 
 
𝐺𝐵𝑂𝐹 = ∑ ∑min(𝑙𝑔(𝑡), 𝐶𝑔(𝑀(𝑡))
G
𝑔=1




𝑙𝑔(𝑡) = ∑ 𝑙𝑔𝑘(𝑡),
𝐾𝑔(𝑡)
𝑘=1
                                   (36) 
 
where, 𝑡 = int is the simulation starting time, and 𝑡 = finl is 
the simulation ending time. For calculating the total number of 
bytes offloaded by a gate 𝑔, at every second t, we count the 
total number of users inside the gate 𝐾𝑔(𝑡). 𝐾𝑔(𝑡) is used by 
the APC to assign the number of mmWave APs 𝑀(𝑡) required 
for mmWave concurrent transmissions with total gate 
offloading capacity of 𝐶𝑔(𝑀(𝑡)), as given in Table II.  
 
𝑀(𝑡) = {
 𝐾𝑔(𝑡)   𝐾𝑔(𝑡) < 𝑀
𝑀         𝐾𝑔(𝑡) ≥ 𝑀
,                     (37) 
 
where 𝑀 is the total number of mmWave APs inside the gate. 
Then, the total traffic load inside the gate 𝑙𝑔(𝑡) is calculated 
using (36) and compared with 𝐶𝑔(𝑀(𝑡)) using (35) to find out 
the total number of bytes a gate 𝑔 can offload at every second 
t.  
 Average User OFE  








                             (38) 
 
where K is the total number of simulated users, and 𝑂𝐹𝐸𝑘 is 
the offloading experience of user k as defined in (21). 
 
 
Fig. 9. Total gates offloaded bytes and average users OFE using 2000 users. 
 
Fig. 10. Total gates offloaded bytes and average users OFE using 8 gates. 
4) Simulation Results  
 
Fig. 9 shows 𝐺𝐵𝑂𝐹  in Tera Byte [TB] and the average users 
OFE using a fixed number of users (2000 users) and different 
number of gates (2 ~ 30 gates), while Fig. 10 gives 𝐺𝐵𝑂𝐹 and 
the average users OFE using a fixed number of gates (8 gates) 
and different number of users (500 ~ 4000 users). These 
figures prove the significance of the proposed eANDSF in 
maximizing the total gates offloaded bytes compared to the 
conventional ANDSF. The proposed eANDSF has more than 
double the performance of the conventional ANDSF using 30 
gates / 2000 users and 8 gates / 4000 users. Also, the proposed 
eANDSF always maximizes the average user OFE compared 
to the conventional ANDSF. This is because, the proposed 
eANDSF considers the user’s delayed traffic relative to the 
gates’ remaining capacities at the expected user arrival when it 
makes a gate selection decision. Instead, in the conventional 
ANDSF, the user itself who selects the associating gate from 
its nearby discovered gates. Therefore, no load balance relative 
to gates’ offloading capacities is guaranteed. Consequently, the 
gates with low offloading capacities may be heavily loaded 
while the high capacity ones are lightly loaded. As a result, 
total gates offloaded bytes and users OFE are not maximized. 
VII. CONCLUSION 
In this paper, as a contribution to solve the capacity problem 
of future cellular networks, we proposed to implant the ultra-
high speed mmWave access into cellular networks in the form 
of mmWave gates consisting of many coordinated mmWave 
APs. The concept of delayed offloading is investigated in 
conjunction with the proposed gates to relax the demand of 
deploying a high number of them, which greatly reduces the 
deployment cost and the required control compared to the 
current proposals. To efficiently control the delayed offloading 
process over the gates, we proposed to tightly couple the gates 
and the Macro BS through the C-RAN using the proposed 
delayed offloading CC-HetNet. We gave the comprehensive 
architecture of the proposed CC-HetNet in addition to the 
protocol that organizes its operation.  
Then, we highlighted the challenge of intra-gate user 
scheduling comes from the un-equal stay times of the users 
passing through the gate. An efficient mobility-aware WPF 
joint user scheduling was proposed to cope with this challenge. 
By theoretical means, we proved the high potential of the 
proposed WPF compared to the conventional PF. Another 
highlighted challenge inherent in delayed offloading concept 
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was the design of an eANDSF to efficiently discover and 
select an optimal offloading zone for associating a user with 
delayed traffic. Thanks to the tightly coupled CC-HetNet, an 
adaptive gate association scheme including an online algorithm 
for gates discovery and optimal gate selection was proposed as 
eANDSF for delayed offloading networks. 
We proved the high impact of the proposed mmWave gate 
in terms of GOFE, gate offloading time, gate offloading 
capacity, and normalized UE energy consumption. Also, we 
proved the high efficiency of the proposed mobility–aware 
WPF joint user scheduling compared to the conventional PF 
and round robin schemes. Also, we proved the high impact of 
the proposed eANDSF over the conventional ANDSF in 
optimizing the performance of delayed offloading networks in 
terms of total gates offloaded bytes and average user OFE. A 
mmWave gate consisting of only 4 mmWave access points 
(APs) can offload up to 70 GB of delayed traffic within 25 sec, 
which highly relaxing the traffic demand of the Macro BS and 
reduces the energy consumption of a user equipment (UE) by 
99.6 % compared to the case of only using Macro BS without 
gate offloading. Also, more than a double increase in total 
gates offloaded bytes is obtained using the proposed eANDSF 
over using the conventional ANDSF proposed by 3GPP due to 
the optimality in selecting the associating gate.    
Although the proposed delayed offloading CC-HetNet has a 
promising impact in solving the capacity problem of future 
cellular networks, further investigations are need to be done. 
One of these investigations is the possibility of automatic 
adjustments of the files deadlines based on user location and 
velocity and nearby gates conditions. Also, the detailed 
network architecture of delayed offloading CC-HetNet 
including the required interfaces, gateways, protocol stacks 
and synchronization should be considered.    
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