Abstract-This paper proposes an efficient yet simple design framework for achieving flexible resource allocation and packet scheduling for non-real-time polling service (nrtPS) traffic in IEEE 802.16 networks. By jointly considering the selective Automatic Repeat reQuest mechanism at the media access control layer as well as the adaptive modulation and coding technique at the physical layer, the proposed framework enables a graceful tradeoff between resource utilization and packet delivery delay while maintaining the minimum throughput requirements of nrtPS applications. An analytical model is developed for parameter manipulation in the proposed framework, where some important performance metrics, such as inter-service time, delivery delay, goodput, and resource utilization, are investigated for performance evaluation. Simulation results are given to demonstrate the efficiency of the proposed framework and verify the accuracy of the analytical model. Index Terms-Non-real-time polling service (nrtPS), scheduling, automatic repeat request, IEEE 802.16, adaptive modulation and coding.
A S a promising broadband wireless access standard, IEEE 802.16 has attracted extensive attentions from both the industry and academia due to its strong capability of providing broadband data and real-time multimedia services with quality of service (QoS) satisfaction. IEEE 802.16 standard defines four types of services [1] : Unsolicited Grant Service (UGS), Real-time Polling Service (rtPS), Non-real-time Polling Service (nrtPS), and Best Effort (BE). UGS aims to support real-time constant-bit-rate (CBR) applications, such as T1/E1 classical pulse coded modulation (PCM) phone signal transmission and voice over Internet protocol (VoIP) without silence suppression, which are subject to stringent delay and delay jitter constraints. rtPS is designed to support variable-bitrate applications, such as Internet protocol TV, online gaming, and video conferencing, where delay, minimum throughput, and maximum sustained throughput are defined and constrained. nrtPS is to support delay-tolerant applications, such as file transfer protocol (FTP), where minimum throughput is defined. BE service is subject to no QoS requirement.
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Many resource allocation and scheduling schemes have been developed to deal with the four service types based on their intrinsic characteristics and QoS requirements. For UGS, a common solution is to periodically grant a fixed amount of resources since the service is designed for the CBR applications. For the rtPS applications, scheduling schemes, such as the largest weighted delay first and strict priority scheduling, were proposed to deal with the stringent delay requirement [2] , [12] . For BE service, proportional fairness scheduling is an effective approach to balance the system throughput and fairness. To the best of our knowledge, very few research efforts have dedicatedly dealt with the resource allocation and scheduling for nrtPS in spite of its ultimate importance. It has been reported that transmission control protocol (TCP) traffic (which exclusively takes nrtPS as the carrier in an IEEE 802.16 network) may take up to 80% of the total Internet bandwidth [3] , while an average share of 83% is observed in the High-Performance Computing (HPC) networks. With such predominant bandwidth consumption, it is crucial to develop a dedicated strategy for dealing with nrtPS traffic in IEEE 802.16 networks.
The key concerns on the resource allocation and scheduling for nrtPS traffic are the fulfillment of its minimum throughput requirement and improvement of resource utilization with acceptable delay. Efforts on improving resource utilization and reducing experienced delay are in general contradictory since high resource utilization can be achieved by assigning the resource to the subscriber stations (SSs) with good channel conditions, while leaving the SSs with poor channel conditions starved and experienced a long delay. Although nrtPS connections are delay-tolerant, they should not be starved for too long since otherwise the flows will suffer considerable performance degradation. For instance, based on the 3GPP standard, the delay for the low delay data service and the long constrained delay data service should be less than 50ms and 300ms, respectively [4] . Therefore, how to compromise the resource utilization and experienced delay of each SS is a challenging and important issue.
In this paper, we propose a flexible and effective design framework for achieving efficient resource allocation and packet scheduling of nrtPS traffic in IEEE 802.16 networks such that the minimum bandwidth requirement is satisfied while a nice compromise between the resource utilization and delivery delay for each SS can be achieved. Furthermore, an analytical model is developed to investigate some important 1536-1276/09$25.00 c 2009 IEEE performance measures, such as inter-service time, delivery delay, goodput, and resource utilization, and is positioned as a guideline for the parameter manipulation in the proposed framework. The proposed analytical model is characterized by jointly considering the Adaptive Modulation and Coding (AMC) technique and the selective Automatic Repeat reQuest (ARQ) mechanism. Extensive simulation results are given to demonstrate the efficiency of the proposed framework and verify the analytical model.
The remainder of the paper is organized as follows. Section II introduces the related work on the scheduling and ARQ. Section III describes the proposed resource allocation and packet scheduling framework, followed by the analysis of some important performance metrics. Section IV provides analytical and simulation results to validate the efficiency of the proposed framework and the accuracy of the analytical model. Finally, we conclude the paper in Section V.
II. RELATED WORK

A. Scheduling in Wireless Networks
There have been several studies on scheduling issue in wireless networks, but most of them focused on either besteffort applications by improving the system throughput and fairness performance, or real-time applications with the delay constraint being the main concern [5] - [14] .
Opportunistic scheduling [5] was devised to maximize the resource utilization by assigning resources to the user with the best channel condition at each timeslot. Nonetheless, it is not suitable for nrtPS applications since long-term starvation could occur for the SSs with bad channel conditions. A creditbased code-division generalized process sharing scheme was proposed in [6] , where the scheduler assigned the resources based on both the general processor sharing discipline and each user's credit to achieve high resource utilization as well as long-term fairness. Proportional fairness (PF) scheduling [7] [8] was designed to balance the fairness and system throughput. An opportunistic fair scheduling, αP F S , was proposed in [9] to flexibly adjust the fairness performance by manipulating the parameter α. In [10] , the selective relative best (SRB) scheduling was proposed for BE traffic, in which a proper tradeoff between the fairness and system throughput was fulfilled by jointly considering short-term channel gain and long-term channel gain. An opportunistic fair scheduling was proposed in [11] to maintain the long-term fairness and achieve a smooth service rate. In general, all the aforementioned schemes focused on improving fairness performance, rather than providing the guarantee for the minimum throughput requirement, which is essential for nrtPS.
The Largest Weighted Delay First scheduling scheme in [12] focused on real-time applications by mainly considering the delay requirements while leaving the throughput and resource utilization aside, which is not suitable for nrtPS. Adaptive EXP/PF scheduling in [13] focused on BE traffic and real-time service, where the service priority was evaluated based on the experienced delay and channel condition at each queue.
A few studies have considered non-real-time applications, but they only focused on satisfying either the throughput ratio or the acceptable delay [14] - [17] . The Channel-Aware Round Robin (CARR) scheme [14] [15] provided a soft bandwidth guarantee by compromising the conventional round robin and opportunistic scheduling. However, this scheme fails to guarantee the minimum bandwidth since the allocated resource is entirely determined by the corresponding long-term channel condition of each end user instead of the bandwidth demand. A minimum-bandwidth guaranteed proportional fairness scheduling (mGPFS) was proposed in [16] , where each user's weight was adaptively adjusted by solving a linear program. This scheme provides a lower bound for the throughput ratio between the users with the best channel and the worst channel, but it cannot guarantee the achieved throughput for a specific end user. An adaptive exponential scheduling scheme was proposed in [17] for non-real-time service, where the priority of a non-real-time flow was adaptively adjusted based on its maximum acceptable delay, experienced delay, and channel conditions. Although taking the acceptable delay into account, it does not consider the bandwidth requirement.
B. Automatic Repeat reQuest
Automatic Repeat reQuest is an important close-loop error control mechanism to achieve a low packet loss rate in errorprone wireless environments. Extensive research efforts have been reported on the analysis of ARQ protocols in terms of different performance metrics, such as average delay of protocol data units (PDUs), service data units (SDUs), and throughput efficiency [18] - [21] .
Although ARQ schemes have been extensively studied, some new challenges have emerged with the launching of the IEEE 802.16 standard. The IEEE 802.16 standard specifies some advances in physical layer techniques and media access control protocol, such as AMC, orthogonal frequency division multiplexing (OFDM), flexible retransmission of lost packets, etc. These characteristics have posed fundamental differences in the efforts of performance analysis of ARQ in IEEE 802. 16 networks compared with that in many previous works. Firstly, most of former studies simply assumed that the time taken to transmit a packet is a constant, generally defined as a timeslot. Such an assumption does not hold in IEEE 802.16 networks due to the adoption of AMC, which aims at providing a better tradeoff between the system capacity and coverage. With AMC, the link capacity varies with the channel conditions, leading to the fact that the time taken to retransmit a packet varies with the current channel condition, and may be different from that taken in the previous transmission attempt.
Secondly, most of the former studies commonly assumed that the lost packets are retransmitted immediately in the very next timeslot [19] - [22] . This is a very strong assumption because the time consumed by data decoding, processing, and feedback is not negligible when the round-trip time is considered. In addition, the assumption may result in low system capacity due to varying channel conditions. For instance, when the channel condition of the next timeslot is poor, the retransmission could experience a much higher packet loss rate. In IEEE 802.16 networks, the retransmission of lost packets is flexible and does not just occur within the very next timeslot. Therefore, a fundamental difference can be identified in the design and performance analysis in IEEE 802. 16 networks compared with that in many previous works. Thus, it is critical to develop an efficient resource allocation and scheduling framework that not only can maintain the minimum bandwidth requirements for nrtPS flows by jointly considering the selective ARQ mechanism at the media access control (MAC) layer and AMC technique at the physical layer, but also initiate a graceful compromise between the resource utilization and delivery delay. To the best of our knowledge, such design requirements and network environments have never been considered in the previous studies.
III. THE PROPOSED RESOURCE ALLOCATION AND PACKET
SCHEDULING FRAMEWORK
In this paper, we propose a simple yet efficient resource allocation and packet scheduling framework for nrtPS traffic in IEEE 802.16 networks such that the minimum bandwidth requirements can be satisfied while a flexible tradeoff between the packet delivery delay and the resource utilization is initiated. The flowchart of the proposed framework is shown in Fig. 1 . h and L are two operational parameters in the proposed framework. h is the number of SSs selected at each MAC frame, which is the parameter controlling the tradeoff between the resource utilization and the packet delivery delay of each SS, while L (in the unit of PDUs) is the bandwidth granted to an SS when it is served, which is the parameter to fulfill the satisfaction of the minimum bandwidth requirement of a nrtPS application. By manipulating these two parameters, the framework can satisfy the minimum bandwidth requirement of each nrtPS flow and fulfill the flexible tradeoff between the delivery delay and the resource utilization. Furthermore, the proposed framework takes the channel condition of each SS into account. By exploiting the multi-user channel diversity, the proposed scheme can obtain a high system capacity.
Due to the error-prone wireless channel, there may exist much gap between the assigned bandwidth and achieved goodput. The proposed framework takes this situation into account by jointly considering the selective ARQ mechanism at the MAC layer. With the use of selective ARQ, the information about whether or not the PDUs transmitted at a downlink subframe (DL sub-frame) are successfully received is feedbacked to the base station (BS) at the following uplink sub-frame (UL sub-frame). Based on the feedback information, the failed PDUs are retransmitted next time when this queue obtains the transmission opportunity, instead of being retransmitted immediately. By taking the impact of selective ARQ on the retransmission of lost PDUs, we analyze the performance of the proposed framework in terms of the achieved goodput and the packet delivery delay for each SS. Furthermore, the proposed framework also considers the AMC technique at the physical layer which is specified in the IEEE 802.16 standard. With the adoption of AMC, the system dynamically adjusts the modulation level according to the channel condition of each SS. In IEEE 802.16 networks, different modulation levels lead to different numbers of information bits carried by an OFDM symbol. Thus, resource utilization, which is defined as the average number of information bit carried by an OFDM symbol, is one of the most important metrics to evaluate the performance of the proposed framework. In this paper, we also analyze the resource utilization of the proposed framework with the consideration of AMC.
In specific, the proposed framework works as follows. At the beginning of each MAC frame, h SSs with better channel conditions are selected and granted with transmission opportunities at this DL sub-frame. Each selected SS is assigned with a specific amount of resources, which is denoted as L, according to the minimum throughput requirements of the nrtPS flows destined to these SSs and the channel conditions of all SSs. By manipulating the parameters h and L properly, the proposed resource allocation and scheduling framework can fulfill any possible design requirement, such as resource utilization, throughput requirements, and delivery delay requirements. When h is set to 1, it is degraded to the opportunistic scheduling, which can obtain the maximum resource utilization at the expense of possibly long delivery delay of the SSs with poor channel conditions. When h equals to the total number of SSs associated to the BS, the resource utilization is low, but the delivery delays of SSs are small. Meanwhile, the setting of parameter L depends not only on the minimum bandwidth requirement of a nrtPS flow, but also on the channel conditions of all SSs associated to the BS.
In order to study the performance of the proposed framework and the impact of the two parameters on the design requirements, such as resource utilization, minimum bandwidth requirement, and packet delivery delay, an analytical model is developed to evaluate some key performance metrics, including inter-service time, PDU delivery delay, SDU delivery delay, goodput, and resource utilization. For simplicity, the SS under consideration is referred to as the tagged SS, and at the BS, the queue that buffers the nrtPS PDUs destined to the tagged SS is referred to as the tagged queue. When the tagged queue obtains the transmission opportunity, L PDUs buffered at this queue are transmitted at this DL sub-frame. The following assumptions are made in the performance analysis:
(1) a link layer SDU corresponds to an IP packet; (2) each SDU is fragmented to F PDUs with an equal size of B bits; (3) feedback information of PDUs transmitted at a DL subframe is sent back to the BS at the following UL sub-frame using the UL-ACK channel, which has been defined in IEEE 802.16e standard; (4) resources are available for nrtPS traffic admitted into the network at each MAC frame. This assumption is reasonable provided with a well-defined connection admission control strategy adopted in the network; (5) when a queue is scheduled, it has PDUs waiting for transmission. The proposed design framework is based on the average throughput requirement and the tradeoff between the delivery delay and resource utilization. In terms of packet arrival, the only assumption in the analytical model is that when a queue is visited, it has packets waiting for transmission. For the bursty traffic, this assumption is usually satisfied.
A. Wireless Channel Model
Wireless channels suffer from deep fading that occurs randomly in the time span with a random duration and depth. Numerous studies have shown that such channels can be described by a Markov model to capture the bursty error nature. In this paper, a finite state Markov channel (FSMC) model [23] is used to describe the time-varying channel condition of each SS. In addition, when the channel model is constructed, the discrete AMC architecture defined in the IEEE 802.16 standard is taken into account, where the received signal-to-noise ratio (SNR) is divided into several disjoint regions. According to the perceived SNR, the BS selects a proper modulation level and coding scheme for each SS. Table I .
The channel states of a FSMC model are abstracted as shown in Fig. 2 . State 0 represents the state with no transmission permitted, which happens when the channel condition is very poor. In this case, the corresponding queue should not transmit any data in order to improve the system throughput. The probability of staying at state n (denoted as π(n)) is given by [23] 
whereγ is the average SNR, m is Nakagami fading parameter, Γ(m) is the Gamma function, and Γ(m, γ) is the complementary incomplete Gamma function. The channel becomes a Rayleigh fading channel when m = 1. For a slow fading channel (i.e., state transition occurs only between adjacent states), the state transition matrix for the FSMC can be expressed as follows
The transition probability from state n to k (denoted as p nk ) is obtained as follows:
where T is the time duration of a MAC frame, and L n is the level crossing rate at b n corresponding to state n, which can be estimated by
where f d is the Doppler frequency. Although the slow fading channel is considered in this study, the following analysis on the delivery delay, goodput, and resource utilization is also valid for other types of channels. The only difference is the derivation of the state transition matrix given in (2) . Similar Markovian models for other types of fading channels have been discussed in [24] - [26] .
B. Analysis of the Service Probability for an SS
The service probability is defined as the probability for an SS to obtain the service at a DL sub-frame. Let the SS under discussion be referred to as the tagged SS. Firstly, we classify all SSs into three groups based on the channel state of the tagged SS at a specific MAC frame. Given the channel state of the tagged SS is at state n, the three groups are composed of the SSs with channel conditions better than, same as, and worse than the state n , respectively, which is denoted as the groups G 1 , G 2 , and G 3 , respectively. Let k 1 , k 2 and k 3 denote the number of SSs in the groups G 1 , G 2 , and G 3 , respectively. The tagged SS, which belongs to the group G 2 , obtains the chance of transmission only when the condition k 1 < h holds. Otherwise, all the selected SSs should come from the group G 1 . When the condition is satisfied, the probability that the tagged SS obtains the chance of transmission can be derived based on the values of k 1 and k 2 . Since the total number of selected SSs is h, and k 1 SSs are at the channel states better than state n, h − k 1 is the quota left for the SSs at G 2 and G 3 . When h − k 1 is larger than or equal to k 2 , all the SSs at the group G 2 are selected, i.e., the tagged queue obtains the chance of transmission at this DL sub-frame with a probability 1. On the other hand, when k 2 > h − k 1 , the BS randomly selects h − k 1 out of k 2 SSs in the group G 2 . Therefore, the tagged queue obtains the chance of transmission with a probability (h − k 1 )/k 2 . The function Q(·) given in (7) takes these situations into account. k 1 is a value between the set [0, h − 1] such that the tagged SS can obtain the chance of transmission. Let M be the total number of SSs in the network. Under a specific value of k 1 , k 2 is in the set of
The set begins with 1 since at least the tagged SS is in the group G 2 . When the values of k 1 and k 2 are given,
Let Ω(j 1 ), Ω(j 2 ), and Ω(j 3 ) denote the sets of SSs in groups G 1 , G 2 , and G 3 , respectively. Thus, given that the channel condition of the tagged SS is at state n along with the specific Ω(j 1 ), Ω(j 2 ), and Ω(j 3 ), the probability that the tagged SS obtains the transmission opportunity can be expressed as (8) , where the function Q is defined as (7), while
pr(S i2 = n) , and
pr(S i3 < n) denote the probability that all SSs in groups G 1 , G 2 , and G 3 are at the channel states better than, same as, and worse than state n, respectively. For instance, the system is composed of SS 1 , SS 2 , SS 3 , SS 4 , SS 5 , and SS 6 . The tagged SS is SS 1 , which stays at channel state n = 3. Let h = 3, k 1 = 2, and k 2 = 3. Given that Ω(j 1 ), Ω(j 2 ), and Ω(j 3 ) are {SS 2 , SS 3 }, {SS 4 ,SS 5 }, and {SS 6 }, respectively, the probability that SS 1 obtains a transmission opportunity is given by (9) .
Equation (8) is for the specific Ω(j 1 ), Ω(j 2 ), and Ω(j 3 ). In the following, the number of all possible Ω(j 1 ), Ω(j 2 ), and Ω(j 3 ) is taken into consideration. . In other words, given k 1 , the total number of possible Ω(j 1 ) is a 1 , and the set of all possible Ω(j 1 ) is represented by {Ω(j 1 ), j 1 = 1, 2, · · · a 1 }. Given Ω(j 1 ), the total number of possible Ω(j 2 ) is a 2 , and the set of all possible Ω(j 2 ) is represented by {Ω(j 2 ), j 2 = 1, 2, · · · a 2 }. Note that given Ω(j 1 ) and Ω(j 2 ), the number of possible Ω(j 3 ) is 1 since G 3 is composed of all the left SSs that belong to neither G 1 nor G 2 . In other words, j 3 is always 1. Thus, the service probability of the tagged SS at the channel state n is given by (10) .
Note that σ S0 = 0 since the tagged queue is not allowed to transmit when the channel state of the tagged SS is at state 0, considering a high error bit rate at such a poor channel condition.
C. Analysis of Inter-service Time
An integrated Markov model is constructed to describe the channel states of the tagged SS, where each state represents the current channel state of the tagged SS and whether the tagged queue obtains the chance of transmission in the current DL sub-frame. It consists of 2N + 1 (N = 7 in the study) states as shown in Fig. 3 , where (n, s) and (n, w) represent that the tagged SS obtains and loses the chance of transmission, respectively, while its channel is at the state n. The transmission probability matrix is given by (11) .
In order to derive the inter-service time, we group the states in Fig. 3 into two states denoted as S and W , which represent the states where the tagged queue obtains and loses the chance of transmission, respectively.
The transition probabilities of the grouped states are given by
[θ(n, w)
where θ(n, s) is the steady-state probability of the state (n, s), and p ns,jw is the one-step transition probability from the state (n, s) to the state (j, w)
.
Let m denote the inter-service time, which is defined as the duration (in unit of frame) between two successive transmission chances for the tagged queue. The mean of m is given by
D. Analysis of Goodput
Let η denote the number of PDUs successfully launched by the tagged queue during each transmission opportunity. The mean of η is given by
where L is the number of PDUs transmitted by the tagged queue each time it obtains the transmission opportunity. Goodput achieved at the tagged queue is defined as the average data rate (in unit of bit per second) successfully launched by the tagged queue, and is given by
where E[m] is the mean of the inter-service time, E[η] is derived from (15) , T is the time duration of a MAC frame, and B is the size of a PDU in unit of bit.
E. Analysis of Resource Utilization
The resource utilization (denoted as RU ) is defined as the number of information bits carried by an OFDM symbol. When a high modulation level is used, the number of information bits carried by an OFDM symbol is large, which yields a high resource utilization, and vise versa. RU is an important metric to evaluate the performance of the proposed framework, which can be obtained as
where M is the total number of SSs in the network, θ i (n, s) is the steady-state probability of the state (n, s) for SS i , I k is the information bits carried by an OFDM symbol when the channel state is at k, which is given in Table I , and a n is the required OFDM symbols to transmit L PDUs at the tagged queue when the channel state is n.
F. Analysis of Delivery Delay of a PDU
The average number of transmission/retransmission for a PDU is given by
where p is the error probability of each transmission of a PDU. Thus, the average delivery delay of a PDU (in unit of frame) is given by
where E[m] is the mean of the inter-service time.
G. Analysis of Delivery Delay of an SDU/Packet
The delivery delay of an SDU is defined as the number of MAC frames counted from the launching of the first PDU of the SDU until the successful recipient of the last PDU of the SDU. Let the random variable N denote the number of transmission opportunities experienced by a queue to successfully transmit an SDU, and m i be the ith interservice time. The mean of the delivery delay of an SDU is given by
where E[N ] is the expected number of transmission opportunities experienced by the queue to successfully transmit an SDU, and E[m] is the average inter-service time, which has been derived from (14) . Thus, we need to obtain
We propose a two-queue model to evaluate the delivery of SDUs at the tagged queue of the BS, where two logic queues, called transmission queue (tQ) and the retransmission queue (rQ), are devised as shown in Fig. 4 . The tQ buffers the PDUs while the rQ is used to buffer the failed PDUs. The total number of launched PDUs in each transmission opportunity by the tagged queue, L, is composed of two parts: (1) the PDUs from the rQ due to the transmission failure in the previous transmission opportunity; (2) the PDUs from the tQ. We assume that the retransmitted PDUs get a higher priority than the PDUs in the tQ. In other words, the SS that obtains the transmission opportunity will launch all the PDUs in the rQ queue first, followed by transmitting the PDUs in the tQ queue by the number of leftover quota out of L.
Let an arbitrary SDU in the tagged queue be referred to as the tagged SDU, all PDUs belonging to the tagged SDU be referred to as the tagged PDUs, τ 1 be the time instant at which the tagged queue wins a transmission opportunity and launches the first tagged PDU, the subsequent instants at which the tagged queue obtains the transmission opportunity be denoted as {τ n : n > 0} , and the random variables A n ∈ {0, 1, · · · F } and f n ∈ {0, 1, · · · F }represent the number of the tagged PDUs in the tQ and the rQ observed at the instants {τ n : n > 0}, respectively. The process {A n , f n : n = 1, 2, · · · } forms an absorbing embedded Markov chain on the state space {(0, 1, 2, · · · F ) × (0, 1, 2, · · · F )}, as shown in Fig. 5 , which represents the state transition of the tagged PDUs. The state (0, 0) is the absorbing state, representing that all the tagged PDUs are launched successfully. When the system reaches the absorbing state (0, 0), the tagged SDU is completely transmitted. Thus, the one-step transition probability matrix of this Markov chain is given by Let x in represent the number of the tagged PDUs at the tQ that will be transmitted at the next transmission opportunity, and x out denote the number of the tagged PDUs successfully launched in the current transmission opportunity. Therefore, the transition from state (i, j) to state (i , j ) specifically determines a pair of (x in , x out ), which is given by
Hence, the transition probability p ij,i j is given by (23) , where T 1 , T 2 ,and T 3 are the subsets of Q, T 4 is the complementary set of Q in T , Q is a subset of S, and S and T are the state space and transition space of the absorbing Markov chain, respectively. Hence, the expected number of transmission opportunities required to successfully transmit the tagged SDU is equivalent to the average number of steps to absorption for the tagged SDU, which is given by:
where Π 0 is the initial state vector, I is the identity matrix, R is the matrix derived from the one-step transition probability by deleting the row and column corresponding to the absorbing state (0, 0), and e is a column vector with all elements equal to 1. In order to calculate E[N ], we need to know the initial state vector Π 0 , which is analyzed as follows. First, the PDUs at the tQ is indexed with the mod L. Let the successive time instant the tagged queue obtains the transmission opportunities be denoted as {τ n : n > 0} and random variable φ n ∈ {1, 2, · · · L} be the index of the head-of-line (HOL) PDU at the tQ observed at {τ n : n > 0}. The process {φ n : n = 1, 2, · · · } forms a embedded Markov chain on the state space {1, 2, · · · , L}, as shown in Fig. 6 . The state transition probability of this Markov chain is determined by the number of PDUs at the tQ being launched at each transmission opportunity, which is equivalently the number of PDUs failed in the previous transmission opportunity. Therefore, the one-step transition probability from the 
Based on the one-step transition probability, the steady-state
can be derived from the balance equations. The state transition from state i to state j determines the occurrence of some specific initial states. For instance, the transition from state 1 to the state L, which is due to successful transmission of (L − 1) PDUs at the previous transmission opportunity, implies that the initial state (F, 0) occurs (L − 1)/F times, and the initial state (F − 1, 1) occurs once concurrently. Since the transition from state i to state j occurs with the probability h i q ij , the probability that the corresponding initial states occur can be obtained accordingly. Therefore, the initial state vector Π 0 can be derived based on the derived steady-state probability h i and the one-step transition probability matrix q ij . When the initial state probability vector Π 0 is obtained, the average number of steps for an SDU to the absorption and the average delivery delay of an SDU can be derived from (24) and (20), respectively.
IV. NUMERICAL RESULTS
Extensive simulations are conducted to demonstrate the efficiency of the proposed framework and illustrate the impacts of two parameters, h and L, on the performance metrics in terms of PDU delivery delay, SDU delivery delay, achieved goodput, and resource utilization. We repeat the simulation 50 times with different random seeds and calculate the average value. In the simulation, a Rayleigh fading channel model is adopted, and the total number of SSs is 20, which are divided into four groups. The average SNR of each SS is given in Table II , and the other simulation parameters are given in Table III . Fig. 7 shows the impacts of the parameter h on the SDU delivery delay for different SSs. It can be seen that the SDU Fig. 9 . The inter-service time versus h. delivery delay decreases with the increase of h. When h is 1, one SS is selected to obtain the transmission opportunity at each DL sub-frame. Thus, SS1, which is subject to the worst channel condition, experiences a quite long delivery delay. With the increase of h, SS1 gets more chances of transmissions, therefore, its SDU delivery delay decreases accordingly. Fig. 8 shows the impacts of h on the resource utilization. It is observed that the resource utilization decreases with the increase of h. With a large h, some SSs with poor channel conditions can achieve the chance of transmission, which leads to the adoption of a low modulation and coding level. As a result, a low resource utilization is obtained. From Figs. 7-8, it can be seen that the parameter h plays a key role in manipulating the SDU delivery delay and the resource utilization. A small h leads to a high resource utilization, but it also leads to a long SDU delivery delay for the SSs with poor channel conditions, and vice versa. Fig. 9 shows the relation between the inter-service time and h. It is observed that the inter-service time of each SS decreases with the increase of h. When h is 1, the inter-service time of SS1 is almost 4 times as that of SS16. Fig. 10 shows the relation between the achieved goodput and assigned bandwidth L with different h. It is observed that given a specific h, the goodput requirement can be achieved by manipulating a proper L. With the increase of L, the achieved goodputs of SSs increase accordingly. With a fixed L, an SS with better channel condition achieves a higher throughput since it can get more chances of transmissions. Meanwhile, the achieved goodput is also affected by the selection of h. With a larger h, SSs can obtain a higher goodput. Figs. 7-10 illustrate the impacts of h and L on several important performance metrics. h and L are critical for the performance of the proposed framework. The setting of h is based on the requirement of the tradeoff between the SDU delivery delays and the resource utilization. The possible h is a value in the set of [1, 2, · · · , M], where M is the total number of SSs in the networks. Since the number of possible h equals M , the SDU delivery delay and resource utilization corresponding to each possible h can be obtained by using the analysis given in Section III. When the sets of possible SDU delivery delays and resource utilization are obtained, the parameter h can be selected based on the requirement of the SDU delivery delay and the resource utilization. After h is set, L can be set by using the analytical result given in (16) , based on the throughput requirements of each SS. Furthermore, the parameters h and L decide the amount of resource assigned to nrtPS applications at each MAC frame, which can provide a useful guideline for the connection admission control such that the system will not be overloaded.
From Figs. 7-10, it is also observed that the simulation results match very well with the analysis results, which verifies the accuracy of the developed analytical model.
V. CONCLUSIONS
A simple yet efficient resource allocation and packet scheduling framework has been proposed for nrtPS applications in IEEE 802.16 networks, where selective ARQ at the MAC layer and AMC technique at the physical layer are jointly considered. An analytical model has been developed to provide practical guidelines to select appropriate parameters for satisfying the throughput requirement and initiating a graceful compromise between the delivery delay and the resource utilization for nrtPS applications. Extensive simulations have been conducted to demonstrate the effectiveness and efficiency of the proposed framework and verify the accuracy of the analytical model. In this paper, we have focused on unicast scheduling for nrtPS applications. Another important and promising application in IEEE 802.16 networks is the multimedia multicast application, such as IPTV, which is expected to serve as a killer application provided by the Internet Service Providers (ISPs) in the future. Our further research on the multicast scheduling for providing high quality IPTV service in IEEE 802.16 network is under way.
