Abstract-The ability to form and recognize object categories is fundamental to human intelligence. This paper proposes a behavior-grounded relational classification model that allows a robot to recognize the categories of household objects. In the proposed approach, the robot initially explores the objects by applying five exploratory behaviors (lift, shake, drop, crush and push) on them while recording the proprioceptive and auditory sensory feedback produced by each interaction. The sensorimotor data is used to estimate multiple measures of similarity between the objects, each corresponding to a specific coupling between an exploratory behavior and a sensory modality. A graph-based recognition model is trained by extracting features from the estimated similarity relations, allowing the robot to recognize the category memberships of a novel object based on the object's similarity to the set of familiar objects. The framework was evaluated on an upper-torso humanoid robot with two large sets of household objects. The results show that the robot's model is able to recognize complex object categories (e.g., metal objects, empty bottles, etc.) significantly better than chance.
I. INTRODUCTION
Learning to classify objects into categories is a fundamental milestone in human development. Such an ability is crucial for robots that have to operate in human environments where object categorization skills are required for solving many practical tasks (e.g., sorting objects in order to clean a room or unload a dishwasher). Not surprisingly, there has been much recent progress in enabling robots to robustly recognize and categorize objects, using both supervised and unsupervised machine learning methods.
There are two main limitations of current approaches to object category recognition. First, most methods rely exclusively on computer vision or laser scan data, gathered through passive observation (e.g., [1] , [2] , [3] , [4] ). Given a clear view of the object, such methods can achieve high classification accuracy. Nevertheless, experiments in psychology have shown that many object properties (e.g., material type, weight, etc.) can only be perceived through the use of auditory, proprioceptive, and other non-visual sensory modalities [5] . For example, using vision alone, a robot cannot distinguish between an empty bottle and a full bottle that otherwise look the same.
Another major limitation of current approaches to object classification is that they typically fail to exploit relational information that specifies how similar two objects are in a given context. Instead, objects are usually classified based on static visual features alone. Recent results from the machine learning community, however, have shown that by exploiting relations that link objects (e.g., citations link academic papers, hyperlinks connect web pages, etc.) it is possible to further increase the classification accuracy (see [6] for a literature survey).
To address these limitations, this paper proposes a behaviorgrounded approach for classifying objects into categories that estimates and uses object similarity measures grounded in raw sensorimotor interactions. Rather than trying to classify objects through passive observations, our robot actively interacts with them by applying five different exploratory behaviors. Over the course of each interaction, the robot detects auditory feedback captured by a microphone and proprioceptive feedback captured by joint torque sensors in the robot's arm. The sensorimotor data is used to estimate multiple pairwise measures of object similarity, each corresponding to a unique coupling between an exploratory behavior and a sensory modality. A graph-based recognition model is trained by extracting features from the estimated similarity relations, allowing the robot to recognize the category memberships of novel objects based on the objects' similarity to the set of familiar objects.
The framework was evaluated on an upper-torso humanoid robot with two large sets of objects. The results show that the model was able to recognize human-provided object categories significantly better than chance. The results also make a strong case that robots should interact with objects using a rich behavioral repertoire and many sensory modalities in order to better ground object categories in sensorimotor experience.
II. RELATED WORK
The importance of forming and recognizing object categories has lead to several important lines of research in the robotics community. Most object classification and categorization systems in use by robots today rely almost exclusively on visual and/or 3D laser scan data [1] , [2] , [3] , [4] . While such systems have many useful applications, they suffer from several important limitations. For example, they are of little use when the object is not in a direct line of sight. In addition, they cannot distinguish between objects that look identical, but differ in other properties (e.g., material type or weight). The human visual system is also subject to these same limitations, which is why humans need other sensory modalities to better capture knowledge about objects [5] , [7] , [8] .
To address these shortcomings, several projects have focused on recognizing and representing objects using proprio-ceptive, auditory, and/or tactile feedback [9] , [10] , [11] , [12] , [13] . Others have focused on coupling visual-based object representations with exploratory behaviors [14] , [15] . Natale et al. [9] have demonstrated that a robot can recognize objects with the help of a self-organizing map using proprioceptive data extracted from the robot's hand as it grasped an object. In other related work, Nakamura et al. [11] described a robot that uses proprioceptive, visual and auditory information when interacting with objects in order to infer the outputs of one modality from another (e.g., whether an object would make noise when picked up after only looking at it). Other research has demonstrated that robots can successfully recognize objects using only auditory feedback [16] , [17] , [10] .
Similarly, our own previous research has demonstrated frameworks for interactive behavior-grounded object recognition [13] , [18] as well as unsupervised object categorization [19] , [20] using combinations of auditory, proprioceptive and visual sensory modalities. In another study, we demonstrated that a robot can solve the odd-one-out task (i.e., find the object that does not belong in a given set) using an unsupervised model operating on an object similarity graph [21] . This paper builds on such graph-based object representations by introducing a relational learning model that uses multiple object similarity relations. In contrast to our previous work, the new model is fully supervised and extracts relational features estimated from multiple sensorimotor contexts in order to solve a wide variety of category recognition tasks.
III. EXPERIMENTAL SETUP
The experimental setup and the data set used to evaluate our model were previously published and presented by Bergquist et al. [18] for the different task of object recognition using proprioceptive feedback. Both are briefly summarized here.
A. Robot
The robot used in our experiments was an upper-torso humanoid robot with two 7-dof Barrett WAMs for arms, each with a 3-finger Barrett Hand as an end effector. The robot's head was equipped with an Audio-Technica U853AW cardioid microphone that was used to capture auditory feedback. Joint torque sensors in each joint were used to capture proprioceptive feedback at 500 Hz using the robot's low-level API.
B. Exploratory Behaviors
The robot applied five exploratory behaviors on the objects: lift, shake, drop, crush, and push (see Fig. 1 ). All behaviors were encoded with the Barrett WAM API and performed with the left arm. During the execution of each behavior, the raw proprioceptive data (i.e., joint torques of the left arm) and the raw audio were recorded from start to end.
C. Sensory Feedback Feature Extraction
The proprioceptive and auditory feedback for each behavioral interaction were represented as discrete sequences, by reducing the dimensionality of the raw sensory input using Self-Organizing Maps (SOMs) [22] . The feature extraction routines that were used are identical to the ones described in [18] (for proprioception) and [13] (for audio), and are only briefly summarized here.
The raw joint torque data was converted into a discrete sequence as follows. Given a specific joint-torque configuration of the robot's left arm (i.e., a vector in R 7 ) detected over the course of an interaction, the data point was fed as input to the proprioceptive SOM and the index of the most highly activated state in the map was appended as the next token in the proprioceptive sequence for that behavioral interaction. The SOM was trained with sample joint-torque configurations experienced by the robot while executing all five behaviors.
The Discrete Fourier Transform (DFT) of each recorded sound was processed in a similar way: each column vector of the DFT was given as input to the auditory SOM and the index of the most highly activated state was added as the next token in the auditory feedback sequence. The auditory SOM was trained with a set of column vectors extracted from the recorded DFTs. For both sensory modalities, the Growing Hierarchical SOM toolbox was used to train a 6 by 6 SOM (i.e., 36 total nodes) using the default parameters for a nongrowing 2-D single layer map [23] .
After each behavioral execution, the robot recorded two sequences, X prop = p 1 p 2 . . . p k and X audio = a 1 a 2 . . . a l , as shown in Fig.2 . The theoretical model proposed in this paper requires a metric that can establish the similarity between two sequences from the same sensory modality. In our experiments, the global alignment similarity function was used, which is a common choice for comparing discrete sequences (the same
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? ? Fig. 2 . Turning high-dimensional proprioceptive and auditory input into low dimensional discrete sequences. While performing a behavior on an object, the robot records the joint-torque data and the Discrete Fourier Transform of the audio signal. Each 7-dimensional joint-torque vector is given as input to the proprioceptive SOM and the index of the most highly activated SOM state is added as a token in the resulting sequence, Xprop. Similarly, each DFT column vector from the recorded spectrogram is mapped to a state in the auditory SOM, resulting in the sequence X audio .
metric was also used in [18] and [13] ).
D. Objects
The set of objects, O, consisted of 25 common household objects, including cups, bottles, and toys (see Fig. 3 ). The objects were labeled according to six natural object categories, which were used in the evaluation of the robot's performance on the task of object category recognition. The original data set was collected for a different purpose and had an additional 25 objects that are not included here because they did not fall into any of the 6 object categories, nor did they form any other object categories that we could identify. As described in Section V.E., the proposed model was also evaluated on another data set from an earlier experiment with a different set of objects, which was originally used for the task of acoustic object recognition [13] .
IV. THEORETICAL MODEL
This section describes how a robot can classify objects into object categories using relational machine learning methods. The approach consists of 3 broad stages: 1) interaction stagethe robot explores the objects by applying its set of exploratory behaviors on them; 2) similarity estimation stage -the robot estimates multiple pairwise measures of similarity between the objects, each corresponding to a specific coupling between an exploratory behavior and a sensory modality; and 3) category learning stage -relational features are extracted from the similarity relations and used to train recognition models that can estimate the category memberships of novel objects.
A. Interacting with Objects
During the first stage, the robot interacts with the set of objects O using a set B of N exploratory behaviors. For the experimental setup described so far, B = {lift, shake, drop, crush, push} and N = 5. During the execution of each behavior, feedback from M sensory modalities is recorded (in 3 . The 6 object categories. An object may belong to multiple categories, e.g., the three pop cans also belong to the set of metal objects.
our case M = 2). Each unique behavior-modality combination (e.g., drop-auditory) specifies a sensorimotor context c ∈ C, where C is the set of all contexts (in our case |C| = 10|).
Let 
B. Estimating the Similarity Between Objects
After the interaction stage, the robot estimates pairwise object similarity matrices W c ∈ R |O|×|O| for all behaviormodality contexts c ∈ C. Each entry W c ij ∈ R denotes how similar objects o i and o j are in sensorimotor context c.
Intuitively, if two objects produce similar sensory feedback sequences when a particular behavior is applied on them, then they should be considered similar in that context. Given two objects o i and o j , let X i c and X j c be the two sets containing the sensory feedback sequences detected with these objects in context c. Let sim(X a , X b ) be the global alignment similarity function that measures the similarity between two sequences from the same modality. The pairwise object similarity between objects o i and o j can then be defined as the expected pairwise similarity of two sequences X a ∈ X i c and X b ∈ X j c :
where the expected value is estimated from available data as:
In other words, given a context c and objects o i and o j , the entry W c ij is computed by calculating the average similarity for all possible pairs of sensory feedback sequences detected with the two objects. 1 
C. Object Category Recognition using Relational Features
During the third and final stage, the robot learns a set of relational classifiers that can estimate the category memberships of a novel object using the entries of the similarity matrices W c and the category labels of familiar objects. Let A = [α 1 , . . . , α K ] be the set of attributes (or category memberships) used to label the familiar objects, each corresponding to a particular object category (e.g., P opCans or P lasticCups). Let the function label(o i , α) → {−1, +1} specify whether object o i belongs to category α (+1) or not (−1). In our experiments, there were six object category attributes (K = 6). Figure 3 shows the category memberships of the objects.
Given a set of objects with known attribute labels, the task of the robot is to learn a classification model that can be used to estimate the labels (either −1 or +1) of novel objects for all attributes in A. This task is solved in two steps: 1) for each object, extract relational features from the similarity graphs defined by W c for all sensorimotor contexts c ∈ C; and 2) for each attribute α, train a recognition model M α that can estimate the class label of an unlabeled object, given the extracted relational features for that object.
Let O α be the set of labeled objects for which label(o i , α) = +1, and let Oᾱ be the remaining set of labeled objects that do not belong to category α, such that O α ∩ Oᾱ = ∅. Given an unlabeled object o i , a context c, and an attribute α, we can then extract two features, f α i,c ∈ R and fᾱ i,c ∈ R, which are defined as:
In other words, f α i,c specifies the expected similarity in behavior-modality context c between object o i and all objects o j for which label(o j , α) = +1, while fᾱ i,c specifies the same, but for all objects o j that do not belong to category α. These expectations are estimated from the available data: Figure 4 shows an example of relational feature extraction with 2 contexts, 2 binary attributes, and 6 objects. Five of the objects are familiar (with known labels of either −1 or +1) and one is a novel object (denoted by x). The links correspond to the similarity between the novel object and the familiar ones (the thicker the link, the more similar the objects). In this example, 8 relational features are extracted. In the experimental setup described earlier, there were 10 contexts, . There are five familiar objects with known labels (either −1 or +1) for both attributes and one unlabeled novel object (denoted with x). The edges correspond to the similarity between the novel object and the familiar ones (the edges between familiar objects are not shown). To represent the novel object, for each combination of a context c and an attribute α, two features are extracted, f α x,c and fᾱ x,c . The first feature is simply the average similarity in context c between the novel object and familiar objects that are members of the category α. The second feature is calculated in a similar way but for the objects that do not belong to the category. There are 8 features in this example.
6 binary attributes, and 2 relational features for each contextattribute combination. Thus, each object was represented by a 10 × 6 × 2 = 120 dimensional feature vector f i ∈ R 10×6×2 . For each attribute α ∈ A, a separate recognition model M α (i.e., a classifier) is trained such that
Three different machine learning methods were evaluated as implementations of the recognition models M α : Support Vector Machine (SVM), k-Nearest Neighbors (k-NN), and Decision Tree (C4.5).
V. RESULTS

A. Evaluation
The recognition models M α were evaluated using objectbased cross-validation. During each round of evaluation, the robot's six category recognition models were trained with the known labels for |O| − 1 objects and evaluated on the remaining one object. For the purposes of training, the relational features used to represent each object were estimated using only the labels of the |O| − 1 objects in the training set. For each evaluation round, the output of each model M α was logged and compared against the ground truth (i.e., humanprovided labels). The end result of this classification procedure was one 2 × 2 confusion matrix for each individual attribute, which specified how many of the model's predictions were true positives, true negatives, false positives, and false negatives. Because for many attributes most objects have a label of −1, reporting the raw accuracy may be misleading. For example, given the attribute P opCans, only 3 out of the 25 objects have a label of +1. Thus, a classifier that always predicts −1 can achieve 88% accuracy, and yet this performance is no better than chance. Therefore, the performance of the recognition models is reported in terms of Cohen's kappa coefficient [25] , a statistic that compares the classifier accuracy against chance accuracy, which is defined as:
where P r(a) is the probability of correct classification by the classifier and P r(e) is the probability of correct classification by chance. For example, if the evaluation resulted in 3 true positives, 21 true negatives, 1 false positive, and 0 false negatives, then P r(a) = Table I shows how to interpret κ values as proposed in [26] .
B. Object Category Classification Rates
The first experiment measures the performance of the classifiers M α for all attributes α in terms of the kappa coefficient. Table II shows the resulting classification performance for the three different machine learning algorithms that were used to implement M α . In nearly all cases, the performance is substantially better than chance (i.e., κ greater than 0.0). This result indicates that the relational features contain information that is useful for estimating the categories of novel objects, despite the fact that visual feedback was not provided to the classifier model. Furthermore, the classification rates highlight the importance of auditory and proprioceptive feedback for grounding complex object categories in raw sensorimotor experience.
It is also important to look at the type of errors made by the robot's classification model. For example, for the P opCans attribute, both k-NN and SVM make only one mistake, by incorrectly labeling the small metal cup as a pop can. This is not surprising, considering that the metal cup produces similar sounds to the pop cans as these objects share the same material type. Similarly, the hard plastic bottles are often misclassified as belonging to the P lasticCups category, due to both material and weight similarities.
C. Classification Performance vs. Amount of Interaction
The second experiment aims to see how much experience with the objects is necessary for the classification performance to converge. To find out, the number of trials used to estimate the similarity matrices W c was varied from 1 to 10. Because there are multiple ways to choose which trials should be used, the evaluation was repeated 200 times at each level. The mean and the variance of the kappa statistic were recorded for each level and for each of the 6 attributes. Due to the large number of evaluations, only the k-NN algorithm was chosen because of its relatively fast runtime performance with 25 objects. Figure 5 shows the results of this experiment. There is a slight to moderate improvement in the classification perfor- Classification performance of the k-NN category recognition algorithm as a function of the number of sensorimotor contexts available to the relational recognition model. mance for several of the categories as the robot performs more interaction trials with the objects. For all six categories, there is a notable decrease in the variance of the classification performance as the robot gains more experience with the objects. For some of the object categories (e.g., P opCans), the model's performance is nearly the same, regardless of how many trials are used to estimate the object similarity relations.
D. The Role of Exploratory Behaviors and Sensory Modalities
The next experiment measures the model's performance as a function of the number of available behavior-modality contexts. This is done by varying the number of object similarity relations W c used to extract relational features from 1 (i.e., the robot has only one behavior and perceives only one sensory modality) to 10 (i.e., the results shown in Table II) . Since there are multiple ways to select a subset of contexts, the evaluation was repeated 200 times at each level with a different random seed. Figure 6 visualizes the results of this experiment. As expected, the model's performance tends to increase as the model uses object similarity relations extracted from more contexts. More importantly, when compared with the results of the previous experiment, Figure 6 shows that the number of different behaviors and sensory modalities available to the robot is far more important than the number of interaction trials performed on each object. In other words, the performance improves much faster when more sensorimotor contexts are added, than when more trials are added. Thus, the diversity of experience with objects counts more than the sheer amount of experience. This result makes a strong case that robots should interact with objects using a rich behavioral repertoire and a large number The objects from the second data set and their corresponding categories, which were used to further validate the method presented in this paper. Some objects belong to multiple categories. Three of the objects in that data set do not belong to any of the five categories and are not shown here.
of sensory modalities. It also complements our previous work, which has shown that exploratory behaviors act as classifiers that can be boosted [27] . Research in psychology has indeed shown that animals and humans use multiple exploratory behaviors and multiple sensory modalities to both learn and represent the properties of objects [28] , [29] .
E. Validation on a Second Data Set
Finally, the proposed method was evaluated on another data set, which was previously used for the tasks of acoustic object recognition [13] and categorization [19] . In this experiment, the robot performed five exploratory behaviors (grasp, shake, drop, push and tap) on 36 household objects (see Fig. 7 ). The auditory data from each trial was recorded and converted into a discrete sequence as described earlier (as well as in [13] ). Since there is only one sensory modality, only 5 object similarity matrices W c were estimated, one for each exploratory behavior. The objects were labeled according to five attributes: P lastic, P aper, Metal, W ood, and Contents. The first 4 refer to the objects' material type while the last indicates whether or not the object has contents inside of it (e.g., a full pill bottle). A detailed description of how each object was labeled is available in [19] . Table III shows the results of this experiment. Overall, the classification model performs significantly better than chance for most of the object category attributes, despite the fact that the object similarity matrices were estimated using only auditory data (i.e., no proprioceptive measure of similarity between the objects was available). The validation experiment shows that the proposed relational learning model can be used by a robot to detect the labels of novel objects in a wide variety of settings. In other words, the model is not bound to specific objects, exploratory behaviors, or sensory modalities.
VI. CONCLUSION AND FUTURE WORK
This paper proposed a novel relational (i.e., graph-based) learning framework that can enable a robot to recognize the categories of novel objects by relating them to familiar objects. In contrast to traditional object classification methods that directly map visual object features to categories, the model presented here makes use of relational information that specifies how similar two objects are in a variety of sensorimotor contexts. An important feature of our framework is its ability to simultaneously handle multiple robot behaviors, sensory modalities, and object attributes.
The results presented here were obtained by evaluating our method on two large-scale experimental data sets and have several important implications for research in robotics. First, the robot was able to achieve high object classification accuracy, despite the fact that visual feedback was not used as an input to the robot's model. This finding highlights the importance of non-visual sensory modalities for robotic perception of objects. Second, as the robot was able to experience the objects in more and more sensorimotor contexts, the model's performance increased dramatically. This result shows that the level of diversity of sensorimotor experience with objects is crucial for learning meaningful object representations through behaviorgrounded exploration.
There are several directions for future research. First, while the model presented here uses dense object similarity matrices, sparse representations could be explored in order to scale up the framework to a much larger number of objects. Second, the relational object representation enables the use of semisupervised graph-based learning methods, which have the added advantage of requiring only a few labeled objects [30] . Finally, the duration of the object exploration stage can be reduced, while still maintaining good classification performance, by adapting active learning methods to operate on graph-based representations.
