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Abstract
A ferromagnet can often have inhomogeneous states that are protected from de-
caying into the uniform ground state due to topological reasons. Common examples
of such states, known as topological solitons, are domain walls in a ferromagnetic wire
and domain walls, vortices and skyrmions in two- and three-dimensional ferromag-
nets. In this dissertation, we study the statics and dynamics of multiple interacting
topological solitons in one- and two-dimensional magnets.
The ferromagnetic spin-1/2 Ising chain has domain walls, also known as kinks, as
its elementary excitations. Adding a weak transverse magnetic field endows kinks with
an ability to move; an additional weak longitudinal field leads to their confinement.
In particular, this gives rise to a hierarchy of two-kink bound states. We show that in
a two-dimensional system of parallel Ising chains with weak antiferromagnetic inter-
chain coupling, two confined pairs on adjacent chains can form a composite bound
state. This work supports the interpretation of an experimentally observed excitation




Two domain walls in a classical ferromagnetic spin chain attract each other with a
force that is exponentially weak at large separations but gets stronger as the domain
walls approach each other. In the absence of energy dissipation this force simply
causes a simultaneous precession of all magnetization vectors about the chain direction
with a fixed angular velocity, owing to the gyrotropic nature of the dynamics of spins.
Adding dissipation to the system then causes the two domain walls to approach each
other and ultimately annihilate to create a uniform state. We develop an effective
theory of the dynamics of the annihilation process by isolating four modes of the
system, parametrized by four collective coordinates, that capture the essential physics
of this process: the global position and orientation of the two domain walls and their
relative position and orientation. The theoretical predictions are found to be in
excellent agreement with micromagnetic simulations of the domain wall annihilation.
Finally, we present a theory of the annihilation process of a vortex and an an-
tivortex in a ferromagnetic thin film.
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azimuthal direction. Red and blue denote spins pointing along +ẑ and
−ẑ respectively. Right column: Corresponding trajectories of the m
vector on the unit magnetization sphere. . . . . . . . . . . . . . . . . 3
1.2 Left: A vortex in a ferromagnetic thin film with winding number k = 1
and core polarity p = 1. The arrows show the component of magneti-
zation m|| parallel to the plane. The red color denotes a magnetization
component mz > 1/e out of the plane of the film. Right: Structure
of the vortex core. One can see that m points out of the plane at the
center of the core. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 A localized soliton with skyrmion number S = 1. The magnetization
vector points up at the center, down everywhere at infinity. Every
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center and the circle at infinity. . . . . . . . . . . . . . . . . . . . . . 11
2.1 Five energy eigenstates of the one-dimensional Ising model HI . Red
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topological sector as the first ground state. . . . . . . . . . . . . . . . 19
2.2 The crystal structure of CoNb2O6. The Co
2+, Nb2+ and O2− ions are
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In this chapter, we will introduce the concept of a magnetic soliton. The dis-
tinction between topological and non-topological solitons will be presented and the
issue of stability of these solitons will be discussed. We will then proceed to a show
how the various magnetic interactions found in condensed matter give rise to specific
topological solitons in one- and two-dimensional systems.
1.1 Topological and Non-topological Soli-
tons
The state of a classical magnet can be completely characterized by specifying the
local magnetization vector M (magnetic dipole moment per unit volume) at every
point in space, i.e. by the vector field M(r). In this dissertation, we will not study
1
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phase transitions and will work at temperatures well below the Curie temperature of
the material. Fluctuation effects are insignificant in this regime and the magnitude
of M remains the same everywhere in space. As a result, we will simply use the unit
vector m(r) = M(r)/|M| to characterize the state of our system.
In this dissertation, we will be interested specifically in ferromagnets, in which the
Heisenberg exchange interaction [1, 2] tries to align neighboring magnetic moments.
Therefore, magnetization tends to be uniform in a ground state. For example, in a
ferromagnetic wire, shape anisotropy caused by the dipolar interaction prefers m to
point along the length of the wire in one of the two possible directions. This gives
rise to two ground states m(z) = ±ẑ, where the z-axis is along the length of the wire,
as shown in Figure 1.1.
A magnetic soliton [3] can be defined as an localized configuration m(r) that
approaches a ground state as r → ∞. If the system has multiple ground states, like
the ferromagnetic wire, the ground state at different points at infinity may or may not
be the same (Figure 1.1). One can ask whether or not a soliton can be continuously
deformed to one of the ground states. This forms the basis of a classification of
solitons into topological and non-topological ones. In the rest of this section, we
will illustrate these two types of solitons in the simple setting of a one-dimensional
ferromagnet with an easy axis.
2
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Figure 1.1: Left column: Four configurations of magnetization in the one-
dimensional ferromagnetic wire with an easy axis along its length. The first two
are the two ground states. The third one is a domain wall. The fourth one is a pair of
domain walls with a π/2 twist between them in the azimuthal direction. Red and blue
denote spins pointing along +ẑ and −ẑ respectively. Right column: Corresponding
trajectories of the m vector on the unit magnetization sphere.
3
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1.1.1 Solitons in One Dimension
The total potential energy of a ferromagnetic wire with exchange and anisotropy









Here A > 0 is the exchange constant, K > 0 is the anisotropy, ẑ is the direction of
the easy axis in magnetization space, and m′ ≡ ∂m/∂z. We will use the spherical
representation to characterize m(z) using the polar angle θ(z) and the azimuthal
angle φ(z),
m = (sin θ cosφ, sin θ sinφ, cos θ). (1.2)
Any configuration m(z) can be represented by a trajectory on the unit sphere S2 that
the tip of m traces as one moves from z = −∞ to z =∞ along the wire. A few such
trajectories are illustrated in Figure 1.1.
Minimizing the potential energy (1.1), we find that the ferromagnetic wire has
two uniform ground states m(z) = ±ẑ. We can also minimize the potential energy
(1.1) with boundary conditions m(±∞) = ±ẑ or m(±∞) = ∓ẑ. This yields solitons
interpolating between the two ground states, known as domain walls or kinks:
cos θ(z) = ± tanh z − Z
l0
, φ(z) = Φ, (1.3)
where l0 =
√
A/K is the width of the domain wall and Z and Φ are two arbitrary
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constants denoting the location of the center and the azimuthal plane of the wall. A
typical domain wall is shown in the third row of Figure 1.1. As a local minimum of
the potential energy, it is a static configuration.
One can also put two domain walls next to each other in a wire and thus obtain
a configuration that approaches the same ground state at z = ±∞. Such a state,
with m(±∞) = ẑ is shown in the fourth row of Figure 1.1. This state is clearly a
non-topological soliton since it can be continuously deformed to the uniform state
m(z) = ẑ. This is most easily seen by looking at its trajectory on the unit sphere, as
shown in Figure 1.1, which is a closed loop starting and ending at the north pole and
can thus be shrunk continuously to the north pole.
A domain wall, on the other hand, describes a trajectory that starts at the north
pole and ends at the south pole. Since the ends of a trajectory are fixed (they are
realized only at z = ±∞), the trajectory of the domain wall cannot be continuously
shrunk to a point. It is thus a topological soliton. One can associate topological
charges of ±1 to domain walls that interpolate between ±ẑ and ∓ẑ, respectively.
The non-topological soliton in Figure 1.1 is then just a pair of oppositely charged
domain walls and hence has zero net topological charge, as expected.
A topological soliton is a stable object since it cannot be continuously deformed
to a uniform state. As a result, adding a weak external perturbation won’t cause it
to decay into a ground state. A non-topological soltion, on the other hand, is usually
unstable since it has no such topological protection. In some situations, it can be
5
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stabilized by conserved integrals of motion such as energy, momentum or angular
momentum. But as soon as these conservation laws are broken by a weak external
perturbation such as a viscous force, the non-topological soliton decays into a uniform
ground state. We will see an explicit example of how this happens in Chapter 3 of
this dissertation.
In Chapter 2 we will study the nature of elementary excitations in the quantum
magnet CoNb2O6, which can be modelled as a collection of weakly interacting fer-
romagnetic chains. We will see how weak interactions between domain walls in this
material give rise to localized bound states of two and four domain walls.
We will then move on to study the decay of a pair of domain walls in a ferromag-
netic wire into a uniform ground state. This process will be modeled as two domain
walls approaching and ultimately annihilating each other. We’ll develop an effec-
tive theory that describes this process and compare its predictions with numerical
simulations.
1.2 Solitons in Two-Dimensional Systems
1.2.1 Vortices
A minimal model of a thin film again consists of two kinds of interactions: an
isotropic exchange interaction that tries to align neighboring spins and an easy-plane
6
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Figure 1.2: Left: A vortex in a ferromagnetic thin film with winding number k = 1
and core polarity p = 1. The arrows show the component of magnetization m||
parallel to the plane. The red color denotes a magnetization component mz > 1/e
out of the plane of the film. Right: Structure of the vortex core. One can see that m
points out of the plane at the center of the core.
anisotropy that penalizes any out-of-plane magnetization mz:











Here A > 0 is the exchange constant and K > 0 is the anisotropy. The characteristic
length in this system is again the exchange length l0 =
√
A/K. It readily follows
from (1.4) that this system has a continuous family of degenerate ground states. In
any of these ground states, all spins point in some specific direction in the x-y plane,
i.e. m(x, y) = cos β x̂ + sin β ŷ for a fixed angle 0 ≤ β < 2π.
A well known class of solitons [4], known as vortices, that locally minimize (1.4)
7
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is characterized by the following pattern of the azimuthal angle:




where (X, Y ) is the center of the vortex, k is a nonzero integer and (ρ, ϕ) are polar
coordinates around the center of the vortex: x = X + ρ cosϕ and y = Y + ρ sinϕ.
Figure 1.2 shows a vortex with k = 1.
A nonzero k implies that the azimuthal angle φ is not well-defined at the center
(X, Y ). This means the magnetization vector, which has a fixed length of 1, has to
be perpendicular to the x-y plane at that location, i.e. m(X, Y ) = pẑ, where p = ±1
is the polarity of the vortex core. In addition, the Uanis[m] term in (1.4) forces the
magnetization to be completely in-plane far away from the core. Solving for the polar
angle θ(x, y) with these constraints yields a radial function θ(ρ) with θ(0) = 0 or π
depending on the polarity of the vortex core p = ±1 and θ(ρ  l0) − π/2 ∼ e−ρ/l0 .
Thus the characteristic size of the core is equal to the exchange length l0 and mz
decays exponentially beyond this distance from the vortex center [5,6]. The structure
of the vortex core is shown in Figure 1.2.
To understand the topological properties of the vortex, it is useful to introduce
a quantity called the winding number. We can define the winding number k of a
configuration as the net azimuthal angle φ described by the vector m as one traces a
8
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Because the function m(x, y) is single valued, φ returns to the same value after an
excursion around a loop, modulo 2π. So the winding number k can only take discrete
integer values. As a result, configurations with different winding numbers cannot be
continuously deformed into each other [4], making k a topological invariant. This
splits up the set of all smooth configurations m(x, y) into distinct topological sectors,
the totality of which is known as the first homotopy group of the circle π1(S1) [4].
The fact that k can only take integer values implies that π1(S1) = Z. Obviously all
the ground states of the thin film have k = 0. On the other hand, profile of the vortex
(1.5) implies that its winding number is just the nonzero integer k. This makes the
vortex a topological soliton: one that cannot be continuously deformed to the ground
state.
1.2.2 Skyrmions
While defining the winding number of a configuration, we were dealing with a
mapping from a circle (a loop in real space) to a circle (the order-parameter space:
the equatorial circle θ = π/2 of the unit m-sphere). For two-dimensional systems it
is possible to define a second topological charge, which measures the number of times
9
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This quantity is known as the skyrmion number. If we restrict ourselves to configura-
tions that approach a uniform state at infinity, the mapping considered here is from
a sphere (a plane with all points at infinity identified) to a sphere (the entire space
of m). By the same argument as with winding numbers, the skyrmion number S for
such a mapping can take only integer values and splits up the set of all solitons into
distinct topological sectors. The totality of these sectors are said to form the second
homotopy group of the sphere π2(S2) = Z [7].
A soliton with a nonzero skyrmion number is topological since it cannot be con-
tinuously deformed to a uniform state (which has S = 0). The simplest example of a
soliton with a nonzero S (often simply known as a “skyrmion”) is the configuration
[8]
θ = 2 arctan ρ, φ = ϕ, (1.8)
which is illustrated in Figure 1.3. In this soliton, the vector m points up at the center,
down at infinity, and realizes every other orientation exactly once in between. Thus
it wraps around the unit sphere exactly once and has a skyrmion number +1.
Vortices do not belong to the set of configurations considered above since they do
not approach a uniform state at infinity. Instead, they map the circle at infinity to
10
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Figure 1.3: A localized soliton with skyrmion number S = 1. The magnetization
vector points up at the center, down everywhere at infinity. Every other orientation
is realized exactly once in the region between the center and the circle at infinity.
11
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the equatorial circle θ = π/2 of the m-sphere. Nevertheless, it is possible to define
the skyrmion number of a vortex by looking at the portion of the m-sphere spanned
by it. Since a vortex with winding number k = 1 and core polarity p = 1 wraps once
around the north hemisphere of the magnetization sphere, it has a skyrmion number
1/2. This result can be readily generalized to a vortex with winding number k ∈ Z
and polarity p = ±1. Such a configuration will have a skyrmion number S = kp/2.
The skyrmion number of a vortex can thus take any integer or half-integer value.
1.2.3 Two Types of Topological Solitons
There is a fundamental distinction between solitons like skyrmions on one hand
and those like domain walls and vortices on the other that is worth mentioning.
In the former m approaches the same ground state as r → ∞ along different di-
rections. For example, in (1.8) m(r → ∞) = −ẑ irrespective of how one approaches
the circle at infinity. As a result, one can transform this soliton to one that is in
the same topological sector as the ground state m(r) = −ẑ by a local, albeit dis-
continuous, transformation of magnetization near the origin. Thus in a lattice model
or at finite temperatures, where such local discontinuous processes are allowed, it is
possible to destroy a skyrmion and return to a ground state of the system. By the
same argument, it is also possible to nucleate a skyrmion in a lattice model or, at
finite temperatures, even in a continuum model.
Solitons like domain walls and vortices are different. There m approaches different
12
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ground states as r → ∞ along different directions. For example, in a domain wall
configuration, two different ground states m = +ẑ and m = −ẑ are realized at
z = ±∞. So one needs to modify an infinite number of degrees of freedom to convert
a single domain wall or vortex to a ground state in an infinite system. Hence even
on a lattice and at finite temperatures, such topological solitons will be stable, e.g. it
is impossible to remove an uncompensated domain wall or nucleate a single vortex.
One can only create a pair of them and separate them if they are deconfined.
In Chapter 4 of this dissertation, we will study the dynamics of a pair of solitons:
a vortex (with winding number k1 = 1 and polarity p1 = 1) and an antivortex (with
winding number k2 = −1 and polarity p2 = −1) in a ferromagnetic thin film. This
system has a total winding number k = k1 + k2 = 0, which is identical to that
of a uniform state. On the other hand, the total skyrmion number of the pair is
S = (k1p1 + k2p2)/2 = 1, making it a topological soliton. We will see that in the
presence of dissipation, the pair approaches each other, much like a domain wall pair.
But unlike domain walls, the pair cannot annihilate to form a uniform state since a
skyrmion is topologically protected in the continuum. As a result, as the separation
between the pair approaches zero, the skyrmion keeps shrinking but it is always
present in the system. It is worth mentioning that as the separation between the pair
approaches the lattice scale, the topological argument breaks down and the skyrmion
can unwind itself and ultimately disaapear. We will not address this final stage of
the annihilation process in our work. Instead, we will discuss theoretical frameworks
13
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that describe the dynamics of vortices when their separation is large compared to the
lattice scale of the system.
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Chapter 2
Kink Bound States in a Quasi
One-Dimensional Magnet
Classical and quantum lattice spin models are ubiquitous in the study of mag-
netism. They are often simple enough to be understood theoretically using analyti-
cal and/or numerical techniques. At the same time, they capture well the essential
physics of many real magnetic materials. The simplest of these is the ferromagnetic
Ising model in one-dimension [9] in which the spins have two preferred orientations:
up and down along some axis (say the z-axis). In addition, the nearest neighbor spins
like to point in the same direction: hence a ferromagnet. As a result, this model has
two ground states (also known as domains) in which all spins point along +z or −z.
Elementary excitations are kinks or domain walls separating an up domain and a
down domain. In the presence of additional interactions, two such kinks can come
15
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together and form a bound state.
In this chapter, we present a theoretical study of the nature of magnetic excitations
in the quasi one-dimensional magnet columbite (CoNb2O6) and compare the findings
with experimental results. This material can be modeled as a collection of parallel
ferromanetic spin-1/2 Ising chains with weak antiferromagnetic inter-chain coupling.
Previous neutron scattering experiments had revealed a hierarchy of two-kink bound
states on a single Ising chain in this material [10]. High-resolution time-domain
terahertz spectroscopy (TDTS) by the Armitage group at JHU [11] revealed the
existence of more bound states in the same hierarchy and found a new sharp excitation
of a different nature. Our theoretical calculations supported the interpretation of this
new excitation as a novel bound state of two kink pairs on two adjacent Ising chains.
In Section 2.1, we will introduce the one-dimensional Ising chain, relate it to the
material CoNb2O6 and discuss the previous and new experimental results. In Section
2.2, the theoretical framework for understanding the observed excitations will be
presented. We will then proceed to the numerical calculations based on this theory
and compare them with experimental observations. We will conclude the chapter by
discussing our results. This work was done by collaboration with the experimental
group of Professor N. Peter Armitage at the Johns Hopkins University and my advisor
Professor Oleg Tchernyshyov and has been published in Phys. Rev. Lett. [11].
16
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2.1 Introduction
2.1.1 Ferromagnetic Ising Chain and Kinks
The one-dimensional quantum Ising model consists of an infinite chain of spins-1/2










where J > 0 is the exchange constant and h = hxx̂ is an external transverse magnetic
field coupling to the spins through a Zeeman term. This was one of the first exactly
soluble models of a quantum phase transition. It can be exactly solved via the Jordan-
Wigner transformation [12] and exhibits a quantum phase transition at J = hx. If
the exchange is much stronger than the transverse field (J  hx), the system has two
ferromagnetic ground states |. . . ↑↑↑ . . .〉 and |. . . ↓↓↓ . . .〉 as shown in Figure 2.1,
where Sz |↑〉 = ~
2
|↑〉 and Sz |↓〉 = −~
2
|↓〉. If the transverse field is much stronger
(J  hx), the system becomes a paramagnet and there is just one polarized ground
state |. . .→→→ . . .〉 in which all spins are aligned in the direction of the transverse
field: Sx |→〉 = ~
2
|→〉.
An elementary excitation in the ferromagnetic phase in the limit J  hx [13, 14]
is a state like |. . . ↑i−1↑i↓i+1↓i+2 . . .〉. Such a state is called a kink or a domain wall.
The kink in this example is located between the sites i and i+ 1 and will be denoted
17





for brevity. (Note: for simplicity we shall use rational units, in which ~ = 1
in everything that follows.) The transverse field term allows these kinks to hop from
one site to another, thus endowing them with a kinetic energy.
It is impossible to apply a small perturbation to one of the ground states and
excite a single kink. This is because a kink is a nonlocal excitation: one needs to flip
infinitely many spins to create a single-kink state. This is related to the fact that
the ground state and the single-kink state satisfy different boundary conditions at
i = ±∞ and hence belong to different topological sectors, as can be clearly seen in
Figure 2.1. A two-kink state, on the other hand, is a local excitation that requires
only a finite number of spin flips and thus can be generated from a ground state by
applying a small perturbation.
Time-domain terahertz spectroscopy (TDTS) uses photons to excite a system and
can excite states only with total momentum k = 0. A photon, being a spin-1 object,
can flip a single spin-1/2 from an up state to a down state (or vice-versa), thereby
transferring a single unit of spin to the system. This creates a pair of adjacent kinks,
as shown in Figure 2.1. In the presence of only an external transverse field, these kinks
are free since there is no potential confining them. A single photon can excite two
kinks with momenta k′ and−k′, thus transferring an energy E = E(k′)+E(−k′) to the
system, where E(k′) is the dispersion of a single kink. Since k′ can be any momentum
here, the TDTS absorption spectrum would show a continuum of excitations at the
total momentum k = 0 for a magnet that is described by (2.1).
18
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z
x
Figure 2.1: Five energy eigenstates of the one-dimensional Ising model HI . Red and
blue colors denote spins pointing along +z and −z. The green circles denote kinks.
The first two are the two ground states. The third one is a single-kink state and is
topologically distinct from both ground states. The last two are two-kink states and
are in the same topological sector as the first ground state.
We will introduce two different notations for a kink pair. Extending our way
of denoting a single kink, a pair can be represented as
∣∣i+ 1
2




defining the “center-of-mass” c = i+j+1
2
and separation n = j − i, a two-kink state
can also be denoted by |c, n〉. Here n, which is just the number of flipped spins, is a
positive integer. If n is even, c can take any half-integer value. If n is odd, c can take
any integer value.
To be concrete, let us now focus on two-kink states that are continuously connected
to the “all up” ground state, like the ones shown in Figure 2.1. These kinks are
deconfined since they can be separated indefinitely from each other at a finite energy
cost (which is, in fact, zero in this case). One can confine them by applying a weak
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external magnetic field 0 < hz  J in the z-direction, also known as a longitudinal













The second Zeeman term favors spins pointing in the +z direction and thus demands
an extra energy hz for every flipped spin-1/2. The two-kink state
∣∣i+ 1
2




an energy of hz(j − i), leading to confinement of kinks. This is expected to give rise
to a hierarchy of two-kink bound states and hence change the excitation spectrum at
k = 0 from a continuum to a discrete one.
With both longitudinal and transverse fields present, the Hamiltonian (2.2) is
no longer exactly solvable. But the spectrum of two-kink bound states can still be
obtained easily in the limit of weak longitudinal and transverse fields hx, hz  J . In
this limit, one can stay within the subspace of two kink states {
∣∣i+ 1
2




treat the fields as perturbations.
The Ising term demands an energy equal to 4J for a kink pair. Since the transverse




, j + 1
2
〉
to a state like
∣∣i+ 3
2
, j + 1
2
〉
. The longitudinal field term, as we
saw before, adds a potential energy of hz(j − i). So, the effective Hamiltonian in the
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subspace of two-kink states looks like
HIhz
∣∣∣∣i+ 12 , j + 12
〉
=(4J + (j − i)hz)




[∣∣∣∣i+ 32 , j + 12
〉
+
∣∣∣∣i− 12 , j + 12
〉
+
∣∣∣∣i+ 12 , j + 32
〉
+
∣∣∣∣i+ 12 , j − 12
〉] (2.3)
It is worth noting that the two-kink system described by HIhz [15,16] has a simple
physical interpretation. A kink pair can be thought of a string of flipped spins. This
string is under constant tension (potential energy per unit length) hz. Its length
n = (j − i) > 0 is subject to quantum fluctuations of amplitude hx/2. Thus, in the
continuum approximation, the spectrum of this system at zero total momentum is
identical to that of a massive particle tied to the origin by a linear confining potential
[17]
V (x) = λx, ifx > 0
=∞, ifx ≤ 0.
(2.4)







ψn(x) + V (x)ψn(x) = (En − 4J)ψn(x). (2.5)
Solutions to this equation are Airy functions with energy eigenvalues






, n = 1, 2, 3, ... (2.6)
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Here 4J is the energy cost of misaligning two ferromagnetic bonds, λ and µ are two
phenomenological parameters and zn’s are the negative zeroes of the Airy function
of the first kind. As we’ll see in the next section, this simple continuum model can
reproduce a large part of the excitation spectrum of the quasi one-dimensional magnet
CoNb2O6.
2.1.2 CoNb2O6: Experimental Results
Figure 2.2: The crystal structure of CoNb2O6. The Co
2+, Nb2+ and O2− ions
are shown as blue, green and red spheres respectively. The magnetic cobalt ions
form zigzag chains extending in the c-direction, two of which can be seen in this
figure. These chains can be modeled as spin-1/2 ferromagnetic Ising chains with
weak antiferromagnetic inter-chain coupling.
CoNb2O6, also known as columbite, crystallizes in the orthorhombic Pbcn space
group. The crystal structure and the arrangement of various ions in columbite is
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shown in Figure 2.2. Crystal field splitting produces an effective spin-1/2 moment on
the Co2+ ions, with a strong anisotropy axis in the a− c plane at an angle of ±31◦ to
the c-axis [18,19]. The Co atoms form zigzag chains along the c-axis. Ferromagnetic
exchange interactions between nearest-neighbor Co2+ ions along this axis cause fer-
romagnetic correlations in these chains beginning at around 25 K [20]. Below 2.95 K
weak antiferromagnetic interchain exchange interactions stabilize a spin-density wave
along the b-direction with a temperature-dependent ordering wave vector Q. Below
1.97 K the spin-density wave becomes commensurate antiferromagnet along b with a
temperature independent QAF = (0, 1/2, 0) and an ordered moment of 3.05µB [21].
We are interested in the properties of CoNb2O6 well into the ordered state, i.e.
below 1.97 K. A simple physical model describing the magnetic properties of columbite
in this regime is shown in Figure 2.3. The spins-1/2 (the Co2+ ions) lie on a triangular
lattice in the a − b plane. The full lattice is generated by stacking many of these
triangular lattices exactly on top of each other in the c-direction. One thus obtains a
set of parallel c-chains. These spins are Ising-like and their preferred axis is depicted to
be along the a-direction in the figure for simplicity. The actual orientation of this axis,
as noted before, is at an angle ±31◦ to the c-axis. The dominant interaction between
spins is the ferromagnetic exchange in the c-direction with strength J = 0.48 meV.
There are two more exchange interactions, both antiferromagnetic: of strength J1 =
0.005J in the b-direction and of strength J2 < J1 along the diagonals in the ab-
plane. The difference in strength of J1 and J2 lifts the geometrical frustration on
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Figure 2.3: Diagram of the ground state and the single spin-flip excitation in the low
temperature ordered state of CoNb2O6. The antiferromagnetic exchange interaction
along the b-direction has a strength J1, while along the diagonals in the ab-plane
the interaction strength is J2 < J1. The flipped spin state breaks two J1 exchange
interactions while leaving the total energy due to J2 exchange unchanged.
the triangular lattice and selects the grounds state depicted in Figure 2.3. All spins
along a c-chain are parallel to each other in the ground state.
One can now create a kink-pair by flipping a single spin. It is clear from Figure
2.3 that this frustrates two J-bonds and two J1-bonds but leaves the total energy
due to J2 exchange unchanged. This would be true for multiple spin flips as well.
Hence, one can further simplify this model while studying properties of kinks on
the c-chains by ignoring the J2-interaction altogether. One is then left with a two-
dimensional model in the c− b plane that has parallel ferromagnetic Ising chains with
weak antiferromagnetic inter-chain coupling.
We show a pair of kinks in this reduced model in Figure 2.4. For simplicity of
depiction, the easy-axis is now chosen to point in the c-direction. One can see from
Figure 2.4 that a two-kink state |c, n〉 frustrates 2n inter-chain bonds of strength J1,
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c
b
Figure 2.4: Two kinks on a single c-chain separated by n = 4 spin flips. The number
of frustrated J1 bonds is 2n = 8.
thus incurring an energy cost of 2n × 2J1 = 4nJ1. Thus the inter-chain interaction
can be modelled as a weak longitudinal field hz = 4J1 confining the kinks. There
also exist weak non-Ising type interactions between the spins in this material that
allow the kinks to hop along a c-chain and can thus be modeled as an effective weak
transverse field hx. Putting everything together, we can expect that the Ising model
with weak transverse and longitudinal fields (2.2) to be a good effective theory for
this material. In other words, CoNb2O6 is a nice playground for testing this theory.
The spectrum of two-kink bound states in CoNb2O6 was experimentally studied
by Coldea et. al. [10] using inelastic neutron scattering. In particular, they observed
five sharp excitations labelled m1 − m5 at zero momentum which show excellent
agreement with the bound state energies given in terms of the first five zeroes of the
Airy function in (2.6) with λ and µ as phenomenological parameters. Time domain
terahertz spectroscopy (TDTS) can only probe excitations at k = 0, but with much
greater resolution than neutron scattering. TDTS by the Armitage group at JHU
25
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2.1.3 CoNb2O6: Lattice Model
As we’ll see in the next section, a detailed lattice model of CoNb2O6 is necessary
to understand the properties of the 2m1 excitation. Here we present the model used
in [10]. It is identical to (2.3), with two additional phenomenological terms:
H2
∣∣∣∣i+ 12 , j + 12
〉
= (4J + (j − i)hz)
∣∣∣∣i+ 12 , j + 12
〉
− α
[∣∣∣∣i+ 32 , j + 12
〉
+
∣∣∣∣i− 12 , j + 12
〉
+
∣∣∣∣i+ 12 , j + 32
〉
+
∣∣∣∣i+ 12 , j − 12
〉]
− β0δi+1,j
[∣∣∣∣i+ 32 , j + 32
〉
+
∣∣∣∣i− 12 , j − 12
〉]
+ β1δi+1,j
∣∣∣∣i+ 12 , j + 12
〉
(2.7)
Here α is the phenomenological hopping parameter that plays the role of an effective
transverse field, β0 is the kinetic energy gain for two nearest neighbor kinks hopping
together and β1 is the extra energy cost for having two kinks next to each other (i.e.
a single spin flip). These two terms do not qualitatively alter the spectrum of the
Hamiltonian. But we need to add them as phenomenological terms to quantitatively
reproduce the spectrum in CoNb2O6 at nonzero k, as observed in neutron scattering
experiments.
To diagonalize H2, we first write it in the basis of center-of-mass and relative
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coordinates.
H2 |c, n〉 =(4J + nhz) |c, n〉 − α
[∣∣∣∣c+ 12 , n+ 1
〉
+
∣∣∣∣c+ 12 , n− 1
〉
+
∣∣∣∣c− 12 , n+ 1
〉
+
∣∣∣∣c− 12 , n− 1
〉]
− β0δn,1 [|c− 1, n〉+ |c+ 1, n〉] + β1δn,1 |c, n〉
(2.8)
It is readily seen that the system has discrete translation invariance with respect
to the c-coordinate. Thus H2 can be partially diagonalized by going over to the
momentum basis in the c-direction. Considering a finite chain of N -sites, we define a
new basis:




eick |c, n〉 (2.9)
The Hamiltonian written in this basis is diagonal with respect to k ∈ [−π, π]. It now
looks like:
H2 |k, n〉 = (4J+nhz−2β0δn,1 cos k+β1δn,1) |k, n〉−2α cos(k/2)[|k, n+ 1〉+|k, n− 1〉]
(2.10)
H2 is symmetric under k 7→ −k. For any 0 ≤ k ≤ π, it becomes a sparse matrix in the
n-coordinate which can be numerically diagonalized using Mathematica. This yields
a hierarchy of two-kink bound states for each k-value. Figure 2.6 shows the dispersion
of the lowest member of this hierarchy. Here we’ve used the coupling constants given
in [10]: 4J = 1.94 meV, α = 0.12J, β0 = 0.17J, β1 = 0.21J andhz = 0.02J .
28
CHAPTER 2. KINK BOUND STATES IN ISING CHAIN








Figure 2.6: Dispersion of the ground state of the two-kink system [red points]. The
dispersion is flat near the zone center and sharp near the edge, which match the
features of the bottom of the continuum (at zero longitudinal field) [blue line].
It is also interesting to look at the two-kink spectrum in the absence of the con-
fining longitudinal field and the beta terms (hz = β0 = β1 = 0). In this case, the
spectrum would form a continuum since the two kinks are free to move about in the
chain. The bottom of this continuum has the dispersion Ebottom = 4J − 4α cos(k/2)
which is also shown in Figure 2.6. If a weak confining interaction is then turned on,
the ground state dispersion is expected to track the bottom envelope of this contin-
uum, which is indeed seen in the figure. In addition, the bottom of the continuum is
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adjacent Ising chains. As noted in the previous section, only the exchange interaction
J1 contributes to kink confinement. The four-kink potential then depends on which J1
bonds are frustrated in a given configuration. One can read off this potential directly
from Figure 2.7, which takes the form
V (zA, zB, zC , zD) = 4J1[(zD − zC) + (zB − zA)] if zD < zA or zB < zC ,
= 2J1[|zA − zC |+ |zB − zD|] + 2J1[(zD − zC) + (zB − zA)]
otherwise,
(2.11)
where zA, zB, zC , and zD are the locations of the four kinks. In addition, there is
the hard-wall constraint zB > zA and zD > zC between the kinks on any one Ising
chain. Thus the effective Hamiltonian for this four-kink system consists of two copies
of the two-kink Hamiltonian H2 (2.8) with V replacing the simple linear two-kink
attractive potential. It is interesting to note that the two flipped-spin-clusters (on
the two adjacent c-chains) attract each other only when there is an overlap between
them. Otherwise, they are essentially free. We found that this inter-cluster potential,
despite having a strictly finite range, accommodates at least one bound state.
To see this, we first write the four-kink Hamiltonian in a basis labeled by the
centres-of-mass (COMs) of the two clusters i and j and their lengths m > 0 and
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n > 0.
H4 |i,m; j, n〉 = (8J + V (i, j,m, n)) |i,m; j, n〉 − α
[∣∣∣∣i+ 12 ,m+ 1; j, n
〉
+
∣∣∣∣i+ 12 ,m− 1; j, n
〉
+
∣∣∣∣i− 12 ,m+ 1; j, n
〉
+
∣∣∣∣i− 12 ,m− 1; j, n
〉
+
∣∣∣∣i,m; j + 12 , n+ 1
〉
+
∣∣∣∣i,m; j + 12 , n− 1
〉
+
∣∣∣∣i,m; j − 12 , n+ 1
〉
+
∣∣∣∣i,m; j − 12 , n− 1
〉]
− β0δm,1[|i− 1,m; j, n〉+ |i+ 1,m; j, n〉]
− β0δn,1[|i,m; j − 1, n〉+ |i,m; j + 1, n〉]
+ β1δm,1 |i,m; j, n〉+ β1δn,1 |i,m; j, n〉
(2.12)
One can now transform to a more natural set of coordinates: the COM of the whole
system u = (i+ j)/2 and the relative separation of the two clusters v = (j − i). The
Hamiltonian again has a discrete translational symmetry with respect to u and hence
can be partially diagonalized by Fourier transforming from the basis {|u, v;m,n〉}
to the basis {|k, v;m,n〉 =
∑
u e
iku |u, v;m,n〉}. Here m and n are positive integers.
If both of them have the same even/odd parity, v can be any integer. If they have
opposite parity v can be any half-integer. The problem now becomes a 3D lattice
model, {v,m, n} being the lattice coordinates, for every wavevector k within the first
Brillouin zone [−π, π]. The exact form of H4 in this basis, which is a sparse matrix,
is given in Appendix A.
Since two non-overlapping spin clusters on adjacent chains are essentially free, the
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spectrum of the four kink system definitely has a continuum. We wanted to know if
the spectrum has bound states in addition to this continuum. We investigated this
by numerically diagonalizing the sparse matrix H4 for a fixed k-value on a finite-
size lattice and checking the convergence of the result with varying system size, as
discussed in the next section.
2.3 Four-Kink Bound State: Numerics
We first had to decide how big a system we need to choose for our numerical
diagonalization. To this end we made some estimates of the size of a possible four-
kink bound state. We first studied a two-kink system on one Ising chain which can
be easily solved numerically. We found that the two kinks in the ground state of this
system are well localized within L ∼ 10 lattice units from each other. This implies
that if there are four-kink bound states, the values of m and n in the lowest-lying
state will be localized approximately within the same distance L. In that case, the
range of the inter-cluster potential is v ∈ [−L,L] and outside this range the four-kink
wave-function should fall off exponentially.
Thus, if there is a bound state, the wave function will be localized within [−aL, aL]
in the v-direction for some a. Because the v coordinate can assume half integer values,
this means that we now need to find the lowest eigenvalue and the corresponding
eigenstate of our reduced model within a L×L×4aL lattice with hard wall boundary
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conditions at the six faces. We can then vary L and a to check convergence of the
energy. For L = 10 and a = 2 this reduces to the diagonalization problem of a
8000× 8000 sparse matrix which can be easily done numerically using Mathematica.
We first looked at the k = 0 sector of the Hilbert space since time-domain terahertz
spectroscopy can probe only the zero momentum states. As a starting point, we
took a = 2. It turned out that the ground state energy converges to 2.33 meV =
564 GHz for L = 8 and stays constant (up to the second decimal place) for L =
8, 9, 10, 11. Increasing a to 3 doesn’t change the energy either (up to the fifth decimal
place, in meV). Also, Ebound(k = 0) thus obtained is less than the bottom of the
(theoretical)m1 +m1 continuum 572 GHz. This indicates that we are seeing a stable
bound state here.
The calculation was repeated for finite wavevectors and the dispersion of this
bound state E(k) in the first Brillouin zone was obtained. A plot of this dispersion
is shown in Figure 2.8. (Due to symmetry of the Hamiltonian under inversion,
E(k) = E(−k).) By comparing with Figure 2.6, it can be seen that E(k) has a lesser
curvature for the four-kink state than the two-kink state. This is expected because
in the absence of any interaction between kinks, the four-kink spectrum forms a
continuum with the bottom envelope given by Ebottom(k) = 8J − 8α cos(k/4). If a
weak interaction is then turned on, the ground state dispersion is expected to track
this bottom envelope. It is easily seen that the bottom of the four kink continuum
is indeed flatter than the two kink one. In addition, these continua are flat at k = 0
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Figure 2.8: Dispersion of the ground state of the four-kink system [red points].
The dispersion is flat near the zone center and sharp near the edge, which match the
features of the bottom of the four-kink continuum (at zero longitudinal field) [blue
line].
and have sharp edges at k = π. These features can also be seen in the bound state
dispersions.
2.4 Comparison with Experiment
The four-kink bound state obtained above has an energy of 564 GHz. In compar-
ison, the experimentally observed 2m1 excitation has an energy 500 GHz.
As noted in the introduction, time-domain terahertz spectroscopy uses photons to
excite a system. A photon flips a single spin. Also, the momentum transferred by it
to the system is negligible. Thus the state it excites is |k = 0, n = 1〉 in our notation.
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So, the experimental spectral weight of any state |s〉 is proportional to its overlap
with |k = 0, n = 1〉 and is given by S = |〈k=0,n=1|s〉|
2
|〈s|s〉|2 .
If we strictly confine ourselves to the four-kink Hilbert space, the spectral weight
of the four-kink bound state obtained in the previous section vanishes. But the
Hamiltonian H4 (2.12) has a set of α-terms which flip an |↑〉 to a |↓〉 and vice-versa.
As a result, they can flip a spin in a completely aligned c-chain and thus create a
kink-pair out of the kink-vacuum. This provides a tunneling mechanism between the
four-kink and the two-kink bound states. The four-kink bound state acquires a finite
spectral weight because of this which can be calculated in first-order perturbation
theory. The details of this calculation is given in Appendix A.
The spectral weight thus obtained for the 2m1 excitation is 0.17 which lies roughly
halfway between the (theoretical) m1 and m2 spectral weights (0.20 and 0.13 respec-
tively). This theoretical spectral weight is greater than what is observed experimen-
tally from the absorption spectrum. However, it qualitatively supports the interpre-
tation of the 2m1 peak as a separate excitation from the m1−m9 series, not a tenth
m10 bound state. The theoretically predicted spectral weights for the m1, m2, etc.
excitations decrease monotonically, with the m9 and m10 spectral weights being only
0.037 and 0.033, respectively. The significantly increased spectral weight of the 2m1
excitation compared to the m9 excitation therefore supports the interpretation of the
2m1 excitation as a bound state of m1 bound states on adjacent chains.
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2.5 Discussion
We studied the properties of elementary excitations in columbite (CoNb2O6).
Columbite can be modeled as a collection of parallel ferromagnetic spin-1/2 Ising
chains in two dimension, with weak antiferromagnetic inter-chain coupling. The inter-
chain coupling gives rise to an effective longitudinal magnetic field felt by the spins
on any single chain. A ferromagnetic Ising chain has kinks (domain walls) as its most
elementary excitation. Previous authors [15, 16] had pointed out that a weak longi-
tudinal magnetic field can confine the kinks and give rise to a hierarchy of two-kink
bound states. Previous experimental studies on columbite [10] had found a hierarchy
of sharp excitations that were in excellent agreement with this two-kink bound state
picture.
High-resolution time-domain terahertz spectroscopy (TDTS) by the Armitage
group at JHU [11] revealed more bound states at k = 0 (named m1 − m9) in the
same hierarchy. But in addition they found a sharp excitation mode (named 2m1)
at an energy slightly lower than the continuum of two m1 excitations. We started
with the hypothesis that the 2m1 state is a bound state of two m1 pairs of kinks
on two adjacent Ising chains confined by the antiferromagnetic inter-chain coupling.
We wrote an effective Hamiltonian in the four-kink Hilbert space and carried out a
numerical exact diagonalization on a finite lattice. A four-kink bound state was in-
deed found at k = 0 at an energy comparable to but higher than the experimentally
observed energy. The dispersion of this state was found to be flatter than the lowest
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two-kink state. Its spectral weight was also calculated and was found to be of the
same order as the experimental weight. These findings support the interpretation of
the 2m1 state as a bound state of two m1 modes.
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Annihilation of Domain Walls in a
Ferromagnetic Wire
In this chapter we will continue to explore the one-dimensional ferromagnetic spin
chain. This time we’ll treat the spins at a classical level, regarding them as vectors of
a fixed length that can point in any direction in the three-dimensional magnetization
space. Such a treatment is often sufficient to account for the properties of magnetic
nanostructures such as nanowires and thin films and even three-dimensional ferro-
magnets. We will focus specifically on the one-dimensional system, the ferromagnetic
wire, for which many analytical results can be obtained. In this system the spins prefer
to point along the length of the wire due to shape anisotropy induced by the magnetic
dipolar interaction. As a result, one ends up with two ground states/domains like
before: uniform states with all spins pointing along the length of the wire in one of
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the two possible directions as shown in Figure 3.1. Once again, one can have two
domains separated by a domain wall. But this domain wall is different from the kink
we saw before since now the spins are vectors varying continuously in space instead
of being discretely either |↑〉 or |↓〉. So the domain wall is no longer located precisely
at one point but is extended over a finite width. The local spin direction changes
continuously from up to down over this width.
A domain wall is a topological soliton [3] since it is protected from decaying into
any of the ground states for topological reasons: it cannot be continuously deformed
into a uniform state. Study of the dynamics of such solitons is important for potential
technological applications like magnetic memory devices (e.g. the racetrack memory
[22]), but is also of fundamental interest. A soliton has infinitely many modes (since
it has a spin variable at every point in space) that are coupled nonlinearly [23, 24].
As a result, an exact solution for the dynamics is unavailable in most cases. But
in many situations, it is possible to distinguish between “soft” and “hard” modes
of the system. A soft mode is one that has a relaxiation time much larger than
the typical time scale over which the system is observed. A hard mode, on the
other hand, relaxes much faster and thus can be viewed as instantaneously adjusting
its value to the local conditions. As a result, we need to focus only on the soft
modes while trying to understand the behavior of the system under a weak external
perturbation. Inspired by this observation, a powerful approach has been developed in
which one isolates a small number of relevant soft modes of the system, parametrizes
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them by collective coordinates, and writes an effective theory only in terms of these
[25,26]. This method has been quite successful in describing the dynamics of solitons
in ferromagnets [27–31] and antiferromagnets [32–35].
A mode corresponding to a global symmetry of a system doesn’t change its en-
ergy. For example, if a system is translationally invariant in a certain direction, any
translation in that direction won’t cost any energy. These modes, known as zero
modes of the system, have infinite relaxation time and hence are the softest ones.
Thus, any description of the dynamics in terms of collective coordinates must include
these modes. In most of the previous literature, only the zero modes have been used
as collective coordinates. Going beyond the zero mode approximation and including
other modes as dynamical degrees of freedom often poses significant challenges [36].
In the present chapter we will study a problem whose description fundamentally re-
quires going beyond the zero-mode approximation: the annihilation of two domain
walls in a ferromagnetic wire.
In Section 3.1 we will introduce the basic equations that govern the dynamics of
spins in a classical magnet. We’ll discuss the method of collective coordinates and
illustrate it for the case of a single domain wall in an external magnetic field. In
Section 3.2, the new problem we want to address will be described: the annihilation
of two domain walls. This will also include a discussion of the role of conserved
momenta as collective coordinates in our analysis. We’ll then proceed to discuss a
class of exact solutions for domain wall pairs that will be used as the starting point of
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our main analysis. The theoretical calculations and results for the annihilation process
will be presented in Section 3.4. This will be followed by a discussion of numerical
micromagnetic simulations which were done to check the theoretical predictions. We’ll
conclude with a discussion of our results. This work was done by collaboration with
high-school student Kevin S. Huang and my advisor Professor Oleg Tchernyshyov
and has been published in Phys. Rev. B as a Rapid Communication [37].
3.1 Introduction
3.1.1 The Landau-Lifshitz-Gilbert Equation
A magnetic texture can be characterized by a three-dimensional vector field M(r)
where M is the local magnetization vector (magnetic dipole moment per unit volume).
If the magnitude of M stays constant throughout the sample, which is often the case
in a magnetically ordered system well below the Curie temperature, one can instead
use the unit-vector field m(r) = M/|M|. The time evolution of magnetization m(r, t)
is then given by the Landau-Lifshitz-Gilbert (LLG) equation [23,24]
J ṁ = m× heff + α|J |ṁ×m. (3.1)
Here J = |M|/γ is the angular momentum density where γ = ge/2mc is the gyro-
magnetic ratio, heff(r) = −δU/δm(r) is the effective magnetic field obtained from the
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potential energy functional U [m(r)] and α 1 is the Gilbert damping constant [24].
The first term on the right hand side of (3.1) describes the precession of m about
an effective magnetic field heff . The second term represents the energy loss due to
viscous forces in the system that cause m to align with heff at long time.
Alternatively, one can use a Lagrangian formulation of the theory. Equation (3.1),
without the damping term, can be derived from the Lagrangian
L = J
∫
a(m) · ṁ dV − U [m]. (3.2)
Here the first term is the so-called Berry phase with a monopole vector potential
a(m) which obeys ∇m × a = −m [9]. This can be easily seen by substituting (3.2)





















which can be rearranged to give
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Remembering that a(m) is the vector potential of a monopole located at the origin and
using the definition of the effective magnetic field heff, the above equation transforms
to
J (ṁ×m) = heff. (3.6)
Finally, taking cross product of both sides with m and using the relation m · ṁ = 0
(since m is a unit vector), one recovers the LLG equation (3.1) without the damping
term.






|ṁ|2 dV . (3.7)













Using both the Lagrangian (3.2) and the Rayleigh function (3.7) in (3.8) readily
reproduces the full LLG equation (3.1).
The field of a magnetic monopole has a nonzero divergence and hence cannot be
globally captured by a vector potential [9]. Thus any choice of the vector potential
a(m) will be singular at (at least) one point on the unit sphere. This is the entry point
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for the Dirac string that ensures that the total flux of the magnetic field described
by a(m) is zero thorough the sphere. One is free to choose the exact location of
this singular point. In our study of the annihilation of two domain walls, we will use
the boundary condition m(±∞) = ẑ and the magnetization will not point exactly
along −ẑ anywhere on the wire. It would thus be convenient for us to choose a
vector potential that is singular at the south pole m = −ẑ of the unit sphere. This
corresponds to the choice
aθ = 0, aφ =
cos θ − 1
sin θ
, (3.9)
where we have used the polar and azimuthal angles θ and φ to characterize m,
m = (sin θ cosφ, sin θ sinφ, cos θ). (3.10)
Since Equation (3.1) is a nonlinear partial differential equation in r and t, a
full analytic solution for m(r, t) is unavailable for most initial conditions. But one
can often extract the dynamics at long time-scales by identifying a small number of
relevant soft modes of the system, parametrized by collective coordinates. We will
illustrate this approach with the simple example of the motion of a domain wall in an
external magnetic field in the next subsection. We’ll then proceed to give a general
formulation of the method, as applicable to any soliton.
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3.1.2 Domain Wall in External Magnetic Field
The simplest setting for the study of topological solitons is an easy-axis ferromag-









Here A is the exchange constant, K is the anisotropy, ẑ is the direction of the easy
axis, and m′ ≡ ∂m/∂z. The unit of length is the width of the domain wall `0 =√
A/K and the unit of time is the inverse of the ferromagnetic resonance frequency,
t0 = 1/ω0 = J /K. In what follows, we will work in these natural units and set
J = A = K = `0 = t0 = 1. Using the polar and azimuthal angles θ(z) and φ(z) to




dz (cos θ − 1) φ̇− U. (3.12)
As discussed in the previous subsection, this Lagrangian completely captures the
conservative part of the dynamics as long as m doesn’t point exactly in the −ẑ
direction anywhere on the wire. The potential energy U [m] has the two uniform states
m(z) = ±ẑ as its ground states. One can obtain topological solitons interpolating
between these two ground states by minimizing U [m] = U [θ, φ] with the boundary
condition m(±∞) = ±ẑ or m(±∞) = ∓ẑ. This yields domain wall profiles (Figure
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3.1)
cos θ(z) = ± tanh (z − Z), φ(z) = Φ. (3.13)
Figure 3.1: Left column: three configurations of the one-dimensional ferromagnetic
wire with an easy axis along its length. The first two are the two ground states. The
third one is a domain wall. Red and blue denote spins pointing along +ẑ and −ẑ
respectively. Right column: Corresponding trajectories of the spin vector on the unit
magnetization sphere.
A domain wall, being a local minimum of the total energy, is a static configuration.
The position of the center of the domain wall −∞ < Z < ∞ and its azimuthal
angle −π ≤ Φ ≤ π are the two zero modes of the system. These correspond to the
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translational (m(z) 7→ m(z − Z)) and rotational (φ(z) 7→ φ(z) + Φ) symmetries of
the energy U (3.11) of the wire. Since changing these modes doesn’t cost any energy,
they are the easiest ones to perturb by a weak external force. Schryer and Walker
[25] showed that the dynamics of a domain wall at long time scales can be captured
by assuming that a weak external perturbation just makes these two parameters
in Equation (3.13) time dependent: Z(t) and Φ(t). Strictly speaking, Schryer and
Walker’s model also included an anisotropy in Φ, i.e. an easy azimuthal plane. In
their model they also included variations of the domain wall width l0 in time (it gets
wider when Φ is away from the easy plane). This mode is hard, so, on time scales
long compared to its relaxation time, it can be viewed as instantaneously adjusting
to the local conditions (value of the effective anisotropy constant K(Φ)). So l0 is
time-dependent but not an independent dynamical variable. These variations can be
neglected if the anisotropy in Φ is weak. In our model this anisotropy is exactly zero
and hence we can safely treat l0 as a constant.
Substituting this domain-wall ansatz into either the LLG equation (3.1) or the
Lagrangian (3.2), one obtains an effective theory for the domain wall motion in terms
of the two “collective coordinates” Z and Φ. Their equations of motion look like
FΦ ± 2Ż − 2αΦ̇ = 0, (3.14a)
FZ ∓ 2Φ̇− 2αŻ = 0. (3.14b)
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Here the force FZ = −∂U/∂Z and the torque FΦ = −∂U/∂Φ come from the external
perturbation that is now contained in U .
To give a concrete example, let us focus on the special case of a domain wall in
the sector m(±∞) = ±ẑ in an external magnetic field H = H ẑ which corresponds to
Uext = −
∫
dzm ·H. The domain-wall ansatz (3.13) gives Uext = 2HZ. This in turn
gives a force FZ = −2H and a torque FΦ = 0. Substituting these into the equations
of motion (3.14), one obtains the steady-state motion of the domain wall:
Ż = V = − αH
1 + α2
, (3.15a)
Φ̇ = Ω = − H
1 + α2
. (3.15b)
In the absence of dissipation (α = 0) the domain wall just precesses about the external
field at a constant angular velocity Ω0 = −H. Once dissipation is turned on it starts
to lose energy and, as a result, begins to move opposite to the magnetic field with a
velocity proportional to the damping coefficient α: V = αΩ. Note that the rotational
velocity Ω is zeroth order in the Gilbert damping α  1, while the linear velocity is
first. This dependence on the small parameter α allows us to separate the dynamics
into fast (O(α0)) and slow (O(α1)), which will be useful in what follows. Note also
the somewhat counter-intuitive response of the domain wall to an external force:
it mostly rotates. Conversely, the application of an external torque would produce
mostly translational motion! This happens because a domain wall is made out of
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magnetic moments, which behave like spinning tops and precess in response to an
external perturbation.
3.1.3 The Collective Coordinates Formalism
We can generalize the above technique to the case of a general magnetic soliton
by assuming that its time dependence m(r, t) can be described by a set of collective
coordinates q(t) = {q1(t), q2(t), . . . , qN(t)}, i.e. m(r, t) = m0(r,q(t)) where m0 is a
known ansatz for the profile of the soliton. Substituting this ansatz into the LLG
equation (3.1) gives a set of equations of motion for the collective coordinates [26],























Here Fi is the conservative force conjugate to collective coordinate qi, Gij is the an-
tisymmetric gyrotropic tensor, and Γij is the symmetric viscosity tensor. Equation
(3.16a) describes the balance of three forces acting on the soliton: conservative, gy-
rotropic and viscous. It is important to note that there is no inertial term in the
equation of motion (3.16a). This is because a ferromagnetic soliton is made of spins,
which behave like spinning gyroscopes whose dynamics (in the absence of dissipation)
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is governed solely by a gyrotropic term involving a first order time derivative. This is
in contrast with antiferromagnetic solitons in which the spins in two sublattices are
almost antiparallel. In such solitons, the Berry phases gathered by two neighboring
spins almost cancel each other and what remains behaves like an effective inertial
term in the Lagrangian [3]. Thus antiferromagnetic solitons do have inertia but ferro-
magnetic ones don’t. In this dissertation we will deal exclusively with ferromagnetic
solitons.
One can also obtain a Lagrangian formulation of this effective theory by substi-
tuting the collective-coordinates ansatz into the Lagrangian (3.2). This yields the
following Lagrangian for the collective coordinates [36]:
L(q, q̇) = A(q) · q̇− U(q), (3.17)
The vector potential in the Berry phase term becomes Ai(q) =
∫
a(m) · (∂m/∂qi) dV .
The curvature of the gauge potential A(q) is just the gyrotropic tensor: ∂Aj/∂qi −
∂Ai/∂qj = Gij. The same substitution also gives the Rayleigh dissipation function in
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3.2 Two Domain Walls
3.2.1 The Problem: Annihilation of Domain Walls
As noted in the previous section, past applications of the method of collective
coordinates have mostly been limited to the zero modes of the system. Going beyond
the zero mode approximation and including hard modes as dynamical degrees of free-
dom often poses significant challenges [36]. The present work will address a problem
that fundamentally requires going beyond the zero-mode approximation: the annihi-
lation of two domain walls in a one-dimensional ferromagnet with an easy axis. We
start with a state that has two domain walls located far from each other compared




= 1 in our rational units), as
shown in Figure 3.2. The two domain walls might lie in the same azimuthal plane
or might have a relative twist. We then ask the question: what happens once we let
this system evolve in time?
Two-domain-wall configurations satisfy the boundary condition m(±∞) = ẑ or
m(±∞) = −ẑ and thus live in the same topological sector as one of the two ground
states of the system. Hence, in the presence of energy dissipation, one can expect
the domain walls to approach each other and eventually annihilate to form a uniform
state m(z) = ẑ or m(z) = −ẑ respectively. Our goal will be to develop a theoretical
understanding of this annihilation process.
The potential energy U of our system is still given by the same expression (3.11)
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Figure 3.2: Two configurations of a pair of domain walls. The wire frames depict
the local plane tangential to the magnetization field. The first configuration has both
domain walls in the same azimuthal plane. The second one has two domain walls
in two orthogonal azimuthal planes. Both configurations are in the same topological
sector as the “red” ground state.
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as in the previous section. When two domain walls are far apart, they behave like
rigid objects and can be described by two independent pairs of collective coordinates:
two positions Z1 and Z2 and two azimuthal angles Φ1 and Φ2. Alternatively, we may
use the average position Z = (Z1 + Z2)/2 and the average angle Φ = (Φ1 + Φ2)/2
and two relative coordinates, the separation ζ = Z2 − Z1 and the twist ϕ = Φ2 −Φ1.
The average coordinates Z and Φ still represent exact zero modes associated with
the symmetries of U under translation and rotation. On the other hand, the relative
coordinates ζ and ϕ are only approximate zero modes in the large separation limit.
They affect the energy (3.11) and thus harden as the domain walls get closer and
their interaction increases.
For concreteness, let us work with the boundary condition m(±∞) = ẑ. We may
anticipate how the annihilation proceeds in the limit of large separation, ζ  1, when
the domain walls retain their individual character and are described by Eq. 3.14. In
this limit the forces and torques on the two domain walls can be obtained from the
potential energy expressed in terms of the collective coordinates U(Z1,Φ1, Z2,Φ2).
We observe that the potential energy U of the system must decrease as the separa-
tion ζ = Z2−Z1 is decreased, since this brings the configuration closer to the uniform
state. This implies that the domain walls attract each other with equal and opposite
forces. It is also important to note that one of the two domain walls interpolates
from the +ẑ to the −ẑ state and the second one does the opposite. So they satisfy
equations of motion that differ in the sign of the second term, as shown in (3.14).
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Let us first look at the situation where α = 0 (no dissipation). The two domain
walls experience equal and opposite FZ forces, and thus precess in a rigid manner with
the same angular velocity Φ̇, as dictated by the second equation in (3.14). Adding
dissipation (a small nonzero α) to the system then causes the two domain walls
to move slowly in the direction of the forces, i.e. toward each other. A similar
analysis involving the relative twist ϕ = Φ2−Φ1 implies that a pair with a twist also
applies equal and opposite aligning torques FΦ on each other that cause the system to
translate rigidly with a fixed linear velocity Ż in the absence of dissipation. Adding
dissipation then causes the azimuthal planes of the pair to slowly rotate toward each
other.
It is clear at this point that a minimal description of the annihilation process has
to include at least two hard modes: the relative separation and the relative twist. In
the large separation limit, this does not pose a problem as one can still use the single
domain wall picture. At this level the hardness of the two relative modes enters the
description only through U(ζ, φ). But as the domain walls approach each other and
begin to overlap, they lose their ideal shape (3.13) and the equations of motion ( 3.14)
no longer apply. This is illustrated in Figure (3.3). The two average coordinates Z and
Φ, being exact zero modes, are still well-defined. But since the precise positions and
azimuthal angles of overlapping domain walls are now ill-defined, previous definitions
of the two relative coordinates ζ and ϕ become meaningless.
At this point, the two conserved momenta of the system corresponding to the
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global rotational and translational symmetries of (3.12)—angular J and linear P—
come to our rescue. As we’ll see in the next subsection, these two quantities, which
are always well defined, can be used as proxies for the separation and the twist
respectively. Fortunately this redefinition of the relative coordinates will preserve
much of our previous intuition about the physical meaning of these quantities, as
we’ll also see in the next subsection.
Figure 3.3: A pair of domain walls that have started to overlap. The individual
domain walls have lost their ideal shape. The naive definitions of the two relative
coordinates ζ = Z2 − Z1 and ϕ = Φ2 − Φ1 are not applicable in this regime.
3.2.2 Conserved Momenta
The Lagrangian of the ferromagnetic wire (3.12) is invariant under a global ro-
tation φ(z) 7→ φ(z) + Φ and a global translation m(z) 7→ m(z − Z). So, in the
absence of dissipation (α = 0), the momenta J and P conjugate to the two zero
modes Φ and Z are constants of motion. One can read off the cannonical mo-
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mentum corresponding to any collective coordinate qi from the Lagrangian (3.17):
pi = Ai(q) =
∫
a(m) · (∂m/∂qi) dV [38]. This indicates that the definition of can-
nonical momentum of a soliton might be problematic since there are multiple ways
of choosing the gauge field Ai(q) for the same physical situation. This ambiguity
is indeed present for the case of a topological soliton like a single domain wall and
has been discussed extensively in the literature [3, 38–43]. Fortunately for us, a pair
of domain walls can be continuously deformed to the uniform state and is thus a
non-topological soliton, in which case this ambiguity does not arise [38]. As a result,
the cannonical momenta we will deal with are always well defined.
3.2.2.1 Angular Momentum
The momentum conjugate to Φ can be obtained from (3.12) [3]:
J = pΦ =
∫ ∞
−∞










dz (cos θ − 1). (3.19)
According to quantum mechanics, the angular momentum about the z-axis should be
the total spin in the z-direction Sztot =
∫
dz cos θ. But since m(±∞) = ẑ, Sztot diverges
and it is more convenient to measure the total spin with respect to the uniform state
m(z) = ẑ. This is exactly what Equation (3.19) does.
As noted above, the angular momentum is a constant of motion for our system.
It also has a simple geometric meaning in the limit when the two domain walls are
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far apart (ζ  1). In this limit, cos θ ≈ −1 in the space between the domain walls
and ≈ 1 in the space outside, so J ≈ −2ζ. Turning this around, we can define the
separation in terms of the angular momentum (3.19), ζ ≡ −J/2. This definition
agrees with the previous definition of separation in the large ζ limit, is valid for any
configuration and goes to zero as the two domain walls merge.
3.2.2.2 Linear Momentum
The momentum conjugate to Z can be obtained as [3]:
P = pZ =
∫ ∞
−∞









dφ (1− cos θ). (3.20)
Here we have used the fact ∂/∂Z = −∂/∂z since Z corresponds to a rigid translation
of the soliton: m = m(z − Z). The linear momentum is the area subtended by
the vector m(z) on the unit sphere as z goes from −∞ to +∞ [41]. For two well-
separated domain walls with a twist ϕ, this area is 2ϕ. Again, we turn things around
and define the twist in terms of the linear momentum (3.20), ϕ ≡ P/2. Once again,
this definition agrees with the previous definition of twist in the large ζ limit, is valid
for any configuration and goes to zero as the two domain walls merge. Pairs of domain
walls with several values of separation ζ and twist ϕ are shown in Fig. 3.4.
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Figure 3.4: Several configurations of a pair of domain walls with shown values
of separation ζ and twist ϕ. The red and blue colors denote positive and negative
magnetization component mz along the axis of the cylinder. The wire frames depict
the local plane tangential to the magnetization field. Spheres on the right show the
path of the magnetization field m(z) as z goes from −∞ to +∞, beginning from
and ending at the north pole (red). The south pole (blue) can only be reached if the
separation of the domain walls ζ =∞.
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3.3 Non-Dissipative Case: Uniformly Mov-
ing Solitons
Unlike single domain walls, which are stable for topological reasons, pairs of do-
main walls are unstable: minimization of the energy (3.11) in the topologically trivial
sector with m(±∞) = ẑ yields a uniform ground state m(z) = ẑ. Both conserved
momenta are zero in the uniform state: J = P = 0. To obtain a solution for a pair
of domain walls, we may rely on conservation of linear and angular momenta and
minimize the energy U at fixed P and J . Such a minimization is expected to yield a
domain wall pair with separation ζ = −J/2 and twist ϕ = P/2. As we’ll see below,
this minimization can be carried out analytically and yields a class of exact solu-
tions for domain wall pairs parametrized by two independent collective coordinates
0 < ζ < ∞ and −π < ϕ ≤ π. This class of solutions was first obtained by Kosevich
et. al. [44] and by Long and Bishop [45]. In this section we’ll present a derivation
that makes the role of conserved quantities more explicit and is thus better suited for
our further analysis of the annihilation process. The analysis in this section assumes
the system follows a conservative dynamics, i.e. the Gilbert damping constant α = 0.
3.3.1 Two Domain Walls: Planar Case
For simplicity, we’ll start with the special case where the two domain walls lie in
the same azimuthal plane. Such a planar soliton does not describe any area on the
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unit magnetization sphere and thus has zero linear momentum P . So, to obtain the
planar configuration we just need to minimize the energy U (3.11) with respect to
a fixed angular momentum J (3.19) in the sector m(±∞) = ẑ. This would yield a
domain wall pair with separation ζ = −J/2 and twist ϕ = 0. The minimization can
be done by defining a modified energy
Ũ = U − JΩ, (3.21)





dz (cos θ − 1)(φ̇+ Ω)− U, (3.22)
describes the dynamics of magnetization in a new frame rotating at the angular
velocity Ω. This can be easily seen by carrying out the coordinate transformation
φ = φ̃+ Ωt in (3.12). Minimization of the new potential energy (3.21) yields a static
soliton in the new frame. In the static frame, this soliton is rigidly rotating at the
angular velocity Ω. By explicitly calculating the angular momentum of this soliton,
one can find the angular velocity Ω in terms of J , or equivalently, the collective
coordinate ζ = −J/2.
To explicitly solve the minimization problem, we write everything in terms of the
two angles θ(z) and φ(z). The modified potential energy (3.21) becomes
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sin2 θ − Ω(cos θ − 1)
}
(3.23)
We can now minimize this expression by setting δŨ/δφ = 0 and δŨ/δθ = 0. The
first yields a constant azimuthal angle φ(z) = Φ: hence a planar soliton. The second
differential equation can now be solved with the boundary condition θ(±∞) = 0 to
obtain the profile of the soliton. The details of this calculation are given in Appendix
B. We quote below the final expressions for the shape of the soliton and its angular
velocity as functions of the three collective coordinates: separation ζ = −J/2 and the












Angular velocity: Ω = − sech2 ζ
2
(3.24)
The first three solitons in Figure 3.4 are illustrations of this solution for relative
separations ζ = 6, 3 and 1. It is also interesting to note that the angular velocity is
very small and negative for large separations and approaches a finite limiting value
of −1 (in rational units) as the domain walls merge to form the uniform state. (In
these units, 1 is the lowest frequency of spin waves in this model. Thus the rotational
frequency of a pair of domain walls is always below this threshold.)
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3.3.2 Two Domain Walls: General Case
We’ll now look at the general case where the domain wall pair may form a non-
coplanar structure. A non-coplanar soliton describes a nonzero area on the unit
magnetization sphere (Figure 3.4) and thus has a finite linear momentum P . So, now
we need to minimize the energy U (3.11) with respect to a fixed angular momentum
J (3.19) and a fixed linear momentum P (3.20) in the sector m(±∞) = ẑ. This
would yield a domain wall pair with separation ζ = −J/2 and twist ϕ = P/2. The
minimization can be done by defining a modified energy
Ũ = U − JΩ− PV, (3.25)





dz (cos θ − 1)(φ̇− V φ′ + Ω)− U, (3.26)
describes the dynamics of magnetization in a new frame rotating at the angular
velocity Ω and moving at the linear velocity V . This can be easily seen by carrying
out the coordinate transformation φ = φ̃+Ωt and z = z̃+V t in (3.12). Minimization
of the modified potential energy (3.25) yields a static soliton in the moving and
rotating frame. In the static frame, this soliton is rigidly rotating at the angular
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velocity Ω and rigidly translating at the linear velocity V . By calculating the angular
and linear momenta, one can find the velocities Ω and V of this dynamical soliton in
terms of {J, P}, or equivalently, the collective coordinates {ζ, ϕ}.
To explicitly solve the minimization problem, we again write everything in terms
of the two angles θ(z) and φ(z). The modified potential energy now becomes



















sin2 θ−Ω(cos θ−1)+V (cos θ−1)φ′
}
(3.27)
We can minimize this expression by setting δŨ/δφ = 0 and δŨ/δθ = 0. The first
gives the derivative of the azimuthal angle in terms of the polar angle,
φ′ =
V
1 + cos θ
(3.28)
With the help of this relation, the differential equation δŨ/δθ = 0 can be solved with
the boundary condition θ(±∞) = 0 to obtain the profile of the soliton. We present the
details of the calculation in Appendix B. Here we quote the final expressions for the
shape of the soliton and its velocities as functions of the four collective coordinates:
separation ζ = −J/2, twist ϕ = P/2 and the two zero modes Φ and Z. The separation
can take any positive value: 0 < ζ <∞ and the twist can be any angle −π < ϕ ≤ π.
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It is convenient to first write the solution in a symbolic form:
cos θ(z)− 1 = f(z − Z; ζ, ϕ) (3.29a)
φ(z) = Φ + g(z − Z; ζ, ϕ) (3.29b)
To express the functions f and g in a compact way we define:








b(ζ, ϕ) = 2
(






The expressions for f and g are then given by:










g(z; ζ, ϕ) = sinϕ
sinh ζ










The angular and linear velocities of the soliton as functions of the relative sepa-
ration ζ and relative twist ϕ are
Ż = V =
2 sinϕ
sinh ζ











These equations reduce to the planar case (3.24) if we set ϕ = 0, as expected. It is
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interesting to note that unlike the momenta ζ and ϕ, the velocities Ω and V are not
completely independent of each other. For example, in the limit of the uniform state
ζ → 0, ϕ→ 0 Equations (3.32) become V0 = 2ϕ/ζ and Ω0 = −1+ϕ2/ζ2. This implies
the constraint Ω0 = −1+V 20 /4 in this limit. A closer inspection of (3.32) reveals that
for any fixed value of V , Ω can only take values in the range −1 + V 2/4 < Ω < ∞.
Like in the planar case, the angular velocity of the pair always lies below the lowest
frequency of spin waves. This implies that a pair of approaching domain walls will
not emit spin waves, which is consistent with our approximation that only the four
collective coordinates Z,Φ, ζ, andϕ are dynamical in this system.
3.4 Dissipative Case: Annihilating Soli-
tons
We are now ready to derive the equations of motion for a pair of domain walls with
four collective coordinates Φ, Z, ϕ, and ζ by using the general formalism discussed
in Section 3.1.3. The gyrotropic coefficients and the forces can be directly read off
from the results about stationary solitons we have already discussed. The viscosity
coefficients can be obtained by direct integration of (3.16d). We will present these
results in the following subsections.
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3.4.1 Gyrotropic Tensor
The gyrotropic coefficients Gij are most easily derived from the Berry phase term
in the effective Lagrangian for the collective coordinates (3.17). The collective coor-
dinates form two pairs of conjugate variables, Φ and J = −2ζ for rotational motion
and Z and P = 2ϕ for translational. We thus infer that the effective Lagrangian
includes the Berry-phase terms [36]
LB = −2ζΦ̇ + 2ϕŻ = Aiq̇i. (3.33)
We can derive this result more explicitly as follows. We start with the symbolic form
of the general solution for the domain wall pair (3.29). Differentiating (3.29b) with
respect to time gives












Substituting this into the Berry phase part of the full Lagrangian given by (3.2) gives
LB = Φ̇
∫
dz (cos θ − 1)− Ż
∫










= −2ζΦ̇ + 2ϕŻ + Aζ ζ̇ + Aϕϕ̇ (3.35)
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The first two terms denote the expected gyrotropic couplings between pairs of can-
nonically conjugate variables. On the other hand, the gauge connections Aζ(ζ, ϕ)
and Aϕ(ζ, ϕ) indicate the gyrotropic coupling between ζ and φ. The corresponding
curvature is













Since f(g) is an even(odd) function of z the integrand is an odd function, implying
Fζϕ = 0. This basically means that under a transport in the ζ-ϕ plane in an infinites-
imally closed loop, Berry phases gathered by the spins at equal distances from the
center on either side are equal and opposite. This is in agreement with our intuition
of what should happen in the large separation limit, when the two domain walls stay
rigid under an infinitesimal translation and rotation. Hence the Berry phase part of
the effective Lagrangian reduces to (3.33).
From LB we read off the Berry connections AΦ = −2ζ, AZ = 2ϕ, and Aζ =
Aϕ = 0. The gyrotropic coefficients are the Berry curvatures Gij = ∂iAj − ∂jAi. The
nonzero coefficients of the gyrotropic tensor are
GΦζ = −GζΦ = GϕZ = −GZϕ = 2. (3.37)
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3.4.2 Conservative Forces
To deduce conservative forces Fi, we turn off dissipation. Equations (3.16) now
read Fi+Gij q̇j = 0. Conservation of linear and angular momenta implies the absence
of the external force and torque, FZ = FΦ = 0. The relation (3.32) between the
velocities Ż = V and Φ̇ = Ω and the momenta P = 2ϕ and J = −2ζ together with

















In the limit of large separation ζ  1, one can expand this expressions and observe
that Fζ ≈ −8e−ζ cosϕ, Fϕ ≈ −8e−ζ sinϕ. Thus the interaction between domain walls
is exponentially small in the separation in this limit, as expected.
3.4.3 Viscosity Coefficients and Predictions of Ef-
fective Theory
3.4.3.1 Planar Case
The viscosity coefficients Γij are obtained by directly evaluating the integrals in
Equation (3.16d) by using the explicit solutions for the solitons (3.31). We first focus
on the simpler case of zero twist, ϕ = 0. In this case, only two collective coordinates, Φ
and ζ, evolve in time, whereas Z and ϕ remain constant. To the lowest non-vanishing
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order in α,
GΦζ ζ̇ − ΓΦΦΦ̇ = 0, Fζ +GζΦΦ̇ = 0, (3.39)





) for ϕ = 0. The resulting equations of motion are
Φ̇ = Fζ/2, ζ̇ = ΓΦΦFζ/4. (3.40)
From Equations (3.40) we see that the global rotation angle Φ is a fast variable
whose leading-order behavior is determined by the dissipation-free limit (zeroth order
in α). Separation ζ is a slow variable, whose dynamics arises at the first order in α
and is dissipational in nature. For large initial separation ζ0  1, the attraction is
exponentially suppressed, Fζ ≈ −8e−ζ , and the viscosity is approximately constant,





overlap. This initial approach takes an exponentially long time ti ≈ eζ0/8α. The final
stage, in which the “separation” (or angular momentum) decays as ζ(t) ∼ Ce−2αt, has
a characteristic time scale tf = 1/2α. The global rotation frequency initially grows as
Φ̇(t) ≈ −4/(eζ0 − 8αt) until the walls overlap, then approaches the asymptotic value
Φ̇∞ = −1.
To check the accuracy of our approach, we compared the solution of Equations
(3.40) against numerical simulations of magnetization dynamics in a one-dimensional
easy-axis ferromagnet performed with the aid of the micromagnetic solver OOMMF
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[46]. In the simulations, separation ζ was obtained from the angular momentum
along the easy axis, whereas the angle Φ was measured in the middle of the combined
soliton. The results for the initial twist ϕ0 = 0, initial separation ζ0 = 4, and Gilbert
damping α = 0.01 are shown as red dots (micromagnetic simulations) and red lines
(effective theory, Eqs. 3.40) in Fig. 3.5. We found excellent agreement between the
two. The technical details of the micromagnetic simulation are discussed in Section
3.5.




























Figure 3.5: Collective coordinates ζ(t), ϕ(t), Z(t), and Φ(t) for initial separation
ζ0 = 4 and initial twists ϕ0 = 0 (red), π/2 (green), and 3π/4 (blue). All quantities are
in natural units. Dots are results of micromagnetic simulations, lines are predictions
of the effective theory. The Gilbert damping coefficient is α = 0.01.
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3.4.3.2 General Case
In the general case, with both an initial twist ϕ0 6= 0 and separation ζ0 6= 0, the
equations of motion to the leading order in α have the following form:
Φ̇ = Fζ/2, ζ̇ = (ΓΦΦFζ − ΓΦZFϕ)/4, (3.41a)
Ż = −Fϕ/2, ϕ̇ = (−ΓZΦFζ + ΓZZFϕ)/4. (3.41b)
Forces Fi are given in Eq. 3.38; components of the viscosity tensor Γij can be found
in Appendix C.
During the initial approach (ζ  1), the domain walls interact weakly, Fζ ≈
−8e−ζ cosϕ, Fϕ ≈ −8e−ζ sinϕ, and retain their individual character, so that the
dissipation tensor is diagonal, with ΓΦΦ ≈ ΓZZ ≈ 4α. The twist angle decreases
slowly and linearly in time:
ϕ(t) ≈ ϕ0 − 8αt e−ζ0 sinϕ0. (3.42)
The separation evolves as




Notably, for a large initial twist ϕ0 > π/2, the force Fζ is repulsive and the domain
walls initially move apart until ϕ decreases to π/2. At that point, the force Fζ vanishes
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Both the linear trend in ϕ(t) and the backward initial relative motion for ϕ0 > π/2
are clearly visible in the micromagnetic simulation data in Figure 3.5.
During the final stage, the separation and twist decrease to zero. Expanding
physical quantities in powers of ζ and ϕ yields U ≈ 2(ζ2 + ϕ2)/ζ, ΓΦΦ ≈ 4αζ,
ΓZΦ = ΓΦZ ≈ −4αϕ, and ΓZZ ≈ 4αϕ2/ζ. Equations (3.41) read
Φ̇ ≈ −1 + ϕ2/ζ2, ζ̇ ≈ −2αζ(1 + ϕ2/ζ2), (3.46)
Ż ≈ 2ϕ/ζ, ϕ̇ ≈ −2αϕ(1 + ϕ2/ζ2). (3.47)
During this stage, the ratio ϕ/ζ remains constant. Both average velocities attain their
terminal values Ż∞ = V∞ and Φ̇∞ = −1 + V 2∞/4, where V∞ = 2ϕ/ζ. It is interesting
to note that, as the domain walls annihilate and the energy decreases toward zero,
the pair does not slow down and keeps moving and rotating at constant rates. The
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relative coordinates ζ(t) and ϕ(t) decay exponentially with the characteristic time
tf ≈
1
2α(1 + V 2∞/4)
. (3.48)
Again, all these trends are clear in Figure 3.5. The micromagnetic data and the
effective theory (Equations 3.41) show excellent agreement.
3.5 Numerical Simulation
So far we have been working with a continuum model of the ferromagnetic wire and
have developed an effective theory of the annihilation of a domain wall pair within the
framework of this model. This theoretical approach, also known as micromagnetics,
is complemented by micromagnetic simulations of the corresponding lattice model.
If the lattice period is small compared to the characteristic sizes in the problem (e.g.
the exchange length and the relative separation between the domain wall pair in our
problem), the simulation should reproduce the predictions of the continuum theory.
The advantage of doing a computer simulation lies in the fact that one can solve
the full microscopic equations of motion, retaining all the degrees of freedom of the
system, instead of working only with a few effective variables as in the continuum
theory.
Micromagnetic simulations of the annihilation process with initial conditions ζ0 =
4 (in natural units) and ϕ0 = 0, π/2 and 3π/4 were performed using the Object Ori-
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ented MicroMagnetic Framework [46]. The parameters used (written as 3-dimensional
quantities) are: exchange constant A = 2 × 10−10 J/m, anisotropy constant K =
2× 104 J/m3 and magnetization Ms = 106 A/m. A linear chain with lattice constant
a = 10 nm and length L = Nsa was used, Ns being the number of spins in the chain.
Ns was taken to be 1000 for ϕ0 = 0 and 2000 for ϕ0 = π/2 and 3π/4. The angular
momentum density of this system is J = Ms/γ = 5.68 × 10−6 Js/m3. This gives
a characteristic time scale t0 = J /K = 0.284 ns and a characteristic length scale
(exchange length) l0 =
√
A/K = 100 nm, the latter greatly exceeding the lattice
period.
Finite-size effects become important toward the end of the simulation for two
reasons. Firstly, the width of the soliton diverges as the two domain walls merge,
as discussed in Appendix C. Once it becomes comparable to the system size, the
transverse component of magnetization m⊥ is no longer zero at the edges of the wire.
Secondly, for nonzero ϕ0 the soliton has an overall translational motion (in the +z
direction for our ϕ0 values), which causes it to run into one of the edges. To tackle
the second issue, we started the simulation with Z0 = −L/4 for ϕ0 = π/2 and 3π/4.
(With respect to the origin at the center of the wire of length L.) For ϕ0 = 0, Z0 = 0
was used. Moreover, to minimize the finite-size effects, we truncated the simulation
data when the value of m⊥ at the edge became greater than 0.01.
We used ∆t = 0.082 ns = 0.289t0 for each iteration step. The four collective
coordinates were extracted from the magnetization profile at each iteration. Since we
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where mzi = min
j∈{1,...,Ns}
mzj. (3.49)







The two relative coordinates were obtained by evaluating the discretized versions of
their defining expressions (3.19) and (3.20).









(mzj − 1)(φj+1 − φj) (3.52)
Figure 3.5 clearly shows an excellent agreement between the results of numerical
simulation with the predictions of the effective theory for all three initial conditions.
Although the agreement looks almost exact, it is important to mention that our theory
involving four collective coordinates is an approximate description of the annihilation
process. It seems the almost exact nature of the agreement stems from our specific
choice of collective coordinates. In the numerical simulations, we also looked at the
evolution of the soliton along other directions in the parameter space, beyond the four
collective coordinates. Such an inspection revealed deviations of the trajectory of the
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soliton from the expected path as the two domain walls came closer. For example, we
visually compared the full profile of m(z) from the effective theory and the numerical
simulation at various instants of time. In early stages of the annihilation process they
were virtually identical. But the difference between these profiles increased as the two
domain walls approached each other. In other words, we saw that the full trajectory
of the soliton in the multi-dimensional space of all parameters does deviate from the
predictions of the effective theory toward the end of the annihilation process, while
its projection in the four-dimensional space {Z,Φ, ζ, ϕ} stays quite faithful to the
theoretical prediction at all times.
3.6 Discussion
In this chapter we have considered the annihilation of two domain walls in a fer-
romagnetic wire. A minimal description of the process requires the use of 4 physical
variables. The average coordinates of the combined soliton, position Z and azimuthal
orientation Φ, are zero modes on account of global translational and rotational sym-
metries; the relative coordinates, separation ζ and twist ϕ, harden as the domain walls
merge. We obtained the equations of motion for these variables using the method of
collective coordinates [26] and showed that the relative separation ζ and twist ϕ of
two domain walls exhibit purely viscous dynamics, whereas the average position Z
and azimuthal angle Φ are driven by the torque Fϕ(ζ, ϕ) and force Fζ(ζ, ϕ), even in
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the absence of dissipation. These equations of motion (3.41) predict the dynamics of
the 4 variables in excellent agreement with the results of numerical micromagnetic
simulations (Figure 3.5).
Our approach can be applied beyond the specific idealized model considered in this
chapter. For instance, we relied explicitly on symmetries of translation and rotation
and used the corresponding conserved momenta. However, these conservation laws
already break in the presence of dissipation in the form of local Gilbert damping and
the momenta change in time. In a similar way, weak violations of translational and
rotational symmetries will produce additional terms in the equations of motion in the
form of global forces FZ and FΦ directly impacting the dynamics of the slow variables
ϕ and ζ conjugate to Z and Φ. As long as these forces are small, the separation
of time scales between the slow and fast variables remains and the general approach
remains applicable.





a Ferromagnetic Thin Film
Having explored the annihilation of topological solitons in a one-dimensional sys-
tem, we will now move to one higher dimension and study a similar annihilation
process in a two-dimensional thin film. Vortices and antivortices (see Figure 4.1 and
4.2) are common topological solitons found in a variety of two-dimensional systems,
including ferromagnets. A vortex and an antivortex typically have an attractive inter-
action between them [4]. So, in the presence of viscous losses, a vortex-antivortex pair
is expected to lose energy, approach each other and eventually annihilate to form a
uniform ground state. This chapter presents an analytic framework for understanding
this annihilation process in terms of collective coordinates.
In Section 4.1 we will introduce the system and discuss the properties of a single
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isolated vortex. In Section 4.2 the new problem we want to address will be described:
vortex-antivortex annihilation. In this section we’ll discuss the dynamics in the limit
where the vortex and the antivortex are far from each other and also explain why
they approach each other and ultimately annihilate. We will then proceed to develop
a theoretical framework for the opposite limit: just before annihilation when the
relative separation of the pair is small. We will conclude with a discussion of our
present results and and of the future plans for this work. These results form part of
an ongoing project, being done by collaboration with undergraduate student Derek
Reitz and my advisor Oleg Tchernyshyov.
4.1 Introduction: Single Vortex
The magnetization of a ferromagnetic thin film can be characterized by a unit-
vector field m(x, y) in two dimension. The total energy of this system includes two
components: an isotropic exchange interaction that tries to align neighboring spins
and an easy-plane anisotropy, caused by the dipolar interaction, that penalizes any
out-of-plane magnetization mz:











Here A > 0 is the exchange constant and K > 0 is the anisotropy. It is important to
note that the local Uanis is a crude approximation for the essentially nonlocal dipolar
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Figure 4.1: Left: A vortex in a ferromagnetic thin film with winding number k = 1
and core polarity p = 1. The arrows show the component of magnetization m||
parallel to the plane. The red color denotes a magnetization component |mz| > 1/e
out of the plane of the film. Right: Structure of the vortex core. One can see that m
points out of the plane at the center of the core.
Figure 4.2: An antivortex in a ferromagnetic thin film with winding number k = −1
and core polarity p = −1. The arrows show the component of magnetization m||
parallel to the plane. The blue color denotes a magnetization component |mz| > 1/e
going into the plane of the film.
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anisotropy. In addition, there might be a separate physical mechanism in the system
generating a local anisotropy term in the total potential energy.
The unit of length here is the exchange length `0 =
√
A/K and the unit of time
is t0 = J /K where J is the density of angular momentum of the film. Like in the
one-dimensional case, we will work in these natural units and set J = A = K = `0 =
t0 = 1 in the rest of this chapter. Also, we’ll often use the polar and azimuthal angles
θ(x, y) and φ(x, y) to characterize the magnetization field,
m = (sin θ cosφ, sin θ sinφ, cos θ). (4.2)
It readily follows from (4.1) that this system has a continuous family of degenerate
ground states. In any of these ground states, all spins point in some specific direction
in the x-y plane, i.e. m(x, y) = cos β x̂ + sin β ŷ for a fixed angle 0 ≤ β < 2π. As
discussed in Chapter 1, we can define the winding number k ∈ Z of a configuration
as the net azimuthal angle φ described by the vector m as one traces a closed loop
(in counterclockwise fashion). Mathematically, k = 1
2π
∮
dφ. Configurations with dif-
ferent winding numbers cannot be continuously deformed into each other [4], making
k a topological invariant.
All the ground states of this system obviously have k = 0. We will now find a
class of configurations that are local minima of U and have a pre-assigned nonzero
winding number k [5, 6]. These are known as vortices. Since these configurations
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are expected to be rotationally symmetric, it is convenient to use polar coordinates





















Since U [θ, φ] is translationally invariant in the x-y plane we can assume, without any
loss of generality, that the vortex is centered at the origin. So, we make the ansatz




where Φ is a global azimuthal angle. These satisfy both the winding number constraint
















sin 2θ0 = 0. (4.5)
A nonzero winding number implies that the azimuthal angle φ is not well-defined
at the origin. This means the magnetization vector has to be perpendicular to the
x-y plane at that location, i.e. m(0, 0) = pẑ, where p = ±1 is the polarity of the
vortex core. This implies θ0(ρ = 0) = (1 − p)π/2. The easy-plane anisotropy Uanis
forces m to lie in the x-y plane far away from the origin: θ0(∞) = π/2. This latter
condition can be used to find the asymptotic behavior of the polar angle from (4.5):
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θ0(ρ  1) − π/2 ∼ e−ρ. We will not attempt to explicitly solve (4.5) here. For our
purposes it will be sufficient to observe that the vortex is mostly a planar configuration
with a three-dimensional core of radius rc ∼ 1 at the center, as shown in Figure 4.1.
A vortex has two zero modes corresponding to the invariance of the potential
energy (4.1) under translations m(x) 7→ m(x − X) and m(y) 7→ m(y − Y ). This
implies that under a weak external perturbation, the motion of the vortex can be
described by two time-dependent collective coordinates X(t) and Y (t), for reasons
discussed in Section 3.1. This dynamics is completely governed by the gyrotropic
coefficient GXY , the dissipation coefficients ΓXX , ΓY Y and ΓXY and the external





















In the second step we have used ∂/∂X = −∂/∂x and ∂/∂Y = −∂/∂y since X and
Y correspond to rigid translations of the vortex m(x, y) 7→ m(x − X, y − Y ). This
expression for GXY is simply equal to −4πS where S is the skyrmion number of the
vortex, as discussed in Chapter 1. Since a vortex with winding number k = 1 and core
polarity p = 1 wraps once around the north hemisphere of the magnetization sphere,
it has a skyrmion number 1/2. This result can be readily generalized to a vortex with
winding number k ∈ Z and polarity p = ±1. Such a configuration will have a skyrmion
number S = kp/2 and hence a gyrotropic coefficient G = −GXY = GY X = 2πkp.
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The dissipative part of the dynamics (controlled by the Gilbert damping constant
α) can be handled by introducing the dissipation tensor Γij, as defined in Equation
(3.16d). To calculate the dissipation tensor, we first look at its diagonal components.
They are equal due to the rotational symmetry of the vortex: ΓXX = ΓY Y = Γ. Using




















(∇θ0)2 + sin2 θ0 (∇φ)2
] (4.7)
Here we’ll assume that the vortex is located at the center of a circular film of radius
R  1. The first term is nonzero only in the core region with radius rc ≈ 1. It is
small compared to the second term which is nonzero everywhere in the bulk and in
fact diverges with the system size, as we’ll see below. So it is permissible to ignore the
contribution of the core altogether and assume θ0(1 < ρ < R) ≈ π/2. This, together








≈ απk2 lnR (4.8)
It is easy to see from the form of the vortex profile (4.4) that symmetries of the
integrand make the off-diagonal component vanish: ΓXY = 0.
Thus in the presence of external forces FX and FY , the equations of motion of a
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single vortex look like [40],
−GẎ − ΓẊ + FX = 0,
GẊ − ΓẎ + FY = 0.
(4.9)
These equations can be written in a more compact form by defining a gyrotropic
vector G = Gẑ. The equation of motion for the center of the vortex R = Xx̂ + Y ŷ
then becomes the celebrated Thiele equation [40],
G× Ṙ− ΓṘ + F = 0. (4.10)
The motion described by this equation is identical to that of a massless particle with
unit positive charge under the influence of an external magnetic field equal to −G,
a viscous force of strength D and a conservative force F. In particular, a vortex
confined in a parabolic potential well U(X, Y ) = K(X2 + Y 2)/2 moves in a circle
with frequency ω = K/G if there is no dissipation. In the presence of dissipation, it
spirals down to the bottom of the well R = 0 with a time constant τ = Γ/K.
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Figure 4.3: A vortex-antivortex pair in a circular thin film in the limit of large
separation. Here the separation between the core centres is r = 25 in rational units.
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4.2 Vortex-Antivortex Pair: Large Sepa-
ration Limit
The problem we will address here is similar to the one studied in Chapter 3.
We start with a state that has a vortex [with winding number k1 = 1 and polarity
p1 = 1, centered at a = (a1, a2)] and an antivortex [with winding number k2 = −1
and polarity p2 = −1, centered at b = (b1, b2)] located far from each other compared
to the core size, as shown in Figure 4.3. If we denote the separation between the
centers of the vortex and the antivortex by r = |a− b|, this implies r  rc ≈ 1. We
then ask the question: what happens once we let this system evolve in time?
As we’ll see in the following paragraphs, the choice of core polarities p1,2 influences
the dynamics of the pair in a fundamental way. In the absence of dissipation, a pair
with p1 = p2 moves in parallel paths in the same direction. On the other hand, a
pair with p1 = −p2 moves in a circular path about their geometrical center. The
total skyrmion number of a vortex-antivortex pair also depends on the choice of core
polarities. A pair with same core polarities has S = 0 and is thus topologically
identical to the ground state. A pair with opposite core polarities, on the other hand,
has S = 1. The nonzero skyrmion number for the p1 = −p2 case has interesting
physical consequences that are absent in the p1 = p2 situation.
A couple of other issues are worth mentioning before we get into the technical
details of the theory. The spin waves in an easy-axis magnet are gapped, the gap
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being ω0 = K/J where K is the anisotropy and J is the angular momentum density.
Our discussion of the dynamics of a domain wall pair in Chapter 3 could safely ignore
spin waves since the frequency of rotation Ω = Φ̇ of the soliton never exceeded ω0.
But the spin wave spectrum in an easy-plane ferromagnet is gapless. Thus here there
is a possibility that moving vortices might generate spin waves, and it is known from
past numerical simulations that this indeed happens when the separation between the
vortex cores is comparable to the lattice scale [47]. In our theory, we will not address
this very small separation limit and will make the assumption that spin waves do not
play a significant role at larger separations.
In the case of domain walls, we had a single class of analytic expressions spanning
all possible values of the collective coordinates, that we took as a starting point for
our analysis of the annihilation process. Here we do not have a class of expressions for
vortex-antivortex pair configurations that span the entire range of core separations
0 < r < ∞. But we do have such analytic expressions in two limiting situations.
The large separation limit (r  l0 = 1) can be handled by treating the vortex and
antivortex cores as rigid objects and promoting the parameters {a1, a2, b1, b2} to time-
dependent quantities. In this section, we will analyze the motion in this limit. In the
next section, we will develop a theoretical framework for the opposite limit when the
separation between the pair is much smaller than the exchange length of the system:
r  l0 = 1.
The expressions for θ(x, y) and φ(x, y) in the large separation limit are easy to
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obtain. Since the cores are well-localized around the points a and b, we can ob-
tain θ(x, y) by simply adding the contributions of an isolated vortex and an isolated
antivortex, that separately satisfy Equation (4.5):
θ(x, y) = θ0
(√




(x− b1)2 + (y − b2)2
)
. (4.11)
Moreover, since the second equation in (4.3) reduces to the Laplace equation ∇2φ = 0
outside the well-locaized vortex cores, we can simply add the two separate contribu-
tions to the azimuthal angle as well:







Since the core sizes are small in comparison to the distance between the vortex and
antivortex, the dominant contribution to the energy of the pair in this limit comes
from the bulk, where the spins lie in the x-y plane. As a result, the potential en-
ergy U (4.1) can be well-approximated by the energy of a vortex-antivortex pair in
a two-dimensional XY ferromagnet [4]: U(r) = 2π ln r. Thus the vortex and the an-
tivortex act like two particles with charges ±1 attracting each other via the Coulomb
interaction in two-dimension, the attractive force being F(r) = −∂U/∂r = −2πr̂/r
[6].
As seen in Section 4.1, only the core of an isolated vortex contributes to its gy-
rotropic coefficient. So, the G-tensor derived previously for a single vortex with
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winding number k and polarity p applies separately to the vortex and the antivortex
in this limit: G1 = G2 = 2π. Hence in the absence of dissipation (α = 0), the dynam-
ics of the system is governed by a pair of Thiele equations (4.10): Gi × Ṙi + Fi = 0
for i = 1, 2. Here we have used the notation R1 = a and R2 = b to write the pair of
equations in a compact form. It is easy to see that the two vortices move in opposite
directions with equal speeds v(r) = 2π/rG = 1/r and hence describe a common cir-
cular path about their center-of-mass. It is also easily seen that a pair with p1 = p2
will have G1 = −G2 = 2π and will thus move in the same direction, as mentioned
before.
It is worth mentioning here that a ferromagnetic (anti)vortex lacks inertia (see
Section 3.1.3) and its dynamics, in the absence of dissipation, is governed solely by a
gyrotropic term. As a result, equations of motion of the vortex-antivortex pair contain
only a single time derivative and a specification of the initial positions is sufficient to
completely determine the trajectories. One can only have circular trajectories in this
case, as demonstrated in the previous paragraph. In contrast, for the more familiar
inertial particles, one can independently specify both positions and velocities. In that
situation, a Coulomb attraction can result in various kinds of trajectories (linear,
circular, parabolic, hyperbolic) depending on the initial velocities of the pair.
It is clear at this point that a minimal description of the motion of the pair requires
four collective coordinates: the locations of the centers of the vortex (a1(t), a2(t)) and
the antivortex (b1(t), b2(t)). But since the geometrical center of the combined system
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stays stationary during this process, one can set Rcom = (a + b)/2 = 0 and work
only with the two relative coordinates: the magnitude r and the orientation ϑ of the
relative separation vector r = a− b. From the above analysis,
ṙ = 0 and ϑ̇ = −v/(r/2) = −2/r2 (4.13)
in our rational units. Thus the pair maintains their relative separation and rotates
at a fixed angular velocity that increases as the separation is decreased.
If we now add dissipation to this moving system, it will start to lose energy and
the relative separation r will start decreasing. As a result, the pair will move toward
their geometrical center in two symmetric spiral trajectories. Like in the domain
wall case, here we have a separation of the motion into slow and fast modes. The
angular velocity of the pair ϑ̇ is an O(α0) quantity and hence is a fast mode. The
linear velocity ṙ, on the other hand is purely dissipational. Hence it is a slow mode
that is an O(α1) quantity. This separation of slow and fast modes will help us solve
the equations of motion, as we’ll see in the next section when we treat the small
separation limit.
The rigid core picture starts to break down once the separation becomes com-
parable to the core size (r ≈ rc ≈ 1) and the cores begin to overlap, as shown in
Figure 4.5. But the general idea of the two vortex centers approaching each other in
spiral paths can be expected to be qualitatively correct even when the core separa-
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tion is small. We will develop a theoretical framework for the dynamics in the small
separation limit in Section 4.3.
As we discussed in Chapter 1, we can use two topological charges to characterize
m(x, y): the vortex winding number k and the skyrmion number S. The total winding
number of the vortex-antivortex pair is k = k1+k2 = 0, same as a uniform state. So for
a given core separation r, the magnetization in the region far from the geometrical
center m(ρ  r) can be continuously deformed to a uniform state. Thus, as the
system loses energy and r decreases, the magnetization everywhere except near ρ = 0
is expected to approach one of the ground states. This is also observed in Figure
4.5. But at the same time, the total skyrmion number of the pair is S = S1 + S2 =
k1p1 + k2p2 = 1, implying that this configuration belongs to a different topological
sector than the uniform states (that have zero skyrmion number). Thus in the later
stages of the evolution of the pair there is a skyrmion localized in the region 0 ≤ ρ < l0,
where l0 = 1 is the exchange length of the system, beyond which m approaches one
of the uniform states.
In the continuum model, a configuration with skyrmion number S = 1 cannot
continuously evolve to the uniform state. In this model, the size of the aforementioned
skyrmion will continue to shrink, but it will always be present in the system and the
configuration will remain topologically distinct from the uniform ground state. This
topological argument works only if the magnetization field m is defined in the R2
continuum. But our continuum model is only an approximation to an underlying
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lattice system and is reliable only till the core separation r is much greater than the
lattice constant a. Once these two become comparable, the skyrmion spans only a
few lattice unit cells, and ultimately just one unit cell. At this point, unwinding the
skyrmion only involves flipping a few spins, which can easily happen. Such unwinding
cannot happen in continuum models. Thus the system truly evolves into a uniform
state in the lattice system. The unwinding of the skyrmion will release energy (equal
to the energy of a single skyrmion), which is expected to radiate out in the form
of spin waves. This radiation of spin waves has indeed been observed in numerical
micromagnetic simulations [47].
One also expects generation of spin waves before the separation of the pair reaches
the lattice scale. Using the analogy with electrodynamics discussed before, the ro-
tating vortex-antivortex pair can be thought as a rotating electric dipole. Thus, it
can be expected to generate spin waves just like a rotating dipole radiates out elec-
tromagnetic waves. This radiation of spin waves would be a second mechanism of
energy loss in the system, in addition to the viscous loss. The spin wave radiation
can be theoretically handled in this situation using the analogy with electrodynamics.
However, in the numerical simulations [47], significant spin wave radiation is observed
only when the separation of the pair reaches the lattice scale. Based on this numerical
observation, we will make the simplifying assumption of ignoring spin waves in our
subsequent theoretical treatment.
To handle the dissipative case in the large separation limit, one needs to calculate
94
CHAPTER 4. VORTEX-ANTIVORTEX ANNIHILATION
the three dissipation coefficients Γrr, Γrϑ and Γϑϑ by substituting the profile of the
the pair in (3.16d) and evaluating the integrals. These can then be used to write
the equations of motion for the two collective coordinates. We will not discuss this
final piece of the theory for the large separation limit here, since it is a part of the
currently ongoing work on this project. Instead, in the rest of the chapter, we will
develop a theoretical framework for the opposite limit when the separation between
the pair is much smaller than the exchange length of the system: r  l0 = 1.
4.3 Vortex-Antivortex Pair: Small Sepa-
ration Limit
4.3.1 Complex Representation of Magnetization
So far we have been representing the unit vector of magnetization m = (mx,my,mz)
by the polar and the azimuthal angles θ and φ. There exists an alternative representa-
tion in terms of complex numbers that will be quite useful for the present discussion.
In this representation one performs a stereographic projection of the unit magnetiza-
tion sphere onto the complex plane, as shown in Figure 4.4. Under this mapping, the
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Figure 4.4: Stereographic projection from the unit magnetization sphere to the
complex plane. The unit vector m maps to the complex number ψ.
It is clear from Figure 4.4 that this mapping is one-to-one: the north pole mN =
(0, 0, 1) maps to the origin of the complex plane ψ = 0, the south pole mS = (0, 0,−1)
to the point at infinity ψ =∞ and the equator mE = (cosφ, sinφ, 0) to the unit circle
ψ = eiφ.
Using (4.14), one can easily rewrite the expressions for gyrotropic tensor Gij and
the dissipation tensor Γij as given in Equation (3.16) in the complex representation.
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where z = x + iy, z̄ = x − iy, ψ̄ is the complex conjugate of ψ, ∂i = ∂/∂qi and
dz̄dz ≡ 2i dxdy is the integration measure in the complex plane.
4.3.2 Belavin-Polyakov Soliton
Figure 4.5: A Belavin-Polyakov soliton with separation r = 0.15 in rational units.
This configuration closely resembles the profile of an annihilating vortex-antivortex
pair in the small separation limit, as seen in micromagnetic simulations.
To find a class of exact solutions for vortex-antivortex pair configurations in the
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small separation limit, we turn off anisotropy and consider the isotropic Heisenberg
ferromagnet in two dimensions. Retaining only the first term in (4.1), one obtains






















where in the second expression we have used the complex representation. Belavin
and Polyakov [8] found a large class of configurations locally minimizing the exchange
energy. All these configurations, being exact local minima of the potential energy,
are static in a isotropic Heisenberg ferromagnet. They also showed that the total
exchange energy of any of these configurations depends only on its skyrmion number
S and is equal to 4πS. One of these configurations, that will be useful for studying





where a = (a1, a2) and b = (b1, b2) are any two complex numbers. The configura-
tion ψ(z) is illustrated in Figure 4.5. It is easy to see that this configuration has
m(a1, a2) = ẑ, m(b1, b2) = −ẑ and m(∞) = x̂. Thus it resembles a vortex with core
polarity p = 1 at location a and an antivortex with core polarity p = −1 at location
b. Moreover, the mapping z 7→ ψ is one-to-one and thus ψ(z) has a skyrmion number
S = 1, just like the vortex-antivortex pair.
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Based on these observations, we make the hypothesis that at later stages of the
annihilation process, when the core separation r  1, one can model the shape of
the vortex-antivortex pair using (4.17). This hypothesis will be justified only if the
anisotropy term in (4.1) is small (compared to Uex) in this limit, i.e. |Uanis|  Uex =
4π. If that is the case, one can regard Uanis as a weak perturbation that causes the
otherwise static configuration ψ(z) = (z − a)/(z − b) to evolve in time through the
collective coordinates a(t) and b(t), approach each other, and ultimately annihilate.
To be sure, the annihilation of the skyrmion itself, accompanied by a burst of spin
waves, involves physics at the lattice scale a (where a  1 is the lattice constant)
and this continuum theory will not applicable in that regime. One can thus expect
the Belavin-Polyakov (BP) soliton to faithfully model the dynamics in the regime
a  r  1, provided that exchange represents the dominant term in energy. We
will verify that the anisotropy is indeed small and generates an attractive force in the
next subsection.
It is also important to note that for the BP soliton (4.17) mz(ρ) ∼ 1/ρ as ρ→∞.
Thus the out-of-plane magnetization only decays weakly at large distances as the
configuration approaches a uniform in-plane limit. This makes the integrals in the
gyrotropic tensor Gij, the dissipation tensor Γij and the force components Fi diverge
logarithmically as the system size, as we’ll see in the next subsection. But rigorously
speaking, the description of the vortex-antivortex pair in terms of (4.17) is valid only
up to some length scale Λ = Cl0 = C, where C is an unknown constant. Beyond this
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length scale mz ∼ e−ρ, as seen in the asymptotic analysis done in Section 4.1. So
the divergence in these quantities is not physical and all of these divergent integrals
should be cut-off at ρ = C.
Also, like before, we will assume that the thin film has a circular shape of radius
R 1. The geometric center of the pair Rcom = (a+b)/2 = 0 stays stationary at the
center of this circle. The two collective coordinates will be the relative separation r
and the relative orientation ϑ corresponding to r = a−b. Also, because of rotational
symmetry of the system about the z-axis, the quantities Grθ,Γrr, Γϑϑ, Γrϑ, andU will
be independent ϑ and depend only on r. As a result, we can safely assume a = (r/2, 0)
and b = (−r/2, 0) while calculating these quantities.
4.3.3 Anisotropy Energy: Attractive Force
Using the mapping m 7→ ψ (4.14), we can substitute the BP soliton (4.17) into







|z − b|2 − |z − a|2
|z − b|2 + |z − a|2
)2
. (4.18)
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In the last step we have used the approximation r  C. From here obtains the force








Thus the force is indeed attractive and approaches 0 as the relative separation van-
ishes. Thus our initial hypothesis of Uanis being small and generating an attractive
force for the BP soliton is self-consistently justified. We also see that the force de-
pends logarithmically on the unknown constant C, as anticipated before. Also, owing
to the rotational symmetry of the system, there is no force in the angular direction
Fϑ = 0.
4.3.4 Gyrotropic and Dissipation Tensor
It turns out that it is easier to calculate the components of the gyrotropic tensor
for the original four collective coordinates {a1, a2, b1, b2} and then transform these to
the relative coordinates r and ϑ. To this end we first obtain the transformation rules
between the two sets of partial derivatives using the relations a = r(cosϑ, sinϑ)/2
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These transformation rules can be used in (4.15) to transform between components
like Grϑ to those like Ga1a2 .
The calulation of the Gij and the Γij components for qi = {a1, a2, b1, b2} all proceed
in the same way. Here we’ll illustrate the calculation steps for Ga1a2 and then quote
the final expressions for the tensor components for the relative coordinates r and ϑ.
We first express the partial derivatives with respect to real and imaginary parts
















































Converting to polar coordinates, cutting off the ρ integral at C and using the condition
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Once again we see a logarithmic dependence on the constant C. Calculating all the
other components of the gyrotropic and dissipation tensors and transforming them
to Grr, Γrr, Γϑϑ and Γrϑ using (4.21), we obtain the following expressions:
Grϑ = −πr
(






















4.3.5 Equations of Motion
The equations of motion for the two collective coordinates r and ϑ, in the frame-
work of (3.16), are:
r : Grϑϑ̇− Γrrṙ + Fr = 0,
ϑ : Gϑrṙ − Γϑϑϑ̇ = 0.
(4.27)
Here we have used the fact that Γrϑ = Fϑ = 0 for a vortex-antivortex pair. We can
simplify these equations by using the fact that the change in relative angle is a fast
mode which is present even in an undamped system, i.e. when α = 0. The change in
relative separation, on the other hand, is purely dissipational and of O(α) and is thus
a slow mode. Using expressions for the force (4.20) and the gyrotropic and viscosity
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In both equations we have retained terms only up to the lowest non-vanishing order
in the small parameter α. Because of the global rotational symmetry, the initial
orientation can be set to zero: ϑ(t = 0) = 0. The solution to the above equations
will then depend only on the the initial separation r(t = 0) = r0. Thus the general
solution to r(t) and hence ϑ(t) can be obtained by numerically integrating the first
equation in (4.28) for a given initial separation.
4.3.6 Estimates









In the limit of very small separation (r → 0), the first equation in (4.28) reduces
to ṙ = −αr/2. This implies r(t) ∼ C1e−αt/2. So, the relative separation decays
exponentially with a characteristic time tc = 2/α in this limit. Substituting this in
(4.29), one finds that the relative orientation grows linearly ϑ(t) ∼ C2− t/2 and thus
the angular velocity ω = ϑ̇ approaches a constant value of −1/2 in this limit.
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A qualitative picture of the dynamics in the large separation limit can also be easily
obtained. In this limit, one can largely use the independent vortex and antivortex
picture developed in Section 4.2. The gyrotropic tensor for the relative coordinates,
obtained using the transformations (4.21), is Grϑ = −πr. Motivated by the result
for the dissipation tensor for a single vortex (4.8), one can estimate Γrr ∼ ln r. The
relations Γϑϑ = r
2Γrr and Γrϑ = 0 seen in (4.26) follow from the symmetries of the
vortex-antivortex configuration and are true in this limit as well.
The relative orientation ϑ(t), being a fast mode, can be well-approximated by the
result derived in the non-dissipative case (4.13). Substituting all these expressions in
the second equation in (4.27), one obtains an estimate for the velocity of approach
ṙ ∼ −α(ln r)/r. Thus the dynamics is qualitatively similar to that of a domain wall
pair derived in Section 3.4.3: the initial approach is logarithmically slow which then
transitions to a fast exponential approach at small separation. Moreover, the angular
velocity of the pair approaches a limiting value in both cases.
4.4 Discussion
We presented analytical results from an ongoing project studying the annihilation
of a vortex and an antivortex of opposite core polarities in a ferromagnetic thin film.
Past numerical studies [47] had shown that such a vortex-antivortex pair approach
each other in the presence of energy dissipation and ultimately annihilate to create
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a uniform state of magnetization. The final annihilation process is accompanied by
a burst of spin waves, which can be attributed to the unwinding of a skyrmion at
the center of the system. In this chapter, we discussed two theoretical frameworks,
based on the method of collective coordinates, addressing the behavior of the vortex-
antivortex pair in two limiting cases.
In the limit of large separation, one can assume that the cores of the vortices move
as rigid objects. Much of the results obtained for a single isolated vortex/antivortex
can be applied in this limit. We argued that an effective theory in terms of two
collective coordinates: the relative separation and the relative orientation of the pair
can capture the essential features of the dynamics in this limit. We showed that in
the absence of dissipation the two cores just circle around their common geometrical
center. Adding dissipation would cause them to move toward the center in spiral
paths. We are currently calculating the dissipation coefficients of this effective theory
which can be used to numerically solve the equations of motion and predict the
trajectory of the pair in this limit.
We then turned to the opposite situation: when the vortex and the antivortex
are close to each other. We argued that in this limit the pair can be modeled as a
Belavin-Polyakov (BP) soliton [8], which is a static configuration in the absence of
anisotropy. In the limit of small separation, the anisotropy energy can be treated as a
small perturbation which causes the vortex and the antivortex to attract each other.
We derived the full equations of motion for the relative separation and orientation of
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the pair in the presence of dissipation. A numerical solution of these equations will
predict the trajectories of the vortex and the antivortex in the small separation limit.
In addition to completing the theoretical description, we are also currently working
on micormagnetic simulations of this annihilation process using the micromagnetic
solver OOMMF [46], which can be used to check the predictions of our effective




In this dissertation, we have presented theoretical studies of one and two dimen-
sional magnetic systems involving multiple interacting topological solitons. In the
first work presented, we have found a composite bound state of kinks (domain walls)
in a system of parallel ferromagnetic spin-1/2 Ising chains in the presence of weak
effective transverse field and weak antiferromagnetic inter-chain coupling. A model
involving a single chain, which treats the inter-chain coupling at the mean field level,
predicts a hierarchy of two-kink bound states on one chain. We showed that going
beyond the mean field level reveals the existence of more complicated excited states
that are bound states of two confined kink pairs on adjacent chains. Using the pa-
rameters for the quasi one-dimensional material CoNb2O6, we found that the lowest
four-kink bound state has significant spectral weight. This finding supports the in-
terpretation of an excitation of CoNb2O6, observed in high resolution time-domain
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terahertz spectroscopy, as a four-kink bound state.
We have also studied the annihilation of two domain walls in a ferromagnetic wire
with an easy axis using the method of collective coordinates. A minimal description
of this process fundamentally requires the inclusion of hard modes, which has posed a
significant challenge in past theoretical works. In addition to the parameters for two
zero modes of the system corresponding to global translation and rotation, we used
the relative separation and the relative twist of the two domain walls as collective
coordinates for describing the annihilation process. The latter coordinates become
ill-defined in the small separation limit as the two domain walls start to overlap. We
found that the two conserved momenta of the system corresponding to the transla-
tional and rotational symmetries, that are always well-defined, can be used as proxies
for separation and twist. Adding dissipation to the system weakly breaks these sym-
metries, causing the momenta to decrease with time and bringing the domain walls
closer. Predictions of the effective theory thus obtained were found to be in excellent
agreement with numerical micromagnetic simulations. Our basic theoretical approach
will be applicable even in the presence of other weak interactions that break the sym-
metries of the system. We hope that similar approaches can be used to study the
annihilation of other topological solitons.
We finally have applied these ideas to understand the annihilation process of a
vortex and an antivortex in a ferromagnetic thin film. We discussed two theoretical
models describing the dynamics of the pair in the large and small separation limits.
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In the large separation limit the vortex cores behave as rigid objects moving under
an inter-vortex Coulomb force. One can then use the relative separation and the
relative orientation of the vortex cores as the two collective coordinates. In the small
separation limit the vortex cores start to overlap, and hence deform, much like in
the situation with domain walls. Starting from an exact solution found by Belavin
and Polykov for the Heisenberg model, and treating the easy-plane anisotropy as
a weak perturbation, we developed an effective theory of the dynamics in this limit
using the same two collective coordinates: relative separation and orientation. We are
currently working on the final part of the analytical calculations that would predict
the trajectories of the vortex and the antivortex. We also plan to perform numerical




Four-Kink Bound State: Details
A.1 Effective Model on Cubic Lattice
For a given momentum−π ≤ k ≤ π, the four-kink HamiltonianH4 in the {v,m, n}
basis looks like:
H4,k |v,m, n〉 = (8J + V (v,m, n)) |v,m, n〉 − α
[
e−ik/4
{∣∣∣∣v + 12 ,m+ 1, n
〉
+
∣∣∣∣v + 12 ,m− 1, n
〉
+
∣∣∣∣v − 12 ,m, n+ 1
〉
+
∣∣∣∣v − 12 ,m, n− 1
〉}
+ eik/4
{∣∣∣∣v − 12 ,m− 1, n
〉
+
∣∣∣∣v − 12 ,m+ 1, n
〉
+
∣∣∣∣v + 12 ,m, n− 1
〉
+
∣∣∣∣v + 12 ,m, n+ 1
〉}]
− β0δm,1[eik/2 |v − 1,m, n〉+ e−ik/2 |v + 1,m, n〉]
− β0δn,1[eik/2 |v + 1,m, n〉+ e−ik/2 |v − 1,m, n〉] + β1(δm,1 + δn,1) |v,m, n〉
(A.1)
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Here we have suppressed the momentum index in the state vector for brevity of
notation. m > 0 and n > 0 are two independent positive integers denoting the
lengths of the spin clusters on the two adjacent chains. v is the separation between
the centers-of-mass of the two clusters. It can take any integer value if |m−n| is even
and any half integer value if |m− n| is odd.
So, we now have an effective model of a particle hopping on a simple cubic lattice
with coordinates {v,m, n} with hard walls at the m = 0 and n = 0 planes. To keep
the calculation simple, we can allow v to assume any integer or half-integer value,
regardless of the parity of |m− n|. This will double the Hilbert space of the problem
by including a lot of unphysical states of the type |v = 1,m = 1, n = 2〉. But this
won’t be a problem since H4,k doesn’t mix the physical and the unphysical sectors of
the Hilbert space. As a result, one can easily check if an eigenstate is physical or not
by looking at its overlap with states like |v = 1,m = 1, n = 2〉.
A.2 Spectral Weight
As noted earlier, to calculate the spectral weight of the four-kink bound state,
we need to consider the tunneling processes between the two-kink and the four-kink
Hilbert spaces. These processes are mediated by the α-terms in the Hamiltonian H4.
The function of these terms is to flip a single |↑〉 to |↓〉 and vice-versa. As a result,
they can flip a spin in a completely aligned c-chain and thus create a kink-pair out
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of the kink-vacuum. This provides a tunneling mechanism between the the four-kink
and the two-kink bound states.
Here we will focus only on the k = 0 sector of the “two kink + four kink” Hilbert
space: {|n, 0〉 , |0, n〉 , |v;m,n〉}. Here |n, 0〉 and |0, n〉 are states that have a spin-
cluster of length n in the first and the second chain respectively. It is easy to see that
the part of the Hamiltonian that connects the two- and four-kink states H24 has the
following non-zero matrix elements:
〈n, 0|H24 |v;n′, n′′〉 = −αδn,n′δ1,n′′
〈0, n|H24 |v;n′, n′′〉 = −αδ1,n′δn,n′′
(A.2)
Let us denote the hierarchy of two-kink energy eigenstates on the two chains as
|mi, 0〉 and |0,mi〉 where i ∈ N and the four-kink ground state as
∣∣G(0)〉. These can













Now we can go ahead and calculate the contribution of the two-kink states to
∣∣G(0)〉
113
APPENDIX A. FOUR-KINK BOUND STATE: DETAILS

















The incoming photon excites a single spin flip anywhere in the two chains: |s〉 =
1√
2





S can now be evaluated numerically using the matrix elements of H24 listed in (A.2)




Exact Solution: Domain Wall Pair
B.1 Planar Case
To obtain the planar soliton we need to minimize



















sin2 θ − Ω(cos θ − 1)
]
(B.1)
with respect to θ(z) and φ(z) and the boundary condition θ(±∞) = 0. For brevity
we’ll suppress the tilde on Ũ in this appendix. The condition δU/δφ = 0 implies
sin2 θ dφ/dz = constant. Together with the boundary condition for θ and the as-
sumption that dφ/dz stays finite as z → ±∞, this in turn implies that the soliton is
confined to one azimuthal plane: φ(z) = Φ. Substituting this back into (B.1) obtains
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sin2 θ − Ω(cos θ − 1)
]
(B.2)
Minimization of this reduced potential energy can be simplified by using the
standard trick: pretending z to be a time coordinate, one can think of (B.2) as a
“Lagrangian” of a particle moving in an “external potential” u(θ) = −1/2 sin2 θ +
Ω(cos θ − 1). Since this “Lagrangian” doesn’t depend explicitly on the “time” z, the









sin2 θ + Ω(cos θ − 1) = const (B.3)
The boundary conditions θ(±∞) = 0 and dθ/dz(±∞) = 0 imply const = 0. This
first order differential equation can now be easily solved to obtain the profile of the
soliton θ(z).
The solution thus obtained is parametrized by the Lagrange multiplier Ω. But it is
more convenient for our analysis to use the angular momentum J , or equivalently the
separation ζ = −J/2, as the parameter. To switch parameters, we can substitute the
expression for cos θ(z) into the definition of J . Evaluating the elementary integral,
one obtains ζ = −J/2 = 2 arctanh
√
1 + Ω. Inverting this gives the angular velocity
as a function of separation: Ω = sech2 (ζ/2). This expression can now be used to
change the parameter in the solution from Ω to ζ.
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B.2 General Case
To obtain the general configuration of a domain wall pair, we need to minimize
the following potential energy



















sin2 θ−Ω(cos θ−1)+V (cos θ−1)φ′
}
(B.4)
with respect to θ(z) and φ(z) and the boundary condition θ(±∞) = 0. Starting from




1 + cos θ
. (B.5)























Just like before, one can integrate the second order ordinary differential equation
















The boundary conditions θ(±∞) = 0 and dθ/dz(±∞) = 0 imply const = 0. This
first order differential equation can now be easily solved to obtain the θ(z) profile of
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the soliton. The function θ(z) can then be substituted into (B.5) and integrated to
obtain φ(z).
Once again, we want to switch the parameters from {Ω, V } to {ζ, ϕ}. To that
end, we calculate the momenta in terms of the velocities like before:









where a = 2 + Ω−
√
Ω2 + V 2 and b = 2 + Ω +
√
Ω2 + V 2. These can be inverted to
obtain
Ż = V =
2 sinϕ
sinh ζ













Equations of Motion for Domain
Wall Pair
Since Fi = −∂U/∂qi, (3.38) can be integrated to obtain
U =
4(cosh ζ − cosϕ)
sinh ζ
(C.1)
The Γij(ζ, ϕ) functions form a symmetric 4 × 4 matrix. It is easy to see that this
matrix splits up into two 2× 2 matrices, the Z-Φ block and the ζ-ϕ block, since the

















APPENDIX C. EQUATIONS OF MOTION FOR DOMAIN WALL PAIR






















Only the Z-Φ block enters the equations of motion at O(α) and these functions involve




















ΓZZ = 2αU − ΓΦΦ,
(C.4)
where a(ζ, ϕ) and b(ζ, ϕ) are defined in (3.30).
The two coupled first-order differential equations for ζ(t) and ϕ(t) in (3.41) can
only be solved numerically. However, the large-t limit, when ζ, ϕ→ 0, is analytically
tractable. In this limit one can expand all the quantities up to the lowest non-
vanishing order in the two relative coordinates. This gives
V = 2ϕ/ζ Ω = (ϕ/ζ)2 − 1 (C.5a)
U = 2(ζ2 + ϕ2)/ζ (C.5b)
ΓZΦ = −4αϕ ΓΦΦ = 4αζ ΓZZ = 4αϕ2/ζ (C.5c)
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(C.5a) implies the constraint Ω(t) = V (t)2/4 − 1 in this limit. Substituting these
expressions in the equations of motion (3.41) gives
ϕ̇ = −2α(1 + ϕ2/ζ2)ϕ
ζ̇ = −2α(1 + ϕ2/ζ2)ζ
(C.6)
These readily imply V̇ = (ζϕ̇− ζ̇ϕ)/ζ2 = 0. Hence both V and Ω approach constant
values V∞ and Ω∞ = V
2
∞/4 − 1, the exact values of which depend on the choice of
initial conditions ζ0 and ϕ0. This also implies that the two relative coordinates ζ and
ϕ are decoupled in this limit and they both decay exponentially with the same time
constant τ−1 = 2α(2 + Ω∞). The shape of the soliton in this limit can be obtained
by expanding (3.31) to the lowest order terms in the relative coordinates.




























The expression for f = mz(z) − 1 shows that the profile has a characteristic width
w−1 = (1 + Ω∞/2)ζ which diverges as the uniform state is approached.
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Gij and Γij in the Complex
Representation








in our calculations involving collective coordinates, we need to express the gyrotropic
tensor Gij and the dissipation tensor Γij in this representation. We will present the
derivation for Gij in this appendix. The derivation for Γij is done along very similar
lines.
Here we will consider a planar magnet characterized by m(x, y). We first need to
write the vector expression for the gyrotropic tensor given in (3.16) in terms of the
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polar angle θ(x, y) and the azimuthal angle φ(x, y). Using the relation




















(dθ + i sin θ dφ), dψ̄ =
ψ
sin θ
(dθ − i sin θ dφ). (D.4)






















These can now be used to convert the partial derivatives of the polar and azimuthal
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