This paper investigates Bayesian estimation for Gaussian Markov random elds. In particular, a new class of inhomogeneous model is proposed. This inhomogeneous model uses a Markov random eld to describe spatial variation of the smoothing parameter in a second random eld which describes the spatial variation in the observed intensity image. The coupled Markov random elds will be used as prior distributions, and combined with Gaussian noise models to produce posterior distributions on which estimation will be based. All model parameters are estimated, in a fully Bayesian setting, using the Metropolis-Hastings algorithm. The models and algorithms will be illustrated using various arti cial examples. The full posterior estimation procedures using homogeneous and inhomogeneous models will be compared. For the examples considered the fully Bayesian estimation for inhomogeneous models performs very favourably when compared to methods using homogeneous models, allowing di erential smoothing and varying local textures.
INTRODUCTION
Markov random elds (Mrfs) have been used widely to model image texture for many years (Cross and Jain, 1983; Qian and Titterington, 1991; Cheng and Huang, 1993; Aykroyd et al. , 1996) , as the basis for both maximum likelihood (ML) and maximum a posteriori (MAP) estimation. However, stationary Gaussian random elds (Gaussian autoregressions) are not well suited to many image reconstruction situations since they tend to oversmooth discontinuities. Some authors (Geman and McClure, 1987; Besag, 1989; Green, 1990) have suggested alternatives to the quadratic potential in the Gaussian random eld model to reduce this oversmoothing. The use of compound random elds was rst introduced by Geman and Geman (1984) , who used a binary random eld to model edges between intensity variables, which in turn were described by a discrete random eld. Geman and Geman (1984) used simulated annealing to perform approximate MAP estimation. These ideas were extended to Gaussian Mrfs by Jeng and Woods (1991) . An alternative approach for image segmentation has been studied by many including Cohen and Cooper (1987) , Derin and Elliott (1987) and Woods et al. (1987) . They used binary random elds, to switch between Gaussian random elds. Much of the work in these papers was concerned with developing short-cut and approximate procedures to the numerical estimation.
In Bayesian image analysis these Markov random eld models are widely used to model prior information regarding local characteristics. This prior distribution is combined with a likelihood, describing the degradation process, to produce a posterior distribution. A very good review of Bayesian methods is given by Besag et al. (1995) . The complexity of the posterior distribution means that direct estimation procedures are rarely possible, so the use of Markov chain Monte Carlo (MCMC) methods, particularly the MetropolisHastings Algorithm (Metropolis et al. , 1953; Hastings, 1970) and the Gibbs sampler (Geman and Geman, 1984) , are widely used.
The work in this paper generalises the models described above, to a continuum of Gaussian random elds in which a hidden Gaussian Markov random is used to describe the spatial variation of the interaction parameters of a Gaussian Markov random describes the image intensities. MCMC estimation procedures will be presented which allow all model parameters to be estimated from data. Simulation examples will be described which illustrate these estimation procedures comparing the results with those using a single homogeneous Gaussian random eld model.
MODELS

General
Suppose that a two-dimensional space is partitioned into N pixels, labelled by the integers 1; 2; :::; N. In most applications the pixel locations or sites will form a regular square lattice, though the use of non-square and irregular lattices is possible. Further suppose that each pixel variable, x i , 1 i N can take any real value, x i 2 R. The values of the pixel variables are called intensities and an arbitrary shading will be denoted x = fx 1 ; x 2 ; :::; x N g, hence x 2 R N . In general it is not possible to observe x directly, instead the observe image y is a degraded copy of x, y i = x i + i ; 1 i N; (1) where i N(0; 2 ), and i and j are independent when i 6 = j. Hence (2)
In other applications di erent degradation models may be appropriate such as N(AX; ), Poisson(X), Poisson(AX), where A may be a matrix de ning a blur or transfer function and is a general covariance matrix. The Poisson regression model, Poisson(AX), is particularly important in medical image applications, see for example Shepp and Vardi (1982) .
A homogeneous model
Next suppose that X is to be modelled as a homogeneous Gaussian Markov random eld with single model parameter and probability density function p(Xj ) = 1 where < i; j > denotes neighbouring pixels. The parameter controls the variation between neighbouring pixel values. Note that # 0 implies constant x i , and large correspondingly large spatially structured variation, only as " 1 does the variation become spatially unstructured.
It is usual to consider pixel i to be a neighbour of pixel j if i is close to j. Here, a rst order nearest neighbourhood system will be assumed, that is the four nearest neighbours. In addition toroidal boundary conditions are used.
If is xed, but unknown then a common approach is to try various values of and choose a value which gives a \satisfactory" reconstruction. Alternatively, if is believed to come from some known distribution, then this can be incorporated into the estimation procedures; this will be considered later.
An inhomogeneous model
Now suppose that X is to be modelled as an inhomogeneous Gaussian Markov random eld with a vector of model parameters . If, as above, a rst order neighbourhood system with toroidal boundary conditions is assumed, then will comprise 2N elements, half representing horizontal nearest neighbour pairs and half vertical nearest neighbour pairs. Where appropriate these will be labelled with a single subscript, i , or with two subscripts i;j representing the corresponding pair of pixel variable neighbours. The parameter i;j controls the amount of variation between x i and x j . Again a rst order neighbourhood system and toroidal boundary conditions will be assumed. It is somewhat unlikely that the whole of will be known so here it will be modelled using a second Gaussian random eld with probability density function p( j ) = 1 
All of these densities except p( ) and p( ) have already been de ned. As described in section 2.2, a common approach is to assume parameters like and are known, then estimate the remaining parameters. Usually acceptable result can be achieved by trying various combinations. In this paper, however, estimation of these will be incorporated into the general estimation procedure. Unfortunately we have little prior knowledge of and , so shall model them with non-informative, scale invariant densities (Berger, 1985; Raftery and Ban eld, 1991) , that is p( ) = 1= and p( ) = 1= . 
All of these except p( ) have already been de ned, and with reasons as above p( ) = 1= .
The posterior densities are now fully speci ed and estimation, based on the appropriate posterior density, will be considered.
MCMC ESTIMATION
General
In this paper estimation is based on approximate posterior distributions calculated using the Metropolis-Hastings algorithm. This is a Monte Carlo technique, in which an ergodic Markov chain is constructed which has the required posterior distribution as its limiting distribution. For discussion see Hammersley and Hanscomb (1964) , Hastings (1970 ), Geman (1991 , Green and Han (1992) and Propp and Wilson (1996) .
Metropolis-Hastings algorithm
The approach to the estimation of the various groups of model parameters is essentially the same, except that , and (or and ) must be non-negative, however, because of the hierarchical nature of the posterior density di erent simpli cations are possible.
The general approach is as follows. In turn consider each of the model parameters, let the set of parameters be labelled , so = fX; ; ; g, and the parameter being consid- The proposal is accepted, and the parameter value updated accordingly with probability
otherwise it is rejected and the previous value retained. The choice of proposal distribution is, almost arbitrary, here a double exponential distribution centered on the current value was used. Hence the proposal distribution is symmetric, that is q( 0 The form of the proposal distribution will e ect rates of convergence and correlation within the Markov chain. In particular it is important that the proposal variance be chosen to produce rapid convergence and low correlation; this can usual be done by trial and error.
Clearly the form of equation 5 and 6 mean that for each parameter many of the terms in 7 will cancel producing substantial simpli cation; details of this are left to the reader. Also, because of the Markovian nature of the various models, additional terms can be removed and, in general, very few terms will remain leading to rapid computer implementations.
The only amendment to the above procedure for the non-negative model parameters is the inclusion of an extra stage in the acceptance step. As before, a proposed value is drawn from the \proposal" distribution, however, if this value is negative then the value is immediately rejected and no change is made, if non-negative the value is accepted with the probability given in equation 7. This approach maintains symmetry in the proposal distribution, hence detailed balance in the Markov chain is restored.
Convergence and sample size
The whole iterative process described above is repeated until stability of the Markov chain is apparent. The most usual and simplest approach to detection of convergence is to monitor the value of many one-dimensional functions of the evolving process, once these appear stable the Markov chain is assumed to have converged. Clearly this approach is subjective, but usually works well. A discussion of formal convergence diagnostics can be found in Cowles and Carlin (1996) .
The next question is how many sweeps should be performed after the transient period has ended. Due to dependence within the Markov chain, the estimates produced from a sample of size M will have an asymptotic variance var(^ i ) = 2 =M; where 2 is the sampling variance of i , the integrated autocorrelation time which is given by
and (t) is the autocorrelation function of the process. This variance is a factor times greater than would be the case with an independent sample. The sample size, M, will be chosen so that the Monte Carlo variance is less than 1% of the sampling variance of the estimator (Aykroyd and Green, 1991) , that is choose M to satisfy var(^ i )= 2 = =M < 1=100:
The integrated autocorrelation time can be estimated using the truncated periodogram estimator (Sokal, 1989) 
with window width T chosen as the minimum integer such that T 3^ .
Estimation
Once the pseudo-sample has been generated from the posterior distribution a number of possible estimators are available, one choice is the posterior mean, which can be estimated by the sample mean of the pseudo-sample. Among the bene ts of employing sampling techniques is that the pseudo-sample can be used to calculate interval estimates using sample percentiles, or in fact the whole of the posterior distribution can be examined.
EXPERIMENTS 4.1 General
In this section the analysis of four simulated examples will be presented. The MCMC routines were run on a Sun SPARCstation 5, each analysis using the homogeneous model took a little more than 2 minutes to perform 2000 sweeps and the inhomogeneous model less than 6 minutes. In most examples visual inspection of the monitoring statistics indicated that the Markov chain was in equilibrium after about 500 sweeps. The estimates of integrated autocorrelation were moderate, producing required sample sizes of below 1000 sweeps. Hence both of these requirements could be achieved from the initial run of 2000 sweeps. Limited examples of the monitoring statistics are shown below.
Fixed true intensity surfaces
Consider the true intensity surfaces presented in Figures 1(a) and 1(b), and corresponding data in 1(c) and 1(d). The rst example consists of intensities represented by the heights of three intersecting cylinders. The background intensity is 10 (measured in arbitrary units) and the heights of the cylinders are 50, 30 and 80 (from largest to smallest crosssection). The data are produces by adding independent Gaussian noise with standard deviation, =10. In the second example the intensity, Figure 1(b) , is the height of a quarter-sphere of radius, and hence maximum height, 80. Again independent Gaussian noise with standard deviation, =10 is added to produce the data in Figure 1(d) . For each of these the human eye can make a good job of delineating the boundaries and assessing the relative intensities. Figure 2 shows the posterior means for these two examples using the model de ned in equation 5, that is with constant, but unknown, prior parameter , and Table 1 shows posterior estimates of and (with standard errors), and corresponding root mean squared errors. For the rst example the reconstruction of the intensity surface, Figure 2 (a), is much less noisy than the data, however, the boundaries are harder to localise. In particular the interior boundaries have almost disappeared making the small region almost invisible. The parameter estimates are^ = 11:10 and^ = 9:56, and the root mean squared error (RMSE) is 4.68. Note that the estimate of is close to the true noise standard deviation of 10.0. The picture is similar for the second example. In the reconstruction, Figure 2 (b), the edges have been over-smoothed, this is particular of the right-hand edge. The parameter estimates are^ = 9:55 and^ = 9:66, and the root mean squared error (RMSE) is 4.26.
Before moving on to the reconstructions using the inhomogeneous model consider the examples of monitoring statistics in Figures 3(a) and (b) . In each of these there is an initial transient period which appears to end well before sweep 500, after this it is assumed that the Markov chain is in equilibrium and the subsequent reconstructions are in fact from the required posterior distribution.
Recall that one advantage of using sampling techniques for parameter estimation is the ease of estimating parameter standard errors, con dence intervals and even marginal posterior densities. Figure 3 Estimates of (a) horizontal and (b) vertical spatial variation parameters, and intensity estimate (c). An overall spatial variation map (d), is the sum of vertical and horizontal.
(with standard errors), and corresponding root mean squared errors. Each (a) and (b) gives the estimates of the horizontal and vertical prior interaction parameters, , and (c) the intensity reconstruction. Panel (d) gives an overall representation of the interaction parameters, and is obtained simply by adding together the separate components.
For the rst example, Figure 4 , the estimated local variability parameters are generally very low (minimum value is 0.21) leading to greater smoothing in corresponding regions. However, some parameter estimates are large (maximum 33.3), allowing substantial variability between neighbouring pixels. As would be expected, these large values coincide with the edges in the intensity surface. The result overall is that the reconstructed surface is generally smoother, but without over-smoothing the discontinuities. In addition the interaction parameter estimates give a relatively good edge map, particularly Figure 4(d) . The parameter estimates are^ = 24:5 and^ = 8:75, and the root mean squared error (RMSE) is 3.79 which is somewhat smaller than the value for the constant smoothing parameter. 
Known prior parameters,
In the third and fourth examples, simulated intensity surfaces from prior models with known interaction parameters are considered. The true parameters are shown in Figure  6 , (a) and (b) are corresponding horizontal and vertical parameters, as are (c) and (d). In (a) and (b) the black area represent unlimited local variation and the white area low local variation. So the central circular region has correlation in the vertical direction only, and the outer region in the horizontal direction only. Panels (c) and (d) represent gradual decrease in spatial variation from black to white. The simulated intensity surfaces and results of the analyses assuming the homogeneous model are shown in Figures 7(a) and (b) . In Figure 7 (a) the simulated surface is that of a vertically striped disc on a horizontally striped background. The reconstructed surface assuming a homogeneous model, Figure 7 (c), is very close to the true surface, the RMSE is 0.19. The estimated parameters are^ = 5:52 and^ = 2:14. Note that the noise variance parameter is quite large, since in fact there is no noise. Parameter estimates (with standard errors) and RMSE values appear in Table 1 .
The simulated intensity surface for the nal example is shown in Figure 7 (b). Although, partially hidden by random variation, the left and right borders are moderately how the two texture patterns partition the image. Now compare the single parameter of the homogeneous model, Table 1 , with the range of in Table 2 . It is clear that though there is little change in the average parameter value, the large di erence between the minimum and maximum mean that the amount of local smoothing varies widely. Considering the nal example, Figure 9 (b) shows the reconstructed surface, which is, again, very close to the data, RMSE is 0.15. Although this time there is far greater spatial variation in the estimated correlation parameters, Figures 9(c) and 9(d), the pattern is clear. The left and right borders have higher values, and there are decreasing estimated variation parameters towards the top, Figure 9 (c), and to the right, 9(d). Again, the range of is wide, centered on the estimate of the single in the homogeneous model.
DISCUSSION
In this paper a new class of coupled Gaussian Markov random elds is proposed as models for image reconstruction. The models describe spatial variation of an intensity function using a Gaussian Markov random eld. In turn the parameter which controls the amount of local spatial variation is allowed to vary spatially, and this spatial variation is described by a second Gaussian Markov random eld.
This coupled random eld model is used as a prior distribution and combined with a Gaussian likelihood describing the noise process to produce a posterior distribution. All model parameters are estimated, in a fully Bayesian setting, using the MetropolisHastings algorithm. Using this approach inference is not limited to point estimation, but also standard errors and marginals of the posterior distribution can be examined. The general procedures have been used to demonstrate that parameter estimation is possible for both homogeneous and inhomogeneous random eld models.
The examples, although limited, have demonstrated that in many cases the limitations of the homogeneous Gaussian random eld model can be overcome by generalising to the inhomogeneous model. In particular, the resulting local adaptive smoothing does not over-smooth intensity discontinues, and there is increased smoothing in at regions. As an extra bene t, when the intensity surface does contain changes in slope and discontinuities, the local variation parameters provide an edge or slope map. When used on examples which are genuinely realisation from Gaussian random elds with spatially changing local variability, analyses using a homogeneous model are unable to adequately describe the underlying process, whereas using the inhomogeneous model appropriate conclusions can be made.
