Abstract-Two-stage iterative methods for the solution of linear systems are studied. Convergence of both stationary and nonstationary cases is analyzed when the coefficient matrix is Hermitian positive definite.
INTRODUCTION
Given a linear system of the form
where A ∈ C n×n is a nonsingular matrix, and x and b are n-vectors, classical iterative methods proceed by solving at each step a simpler linear system induced by a splitting of A into A = M −N (M nonsingular); i.e., beginning with an arbitrary vector x (0) , the iteration procedure
is used to compute a sequence of iterate vectors that converges to the solution of (1) if and only if the spectral radius of the iteration matrix is less than one, that is, ρ(M −1 N ) < 1; see e.g., [1] . On the other hand, when in each iteration l, l = 0, 1, 2, . . . , (outer iteration) the linear system (2) is approximated by using another iterative procedure (inner iterations), we are in presence of a two-stage iterative method. More specifically, consider the splitting M = F − G and perform s(l) inner iterations in each outer step l. Thus, the resulting method is
When the number of inner iterations is fixed in each outer step, i.e., when s(l) = s, s ≥ 1, it is said that the method is stationary, while a nonstationary two-stage method is such that the number of inner iterations may change with the outer iteration. Obviously, stationary two-stage methods are special cases of nonstationary ones. Two-stage iterative methods, sometimes called inner-outer iterations, were studied, e.g., in [2] [3] [4] [5] [6] . The convergence of these methods has been This research was supported by Spanish CICYT Grant Number TIC96-0718-C02-02.
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is a vector norm on C n . The matrix norm induced by that vector norm will also be denoted by · A . In addition, · ∞ denotes the infinite matrix norm; see e.g., [1, 7] . 
be a sequence of square complex matrices. If there exists a matrix norm
· such that T (l) ≤ θ < 1, l = 0, 1, 2, . . . , then lim l→∞ T (l) T (l−1) · · · T (0) = O.
CONVERGENCE
Given an initial vector x (0) , the two-stage iterative method (3) produces the sequence of vectors
where T s(l) , l = 0, 1, 2, . . . , are the iteration matrices
and
Let ξ be the exact solution of the linear system (1) and let (l+1) = x (l+1) − ξ be the error at l + 1 iteration. It is easy to prove that ξ is a fixed point of (4). Thus,
. . . Since, for the stationary case T s(l) = T s , for all l = 0, 1, 2, . . . , then the convergence of (4) is equivalent to requiring ρ(T s ) < 1; see e.g., [1] . However, in the nonstationary case, the sequence of vectors generated by iteration (4) Proof. By hypotheses, M is positive definite and therefore nonsingular. Let us consider the iteration matrix of scheme (4), with s(l) = s ≥ 1. As it is well known (see [6] ), that matrix can be written as follows:
Since M = F − G is a P -regular splitting of a Hermitian positive definite matrix, from Theorem 1.1, ρ(F −1 G) < 1 and then I − H s is nonsingular. Hence, from Lemma 1.1, there exists a unique pair of matrices
s Q s . Moreover, from Lemma 1.2, the splitting M = P s − Q s is also P -regular. On the other hand, from (6)
Thus, some algebra manipulations yield 
Therefore, the proof of the above theorem shows that B H + B − A is positive definite, and hence, the splitting A = B − C is P -regular. We state this fact in an additional corollary. We remark that in Theorem 2.1 and Corollary 2.1, the hypotheses on the outer splitting of the Hermitian positive definite matrix A = M − N imply that this splitting is P -regular. However, if one were to replace those hypotheses with the P -regularity of the splitting A = M − N , two-stage iterative methods may not be convergent. The following example shows this fact. , that has spectral radius equal to 1, and so is not convergent. Now, we prove the convergence of the nonstationary two-stage iterative method under conditions similar to those of the stationary method. Proof. Reasoning as in the proof of Theorem 2.1, it is obtained that the matrices
, are Hermitian positive definite. Then, using the vector norm We note that the hypothesis on the number of inner iterations in Theorem 2.2 is very realistic in the sense that it is fulfilled in virtually every practical implementation of those methods. Nevertheless, following [9] , this condition can be weakened by the assumption that there exists a bounded subsequence {s(l i )} ∞ i=0 . We conclude with a few remarks on the choice of the inner and outer splittings. In our results, in each outer iteration l + 1 the linear system My = Nx (l) + b is approximated by an iterative procedure based on a P -regular splitting of the Hermitian positive definite matrix M . It is well known when the Jacobi, Gauss-Seidel, and SOR splittings (and their block versions) of a Hermitian positive definite matrix are P -regular; see e.g., [1] . Another class of P -regular splittings of a Hermitian positive definite matrix M is the unique splitting induced by the iteration matrix of an alternating iterative method 
