Abstract. Some integer factorization algorithms require several vectors in the null space of a sparse m x n matrix over the field GF(2). We modify the Lanczos algorithm to produce a sequence of orthogonal subspaces of GF(2)", each having dimension almost N , where N is the computer word size, by applying the given matrix and its transpose to N binary vectors at once. The resulting algorithm takes about n / ( N -0.76) iterations. It was applied t o matrices larger than lo6 x lo6 during the factorizations of 105-digit and 119-digit numbers via the general number field sieve.
Introduction
Some integer factorization algorithms require several nonzero vectors x E GF(2)" such that BX = 0, where B is a given rn x n matrix over the field GF(2), usually very sparse and with m < n. These include the (obsolete) continued fraction method [9, p. 3811, quadratic sieve (QS) [13, 141 , arid number field sieve [3, 111. For example, when factoring an integer M, the QS method finds congruences Here the p i are primes (or -1) and the bij are exponents, mostly zero. QS then tries t o find S g { 1, 2, . --, n} such that both sides of n,,, a: z njES flzl p:*' (mod M) are perfect squares. T h e left product is automatically a square, but the right product is a square only if all exponents are even, i.e., if CjEs bjj G 0 (mod 2) for 1 _< i 5 m. This is equivalent t o Bx G 0 (mod 2), where B = (bij), x = (zj), and where xj = 1 if j E S and xi = 0 if j $ S.
Traditionally one has solved Bx = 0 over GF (2) (not necessarily symmetric) n x n matrix B to a vector approximately 2n times, and constructs the minimal polynomial of B. Using this minimal polynomial, one can find vectors in the null space of B, if B is singular. The method likewise requires storage only for the matrix B and for a few temporary vectors.
The Lanczos, conjugate gradient, and Wiedemann algorithms all apply the given matrix (or its transpose) to O(n) vectors. On a binary computer with N bits per word, one can apply a matrix to N independent vectors over GF (2) at once, using the machine's bitwise operators. We would like to reduce the iteration count from O ( n ) to O(n/N), by accomplishing N times as much work per iteration. Even if we do N times as many operations per iteration after applying the matrix, the total cost of applying the matrix will drop N-fold.
Our variation of Lanczos achieves this objective by decomposing GF(2)" into several subspaces of dimension almost N which are pairwise orthogonal with respect to the symmetric n x n matrix A = B B. The resulting algorithm takes about n / ( N -0.76) iterations. Each iteration applies the matrices B and BT to an n x N matrix and does a few supplementary operations (i.e., inner products of two n x N matrices, multiplication of an n x N matrix by an N x N matrix, multiplication and inversion of N x N matrices).
Don Coppersmith published a block Wiedemann algorithm [6] which needs about 3n/N applications of B. The present work was inspired by a comment [6, p. 3341 that Coppersmith had previously found a block Lanczos algorithm, but before this author had seen [5] . Except for Gaussian elimination, these algorithms are probabilistic. They make random choices, and may fail for some of these choices. I have tried the proposed method on about 50 matrices, and have not experienced failure.
The methods herein work Over other finite fields if one can do independent field operations in parallel, analogous to the bitwise operators for GF(2).
T

Notations
Throughout this paper, A denotes a symmetric n x n matrix over a field K . TWO vectors v , w f K" are said to be A-orthogonal if vTAw = 0. If V and W are subspaces (or subsets) of K " , then we define the block operations
Two subspaces V and W of K" are said to be A-orthogonal if vTAw = 0 for all v f V and w f W ; this is equivalent to VTAW = (0).
If V is an n1 x nz matrix, then (V) denotes the subspace of Knl generated by the column vectors of V. We denote the number of bits per computer word by N.
If
The E x E identity matrix is denoted by Ik.
Standard Lanczos
Suppose A is a symmetric positive definite n x n matrix over the field K = R. If b E W and x is defined by (3), then we claim (6) implies Ax = b, without further assumptions about the field K (the proof in 53 assumes K = R). As
We know that Ax -b E W , say Ax -b = Czi' ciwi. Pre-multiply by wi T A to conclude ci = 0 since wi T Aw; is assumed nonzero. Since i is arbitrary, Ax = b.
When K # lR, if w, is computed by (1) or (5), then the requirement wTAwi # 0 if w, # 0 in (6) may fail. If IKI >> n, then we may be able to tolerate this risk (7, lo], esp. if we can rerun our problem with slightly different data whenever it fails.
We want to apply Lanczos to the field GF(2), over which about half of all vectors are A-orthogonal to themselves, and need to vary our methods. The field GF(2) has its advantages, since one can apply the matrix A to N different vectors in GF(2)" a t once, using bitwise operators. We generalize (6) to allow a sequence of subspaces in place of the vectors {wi}, and adapt the Lanczos iteration (1) to the new framework. If W is A-invertible, then any u E K n can be uniqucly written as v + w where w E W and W Av = (0). Indeed, if the columns of W are a basis for W ,
The generalization of ( 6 ) to subspaces is 
Fix N > 0. At step i, we will have an n x N matrix V, which is A-orthogonal to all earlier Wj. The initial Vo is arbitrary. We select Wi using as many columns of V, as we can, subject to the requirement that W; be A-invertible. More precisely, we try to replace the Lanczos iterations (1) Here S ; is an N x N; projection matrix chosen so that W, AW T h e subspaces Wi generated by (9) have dimension at most N . This is im-
mediate from (9) since Wi = (ViSi) and V, is a n n x N matrix.
Simplifying the Block Lanczos Recurrence
In standard Lanczos, we simplified (1) t o (5). T h e computation of wi from Awi-1 requires adjustments only by scalar multiples of wi-1 and wi-2, not by
We would like t o similarly optimize the computation of Vi+l in (9) , using the invariant (11). We have some freedom in the choice of Si since (Vi) may have multiple bases. If j < i , then the term Wj AV; in (10) vanishes by (11) . We attempt t o simplify Wj T z A W;, using (9) , (ll), and the methods of (4) Then the recurrence (9) will simplify to Wj+iAW; = 0.
Although (14) has more terms than (5), the time per iteration and the temporary storage requirements will remain acceptable using (14) . Equation ( To achieve (14), we require that (13) vanish whenever j 5 i -3. T h a t is, we require Vj+l to be A-orthogonal to Wj+3 through W,. We achieve this by requiring that all vectors in Vj+l be used either in Wj+l or in Wj+2. More precisely, we require (Vj+l) E. wo + w1 + . . . + wj+z (j 2 -1) .
(15)
Assuming ( (17) T
T 2
F4uation (17) appears to require four inner products: Vi AV;, Vi A Vi, Vi-,A Vi, and Vi-,A2Vi. We can express the latter two inner products in terms of the first two, using (lo), (ll), (12), and (14): The Lanczos algorithm requires that the matrix be symmetric. We let n = n2
and A = B B. This A is symmetric, and any solution of B x = 0 will satisfy AX = 0 (although the converse need not be true if the rank of A is less than n l ) .
Let N denote the computer word size, typically 32 or 64. Select a random n x N matrix Y over GF(2), compute AY, and attempt t o find an n x N matrix X such that A X = AY. If Let Q be a symmetric N x N matrix over a field K . Let r = rank(Q). We claim that if we select any T linearly independent columns of Q, then the symmetric r x T submatrix of Q with the same row indices is invertible. After renumbering the rows and columns, we may write Q = [ : : : : : : I . Here QI1 is the symmetric T x T matrix which we claim is invertible, Q22 is symmetric, and Number columns of T as c1, c2, --. , CN, with columns in S;-1 coming last.
Initialize S = 0. is the probability that the matrix has rank exactly N -m. If q = l/p, then
is derived by checking which elements in the first row of the random matrix are zero, using the methods of 121. It implies the recurrence f~( p X ) We conjecture that the average number of iterations needed is about n/ErN for large N and n, subject to N << n << Z N 2 / ' . The experimental data in Table 1 of $10 support this conjecture. Equation (20) appears to require one inner product per Vj V O and one multiplication of the n x N matrix V, by a N x N matrix. Henk Boender [l] observes that most of these inner product computations can be exchanged for some N x N matrix computations. Equation ( -Selection of S i subject to (15) and the computation of W y , as in $8.
-A few N x N matrix operations to compute Di+l, Ei+l, and Fi+l in (19).
-Four multiplications of n x N matrices by N x N matrices and four additions Coppersmith [6, pp. 342-3431 shows how to compute the inner products and the products of n x N by N x N matrices more efficiently.
When S i -1 = IN (so that Wi-1 = Vi-l), the formula for Fi+l simplifies to zero and the term V,-2F,+l can be omitted from (18).
Storage requirements are low. Other than the matrix A itself, the algorithm needs only V,+l, Vi, Vi-1, Vi-2, AV,, the partial sums of X -Y, and some N X N matrices. The same storage can be used for AVi and Vi+l. The The program sizes were about 330 Mb and 480 Mb, respectively, compared to the machine's 2147 Mb. For Gaussian elimination, on a dense matrix with one third as many rows and columns, the sizes would be 9 G b and 22 Gb. ments on a n earlier version of this manuscript.
