Whereas experiments (e.g., temporal transcription or protein expression assays, gene knockouts 23 or knockdowns) have been conducted to understand the causal relationships among genes 1, 2 , or 24 between an expression quantitative trait loci (eQTL) and its direct and indirect target genes 3 , it 25 remains a challenge to learn causality directly from genomic data. It is even harder to learn (i.e., 26 infer) a causal network, which may represent which genes regulate which other genes. We 27 address this problem in this paper. Correlation (or association) is often used as a proxy of a 28 potentially causal relationship, but similar levels of correlation can arise from different causal 29 mechanisms (Models 1-4 in Fig. 1a ). For example, between two genes with correlated 30 expression levels, it is plausible that one gene regulates the other gene (Models 1 and 2 in Fig.  31   1a) ; it is also plausible that they do not regulate each other directly, but both are regulated by a 32 common genetic variant (Model 3 in Fig. 1a) . 33
34
Correlation between the expression, or any molecular phenotype, of two genes is symmetrical -35 we cannot infer which of the two genes is the regulator and which the target. However, if a 36 genetic variant (e.g., a SNP) is significantly associated with the expression of one of the two 37 genes, then we may assign a directed edge from the variant to the gene, as it is reasonable to 38 assume that the genotype causes changes in the phenotype (expression), not the other way 39
around. This additional, directed edge breaks the symmetry between the two genes, and makes it 40 possible to infer the causal direction (e.g., compare Models 1 and 2 in Fig. 1a) . This is the 41 rationale behind the Principle of Mendelian Randomization (PMR). The randomization principle 42 in experimental design (e.g., clinical trials) is critical in establishing causality: only when 43 subjects are randomly assigned to different exposures is it possible to draw causal connections 44 between exposure and outcome. As a randomization principle, the PMR assumes that the alleles 45 of a genetic variant are randomly assigned to individuals in a population, analogous to a natural 46 perturbation experiment and therefore achieving the goal of randomization 4 . The PMR has been 47 widely used in epidemiology studies, where genetic variants are used as instrumental variables to 48 facilitate the estimate of causal effect between a mediator (or exposure, such as gene expression) 49
and an outcome (e.g., a disease phenotype . Understanding the roles of these GWAS-significant variants is key to understanding 58 the mechanisms underlying diseases. Interestingly, likely half of the GWAS-significant variants 59 genetic variants are eQTLs 21 . As it becomes more common nowadays to collect gene expression 60 data in disease studies 6, 11 , studying eQTLs (which may also be GWAS-significant SNPs) and 61 their associated genes provides a powerful approach for a deeper understanding of diseases. 62
63
The research of complex diseases often focuses on moderately-sized networks of dozens or 64 hundreds of disease-relevant genes, aiming to identify key regulators and understand the 65 processes involved 6, 11 . Being able to accurately reconstruct the causal network of a moderate set 66 of genes will help biologists generate testable hypotheses (e.g., which genes are the key 67 regulators and may potentially serve as drug targets) and relate these networks to other 68 phenotypes, such as drug response. 69 70 However, existing methods adopting the PMR (e.g. the mediation-based methods 12, 13 , and the 71
MR methods

22
) are not directly applicable to inference of a causal network of gene expression. 72
This is because these methods typically examine the graph of V 1 →T 1 →T 2 (i.e., Model 1 in Fig.  73 1a), where V 1 is the genetic variant, T 1 may represent gene expression, and T 2 a clinical trait. 74
This graph, called the "causal model" by existing PMR-based methods, is sensible when T 2 is a 75 potential outcome of T 1 . However, when we examine relationships among gene expression or 76 other molecular phenotypes, it is usually not known beforehand which of T 1 and T 2 is more likely 77 to be the outcome of the other, and Model 1 alone does not have the flexibility of examining 78 other possibilities. As a result, these methods are limited in the causal relationships they can 79 recover. In this paper, we generalize the interpretation of the PMR to account for a variety of 80 causal relationships. 81 82 Additionally, applications of the PMR in genomics has not been efficient: existing methods 83 generally work with a small number of nodes, may require spatial (e.g. locations of genetic 84 variants on the genome) or temporal information, or tend to add many false positive edges. There 85 has been some recent effort to address the efficiency issue 13 . Meanwhile, in machine learning, a 86 class of algorithms, such as those based on the classic PC algorithm [23] [24] [25] [26] [27] , have been developed in 87 over a decade to efficiently learn causal graphs for a large number of nodes. These algorithms 88 typically consist of two main steps (Fig. 1b) : i) inferring the graph skeleton through a series of 89 statistical independence tests. The graph skeleton is the same as the final graph except that the 90 variant or a molecular phenotype. Our method also consists of the two main steps as described 136 above. The first step of learning the graph skeleton is similar to that of other PC algorithms, but 137 with an online control of the false discovery rate (FDR), which is explained in detail below. We 138 incorporated the PMR in the second step of edge orientation ( Fig. 1b; Supplementary Fig. 2) , 139 which involves three scenarios: i) MRPC first identify edges involving the genetic variants and 140 orient these edges to point to the molecular phenotype; ii) MRPC then looks for three nodes with 141 a potential v-structure (e.g., Model 2 in Fig. 1a , or among three molecular phenotypes, 142 
MRPC outperforms existing network inference algorithms and PMR-based methods on 170
synthetic data in overall accuracy. We compared MRPC with two popular network inference 171 algorithms: the pc method (implemented in pcalg) and the mmhc method (implemented in 172 bnlearn), and three PMR-based methods, namely cit, findr and QPSO
32
. Except for QPSO, which 173 is implemented in MATLAB, all the methods are implemented in R. We simulated data using 174 linear models for the five basic topologies, three common topologies in biology 33, 34 (such as 175 multi-parent, star, and layered graphs), as well as a complex topology with over 20 nodes (Fig.  176 2). We varied the sample size, as well as the signal strength through the coefficients in the linear 177 models (see "Generating simulated data" in Methods). 178
179
For each topology, we generated 1000 data sets with different combinations of signal strength 180 and sample size, and ran each method with their default parameters. Specifically, we ran MRPC 181 with FDR=0.05, Pearson correlation ( = 0; see "Sequential FDR control" in Methods) and the 182 LOND method ( = 2; see "Calculation of robust correlation" in Methods). We ran mmhc and 183 pc with the type I error rate being the default value of 0.05. We explained the procedures for 184 running other PMR-based methods in the next section. 185
186
We compared the recall and precision (see "Recall and precision" in Methods) across methods 187 ( Fig. 3a; Supplementary Figs. 3, 4; Supplementary Tables 1, 2) . Recall (i.e., power, or 188 sensitivity) measures how many edges from the true graph a method can recover, whereas 189 precisions (i.e., 1-FDR) measures how many correct edges are recovered in the inferred graph. 190
Across different topologies and parameter settings, MRPC has the highest median recall and 191 precision, with both median recall and median precision above 85%. MRPC is followed by 192 mmhc, findr, QPSO, pc, with cit trailing far behind (Fig. 3a) . MRPC recovers the true graph 193 particularly well at moderate or stronger signal with a medium or larger sample size. For the 194 complex topology, MRPC performs consistently better than pc and mmhc. This is still the case 195 when the signal strength is heterogeneous across the complex topology (see "Simulation under 196 the complex topology with heterogeneous signal strengths" in Methods; Supplementary Fig. 5) . 197 Examination of inferred graphs from different methods shows that pc is unable to determine edge 198 directions or wrongly identifies v-structures when the true model contains none ( Fig. 3b; 199 Supplementary Figs. 6, 7) . PMR-based methods, such as findr and cit, can infer too many or 200 too few edges, whereas QPSO cannot identify the direction correctly. In the presence of outliers, 201 MRPC with robust correlation as input substantially outperforms pc and mmhc (Supplementary 202 on Model 1, the topologies they can identify are limited to those that involve primarily Model 1, 207 such as the star graph and the layered graph: the star graph consists of four M1s, and the layered 208 graph five (Fig. 2) . For method comparison, we limited the true graphs to those that can be 209 analyzed by findr or cit, specifically, M0, M1, M3, star and layered graphs for findr, and M1, star 210 and layered graphs for cit (see "Application of findr and cit" in Methods). 211
212
Unlike MRPC, which is agnostic about which genes may be potential regulators and which 213 potential targets, findr and cit are applied to ordered gene pairs iteratively, requiring specification 214 of which of the two genes is the potential regulator and which the target. For example, to test 215 whether the data are simulated under M1, then findr and cit will be performed twice, on (V 1 , T 1 , 216
T 2 ) and then on (V 1 , T 2 , T 1 ). The number of ordered gene pairs is 2 × = 20 for the star graph 217 and 2 × = 42 for the layered graph. We applied Bonferroni correction with a familywise 218 type I error rate of 0.05. Take again the star model with a sample size of 1000 for example, 219
where we varied the signal strengths in simulation. Although Bonferroni correction is already a 220 conservative method for multiple testing, findr still sometimes infers more edges than there are 221 (summarized by the lower precision in Fig 3a, also see Supplementary Fig. 7) , whereas cit may 222 infer a very dense graph or no edges at all (summarized by low recall and low precision in Fig.  223 3a; also see Fig. 3b and Supplementary Figs. 6, 7) . 224 225 Next, we investigated the performance of findr and cit when the graph skeleton is known, such 226 that the number of tests is reduced to one on simple models (M0, M1 and M3), and to four in the 227 star graph and to five in the layered graph (Supplementary Fig. 9 ). In other words, potential 228 regulators and targets are known to findr and cit. For MRPC we continued to assume that the 229 skeleton was unknown. With known skeletons, both findr and cit performed similarly to, and in 230 almost all the cases not better than MRPC. The performance of cit can still be much worse than 231 the other two when the signal strength is low or the sample size is small. 232
233
We included QPSO in our comparison upon a reviewer's request. Unlike the other five methods 234 discussed here, QPSO takes a graph skeleton as the input and seeks the optimal orientation of the 235 edges, its performance therefore depending heavily on how well the skeleton is inferred. 236
Whereas the authors of QPSO used pc to generate the skeleton, we used MRPC to generate the 237 input, having observed the unsatisfactory performance of pc. As a result, the accuracy of MRPC 238 in identifying the skeleton gives QPSO an advantage in the performance evaluation over other 239 methods. A fair comparison is not to compare QPSO directly with all the other methods, but 240 with MRPC alone. This comparison again shows that QPSO is lacking both in recall and in 241 precision (Fig. 3a) . Additionally, QPSO takes much longer time than all the other methods. For 242 example, the runtime is 21 minutes per data set with the complex topology, compared to 2.5 243 seconds for MRPC, 0.2 seconds for mmhc, and 0.3 seconds for pc (Supplementary Table 3) . 244
We therefore calculated recall and precision only for 20 (instead of 1000) data sets in simulation 245 for QPSO. 246
247
Distinguishing direct and indirect targets of eQTLs. We next applied MRPC to two causal 248 inference problems that are common in biology. First, we are interested in identifying true targets 249 when a single SNP is statistically associated with the expression of multiple genes. Multiple 250 genes are potential targets often because these genes are physically close to one another on the 251 genome, and the eQTL analysis usually examines the association between one SNP-gene pair at 252 a time, ignoring dependence among genes. Indeed, among eQTLs identified from the 253 GEUVADIS data 18 (i.e., gene expression measured in lymphoblastoid cell lines, or LCLs, of a 254 subset of individuals genotyped in the 1000 Genomes Project), 62 eQTLs discovered under the 255 most stringent criteria have more than one associated gene (see "Analysis of the GEUVADIS 256 data" in Methods). We applied MRPC to each of these eQTLs and their associated genes in the 257 373 Europeans, and identified 11 types of topologies ( Fig. 4 ; Supplementary Table 4 ; also see 258 comparison with mmhc and pc for some of the eQTL-gene sets in Supplementary Fig. 11 ). 259
Three of these 11 types are Models 1, 3 and 4 shown in Fig. 1a . Seven other topologies are 260 identified for eight eQTLs each with three associated genes (Supplementary Table 4) . 261
262
Although the multiple associated genes of the same eQTL are physically near one another, our 263 method showed promise in teasing apart the different dependence (or regulatory relationships) 264 among these genes. For example, the SNP rs479844 (chr11:65,784,486; GRCh38), one of the 62 265 eQTLs, turns out to be significant in at least three GWASs for atopic march and more 266 specifically, atopic dermatitis (p values ranging from 10 -10 to 10 -18 ) 20, [35] [36] [37] . This SNP has been 267 linked with two genes, AP5B1 (chr11:65, 775, 780, 802) and OVOL1 (chr11:65, 787, 797, 219) , in these GWASs, but it is unclear which is the real target. Our MRPC infers Model 269 1 for the triplet: rs479844→OVOL1→AP5B1 (Fig. 4a) , which suggests that OVOL1 is more 270 likely to be the direct target, and AP5B1 the indirect one. Meanwhile, for 637, 654, 846) and 659, 666, 689) , both genes are 272 associated with the SNP rs9274660 and located in the major histocompatibility (MHC) region of 273 high linkage disequilibrium. As expected, MRPC infers an undirected edge between the two 274 genes, as the information on the two genes is highly symmetric in the genotype and gene 275 expression data. By contrast, mmhc and pc often misspecify edges or their directions 276 (Supplementary Fig. 11 ). We focused on the European sample in this analysis, as the sample 277 size of the Africans is small (89). However, we managed to replicate part of the topologies for 278 the few eQTLs discovered in both populations (see "Analysis of the GEUVADIS data" in 279
Methods). 280 281
Since the GTEx consortium 19 contains data also from LCLs, we next examined whether the 282 causal relationships inferred from the GEUVADIS data may be replicated in the LCL samples 283 from GTEx (see "Analysis of the GTEx data" in Methods). The sample size of 117 is much 284 smaller in GTEx, though, which reduces the expected number of causal relationships to be 285 replicated. We therefore focus on eQTL-gene sets that were inferred to have an M1 model in 286 GEUVADIS by MRPC. We ran MRPC, findr and cit on the 16 eQTL-gene sets with an M1 287 model that have the genotype and gene expression data in both GEUVADIS and GTEx LCL 288 samples. findr replicated 9 sets, MRPC 8 and cit only 1 (Supplementary Table 5 ). This result is 289 consistent with simulation results (Fig. 3a) : whether the graph skeleton is known or not, MRPC 290
and findr have similar performance on M1 across different sample sizes and signal strengths, 291 both much better than cit. In particular, we replicated the relationship 292 rs479844→OVOL1→AP5B1 with both MRPC and findr in the GTEx LCL samples. 293
294
Construction of a causal network for frequently altered cancer genes. In the second 295 application, we applied MRPC to the genomic data of breast cancer patients from the TCGA 296 . We therefore used the copy number variation as the genotype, and gene 306 expression as the molecular phenotype. Similar to an earlier investigation 39 , we extracted 85 307 frequently altered genes (e.g., BRCA1, BRCA2, TP53, etc.) in breast cancer and their copy 308 number variation data. We calculated the Pearson correlation matrix (Fig. 5a) , and applied 309 MRPC at FDR=0.05 (Fig. 5b) , and subsequently at 0.01, 0.10 and 0.15. The inferred graphs 310 appeared reasonably stable: each graph contains around 200 edges; when the FDR changes by 311 0.05, the number of edges inferred differently tends to be around 10, which is roughly 1/20 of all 312 the edges ( Fig. 5c; Supplementary Figs. 12-14) ; this is consistent with the change of 0.05 in 313 FDR, as this rate implies that on average roughly 5% of all the edges are likely to be false 314 positives and therefore would not be consistently inferred at another FDR. In other words, most 315 of the edges are inferred reliably across different FDR levels. 316
317
We searched through literature for evidence supporting the inferred directed edges here 318 Table 6 ). Existing literature is rich on the undirected relationships among 319 genes, but scarce on directed ones. Among 49 directed edges inferred here, we found literature 320 support for only seven directed relationships inferred here (including one edge with the reference 321 indicating an opposite direction), and for undirected relationships of 14 inferred gene pairs 322 Table 6 ). Considering the thousands of pairwise relationships that may exist 323 among these genes, the causal graph we have inferred here provides a list of plausible regulatory 324 relationships and helps prioritize which genes to perform knockdown experiments on. 325
(Supplementary
326
In the graph inferred at FDR=5%, one gene (MAML2) has three targets (NFIB, MET, and 327 PIK3R1), followed by nine genes (ATM, CANT1, ELK4, ERCC4, IL6ST, KMT2C, KMT2E, 328 MAP3K1, and MET) with two targets, 31 genes with one target, and 44 without targets (Fig. 5b) . 329
We then applied WGCNA 43 to help visualize the inferred graphs through grouping nodes into 330 modules. We experimented with several module sizes, and in the end divided the graph into 331 modules with at least seven nodes (including four genes) per module, such that all the visibly 332 large clusters of nodes were represented ( Fig. 5b; Supplementary Fig. 15 ; Supplementary 333 Table 7 ). Genes have higher connectivity within the module than with other modules, although 334 most modules have edges connecting one another, consistent with the notion that multiple 335 biological pathways are involved, and possibly interacting in cancer 39 (Fig. 5b) . We ran gene 336 ontology (GO) enrichment analysis 44 on the genes in each module (excluding the grey nodes, 337 which are not allocated to any module). Except for the green module, which contains only four 338 genes, each module is significantly associated with distinct biological processes or PANTHER 339 pathways 45 , suggesting that the causal network we learned has a structure consistent with the 340 underlying biological functions ( Fig. 5b; Supplementary Tables 8, 9) . 341 342 Additionally, our causal inference distinguishes "direct" from "indirect" correlation. For example, 343 following hierarchical clustering, the correlation heatmap indicates that NF1, ERCC4, and 344 TRIP11 have higher correlation with one another and are therefore clustered together (Fig. 5a) . 345
However, no edge connects NF1 and ERCC4 at any of the FDRs we examined ( Fig. 5b ; 346 Supplementary Figs. 12-14) . A closer look at the conditional independence tests showed that 347 the strong correlation between these two genes is explained away by TRIP11, BRCA1 and the 348 copy number variation of NF1 (p value: 3e-6; the significance threshold by LOND method: 5e-7). 349
In other words, the correlation between NF1 and ERCC4 is indirect: it is induced by association 350 with three other nodes. Indeed, there is no interaction between NF1 and ERCC4 in the literature 351 to the best of our knowledge. Instead, NF1 has been shown to interact with the KMT2 family 40 , 352 also shown in our inferred network (Fig. 5b) , whereas the DNA repair gene ERCC4 is recently 353
shown to be involved in the translesion DNA synthesis together with TRIP11 and other genes 46 , 354 consistent with the edge between these two genes in our inferred network (Fig. 5b) . Here, we demonstrated the outstanding performance of MRPC on small to moderately-sized 381 graphs. Additional work is needed to extend the ability of MRPC to larger graphs. For example, 382 median precision of 90% in simulation (Fig. 3a) translates to the actual FDR being 10%, above 383 the expected level of 5%. We also applied MRPC to the directed networks of 1000 genes and 384 1000 genetic variants simulated in the DREAM5 Systems Genetics Challenge A 47 , with FDR 385 being 30% (see "Analysis of the DREAM5 Systems Genetic Challenge A data" in Methods; 386 Supplementary Table 10 ). With a sample size of 999, our MRPC identified only 19% of 2048 387 true edges, although precision is 67%, meaning that the actual FDR is 33%, comparable to the 388 expected threshold of 30%. By contrast, the TRANSWESD method 48 (published after the 389 challenge and showed better performance than the best participating method for this challenge) 390 recovered 68% of the true edges, but had low precision of only 34%% (mmhc, the second best 391 performing method compared in this paper, has a similar issue). This suggests that although 392 controlling the FDR to certain extent, the LOND method can discard too many true positives. 393
394
Like most causal graph learning methods, a key assumption behind MRPC is that there are no 395 hidden nodes that are connected to the observed nodes in the graph. Whereas this assumption 396 may not hold in biology, we can take additional measures to alleviate the impact of hidden nodes. 397
For example, genes are often grouped in clusters that tend to have higher correlation within the 398 cluster. Our method can be applied to genes within a gene cluster to build the detailed causal 399 network. As the next step, we are working on extensions of MRPC to deal with hidden variables 
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531 where, 532
In the equations above, is the vector of gene expression in the ith sample, n the sample size, 534 and the tuning parameter. Equation (3) (2) is similar to 536 the standard definition of the variance, except that the scalar is 1/n, whereas the unbiased 537 estimator of the variance has a scalar of 1/(n-1). When the data matrix contains missing values, 538
we perform imputation using the R package mice 50 . Alternatively, one may impute the data using 539 other appropriate methods, and calculate the correlation matrix as the input for MRPC. 540
541
When analyzing simulated data with no outliers, we set = 0, which is close to Pearson 542 correlation. We set = 0.005 if outliers were included in simulation. On real data, we would 543 usually perform two analyses with = 0 and = 0.005. These two values did not lead to 544 different results in most cases. See details in "Analysis of the GEUVADIS data" in Methods, 545 which refers to Supplementary Figures 16-18 . 546 547 Sequential FDR control. We implemented the LOND algorithm that control FDR in an online 548 manner, as we did not know the number of tests beforehand in learning the causal graph. 549
Specifically, consider a sequence of null hypotheses (marginal or conditional independence 550 between two molecular phenotypes) ( ) = , , , … , , with corresponding p-values 551 ( ) = , , , … , . The LOND algorithm aims to determine a sequence of significance 552 level , such that the decision for the ith test is 553
The number of rejections over tests is then 555
For the overall FDR to be , the significance level is set to be 557 Values of and for the first 18 tests of analysis of a simulated data set are listed in an 568 example given in Supplementary Table 11 . The larger is, the more conservative the LOND 569 method, which means that fewer rejections will be made. We therefore used = 2 throughout 570 simulation and real data analyses. Simulation results in the Results section show that this choice 571 of works reasonably well for small and moderately-sized networks, although it can lead to 572 exclusion of many true edges in large networks (see "Analysis of the DREAM5 Systems Genetic 573
Challenge A data" in Methods). 574
575
Multiple genetic variants of the same phenotype. MRPC currently does not directly deal with 576 multiple genetic variants associated with the same molecular phenotype. For network inference, 577 we recommend using the variant with the strongest association, or merging the multiple variants 578 to create a haplotype variant with the haplotypes being the new genotypes (e.g., two SNPs in 579 linkage disequilibrium, each having three genotypes, can be merged into one variant with 580 genotypes 00, 01, 02, 10, 11, 12, 20, 21, and 22) . 581 582 Generating simulated data. We generated synthetic data for a variety of graphs, which fall into 583 three categories depending on the complexity (Fig. 2a) : i) basic topologies of a triplet; ii) 584 topologies common in biological networks: star (i.e., one molecular phenotype has multiple 585 targets); multi-parent (i.e., one molecular phenotype has multiple regulators apart from the 586 genetic variants); and layered; and iii) a complex topology. 587
588
In each topology, we simulated the data first for the nodes without parents, and then for other 589 nodes. Genetic variants are nodes without parents, and we assume them to be biallelic SNPs with 590 three genotypes 0, 1, and 2. Denote the minor allele frequency by and assume Hardy-Weinberg 591 equilibrium. Then the genotype of the ith variant, , follows a multinomial distribution: 592
Denote the jth molecular phenotype by and the set of its parent nodes by Ρ, which may be 594 empty, or may include variant nodes or nodes of other molecular phenotypes. We assume that 595 the molecular phenotype follows a normal distribution 596
The variance may be different for different nodes. For simplicity, we use the same value for all 598 the nodes. 599
600
We treat undirected edges as bidirected edges and interpret such an edge as an average of the two 601 directions with equal weights. For example, for the undirected edge in Model 4 in Fig. 1a, we 602 generate data for T 1 →T 2 : 603
and separately for T1←T2: 605
We then randomly choose a pair of values with 50:50 probability for each sample. 607
608
For simplicity in simulation, we set = 0 and all the other ′s to take the same value, which 609 reflects the strength of the association signal. We considered three values for the slopes: 0.2 610 (weak signal), 0.5 (moderate signal), and 1.0 (strong signal). We also varied the sample size: 50 611 (very small), 200 (small), 500 (medium), and 1000 (large). Thus, we considered twelve 612 combinations of signal strength and sample size (Supplementary Figs. 3, 4; Supplementary  613 
Tables 1, 2). 614 615
Under each combination, we generated 1000 data sets for each topology. For each data set, we 616 shuffled the columns corresponding to gene expression to generate one data set with those 617 columns reordered; if an inference method is sensitive to the ordering of the columns, the 618 inferred graph would have a large variance across data sets. We then applied each method to a 619 data set with permuted columns. To summarize the results, we computed the mean and standard 620 deviation of recall and precision (see "Recall and precision" in Methods) across 1000 data sets 621 for each method, and displayed the mean as the bar and the standard deviation as the error bar in 622 the horizontal bar plots (Supplementary Figs. 3, 4) . The median of recall and precision of each 623 method across all topologies and all parameter settings are displayed in Fig. 3a . We also 624 summarize the median standard deviation of recall and precision in Supplementary Fig. 16 . 625
Note that the standard deviation in recall and precision reflects variation due to both different 626 data sets and different node orderings. Except for QPSO, the methods under comparison do not 627 differ much in variation. QPSO had a larger variation because only 20 data sets were used for 628 assessing the performance (due to long runtime). 629
630
Simulation under the complex topology with heterogeneous signal strengths. The simulation 631 strategy described above assumes the same signal strength (value of , the coefficient of the 632 parent node) across the network, which allows us to examine the performance of the methods in 633 simple and well-controlled settings. For the complex strategy, we further allowed the values of 634 to vary when generating data for each node. Each has equal probability of taking on one of 635 three values: 0.2, 0.5 and 1.0. Similar to the procedure described above, we also generated 1000 636 data sets with this strategy, applied relevant methods, and computed recall and precision. However, we consider it more important to be able to identify the presence of an edge than to 642 also get the direct correct. Therefore, we assign 1 to an edge with the correct direction and 0.5 to 643 an edge with the wrong direction or no direction. For example, when the true graph is 644 V→T 1 →T 2 with 2 true edges, and the inferred graphs are i) V→T 1 →T 2 , and V→T 2 ; ii) 645 V→T 1 −T 2 ; and iii) V→T 1 ←T 2 , the number of correctly identified edges is then 2, 1.5 and 1.5, 646 respectively. Recall is calculated to be 2/2=100%, 1.5/2=75%, and 1.5/2=75%, respectively, 647 whereas precision is 2/3=67%, 1.5/2=75%, and 1.5/2=75%, respectively. 648
649
When analyzing the complex topology in simulation, which involves correlated genetic variants, 650
we ignored the edges among genetic variants in the calculation of recall and precision, since 651 mmhc and pc are not designed to infer the relationships among genetic variants correctly. findr 652 and cit are not applicable to this topology, and QPSO requires the graph skeleton as the input, 653 with the graph skeleton already specifying the relationship among genetic variants and between 654 variants and their associated genes. 655
656
Application of findr and cit. Unlike mmhc and pc that learn the graph skeleton first and orient 657 the edges next, findr and cit test for directed edges in a single step for a triplet of nodes (the 658 genetic variant and two gene expression nodes). This means that in order to learn the topology, 659 we needed to examine all possible gene pairs (e.g., T 1 and T 2 ; and T 2 and T 1 ) and then apply 660 findr or cit to the triplet of each of the gene pairs and the genetic variant. Based on the hypothesis 661 testing result from findr or cit, if there was evidence for a directed edge between two nodes, we 662 added 1 to the current value in the adjacency matrix for those two nodes. Otherwise we left the 663 value unchanged. After examining all gene pairs, we converted all positive values in the 664 adjacency matrix to 1 to represent a directed edge. This way, no edges inferred would be 665 eliminated in later tests. We then calculated the aSHD between the inferred adjacency matrix and 666 that of the true graph, and averaged the aSHDs across simulated data sets. 667
668
Although findr aims to compute a causality probability for a triplet, its current implementation 669 for this calculation cannot be applied to small graphs, or cases where multiple genes share the 670 same eQTL and where some of the genes do not have eQTLs. We therefore used the function 671 findr.pijs_gassist_pv() from the R package findr to conduct five hypothesis tests (the p values 672 from these five tests are then converted to a causality probability) for each ordered gene pair with 673 the genetic variant. Consider a triplet V 1 , T 1 and T 2 . The null (H 0 ) and alternative (H a This distance is 1 if an edge exists in one graph but missing in the other, or if the direction of an 752 edge is different in the two graphs. The larger this distance, the more different the two graphs are. 753 Similar to our approach to recall and precision (see "Recall and precision" in Methods), we 754 adjusted the SHD to reduce the penalty on the wrong direction of an edge to 0.5. For example, 755 between two graphs V→T 1 ←T 2 and V→T 1 →T 2 , the SHD is 1 and our aSHD is 0.5. By contrast, 756 between graphs V→T 1 ←T 2 and V→T 1 , T 2 (no edge between T 1 and T 2 , or between V and T 2 ), 757 both the SHD and aSHD are 1. Therefore, our adjustment penalizes the wrong direction less than 758 the wrong inference of the edge. in the number of nodes. Therefore, the PC algorithm and similar algorithms get 767 around the computational issue with local searches. Although it is not known theoretically that 768 these PC algorithms achieve the global optimality defined by, for example, the likelihood, it has 769 been shown that the PC algorithm is consistent 49 : with a large sample size, the PC algorithm is 770 expected to recover the true graph. In particular, consistency of the PC algorithm is essentially 771 consistency of the step of graph skeleton inference, as this step contains all the statistical 772 that can be applied to individual-level data as well as summary 781 statistics, estimate the causal effect sizes, and generally focus on three-node graphs with one 782 node being the genetic variant, and the other two nodes being phenotypes of interest. Both 783 classes of methods employ the PMR and focus on the "causal model", in which exposure acts as 784 the mediator. Although our MRPC method is closer to the mediation-based methods according 785 to the characteristics described above, the notion of "mediation" is less relevant to our method; 786 only Model 1 considers the "causal model", and therefore one of the two genes acts as the 787 mediator (Fig. 1a) . More importantly, with our method we consider the PMR as a way to define 788 plausible causal relationships and to put constraints on the space of possible graphs. As a result, 789 our method can recover a variety of causal relationships, instead of the few that other PMR-790 based methods can identify (Fig. 2b) . 
