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ABSTRACT
Julia E. Samson: The Fluid Dynamics of Collective Pulsing Behavior in
Xeniid Corals
(Under the direction of Laura A. Miller)
Collective pulsing to generate fluid flow is an important phenomenon across different biological
scales and systems and is essential for many vital functions. Examples of collective behavior in
fluids occur at all levels: from swimming bacteria to fish schools. Often in these systems, the
collective behavior (whether it be pulsing, swimming, or something else) is not predetermined but
emerges from individual responses to changes in the local environment. Their responses, in turn,
alter the environment, creating a feedback loop. In my dissertation, I focus on the collective pulsing
behavior and fluid dynamics of xeniid corals (Cnidaria: Alcyonaceae: Xeniidae). First, I isolate the
fluid dynamic aspects and describe the characteristic flow patterns generated by the pulsing of an
individual coral polyp. Based on these findings, I develop a 3D computational model that I use to
investigate the importance of scaling, as determined by the Reynolds number, on the fluid dynamics
of coral pulsing. Then, I isolate the behavioral aspect and quantify the patterns of collective behavior.
Comparing empirical date to several models, including a random walk model, a Markov chain model,
and a coupled phase oscillators model, I show that the behavioral patterns observed in pulsing corals
can be reproduced by a weakly coupled phase oscillator model or an uncoupled phase oscillator
model with varying intrinsic frequencies. Although polyps within a colony are physically connected
and share a diffuse nerve net, I find no evidence of information transfer controlling the pulsing
behavior between polyps. Finally, I make the first step toward merging collective behavior and fluid
dynamics into one model. Using the method of Immersed Boundary with Finite Elements (IBFE), I
simulate both single polyps and polyp pairs and compare their flow fields. Additionally, I investigate
the effect of phase difference and distance between polyps on the flows generated by polyp pairs. I
find no interactions between components of the flow field and conclude that the phase differences
and distances between polyps used in my simulations do not result in any significant flow benefit to
iii
the polyps. This finding is consistent with the behavioral observations of collective pulsing; from
the results in this dissertation, it does not seem that the polyps pulse in a coordinated manner.
The contributions of my thesis include the description and quantification of a novel mechanism of
mixing displayed by xeniid corals, which could serve as inspiration in the design of small-scale fluid
mixers, and the development of a 3D model of collective pulsing behavior, which could be used as
a framework to investigate different aspects of coral fluid dynamics and inform decision-making
regarding the protection and conservation of corals and coral reefs.
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PREFACE
"Though this be madness, yet there is method in ’t." [1] This quote, taken from the famous
Shakespeare play Hamlet, prefaced my father’s doctoral dissertation [2]. I always thought it was a
bit presumptuous of him to use this quote to describe his thesis research, but now that I’ve gone
through a similar process, I completely understand what he meant by it.
After finishing medical school and spending a few years doing nuclear medicine research, my
mother entered the European Commission and joined the first European research program in bioethics.
She later switched to education and is now studying philosophy. I hope to be as brave as she has
been throughout her career: taking risks, following my interests, and going where my curiosity leads
me.
History repeats. The apple doesn’t fall far from the tree.
Pulsing corals
In a quiet Red Sea -
Plash the diving scientist
(Ch. Bardoux, May 2018)
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CHAPTER 1
GENERAL INTRODUCTION
The present dissertation is the product of an interdisciplinary doctoral research project combining
different aspects of biology and mathematics. This general introduction is intended to give the
reader the necessary background information so that (s)he can come to a deeper understanding and
appreciation of this body of research and can form his or her own judgement about its quality. The
topics covered in this general introduction include the fluid dynamics of benthic organisms, basic
concepts of collective behavior, and general information about pulsing corals, the organisms at the
center of this research. Lastly, a short overview of the subsequent chapters provides a brief summary
of the content of this dissertation.
1.1 Fluid dynamics of benthic organisms
The benthos is populated with fascinating organisms, many of which are invertebrates (worms,
molluscs, arthropods, sponges, corals...). How these organisms experience their physical environment
is very different from how we experience it, and studying them requires us to take these differences
into account when we formulate hypotheses and design experiments. In this section, I will cover
a few concepts relevant to the fluid dynamics of benthic organisms that will enable us to detach
ourselves from our human perspective of benthic life and gain a more objective understanding of the
behaviors and ecology of benthic organisms.
1.1.1 Reynolds and Péclet: two numbers to live by
One of the most objective ways to describe any environment is by using dimensionless numbers or
assigning values to physical parameters so that we can quantitatively compare different environments
to one another. For benthic environments, two numbers are relevant and used throughout the
literature: the Reynolds number, Re, and the Péclet number, Pe, both named after eminent
physicists.
The dimensionless Reynolds number is the ratio between inertial and viscous forces in a fluid
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and is defined as
Re =
ρLU
µ
(1.1)
where ρ is the fluid density in kg/m3, L is a characteristic length (usually the greatest length of an
object in the direction of the fluid flow [4, 5]) in m, U is the free-stream flow velocity in m/s, and
µ is the fluid’s dynamic viscosity in Pa/s or kg/m/s. When Re = 1 inertial and viscous forces are
equal, when Re > 1 inertial forces dominate, and when Re < 1 viscous forces prevail.
As can be seen in equation 1.1, the Re depends, in part, on the size of the organism considered.
For example, two animals, a large whale and a tuna, swimming in the same fluid and at the same
speed of 10 m/s, will experience the fluid differently; to the whale (Re = 3× 108), inertial forces will
play a relatively more important role than to the tuna (Re = 3× 107). A bacterium swimming in
the same seawater, albeit at a much slower speed of 0.01 mm/s, will experience the fluid as being
primarily dominated by viscous forces (Re = 1× 10−4). More Re values for different organisms can
be found in Table 5.1 in [4]). For a human swimmer, the Reynolds number has been estimated to be
Re = 4.5× 106 [6], i.e., one order of magnitude lower than for a tuna but ten orders of magnitude
higher than for a bacterium.
Thus far, we computed the Reynolds number based on the environmental fluid flow velocity U
and the size l of the organism or object under consideration. The Reynolds number can however
be defined at different scales such that the environmental Re experienced by an organism and the
local Ref produced for example by the organism’s motion are considered to be different. In this
dissertation, Re will be used for the environmental Reynolds number and Ref will be used to describe
the Reynolds number derived from an organism’s movements, and in particular a pulsing coral polyp,
and defined as
Ref =
ρL2f
µ
(1.2)
where L is the length of the appendage being moved (e.g., a tentacle) and f is the frequency with
which it is moved.
The Péclet number describes the relative importance of advection over diffusion for a given
substance and is defined as
Pe =
LU
D
(1.3)
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where L and U are the characteristic length in m and the free-stream speed in m/s, respectively,
and D is the diffusion coefficient of the given substance in m2/s [5]. Like the Reynolds number,
the Péclet number is dimensionless. An organism operating at high Pe can rely on advection (by
swimming, pulsing, paddling, beating its cilia...) to influence mass transfer of nutrients and gases
since the advection rate is larger than the diffusion rate for the mass under consideration. Conversely,
a low Pe indicates that diffusion prevails and that spending energy is less effective in gaining access
to more nutrients or getting rid of waste products [5].
1.1.2 Life in the boundary layer: the importance of size and behavioral strategies
Beside issues related to inertial and viscous forces and advection and diffusion rates, benthic
organisms also must cope with the phenomenon of the boundary layer resulting from the so-called
no-slip condition. The no-slip condition states that, at a solid-fluid interface (i.e. the bottom of the
sea), the fluid velocity equals the surface velocity, which is 0 [7]. In other words, the water velocity at
the bottom is 0. In a laminar flow regime, the region of fluid between the bottom, where the no-slip
condition applies, and the distance from this surface where the flow velocity reaches u = 0.99U , is
called the boundary layer (Figure 1.1).
Depending on the environmental Re, boundary layers can be laminar, like in Figure 1.1, or
turbulent. There tends to be much less mass transport in the z−direction in a laminar boundary
layer, meaning stratified regions may develop in which mixing is low and nutrient depletion and/or
waste accumulation occur [4]. This can become a problem for small organisms completely or in large
part contained in this kind of boundary layer, as they may have difficulty gathering nutrients from
their environment or getting rid of waste products. Two main strategies exist to avoid this problem:
size increase or behavioral adaptations. Organisms that increase in size may extend (partly) out of
the boundary layer, ensuring that at least part of their surface be exposed to regions of high mixing.
Behavioral adaptations to life in the boundary layer include the generation of jets, the use of cilia or
flagella to create local flows, or any other behavior resulting in increased fluid mixing and thus local
reduction in boundary layer thickness.
1.2 Collective animal behavior
With the development of new computational and mathematical tools, the study of collective
behavior has advanced rapidly over the past few decades [8]. Research on collective behavior spans
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Figure 1.1: Schematic diagram of a laminar boundary layer above a no-slip surface. Ux is the flow
velocity in the x−direction, U is the free-stream flow velocity magnitude, z is the height above the
bottom, and δ is the thickness of the boundary layer.
diverse disciplines such as biology, robotics, and social sciences. In animals, most collective behavior
studies focus on eusocial insects such as ants or bees, or group-forming animals like birds, fishes,
and humans [9]. Research on the collective behavior of non-insect invertebrates is limited, especially
for marine invertebrates.
Many instances of collective behavior rely on the concept of self-organization, the capacity of
a group of organisms to coordinate overall behavior without relying on an external force, a single
leading individual, or a hierarchy within the group. Examples of self-organizing behavior have been
observed in bacteria, ants, birds, and fish [10, 11, 12]. In most cases, self-organized or coordinated
collective behavior can emerge from conceptually simple rules followed by all the members of a group.
In a model proposed by Couzin et al. [13], individuals are considered to have three concentric zones
that determine their behavior vis-á-vis other group members: 1) the innermost zone is repulsive;
2) the intermediate zone triggers alignment behavior; and 3) the outermost zone is attractive.
Individuals move away from neighbors who are within their repulsive zone, align with those at
intermediate distance, and are attracted to those in the external attractive zone. By varying the
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radius of the alignment zone, simulated groups display swarming behavior, move as a torus, or all
members move parallel in the same direction, behaviors typical of fish schools. This example is just
one of many models in which collective behavior becomes self-organized when individuals all follow
the same, relatively simple behavioral rules. One less studied problem is coordination of collective
behavior in groups of individuals that are physically connected to each other. In this thesis, I address
this issue for the case of polyps in a coral colony.
For the purpose of clarity and consistency throughout this thesis, I define here a few terms that
are related but not synonymous. First, collective behavior is a specific behavior or set of behaviors
performed at the same time by members of a group. Second, coordinated or self-organized behavior
encompasses all collective behavior in which a pattern can be quantitatively described; this pattern
can be defined in time and/or space. It is important to note that all coordinated behavior, by
definition, requires at least two individuals (so one individual can coordinate its behavior with that
of the other individual) and is thus also considered to be collective behavior. The opposite is not
always true: collective behavior is not necessarily coordinated [14]. Third, information transfer is
the exchange of information between individuals about their current state or behavior. In groups,
coordinated behavior can emerge in the absence of information transfer and information transfer
can take place without it leading to coordinated (or even uncoordinated) collective behavior. For
example, a group of kitchen timers all set to go off at the same time interval will display coordinated
behavior but no information transfer is taking place between the timers. Conversely, a group of
friends can exchange information about an upcoming party without all members of the group arriving
at the same time or even attending the party. When studying collective behavior, it is important to
keep these concepts in mind.
1.3 Study system: xeniid corals
1.3.1 Taxonomy, habitus, and geographic distribution
Members of the cnidarian phylum, corals develop from only two germ layers: the ectoderm
and the endoderm. Between these two layers, the mesoglea - or coenenchyme as it is called in
octocorals - functions as a connective tissue between the epidermis (ectodermal origin) and the
gastrodermis (endodermal origin) [15]. The class Anthozoa includes the hard and soft corals, sea
pens, and anemones among other organisms. This large class is divided into subclasses of which
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the Octocorallia is characterized by polyps bearing eight hollow tentacles, each fringed by one or
several rows of pinnules [15], giving the polyps in this subclass a feathery aspect. Soft corals further
belong to the order Alcyonacea, which also includes sea fans. Finally, the Xeniidae is one of about
30 families within the order Alcyonacea; the common name for this family of soft corals is "pulse
corals" [16].
Xeniid corals thus form a family of soft corals known for the peculiar pulsing behavior noted
by Lamarck [17] over 200 years ago and observed in several genera belonging to this group, such
as Xenia spp. and Heteroxenia spp. Xeniids form colonies (Figure 1.2) up to 60 cm across [18]
composed of tens to hundreds of polyps. Colonies consist of a common body or syndete and polyps
with long stalks and flower-like heads or anthocodiae [19, 15, 16].
Figure 1.2: A colony of xeniid coral (probably Heteroxenia sp.) found off the dock of the Inter-
University Institute (IUI) in Eilat, Israel.
Identifying species of xeniid corals is difficult [20, 15, 16]. As noted by Gohar, "the appearance
and form of the species is so remarkably uniform that it does not help much in the classification,
while other anatomical characters are so variable they they are not more useful" [20]. New techniques
such as DNA barcoding [21] are being used to complement procedures based on spicule morphology
[22] and pulsing behavior [23], but accurate identification at the species level is still difficult. Thus,
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in this dissertation I only identify the corals studied to the genus level.
Xeniids, and in particular Heteroxenia spp. and Xenia spp., are common in most tropical waters.
Their geographical range extends from the east coast of Africa to Palau, and from Japan in the north
to the Great Barrier Reef in the south [15]. They are common in the Red Sea, where I performed
my fieldwork. Both genera are also known to be pioneering species on coral reefs, being among the
first colonizers in new sites [16]; they can sometimes become invasive and encroach on other (hard)
coral species.
1.3.2 Polyp anatomy and pulsing behavior
Very few studies of the polyp anatomy of xeniid corals are available and the diagrams of the
histology as well as the written descriptions are limited. Gohar and Roushdy [3] distinguish two
categories of the nervous system in Heteroxenia fuscescens: the sensory cells, found in both the
ectodermal and endodermal layers, and the nerve plexus, composed of cells and fibrils that originated
from the ectoderm. The nerve plexus is of interest here since it is involved in the pulsing behavior.
In the polyps, the nerve plexus is further classified as an ordinary diffuse nerve net (the typical
cnidarian nerve net also found in jellyfish) and the peristomial nerve net (Figure 1.3; [3]). The
ordinary diffuse nerve net extends through the common body of the colony and the stalk of each
polyp, linking them all to one another. The peristomial nerve net is found in each individual polyp
head and plays a role in coordinating the eight tentacles of each polyp. Behavioral experiments
show there is a separation between these two neural nets; when an individual polyp is stimulated, its
tentacles will contract but this behavior will not spread to other neighboring polyps; on the other
hand, if the syndete is stimulated, all polyps contract [19].
In their histological study, Gohar and Roushdy [3] describe the muscle fibers as similar to
(in)vertebrate smooth muscle ("unstriped muscle fibres of higher animals"). They distinguish a
concentric layer of muscle fibers around the mouth and longitudinal muscle fibers extend into the
tentacles, but it is unclear where the former end and the latter begin. In their description of the
oral disc muscle fibers, they add that the concentric muscle fibers are "continued peripherally and
slightly upwards on the bases of the tentacles." They observe longitudinal muscle fibers on both the
oral and aboral sides of the tentacles, so that both the opening and closing motions of the polyp are
due to active muscle contraction [3].
The function of the xeniid pulsing behavior was long thought to be feeding and prey capture
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Figure 1.3: Schematic drawing showing the neuromuscular anatomy of a Heteroxenia fuscescens
polyp. Each polyp has two nerve nets: the peristomial nerve net (a) and the diffuse nerve net (b
and c). The concentric muscle fibers around the oral disc are highlighted in red, the longitudinal
muscle fibers going into the tentacles are highlighted in blue. The original figure and accompanying
text do not detail how far up the tentacles the nerve nets can be found, where the muscles from the
oral disc end and the muscles from the tentacles originate, or how the nerves and muscles interact
(adapted from [3]).
[24]. However, several studies report the recurring absence of food particles in the guts of xeniid
polyps [20, 15] and suggest other methods of nutrient uptake such as endocytosis of food particles
and absorption of dissolved nutrients [25]. There are also descriptions of direct observations of
xeniid corals failing to feed or even spitting out any solid particle that made its way inside the
mouth [20, 24]. In addition, Gohar describes "minute rounded corpuscles of greenish brown colour
and resembling in general appearance and size the zooxanthellae" in the body wall of Heteroxenia
fuscescens colonies. The idea of a symbiotic relationship between corals and zooxanthellae, in which
the former benefits from nutrients provided by the latter, was still controversial until the late 1950s
when Muscatine and Hand [26] published some of the first experimental results supporting the
hypothesis that corals could enjoy nutritional benefits from hosting symbiotic algae.
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1.3.3 Recent research on the pulsing behavior of xeniid corals
Few behavioral studies of corals exist and are often limited to reproductive behavior [27] and larval
settlement [28]. The unique pulsing behavior displayed by xeniids was investigated by Gohar and his
colleagues in the late 1950s [3, 19] and, more recently, by my collaborators at the Inter-University
Institute (IUI) in Eilat [29]. Their study shows that the pulsing behavior is continuous except for
short periods of rest of 15-30 min, usually around dusk. During pulsing, both the photosynthetic and
the respiration rates increase by factors of two and seven, respectively. The increased photosynthetic
rate is not so much due to an enhanced inflow of nutrients or CO2 but rather to an increase in
the eﬄux of oxygen from the coral tissue [30, 29, 31]. At night, the pulsing is thought to reduce
hypoxic stress and avoid refiltration of nutrient-depleted water. From a hydrodynamic perspective,
the pulsing behavior changes the flow field above the coral colony, causing a stronger upward flow
when the polyps are active. Simulations involving the release of hypothetical neutral density particles
above a coral colony showed that the proportion of refiltered particles drops drastically from 50% of
particles (non-pulsing colony) to 20% (pulsing colony).
Other recent research on xeniid corals mainly focus on species determination and identification
[22, 23, 21], genetic diversity [32], coral response to acute exposure to chemicals [33], and metabolic
activity [34].
Thus, additional research is needed, given the sparse attention to xeniid pulsing behavior and
xeniid corals in general.
1.4 Research philosophy
For my dissertation research, I have employed an interdisciplinary approach involving a mix
of complementary methods including experiments, computational simulations, and fieldwork. My
experience is that, by tapping into different fields of science and expertises, we can gain insights
into problems that did not yield to unilateral approaches. Although I spent a fair amount of time
(approximately six weeks total between 2015 and 2017) in the field, most of the material presented
in this thesis will be of experimental and computational nature.
1.5 Thesis overview
Following this general introduction, this dissertation is divided into three main chapters. In
the first chapter, I investigate the fluid dynamic aspects of pulsing in xeniid corals. Based on
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observational data, I qualitatively and quantitatively describe the pulse kinematics and characteristic
flow patterns of pulsing corals in quiescent flow and provide a range of Ref measured for corals in
a lab setting without background flow and for corals in the field. This chapter represents the first
comprehensive and quantitative description of the pulsing behavior of soft corals. The second half of
this chapter is dedicated to the design and testing of a 3D computational model to simulate pulsing
polyps using the immersed boundary method (IBM). After validating the model, I compare the flow
fields generated by the same polyp with the same kinematics at different environmental Ref . This
in-depth study of the flow fields generated by a pulsing polyp uncover a novel mechanism to mix
fluid efficiently at intermediate Ref .
In the second chapter, I focus on the aspects of collective behavior in xeniid corals. From
informal observations in the field and the lab, the collective pulsing behavior appears, at least locally,
coordinated (small neighborhoods in which polyps seem to coordinate their behavior can be seen
in a colony). Computer vision algorithms and information-theoretic tools are used to mine video
data and uncover potential signs of coordinated behavior or information transfer between polyps.
The results do not support the existence of such behavior, however, and models involving (coupled)
phase oscillators reiterate that it is possible to observe pulsing patterns in polyp groups even in the
absence of coordination.
Finally, in the third chapter, I integrate information from the first two chapters to investigate
the effects of collective pulsing behavior on local fluid flows. First, I compare the flow fields of a
single polyp with those of polyp pairs to determine if there are any benefits to pulsing in a group
(lower energetic cost per individual polyp, greater mass transfer...). Second, I examine the effect of
pulse timing on the produced flow fields by varying the phase difference between two pulsing polyps
(ranging from two polyps pulsing in-phase to two polyps pulsing completely out-of-phase). Third, I
increase the distance between polyps to measure its effect on the flow fields.
I end with a general discussion that places the present research in the larger context of the
growing interest in the interactions between collective behavior and physical environment. I also
provide suggestions for future research directions.
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CHAPTER 2
A NOVEL MECHANISM OF MIXING BY PULSING CORALS
2.1 Introduction
For sessile organisms like corals, having the ability to enhance nutrient and gas exchange can
result in increased fitness and survival [30, 31]. As described in the general introduction, mass
transfer is influenced by the presence of boundary layer and characteristics of the fluid environment,
which can be determined by the Péclet and Reynolds numbers. Mass exchange in the benthic layer
is a multiscale process with different constraints depending on the scale under consideration. At
low Re and Pe, viscous forces and diffusion prevail but these limitations can be offset by increasing
the local Reynolds number through motion (considering Ref instead of Re). Active flow generation
among corals is mostly limited to the microscale: many coral species possess epidermal cilia whose
beating can break the diffusive boundary layer near the coral tissue and increase the mass transfer
of oxygen from the tissue to the surrounding water [35]. The effect of the cilia beating, however,
decreases rapidly with increasing intensity of the ambient flow (increasing Re from background flow).
Xeniid corals, with their peculiar pulsing behavior, display a behavioral adaptation to increase
mass transfer at the tentacle and polyp scale. The collective pulsing behavior also affects the flow
velocities and thus the Ref at the colony level [29]. While this kind of flow-generating behavior
is relatively common among macroscopic marine animals, with examples ranging from the active
contractions of jellyfish bells for swimming [36, 37, 38] and feeding [39, 40], fast contraction of the
mantle for jet propulsion in squid, octopus and other cephalopods [41, 42], and fast closing of the
shells in scallops [43], it is usually observed at scales where inertial forces in the fluid dominate over
viscous forces, more specifically when the Reynolds number of the system (Ref ) is on the order of
100 or more. In general, corals cannot achieve such values of Ref ; mass transport in most corals is
governed by larger-scale processes, like local water flows, that increase the environmental Re [44, 45].
Pulsing corals operate at a much lower Ref regime than the only other benthic cnidarian known
to actively pulse to generate exchange currents: the upside-down jellyfish Cassiopea spp. Like corals,
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upside-down jellyfish host zooxanthellae in their tissues [46, 47]. Unlike soft corals that generate
exchange currents with their tentacles, upside-down jellyfish create flow by actively contracting
and relaxing their gelatinous bell and pushing flow through an array of elaborate oral arms. The
biologically relevant Ref for upside-down jellyfish pulsing in the benthic layer ranges from about
100 to approximately 450 for an adult [48]. As such they operate completely within the inertial
range (Ref >> 1) where reciprocal motions are effective. On the other hand, pulsing corals produce
exchange jets at scales where viscous forces in the fluid become significant (Ref ≈ 10) and the use
of reciprocal motions for propulsion and the generation of feeding currents becomes less efficient
[49, 50, 51, 52]. It is therefore unclear how xeniid corals use their pulsing motion to generate efficient
mixing. Accordingly, the movements of pulsing soft corals generate interesting fluid dynamics that
push the limits of mixing jets into the viscous regime, potentially inspiring the design of efficient
small-scale mixers.
The goal of this chapter is to gain understanding of the kinematics and fluid flows generated
by a single pulsing polyp using high-speed video and particle image velocimetry (PIV). Since PIV
measurements of the flow between the tentacles are difficult to obtain due to limited optical access,
intensive three-dimensional simulations using the immersed boundary method (IBM) were also
conducted to model these flows. The empirical results were used to validate the simulations. Beside
visualizing flow patterns between the tentacles, the model was also used to quantify the fluid
dynamics of a pulsing polyp over a range of Ref , both above and below the biologically relevant
range. Alternatively, it could be used to explore the effects of different pulsing kinematics on the
generated flow patterns.
2.2 Materials and Methods
2.2.1 Data collection
Corals Colonies of Xenia sp. and Heteroxenia sp. (Figure 1.2) were obtained from the Red Sea
and maintained at the Inter-University Institute (IUI) for Marine Sciences in Eilat, Israel. The
corals were kept in an outdoor water table with continuous water circulation. The IUI water tables
are part of an open-loop pumping system that takes water directly from the Red Sea; this ensures
optimal water quality for the organisms. The tanks used for data collection were filled with water
from the pumping system but were not connected to a pump. This enabled us to record corals in
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absence of flow (quiescent background).
Particle Image Velocimetry (PIV) PIV data was collected from a colony consisting of one
polyp. The camera was focused on the polyp to resolve the flow through its central axis. PIV videos
were taken along the vertical (stem) axis of the polyp, at its sagittal plane. I used neutrally buoyant,
hollow glass beads of 10 micrometer diameter and a Photron SA3 120K camera with a 105 mm
NIKKOR lens. The videos were recorded at 125 fps. The camera was operated using PFV software
[53]. The laser was a continuous Genesis MX 523 -8000 with a custom-built optical system. The
wavelength of the laser was 532 nm, and it was operated at approximately two watts.
No pre-processing of the images was performed. PIV calculations were done on sequential images
using the freely accessible OpenPIV package in Python [54] with interrogation and search window
sizes of 32× 32 pixels and an overlap of 16 pixels. A white threshold was set to automatically mask
the polyp and its reflections from the laser. Post-processing of the velocity vector fields involved
interpolation to fill in rejected vectors. The velocity vector fields were plotted using custom-written
Python code using the instantaneous velocity fields for each frame of the video.
Kinematics of the pulsing motion Beside recording PIV videos, I also filmed polyps from
different colonies at 60 or 125 fps with regular lighting and without the laser using the same Photron
SA3 120K camera as for the PIV videos. For each polyp, a tentacle moving within the plane of
focus was selected. Any motion in the third dimension (depth) was neglected. In each frame of the
video, six different points (approximately equispaced) were marked along the tentacle using DLTdv5
[55]. A seventh point was marked at the opposite end of the polyp base (the blue points in Figure
2.1). Based on the location of the two points at the base of the polyp, the coordinate system of the
tracked points was rotated so that the stem axis aligned with the vertical axis and the polyp base
aligned with the horizontal axis of a Cartesian coordinate system. A cubic polynomial was fit to
the six tentacle points in each frame (the dashed line in Figure 2.1). From this cubic polynomial,
the arclength of each tentacle point was measured. For each tentacle point in each frame, the
x-position, the y-position, and the arclength were determined. The results were nondimensionalized
using the distance along the tentacle divided by the length of the tentacle in each frame. This
allowed me to average over many tentacles and polyps. Cubic polynomials were then fit to the
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nondimensional x- and y-positions as functions of the nondimensional arclength (Figure 2.1; red
curve). A quick calculation of the Péclet number for oxygen, based on the bulk flow around the
polyp, with L = 0.00407 m, U = 0.0025 m/s, and D = 1.9569× 10−9 m2/s results in Pe = 5199,
meaning that oxygen transport at the scale of the polyp is dominated by advection. Increasing local
water motion through pulsing is thus expected to enhance oxygen transfer at this scale.
Figure 2.1: Sample image illustrating the methods used to track the kinematics over time. Blue dots
correspond to the points tracked along the tentacle. Green lines correspond to the central axis of
the base and a corresponding perpendicular line. The cyan curve corresponds to the dimensional
polynomial fit and the red curve to the dimensionless polynomial fit (both are shown here to verify
that the nondimensionalization is accurate).
The pulse cycle was divided into three phrases: contraction, expansion, and relaxation. Using the
x- and y-positions of the tracked points from each frame, the motion for each phase was approximated
using polynomials with time-varying coefficients (Figure 2.2).
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Figure 2.2: Snapshots taken from a single polyp during tentacle contraction (A), expansion (B), and
relaxation before the subsequent contraction (C). Position of a tentacle over time was tracked (in
five different polyps for five different pulses), and the motion was fit with time varying polynomials
and then averaged to describe the contraction (D), expansion (E), and relaxation (F). Red lines
correspond to the leftmost tentacle at different instances in time, and the blue lines correspond to
the rightmost tentacle. The base of the polyp is not shown and is assumed to be fixed.
To mathematically describe an averaged motion, these best-fit polynomials were determined
by averaging the position over time of five tentacles from five different polyps from two different
colonies. Each tentacle was tracked for five pulses. These averaged kinematics (Table 2.1) were then
used to prescribe the preferred motion of the tentacles in the numerical simulations described below.
I assumed that all tentacles move with the same motion.
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Table 2.1: Summary of experimental data measured from five polyps.
Name Variable Units Value
Pulsing period T s 1.89± 0.267
Duration of contraction Tc s 0.546± 0.091
Duration of expansion Te s 0.706± 0.033
Resting time Tr s 0.640± 0.267
Tentacle length Lten m 0.00407± 0.00029
Reynolds number Ref − 8.55± 2.18
Fluid density ρ kg/m3 1.023× 103
Fluid dynamic viscosity µ kg/(ms) 1.08× 10−3
2.2.2 Numerical simulations
The Immersed Boundary Method (IBM) The IBM [56, 57] was used to solve the fully coupled
fluid-structure interaction problem of a pulsing soft coral in an incompressible, viscous fluid. This
method has been successfully applied to a variety of problems in biological fluid dynamics in an
intermediate Re regime (0.01 < Re < 1000), including cardiac blood flow and heart development
[58, 59, 60, 61], flow past leaves [62], insect flight [63, 64], swimming [65, 66, 38], and even dating
and relationships [67].
One of the main advantages of the IB method is that it is a straightforward way to handle the
interactions between a fluid and an immersed structure with complex moving geometry. A Cartesian
grid that is either uniform or uniform near the boundary can be used to solve the Navier-Stokes
equations with a standard fluid solver. The immersed boundary (the coral polyp) is represented by a
collection of Lagrangian markers that move independently from the Cartesian grid. The effect of the
motion of the immersed boundary is transferred to the fluid grid through a simple-to-implement local
stencil near each marker point and vice versa. I prescribed the preferred motion of the simulated
polyp based on the tracking data I collected.
A fully parallelized implementation of the IBM with Adaptive Mesh Refinement, IBAMR [68, 69],
was used for the simulations described hereafter. The Eulerian grid on which the Navier-Stokes
equations were solved was locally refined near the immersed boundaries and regions of vorticity with
a threshold of |ω| > 0.1. This Cartesian grid was organized as a hierarchy of four nested grid levels,
and the finest grid was assigned a spatial step size of dx = D/1024, where D is the length of the
domain. The ratio of the spatial step size on each grid relative to the next coarsest grid was 1:4.
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The numerical parameters used for the simulations are given in Table 2.2. The details of the IBM
and the IBAMR can be found in Appendix 5.
Computational model The computational model of the coral consisted of eight tentacles and a
base. The shape and size of the tentacles were determined from images of a single polyp. Given the
low Re with respect to the diameter of a single pinnule on the tentacle, simulated tentacles were
assumed to be solid plates. The width at the top of the tentacles was reduced to prevent overlap
during the full contraction. The stem was not included in the simulations as it did not appreciably
affect the flow. The kinematic data obtained from tracking polyp tentacles were used to prescribe
the preferred position of the tentacles in the numerical simulations.
The computational domain was set to be a 0.06×0.06×0.06 m3 with periodic boundary conditions
in the x- and y-directions and no-slip boundary conditions in the z-direction. The polyp was placed
in the bottom center of the computational domain. To build a computational polyp, I used a base
to which I attached eight identical tentacles. The base of the tentacles was positioned 0.005 m above
the bottom of the domain, approximately the length of the stem of a polyp. The average diameter
of the base was determined by measuring and then averaging the distance between the bases of two
oppositely arranged tentacles in each video frame. The average base diameter was 0.00106 m. Each
tentacle was assumed to have the shape of an isosceles trapezoid with a basal width of 0.00108 m
(the average width across all measured polyps). The apical width of each tentacle was set to be 1/5
of the basal width to prevent overlap of the tentacles during contraction. The distance from the
center of the polyp base to the tip of each tentacle was approximately 0.0045 m when the polyp was
fully extended and 0.0037 m when the polyp was fully contracted. The length of the tentacles was
determined by averaging the lengths measured in each frame for each polyp used to track tentacle
motion and then averaging the mean tentacle length of all five polyps. A summary of all numerical
parameters is given in Table 2.2.
The Cartesian grid on which the Navier-Stokes equations were solved was locally refined near
the immersed boundaries and regions of vorticity with a threshold of |ω| > 0.1. This Cartesian grid
was organized as a hierarchy of four nested grid levels, and the finest grid was assigned a spatial
step size of dx = D/1024, where D is the length of the domain. The ratio of the spatial step size on
each grid relative to the next coarsest grid was 1:4.
17
Table 2.2: Numerical and physical parameters used in the immersed boundary simulations.
Name Variable Units Value
Domain size D m 0.06
Spatial grid size dx m 5.86× 10−5
Boundary grid size ds m 2.93× 10−5
Total simulation time Ttot pulses 10
Time step size dt sec 1.22× 10−4
Fluid density ρ kg/m3 1.0× 103
Fluid dynamic viscosity µ kg/(ms) 1.0× 10−3
Target point stiffness ktarget kg ∗m/s2 9.0× 10−9
Tentacle length LT m 0.00407
Pulsing Period T sec 1.9
2.2.3 Varying the frequency-based Reynolds number
The frequency-based Reynolds number Ref was used to describe the flows produced by the polyp.
The characteristic length L was set to the tentacle length and the characteristic frequency f was set
to the polyp pulsation frequency given in Table 2.1.
To determine the biologically relevant range of Ref , videos of three coral colonies were acquired
in the Red Sea off the coast of Eilat, Israel, and of three colonies of cultured corals in the lab.
In each video, five individual polyps were tracked to determine the average pulse period over 20
cycles. For each polyp, I also measured the length of one tentacle. I found no significant correlation
between pulsing frequency and tentacle length (Figure 2.3). The average Ref was 19.64 ± 7.28 with
a minimum of 8.74 and a maximum of 36.0. The average tentacle length was (6.13± 0.10)× 10−3 m
and the average pulsing frequency was 0.53 ± 0.043 Hz. For the numerical simulations with varying
Ref , the frequency was set to that of a typical polyp with f = 1/1.9s−1. The dynamic viscosity of
water was varied to simulate a range of Ref with values above and below those typically experienced
by soft corals. The Ref values studied here is 0.5, 1, 5, 10, 20, 40, and 80.
2.2.4 Data analysis
Comparing experimental and computational flow fields To compare the numerical simula-
tions with experimentally measured PIV flow fields, 2D uniform velocity fields were interpolated on
a plane through the central axis of the simulated polyp using VisIt 2.12.3 [70]. To compare velocity
fields, vorticity, and streamlines, I used built-in functions in Tecplot360 to calculate and graph the
experimental and computational data. Average velocities in the horizontal (radial) direction towards
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Figure 2.3: Pulsing frequency vs. tentacle length for 15 corals in the field (Red Sea, Eilat, Israel)
and 15 cultured corals in the lab. The low R2 value does not support any significant relationship
between pulsing frequency and size.
the polyp and in the vertical direction above the polyp were computed from the experimental and
computational data and the obtained flow fields were compared. For the PIV data and the base
model, the vertical velocity in the upward jet was averaged along a line in the x, y−plane at the
height of the tentacle tips during full contraction as well as at positions about one half and one
full tentacle length above that tentacle tip height. The horizontal velocity towards the polyp was
averaged at the tentacle tips during full expansion as well as at positions about one half and one
full tentacle length to the left of that first position. For the simulations with varying Ref , the
x−component of the velocity (in the horizontal direction) was averaged within a box drawn from the
tips of the tentacles during full expansion to one tentacle length to the left of that point (−0.009 m
< X < −0.0045 m). In the z−direction, the box was drawn along the diameter of the fully expanded
polyp (−0.0045 m < Z < 0.0045 m). In the vertical direction, the box was drawn from the polyp
base to the top of the fully contracted tentacles (−0.01 m < Y < −0.0063 m).
Lagrangian Coherent Structures (LCSs) I used VisIt 2.12.3 to compute the finite-time Lya-
punov exponent (FTLE) and determine Lagrangian coherent structures (LCSs) [71, 72, 73]. LCSs
can reveal particle transport patterns in the flow field that are of potential biological importance,
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for example in prey-predator interactions and locomotion [74, 75, 76]. Trajectories were computed
using an instantaneous snapshot of the vector field and the FTLEs were computed on a regular 1283
grid using a forward Dormand-Prince (Runge-Kutta) integrator with a relative tolerance of 0.001
and an absolute tolerance of 0.0001. The maximum advection time was limited to 0.1 s, and the
maximum number of steps was set to 1000.
2.3 Results
2.3.1 Flow field generated by a single polyp
Figure 2.4A shows the velocity vector field generated by a real polyp at Ref = 20. Figure
2.4B shows its simulated counterpart at Ref ≈ 20. For both polyps, the vector field represents the
direction (arrows) and magnitude (arrow length and color) of flow. I emphasize four characteristics
of the flow:
1. A continuous jet away from the polyp. The direction of the jet is aligned with the polyp’s
stem axis and is narrowly delimited (approximately the width of the closed polyp). Water is
pulled in the horizontal (radial) direction towards the polyp and then ejected up and away
from the tentacles. This flow pattern minimizes back flow, allowing for the sampling of new
"fresh" fluid throughout the pulse cycle.
2. Starting and stopping vortices. The starting vortices are formed during contraction (i and ii)
and rotate towards the outside of the polyp (counterclockwise for the left vortex, clockwise for
the right vortex) whereas the stopping vortices are formed during expansion (v) and rotate in
the opposite direction compared with the starting vortices.
3. A flow separation above the polyp during expansion (v). The flow well above the polyp
continues to move in an upward jet while the flow directly above the polyp reverses, moves
downward, and circulates over the tentacles.
4. Slow mixing around the tentacles when the polyp is expanded.
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Figure 2.4: Velocity vector fields from PIV (A) and from a simulated polyp (B) combined with a
pressure colormap (B only) during one pulsing cycle. Snapshots are taken at 33% (i), 66% (ii), and
100% (iii) of the contraction and at 33% (iv), 66% (v), and 100% (vi) of the expansion. Vectors
show the magnitude and direction of flow. The arrows correspond to the direction of flow, and the
length and colors of the arrows correspond to the magnitude of the velocity. This simulated velocity
field was taken from the 10th pulse of the simulation on a 2D slice through the central axis of the
polyp. Note that the dynamic viscosity of the fluid was altered to match this particular real polyp
(Ref ≈ 20).
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Figure 2.5: Streamlines and vorticity calculated from a 2D velocity field taken in a 2D plane through
the central axis of a real polyp (A) and a simulated polyp (B) during one pulsing cycle. Snapshots
are taken at 33% (i), 66% (ii), and 100% (iii) of the contraction and at 33% (iv), 66% (v), and 100%
(vi) of the expansion. The colormap corresponds to the value of the vorticity (red: counterclockwise
flow, blue: clockwise flow). The simulated velocity field was taken from the 10th pulse of the
simulation. Note that the dynamic viscosity of the fluid was altered to match this particular real
polyp (Ref ≈ 20).
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Figure 2.5A shows the vorticity and streamlines within a two-dimensional slice cut through
the sagittal plane of the real polyp at Ref = 20. The colormap corresponds to the value of the
vorticity with red representing counterclockwise flow and blue representing clockwise flow. Before
contraction begins, a stopping vortex ring from the previous pulse cycle is visible above the open
tentacles (vi) and rotating up and away from the polyp’s center. At the beginning of contraction, an
oppositely spinning starting vortex ring is formed at the tips of the tentacles (i-ii). Towards the end
of contraction and the beginning of expansion (iii-iv), the vortex ring moves to the outer surface of
the tentacles and is advected up and away from the polyp’s central axis. The presence of this vortex
ring enhances the upward jet since it rotates so that the fluid in the center of the ring is pushed
up (iv-v). During expansion, an oppositely spinning stopping vortex is formed at the tips of the
tentacles that drives mixing within the polyp (iv-vi).
2.3.2 Validating the computational model
To validate my computational polyp model, I first compared patterns in vector fields (Figure 2.4)
and vorticity (Figure 2.5) between the flow fields I observed in a real polyp and those I simulated with
the model. The model showed flow characteristics similar to the ones described above (continuous
jet, vortices, region of low flow velocity, and slow mixing between the tentacles during expansion).
Beside this qualitative comparison, I also quantitatively measured average flow velocities through
different parts of the flow field (Figure 2.6). Both the PIV and the numerical simulations reveal
a strong and nearly continuous upward jet with a maximum spatially averaged vertical velocity
of about 0.0025 m/s for the live polyp and 0.002 m/s for the simulation. The PIV results show
that the vertical velocity never falls below 1 mm/s. The time-averaged vertical volumetric flow rate
estimated in the plane directly above the contracted tentacle tips is 7.12× 10−7 m3/s with 0% back
flow. The vertical velocity decays faster in the numerical simulation than in the live polyp as one
moves vertically away from the coral. The maximum spatially averaged horizontal (radial) velocity
near the tentacle tips is about 0.0005 m/s for the live polyp and about 0.0003 m/s for the numerical
simulation. The time-averaged radial volumetric flux estimated at the tips of the extended tentacles
in PIV is 1.46× 10−7 m3/s with 3.38% back flow. The radial flow quickly decays for the simulation
as one moves away from the polyp.
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Figure 2.6: Comparison of flow velocities spatially averaged along a line in the x, y−plane in a real
(A-C) and a numerically simulated (D-F) polyp over 10 pulsing cycles. Since the model is based on
an average polyp, the dynamic viscosity of the fluid in the simulation was reduced to match the Ref
of this particular polyp (Ref ≈ 20). A and D show the horizontal positions over which the vertical
flow away from the polyps was averaged at the top of the tentacles at the end of contraction (blue
line) and at positions that are about one half (magenta) and about a full (cyan) tentacle length
away. The vertical lines show the radial positions over which the horizontal component of the flow
was averaged. These positions are at the tip of the tentacle when it is fully relaxed (blue) and at
positions that are about one half (magenta) and about a full (cyan) tentacle length to the left. B
and E show the vertical velocity averaged along the horizontal lines at the same three positions for
the live polyp (B) and the simulation (E). C and F show the horizontal velocity averaged along the
three vertical lines for the live (C) and simulated (F) polyp.
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2.3.3 Flow field analysis
Figure 2.7 shows contours of the log of the finite-time Lyapunov exponents (FTLE) which
illustrate the instantaneous Lagrangian coherent structures (LCS). The contours are shown in a
2D slice through the central axis during one pulsing cycle for a simulated polyp using the averaged
kinematics at Ref = 20. Note that the LCS were calculated using the entire 3D flow field. Lagrangian
coherent structures identify regions of the flow that are attractive (small FTLE) or repelling (large
FTLE) [72]. By revealing the regions of fluid that repel or are ‘separated’, one can understand
which portions of the fluid are sampled by the organism and which portions pass by the animal
without interacting. During contraction, radial flow is pulled towards the polyp but moves into
the upward jet (t = 0.025T − 0.325T ). The large FTLE’s around the tentacles indicate that this
flow does not mix with the fluid between the tentacles. The FTLE values above the polyp are
small, indicating that the flow between the tentacles mixes with the upward jet. During expansion
(t = 0.475T − 0.625T ), large FTLE values are observed above the polyp, which show that the region
of fluid between the tentacles does not mix with the upward jet. This creates a slow-mixing region
between the tentacles. Note that the 2D contour slice is taken along the tentacles. 3D visualization
of the contours (not shown) reveals that flow does move between the tentacles and into the central
region during expansion. This implies that new fluid is brought in during the tentacle expansion.
Upon the next contraction, this fluid will be expelled upward into the jet and this cycle repeats
during the next pulsation. When the polyp is at rest (t = 0.775T ), the values of the FTLE are small
and the fluid is slowly swept over the tentacles and into the upward jet.
2.3.4 Two-dimensional versus three-dimensional simulations
Three-dimensional simulations are computationally expensive. To verify that the simulations
must be conducted in 3D to capture the actual behavior of the polyps, I ran 2D simulations using
the same averaged motion with Re = 20 (Figure 2.8). During contraction (t = 0.25T ), starting
vortices are generated and begin to separate from the tentacle tips (Figure 2.8A). An upward jet is
also formed, but in comparison to Figure 2.4B, the fluid does not sweep upward closely along the
tentacles and into a strong jet. During expansion (t = 0.475T ), oppositely spinning stopping vortices
are formed and there is some flow into the center of the polyp. In comparison to Figures 2.4B and
2.5B, the fluid is not pushed as far down between the tentacles as in the 3D simulation. When it
comes to the FTLE, comparing Figure 2.8B to Figure 2.7 reveals that the fluid within the tentacles
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Figure 2.7: Contour plots of the finite-time Lyapunov exponent (FTLE) on a logarithmic scale
showing the instantaneous Lagrangian coherent structures (LCSs) during one pulsing cycle in a
simulated polyp. Large FTLE regions divide areas of mixing. These are evident around the tentacles
since the solid boundary divides the flow field. In addition, the slow flow between the tentacles is
separated from the upward jet during expansion (note the blue-purple region above the top of the
polyp).
is more separated from the upward jet during contraction in 2D, and that there is less overall mixing
between the tentacles during expansion in 2D.
Panels C and D in Figure 2.8 show the averaged vertical and horizontal flow, respectively, taken
along lines that correspond to those used to characterize the three-dimensional simulations and
experimental flow fields in Figure 2.6. During full contraction, average vertical flow at the tentacle
tips (h = 0.0m) is predominately downward and into the area between the tentacles. This is in
contrast to the positive flow observed in both the live polyp and the three-dimensional simulation.
At 0.0025 m above the tentacle tips, the flow oscillates between positive and negative values, again in
contrast to the live polyp and 3D simulations. At a full tentacle length above the polyp (h = 0.005
m), the flow is fully positive and becomes more than twice as strong as either the real polyp or the
3D simulation. The average horizontal flow fluctuates greatly over time, indicating that in 2D new
fluid is not reliably pulled towards the polyp during each pulse cycle. The temporal variation of this
radial flow is due to the complex interactions between the 2D starting vortex tubes whose dynamics
are different from the 3D starting vortex rings. Given the fundamental differences between 2D and
3D, particularly the presence or absence of slow mixing regions and the sustained upward jet, it is
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necessary to perform 3D simulations to accurately model pulsing polyps.
Figure 2.8: Data from the 2D numerical simulation. (A) Snapshots of the vorticity and velocity field
during contraction and expansion. (B) Log(FTLE) of the instantaneous velocity vector field during
contraction and expansion. (C) Vertical velocity averaged along three lines positioned 0, 0.0025, and
0.005 m above the tip of the tentacles at the end of contraction. (D) Horizontal (radial) velocity
averaged along three lines positioned 0.005, 0.0075, and 0.01 m from the central axis of the polyp.
Note that positive flow is towards the polyp.
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2.3.5 Varying the frequency-based Reynolds number
Once I validated the 3D model, I used it to study the effect of varying the Reynolds number on
the observed flow field generated by the polyp. I performed simulations with 0.5 < Ref < 80 and
show snapshots of three cases in Figures 2.9, 2.10, and 2.11. The flow fields generated at these three
different Ref are described below.
Regardless of Ref , the simulations generate a clear upwards jet during contraction and vorticity
at the tips of the tentacles. Oppositely spinning starting vortices are formed at the tips of each
tentacle at the beginning of expansion (t = 0.35T ). At higher Ref , particularly Ref = 80, these
vortices separate from the tentacle tips and are advected upwards. Their motion helps to maintain
a strong upward jet away from the polyp. At the lower Ref , (e.g. Ref = 0.5), these vortices
quickly dissipate and the flow above the polyp is reversed during expansion such that fluid is pulled
downward between the tentacles. For Ref < 1, the flow is nearly reversible; any fluid pushed away
from the polyp during contraction is pulled back during expansion. At intermediate Ref (e.g. Ref
= 10), an upward jet is observed above the polyp during expansion, and fluid below this jet mixes
between the tentacles. In both the Ref = 10 and the Ref = 80 cases, some flow is moving upward
during expansion (more in the case of Ref = 80). Near to the bottom of polyp, fluid is brought into
the polyp through the formation of vortices at the ends of the tentacles. During the resting phase
(last frame), the fluid almost completely comes to rest in the lower Ref cases.
Although the strength of the upwards jet is greatest for Ref = 80, the flow magnitudes generated
between the tentacles by the stopping vortices (expansion) are greater for Ref = 0.5 and Ref = 10.
There is strong mixing between the tentacles for Ref ≤ 30; this mixing decreases for Ref > 30. This
indicates that, near the biologically relevant Ref , the morphology and motion of the tentacles allow
for greater mixing close to the polyp itself.
To compare the relative strength of the upward jets across scales, the y−component of the
velocity (in the vertical direction) was averaged within a box drawn above the simulated polyp. The
height of the box extended from the tips of the tentacles during full contraction to one tentacle
length above that point (-0.0063 m < Y < -0.0018 m). The width of the box was set equal to the
diameter of the fully expanded polyp (-0.0045 m < X,Z < 0.0045 m). Figure 2.12 shows the average
vertical velocity over five pulses for Ref = 0.5, 1, 5, 10, 20, 40, and 80. Note that the velocities are
nondimensionalized by the tentacle length and pulse duration such that U ′ = U/LTP = U/
0.0045
1.9 .
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For each value of Ref , there is a peak average velocity in the upward jet corresponding to the
end of the polyp contraction. Moreover, the largest peak average velocity corresponds to the lowest
Ref = 0.5 case, while the lowest peak corresponds to the highest Ref = 80 case. This is partially
due to the fact that the flow velocity was averaged over a relatively large box. Additionally, the
region of motion is larger at lower Ref due to the relatively large boundary layers (Ref was lowered
in the simulations by increasing only the dynamic viscosity). Immediately following contraction, as
the polyp begins to expand, the average velocity drops for each Ref . There is significant back flow
(the average velocity becomes negative) for Ref < 5. Around Ref ≥ 10 the average vertical flow
decreases during tentacle expansion but the net average flow remains positive (upwards). This is
significant as the continuous upward jet allows new fluid to be brought to the polyp throughout the
pulsing cycle.
The transition to continuous upward flow (no flow reversal) occurs at Ref = 10. For 10 ≤ Ref ≤
30, the tentacle morphology allows for greater mixing near the polyp itself. These observations suggest
that the polyp may be able to enhance its nutrient uptake or waste removal in this 10 ≤ Ref ≤ 30
range. At Ref = 80 there is a continuous upward jet but little mixing near the polyp, meaning less
opportunity for the polyp to exchange nutrients and waste with its surrounding water. Wastes as
well as nutrients would continuously be expelled away from the polyp, leaving less possibility for
nutrient absorption. At Ref < 10, there is more mixing near the polyp but the resulting flows are
unable to remove wastes away from the polyp (no continuous upward jet).
The vertical flow above the coral in Figure 2.13A is a temporal average of the fourth pulse.
Figure 2.13B illustrates the temporally averaged horizontal flow of the fourth pulse. Panels A and
B in Figure 2.13 highlight two flow phenomena that depend on Ref . First, as Ref decreases, the
tentacles entrain a larger volume of fluid that is pulled towards the polyp and then upward into a
vertical jet. This leads to a wider upward jet and thus larger spatially averaged velocities. Second,
as Ref decreases, the flow in the jet becomes increasingly reversible: up and away from the polyp
during contraction and back towards the polyp during expansion. Net volumetric flow is maximized
for Ref between about 20 and 30. Reduction in net flow is observed for Ref ≈ 1 and lower because
the flow becomes progressively reversible. The net flow is reduced as Ref increases above 30 because
the width of the upwards jet decreases.
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Figure 2.9: The z-component of vorticity and the velocity vector field taken on a 2D plane through
the central axis of the coral at Ref = 0.5, which corresponds to a smaller scale than would be
observed in nature. The colormap shows the value of ωz, the arrows point in the direction of flow,
and the length of the vectors correspond to the magnitude of the flow. Snapshots are taken during
the fourth pulse at times that are 5%, 15%, 25%, 35%, 45%, 55%, 65%, and 75% through the cycle,
such that the first three frames show the contraction phase, the next four frames show the expansion
phase, and the last frame shows the polyp at rest.
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Figure 2.10: The z-component of vorticity and the velocity vector field taken on a 2D plane through
the central axis of the coral at Ref = 10, which corresponds to a typical Reynolds number for a
coral polyp in the field. The colormap shows the value of ωz, the arrows point in the direction of
flow, and the length of the vectors correspond to the magnitude of the flow. Snapshots are taken
during the fourth pulse at times that are 5%, 15%, 25%, 35%, 45%, 55%, 65%, and 75% through the
cycle, such that the first three frames show the contraction phase, the next four frames show the
expansion phase, and the last frame shows the polyp at rest.
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Figure 2.11: The z-component of vorticity and the velocity vector field taken on a 2D plane through
the central axis of the coral at Ref = 80, which corresponds to a much larger and faster pulsing
polyp than observed in nature. The colormap shows the value of ωz, the arrows point in the direction
of flow, and the length of the vectors correspond to the magnitude of the flow. Snapshots are taken
during the fourth pulse at times that are 5%, 15%, 25%, 35%, 45%, 55%, 65%, and 75% through the
cycle, such that the first three frames show the contraction phase, the next four frames show the
expansion phase, and the last frame shows the polyp at rest.
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Figure 2.12: The spatially averaged vertical flow above the polyp (top panel) and the spatially
averaged horizontal flow towards the polyp (bottom panel) over time during five pulse cycles. Ref =
0.5, 1, 5, 10, 20, 40, and 80 are shown. Velocity is nondimensionalized and given as tentacle lengths
per pulse.
As a coarse metric of the amount of mixing near the polyp, the magnitude of the flow velocity
between the tentacles during the last pulse was temporally and spatially averaged (Figure 2.13C).
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This was performed in a volume defined by -0.001 m < X < 0.001 m, -0.009 m < Y < -0.001 m, and
-0.001 m < Z < 0.001 m. The magnitude of flow generally decreases for increasing Ref , suggesting
that more of the fluid is directed into a narrow upward jet as the polyps grow larger. On the other
hand, strong flow is generated between the tentacles at Ref below the biologically relevant range.
Figure 2.14 shows FTLE contours, illustrating the LCSs in our simulations for different values
of Ref . Small values of the FTLE highlight regions where flow is attractive whereas small FTLE
values indicate areas in which the flow is repelling [72]. In the case of coral polyps, LCSs can be
used to highlight regions of fluid that the polyps may sample or, alternatively, that may pass by
without interacting with the organisms.
In the biologically relevant case (Figure 2.14B) and at higher Ref (Figure 2.14C), fluid is pulled
towards the polyp and pushed into the upward jet during the contraction phase (t = 0.073T and
t = 0.17T ). The FTLE values are small (attractive) between the tentacles during contraction,
indicating that, in this area, the fluid is pushed upward and into the vertical jet. The large FTLE
values near the tentacles show that fluid is repelled around the tentacles and the starting vortices.
In other words, flow does not pass through the simulated tentacles but between them. These
observations can only be made with 3D simulations as the space between tentacles needs to be
visible. Comparison with the viscous-dominated case of Ref = 0.5 (Figure 2.14A) shows a region of
larger FTLE values between the tentacles. This indicates that the fluid near the base of the polyp
does not mix as well with the upward jet and is not fully expelled during contraction at lower Ref .
During expansion (t = 0.37T and t = 0.51T ), large (repelling) FTLE values directly above the
polyp and between the tentacles indicate a region of mixing that is separated from the upward jet in
the biologically relevant case (Ref = 20). There also are larger FTLE values in the higher Ref case
(Figure 2.14C), but with a more complicated pattern between the tentacles indicating separated
mixing regions. For the viscous-dominated case (Figure 2.14A), the FTLE values are low once the
tentacles have partially expanded (t = 0.51T ). This indicates that the upward jet and the mixing
region between the tentacles are no longer separated, and indeed fluid is pulled from above the polyp
and into the region between the tentacles (back flow). At this Ref , a new volume of fluid would not
be sampled during each pulse.
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Figure 2.13: Temporally and spatially averaged vertical flow above the polyp (A), horizontal flow
in the x−direction towards the polyp (B), and velocity magnitude between the tentacles (C) for
varying values of Ref . Note that the velocities are nondimensionalized by the tentacle length and
pulse duration.
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Figure 2.14: Contour plots of the finite-time Lyapunov exponents illustrating the instantaneous
Lagrangian coherent structures (LCSs) during a single polyp’s pulsing cycle for (A) Ref = 0.5, (B)
Ref = 20 and (C) Ref = 80, using a logarithmic scale. The LCSs were calculated for the fourth
pulse cycle using the entire 3D flow field but plotted on a 2D slice through the sagittal plane of the
polyp.
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2.4 Discussion
Using quantitative PIV measurements and 3D numerical simulations, I have accurately resolved
the flow near an individual pulsing coral polyp. The contraction, expansion, and relaxation kinematics
generate a sustained jet away from the polyp and a slow region of mixing between the tentacles during
expansion. This mixing volume is ejected into the vertical jet upon each contraction. The persistent
vertical velocity advects oxygen-rich water away from the coral’s external envelope; however, this jet
alone would not be sufficient without a mixing mechanism and a minimal retention time to allow
for gases and nutrients to diffuse across the polyp tissue. Retention is needed to allow diffusion
of oxygen from the tissue, enriched in oxygen by photosynthesis, to the surrounding water. The
flow structure between the tentacles mixes the water that surrounds the tissue with new water that
arrives radially to the internal space of each coral polyp. Without such a retention period and
mixing, the efficiency of advection by the positive vertical jet might be reduced substantially. This
hydrodynamic study serves as a strong indication that the coral has developed an efficient flow field
to enhance oxygen removal and increase photosynthetic rates.
The only other sessile organism exhibiting similar behavior is the upside-down jellyfish Cassiopea
spp. which was reported to use pulsation to actively generate feeding currents [40, 51]. The basic
flow structures observed here (upward jet and oppositely spinning starting and stopping vortex
rings) are similar to those generated by the upside-down jellyfish. It is interesting to note that these
flow patterns are generated in different ways and in different environments. In the case of the soft
corals, eight long tentacles expand and contract to pull in fluid between them at relatively low Ref .
For upside-down jellyfish, a shallow bell contracts and expands, similarly generating starting and
stopping vortex rings at much higher Ref , typically on the order of 100 or more. The upward jet is
continually pushed through an elaborate array of oral arms. Pulsing soft corals are often found in
regions of relatively strong flow while upside-down jellyfish prefer slow-moving water or stagnant
areas. It is interesting to consider how the differences in morphology and kinematics may be adapted
to the differences in flow environment, boundary layer size, and scale.
In other cnidarians that harbor symbionts, it is possible that the active motion for swimming
could simultaneously enhance photosynthetic rates. For example, the flow patterns observed for
pulsing corals are similar to those generated by oblate paddling jellyfish that filter feed and may
harbor photosynthetic symbionts. Alternating starting and stopping vortices are generated during
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the jellyfish bell contraction and expansion, respectively [77, 38], creating regions of mixing within
the bell and strong unidirectional flow over the bell surface. Other examples of active and passive
movements to enhance exchange may be found in situations where a nutrient or waste product is in
over- or underabundance, e.g. the movement of leaves in the wind which has the effect of reducing
the boundary layer and could potentially enhance CO2 uptake [78]. Other examples include leaf
oscillations in the wind to enhance heat dissipation [79, 80] and bees flapping their wings to ventilate
their hives [81].
In this chapter, I also highlight important Ref transitions in the exchange currents generated by
pulsing soft corals. From field measurements, the Ref of a coral polyp was determined to be 19.64
± 7.82 with a range of about 8 to 36. In this regime, the flow around the coral polyp is defined by
a continuous upward jet, nearly continual radial flow towards the polyp, a slow region of mixing
between the tentacles during expansion, and the ejection of the fluid volume into the upward jet
during contraction. This pattern implies that a new volume of fluid is brought to the polyp during
each polyp cycle and that this volume is slowly mixed around the tentacles, allowing time for the
removal of oxygen from the tissues. Note that the continuous upward jet is significant since, at these
scales, the polyp is able to remove waste up and away from the coral colony.
For Ref ≤ 5 (below the biologically relevant range), significant back flow is observed during
the pulsing cycle. This would result in resampling of the same fluid and reduce waste removal and
nutrient exchange. For Ref ≥ 40 (above the biologically relevant range), the continuous upward
jet becomes narrower, reducing the net transport of fluid away from the coral. The magnitude of
flow between the tentacles is also reduced, which could result in less nutrient absorption and oxygen
exchange.
Spatially and temporally averaged horizontal flow towards the polyp and vertical flow above the
polyp show that mass transfer is enhanced across the biologically relevant range of 8 < Ref < 36.
Spatially and temporally averaged velocity magnitude between the tentacles show that there is less
transport near the tentacle base at higher Ref . The limited sample of live polyps used in this chapter
is insufficient, however, to show that an active polyp may not be found at either higher or lower
Ref . Accordingly, it would be interesting to extensively search for the smallest and largest pulsing
corals, calculate their effective Ref , and determine whether or not their pulsing behavior is adapted
to push the behavior into more viscous or inertial dominated regimes.
38
CHAPTER 3
PATTERNS OF COLLECTIVE PULSING BEHAVIOR IN XENIID CORALS
3.1 Introduction
The analysis of collective behavior is a rapidly expanding field of research spanning diverse
disciplines such as biology, robotics, or social sciences. In animals, most collective behavior studies
focus on eusocial insects such as ants or bees, or group-forming animals like birds, fish, and humans
[9]. Research on the collective behavior of non-insect and marine invertebrates is very limited. In
the field of coral biology, very few behavioral studies exist and they are often limited to reproductive
behavior [27] and larval settlement [28]. The unique pulsing behavior displayed by xeniid corals
was investigated by Gohar and his colleagues in the late 1950s [3, 19] and, more recently, by my
collaborators at the Inter-University Institute (IUI) in Eilat [29]; they showed that this behavior is
in part influenced by the local oxygen concentration.
Collective pulsing to generate fluid flow is an important phenomenon across different biological
scales and systems. It is crucial for many vital functions; the most important example could arguably
be the collective pulsing of heart cells resulting in heart contractions. Other examples of pulsing
systems include the chains of lymphagions in the lymphatic system [82, 83] or swimming chains of
salps in the ocean [84]. These collective pulsing systems share the characteristic that their behavior
is not fully controlled by a centralized nervous system but rather emerges from the individual cells or
contractile regions themselves. In addition, the contractile elements are physically connected to one
another. Finally, this collective pulsing behavior not only influences, but is also greatly influenced
by, environmental factors like fluid pressure or chemical gradients [85].
Xeniid corals are cnidarians that demonstrate collective pulsing behavior. Cnidarians (jellyfish,
anemones, corals, and their relatives) are relatively simple organisms that lack a centralized nervous
system. Most corals, including xeniid corals, are colonial animals and their polyps are physically
connected, sharing a common body. The goal of this chapter is to provide preliminary answers to
the following questions: how does collective behavior arise in physically connected polyps? Does it
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result from intrinsic or extrinsic cues? Is this collective behavior coordinated in some way? What is
the advantage of coordinating collective pulsing behavior?
In recent years, the analysis of collective behavior has been aided by many new tools and models
to describe the fundamental mechanisms underlying group behavior. Current efforts are aimed at
placing these models in their ecological context by integrating physical parameters such as local
fluid dynamics in swimming fish [86] or nest climate in bumblebees [85]. In such examples, the
interactions between collective behavior and physical environment are thought to be optimized to
enhance fitness and/or reduce energetic cost of a particular behavior (e.g. locomotion). In this
chapter, I hypothesize that the collective pulsing behavior of a xeniid coral colony is coordinated
through information transfer between individual polyps in the colony. I hypothesize that: 1) (a)
pulsing pattern(s) can be observed and 2) this or these pattern(s) are driven by information transfer
between polyps in a colony. This coordination could increase the fluid dynamic benefits for the
whole colony, enhancing local mixing and gas and nutrient exchange.
3.2 Materials and Methods
Two approaches were used to explore potential patterns of collective behavior: the first one is
based on the discretization of the data into time bins, the second allows for an analysis of the data
in continuous time. Each approach has strengths and weaknesses that will be detailed below.
3.2.1 Data collection
All corals used for this study were certified captive grown corals (CCGC) obtained from Foster
and Smith, Inc. The corals had been kept in the lab for several months to over a year and were fully
adjusted to our tank system (i.e. their pulsing behavior had fully recovered from shipping and the
subsequent acclimation period).
To record videos of the pulsing behavior, coral colonies were placed in a 20L glass tank (40 x
25 x 20 cm3). A halogen coral light (Coralife Aqualight Advanced HQI metal halide fixture) was
fixed above the tank and the water temperature was maintained at the temperature of the housing
tank (24 ◦C). An air stone connected to a small Aqua Culture air pump was used to generate
low-level turbulence, which speeds up recovery and decreases the time needed for the coral to resume
normal pulsing behavior after being transferred from the housing tank to the experimental tank.
The corals were left to acclimate to the experimental tank for 30 minutes, after which the air pump
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was turned off. Video recording was started after the turbulence dissipated and no residual flow
could be observed in the tank (usually after about five minutes). Two Sony DCR-SR200 handycams,
both set to 30 fps, were used.
For the first, discrete-time approach, I collected data from one Heteroxenia sp. colony. The
cameras were positioned orthogonally to each other: one in front of one of the long sides of the tank,
the other in front of one of the short sides. Video recordings lasted about eight minutes.
For the second, continuous-time approach, nine Heteroxenia sp. colonies were used. One camera
was placed in front of the tank (side view) while the other was placed on a tripod above the tank
(top view). Each coral colony was recorded between one and four times, for between 15 and 50
minutes (see Table 3.1). The number and duration of recordings for each colony depended on its
pulsing behavior (colonies or parts thereof sometimes stopped pulsing for several minutes; this is not
unusual) and on the number of polyps that stayed in the plane of focus (the coral polyps have long
stalks which allows them to sway in and out of focus).
Table 3.1: Number of video recordings and tracked polyps for each colony for the continuous-time
approach.
Colony code Number of recordings Number of polyps tracked in each video
X1 center 4 4, 5, 5, 6
X1 edge 1 6
X2 bigger 2 4, 6
X2 corner 2 4, 5
X2 edge 1 2
X3 edge 2 4, 5
X3 corner 1 4
X3 side 1 6
3.2.2 Analysis of discrete-time data
The discrete-time approach method was based on a previous study on the firing patterns of
a neural population in the vertebrate retina [87]. In this study, the authors recorded the firing
times of 40 neurons. They obtained about 12 seconds of data and, while the neural firings could
be considered discrete events because of their short duration, the dataset itself was considered to
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be a continuous-time recording. The authors then discretized their dataset into 20 ms time bins
such that there would not be more than one firing event per neuron per time bin. Subsequently, the
time bins were described in a binary fashion: the presence of a firing event was given a value of 1
while the absence of event was assigned the value 0. For example, for a subset of ten neurons, a
time bin in which neurons 2, 3, 7, 8, and 9 were observed to fire would be codified as 0110001110.
By discretizing and codifying their data, Schneidman et al. [87] were able to perform statistical
analyses, test their hypotheses, and predict behavioral patterns in groups of firing neurons.
Finding pulsing patterns in small groups of polyps Following the methods of Schneidman
et al. described above, I collected the pulse timings (marked as the start of contraction) of four
polyps that were visible for both cameras throughout the video recording. These pulse timings were
collected in continuous time using the DLTdv software [55]. I then discretized the data into time
bins of 500 ms (about a third of the total duration of a pulse cycle) such that a polyp would not
pulse twice within a time bin. For each polyp, time bins were marked as containing an event (1)
if the polyp was observed to pulse or empty (0) if it wasn’t. In the case of a group of four polyps,
there are 16 possible outcomes for each given time bin: no pulse observed (0000), one polyp pulses
(1000, 0100, 0010, 0001), two polyps pulse (1100, 1010, 1001, 0110, 0101, 0011), three polyps pulse
(1110, 1011, 1101, 0111), or all polyps pulse (1111; see Figure 3.1). By visually inspecting the results,
I (qualitatively) determined the presence of pulsing patterns in small groups of polyps.
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Figure 3.1: Overview of the time bins that can be observed for a group of four polyps. Black cells
correspond to pulse events (1) while white cells denote the absence of pulse event (0).
Modeling pulsing patterns in small groups of polyps To quantitatively investigate whether
pulsing patterns were present, I built different models to simulate small groups of polyps and compare
these simulations to the data obtained from live coral colonies. Four sub-hypotheses were tested:
1. The collective pulsing behavior is the result of random individual behavior.
2. The collective pulsing behavior follows a Markov model.
3. The individual polyps act as independent oscillators with set intrinsic frequencies.
4. The individual polyps act as coupled oscillators.
To test the first sub-hypothesis of random individual behavior, I built a model that would
generate a list of combinations (1 through 16) in a random order, with a probability of 1/16 for
each combination. For the second sub-hypothesis, I built a Markov chain model with transition
frequencies based on the transition frequencies observed in the real polyp data, i.e. the probability
of combination j to follow combination i used in the model is computed from the actual transition
probability observed in the video data. Finally, I built a coupled phase oscillator model considering
two oscillators i and j such that:
∂θi
∂t
= Ki + 
N∑
j=1
sin(θj − θi) (3.1)
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where θi,j is the phase of the pulse cycle in which polyp i, j is, Ki is the angular velocity of the
oscillator (this determines the simulated polyp’s pulsing frequency),  is the coupling strength
between the two polyps, and N is the number of polyps (in this case four). I assumed that all
polyps had the same internal pulsing frequency (Ki is the same for all polyps). For each polyp i, the
change in pulsing phase is computed based on its internal pulse frequency Ki and the influence of all
the other polyps j on polyp i. In this simulation, the coupling strength can be set to 0 to test the
third sub-hypothesis, or can be set to a strictly positive value between 0 and 1 to simulate different
coupling strengths. Within each simulation, the coupling strength  is the same for all polyp pairs.
Each polyp has its own intrinsic pulsing frequency Ki that is slightly different from other polyps’
pulsing frequency to mimic individual variation. This set frequency does not change during the
simulation.
3.2.3 Analysis of continuous-time data
To test the first hypothesis, I used the ISOMAP algorithm [88], a computer vision tool to detect
patterns in video data. Additionally, I used the mathematical concept of transfer entropy [89] to
compute the information transfer between polyps within a colony to test the second hypothesis.
Four different types of data were obtained from the raw video recordings and used for data
analysis (Figure 3.2). For data analysis involving ISOMAP [88], the raw videos were converted to
black and white videos and used as input for the algorithm. Additionally, pulse timings extracted
from the videos were used to generate simplified images representing the pulsing polyps (see Figure
3.8). To obtain pulse timings from each video, I first selected polyps visible throughout the recording
(see Table 3.1). For each selected polyp, using the DLTdv and Argus software [55], I manually
tracked the frame numbers of every opening and closing event observed within a five-minute period.
This five-minute period was chosen to be in the middle of each video. The data consisted of a list of
frame numbers with alternating closing and opening events for each polyp; for example, the frame
list starting with 25, 46, 79, 100 would be associated to a polyp that started closing in frame 25,
started opening in frame 46, closed again in frame 79, and opened again in frame 100.
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Figure 3.2: Schematic diagram of the data collection. Raw video data were used in four different ways
for our analyses: 1) color videos were converted to black and white; 2) pulse timings of individual
polyps were manually tracked and parameterized; 3) artificial colonies were generated by permutating
data from polyps in different colonies; 4) artificial colonies were generated in which one, two, or
three polyps would "lead" the other polyps (the lagging polyps were duplicates of the leading polyps
but with an added lag in pulse timing).
I also created simplified images to ensure that the ISOMAP algorithm was functioning correctly
on the video data. The manually clicked timings were parameterized into relative "phase" fi for each
polyp using a piece-wise sinusoidal curve. Let Xij where j = 1, 2, 3, ... be the time of j
th event for
polyp i. For odd j, Xij represents the beginning of a closing event, and for even j, an opening event.
Let 2(Xikodd+1 −Xikodd) = wk be the duration of the kth pulse, when it is assumed to be symmetric
in duration from opening to closing and back, and let T ik = [X
i
kodd
, Xikodd + wk] be the region where
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the kth pulse occurs. The function
fi(t) =

sin
(
3pi
2 + 2pi
t−Xkodd
wk
)
t ∈ T ik
−1 otherwise
(3.2)
makes a smooth quasi-periodic curve for polyp i that during a pulse goes from -1 to 1 and back.
For computation of transfer entropy, I permutated data from real polyps to generate artificial
colonies as depicted in Figure 3.2. I generated the same number of colonies (14), each having the
same number of polyps as its original template, but consisting of polyps from different original
colonies. To test whether my transfer entropy approach could accurately detect information transfer
between polyps, I also generated three datasets of 14 artificial colonies with known interactions
between polyps by cloning existing polyps and adding a lag in pulse timings for each clone (Poisson
lag with a mean of 10 frames). The first dataset contained artifical colonies with one leading polyp
and its clones, the second dataset had colonies with two leading polyps and their clones, and the
third dataset had colonies with three leading polyps and their clones. For example, artificial colony
"1" in Figure 3.2 consists of four polyps that form two groups of polyps with related behavior; in
this case, polyps A(1) and B(2) have been duplicated and their respective duplicates, A(1)lag and
B(2)lag, follow the same pulse timings as their leads but with a predetermined and known lag. In
this case, I expect the transfer entropy approach to show the existence of two distinct groups (A
and B) since the whole colony’s pulsing behavior could be described as a combination of the pulsing
behavior of polyps A(1) and B(2).
Searching for pulsing patterns using ISOMAP I hypothesized that groups of individual
polyps show pulsing patterns, meaning I could describe the system with a number of degrees of
freedom less than the number of individual polyps observed. I tested this hypothesis using ISOMAP
[88], a non-linear dimensionality reduction algorithm that takes high-dimensional inputs such as raw
video and searches for a parameterization on a low-dimensional manifold.
ISOMAP has previously been used to detect patterns of collective motion (e.g. human crowds or
fish schools) that corresponded to those seen by human observers. I hypothesized that ISOMAP
could identify polyp coordination that human observers could then confirm, or some low-dimensional
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description that would correspond to pulsing patterns of the polyps. The algorithm was applied
to parameterizations made according to (3.2) from my manually tracked pulse timings (see Figure
3.8A).
Assessing information transfer by computing the transfer entropy For each colony of two
to six polyps, I computed all pairwise transfer entropies from each polyp to any other polyp. Transfer
entropy was computed on binary time series, where ones corresponded to an event and zeroes to the
absence of any event within a fixed time window of 20 frames. I also tested time windows of 5, 10
and 15 frames and found qualitatively similar results. An event was defined as the onset of opening
or the onset of closing, as classified during the manual tracking.
Each time series had a fixed length of 9000 time steps for a total duration of 5 minutes, with 150
cycles of 300 events to accurately estimate the requisite probability mass functions in the transfer
entropy computations. In particular, for a given pair i and j of polyps, with i 6= j, transfer entropy
from i to j was computed using the rinform library (version 1.0.0; [90, 91]) for R (version 3.4.3; [92])
as
TEi→j =
∑
{0,1}3
p(Xjt+1, X
j
t , X
i
t)log2
p(Xjt+1|Xjt , Xit)
p(Xjt+1|Xjt )
(3.3)
where {Xit}9000t=1 and {Xjt }9000t=1 are the times series for polyps i and j, and p is the probability mass
function.
From the pairwise transfer entropies, I evaluate the average transfer entropy as a measure of the
degree of mutual influence between polyps
TE =
1
N(N − 1)
∑
i 6=j
TEi→j (3.4)
where N is the number of polyps in the video.
I generated surrogate datasets to test the hypothesis that the polyps influence each other
in a given trial. The surrogate datasets was constructed with the objective of representing a
group of independent, non-interacting polyps, without altering internal correlations associated with
measurement noise and the natural dynamics of the system (see Figure 3.2). For each trial of N
polyps, I assembled 1000 surrogate datasets composed of the time series of N distinct polyps chosen
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randomly across all trials. For each surrogate dataset, I evaluated TE and generated a distribution
and tested whether the experimental values were greater than the 95th percentile of the surrogate
distribution.
In addition, I generated three artificial datasets with similar properties as the original data, but
with known interactions between polyps (the artificial colonies with lag see Figure 3.2). One dataset
contained colonies with a single leading polyp and its lagging clones, a second dataset contained
colonies with two leading polyps and their respective lagging clones, and the third dataset contained
colonies with three leading polyps and their lagging clones. This was done to demonstrate that the
methodology described above was indeed capable of detecting these interactions given the size and
sparsity of the collected data. The same analysis was performed on these artificial datasets as in the
original dataset.
3.3 Results
3.3.1 Discrete time
Finding pulsing patterns in small groups of polyps After discretizing the collected pulse
timings into time bins of 500 ms, recurring pulse patterns were observed (Figure 3.3). Overall,
individual polyps did not pulse two time bins in a row and small variations in pulse timing resulted
in changes in overall pulse patterns.
48
Figure 3.3: Three representative extracts from the discretized data showing repetitive pulsing
patterns. Black cells correspond to pulse events while white cells denote the absence of pulse events.
Time is given in seconds in time bins of 500 ms.
Pulse patterns (Figure 3.4) consisted of loops of three combinations (as described in Figure 3.1)
in which each individual polyp pulses once. These patterns seem to adhere to three "rules": 1)
span three time bins (1.5 second), 2) all four polyps pulse, and 3) each polyp only pulses once. All
possible patterns obtained by following these rules and using the combinations given in Figure 3.1
were observed in the dataset with no exception.
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Figure 3.4: Examples of observed pulse patterns. Pulse patterns consist of loops of three combinations
as described in Figure 3.1. In a pattern, each polyps pulses once.
Modeling pulsing patterns in small groups of polyps Simulating colonies of four polyps
pulsing randomly or following a Markov model did not generate any pulse patterns comparable to
the ones observed in live corals (Figure 3.5). In the case of random pulse timings, polyps are found
to pulse several time bins in a row, which is at odds with the average pulse frequency observed in
the real data. Moreover, the output from the random model does not follow any of the three pattern
rules described above. In the case of the Markov chain model, polyps did not pulse two time bins in
a row, but again, the output of the model does not follow the pattern rules mentioned above.
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Figure 3.5: Extracts from the discretized data, the random model of collective pulsing, and the
Markov chain model of collective pulsing. Black cells correspond to pulse events while white cells
denote the absence of pulse events. Time is given in seconds, time bins are 500 ms. Contrary to
the live coral data, the random and Markov chain models fail to reproduce any observable pulse
patterns.
Modeling the polyps as phase oscillators with varying coupling strengths (Figures 3.6) resulted in
collective pulse patterns at small coupling strengths ( = 0.01). As the coupling strength increases,
the polyps quickly synchronize and remain synchronized for the remainder of the simulation ( = 0.05
and up). When individual variation is added (each polyp has a different value of Ki), the coupling
strength needed to obtain cycling patterns throughout the whole simulation is lower (patterns can
be observed for  = 0, although they do not repeat several consecutive times like they do in the real
corals) and it takes higher coupling strength to lock the polyps into a synchronous pulsing behavior.
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Figure 3.6: Simulation results for the coupled phase oscillators model for varying coupling strengths
and polyps with Ki = 2 for all polyps. A coupling strength  = 0 is equivalent to completely
uncoupled oscillators. Note that the time shown here start at 0.
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Figure 3.7: Simulation results for the coupled phase oscillators model for varying coupling strengths
and polyps with different Ki around a value of 2. A coupling strength  = 0 is equivalent to
completely uncoupled oscillators.
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3.3.2 Continuous time
Searching for pulsing patterns using ISOMAP When applying ISOMAP to raw black and
white video data, I found no significant reduction in dimensionality, i.e. ISOMAP did not detect
visual patterns in the raw video data. In the case of our parameterized inputs (Figure 3.8), the
residual variance curve showed no visible "elbow" or change in slope as described by [91] and thus
no reduction in the number of degrees of freedom compared with the number of individuals present.
Figure 3.8: (a) A sample in time of the pixel arrays sent to ISOMAP created from a sample of a
colony of six individuals. fi is the relative phase of each polyp as defined by equation 3.2. (b) A
residual variance curve obtained from running ISOMAP to find manifolds in one through seven
dimensions. As can be seen, the curve appears linear until degrees of freedom = 6, or the number of
individuals, and no visible reduction signaled by an "elbow" in the curve can be observed.
Assessing information transfer by computing the transfer entropy Transfer entropy was
used as a proxy for information transfer between polyps within a colony (physically connected). My
hypothesis was that polyps that are physically connected and share a neural network will have higher
transfer entropy than polyps from different colonies that are not physically connected. The average
of the transfer entropy between pairs of polyp belonging to the same colony (dots in Figure 3.9A)
does not differ from the range of average transfer entropies computed for randomly paired polyps not
belonging to the same colony (dashed lines). In other words, computing transfer entropy between
polyps does not allow us to discern any information transfer potentially taking place between polyps.
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In Figure 3.9B, I performed the same computation of transfer entropy using completely artificial
data (oscillators with prescribed frequencies and known phase difference) for which I did find a
significant difference between mean transfer entropy of pairs of oscillators that were part of a colony
(with known phase differences) and mean transfer entropy of random pairs of oscillators from different
colonies. In most cases, the transfer entropy within a colony is much higher than between colonies.
This shows that the method of computing transfer entropy works and is a good proxy for measuring
information transfer when strong coupling is present, suggesting that information transfer in real
colonies is either too small to be detected with this method or nonexistent.
Figure 3.9: Total transfer entropy analysis for (A) real coral data, and (B) artificial data with similar
sparsity but known interactions between polyps (I show here data for scenario 3 which is the least
likely to show a significant outcome). In both cases, I first computed the mean total transfer entropy
from all possible pairs of polyps within a given colony (14 colonies in total; time window of 20
frames; black dots). I then calculated the mean total transfer entropy for 1,000 surrogate datasets
constructed from the original polyps but randomly paired between colonies in order to form groups
of independent, non-interacting polyps. The extremities of the dashed lines represent the 2.5 and
97.5 percentiles of the surrogate distribution. If a dot falls within the range of the associated dashed
line, it means that the average total transfer entropy for this colony does not significantly differ from
an artificial colony made up of independent polyps.
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3.4 Discussion
3.4.1 Discrete- vs. continuous-time approaches
In this chapter, I analyzed data on the collective pulsing behavior of xeniid corals using both a
discrete-time and a continuous-time approach. While the discrete-time approach yields observable
patterns that can easily be compared to simulated behaviors, it is not a very robust approach. Its
main weakness lies in the choice of the time bin size; too large time bins will allow for several
pulsing events to take place within a same time bin whereas too small time bins will result in many
empty bins that make it more difficult to visually recognize patterns. Moreover, coral colonies
with different intrinsic pulsing frequencies might require the use of custom-sized time bins, making
it impossible to automate the data analysis of several colonies with a given time bin size. The
continuous-time approach is much more robust in this regard since it circumvents the discretization
of the time variable entirely. The results of that approach do not support the existence of pulsing
patterns. Although the computer vision and statistical tools used in the second approach might not
be adequate to interpret biological data, the incongruence between the results obtained from the
discrete-time approach and the continuous-time approach does not allow me to find strong evidence
for either the presence or absence of pulsing patterns.
3.4.2 Pulsing patterns in discrete time
Four sub-hypotheses were tested with the discrete-time approach. These hypotheses address
whether polyps pulse independently from each other or not, and whether they have a set intrinsic
frequency or not (Table 3.2).
Table 3.2: Overview of the sub-hypotheses tested with the discrete-time approach.
Polyps pulse independently
(no information transfer)
Polyps are dependent
(information transfer)
No set intrinsic frequency Random individual behavior (1) Markov chain model (2)
Set intrinsic frequency Independent oscillators (3) Coupled oscillators (4)
Sub-hypothesis 1 (the collective behavior is the result of random individual behavior) is used to
confirm that patterns are present and not a random sequence that we interpret as being a pattern.
Sub-hypothesis 2 (the collective behavior follows a Markov model) tests whether a coral colony is a
system with a memory of its previous state(s), i.e. whether the pulsing of polyps depends on the
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pulsing of previous polyps. The third sub-hypothesis (the individual polyps act as independent
oscillators with set intrinsic frequencies) tests the effect of pulse frequency and sample size by ruling
out any "wagon-wheel" effect, i.e., if the pulse frequencies and colony size are chosen carefully, it
is possible to create "patterns" that are only visible for that given combination of colony size and
pulse frequency. Finally, the fourth sub-hypothesis (the individual polyps act as coupled oscillators)
tests whether we can detect actual coordination within pairs of polyps.
From Figures 3.5 we can see that the first two sub-hypotheses are not consistent with the results.
From Figures 3.6 and 3.7, we find some support for the third and fourth subhypotheses. Patterns are
observed in groups of polyps with identical intrinsic frequencies with small coupling and in groups of
polyps with varying intrinsic frequencies and even lower coupling strengths. This means that the
polyps within a small group do not pulse randomly but have a set intrinsic frequency. Moreover, the
behavior of any given polyp could be influenced by that of its neighbors as patterns similar to those
observed in live corals are found in the coupled phase oscillators simulations with small coupling
strengths.
3.4.3 Pulsing patterns in continuous time
In the introduction, I described two hypotheses concerning collective pulsing behavior in xeniid
corals: 1) pulsing patterns can be observed in coral colonies and 2) polyps within a colony have
higher information transfer than polyps from different colonies. Neither of these hypotheses are
supported with my results using continuous-time data. Here, I discuss possible explanations for this
lack of support and future research directions.
The first concern is sample size as I was only able to track a handful of polyps, representing
a small subset of the whole colony, in each video. This may mean that I only recorded a small
part of the total number of inter-polyp interactions and that the information I extracted from
these interactions is insufficient to describe the system, i.e., I was missing a substantial amount of
information from the polyp-polyp interactions I did not record. Additionally, the polyps I tracked
were not necessarily each other’s closest neighbors, meaning their influence on each other could have
been less than that of two closest neighbors. Using smaller colonies for which I can get data about
all the polyps would solve these issues.
Another possible reason for the lack of support for my second hypothesis on information transfer
is that the coral colonies I used acted as systems in steady-state. Before recording, the corals were
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left to acclimate and re-establish their pulsing behavior after being moved to the recording tank.
Once the colonies reach a steady-state in their pulsing behavior, perhaps no net information transfer
can be detected. One way to test this idea would be to perturb the corals (with a short water jet or
by touching them) and make recordings of their pulsing behavior during the recovery phase following
the perturbation.
Finally, another plausible explanation is that there are no interactions and polyps pulse indepen-
dently of each other. In a recent paper, Sutherland and Weihs [84] hypothesize that coordinated
swimming of salp chains is an efficient way of locomotion for small chains, but that longer chains do
not require coordination of individual beating to achieve similar swimming velocities; in this case,
not coordinating the chain’s behavior could represent a saving of energy. The reason for this might
lie in the relatively low Ref (see also Chapter 2); when the Ref is low enough, vortex interactions
that enhance collective fluid flow in higher Re systems may not be relevant. Thus, non-coordinated
pulsing behavior of polyps in large colonies could be efficient in mixing water (more efficient than
coordinated given the cost it could have to coordinate a colony). This is a hypothesis that can be
investigated using recently developed computational fluid dynamics models described in other parts
of this thesis [93, 94].
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CHAPTER 4
PAIRS OF PULSING POLYPS: THE EFFECTS OF PHASE DIFFERENCE
AND DISTANCE
4.1 Introduction
In this final chapter, I combine the knowledge and models developed in the previous chapters and
investigate the fluid dynamics of collective pulsing behavior in xeniid corals. The goals are to develop
a better model to simulate the flow field around pulsing corals and to compare the volumetric flow
generated by different polyp arrangements.
The 3D IBM model described in the first chapter is a powerful model capable of resolving
complex flows with a high spatial and temporal resolution. The model has the major drawback of
computational cost since it takes about four days and 32 processors to run a simulation of only
six pulses. This computational cost becomes prohibitive when longer or more complex simulations
(e.g. polyp groups) are needed. One solution is to switch from the traditional Immersed Boundary
Method to the Immersed Boundary Method with Finite Elements (IBFE; [95]). Instead of building
boundaries out of fiber meshes, the IBFE relies on solid volumes to represent objects in flow. Beside
reducing the running time, this makes the simulations more realistic. It also allows me to model
the boundary material more accurately since I can attach material properties to a solid volume but
not to a fiber or fiber mesh. The process of building the boundary is also greatly simplified and
facilitated with the help of commercially available CAD and meshing softwares.
Having studied the flow field generated by a single polyp and the behavioral aspects of collective
pulsing in xeniid corals, I now explore the possible advantages of collective pulsing, whether
coordinated or not. Several parameters can be used to evaluate this potential benefit, such as
energetic cost of pulsing individually vs. in a group. In this chapter, I compare net volumetric flows
between different polyp arrangements; volumetric flow can be computed directly from my simulations
whereas energetic costs must be estimated by proxy (force exerted by the boundary on the fluid,
fluid volume displaces, etc.). Specifically, I explore whether the volumetric flow is enhanced when
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polyps are in pairs vs. in isolation. Additionally, I examine whether phase differences in pulsing
behavior and distance between polyps affect the flow field.
Previous work has focused on the effect of phase difference and distance on the performance
of flapping wings [96] and paddling swimmerets [97]. In the case of the flapping wings, Gravish et
al. [96] obtained different optimal phase differences between two flapping wings depending on the
distance between them. For a given distance, the authors found a constructive phase difference that
greatly increased the flow output, and a destructive phase difference that generated flow outputs
lower than those of a single wing. Not unexpectedly, as the distance between the wings increased,
the benefits of flapping in tandem were lost and the effect of phase difference on the obtained
flow velocities diminished drastically. In their study of limb coordination in swimming crustaceans,
Zhang et al. [97] found the most significant increases in average flux for a phase difference of 0.25;
they observe an eightfold increase in average flux between the destructive and constructive phase
differences.
In this chapter, I explore three hypotheses: 1) pulsing in pairs increases upward flow above each
polyp and thus benefits both members of the polyp tandem, 2) the benefits of pulsing in pair vary
with the polyps’ pulsing phase difference, and 3) the benefits of pulsing in pair vary with the distance
separating the polyps.
4.2 Materials and Methods
4.2.1 The Immersed Boundary Method with Finite Elements (IBFE)
To reduce computational costs for a model of more than one polyp, I use of a hybrid finite
difference/finite element immersed boundary method or IBFE [95]. The Lagrangian body is described
with a finite element representation, while the fluid (Eulerian) grid is described through a finite
difference framework. The equations used in IBFE are identical to those of the traditional IBM with
the exception of two differences related to the Lagrangian boundary. For details of the IBFE see
Appendix 5.
4.2.2 Numerical model
Similar to the first chapter, the computational model of the coral consisted of eight tentacles,
a base, and a stem. Two polyps were placed in the bottom center of the computational domain
and shifted to the right or the left by dtrans/2. The default dtrans was set to 0.015 m and was then
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varied to consider the effects of distance between the corals. The distance from the base of the
polyp tentacle to the tip at full expansion was approximated from video to be about 0.0054 m. To
construct the model, the shape of each tentacle was approximated as an isosceles trapezoid with the
basal width chosen such that there was about one mesh width between the tentacles. The width of
the top of the tentacle was set to be about one fifth of the basal width to avoid tentacle overlap
during full contraction. The height of 0.0065 m and diameter of 0.0016 m of the polyp’s stem were
determined from the videos. The 3D polyp model was constructed using Autodesk Fusion 360, and
a hexahedral mesh was generated using csimsoft Bolt 2.0. The average mesh width was set to about
dx = ds = L/512. A figure showing the coral polyp model is given in Figure 4.1.
Figure 4.1: Diagram of the three-dimensional coral polyp created in AutoDesk Fusion 360.
All parameter values used in the computational model are given in Table 4.1. Note that periodic
boundaries are used in the x− and z−directions, and no-slip conditions are used in the y−direction,
corresponding to a solid boundary on the top and bottom of the domain. The initial conditions of
the fluid are set to zero and there is no ambient flow considered.
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Table 4.1: Numerical parameters used in the three-dimensional simulations.
Parameter Variable Units Value
Domain Size D m 0.0992
Spatial Grid Size dx m D/512
Lagrangian Grid Size ds m D/512
Time Step Size dt s 1.0× 10−4
Total Simulation Time T s 10
Fluid Density ρ kg/m3 1029
Fluid Dynamics Viscosity µ kg/(ms) 0.00108
Tentacle Length LT m 0.0055
Pulsing Period T s 1.6167
Contraction Period Tc s 0.7333
Contraction Fraction to - 0.453
Tether Force Stiffness ktarg kg ·m/s2 1.0× 106
Elastic Modulus νtot N/s2 2.0
4.2.3 Preferred motion
In this chapter, I use a simplified motion of the tentacles that will permit straightforward and
controlled variations in parameters such as duty cycle, contraction speed profile, and amplitude of
contraction. The shape of the tentacles during contraction is based on a model described in [98].
Here, θ(s, t) describes the tangent angle of the tentacle relative to the horizontal axis as a function
of the dimensionless arclength, s, which varies from 0 at the base to 1 at the tip. I prescribe θ(s, t)
as follows:
θ(s, t) = A
(
1− exp
(
−s
β(t)
))
(4.1)
where A is a prefactor that approximates the angle of the tentacle when s >> β(t). Note that when
A = 1.55, the tentacle would become nearly vertical during contraction. Here I set A = 1.9 such
that the ends of the tentacles curve towards the inside of the polyp near the end of contraction.
The angle is horizontal at the base of the tentacle when s = 0. There is a single temporal control
factor, β(t), which is chosen to be periodic in time and varies between a minimum value of βo and a
maximum value of βm. For these simulations, I set βm = 4.0 and βo = 0.2. Figure 4.2 shows tentacle
shapes for several choices of β and A = 1.9.
The motion of the tentacles are divided into two phases: a closing phase (0 ≤ t ≤ to) and an
opening phase (to ≤ t < 1), where t′ = t/T is dimensionless time and T is the pulse period. The
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Figure 4.2: Position of the tentacles over time. Note that β is set to βm = 0.2 during full contraction
and βo = 4.0 during full expansion.
parameter β changes in time according to the equation
β(t′) = βo + (βm − βo)(t′/to)γ (4.2)
During contraction, the tentacles close most rapidly near the end of the stroke for γ > 1. In this
case we set γ = 2. The kinematics for opening are described similarly by the following equation:
β(t′) = βm + (βo − βm)
(
t′ − to
1− to
)γ
(4.3)
We set γ = 2 so that the tentacles open most rapidly at the beginning of the expansion and slow
down near the end of expansion.
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4.2.4 Overview of performed simulations
First, I ran a simulation of a single polyp to compare the generated flow to that produced by a
pair of polyps. Then, I investigated how phase difference between polyps in a pair affects the flow
patterns. Finally, I examined the effect of polyp distance on fluid flow.
4.3 Results
4.3.1 Single polyp flows
A single coral polyp was simulated for 10 s for comparison to the case of two corals. The center of
the coral was placed at position (-0.0075, 0, 0) m. Figure 4.3 shows temporal snapshots taken during
the sixth pulse. A two-dimensional slice is taken through the central axis of the corals with the flow
velocity shown by arrows and the out of plane vorticity, ωz, given as a colormap. The arrows point
in the direction of flow with lengths proportional to the speed. For the colormap, blue corresponds
to counterclockwise (positive) vorticity and red corresponds to clockwise (negative) vorticity.
At the beginning of expansion (i-ii), the stopping vortices formed during the previous pulse cycle
can still be distinguished but they are relatively weak. As the tentacles accelerate during contraction
(iii-iv), some flow is expelled between the tentacles and a strong upward jet is formed. The starting
vortex increases in strength during the contraction (note the blue and red regions of rotation that
form at the tentacle tips and extend downward along the tentacles). During expansion (v-viii),
an oppositely spinning stopping vortex forms and the remainder of the starting vortex is pushed
upward (the faint blue and red colors above the left and right halves of the polyp, respectively). The
growing regions of red and blue between the tentacles represent the oppositely spinning stopping
vortex that intensifies during contraction. The presence of the stopping vortex creates a slow mixing
region between the tentacles during expansion. At the end of expansion (viii), the starting vortex
has nearly dissipated, and the stopping vortex also decreases in strength.
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Figure 4.3: Instantaneous snapshots taken during the sixth pulsing cycle for a single polyp. The
times shown are at 0, 1/8, 1/4, 3/8, 1/2, 5/8, 3/4, and 7/8 of the stroke cycle. The arrows point in
the direction of flow and the colormap shows the out of plane vorticity.
65
The vertical flow, uy, was spatially averaged in a box placed directly above the coral, extending
from the tentacle tips at the end of contraction (y = 0.0043 m) to approximately one tentacle length
above that position (y = 0.0097 m). The width of the box in the x− and z−directions extended
±0.0075 m from the center of the coral. Figure 4.4 shows the spatially averaged vertical flow as
a function of time. The first small peak around t = 0.15 s corresponds to the initialization of the
simulation, when the polyp moves from the reference configuration (flat tentacles) to the starting
configuration for a pulse (tentacles slightly up). The subsequent large peaks correspond to the
active contraction of the tentacles, and the spatially averaged flow reaches a peak magnitude of
about 4.8 × 10−4 m/s. During expansion, the upward jet rapidly decreases in strength, reverses,
and becomes slightly negative towards the end of expansion around t = 1.6 s. The spatially and
temporally averaged vertical velocity over the sixth pulse is 1.11× 10−4 m/s.
Figure 4.4: Spatially averaged vertical flow above a single coral polyp as a function of time over six
pulses.
The horizontal flow along the x−axis, ux, was spatially averaged in a box placed directly to the
left of the coral and extending from the tentacle tips during full expansion (x = −0.0129 m) to
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about one tentacle length to the left (x = −0.0183 m). The height of the box ranged from the base
of the tentacle (y = 0.0 m) to the height of the tips during full contraction (y = 0.0043 m). In the
z−direction, the box was set so that -0.001 < z < 0.001 m. Figure 4.5 shows the spatially averaged
horizontal flow as a function of time. At first, when the polyp positions its tentacles in the starting
configuration before beginning to pulse, the horizontal flow is negative. This flow directed away
from the polyp corresponds to panel (iii) in Figure 4.3, where one can see the outward-downward
flow of the fluid passing between the contracting tentacles. Once the polyp has passed the initial
stage of contraction, the starting vortex is generated and pulls fluid toward the polyp. This positive
horizontal velocity is maintained during expansion as the stopping vortex is generated. During
expansion, the spatially averaged horizontal flow reaches a peak magnitude of 1.5× 10−4 m/s. The
spatially averaged horizontal velocity averaged in time over the sixth pulse is 7.07× 10−5 m/s.
Figure 4.5: Spatially averaged horizontal flow to the left of a single coral polyp as a function of time
over six pulses. Note that by averaging in this space and in this frame of reference, positive flow is
towards the polyp.
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Figure 4.6: Instantaneous snapshots taken during the sixth pulsing cycle for a pair of polyps pulsing
in phase. The distance between the polyps is 0.015 m. The times shown are at 0, 1/8, 1/4, 3/8, 1/2,
5/8, 3/4, and 7/8 of the stroke cycle. The arrows point in the direction of flow and the colormap
shows the out of plane vorticity.
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Figure 4.7: Instantaneous snapshots taken during the sixth pulsing cycle for two polyps pulsing
100% out of phase. The distance between the polyps is 0.015 m. The times shown are at 0, 1/8, 1/4,
3/8, 1/2, 5/8, 3/4, and 7/8 of the stroke. The arrows point in the direction of flow and the colormap
shows the out of plane vorticity.
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4.3.2 Effect of phase difference on the flow field
Two coral polyps were placed in the computational domain with the centers of the polyps
positioned at (-0.0075, 0, 0) m and (0.0075, 0, 0) mm. The diameter of each polyp with the tentacles
fully extended was 0.0124 m such that there was about 0.0026 m between the fully extended tentacle
tips and 0.015 m between the centers of each polyp. The phase difference between the two corals was
set to φ = [0, pi/8, pi/4, 3pi/8, pi/2, 5pi/8, 3pi/4, 7pi/8, pi]. Note that φ = 0 represents the case where
two polyps pulse in phase and φ = pi represents the case when the corals are fully out of phase.
Figures 4.6 and 4.7 show temporal snapshots taken during the sixth pulse of a pair of polyps
pulsing 0 and pi radians out of phase, respectively. The two-dimensional slice is cut through the
central axis of the corals with the flow velocity shown by arrows and the out of plane vorticity, ωz,
given as a colormap. The arrows point in the direction of flow with lengths proportional to the
speed. For vorticity, blue corresponds to counterclockwise (positive) vorticity and red corresponds to
clockwise (negative) vorticity. In both cases, the 0.0026 m separating the two polyps appears to be
enough to avoid interactions between the polyps’ respective flow fields. I did not observe interactions
between the vortex rings of the two polyps, there is no distortion of the upward jets, and the flow
magnitudes are similar to those obtained with a single polyp, as shown in Figure 4.3. The only
observable difference between the in-phase and out-of-phase flow fields is the higher vorticity values
of the stopping vortex rings (panels (ii) and (vi) in Figure 4.7).
Figure 4.8 shows the spatially averaged horizontal and vertical velocities as functions of time
for the vertical flow averaged over the left coral (A), over the right coral (B), and the horizontal
flow averaged to the left of the left coral (C). Note that the boxes drawn for the spatial averages
correspond to those outlined for the case of a single coral. Except for a phase shift in the pulse
timings of the right polyp (B), the averaged flow velocities peak at the end of contraction, as expected
from the results in Figures 4.4 and 4.5. The vertical velocity magnitudes in panels A an B are
slightly higher for a phase difference of pi. Overall, phase difference does not have a large effect on
flow magnitude. A periodic steady-state is reached quickly, within one pulse cycle.
Comparing a single polyp pulsing with polyp pairs pulsing with different phase differences (Figure
4.9), it is apparent that the vertical flow above both polyps, averaged over both space and time, is
0.10− 0.20× 10−4 m/s higher above a single polyp than above individual polyps in a pair, regardless
of the phase difference (panels A and B). The spatially and temporally averaged horizontal flows for
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a single polyp and a pair of polyps are similar (around 7× 10−5 m/s, panel C).
Figure 4.8: Spatially averaged flows as a function of time for six pulse cycles. The phase difference
was varied from 0 to pi radians for a set distance of 0.015 m. (A) Vertical flow averaged above the
left polyp; (B) vertical flow averaged over the right polyp; (C) horizontal flow averaged to the left of
the left polyp.
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Figure 4.9: Spatially and temporally averaged flows during the sixth pulsing cycle as a function of
the phase difference for a set distance of 0.015 m. (A) Vertical flow averaged above the left polyp;
(B) vertical flow averaged over the right polyp; and (C) horizontal flow averaged to the left of the
left polyp. The red lines correspond to the average flow for the single polyp.
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4.3.3 Effect of distance on the flow field
The distance between the two corals was varied from dtrans = [0.014, 0.015, 0.016, 0.018, 0.020,
0.022, 0.024, 0.026 and 0.028] m and the phase difference was fixed to φ = pi/4. This particular
phase difference was selected as early experimental work suggested that nearest polyps tended to be
about pi/4 radians out of phase. Furthermore, phase differences between pi/4 and pi/2 have been
shown previously to result in efficient metachronal swimming and transport using fins, paddles and
swimmerets [99, 97]. Note that the diameter of the coral when the tips are fully extended is about
0.0124 mm so that at the closest position there is only 0.0016 mm between tentacle tips. At the
farthest distance the corals are slightly more than a whole coral width apart.
No difference in average vertical or horizontal flow was observed when varying the distance
between the polyps for a set phase difference of pi/4 (Figure 4.10). The curves for the shortest (0.014
m), longest (0.028 m), and one intermediate (0.020 m) distance overlap almost completely. The peak
values for the spatially averaged flows are similar to those obtained with varying phase differences
and with the single polyp simulation. The peak flow magnitudes are about 4.8× 10−4 m/s for the
averaged vertical flow and 1.5× 10−4 for the averaged horizontal flow.
Comparing a single polyp pulsing with two pairs pulsing at different distances from each other
(Figure 4.11), it is apparent that the vertical flow above the left polyp in a pair is 0.10− 0.20× 10−4
m/s lower than the vertical flow above a single pulsing polyp, regardless of the distance between the
two polyps pulsing in tandem (panel A). The horizontal flows are similar (around 7 × 10−5 m/s,
panel B).
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Figure 4.10: Spatially averaged flows as a function of time for six pulse cycles. The distance between
polyps was varied from 0 to 0.028 m for a set phase difference of pi/4. (A) Vertical flow averaged above
the left polyp; (B) horizontal flow averaged to the left of the left polyp. The red lines correspond to
the average flow for the single polyp.
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Figure 4.11: Spatially and temporally averaged flows during the sixth pulsing cycle as a function of
the distance for a set phase difference of pi/4. (A) Vertical flow averaged above the left polyp; (B)
horizontal flow averaged to the left of the left polyp. The red lines correspond to the average flow
for the single polyp.
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4.4 Discussion
The three hypotheses explored here are: 1) pulsing in pairs increases upward flow above each
polyp and thus benefits both members of the polyp tandem, 2) the benefits of pulsing in pairs
vary with the polyps’ pulsing phase difference, and 3) the benefits of pulsing in pairs vary with the
distance separating the polyps.
Comparing the flows generated by one polyp versus a pair of polyps, I find no support for the
first hypothesis. The results support the opposite: that pulsing in pairs comes with a fluid dynamic
disadvantage to the polyps involved. In Table 4.2, it is apparent that, whether we consider polyps
pulsing at varying phase differences or distances from each other, the spatially averaged flows in
both the vertical and horizontal direction have similar peak magnitude as that of a single polyp.
The same is true for the horizontal spatio-temporally averaged flows (values of H in the rightmost
column of Table 4.2). The results for the vertical spatio-temporally averaged flows above each polyp
show that the peak magnitudes are actually 0.10− 0.20× 10−4 m/s lower for polyps in a pair than
for a single polyp (values of V in the rightmost column).
Table 4.2: Overview of the peak magnitudes of the averaged flow velocities for the different polyp
setups. V stands for the vertical average flow and H for the horizontal average flow. The figures in
which the values can be found are also mentioned. The values for the spatio-temporally averaged
flow velocities for the single polyp can be found in the text.
Spatial flow averaging
(m/s)
Spatial and temporal
averaging (m/s)
Single polyp V ≈ 4.8× 10
−4 (Fig. 4.4)
H ≈ 1.5× 10−4 (Fig. 4.5)
V ≈ 1.1× 10−4
H ≈ 7.1× 10−5
Pair of polyps
(phase)
V ≈ 4.8× 10−4 (Fig. 4.8A,B)
H ≈ 1.5× 10−4 (Fig. 4.8C)
V ≈ 0.9− 1.0× 10−4 (Fig. 4.9A,B)
H ≈ 7.1× 10−5 (Fig. 4.9C)
Pair of polyps
(distance)
V ≈ 4.8× 10−4 (Fig. 4.10A)
H ≈ 1.5× 10−4 (Fig. 4.10B)
V ≈ 0.9− 1.0× 10−4 (Fig. 4.11A)
H ≈ 7.1× 10−5 (Fig. 4.11B)
The results also do not support the second hypothesis; there is no effect of phase difference on
the volumetric flow generated by polyp pairs. Comparing Figures 4.6 and 4.7 qualitatively, there
does not appear to be interaction between vortex rings or distortions of the upward jets, and the
flow fields for each polyp are similar to that of the single polyp from Figure 4.3. The vertical velocity
magnitudes in panels 4.8 A an B are slightly higher for a phase difference of pi. This could be due to
the somewhat stronger vorticity observed at this phase difference (Figure 4.7).
Similar results were obtained on the effect (or lack thereof) of distance on the volumetric flow
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generated by polyp pairs. Once again, the results do not support the hypothesis. The spatially
averaged flows, both in the vertical and horizontal direction, overlap regardless of the distance
between the polyps (Figure 4.10) and are similar to those observed in the single polyp simulation
(Figures 4.4 and 4.5).
Overall, phase difference and distance do not impact flow magnitude as much as expected based
on previous studies [97, 96]. There are two concerns regarding the application of the prior approaches
to the pulsing coral system. First, both studies place their boundaries in line with the main direction
of flow (i.e. the boundaries can be labeled as being upstream or downstream). The pulsing coral
system differs in this aspect because the alignment of the polyps (horizontal) is perpendicular to the
direction of the main flow of interest (the upward jet). Second, both flapping wings and paddling
swimmerets operate at higher Reynolds numbers than those experienced by xeniids. It is thus not
surprising that there are differences in interactions between elements of the flow field (jets, vortices,
etc.) described in these studies. PIV data of the flow fields generated by multiple polyps is consistent
with the idea that the influence of each polyp on the fluid remains local and is limited to a narrow
part of the fluid space above the polyp. Figure 4.12 shows PIV data for a colony of four polyps
recorded at the IUI in Eilat during the same field trip as the PIV data presented in Chapter 2. From
these still images, it is clear that the vortices and upward jet generated by the polyp on the left do
not interact with the elements of flow produced by its neighbor on the right.
Switching from IBM to IBFE, however, yielded some significant advantages from a methodological
point of view. First, the computational time needed to compute a simulation was lowered significantly;
it took four days to compute six pulses on 32 processors using IBM and 12 hours using IBFE. Second,
using IBFE allows more straightforward models of solid volumes to be built using CAD and
commercially available meshing software. These solid volumes replace the fiber models used in IBM.
Building complex shapes with fibers is mathematically challenging; switching to solid volumes and
high-performance CAD software greatly enhances the level of complexity that we can model.
Using 3D IBFE simulations, I investigated situations that are difficult to create in live corals. In
this chapter, I explored the effect of both phase difference and distance between polyps for polyp
pairs. Focusing on such a small group, though artificial (the odds of finding such a small coral colony
are extremely small) allows me to isolate these two parameters of phase difference and distance and
measure their individual impacts on the flow field.
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Figure 4.12: Velocity vector fields produced by a colony of four polyps (PIV data collected following
the methods described in Chapter 2). The flow field, and in particular the jet, generated by the
leftmost polyp does not interfere with the other polyps. Vectors show the magnitude and direction
of flow. The arrows correspond to the direction of flow and the length and colors of the arrows
correspond to the magnitude of the velocity.
From my results, polyp pairs generate less vertical flow per polyp than a single polyp. This
decrease in upward flow is not phase-dependent, meaning that the timing of the pulsing does not
significantly affect the upward flow. It is correlated, however, with the distance between polyps; the
larger the distance, the less the interaction between flow fields and the smaller the benefit. These
findings are consistent with results on the behavioral aspects of the pulsing reported in Chapter
3. Since there does not seem to be an optimal phase difference, there probably is no advantage to
coordinating collective pulsing behavior. Thus, polyps can be considered phase oscillators and we
can confidently model polyp groups as groups of phase oscillators, similar to the simplified model for
locomotion in salp chains proposed by Sutherland and Weihs [84].
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The IBFE model described in this chapter can be expanded to further explore collective pulsing
behavior in xeniids in at least three directions. First, rather than using a prescribed motion, a
muscle-driven model could be employed. Based on morphological information about the position
of the muscles in the tentacles, contraction timings could be prescribed and polyp motion could
emerge from its physical characteristics like elasticity. Second, an advection-diffusion model that is
currently being developed for IBFE to model transport of oxygen, nutrients, and other chemicals
in the system could be added. The processes occurring between the tentacles during the resting
phase would be interesting to study in more detail. Finally, knowing the forces required to move the
boundary (whether with prescribed motion or muscle contraction) and the local velocity, the power
needed or cost of pulsing for an individual polyp and polyp groups could be calculated. Although the
pulsing behavior does not need to be coordinated, it might lower the energetic cost per individual
polyp and the amount of energy saved could depend on group size and distance between polyps.
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CHAPTER 5
GENERAL DISCUSSION
The work presented in this thesis offers new insights and methods that likely have broader
application. In this final chapter, I summarize the main findings of this dissertation, put them in the
broader scientific context, and propose future research directions for each aspect of my thesis.
In the first research chapter (Chapter 2), I described the main characteristics of the flow field
generated by a single pulsing polyp: a continuous jet away from the polyp, starting and stopping
vortices, a separation of flow above the polyp during expansion, and slow mixing around the tentacles,
also during expansion. To enhance mass transfer across the boundary layer, many marine organisms
employ pulsing or paddling motion to increase local flow. Upside-down jellyfish, for example, use
their bell to push fluid through their oral arms and increase gas transfer and prey capture. By
doing so, these jellyfish generate a constant upward jet and starting and stopping vortices that
increase mixing at the edge of their bell. Pulsing corals also use pulsing motions but do so at higher
pulsing frequencies using narrow tentacles that allow water to flow between them. Although the
fluid dynamic issues faced by these corals are very similar to those encountered by other benthic
organisms living at relatively low Reynolds numbers, xeniids display a different behavioral response
compared to other marine organisms. This novel adaptive behavior could serve as inspiration to
design effective small-scale fluid mixers.
In addition to describing the flow patterns, I also developed a 3D computational model of a
pulsing polyp using IBAMR. This new tool can be used to further investigate the relationships
between pulsing behavior and local flow in xeniids. When determining the model’s kinematics,
I chose to use a simplified version of the real coral kinematics by ignoring any tentacle motion
that was out of the plane of focus and constraining the tentacle motions to a 2D plane. In live
polyps, however, twisting motion of the tentacles is often observed and it would be interesting to
explore how variations in the pulsing kinematics affect the flux. Another application of the 3D polyp
model would be to explore different flow regimes. In this dissertation, I discussed the effect of the
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Reynolds number on the flow velocity by simulating a pulsing polyp with a range of Ref , some
of them outside of the biologically relevant range. Similarly, the model could be used to simulate
different background flow velocities and levels of turbulence to infer how xeniid corals might behave
in different environments. My 3D model could also be use to study the mass transfer between the
coral tissue and the fluid. An advection-diffusion module is available for IBAMR [100] and would
enable me to simulate the transport of oxygen, CO2, or nutrients in xeniid corals. The results of
such a simulation could subsequently inform experimental design.
Observing pulsing coral colonies with the naked eye, one can often distinguish small groups
of polyps that seem to pulse in a ordered or coordinated manner. In Chapter 3, I focused on the
behavioral patterns of the collective pulsing. Using both discrete- and continuous-time approaches, I
described these pulsing patterns and showed that there is little to no support for the hypothesis
that these patterns are the result of coordination. No coordination or information transfer between
polyps could be measured using computer vision and information-theoretic tools either. The pulsing
patterns are best described by phase oscillator models in which all oscillators have the same or
slightly varying intrinsic frequencies; these oscillators might be weakly coupled to one another.
Still, the presence of two types of neural nets (peristomial and diffuse) is intriguing and warrants
further exploration. A histological study of the nervous and muscular systems in pulsing corals
is warranted. To my knowledge, there is only one publication available that details the anatomy
of the neuromuscular system in Heteroxenia fuscescens [3]. Unfortunately, the descriptions and
diagrams in this publication are sometimes too approximate, as I described earlier. Performing a
similar anatomical and histological study using more powerful microscopic techniques than were
available in the late 1950s would yield valuable and fundamental information. Better understanding
how the neuromuscular system is built and functions in xeniids would allow us to develop more
accurate behavioral models. Additionally, we could replace the predetermined pulse kinematics
currently implemented in our 3D fluid models by muscle-tension functions, a conceptually more
realistic approach since it mimics the production of motion in live corals.
The third research chapter (Chapter 4) synthesizes the findings of the preceding chapters and
presents a new and powerful numerical model to simulate pulsing polyps. By switching to IBFE, I
was able to both run more complex simulations involving multiple polyps and drastically reduce
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the computational time for these simulations. The lack of behavioral coordination between polyps
(described in Chapter 3) is consistent with the lack of benefit of pulsing in pairs that I described in
Chapter 4. Phase difference and distance between polyps do not affect this result. It is of interest
that, when considering the vertical flow averaged in space and time, the polyps seem to be worse
off pulsing in pairs than alone. Although this might be expected, based on the behavioral results
of Chapter 3, determining that collective pulsing might actually be disadvantageous is surprising.
A possible concern is that the newly developed IBFE model generates some downward back flow
during the pulse cycle that is not present in live corals. The IBFE polyp model is new and needs
further developments and verifications. The main, short-term future direction regarding this model
is to fine-tune the kinematics and boundary parameters (e.g. elasticity) to obtain a more realistic
rendition of a pulsing polyp. Provoking the pulse behavior through muscle-tension functions instead
of a predetermined preferred motion as we did here might help improve the model.
A future goal is the development of a model integrating behavior and environmental conditions
such that the pulsing behavior and timing would not be predetermined but be dependent on the local
fluid conditions (local flow, chemical gradients, temperature, etc.). Since the behavior also affects the
local fluid conditions (mostly through mixing), the resulting model would be a powerful and highly
innovative tool to study the interactions between collective behavior and the physical environment,
especially fluid environments. In recent years, many new tools and models describing fundamental
mechanisms underlying group behavior have been developed and attempts are being made to place
these models in their ecological context by integrating physical parameters [86]. However, many
issues arise in such studies due to the complex morphology of the animals, their relatively complex
behavior (accelerations, turns...), and the flow regime they experience (usually high Reynolds number,
turbulent flows). Using xeniid corals, which have a relatively simple and symmetric anatomy, offer a
limited behavioral repertoire, live at relatively low Reynolds numbers in mostly non-turbulent flow
regimes, and maintain a static position in the fluid, would allow for the creation of a framework
model that is relatively simple, highly relevant from a biological and ecological perspective, and
realistic.
Corals and coral reefs are complex, well-studied yet poorly understood ecosystems that are
valuable due to both their remarkable biodiversity and their role in tourism [101]. While the
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general public is more familiar with reef-building hard corals, soft corals are also significant to these
ecosystems and prevalent throughout the world. Both in their natural habitat and in the world of
aquarists, these pulsing corals become invasive at times [31]. With the current changes in ocean
temperature and chemistry, and the decline of hard coral populations, soft corals are expected to
cover more reef area [102] and thus impact reef ecology. Some studies even consider xeniid corals
to be potential ecosystem engineers capable of locally increasing nutrient availability on coral reefs
[31]. Unraveling when and under what conditions the active pulsing behavior is advantageous in
comparison to strategies used by other corals could potentially aid in conservation efforts and enhance
our understanding of these ecosystems.
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APPENDIX A: THE IMMERSED BOUNDARY METHOD (IBM)
A.1 The governing equations of the IBM
The governing equations for an incompressible, viscous fluid motion are:
ρ
[∂u
∂t
(x, t) + u(x, t) · ∇u(x, t)
]
= ∇p(x, t)
+ µ∆u(x, t) + F(x, t) (1)
∇·u(x, t) = 0 (2)
where u(x, t) is the fluid velocity, p(x, t) is the pressure, F(x, t) is the force per unit area applied
to the fluid by the immersed boundary, and ρ and µ are the fluid’s density and dynamic viscosity,
respectively. The independent variables are the time t and the position x. The variables u, p, and F
are all written in an Eulerian frame on the fixed Cartesian mesh, x.
The interaction equations, which handle the communication between the Eulerian (fluid) grid
and Lagrangian (boundary) grid are written as the following two integral equations:
F(x, t) =
∫
f(s, t)δ (x−X(s, t)) dq (3)
U(X(s, t)) =
∫
u(x, t)δ (x−X(s, t)) dx (4)
where f(s, t) is the force per unit length applied by the boundary to the fluid as a function of the
Lagrangian position s and time t, δ(x) is a three-dimensional delta function, and X(s, t) gives the
Cartesian coordinates at time t of the material point labeled by the Lagrangian parameter s. The
Lagrangian forcing term f(s, t) gives the deformation forces along the boundary at the Lagrangian
parameter s. Equation 3 applies this force from the immersed boundary to the fluid through the
external forcing term in equation 1. Equation 4 moves the boundary at the local fluid velocity; this
enforces the no-slip condition. Each integral transformation uses a three-dimensional Dirac delta
function kernel δ to convert Lagrangian variables to Eulerian variables and vice versa.
The way deformation forces (e.g. the forcing term f(s, t)) in the integrand of equation 3 are
computed is specific to the application. To prescribe the motion of the polyp boundary, the boundary
points are tethered to target points, which can be moved in a prescribed fashion. The prescribed
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motion of the boundary itself comes through a penalty term, tethering the Lagrangian points to the
target points. The equation describing this model is:
f(s, t) = ktarg (Y(s, t)−X(s, t)) , (5)
where ktarg is a stiffness coefficient and Y(s, t) is the prescribed position of the target boundary.
Note that Y(s, t) is a function of both the Lagrangian parameter s and time t. Details on other
forcing terms can be found in [67, 103].
The delta functions in equations 3 and 4 are the heart of the IBM. In approximating these
integral transformations, the following discretized and regularized delta functions δh(x) [57] are used:
δh(x) =
1
h3
φ
(x
h
)
φ
(y
h
)
φ
( z
h
)
(6)
where φ(r) is defined as:
φ(r) =

1
8
(
3− 2|r|+√1 + 4|r| − 4r2) , 0 ≤ |r| < 1
1
8
(
5− 2|r|+√−7 + 12|r| − 4r2) , 1 ≤ |r| < 2
0 2 ≤ |r|.
(7)
The Immersed Boundary method with Adaptive Mesh Refinement (IBAMR) An adap-
tive and parallelized version of the immersed boundary method, IBAMR [68, 69], was used for all
numerical simulations presented in Chapter 2. IBAMR is a C++ library that provides discretization
and solver infrastructure for partial differential equations on block-structured locally refined Eulerian
grids [104, 105] and on Lagrangian (structural) meshes. IBAMR also includes infrastructure for
coupling Eulerian and Lagrangian representations.
A.2 Numerical algorithm
To solve equations 1, 2, 3, and 4, we need to update the velocity, pressure, position of the
boundary, and force acting on the boundary at time n+ 1 using data from time n. The IBM does
this in the following steps [57], with an additional step (4b) for IBAMR [68, 69]:
1. Find the force density, Fn on the immersed boundary, from the current boundary configuration
Xn.
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2. Use equation 3 to spread this boundary force from the Lagrangian boundary mesh to the
Eulerian fluid lattice points.
3. Solve the Navier-Stokes equations, equations 1 and 2, on the Eulerian grid. Upon doing so,
update un+1 and pn+1 from un, pn, and fn. Note that a staggered grid projection scheme is
used to perform this update.
4a. Update the material positions Xn+1 using the local fluid velocities Un+1 computed from un+1
and equation 4.
4b. If on a selected time step for adaptive mesh refinement, refine the Eulerian grid in areas of the
domain that contain the immersed structure or where the vorticity exceeds a predetermined
threshold.
We note that step 4b is from the IBAMR implementation of the IBM. IBAMR is an IBM framework
written in C++ that provides discretization and solver infrastructure for partial differential equations
on block-structured locally refined Eulerian grids [104, 105] and on Lagrangian meshes. Adaptive
Mesh Refinement (AMR) achieves higher accuracy between the Lagrangian and Eulerian mesh by
increasing grid resolution in areas of the domain where the vorticity exceeds a certain threshold
and in areas of the domain that contain an immersed boundary. AMR improves the computational
efficiency by decreasing grid resolution in areas that do not necessitate high resolution.
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APPENDIX B: THE IMMERSED BOUNDARY METHOD WITH FINITE
ELEMENTS (IBFE)
We define the structure material coordinates to be X = (X,Y, Z) ∈ S, where S denotes the
Lagrangian structure domain. The physical positions of X at time t is given by χ(X, t) ∈ Ω, where
Ω is the region in which the entire fluid-structure interaction domain occupies. Hence the space
occupied by the structure at time t is χ(S, t) ⊂ Ω. The system of equations is as follows:
ρ
[
∂u
∂t
(x, t) + u(x, t) · ∇u(x, t)
]
= ∇p(x, t) + µ∆u(x, t) + F(x, t) (8)
∇ · u(x, t) = 0 (9)
F(x, t) =
∫
S
f(X, t)δ (x− χ(X, t)) dX (10)
∂χ(X, t)
∂t
= U(X, t) =
∫
Ω
u(x, t)δ (x− χ(X, t)) dx. (11)
We use the following equation to relate stress deformations of the immersed structure back to
F(X, t), ∫
S
felas(X, t) · φ(X)dX = −
∫
S
Ppass(X, t) : ∇Xφ(X)dX, (12)
where φ is a test function in this weak formulation that describes felas in terms of the first Piola-
Kirchhoff solid stress tensor, P. This stress tensor gives the current elastic deformation forces of the
immersed structure in terms of its reference configuration. This stress tensor describes the passive
elasticity of the polyp with a neo-Hookean material model, given by
Ppass = ηtot
(
F− F−T ) , (13)
where F = ∂χ∂X is the deformation gradient and ηtot is the elastic modulus of the material and can be
dependent on X. Assuming sufficient regularity, felas = ∇X · Ppass. To move the boundary, a tether
force, ftarg, is applied that is proportional to the distance between the current configuration of the
boundary and the preferred configuration, χtarg(X, t), as follows:
ftarg(X, t) = ktarg(χtarg(X, t)− χ(X, t)) (14)
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where ktarg is a constant of proportionality that can be described as the stiffness of the tether force.
The total force acting on the boundary may then be written as
f(X, t) = ftarg(X, t) + felas(X, t) (15)
In comparison to the traditional IB method, IBFE does not use fiber models that describe
individual Lagrangian point-to-point type deformation models. Rather IBFE builds upon a finite
element framework to describe the Lagrangian body from a solid mechanics foundation. This in turn
makes a more global-body approach to describe deformations of a structure, instead of individual
point-set force deformation laws. The algorithm is much the same as the algorithm for traditional
finite difference IB method, with the exception that deformation forces are computed differently.
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