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ABSTRACT
Multiple tracers of the same surveyed volume can enhance the signal-to-noise on a
measurement of local primordial non-Gaussianity and the relativistic projections. In-
creasing the number of tracers comparably increases the number of shot noise terms
required to describe the stochasticity of the data. Although the shot noise is white
on large scales, it is desirable to investigate the extent to which it can degrade con-
straints on the parameters of interest. In a multi-tracer analysis of the power spectrum,
a marginalization over shot noise does not degrade the constraints on fNL by more than
∼ 30% so long as halos of mass M . 1012M are resolved. However, ignoring cross
shot noise terms induces large systematics on a measurement of fNL at redshift z < 1
when small mass halos are resolved. These effects are less severe for the relativistic
projections, especially for the dipole term. In the case of a low and high mass tracer,
the optimal sample division maximizes the signal-to-noise on fNL and the projection
effects simultaneously, reducing the errors to the level of ∼ 10 consecutive mass bins
of equal number density. We also emphasize that the non-Poissonian noise corrections
that arise from small-scale clustering effects cannot be measured with random dilu-
tions of the data. Therefore, they must either be properly modeled or marginalized
over.
Key words: Halo model – keyword2 – keyword3
1 INTRODUCTION
Fluctuations in the galaxy number counts can be expressed
as a series expansion in the matter density and tidal shear.
The coefficients of this series are the galaxy bias parameters
(Desjacques et al. 2018, for a recent review). They are in-
timately related to the underlying halo mass function and
to the (nonlinear) gravitational evolution of density pertur-
bations (see, e.g., Kaiser 1984; Bardeen et al. 1986; Cole &
Kaiser 1989; Mo & White 1996; Catelan et al. 1998; Sheth
& Tormen 1999). Furthermore, one must take into account
projection effects resulting from the propagation of light be-
tween the observed galaxies and the detector. One of these
projection effects is the well-known ”Kaiser effect”, which
arises from the relative line of sight velocity between the
galaxy and the observer (Kaiser 1987). Other contributions
arise from gravitational lensing, wide-angle effects etc. (see
Hamilton & Culhane 1996; Moessner et al. 1998; Matsubara
2000; Hui et al. 2007, for early work in the context of galaxy
clustering). As shown in Yoo et al. (2009) (see also Yoo 2010;
Challinor & Lewis 2011; Bonvin & Durrer 2011; Baldauf
? E-mail: dima.ginzburg@gmail.com
et al. 2011; Jeong et al. 2012), all these effects can be consis-
tently accounted for in a relativistic formulation of galaxy
counts. These effects become more significant as the sur-
vey volume increases (and are thus expected to be relevant
for upcoming surveys such as Euclid or LSST). Finally, one
must include shot noise contributions to account for the dis-
creteness of the galaxy distribution. These are usually taken
to be Poissonian, but data (galaxies) and numerical simula-
tions (halos) have shown evidence for non-Poissonian effects
(Casas-Miranda et al. 2002; Hamaus et al. 2010; Paech et al.
2016).
Statistical measures of galaxy number counts, which
encode important information on viable cosmologies, suf-
fer from sampling variance and shot noise. Sampling vari-
ance can be mitigated by combining different tracers of the
same surveyed volume (Seljak 2009). Such a multi-tracer ap-
proach can enhance the signal-to-noise on a power spectrum
measurement of local primordial non-Gaussianity (McDon-
ald & Seljak 2009; Hamaus et al. 2011; Raccanelli et al. 2015;
Alonso & Ferreira 2015). Similar gains could in principle be
achieved on, e.g., the logarithmic growth rate of structures
(White et al. 2009; Hamaus et al. 2012). These Fisher matrix
analyzes have been - at least partly - validated with the anal-
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ysis of N-body simulations, in which the galaxy positions are
approximated by the center-of-mass locations of dark mat-
ter halos (Hamaus et al. 2011). Moreover, a suitable (mass)
weighting can be applied to mitigate the shot noise as well,
and further reduce the uncertainty on the amount of local
primordial non-Gaussianity (Seljak et al. 2009; Slosar 2009;
Cai et al. 2011; de Putter & Dore´ 2017b).
Although the non-Gaussian bias and relativistic projec-
tions share a similar scale-dependence, this degeneracy can
be broken with multiple tracers of the large scale structure
(Yoo et al. 2012; Camera et al. 2015). In fact, the relativis-
tic projections become detectable only when multiple trac-
ers are used Yoo et al. (2012). In light of current attempts
to measure these effects and, in particular, constrain the
amount of local primordial non-Gaussianity (a detection of
which would have profound implications), it is important to
gauge the different sources of systematics in order to max-
imize the signal-to-noise. The latter is not expected to be
much larger than a few σ’s for |fNL| ∼ 1. In this paper,
we will focus on the shot noise. Although it is expected to
be weakly degenerate with the local non-Gaussianity sig-
nal and the relativistic projections (owing to their specific
scale-dependence), it is prudent to check the extent to which
uncertainties on the parameters of interest - obtained from a
multi-tracer analysis - degrade when we marginalize over the
multiple shot noise terms, are biased by a Poissonian noise
assumption, or can be reduced with an optimal division of
the survey data into samples.
To characterize the shot noise, we will rely on the halo
model, which has been shown to provide a reasonable fit to
simulation data Hamaus et al. (2010); Hamaus et al. (2011);
Ginzburg et al. (2017). The shot noise model, along with our
linear theory description of the observed large scale galaxy
power spectrum, are briefly reviewed in §2. Our results are
presented in details in §3, and summarized in §4.
2 MODEL
We will closely follow the notation of Yoo et al. (2012) to
facilitate comparison with this work.
For simplicity, we assume throughout that galaxies and
halos are interchangeable, that is, each dark matter halo
hosts exactly one galaxy located at its center. HODs could be
used to make this correspondence more realistic. In any case,
this simplification does not affect our conclusions. Since we
are interested in the large scale properties of the galaxy dis-
tribution, we retain the linear contribution to the observed
galaxy density only. In Fourier space, this becomes
δh(k) = b1δm(k) + δProj(k) + (k) . (1)
Here, δh(k) and δm(k) are the Fourier modes of the (real
space) halo and dark matter overdensity, (k) is the shot
noise, and b1 is the linear bias. At low k, the shot noise
asymptotes to a white noise contribution ε ≡ (k → 0). We
adopt this approximation throughout the paper. Further-
more, to avoid clutter, we use b instead of b1 to designate the
linear bias (so that we can label the linear bias of different
samples with a subscript). This will not add any confusion
since we do not consider contributions beyond linear theory.
We consider the possibility of a local primordial non-
Gaussianity parametrized by fNL, in which case the linear,
scale-independent bias b becomes (Dalal et al. 2008; Slosar
et al. 2008; Matarrese & Verde 2008)
b→ b(k) ≡ b+ fNL ∂ ln n¯
∂ lnσ8
3Ωm0H
2
0
k2T (k)D(z)c2
. (2)
We will approximate the σ8-derivative by δc(b1 − 1), where
δc ' 1.686 is the linear critical overdensity for a spherical
collapse, but one should bear in mind this is a bad approxi-
mation for certain halo definitions (Biagetti et al. 2017). Fur-
thermore, T (k) is the matter transfer function normalized to
unity as k → 0, D(z) is the linear growth rate normalized
to 1 + z and Ωm0 is the present-day matter density. Unless
otherwise stated, we adopt the fiducial value of fNL = 0 in
all illustrations.
In the plane-parallel approximation and for narrow red-
shift bins, the linear projection terms ranked according to
their power of H/k are given by
δProj(k) =
[ P
(k/H)2 − iµk
R
(k/H) + fµ
2
k
]
δm(k) , (3)
where µk is the cosine angle between the line-of-sight direc-
tion and the wave vector, H is the conformal Hubble rate,
and f is the logarithmic growth rate f = d ln δm/d ln a. Ig-
noring the gravitational lensing and the integrated Sachs-
Wolfe contributions, the functions P and R take the form
(Yoo et al. 2012)
P = ef − 3
2
Ωm(z)
[
e+ f − 1 + z
H
dH
dz
+ (5p− 2)(2− 1Hr )
]
R = f
[
e− 1 + z
H
dH
dz
+ (5p− 2)(1− 1Hr )
]
(4)
where e is the time evolution of the mean galaxy number
density and p is the luminosity function slope of source
galaxy population at the threshold,
p =
∂ log n¯
∂M , e =
∂ ln n¯
∂ ln(1 + z)
. (5)
Here, n¯g is the average tracer (galaxy) density as a function
of observed redshift z, while M is the absolute magnitude.
For simplicity, we will set e = 3 (i.e. constant comoving num-
ber density as in Yoo et al. (2012)) throughout, although our
survey specifications do not correspond to narrow redshift
intervals.
When Eq.(3) is generalized to the case of multiple trac-
ers, p will likely vary among the tracers. For sake of com-
parison with Yoo et al. (2012) however, we will assume a
common value of p = 0 or p = 0.4 among the tracers. Set-
ting p = 0 is appropriate to surveys with very low luminosity
threshold, whereas p = 0.4 signifies that one is considering
a flux limited survey dominated by the galaxies at the peak
of the luminosity function. We do not consider higher values
of p (corresponding to a survey in which the high luminos-
ity tail solely is sampled) since, in this case, low mass halos
are not resolved and, therefore, the signal-to-noise for the
projection effects and the local primordial non Gaussianity
is expected to be low (this is exemplified in e.g. Fig.1). This
emphasizes the fact that, in reality, p will likely depend on
the minimum halo mass Mmin resolved in the survey.
Note also that the dipole term ∝ µk leads to an imag-
inary contribution to the cross-power spectrum of two dif-
ferent tracers (McDonald 2009), which makes R weakly de-
generate with the other model parameters (see Gaztanaga
et al. 2017, for a first attempt to measure this effect).
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Since deviations from Gaussianity are actually small
(except, possibly, for the modes on the largest scales), the
likelihood for a measurement of the Fourier modes δobs =
(δg1, . . . , δgN )
> of N different galaxy tracers at a single
wavenumber k is
L = 1
(2pi)(N/2)(detC)(1/2)
exp
[
− 1
2
δobs†C−1δobs
]
(6)
The corresponding covariance matrix is C = 〈δobsδobs†〉 =
bb†Pm+E, E = 〈εεT 〉 and Pm is the matter power spectrum
in the comoving gauge. The Fisher matrix for the set of
model parameters θi is
Fij =
〈
− ∂
2 lnL
∂θi∂θj
〉
=
1
2
Tr
[
C−1CiC
−1Cj
]
, (7)
where Ci = ∂C/∂θi. For the parameters fNL ,R, P , as-
suming the shot noise term does not depend on any of the
parameters above, the Fisher matrix can be written in the
following way:
Fij =
α
1 + α
γij +
Re(βiβj − αβiβ∗j )
(1 + α)2
, (8)
where we have defined α = b†E−1bPm, βi = b†E−1biPm,
γij = Re(b
†
iE−1bj)Pm and bi = ∂b/∂θi. (Hamaus et al.
2011; Yoo et al. 2012)
To calculate the functions α, βi and γij , we use the
Sheth-Tormen formula for the linear bias (Sheth & Tormen
1999) and a ΛCDM power spectrum consistent with Cos-
mic Microwave Background (CMB) constraints (from the
WMAP7 analysis more specifically, see Komatsu et al. 2011).
Moreover, as fiducial shot noise model, we adopt the halo
model approach of Hamaus et al. (2010), which gives a rea-
sonable fit to the numerical results (see also Ginzburg et al.
2017) . The elements Eij of the shot noise matrix take the
form
Eij = 1
n¯
δKij −
(
biMj + bjMi
)
ρ¯m
+ bibj
〈nM2〉
ρ¯2m
(9)
where, here and henceforth, n¯ denotes an integrated number
density whereas n = n(M) designates the differential mean
number counts dn/dM . We will compare this prediction to
the Poissonian approximation, in which only the first term
in the right-hand side is present. The Fisher matrix of the
survey is then given by the integral of Eq. (8) across the rele-
vant range of wavenumbers. In what follows, we will include
Fourier modes between kmin = 2pi/V
1/3 (the fundamental
mode) and kmax = 0.03hMpc
−1. This rather low values of
kmax ensures that the linear approximation adopted here is
valid throughout.
As emphasized above, we will assume there is a one-to-
one correspondence between the surveyed galaxies and the
host dark matter halos and, moreover, the clustering prop-
erties of galaxies are fully determined by the host halo mass
M (with a maximum halo mass of M = 1017 h−1M in all
practical calculations). We will, by default, construct galaxy
samples such that they share the same comoving density.
We will relax this assumption later. Furthermore, to facil-
itate the comparison with previous studies – in particular,
Yoo et al. (2012) – we consider various surveys with mean
survey and volume as listed in Table 2.
z V (h−1Gpc3)
Survey 1 0.5 59 (z = 0 ∼ 1)
Survey 2 2 410 (z = 1 ∼ 3)
Table 1. The parameters for the two survey configurations used
in all illustrations. The volumes are calculated from the lower and
upper redshift limit given in brackets. Similar survey characteris-
tics are considered in Yoo et al. (2012).
3 RESULTS
3.1 Model parameters and preliminary checks
We focus on the detectability of R, P, fNL in the galaxy
power spectrum, assuming that all the other parameters (i.e.
bi, f etc.), except the noise terms, have been constrained
using, for instance, a combination of power spectra and bis-
pectra measurements at wavenumber larger than kmax. Since
p assumes a unique value among all tracers, our model pa-
rameters thus are (R,P, fNL, ij), where ij represents the
N(N+1)/2 white noise contributions to the auto- and cross-
power spectra of the N galaxy tracers. Our aim is under-
stand the influence of uncertainties in the shot noise esti-
mates on a measurement of R, P and fNL. In principle, cos-
mological parameters (such as ns, σ8 ΩΛ e.t.c) and bias pa-
rameters are estimated from the survey as well, they should
be marginalized over as well. However, in de Putter & Dore´
(2017a) it was concluded that the effect is typically less then
20-30 percent for the multitracer case for the Fisher matrix
(and so even less for the error) and therefore we ignore it.
Note, however, that though the effect is small, it is not neg-
ligible and should be taken into account in estimation of the
errors in a real survey.
To begin, we performed consistency checks with the lit-
erature, and assessed the extent to which the marginalized
errors on R, P, fNL depend on the shot noise model. We
considered the halo and Poisson models outlined above and
found there is almost no difference between the two models
(regardless of the number of bins), in agreement with the
findings of de Putter & Dore´ (2017a) (who focused on fNL
though).
3.2 Varying the number of tracers
Next, we checked the dependence of the measurement sig-
nificance on the number of bins. In a real survey, only a
finite number N of bins can be considered, while the ide-
alized (continuous) limit N → ∞ provides a lower bound
to the uncertainties. Fig. 1 shows the signal-to-noise P/σP
and R/σR as a function of N = 2, 3, 10 and N → ∞. The
marginalized errors σP and σR were obtained upon fixing
all the other model parameters to their fiducial value.
Increasing the number of bins from 2 to 10 can increase
the signal-to-noise by roughly a factor of 2 to 3, especially
if low mass halos M . 1012 h−1M are included in the sur-
vey. For P, splitting the data into N ≥ 3 tracers improves
the signal-to-noise only if the minimum halo mass is below
1012 h−1M. In any case, the signal-to-noise remains too low
to allow a detection of this term at redshift z < 1.
Allowing fNL and the shot noise terms to vary changes
MNRAS 000, 1–11 (2019)
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Figure 1. Dependence of the signal-to-noise P/σP and R/σR on the number of tracers. The red and blue curves show the results for
survey 1 and 2, respectively. They agree with the findings of Yoo et al. (2012).
the errors as shown in Fig. 2. Solid and dashed curves indi-
cate the marginalized and conditional (i.e. all the remaining
parameters are fixed) for N = 2, 3 and 10 bins. A value of
p = 0 is assumed, but we checked that the results remain
qualitatively the same when p = 0.4 is adopted instead. The
peculiar dipolar dependence of the R contribution trans-
lates into very similar conditional and marginalized errors.
By contrast, these errors differ significantly at halo mass
M . 1012 h−1M for P and fNL.
Since the non-Gaussian bias and the relativistic projec-
tions are inversely proportional to powers of k, marginalizing
over the white noise will not significantly expand the errors.
We have performed the same test for both 2 and 3 tracers
of equal number density (in the latter case, the marginaliza-
tion is over 6 independent noise parameters) and found very
similar results. Therefore, only the 2 tracers case is shown
in Fig. 3 for illustration. A marginalization over the diago-
nal and off-diagonal shot noise terms degrade the errors by
20% (resp. 10%) for Mmin = 10
10 h−1M and 30% (resp.
15%) for Mmin = 10
12 h−1M for survey 1 (resp. survey
2). For three tracers, our numerical checks return compara-
ble error degradations. We thus speculate that the numbers
quoted here are representative of a generic N ≥ 2 multi-
tracer power spectrum analysis, that is, marginalizing over
all the shot noise terms does not expand the error on fNL
by more than ∼ 30%. When Mmin . 1011h−1M, most of
the error degradation arises from the GR projection effects.
For P, the error degradation is somewhat smaller at same
value of Mmin < 10
12 h−1M.
3.3 Optimizing the bin width
Until now, we assumed that the mass bins share the same
number density. When N becomes very large, this restriction
does not matter anymore because the sum over the mass
bins uniformly converges towards the ideal case N → ∞
(in which sums can be replaced by integrals). For a small
number of bins however, the division in bins of equal number
density is, of course, suboptimal. Let us illustrate this in the
case of two tracers.
Let M∗ ∈ [Mmin,Mmax] define the boundary of the two
mass bins. To find the optimal value of M∗ which minimizes
MNRAS 000, 1–11 (2019)
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Figure 2. Marginalized (solid) and conditional (dashed) errors for survey 1 (top panels) and survey 2 (bottom panels) for different
number of tracers with equal number density. The blue, red and green curves represent the 2, 3 and 10 tracers case. All the model
parameters (R,P, fNL, ij) are allowed to vary.
Figure 3. Marginalized vs. conditional error on fNL for two tracers of equal number density, and p = 0. Results are shown for the two
survey specifications considered here.
the error on fNL, consider the Fisher matrix element
FfNLfNL =
α
1 + α
γfNLfNL +
Re(βfNLβfNL + αβfNLβ
∗
fNL
)
(1 + α)2
.
(10)
Under the assumption that the imaginary part of b arising
from the relativistic dipole term is much smaller than the
real part, the linear bias b is real and we get:
FfNLfNL =
α
1 + α
γfNLfNL +
(1− α)β2fNL
(1 + α)2
. (11)
The low and high mass bins can be characterized by their
effective linear (Gaussian) bias b1 and b2; and their number
MNRAS 000, 1–11 (2019)
6 D. Ginzburg et al.
densities n¯1 and n¯2 defined as
b1 =
1
n¯1
∫ M∗
Mmin
dM n(M)b(M)
b2 =
1
n¯2
∫ Mmax
M∗
dM n(M)b(M)
n¯1 =
∫ M∗
Mmin
dM n(M) , n¯2 =
∫ Mmax
M∗
dM n(M)
n¯12 ≡ n¯1 + n¯2 . (12)
Since the halo model and the Poissonian approximation to
the shot noise return very similar measurement errors (see
§3.1 for a discussion), we assume Poissonian noise to simplify
the calculation. For two tracers, this implies
E−1 =
(
n¯1 0
0 n¯2
)
. (13)
Therefore, we find
βfNL = Kb
†E−1(b− 1)Pm
= αK − (b1n¯1 + b2n¯2)Pm (14)
and
γfNLfNL =
[
K2(b− 1)†E−1(b− 1)
]
Pm
= K2α− 2K2Pm(b1n¯1 + b2n¯2) +K2Pmn¯12 , (15)
where
K =
3δcrΩm0H
2
0
k2T (k)Dmd(τ)
(16)
is the amplitude of the non-Gaussian bias. Here, δc is the
spherical collapse threshold, Dmd(τ) is the linear growth
normalized to a(τ) during the matter-dominated epoch, k
is the wavenumber, T (k) is the transfer function (normal-
ized to unity in the limit k → 0), Ωm0 is the matter density
parameter today and H0 is the Hubble constant today.
The optimum M∗ is reached when FfNLfNL is maxi-
mized. The extremum condition ∂
∂M∗FfNLfNL(M
∗) = 0 is
satisfied only when
∂α(M∗)
∂M∗
= 0 . (17)
This is due to the fact that, since Mmin and Mmax are held
fixed,
∂(b1n¯1 + b2n¯2)
∂M∗
= 0 (18)
and, thus,
∂γfNLfNL
∂M∗
= K2
∂α
∂M∗
and
∂βfNL
∂M∗
= K
∂α
∂M∗
. (19)
Using the relations
∂b1
∂M∗
=
n(M∗)
n¯1
(− b1 + b(M∗))
∂b2
∂M∗
=
n(M∗)
n¯2
(
b2 − b(M∗)
)
∂n¯1
∂M∗
= n(M∗)
∂n¯2
∂M∗
= −n(M∗) , (20)
the condition
0 =
∂α(M∗)
∂M∗
=
∂(b21n¯1 + b
2
2n¯2)
∂M∗
Pm (21)
implies
n(M∗)(b2 − b1)
[
b1 + b2 − 2b(M∗)
]
Pm = 0 . (22)
Since b(M) is a monotonically increasing function, b1 can
not be equal to b2. Hence, we must have
b(M∗) =
b1 + b2
2
. (23)
Since this relations is true for any k, it is also true when
the Fisher matrix elements are integrated over k space. The
same relation Eq.(23) remains valid for R and P. To show
this, define
K1 =
1
(k/H)2 , K2 = iµ
1
(k/H) . (24)
Therefore,
FRR =
α
1 + α
K22 n¯12Pm +
−K22
1 + α
FPP =
α
1 + α
K21 n¯12Pm +
K21 (1− α)
(1 + α)2
(25)
Clearly, ∂FRR(M
∗)
∂M∗ = 0 and
∂FPP (M∗)
∂M∗ = 0 when M
∗ also
satisfies ∂α
∂M∗ = 0. Note that Eq.(23) is consistent with
the optimal weighting functions proposed by Slosar (2009)
(which are proportional to the linear bias).
It is straightforward to show that the condition Eq.(23)
corresponds to a minimum of α(M∗). This reflects the fact
that the information is maximized when the sampling vari-
ance 1 + α is minimized or, alternatively, when the FKP
weight (Feldman et al. 1994) (1 + α)−1 is maximized. For a
single tracer, the sampling variance is minimized for a zero
bias tracer (Castorina et al. 2018)
To illustrate this point further, Fig. 4 compares the
equal number density vs. optimal division for N = 2 bins.
Solid and dashed curves show the marginalized and con-
ditional errors for fNL, R and P when M∗ is varied from
Mmin = 10
11h−1M until Mmax = 1017h−1M. Scenario 1,
with the fiducial fNL = 0, is adopted for illustration. For
the parameters fNL ,R, P, the minimum for the conditional
error is also the minimum for the marginalized error, and
it corresponds to the value of M∗ which realizes the condi-
tion Eq. (23). This is due to the fact that all the relevant
components of the Fisher matrix reach an extremum when
∂α(M∗)
∂M∗ = 0 (Since all the contribution to γij and βi are ei-
ther linear in α or have zero derivative with respect to M∗).
Therefore, the relevant components of the inverse Fisher ma-
trix will also reach an extremum for the same value of M∗.
The division shown as the red dotted line, for which n¯1 = n¯2,
is clearly suboptimal (up to a factor of 2, in agreement with
the findings of Slosar 2009). Our conclusions are insensitive
to the value of Mmin, p or the survey details.
In figure Fig. 5 we show uncertainties on fNL,R,P as
a function of minimum halo mass bin for the two survey
characterizations and assuming p=0 (the results for p=0.4
are very similar) for different numbers of tracers sharing the
same number density (color curves as indicated in the cap-
tion). For the two tracers case, we also constructed the bins
such that the FKP weight is maximized as discussed above.
The resulting ”optimized” errors are shown as the dotted-
dashed curves. They are comparable to those obtained with
10 tracers of equal number density.
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Figure 4. Conditional (dotted) and marginalized (solid) errors on fNL, R and P as a function of the halo mass M∗ used two split
the halo population into a low and high mass sample. The gray vertical line indicate the value of M∗ which simultaneously minimaizes
the error on fNL, P and R (see text). The red vertical line shows the value of the border when the bins have even halo density. For
illustration purposes, results are shown for a minimum and maximum halo mass of 1011 and 1017 h−1M], respectively. A low redshift
survey with p = 0 and fNL = 0 is also assumed.
Figure 5. Conditional and marginalized errors (solid and dashed curves, respectively) as a function of the minimum halo mass when the
number of tracers is 2 (gray curves), 3 (green curves), 10 (red curves) and 100 (blue curves). The samples are constructed such that they
share the same number density. For the two tracer case however, we also constructed the 2 samples such that they maximize the FKP
weight (see text). The corresponding errors are shown as the dotted-dashed curves (brown for conditional and black for marginalized).
Results are shown for scenario 1 and 2 with the fiducial value fNL=0, and with p = 0.
3.4 Systematic errors
The Fisher Matrix formalism can also be applied to estimate
the systematic errors caused by incorrect model assumptions
arising, for instance, from a wrong value assignment to a
model parameter (Heavens 2009; Heavens et al. 2007). In
the present case, we are interested in calculating the sys-
tematic bias on fNL, R and P due to a misestimation of the
noise. Following Heavens (2009), let M ′ be a model with n′
parameters nested in a bigger model M with p additional
parameters. Furthermore, assume that the p parameters are
fixed to some incorrect values in M ′, and that M ′ is used
to analyze the data. One can easily show that the best-fit
MNRAS 000, 1–11 (2019)
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values of the n′ parameters shift from their true value by
δθ′α = −(F ′−1αβ)Gβζδψζ (26)
where θα are the n
′common parameters, whereas ψζ repre-
sent the p additional parameters in M , i.e. α, β = 1..n′, ζ =
1..p. Furthermore,
Gβζ =
1
2
Tr[C−1C,β C
−1C,ζ +C
−1(µ,ζ µ
T ,β +µ,β µ
T ,ζ )]
(27)
where µ is the ensemble average over the data values and
x,α = ∂x/∂θα. Since 〈δ〉 = 0 by definition and ψζ = E we
get
Gβε =
1
2
Tr[C−1C,β C
−1C,ε ] (28)
δθ′α = −(F ′−1αβ )GβζδEζ
where α, β = 1..n′. In the case of a single tracer, E is a
scalar whereas, for m tracers, it is a vector of dimension
p = m(m+ 1)/2. Systematic errors will arise when e.g. E is
fixed to the Poissonian expectation while the actual noise is
non-Poissonian. To quantify this effect, we consider two trac-
ers and set δE to be the difference between the Poissonian
and halo model predictions. In Fig. 6, we show the system-
atic errors δfNL, δP and δR caused by a shift in one of the
shot noise terms solely, and by the sum of all three. The sys-
tematic error arising from the off-diagonal term 12 - which
is often ignored in multi-tracer studies - becomes significant
for low redshift fNL constraints as soon as the mass drops be-
low ∼ 1012h−1M. Therefore, it is essential to include this
term in the theoretical model, and marginalize over it in
the absence of a reliable theoretical prediction. For the high
redshift survey, the systematic error on fNL and P is mainly
driven by the shot noise of the low mass sample, 22. Note
that R is generally immune to any systematics, unless the
low redshift survey probes halos of mass M . 1010h−1M.
In this case however, a marginalization would not degrade
the constraints.
3.5 Sensitivity to the minimum wavenumber
There is the possibility that some of the modes are severely
contaminated by foregrounds, especially on large scales, and
must be discarded. To account for this possibility, we per-
formed similar checks in which the smallest kmin used for
the calculation of the Fisher information was taken to be an
even integer multiple of the fundamental mode.
Since the number of modes decrease, the errors increase,
albeit not in a similar way. Namely, while the statistical er-
rors do not expand significantly for R (especially for the
high redshift survey) for kmin as large as 6 times its fidu-
cial value, they increase noticeably for P and fNL. This is
consistent with the fact that P and fNL terms are propor-
tional to 1/k2 , while the R term is proportional to 1/k. As
a result, taking out small k modes affects P and fNL terms
more strongly. The systematic errors caused by wrong as-
sumptions about the shot noise (as discussed above) change
(in absolute magnitude) by a comparable amount
Reducing kmax (i.e. taking half the fiducial value) affects
the uncertainties in the following way. For R , this leads to
a slight increase in the statistical error while there is no
discernable difference for the systematic shift. By contrast,
the statistical error on P and fNL slightly increases while
the corresponding systematic error appears to show the op-
posite trend. Overall, varying either kmax or kmin does not
significantly change our previous results, which are therefore
robust to the choice of the range of wavenumbers considered
for the analysis (see also the discussion in de Putter & Dore´
2017a).
3.6 Estimating the shot noise from the data
Can we extract the corrections to Poisson noise directly from
the data? Consider the method outlined in Ando et al. (2018)
for instance. Namely, split a given halo catalog δh with linear
bias b into two random subsamples δh,1 and δh,2, with bias
b1 = b2 = b and number density (2/n¯). Then, form the half-
difference (HD) map (in the notation of Ando et al. 2018)
HD ≡ 1
2
(δh,1 − δh,2) . (29)
Since the two subsamples are equally clustered, the power
spectrum of HD reads
〈(HD)2〉 = 1
4
[
〈21〉+ 〈22〉 − 2〈12〉
]
, (30)
where angle brackets denote an ensemble average. Eq. (9)
then implies that the non-Poissonian contributions all cancel
out, and one is left with
〈(HD)2〉 = 1
n¯
(31)
because the two halo subsamples do not overlap. This re-
sult remains valid for actual galaxy samples, and is inde-
pendent of the details of the shot noise model. It shows that
the non-Poissonian corrections to the power spectrum which
truly arise from the small-scale clustering properties of large
scale structure tracers (i.e., small-scale exclusion effects, see
Smith et al. 2007; Baldauf et al. 2013) cannot be measured
using random dilution of the parent sample. However, non-
Poissonian effects in the galaxy distribution unrelated to
clustering could be measured with such an approach.
4 CONCLUSIONS
We investigated the impact of shot noise uncertainties aris-
ing for multi-tracer constraints on local primordial non-
Gaussianity (parametrized by fNL) and line-of-sight projec-
tion effects (parametrized by P and R). We have considered
a low (z¯ = 0.5) and high-redshift (z¯ = 2) survey in which
galaxies are idealized as halo centers of mass. We do not ex-
pect our conclusions to change significantly for more realistic
halo occupation distributions. All the errors are computed
at the Fisher matrix level. Based on the survey configura-
tions considered here, our conclusions can be summarized as
follows:
• In a multi-tracer analysis of the power spectrum, a
marginalization over all the shot noise terms does not de-
grade the constraints on fNL by more than ∼ 30% regard-
less of the number of tracers, so long as halos of mass
M . 1012h−1M are resolved.
• The uncertainties on fNL, P and R can be simulta-
neously optimized upon maximizing the FKP weight. As a
MNRAS 000, 1–11 (2019)
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Figure 6. Systematic errors on fNL, P and R caused by the Poissonian assumption in a two tracer analysis. The dotted black curve
represents the statistical error marginalized over all parameters but the noise, while the solid black curve shows the uncertainty when all
the parameters - including the noise - are marginalized over. The blue dashed curve is the systematic error arising from the off-diagonal
noise term solely, while the green and gray dotted curves indicate the systematic error induced by the diagonal noise terms. The red,
dashed-dotted line is the combined effect of all of them.
result, two optimized tracers give errors comparable to those
obtained with ten tracers of equal number density.
• Ignoring the off-diagonal shot noise contributions in-
duces large systematics on a measurement of fNL at redshift
z < 1. At high redshift, they lead to significant biases only
if halos down to masses . 1010h−1M are surveyed.
• If off-diagonal shot noise terms are ignored, then it is
better to use the Poissonian approximation when low mass
halos M . 1011 h−1M are resolved.
• Constraints on R, which parametrizes the amplitude of
the dipole term, are immune to most of these effects, but one
must include the off-diagonal shot noise terms especially if
low mass halos M . 1010h−1M are surveyed.
• It is not possible to measure the non-Poissonian noise
corrections from random dilutions of the data, because they
actually arise from small-scale clustering effects (projected
onto large scale through Fourier transformation).
Strictly speaking, these results are valid so long as the model
parameters do not vary significantly across the surveyed vol-
ume. A tomographic decomposition can be performed when
this condition is not fullfilled. Furthermore, we have assumed
throughout that the linear bias of the surveyed data is well-
constrained from, e.g., an independent measurement of the
bispectrum. In principle, the multi-tracer approach can be
extended to higher-order statistics and, in particular, com-
bined measurements of the power spectrum and bispectrum
as considered in Dore´ et al. (2014); Yamauchi et al. (2017).
Our discussion can be readily extended to this case using
predictions from the halo model (see for instance Ginzburg
et al. 2017).
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APPENDIX A: INFINITE NUMBER OF BINS LIMIT
Here we show the formulae we used in order to calculate the Fisher matrix for the approximation of infinite number of equal
density bins. We follow the derivation of Appendix D in Hamaus et al. (2011). However, unlike the above reference, we assume
that the shot noise is affected only by the ”bare” linear bias (in this appendix we define it as b0), rather than the effective
bias which contains the corrections due to light propagation (Kaiser effect and general relativistic effects) and corrections due
to fNL (in this appendix defined as bc). We recall that according to the halo model the shot noise is E = A−Mb0T where
A = n¯−1I − b0MT and M = M/ρm − b0
〈
nM2
〉
/2ρ2m and M is a vector containing the mean halo mass of each bin. And
using the Sherman-Morrison formula (see Hamaus et al. (2011))
E−1 = A−1 + A
−1Mb0TA−1
1− b0TA−1M (A1)
A−1 = n¯I + b0M
T n¯
n¯−1 −MT b0
where n¯ is the density of one bin. Therefore
bc
†A−1bc = bc
†bc + n¯(bc†b0MT bc − bc†bcMT b0)
n−1 −MT b0 (A2)
b0
†A−1bc = b0
†bc + n¯(b0†b0MT bc − b0†bcMT b0)
n−1 −MT b0
bc
†A−1b0 = bc
†b0 + n¯(bc†b0MT b0 − bc†b0MT b0)
n−1 −MT b0
bc
†A−1M = n¯bc
†M (n¯−1 −MT b0)+ bcT b0MTM
n−1 −MT b0
b0
†A−1M = n¯b0
†M (n¯−1 −MT b0)+ b0T b0MTM
n−1 −MT b0
b0
†A−1b0 = b0
†b0
n−1 −MT b0
The terms which contain the derivatives of bc with the respect to one of the parameters are calculated simply by replacing
one (or both) of bc vectors by bci where bci is the derivative of the bc vector with the respect to parameter i. Therefore,
similarly to Hamaus et al. (2011) for α, β and γ we get:
[α = bc
†E−1bcP (k) = (A3)
n¯−1P (k)
λ+λ−
[(
bc
†bc + n¯
(
bc
†b0MT bc − bc†bcMT b0
))(
1− b0†A−1M
)
+
(
n¯−1 −MT b0
)(
bc
†A−1Mb0†A−1bc
)]
]
β = bc
†E−1bciP (k) = (A4)
n¯−1P (k)
λ+λ−
[(
bc
†bci + n¯
(
bc
†b0MT bci − bc†bciMT b0
))(
1− b0†A−1M
)
+
(
n¯−1 −MT b0
)(
bc
†A−1Mb0†A−1bci
)]
γ = bci
†E−1bciP (k) = (A5)
n¯−1P (k)
λ+λ−
[(
bci
†bci + n¯
(
bci
†b0MT bci − bci†bciMT b0
))(
1− b0†A−1M
)
+
(
n¯−1 −MT b0
)(
bci
†A−1Mb0†A−1bci
)]
where, similarly to Hamaus et al. (2011) we define
λ+λ− =
(
n¯−1 −MT b0
)2
− b0T b0MTM (A6)
From now, each term of the form xTy or x†y is calculated using equations 55-56 in Hamaus et al. (2011)
xTy → N
n¯tot
∫ Mmax
Mmin
n(M)x(M)y(M)dM (A7)
x†y → N
n¯tot
∫ Mmax
Mmin
n(M)x∗(M)y(M)dM
where N is the number of bins and n¯tot is the total halo density, i.e.
n¯tot =
∫ Mmax
Mmin
n(M)dM (A8)
Note that the final expressions for α, β and γ do not depend on N .
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