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Résumé 
Dans ce mémoire nous présentons les aspects théoriques et d'implémentation d'une 
méthode de répartition d'applications dans un système distribué : le Remote Procedure 
Cali, extension du modèle procédural classique. Le premier chapitre tente d'introduire 
les types, caractéristiques et architectures ainsi que les avantages et désavantages de 
ce qu'on entend de nos jours par "système distribué". Il traite aussi des réseaux en 
général, des protocoles de communication adaptés aux systèmes distribués et de 
quelques aspects de sécurité et de protection y liés. Le deuxième chapitre illustre la 
facette théorique du RPC, sa philosophie, ses objectifs ainsi que les contraintes 
d'implémentation et de performance. Enfin le chapitre m propose une implémentation 
particulière du RPC. Il s'agit du Network Computing System (NCS) d'Apollo/HP. 
L'architecture, les concepts de base et le modèle réseau sous-jacent au NCS y sont 
analysés et évalués. 
Abstract 
In this paper we present the clifferent aspects of theory and implementation of a means 
of partitioning applications in a clistributed system: theRemote Procedure Cali (RPC), 
an extension to the classic procedure call mechanism. The first chapter introduces the 
types, characteristics and architectures as well as the advantages and disadvantages of 
what is considered as a "distributed system". lt deals with networks in general, their 
communication protocols as applied to distributed systems and the related realms of 
security and protection. The second chapter illustrates the theory of RPC, its 
philosophy, objectives and constraints of implementation and performance. Chapter 
m proposes a specific RPC implementation, the Network Computing System (NCS). 
The architecture of NCS, its basic concepts and the underlying network model are 
analyzed and evaluated. 
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Introduction : 
Les systèmes distribués ont atteint depuis quelques ann6es une seuil d'acceptation 
considérable auprès des milieux universitaires et industriels. Partout, lors de l'installation de 
nouveaux systèmes informatiques, l'on considère les systèmes distribués pour les nombreux 
avantages qu'ils sont susceptibles de présenter. 
La distribution des donn6es et des traitements est cens6e amener une meilleure efficacité, 
sécurité et disponibilité des ressources d'un réseau d'ordinateurs. Ces dseaux sont souvent de 
nature hétérogène. Les tâches primordiales des concepteurs seront alors de cacher la séparation 
des ressources et l'hétérogénéité des machines. Il s'agit aussi de garantir la sécurité physique et 
logique du système et la protection de la confidentialité des données contre les attaques 
extérieures. 
Le chapitre I du mémoire tente de donner une introduction aux systlmes distributs, de . 
définir leurs caractéristiques et de discuter de leurs avantages et désavantages. Il y sera question 
des réseaux et protocoles sous-jacents au système et transparents aux programmeurs et 
utilisateurs. Le chapitre conclut sur les différents aspects de sécurisation des systèmes distribués 
et propose quelques esquisses de solution. 
Les architectures de communication classiques manifestent une masse sans cesse croissante 
de protocoles de plus en plus complexes. Dans cette situation le développement et la validation 
d'applications distribuées risque de devenir une tâche fastidieuse. L'extension du modèle 
procédural local aux systèmes distribués propose une solution élégante et efficace aux problèmes 
cités. L'approche Remote Procedure Cali, sa philosophie, ses concepts ainsi que les problèmes 
d'hétérogénéité, de transparence et de performance font l'objet du deuxième chapitre intitulé 
Remote Procedure Cali - théories. 
Une implémentation RPC particulière et son évaluation seront illustr6es au chapitre m : le 
Network Computing System (NCS). NCS trouve sa place dans le système d'exploitation OSF/1, 
standardisée par l'Open Software Foundation. Il s'agit d'une implémentation portable, puissante 
et efficace d'un modèle de système distribué proposée par Apollo et Hewlett Packard. 
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Chapitre 1 - Introduction aux 
systèmes distribués 
1. Les systèmes distribués 
L'évolution historique del 'infonnatique indique ces dernières années une nette tendance vers 
le remplacement des grandes installations centralisées par des systèmes distribués. Partager les 
ressources informatiques entre plusieurs utilisateurs sur des sites géographiques différents et sur des 
machines d'architectures divergentes est l'atout majeur de ces nouveaux sys~mes. 
Dans ce premier chapitre nous allons décrire, sans trop détailler, les diverses catégories et 
architectures des systèmes distribués, leurs caractéristiques principales et des leurs objectifs de 
design. Seront exposés ensuite les réseaux informatiques, bases de tout système distribué, et les 
aspects de sécurité qui y sont liés [CoDo]. 
1.1 Les types de systèmes distribués 
Le but des systèmes distribués est de permettre le partage des ressources en offrant des 
facilités d'utilisation aussi flexibles et puissantes que dans les systèmes centralisés. L'utilisateur 
devrait avoir l'impression de se trouver en face d'un sys~mc centralisé en ignorant le fait que 
les services lui sont fournis par de multiples machines situées en divers endroits. 
Nous distinguons deux types de systèmes distribués. 
Les systèmes" loosely coupled'' [LCS] supposent l'existence de plusieurs machines 
qui fournissent des services accessibles par une couche software figurant sur chaque 
machine. Cette couche fera largement usage du réseau pour coordiner les travaux et 
transférer des données entre les ordinateurs. 
Les systèmes "tightly coupled'' [TCS] ont pour objectif primaire d'atteindre des 
performances similaires aux systèmes centralisés. A cette fin ils évitent les techniques 
des réseaux locaux classiques. Ils regroupent plusieurs CPUs qui se partagent une 
mémoire centrale ou un même espace d'adressage. 
1.1.1 Les systèmes distribués "loosely coupled" 
Le modèle le plus répandu de systèmes distribués "loosely coupled" est celui où plusieurs 
ordinateurs mono-utilisateur ou stations de travail accèdent à des données et/ou ressources 
partagées, mises à disposition par des machines serveurs. Ils utilisent des réseaux locaux à 
haut débit. Le schéma 1.1 donne une illustration de ce modèle "workstation / server". 
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Schéma 1.1 : Petit systlme distribué 
workstatlons 
Les stations de travail sont des ordinateurs dédiés à un seul utilisateur. Elles sont dotées 
d'une puissance considérable et souvent aussi d'un écran graphique à haute résolution, ce qui 
explique leur utilisation pour les applications graphiques hautement interactives (p. ex. 
applications XWindows). 
Afin de garder les avantages des systèmes multi-utilisateurs classiques les stations de 
travail se trouvent intégrées dans un réseau, avec un accès commun aux ressources. 
réseau 
Interface 
réseau 
processeur 32-blts ou RISC 
8 MB mémoire RAM 
support hardware pour affichage graphique 
écran haute réeolutlon 
2048 x 2048 pixels 
~ 
' 
eourls 
Schém.a 1.2 Station de travail type 
2 
3 
Le schéma 1.2 nous montre la configuration et les caractéristiques typiques d'une station 
de travail. 
Le système d'exploitation de référence de la plupart des stations de travail est UNIX 
[Unix]. Ses principes de mémoire virtuelle paginée entraîne souvent des entrées/sorties 
disque (swapping) . Dans un système avec des stations de travail sans disque la plus grande 
partie de la charge Iiseau sera constituée des swappings. L'alternative serait d'utiliser un 
système d'exploitation adapté aux circonstances ou d'équiper chaque machine d'un disque 
local de taille suffisante. Notons que dans la suite du texte toute expression "système 
distribué" fait Iiférence aux systèmes distribués "loosely coupled". 
Partager des ressources entre utilisateurs implique le hardware ainsi que le software. 
Certes le partage de périphériques fait réduire les coûts del' installation entière, mais il ne faut 
surtout pas sous-estimer les avantages du partage des données dont bénéficient les systèmes 
multi-utilisateurs centraux. 
Une équipe de développement d'applications nécessite le partage des outils de 
développement comme le compilateur, l'éditeur des liens ou le débogueur ainsi que celui des 
librairies de procédures. Une fois les modules achevés ils peuvent devenir immédiatement 
disponibles à tous. 
La majorité des applications commerciales nécessitent le partage de données. Prenons 
l 'exemple des guichets de réservation de places d'avion. Ce genre d'application nécessite 
le partage d'une large base de données. 
1.1.2 Les systèmes distribués "tlghtly coupled" 
Les systèmes distribués "tightly coupled" se plisentent comme le regroupement d'un 
certain nombre de processeurs sous le contrôle d'un système d'exploitation unique. Les 
processeurs ou bien se partagent une mémoire commune physique ou bien une espace 
d ' adressage virtuel unifié avec, entre eux, des connexions à très haut débit. Cette mémoire 
partagée permettra aux tâches du système de communiquer par le biais de variables et de 
tables partagées comme cela se fait couramment dans les systèmes centralisés actuels. Les 
architectures "tightly coupled" comprennent un nombre de plus en plus élevé de processeurs. 
Etant donné le problème de la bande d'accès à une mémoire partagée l 'on dote chaque 
processeur de son propre cache. 
Les "array processors" [AP] sont un exemple de systme fortement couplé. Ils se 
presentent comme une intégration de plusieurs unités logiques et arithmétiques (ALU) qui 
permettent d'effectuer des calculs matriciels et d'autres opérations Iigulières sur un 
ensemble de données. Ces machines sont appelées ordinateurs SIMD ( Single Instruction 
Multiple Data ) puisque une instruction machine provoque le traitement parallèle sur toute 
une série de données. 
D 'autres architectures [OP A] comme celle du" dataflow" ont vu le jour. L'idée est de déceler 
le parallélisme irrégulier au niveau des instructions de la machine. Le calcul d'expressions 
mathématiques, suite à leur décomposition en instructions parallèles, est un des domaines 
d'application de la théorie du "dataflow". 
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1.2 Les motivations qui ont menés vers les systèmes distribués 
Pourquoi cette percée des systèmes distribués ? Quels sont les besoins techniques et les 
pressions économiques sur lesquels se base leur succès ? 
. La chute du prix des processeurs VLSI et des mémoires vives 
. La disponibilité de technologies de réseau performantes et cela à coftt modéré 
. Le service interactif fourni par les systèmes centralisés n 'est guère satisfaisarit, 
avec des temps de réponse longs, des interfaces utilisateur archaïques et des 
difficultés constantes de reconfigurer le hardware et le software aux besoins 
changeants des divers groupes d'utilisateurs 
4 
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. L'existence d'une série de nouvelles applications auxquels les systèmes classiques ne 
peuvent plus faire face : environnements graphiques évolués, algorithmes de recherche 
complexes, traitement de texte à fontes multiples,CAD ... 
La Loi de Grosch [Grosch], qui affinne que la puissance de calcul d'un ordinateur est 
plus ou moins proportionnelle au carré de son coût, est-elle encore valable? Selon cette loi 
un ordinateur central d'un million de francs serait-il encore plus puissant que deux machines 
de 500.000 francs. L'arrivée de stations de travail puissantes de SUN, HP et DEC ainsi que 
des "micro-ordinateurs" Intel '486 semblent mettre bien en doute cette logique. 
La capacité de calcul n'est pas le seul facteur à prendre en compte. Les nouvelles 
applications posent une charge énorme sur les systèmes multi-utilisateurs de façon à ce que 
tôt ou tard la surcharge sera inévitable. La mise en place de réseaux de machines performantes 
mono-utilisateurs, avec des temps de réponse courts et des dispositifs de mise à jour 
instantanée des écrans graphiques, est un prércquis pour les applications informatiques 
actuelles. 
1.3 Les caractéristiques des systèmes distribués 
Les frontières entre les systèmes centralisés et distribués ne sont pas définis de façon 
précise. Il n'existe pas une caractéristique ou règle unique qui permet de définir les systèmes 
distribués. 
[LeLann] note comme objectifs majeurs d'un système distribué son extensibilité, sa 
disponibilité accrue et le partage optimal des ressources. Ces objectifs se basent sur 
l'existence d'une multiplicité de composantes de même type, l'interconnexion de processeurs, 
la "transparence", l'absence de structures de contrôle hiérarchiques et l'existence de 
processus tournant dans des espaces d'adressage disjoints et communiquant par messages. 
Que faut-il entendre, dans ce contexte, par "absence de structures de contrôle 
hiérarchiques"? Les systèmes de réservation de tickets ainsi que le système BANCO NT ACT, 
où un ordinateur central contrôle toutes les machines du réseau, sont-ils vraiment à considérer 
comme systèmes distribués? On leur réserve plutôt le nom de systèmes "basés sur réseau" 
(network based systems). 
Les auteurs du ANSA Reference Manual [ANSA] définissent les conséquences de la 
distribution en termes de séparation et de transparence . 
1.3.1 La séparation 
La sq,aration est une propriété inhérente des systèmes distribués. Elle implique 
l'utilisation de moyens de communication et de techniques de management de réseaux. 
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Elle permet : 
- l'exécution parallèle de programmes 
- l'encapsulation des fautes de certaines composantes 
- le recouvrement de pannes partielles avec possibilité de faire tourner le système à 
moindre performance 
-1 'utilisation de procédés d'isolation par verrous comme méthodes de renforcement de 
la sécurité 
- l'accroissement et le rétrécissement du système par simples ajouts ou retraits de 
composantes 
1.3.2 La transparence 
La transparence a comme objectif de cacher la séparation aux yeux des utilisateurs et 
des programmeurs de façon à ce que le système soit perçu comme un tout et non comme un 
assemblage d' ordinateurs et de moyens de communication. 
[ANSA] définit huit types de transparence : 
- la transparence d'accès, qui permet l 'acœs aux objets lointains (fichiers, ~riphériques, 
ordinateurs ... ) par des o~rations ayant la même syntaxe et la même ~mantique que leurs 
contreparties locales 
- la transparence de localisation, qui permet l'accès aux objets lointains sans connaître 
leur emplacement exacte dans le réseau 
- la transparence de parallélisme, qui permet à plusieurs utilisateurs de travailler en 
parallèle sur des données partagées sans interférence quelconque entre eux 
- la transparence de réplication, rendant possible l'existence cachée de multiples 
instances du même objet dans la perspective d'augmenter la fiabilité et la disponibilité 
du système 
- la transparence aux pannes , qui cache les pannes de certaines composantes du système 
et permet aux applications de terminer leur travail en dépit d'erreurs du hardware ou du 
software 
-la transparence de migration, qui permet le mouvement d'objets lointains à l'intérieur 
du système sans affecter les processus en cours 
- la transparence de performance, qui rend possible la reconfiguration dynamique du 
système suite à une modification de sa charge 
- la transparence d'échelle, qui facilite l'extension du système ou des applications sans 
changement aucun de la structure du système ou des algorithmes des applications 
existantes 
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1.4 Discussion 
Le remplacement des systèmes existants par des systèmes distribu~s est accompagné 
d'une série d'avantages et de désavantages [CoDo]. 
1.4.1 Les avantages des systèmes distribués 
. Temps de réponse prévisible. Les systèmes distribués conviennent aux utilisateurs 
faisant tourner plusieurs applications fortement interactives qui nécessitent des puissances 
de calcul raisonnables sans toutefois être du type "number crunching". Des stations de travail 
avec de puissances allant jusqu'aux 10 MIPS se prêtent particulièrement bien à cette tâche . 
. Extensibilité. Le manager d'un système distribué peut facilement en étendre les 
capacités en fonction de la demande des utilisateurs et ceci sans devoir remplacer les 
composantes déjà existantes. Les systèmes distribués peuvent aller de deux machines plus 
serveur de fichiers à une centaine de stations de travail avec plusieurs serveurs de fichiers, 
d'imprimantes etc. A la demande des utilisateurs et selon le budget del' entreprise concernée 
l'on pourra alors ajouter successivement des serveurs ou des stations, la seule limite étant la 
largeur de la bande du support de communication . 
. Partage de ressources. L'utilisation du réseau de communication permet de partager 
les ressources du système entre toutes les machines reliées . 
. Réplication. En gardant plusieurs copies des objets du système ( logiciels, données ou 
périphériques ) sur des machines différentes on garantit un haute fiabilité et un accès rapide 
aux ressources disponibles . 
. Disponibilité continue. L'arrêt d'un composant du système n'entraîne pas 
nécessairement l'arrêt du système entier. Seul les processus qui en ont fait usage sont 
concernés. Ils peuvent migrer sur une autre machine ou bien essayer de trouver les données 
ou périphériques nécessaires à leur fonctionnement en un autre endroit. 
1.4.2 Désavantages des systèmes distribués 
. Allocation moins flexible des ressources mémoire et CPU. Dans un système 
centralisé toutes les ressources mémoire et CPU peuvent être alloués à un processus sous le 
contrôle d'un seul système d'exploitation. Dans le cas de systèmes distribués c'est la taille 
de la mémoire et la puissance du CPU des stations de travail qui déterminent la taille maximale 
de la tâche qui peut être exécutée . 
. Dépendance de la fiabilité et de la performance du réseau. Une panne de réseau 
entraîne inévitablement l'arrêt d'une partie del' activité du système distribué. Une surcharge 
du réseau fait dégrader les temps de réponse aux utilisateurs. Notons la survenance assez rare 
de pannes de réseau et les recherches incessantes dans la construction de réseaux plus fiables . 
. Les lacunes dans la sécurité. Afin-de faciliter l'extensibilité du système les interfaces 
software du système sont librement disponibles aux clients. Chacun qui possède un accès au 
support de communication a ainsi accès aux interfaces de tous les serveurs. 
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Cette architecture "ouverte" est très accueillante aux développeurs et aux ingénieurs 
systèmes, mais l'installation de systèmes de protection s'est avéré indispensable pour éviter 
l'accès non-autorisé, accidentel ou intentionnel, aux ressources du système ainsi qu'aux 
fichiers confidentiels. 
1.5 Les différentes architectures distribuées 
Décrire l'architecture d'un système distribué revient à illustrer ses différentes composantes 
software et hardware, - le type de machines, leur localisation dans le réseau et la localisation 
de l'exécution des diverses applications système et utilisateurs -, ainsi que les relations qu'il 
y a entre celles-ci. 
Dans ce cadre on verra trois modèles différents : 
. le modèle "station de travail/ serveur" (worlcstation!server) 
. le modèle "pool de processeurs" (processor pool) 
. le modèle "intégré" (integrated) 
Les modèles illustrés ci-dessous sont tous basés sur l'existence d'un software système 
distribué modulaire. En plus des tâches spécifiques d'un système d'exploitation standard ce 
software doit fournir des services supplémentaires de communication. Ces services, au lieu 
d'être regroupés dans un noyeau sur une machine centrale, peuvent se trouver éparpillés à 
travers tout le réseau. 
Le noyeau simplifié de ce système d'exploitation se trouvera sur chaque machine du 
réseau. Il ne comprend plus de gestion de conflits entre utilisateurs sur ces ordinateurs mono-
utilisateurs et décharge de la gestion de fichiers et des autres périphériques sur des serveurs 
spécifiques prévus à cet effet. De nombreuses recherches ont été faites pour aboutir à des 
noyaux plus légers (lightweight kernels) basés sur des mécanismes puissants de communication 
inter-processus ainsi que sur les processus légers (threads ). Un objectif important est d'éviter 
le overhead résultant de chaque changement de contexte (task switching) qu'on trouve dans 
les noyaux traditionnels comme en UNIX [Unix]. Au lieu d'avoir des processus isolés qui 
communiquement difficilement, entraînent des swappings co6teux et réduisent ainsi le 
throughput du système à chaque task switch, un noyeau l~ger disposant de petits processus 
qui se partagent une mémoire commune et qui communiquement via des tables et des 
variables partagées semble plus approprié aux systèmes distribués. 
1.5.1 Le modèle "workstatlon / server" 
Cette architecture [SUN)ŒROX,NCA] nous propose plusieurs ordinateurs mono-
utilisateurs, stations de travail, ayant tous accès au réseau. Des serveurs fournissent des 
services d'accès aux périphériques communs ( serveurs d'imprimantes ) et aux données 
partagées ( serveurs de fichiers ) ainsi que les autres fonctions normalement offerts par les 
systèmes d'exploitation centraux (serveurs d'authentification des utilisateurs, serveurs de 
noms ... ). 
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workatatlona 
aerveura de fichiers 
Sché,na 1 .4 : MocUle "worlcstationlserver" 
1.5.2 Le modèle "pool de processeurs" 
auper 
workatatlons 
Le schéma 1.5 met en évidence les éléments suivants: des terminaux simples, des P ADs, 
les processeurs pool ainsi que quelques serveurs de fichiers [LCS 4.]. Les terminaux sont 
reliés aux P ADs, concentrateurs de terminaux qui fournissent la liaison d'un terminal à un 
processeur pool spécifique. Les serveurs de fichiers gèrent les données partagées par les 
terminaux vu que ceux-ci ne disposent pas de disque à eux. Les processeurs pool sont des 
mini- ou micro-ordinateurs de puissance variable sans terminaux directement connectés. 
Lors de la mise en marche d'un terminal l'utilisateur se trouve en face d'un serveur 
d'allocation de processeur. L'utilisateur spécifie le type de processeur dont il a besoin et ce 
serveur lui allouera un processeur disponible pour la durée d'une session. Un autre serveur 
s'occupera ensuite de charger le système d'exploitation sur le processeur alloué et de passer 
en fin de compte la main à l'utilisateur qui va interagir directement avec le processeur en 
question. 
Schlma 1.5 : Modlle "processor pool" 
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Les avantages de ce modèle par rapport au modèle préc6dent sont multiples: 
. Meüleure utilisati.on des ressources. Le nombre de processeurs requis pour 
supporter une population d'utilisateurs donné est proportionnel au nombre d 'utilisateurs 
dans le système à un moment. Le modèle "workstation/server" nécessite un nombre bien 
plus élevé d'ordinateurs puisque certaines stations peuvent, temporarirement, être 
physiquement inaccessibles . 
. Flexibili.té. Les services du système peuvent être étendus sans installer de 
nouveaux ordinateurs. Les processeurs pool peuvent jouer le rôle de serveurs qui 
s'occupent de gérer la charge supplémentaire du système . 
. Compatibüi.té. Des applications tournant sur systèmes centralisés peuvent être 
repris moyennant des modifications mineures tandis que les workstations nécessitent des 
application spécifiques pour exploiter leurs capacités graphiques . 
. Processeurs hétérogènes. Toute un gamme de machines différentes jouent le rôle 
de processeurs pool, ce qui permet aux utilisateurs d'utiliser des processeurs de 
performances et de compatibilité différentes. 
Néanmoins ce système ne satisfait toujours pas les besoins énormes des applications 
graphiques "haut de gamme", sachant que des quantités énormes d'informations graphiques 
auront à passer par le réseau. 
workstations 
terminaux 
aerveurs 
de 
fichiers 
Schéma 1.6 : Modèle hybride 
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Des systèmes hybrides [LCS 3.] regroupent les avantages des deux architecture 
p~sentées ci-dessus : 
. Adéquati.on de la puissance aux besoins des utilisateurs. Une application ne 
trouvant pas les ressources nécessaires sur les stations de travail sera dès lors exécutée 
sur un processeur pool. Celui-ci pourra éventuellement rediriger ses entrées/sorties vers 
la station de travail utilisée . 
. Exécution parallèle. L'utilisateur n'est pas limité à utiliser un seul processeur 
pool. Des applications gourmandes en CPU peuvent être rq,arties entre plusieurs 
processeurs pool. 
. L'accès via des terminaux. Les terminaux ne sont pas exclus du système comme 
dans le modèle worlcstation/server. En effet certaines applications ne nécessitent point 
les puissances graphiques des stations de travail et se contentent de terminaux bon 
marché. 
1.5.3 Le modèle Intégré 
Ce modèle [LCS 1. 2.] est constitué de stations de travail, de serveurs, de terminaux liés 
aux processeurs pool via P AD ainsi que des terminaux liés directement à des ordinateurs. 
L'innovation par rapport aux architectures préœdentes est la présence d'un operating system 
intégré qui est distribué sur toutes les machines du réseau. Toutes les machines ont leur 
autonomie mais se partagent les données en utilisant un nommage global au niveau du réseau. 
Du moment qu'un processus est destiné à tourner le système sélectera la machine concernée, 
localisera le programme exécutable et le chargera sur cette machine pour l'exécuter. Locus 
[LCS l.], ainsi que UNIX [Unix] accompagné de NFS (NetworkFiling System) [SUN] sont 
deux exemples de systèmes actuellement en usage. 
terminaux 
workstatlons 
Schéma 1.7: Modtle intégré 
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1.6 Les objectifs de design des systèmes distribués 
L'objectif primordial lors du design des systèmes distribu6s est de rendre son utilisation 
et le développement d'applications tout àfaittransparent aux utilisateurs et aux programmeurs, 
c'est-à-dire de cacher entièrement la distribution de ses diverses composantes. L'utilisateur 
devrait avoir l'impression de se trouver en face d'un système entier tout en ignorant 
l'emplacement des diverses ordinateurs et périph6riques. 
En plus de cela l'utilisateur est en droit de demander au système d'ex6cuter ses 
applications de façon coMrente et efficace. 
1.6.1 La transparence de locallsatlon. 
La transparence se situe à plusieurs niveaux . 
. Niveau 0: A ce niveau l'utilisateur voit le système comme la composition de machines 
qui peuvent communiquer entre elles à travers des outils particuliers tels que le login remote, 
l'exécution remote de processus ainsi que le transfert de fichiers. Ces outils sont construits 
directement sur le software réseau qui permet le passage de message entre les divers 
processus. Pour supporter ces communications des standards internationaux (modèle OSI) 
ou de facto (TCP/IP du DOD) ont vu le jour . 
. Niveau 1 : Ici certaines applications tentent de cacher l'environnement physique du 
système distribué. Lors de l'utilisation de ces applications l'utilisateur n 'est pas conscient 
que derrière leurs entrées/sorties se cachent la coopération de plusieurs machines du réseau. 
Ces applications sont constitués comme des véritables systèmes distribués avec leur propre 
mécanisme de localisation des données et des serveurs. Prenons comme exemple l'application 
rwho en UNIX [Unix] qui donne en résultat des informations sur tous les utilisateurs du 
réseau. Il en est de même pour la messagerie électronique. La transparence au niveau 1 
requiert des protocoles-application plus évolués qui, en partie ont été l'objet d'efforts de 
standardisation ( X400, Ff AM, FfP, SMTP ... ) . En l'absence de ces normes le portage des 
applications existantes vers des environnements différents devient une tâche fastidieuse . 
. Niveau 2 : Le niveau 2 prévoit l'existence de serveurs globaux fournissant des services 
généraux de partage de données et de ressources hardware. Les programmeurs d'applications 
s'adresseront à ces serveurs en ignorant la configuration physique du système distribué. Les 
serveurs de fichiers tels que le Network Filing System (NFS) ainsi que certaines 
implémentations de protocoles de Remote Procedure Cali, illustrent bien ce type de 
transparence. Le système Locus permet de rendre transparent non seulement l'emplacement 
des fichiers mais aussi l'emplacement de processus en exécution. Le but des serveur de 
gestion de fenêtres (X Windows ou Ne W s) est de créer une transparence entre l'application 
et l'utilisateur. Ils offrent des services de gestion d '6crans locaux où lointains sans quel' on 
ait recours à une modification quelconque des applications graphiques. 
1.6.2 La cohérence. 
Un système tourne de façon cohérente du moment que son comportement est prévisible. 
Des manques de cohérence peuvent se présenter lors de la mise à jour de fichiers, de bases 
de données ou de l'écran visuel. 
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- La réaction suite aux pannes 
Une panne dans un système centralisé entraîne le plus souvent l'arrêt complet de celui-
ci. Al 'inverse les systèmes distribués réagissent différemment aux pannes. Une panne d'un 
composant n'arrête pas tout et des traitement partiellement complétés en sont le résultat. 
Cette caractéristique se retrouve souvent sous le nom de "independent failure mode ". 
- L'incohérence des bases de données 
Deux problèmes se posent ici : 
i) Comment permettre l'usage concurrentiel d'une base de données unique par plusieurs 
applications ? 
Pour résoudre ces conflits et éviter les problèmes du "Lost update" ( mise à jour 
perdue ) le système doit fournir des mécanismes de verrouillage, de fichiers entiers où 
de leurs enregistrements, permettant la séquentialisation de la lecture et de l'écriture. · 
il) Comment réagir à la survenance d'une panne du système (woikstation, serveur, 
réseau, software ... ) au moment de la mise à jour de la base de données? 
Un service de transactions atomiques sur les fichiers garantira la consistance de 
la base de données à tout moment. Une transaction étant un regroupement d'instructions 
de lecture/écriture considérés comme une instruction atomique, ce qui évite toute mise 
à jour partielle. 
- La cohérence de l'interface utilisateur 
L'interface utilisateur devrait, en principe, à tout instant donner une image de l'état des 
applications utilisateur. Pour cela l'écran doit être mis à jour suite à chaque événement, 
chaque interaction avec l'utilisateur. Le délai interactif (interactive delay) entre la survenance 
del ' événement et la mise à jour del' écran est à réduire à un minimum. La quantité de données 
à transmettre pour le raffraichissement d'un écran bitmap est gigantesque et nécessite ou bien 
des lignes de communication à très haut débit ou bien un mapping direct de la mémoire de 
la workstation et du dispositif de visualisation. 
Une façon élégante pour résoudre ce problème de latence est de considérer des serveurs 
graphiques qui fournissent des interfaces proc6duraux pour des fonctions graphiques de haut 
niveau. X Windows [SchGet] et NeWs [News] sont deux représentants de cette classe de 
serveurs. 
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1.6.3 L'efficacité 
Plusieurs facteurs, autres que la puissance CPU et la capacité RAM, influent sur 
l'efficacité d'un système distribué. 
- Le temps de réponse. Le temps de r6ponse dans les systèmes centralisés est lent et 
fluctuant en fonction de la charge. L'allocation d'un ordinateur par utilisateur rend le 
temps de r6ponse beaucoup plus court et surtout plus régulier. 
- L ' extensibilité. Un système distribué doit permettre une extension facile et peu 
coûteuse. Ajouter des composantes au système telles que des nouvelles stations de 
travail, des serveurs ou moyens de communication ( gateways, répéteurs ... ) ne doit 
nullement interrompre les utilisateurs actuels. 
- La fiabilité, la tolérance aux pannes et le recouvrement. La structuration des 
systèmes distribués fournit déjà une protection contre le shutdown total dû à l'arrêt d 'une 
composante. Des mécanismes de réplication des ressources et des données stratégiques 
et d'autres technologies logicielles garantissent la tolérance aux pannes et le recouvrement 
du système. Des serveurs de fichiers transactionnels remettent le système de fichiers en 
un état consistent après un shutdown partiel ou complet. 
2. Les réseaux et les protocoles 
Les systèmes distribués sont bâtis sur l'utilisation d 'un moyen de communication qui regroupe 
plusieurs ordinateurs en un réseau. La suite illustrera les divers types de réseaux, leurs principes de 
base et leurs protocoles de communication [fanenbaum]. 
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2.1 Les types de réseaux 
Les réseaux peuvent être de deux sortes : locaux ou à longue portée ( local -1 wide-area 
networks ). 
Les réseaux à longue portée consistent en une collection de circuits de communication 
entre plusieurs ordinateurs spéciaux connus sous le nom de Paclœt Switching Exchanges 
(PSE). Chaque noeud du réseau possède son propre PSE qui s'occupe à gérer le trafic 
informationnel qui le traverse. Le réseau utilise pour la transmission de messages la méthode 
store-and{orward. Celle-ci consiste à stocker les messages destinés au noeud local et de 
relayer les autres vers le noeud suivant sur le chemin qui leur reste à parcourir. La 
communication se fait par des lignes publiques/ louées/privées, des circuits à bande large 
comme les fibres optiques ou bien par satellite. Notons la mise à disposition au public de 
services de réseaux digitaux par des organismes publics ou privés comme le réseau DARP A 
aux USA, PSS en Grande Bretagne ou TRANSPAC en France. 
14 
15 
Schéma 2 .1 : Réseau "wide area" 
Il devrait être clair que les temps de transmission de ce type de réseau ne sont guère 
suffisants pour permettre une utilisation majeure dans le cadre de systèmes distribués. C'est 
pourquoi la plupart des systèmes distribués sont basés sur un réseau local. 
Les réseaux locaux interconnectent plusieurs machines séparées par des distances plutôt 
courtes, n'excèdant rarement le kilomètre. Si les distances permises sont excédés des 
répéteurs sont insérés ont les différents segments du réseau local. Le mode de communication 
est le broadcast, c'est-à-dire qu'un message émis est transnùs à tous les noeuds du réseau. 
Chacun des ordinateurs hôtes possède une interface vers ce réseau et gère son trafic en 
identifiant et en sauvegardant les informations qui le concernent. Des technologies de 
communication utilisés sont le bus EtherNet de Xerox, le slotted ring de l'université de 
Cambridge et le token ring d'IBM [Tanenbaum]. 
2.2 Les principes d'lnterconnectlon de machines 
2.2.1 Les paquets 
L'unité logique de transmission dans un réseau est le message. Puisque un message peut 
être d'une taille arbitraire on procède à sa division en plusieurs paquets. Cette découpe se 
fait dans la couche transport du logiciel de communication. Les paquets contiennent, en plus 
des informations utiles, des informations de gestion comme les adresses de machines origine 
et destination. Ces paquets sont de taille fixe pour : 
1. permettre aux ordinateurs d ' allouer une zone tampon suffisante ( pour le paquet le plus 
grand). 
2. permettre le partage du réseau et ne pas soumettre les machines à des attentes exagérées 
suite à la transmission de paquets excessivement longs. 
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2.2.2 Les protocoles 
Un protocole est défini comme un ensemble de ~gles et de conventions strictes qui 
permettent à deux logiciels, sur deux machines différentes, de communiquer. Le protocole 
décrit le format et la taille des données transmises ainsi que le déroulement des différents 
étapes lors de la transmission des paquets. Ainsi le rôle d'un protocole de transport est de 
transmettre des messages d'une certaine longueur d'une origine vers une destination. Pour 
cela il coupera les messages en d'autres unités qui conviennent à un protocole de niveau 
inférieur, dans notre cas il s'agit du protocole réseau. 
Le logiciel réseau est en principe constitué d'une hiérarchie de couches (layers), de 
modules. Une couche est logiquement vu comme un processus qui dialogue directement avec 
une autre couche sur une autre machine. En respect des principes de modularisation un 
protocole ne transmet pas directement les messages à son interlocuteur. Il se chargera de les 
adapter et ensuite de les passer à un protocole de niveau inférieur et ceci jusqu'au moment 
où le protocole résultant sera tellement simple qu'il puisse être transmis par une "interface 
hardware" de réseau. Le procédé inverse se déroulera sur la machine cible où le hardware 
capte un signal, le passe à une couche su~rieure jusqu'au protocole initial. 
Une architecture de communication générale pour les réseaux a été présentée et 
standardisée par l'ISO (International Standards Organization) au début de années '80. Il 
s'agit du modèle de référence OSI (Open Systems Interconnection) qui reprend une 
architecture à 7 couches et la définition des protocoles relatifs. Le paragraphe suivant va 
brièvement illustrer ce modèle. Pour plus d'informations le lecteur est avisé de consulter 
[Tanenbaurn]. 
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Schéma 2.2: Modèle de référence ISO/OS/ 
2.2.3 Le modèle ISO-OSI 
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Ce paragraphe reprend de haut en bas les 7 couches du modèle OSI et leurs fonctions 
principales. · 
-ù niveau application. Sa fonction est de permettre à deux applications de communiquer 
entre eux. Chaque type d'application nécessitera pour cela son protocole d'application. A 
ce niveau on trouve entre autres le transfert de fichiers ou la messagerie électronique. Etendre 
le niveau application signifie y introduire l'application elle-même suivie de son propre 
protocole-application. Il serait toutefois bien plus pratique de pouvoir disposer d'une suite 
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limitée de protocoles sur lesquels pourraient se base tQutes les applications. Or cette forme 
d'extension n'était point prévue par l 'ISO. Une solution souvent adoptée est alors de fournir 
un protocole unique de Remote Procedure Cali (RPC) utilisé par toutes les applications. 
-u niveau présentation. Sa tâche est de fournir une représentation unique des données 
transmises pour toute une gamme de machines hétérogènes. Il se chargera de chiffrer, de 
compresser et de transformer les.messages transmis en un format externe (EOR, External 
Data Representation) et les opérations inverses. 
-u niveau session. Il établit des connexions virtuelles et s'occupe des synchronisations 
entre processus qui communiquent en tournant sur des machines différentes. 
-u niveau transport. La couche transport fournit un service de transport, de transmission 
de messages entre deux ports (aussi appelés sockets ). Un port est défini comme un point de 
destination de messages. La couche transport délivre alors des messages à destination d'une 
adresse transport qui est composée d'une adresse réseau, d'un identifiant d'une machine et 
d'un port àl 'intérieur de celle-ci. Deux modes de communication sont disponibles : le circuit 
virtuel, canal logique entre une origine et une cible avec transfert fiable des données, et le 
datagramme, protocole non-connecté mais sans garantie de fiabilité des transmissions. 
Vu la fiabilité des réseaux locaux le mode non-connecté semble être le compromis idéal. 
Les quelques erreurs résiduelles seront alors pris en charge par les niveaux supérieurs ou par 
le protocole RPC. 
-u niveau réseau . Il s'agit ici de router des paquets de données en un format acceptable 
dans un réseau spécifique. Notons que dans un réseau local ce routage n'est point nécessaire 
ce qui explique souvent l'absence de cette couche. 
-Le niveau datalink. Il est responsable de la transmission sans erreurs entre ordinateurs 
connectés physiquement. Dans les réseaux à longue portée il s'agit de communications entre 
les PSE et dans le cas des réseaux locaux des communications entre hôtes locaux. 
-Le niveau physique. Cette couche est constituée du hardware qui est le réseau et des 
circuits physiques entre ordinateurs. Ils' occupe de transmettre des unités d'information "de 
base" (bits,bytes,mots) au hardware qui lui s'occupera de les adapter (moduler) au moyen 
de communication. L'établissement de standards hardware et software et la tendance vers 
la signalisation digitale (ISDN) réduisent la complexité de cette couche physique. 
2.3 Les protocoles pour les SD 
2.3.1 Les protocoles légers 
La transmission de messages se compose d'un temps de latence, pour initier la 
communication et passer par les différentes couches du software, et d'un temps de 
transmission pour transmettre les informations finales par un canal de communication. Le 
modèle OSI qui crée à chacune de ses couches un overhead supplémentaire se heurte aux 
besoins de performance des systèmes distribués. Comment permettre aux processus clients 
de communiquer avec les serveurs en un minimum de temps, de l'ordre de micro- ou 
millisecondes avec des taux de transmission d'au moins 1 mégabits/seconde? 
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Pour minimiser le temps de latence, temps passé dans le software de communication, il 
faut minimiser les exécutions excessives des divers modules - le task switching et les 
synchronisations font perdre du temps - ainsi que les données qui transitent entre ceux-ci. 
Dans un réseau local "fiable" on pourrait regrouper une partie de la fonctionalité des couches 
supérieures, de transport, de session et de p~sentation au niveau application. Ce serait le 
protocole de Remote Procedure Cali dont on a déjà parlé. Il gérera les confirmations, la 
conversion entre les représentations des données et la détection/correction d'erreurs lors de 
la communication. 
Puisque les réseaux locaux ne font pas de routage de paquets - la couche de réseau 
devenant ainsi redondante - le software des syst~mes distribués se présente souvent comme 
un ensemble de protocoles légers (Zig htweig ht protocoles) : une couche data link, une couche 
transport orienté connection less basé sur la transmission de data grammes et le tout couronné 
par un module de Remote Procedure Cali. 
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La communication entre clients et serveurs se fait par l'envoi de messages. Le schéma 
2.4 illustre cet échange. 
Le client envoi un message de requête (senll request). Le serveur reçoit cette requête 
(receive request), l'exécute (execute request) et renvoie éventuellement un message de 
réponse (senll reply) à la requête. Les échanges peuvent évidemment être bien plus 
complexes lorsqu'il faut fragmenter des messages longs en unités plus petites ou lorsqu'il 
s ' agit de garantir l'exécution d'une requête par l'envoi supplémentaire des messages de 
gestion du transfert tels que la confirmation ou l'indication de l'état du serveur. 
Cette forme de communication nécessite donc au niveau transport l'existence de deux 
primitives : 
. Send (destination, data) 
. Receive (source, buffer) 
Ces primitives peuvent être bloquantes ou non-bloquantes. 
Un Senll bloquant bloque le client jusqu'à la réception du message. Le Receive arrêtera 
l'exécution du serveur jusqu'à l'arrivée d'un message qui lui est destiné. 
Les opérations non-bloquantes n'arrêtent point l'exécution des processus client/serveurs 
et communiquent avec l'application par mécanismes d'interruption ou d'envoi de signaux. 
Plus efficient en apparence, ce mode d'opération exige un gestion de buffers et d'interruptions 
plutôt complexe. Notons qu'il est possible de simuler sur un système bloquant le mode non-
bloquant, au prix d'une couche additionnelle de gestion plutôt complexe. 
L'existence des fonctions 
. SendRequest (destination, procld, dataln) 
. GetRequest (source, procld, dataln) 
. SendReply (source, dataOut) 
permet d'optimiser le protocole transport. Le client exécutant Send.Request est bloqué 
jusqu'à l'arrivée de la réponse à sa requête. Un serveur en attente dans GetRequest recevra 
la requête, l'identifiant de la procédure à exécuter (procld) et les paramètres de celle-ci 
(dataln). Il exécutera la fonction en question, et renverra les résultats de l'exécution dans 
Send.Reply. La réception du message de réponse par le client le débloquera, et le client 
continue sa tâche. Trois appels seront donc suffisant pour une communication complète. 
La communication par datagrammes étant non-fiable les erreurs de communication ne 
sont pas identifiées au niveau transport. Le software RPC devra donc s'occuper des erreurs 
suivantes: 
-Messages perdus. Sans mécanisme de timeout la perte d'un message pourrait entraîner 
le blocage infini d'un processus. 
- Messages dupliqués . Le software RPC filtrera ces messages par adjonction d'un 
request identifier et d'un message identifier univoques à chaque message. 
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- Messages hors séquence. Les clients étant bloqués jusqu'à la réception des réponses 
il leur sera facile de vérifier que la réponse arrivée correspond bien à la requête envoyée. 
-Messages endommagés. Des mécanismes de checksum vont vérifier l ' intégrité des 
paquets et en cas d'erreur en avertir les processus concernés. 
3. Sécurité et protection des systèmes distribués 
Les canaux de communication, les supports de stockage et les autres ressources d'un système 
distribué doivent être protégés contre l'accès accidentel ou volontaire non autorisé. Cette protection 
ne doit cependant pas entraver les possibilités de partage de ressources qui représentent l 'atrait 
majeur de ces systèmes. Vu les lacunes de sécurité inhérentes aux systèmes distribués des 
mécanismes de protection ont été mis au point. Il s'agit en particulier de mécanismes de contrôle 
d 'accès, d ' identification et d'authentification des utilisateurs et de chiffrage. 
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3.1 Exposé du problème de sécurisation 
Les systèmes distribués font l'objet d 'attaques à leur sécurité. Ces attaques peuvent être 
de natu.rè accidentelle ou volontaire. En ce qui concerne les attaques volontaires on relève 
surtout la lecture de fichiers confidentiels, l'exécution de processus dont l 'usage est réservée 
aux utilisateurs privilégiés ainsi quel 'utilisation illicite des canaux de communication. Les 
attaques volontaires sont effectués par des espions industriels, des fraudeurs professionnels 
et par des amateurs nommés "hackers". Ils essaient de passer au delà des mesures de 
protection en utilisant des moyens divers tels que la recherche illicite de mots de passe, le 
décodage manuel ou automatisé de fichiers chiffrés ou la mise en place de programmes virus 
qui simulent les fonctions du systèmes d'exploitation afin d'obtenir des informations 
secrètes. 
Les caractéristiques spécifiques des systèmes distribués nécessitent des efforts de 
sécurisation supplémentaires. Parmi ces caractéristiques on relève l'existence de multiples 
points d'exécution des programmes et la fragilité des canaux de communication exposés. 
3.1.1 Les multiples points d'exécution 
Un processus particulier peut à priori s'exécuter en plusieurs endroits. 
Cette possibilité possède l'avantage de 86parer l'exécution propre des données à traiter. 
Il devient ainsi plus difficile de déterminer l'endroit exacte de l'attaque à effectuer. 
Prenons l'exemple d'un espion industriel qui désire obtenir les plans d'un nouveau 
produit de l'entreprise X. Si ce plan se trouve centralisé en un endroit l'espion n'aura qu'à 
le localiser, casser les barrières de sécurité et de s'en emparer. Si ce plan se trouve dispersé 
sur une dizaine de machines répartis dans tout le pays, l'assemblage de toutes les pièces 
devient nettement plus difficile. Les mesures de sécurité peuvent varier d'un système à 
l 'autre et les accès aux systèmes nécessitent éventuellement des mots de passe différents. 
Finalement le risque de découvrir la fraude augmente proportionnellement avec le nombre 
d'attaques perpétuées et le temps qui les sépare. 
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Si cependant certains noeuds du réseau se trouvent hors de contrôle cet avantage se 
transforme en un danger non mesurable. Quelles sont les politiques de protection de tel ou 
tel noeud. Les données considérées comme confidentielles chez nous peuvent être librement 
accessibles dans un autre endroit. La mise au point d'une politique de sécurité globale et des 
mesures pratiques qui l'accompagneront semble s'imposer ici. 
3.1.2 Les canaux de communication exposés 
Les noeuds d'un système distribué sont connectés entre eux par des canaux de 
communication. Il est techniquement faisable d'enregistrer le contenu de ceux-ci et d'y 
injecter des messages parasites. A la différence des systèmes centralisés où de telles attaques 
sont connues, les canaux de communication des systèmes distribués transportent non 
seulement les messages des applications mais aussi les messages du système lui-même. 
Les appels de procédures lointaines (RPC) sont de tels messages système. Les messages 
de requête et de réponse peuvent contenir des données confidentielles et critiques. Un serveur 
peut être bloqué et surchargé suite à l'insertion frauduleuse de messages de requêtes bidons 
ou destructeurs. 
La vulnérabilité est d'autant plus grande lors de l'échange de messages entre les 
composantes système comme les serveurs de fichiers. · Les serveurs doivent pouvoir 
discriminer entre les messages système et les messages utilisateurs qui essaient de se faire 
passer comme tels. 
Au contraire des grandes installations centralisés les connexion vitales du système se 
trouvent accessible de l'extérieur et toute attaque couronnée de succès peut avoir des 
conséquences désastreuses. Ceci explique les efforts faits dans le domaine du chiffrage des 
données privées et des procédés d'authentification des utilisateurs de l'installation. 
3.1.3 Le nommage et la sécurité 
La connaissance du nom d'un objet est déjà un pas vers son utilisation illicite. Si 
maintenant cette référence conduit directement vers l'objet, celui-ci devient d'autant plus 
vulnérable. Ceci est chose connue dans le milieu des services secrets depuis des siècles. Entre 
le nom public d'un agent secret et son existence physique se trouvent toute une série de 
pseudonymes tenus secrets. 
Un procédé semblable trouve son utilisation dans la protection de systèmes distribués : 
entre les références externes connus par tous les utilisateurs et les objets à protéger, que ce 
soient des fichiers privés, des identificateurs d'hôtes, de ports, de transactions ou d'utilisateurs, 
se trouvent des noms internes. Le contrôle de la distribution et la protection de ces 
identificateurs internes est un aspect primordial de la protection de systèmes distribués. 
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3.1.4 Les systèmes ouverts (Open Systems) 
Un système distribué devrait offrir un ensemble extensible de services. Cet ensemble 
comprend des service différents et parfois plusieurs versions d'un même service. Ces 
services sont rendus disponibles aux utilisateurs à travers des interfaces. Chaque application 
fera dès lors usage des interfaces aux services dont elle aura besoin au moment de son 
exécution. 
Un système totalement ouvert permet la définition, l'extension, la modification libre et 
l'exploitation non restreinte des services du système et ceci par les utilisateurs eux-mêmes 
[LaSp]. Un système fermé offre un ensemble limité de services, l'extension et la modification 
de ces services étant réservés aux administrateurs et gérants du système. 
Une certaine ou vert ure des systèmes distribués est inévitable. L'objectif de protection 
des domaines d'objets appartenant aux divers utilisateurs s'oppose clairement à celui du 
partage des ressources et de la communication libre. La messagerie électronique en UNIX 
[Unix] est un exemple classique : Elle permet à un utilisateur, origine d'un message, d'écrire 
dans une boite à lettre, élément du domaine de protection du destinataire. La protection stricte 
des espaces disques alloués à un utilisateur s'oppose aussi au partage de fichiers. . 
Or les conséquences de cette ouverture peuvent faciliter les attaques à la sécurité de 
l'installation entière. Ces attaques prennent souvent la forme de virus ou de chevaux de Troie 
( troyan horses ). 
Un virus est un programme qui se multiplie et se propage dans le réseau en consommant 
ses ressources et en circonvenant les mécanismes de protection disponibles. Il est composé 
de deux parties. L'une s'occupe de sa reproduction et l'autre de la mission à exécuter. Cette 
mission va:rie d'un virus à l'autre. Elle peut aller de l'affichage d 'un simple message 
d'avertissement à la consultation, de la destruction de fichiers privés ou de fichiers systèmes 
jusqu'à l'arrêt total du système. Un virus peut même trouver des utilisations bénéfiques 
[ShHu] . 
Le cheval de Troie prend son nom de la c6lèbre bataille de Troie. Il s'agit d'un 
programme en apparence normal et utile et qui pour cette raison se trouve vite accepté et 
utilisé par tous les utilisateurs. Sans perception des utilisateurs et souvent en parallèle avec 
sa tâche apparente, le cheval de Troie exécute sa vraie mission. Avec la priorité et les 
privilèges obtenus del 'utilisateurvictime il accède à des données tenus secrets et les transmet 
à des personnes non autorisées. Un exemple classique de cheval de Troie est celui où un 
programme, une fois exécuté par la victime, laisse dans l'espace disque du fraudeur un 
programme qui prend les privilèges de la victime lors de son exécution. L'utilisateur qui 
dispose alors de ce programme possède les mêmes privilèges que sa victime. 
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Ces deux mécanismes se trouvent parfois combinés. Prenons l'exemple d'un virus 
appelé "Christmas tree virus". Il se propageait à travers le réseau par le biais de la messagerie 
électronique. Le message arrivé dans la boite de lettre invitait l'utilisateur à exécuter un petit 
programme qui lui souhaitait un joyeux Noël. Derrière cette exécution visible le virus 
consultait les listes de distribution des messages électroniques et envoyait une copie de soi 
même à chacune des adresses y figurant . Le virus a ainsi accompli son travail : ils' est répliqué 
et a effectué sa mission qui dans ce cas était l'affichage du message "Joyeux Noël". On 
retrouve aussi les caractéristiques du cheval de Troie puisque derrière une apparence bénigne 
des violations de confidentialité ont été effectuées. 
La tâche des virus et des chevaux de Troie est facilitée par le fait que beaucoup de 
systèmes confèrent par défaut au programme exécuté les privilèges de l 'utilisateur qui les 
lance. L'origine du programme n'est pas prise en compte. Si le système laissait aux 
exécutables les privilèges de leur créateur jusqu'à l'adoption définitive par l'utilisateur 
concerné l'on pourrait bien prévenir les attaques du genre "Christmas trce virus". 
3.2 Le mécanismes de protection 
3.2.1 Domaines de protection et "capabllltles" 
Un processus accède à plusieurs ressources. L'ensemble des objets utilisés par un 
processus s'appelle domaine de protection. [Lampson][GrDe] Les domaines de protection 
peuvent être isolés ou se recouper avec d'autres, ce qui est le cas pour les ressources partagées. 
L'appartenance d'un processus à un domaine spécifique est détermine par l'authentification . 
Il est du ressort du système d'exploitation de protéger les domaines de protection contre 
les interférences par d'autres processus. Cette protection se fait ou bien par l'usage de 
hardware spécifique, dans le cas d'accès à la mémoire ou de l'utilisation du réseau, ou bien 
par le mécanisme des capabilities. 
Une capability est une référence ou un nom qui confère àson titulaire le droit d'utilisation 
d'une ressource hardware ou l'accès à des données stockées sur mémoire de masse. Elle 
permet d'identifier les objets comme les fichiers, les directories et les ports de communication 
partagés entre processus ayant des droit d'accès différents. Les droits et privilèges offerts 
par la capability doivent être cachés ou protégés de toute manipulation par les processus 
utilisateurs. 
Elle se compose : 
1. d'un identificateur unique pour l'objet auquel on fait référence 
2. de la spécification des droits d'accès 
3. d'une partie à valeur aléatoire 
Les deux dernières parties se trouvent parfois mélangées. 
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Les capabilities sont distribuées et gérées par un serveur de capabilities du software 
système. Celui-ci fournit les droits d'accès à ses différents clients. En principe le processus 
créateur d'un nouvel objet détient initialement tous les droits d'accès sur celui-ci. Sil' objet 
est privé, s'il s'agit d'un fichier confidentiel ou d'une d.irectory à protéger, le système refuse 
tout accès aux autres processus. Si l'objet est partagé le système alloue les droits qui 
conviennent aux différentes catégories d'utilisateurs et de processus. 
Evidemment le propriétaire peut modifier les droits d'accès de son objet. Il n'aura qu'à 
révoquer sa capability pour que le serveur lui fournisse une nouvelle. Le champ aléatoire 
de la nouvelle capability sera différent de l'ancienne et tous les clients devront redemander 
l'obtention de celle-ci au serveur. 
Les capabilities forment le lien entre la référence, le nom d'un objet et l'objet lui-même. 
Cette association doit être tenue secrète et accessible uniquement aux processus autorisés. 
L'authentification, mécanisme de détermination de l'utilisateur pour le compte duquel un 
processus tourne, garantit cet accès sélectif aux informations internes des capabilities. 
Pour éviter la modification ou la fraude de capabilities celles-ci doivent être protégées. 
Les protection hardware, par segments de mémoire protégée, ne sont pas applicables aux 
systèmes distribués et se trouvent remplacés par des techniques logicielles. Sans cette 
protection les processus utilisateur pourraient créer eux-mêmes ou modifier les capabilities 
dont ils disposent afin d'obtenir un accès non-autorisé aux ressources ou fichiers du système. 
L'ensemble des domaines de protection d'un système distribué peut être décrit sous 
forme de la matrice d'accès : 
1 
2 
1 2 
Objets 
I 
Domaines J ~ capabilities +- du domaine j 
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access list de l'objet i 
Schéma 3 .1 : Représentation matricielle 
des domaines de protection 
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La matrice d'accès relie les différents objets du système, en abscisse, aux domaines de 
protection, en ordonnée. Dans cette matrice une colonne représente une liste d'accès (access 
List) d'un objet, identifiant tous les domaines qui y ont accès ainsi que la nature exacte de leurs 
droits: lecture,écriture et modification. Les ensembles de capabilities (capabilities set) sont 
représentés par les lignes de la matrice et énumèrent toutes les capabilities détenues par un 
domaine de protection. L'appartenance à un domaine de protection est gérée par le 
mécanisme d'authentification. 
Il existe plusieurs stratégies de protection d'objets gérés par un serveur lointain, sachant 
qu'il dispose de sa propre matrice d'accès. 
1. le serveur vérifie si la capability fournie par le client lui donne droit d'exécuter 
l'opération demandée 
2. le serveur authentifie le client et parcourt la liste d'accès pour l'objet concerné par la 
requête. 
Puisque l'authentification à chaque requête peut être plutôt lourde dans le cas, par 
exemple, de serveurs de fichiers et que le contrôle des capabilities minimise le stockage des 
informations d'état sur les différents clients les administrateurs optent souvent pour la 
deuxième stratégie. Une solution souvent adoptée consiste en une authentification unique 
lors de l'entrée del 'utilisateur dans le système. Toutes le protections ultérieures consistent 
alors dans la vérification des capabilities. 
3. Une stratégie hybride se trouve implémentée dans les serveurs de fichiers transactionnels 
qui font l'authentification uniquement à l'ouverture de la transaction. Suite à celle-ci 
le client obtient une capability de transaction temporaire, qu'il faut présenter à chaque 
opération liée à la transaction en cours. 
3.2.2 L'authentification 
Nous venons de voir que les processus des utilisateurs tournent dans des domaines de 
protection qui définissent les types d'opérations qui peuvent être effectués sur les objets qui 
en font partie. La détermination del' appartenance d'un processus à un domaine est la tâche 
de l'authentification. 
A) L'authentification dans le systèmes centralisés 
Le système garde un fichier de passwords qui associe au nom de chaque utilisateur un 
mot de passe chiffré. Lors du login l'utilisateur fournit son nom ainsi que son mot de passe. 
Si les informations fournies concordent avec ceux du fichier password l'utilisateur est 
authentifié et son domaine de protection est crée. Il disposera dès lors d'un ensemble de droits 
et de privilèges gérés et vérifiées par le Kernel du système d'exploitation. 
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B) L'authentification dans le systèmes distribués Intégrés 
La situation est semblable à celle des systèmes centralisés [LCS 1. ]. Un fichier, répliqué 
sur toutes les machines, contient les informations d'identification des utilisateurs: le nom, 
l'identificateur interne ( user identifier, UID ) le groupe auquel on appartient ( group 
identifier, GID ) et un mot de passe chiffré. L'authentification et les contrôles d'accès sont 
effectués par le Kernel, ce qui garantit la sécurité du système et la protection des données. 
C) L'authentification dans les systèmes ouverts basés sur l'architecture 
client-serveur 
Ici la protection devient plus compliquée puisque : 
- les utilisateurs travaillent sur des stations de travail. Il n'y aucune raison pour 
qu'un serveur fasse confiance aux informations d'authentification en provenance 
de celles-ci 
- les opérations des clients, sujets au contrôle d'accès, sont demandés par les clients 
mais effectués par des serveurs sur de machines lointaines. 
Chaqne serveur gère des ressources locales et dispose de sa propre matrice d'accès. Il 
doit vérifier la validité de chaque requête fourni par ses clients. Une solution serait de 
demander en argument à chaque requête le domaine de protection du client. Or le client peut 
se trouver sur une autre machine entièrement hors contrôle du serveur et fournir des 
informations frauduleuses et incorrectes. 
Une solution de protection plus solide pour ces systèmes est celle d'un serveur 
d'authentification des utilisateurs ( user authentication server) [LCS 4.]. Lors du login, 
l'utilisateur s'adresse au serveur d'authentification. Le serveur des noms actifs ( active name 
server ) lui fournit un jeton d'authentification ( authentication token ) difficile à forger. 
Les clients fournissent alors comme argument à toute requête ce jeton ainsi que leur 
identification. Le serveur cible s'adresse ensuite au serveur des noms actifs pour valider les 
informations fournis. 
Celui-ci dispose d'une table qui reprend toutes les informations concernant les jetons 
attribués: 
1. l'identificateur permanent del 'utilisateur 
2. le jeton d'authentification 
3. l'identificateur de l'autorité créateur du jeton 
4. un jeton de contrôle 
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Il dispose des primitives de service suivantes: 
GetToken(user/d,authority,oldToken) 
-> newToken,Contro/Token 
Lors du login le serveur d'authentification utilise cette fonction pour obtenir le jeton 
d'authentification accompagné de son jeton de contrôle et le passe àl 'utilisateur. La primitive 
entraîne la création d'un nouvel enregistrement dans la table d'authentification. 
Verify(authToken,userld,authority) -> tokenOk 
Cette primitive, à disposition des serveurs d'application, vérifie si le token ( authToken) 
correspond bien à l'utilisateur demandeur ( user Id) et s'il a été émis par l 'autorité convenable 
( authority ). Le résultat est un booléen dont la valeur est true siles informations sont validées 
et à /aise sinon. 
InitializeTable 
Cette commande privilégiée permet d'initialiser les tables du serveur des noms actifs sans 
token d'autorisation. Ce service n 'est évide~ent disponible qu 'au serveur d 'authentification. 
3.2.3 La protection des ports 
Les ports ou sockets sont les extrémités abstraites de la communication entre deux 
processus. Le Remote Procedure Cali, extension de l'appel procédural classique, utilise la 
couche transport du logiciel de télécommunications pour envoyer et recevoir à des adresses 
socket,les messages échangés entre le client et le serveur. 
Les ports, autant que les canaux de communication, sont exposés aux attaques extérieures: 
la lecture passive d'informations qui y arrivent, l'envoi actif de messages incohérents ou 
destructeurs, et la modification de messages en cours de transmission. Le système essaie de 
se protéger contre la plupart de ces attaques en mettant en oeuvre des mécanismes de 
chiffrage, ce qui empêche la lecture illicite de messages en transit, ainsi que des techniques 
de détection de messages endommagés, techniques de checksum. Remarquons que sans 
protection suffisante des sockets un saboteur pourra toujours tenter de ralentir les performances 
du système en saturant les serveurs critiques en leur envoyant des masses de messages bidons. 
Il est facile de bloquer un serveur de fichiers en lui envoyant constamment des requêtes de 
lecture de grands blocs sur disque. 
Une protection efficace des ports est inévitable dans un environnement sécurisé. Elle 
est souvent réalisée par le mécanisme des capabilities qu'on applique aux soclœts. Par la 
présentation de la capability son détenteur obtient des droit d 'accès en lecture et en écriture 
sur un socket. . 
Or, dans les architectures client-serveur, l'on doit distinguer entre les acteurs et leurs 
droits respectifs. Le droit de lire sur le port d'un serveur les messages de requête en arrivée 
devrait être limité à ce serveur spécifique. Ce même port peut toutefois être accessible en 
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écriture à une multitude de clients. De même le droit de lecture sur le port d'un client doit 
être réservé à cc client. Le client donne au serveur, pour que celui-ci puisse renvoyer sa 
réponse, un droit d'écriture sur le port en question. Pour réaliser cette protection différenciée, 
le système associe des droits d'écriture et de lecture aux capabilities. 
On aura alors besoin d'un agent qui s'occupe de distribuer les droits respectifs et de 
vérifier à cc que les différents processus les respectent. Diff ércntcs implémentations de 
protection de ports ont vu le jour : 
a) Dans le système Mach toute communication entre machines passe par un service 
réseau avec un serveur réseau sur toute machine [Sansom]. Seul un serveur aura le droit 
d'écouter sur un port et les jetons d'autorisation sont composés : 
1. d'un identificateur publique unique 
2. d'un identifiant secret qui reprend les droits d'écriture de façon à cc que tout détenteur 
du jeton ait des droits d'écriture 
3. de l'adresse de l'ordinateur ayant le droit de lecture 
4. de l'adresse de l'ordinateur propriétaire du port 
Le serveur réseau créateur d'un port possède initialement les droit de lecture sur celui-
ci. Pour permettre la communication il passera aux client qui le demandent un jeton 
d'autorisation d'écriture ainsi que son jeton d'authenticité. Cc dernier jeton permettra aux 
client de vérifier l'authenticité d'un serveur qui se présente comme lecteur du port en 
question. 
Le serveur réseau peut passer ses droits de lecture à un autre serveur. Suite à la 
transmission au nouveau serveur de sa capability de lecture ainsi que de son jeton 
d 'authentièité, l'ancien serveur n'aura plus le droit d'écouter les messages en destination du 
port. Sa tâche se limitera alors de transmettre aux demandeurs l'adresse du nouveau serveur 
à contacter. De nouveau les clients peuvent utiliser le jeton d'authenticité pour démasquer 
des serveurs illicites. 
b) Dans le système Amoeba [MuTa] les clients et serveurs disposent d'un interface 
réseau sécurisé. Un port est protégé par des capabilities d'envoi et de réception de messages, 
appelés respectivement put-port et get-port. Un sockct se compose de cette paire de jetons 
(put-port,get-port). Le message envoyé au put-port n'est reçu que par le détenteur du get-
port qui y correspond. Tandis que le jeton put-port est connu des autres processus le get-port 
reste le secret de son propriétaire. 
Le jeton put-port ne comporte pas l'adresse du destinataire. Lorsqu'un processus envoit 
un message à un put-port, le software de transmission doit s'occuper de trouver le serveur 
qui dispose de la paire (put-port,get-port) correcte. Ceci peut se faire par l'envoi d'un 
message broadcast qui enquête sur l'adresse du processus propriétaire du put-port en 
question. 
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Pour que le message envoyé à un put-port puisse être lu par le détenteur du get-port le 
système doit disposer d'un mécanisme de mapping faisant l'association entre ces deux 
capabilities. Il s'agit d'une fonction qui s'exprime comme : 
put-port= F(get-port), où Fest la fonction de mapping. 
Lorsqu 'un serveur non valable répond à une enquête broadcast de localisation il ne 
pourra point recevoir des messages de client puisqu'il ne disposera pas d'une paire (put-
port,get-port) valide. Pour éviter quel 'on puisse dériver le get-port à partir du put-port la 
fonction de mapping doit être telle qu'il sera difficile d'établir son inverse. Pour garantir la 
sécurité du système Amoeba l'on pose des" boftes fonctionnelles" (function boxes, F-Boxes 
) entre les ordinateurs et le réseau. Celles-ci peuvent être implémentées en hardware ou en 
software et leur travail est d'appliquer une fonction non- ou difficilement inversible ( one way 
functions ) aux capabilities des ports. 
client server 
equest(Sp,Cg,data) GetRequest(Sg) 
(Sp,Cg,data) F-BOX (Sp,Cp,data) F-BOX (Sg,Cp,data) ► 
Schéma 3 .2 : La protection des ports en Mach 
Le client, lorsqu'il fait une appel procédural remote, envoit son message de requête au 
put-port du serveur, S tandis que celui-ci est occupé à écouter sur son get-port S . Ce 
~ 1 
message comprend entre autres le get-port du client, C sur lequel il reçoit les réponses du ,. 
serveur ainsi les arguments en entrée (data). Les boftesfonctionnelles entrent alors enjeu 
en appliquant la fonction de mapping aux get-ports pour obtenir les put-ports qui y sont 
associés et vice-versa. Le message transmis n'arrive qu'a destination si les capabilities 
envoyées en argument par le client sont correctes, c'est à dire si le put-port envoyé en 
argument, S du serveur correspond bien au put-port calculé à partir du get-port, S , du 
~ ' serveur. Le même raisonnement est valable pour le renvoi des réponses du serveur au client. 
3.2.4 Le chiffrage des données 
L'idée de chiffrage est de transformer les données à protéger de façon à ce que seul le 
destinataire prévu, qui dispose d'un moyen de les déchiffrer, puisse les lire. Cette protection 
est efficace contre les attaques par processus 'imposteurs' ainsi que les lectures directes des 
canaux de communication [Kahn][Denning]. 
a) Les règles de transformation et les clés 
Le message à transmettre est chiffré par son origine en appliquant une règle de 
transformation du texte clair vers le texte chiffré. Seul celui qui dispose del 'inverse de cette 
règle serait en mesure de reconstruire le texte clair d'origine en l'appliquant au texte chiffré. 
Ces règles de transformation consistent en des transpositions et remplacements de lettres. 
Notons que du moment qu'une règle est découverte elle n'a plus d'utilité etl 'on doit en mettre 
au point une nouvelle. 
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Afin d'éviter ce cercle vicieux, les règles de transformations sont devenus plus 
sophistiquées. Une règle est constituée de deux parties: une fonction et une clé. Chiffrer un 
texte consiste alors en appliquant la fonction de transformation au texte clair en tenant compte 
de la clé. Celui qui dispose de la clé pourra alors appliquer la fonction inverse de déchiffrage 
au texte chiffré et reconstruire l'information utile du message. Au contraire de la clé, qui doit 
rester strictement confidentielle et secrète, les spécifications des fonctions de transformation 
sont souvent publiques. Le schéma qui suit illustre ce mécanisme. L'origine (sender) chiffre 
le texte clair (p) avec une clé (K). Le texte chiffré (c) passe à travers le réseau et arrivé au 
destinataire (receiver) qui lui le déchiffre avec la même clé (K) pour reconstituer le texte clair 
envoyé (p). 
6changesecret 
de la clé K 
Schéma 3.3 : Chiffrage à clé secrète 
déchiffre P 
f-1 (K,c) 
Le but de tout "casseur de code" est alors de découvrir la clé de transformation. Cela 
peut se faire en comparant des textes clairs et leur équivalents chiffrés pour y trouver des 
similarités qui pourraient aider à retrouver la clé. Cette tâche est cependant rendue très 
difficile par l'usage de clés longues ainsi que de fonctions d'encyptage non linéaires. Le 
standard mis au point et adopté par les instances gouvernementales des Etats Unis, le DES 
( Data Encryption Standard ) comporte un algorithme compliqué de 19 étapes et une clé de 
56 octets. Le standard [NBS_DES] se trouve, pour des raisons de sécurité et de performance, 
souvent implémenté sous forme de hardware VLSI et ceci sur un circuit unique. 
b) La distribution de clés 
Nous avons vu précédemment quel' origine etla cible d'un message doivent en connaître 
la clé de chiffrage. La transmission des clés par voies classiques, par téléphone ou par courrier 
interne n'est pas très commode. C'est la raison pour laquelle on a introduit l'idée d'un serveur 
de distribution de clés ( key distribution server ) qui fournit des clés secrètes aux instances 
désireuses de communiquer en sécurité. [NeSch] 
La communication entre les clients et le serveur de clés doit être protégée. Ce serveur 
dispose d'une table contenant la clé privée de tout utilisateur du système et ne communiquera 
alors avec ses clients qu'au moyen de celle-ci. La clé privée permet l'authentification des 
utilisateurs ainsi que le chiffrage des messages échangés entre les processus utilisateur et le 
serveur des clés. Si un message vers le serveur est chiffré avec la clé privée de l'utilisateur 
et que le serveur des clés peut le déchiffrer par la clé privée qu'il trouve dans ses tables la 
preuve del' authenticité du client est fournie puisque les autres processus ne sont pas censés 
connaître cette clé. Inversément le serveur chiffre les messages en destination de ses clients. 
Si un client ne peut déchiffrer le message il est fort probable qu'un processus frauduleux ait 
tenté de se faire passer comme serveur des clés. 
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Le serveur des clés génère aussi des clés secrètes pour sécuriser la communication entre 
processus. Si un de ses clients veut échanger des informations avec un autre, il s'adresse au 
serveur des clés. Celui-ci lui répond par l'envoi d'un message contenant la clé secrète, et cela 
sous deux formes: l'une compréhensible par le premier client et l'autre chiffrée par la clé 
privée du deuxième client. Le client ayant demandé la clé sortira du message la clé chiffrée 
pour l'autre processus pour la lui envoyer. A ce stade les deux processus sont en possession 
de la clé secrète et peuvent communiquer. 
Le protocole se trouve illustré dans le schéma 3.4 où laftk,i) dénote la fonction de 
chiffrage/ appliquée sur l'information i avec la clé k. 
envoyer token T1, 
Aet B 
envoyer K et A 
chlffr• avec KB 
envoyer token T2P1 
chiffré avec K 
◄ 
◄ 
proceaaua aglaaant 
pour l'utlliaateur A 
valider token T2P1 
proce .. ua agl•-nt 
pour l'utlliaateur B 
Schéma 3 .4 : Le serveur de distribution de clés 
Un processus lancé par l'utilisateur A désire communiquer avec un autre processus qui 
tourne sous le compte de l'utilisateur B. Le serveur des clés dispose des clés privées de A 
(KA) et de B (KB ). Le processus A envoie ensuite un message de requête au serveur des clés 
contenant un jeton provisoire de contrôle de concordance entre la requête et la réponse 
obtenue (T 1 ), ainsi que l'identification des utilisateurs impliqués, A et B. Le serveur vérifie 
l'authenticité de la requête et compose un message contenant 
1. K, A et Tl 
2. (K et A) chiffrés avec la clé privée de B 
où K constitue la clé de communication entre A et B. Cc message est chiffré par la clé de A 
et renvoyé au demandeur. Celui-ci, après avoir déchiffré la réponse obtcnue,cn enverra la 
deuxième partie au processus de B. Après déchiffrement B dispose de la clé nécessaire. Pour 
s'assurer que le message reçu n'est pas le résultat d'un message dupliqué par erreur dans le 
réseau mais qu'il provient effectivement de A, B renvoit alors un autre jeton de contrôle 
provisoire T2, chiffré cette fois-ci avec la clé K. Si le message qui contenait K provient 
vraiment de A, cc processus sera capable de le déchiffrer. Il appliquera une fonction connue 
à T2 et renverra le résultat, de nouveau chiffré à B. Après une vérification par le processus 
B 1 'on peut considérer que les deux processus sont en communication protégée. 
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c) La signature digitale 
Dans un document écrit la signature d'une personnel' authentifie et vaut comme preuve 
de consentement de cette personne. Dans les systèmes bureautiques actuels des documents 
sont constamment transmis d'un utilisateur à un autre. Il serait intéressant de disposer d'un 
mécanisme de signature électronique ( digital signature) dans le cadre de systèmes distribués 
[N eSch]. Mais comment faire la preuve de l'authenticité d'une telle signature 7 Comment 
éviter que le signataire éventuel révoque sa validité ? 
Dans ce cas aussi le serveur de distribution de clés peut nous être utile. Le service de 
signature digitale garantit au destinataire du document la validité légale du document 
envoyé. Supposons qu'un processus de l'utilisateur A envoit un document à un autre 
processus, qui tourne dans le domaine de protection de B. 
1. Le processus A qui désire ajouter une signature digitale au document concerné va 
chiffrer le texte clair avec sa clé privée et le transmettre au serveur des clés. Celui-ci le 
déchiffre et ajoute un certificat daté et signé au document. Ce certificat, chiffré par une 
clé secrète du serveur des clés, résulte du compostage du nom de l'utilisateur A, du 
document signé et de l'heure et de la date de validation. A recevra une copie de ce 
certificat. 
2. A tnvoit une copie du certificat reçu vers B. Avant de l'envoyer au serveur des clés 
B en fait une copie sur disque. Le serveur des clés reçoit le certificat qu'il déchiffre avec 
sa propre clé privée. Le document est enfin envoyé, chiffrée par sa clé privée, à B. 
3. Le processus de B reçoit le document chiffré et le déchiffre. B dispose maintenant du 
document clair et d'une copie du certificat d'authenticité fourni par le serveur des clés. 
Il est à remarquer ici que les processus A et B font confiance au serveur des clés. B est 
rassuré que le document est signé puisqu'il en a obtenu un certificat. Il sera ~s difficile à 
A de révoquer sa signature car B possède un certificat validable par le serveur des clés. Ce 
certificat n ' a pu être forgé par B puisque celui-ci n'est pas en connaissance de la clé secrète 
du serveur. 
d) Le chiffrage avec clé publique 
Le chiffrage par clé publique évite l'échange de clés à travers le réseau. Chaque récepteur 
potentiel engendre deux clés, une clé d'envoi, de chiffrage (K.) et une clé de réception, de 
déchiffrage (Kd). La clé d'envoi K. est publique et peut être utilisé par tout processus désireux 
de communiquer tandis que la clé de réceptionKdreste secrète. L'association entre ces deux 
clés est gérée par une fonction de mapping. Cette fonction doit être telle que la clé secrète 
de réception ne soit pas ou du moins difficilement dérivable de la clé d'envoi. 
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chiffrer 
E(Ke,p) 
Schéma 3.5 : Chiffrage d clé publique 
Kd secrète 
L ' idée se base sur l'existence de deux fonctions D et E appliqués à deux clés différentes 
Ke et K c1. Si A désire obtenir des informations de B, il génère ses clés et fait passer la clé d'envoi 
à B. B applique alors la fonction E au texte clair pour le chiffrer avec la clé d'envoi. Le texte 
chiffré est transmis à A qui utilise la fonction D pour déchiffrer le texte avec la clé de 
réception. Seul A est en mesure de déchiffrer le message comme il est le seul à connaître la 
clé de réception. 
La fonction de mapping entre clé d'envoi et clé de réception doit être "one way", c'est 
à dire qu'elle ne devrait pas posséder de fonction inverse ou que celle-ci soit difficile à 
déterminer. Rivest, Shamir et AdelMan (RSA) [RiShAd] ont mis au point un algorithme de 
chiffrage basé sur la difficulté de trouver les facteurs des grands nombres. 
Il est à remarquer que même si ce modèle de chiffrage ne se base pas sur l'existence d'une 
clé de chiffrage tenue secrète l'utilisation d'un serveur de distribution de clés peut s'avérer 
utile. Sa tâche sera notamment de s'occuper de la distribution des clés publiques aux 
demandeurs éventuels et d'authentifier les processus serveurs qui y publient leurs clés. 
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e) A quel niveau effectuer le chiffrage ? 
Nous avons vu que le software réseau d'un système distribué est constitué de couches, 
de modules indépendants qui communiquent de façon hiérarchique. L'information à 
transmettre d'un processus à un autre peut donc être chiffrée à un ou plusieurs de ces niveaux 
allant du niveau application au niveau physique en ce qui concerne le modèle OSI. 
Les concepteurs du modèle OSI ont prévu la couche présentation qui doit entre autres 
s'occuper du chiffrage/déchlffrage de messages en provenance des applications. Pourquoi 
alors ne pas faire le chiffrage au niveau le plus élevé, c'est à dire par l'application elle-même. 
Ceci aura l'avantage de disposer de messages chiffrés depuis leur envoi par l'application. Le 
danger de lecture illicite de messages tant qu'ils se trouvent dans les files d'attente du système 
se trouve ainsi éliminé. Or cela n'empêche pas des analyses de trafic illicites des données 
transmises puisque les headers et trailers ajoutés aux paquets du niveau 7 par les niveaux 
inférieurs restent en texte clair. 
Birrell et Nelson, dans leurs documents sur le Remotc Procedure Call, ont prévu un 
mécanisme de chiffrage des messages de requête et de réponse échangés entre les clients et 
serveurs d'un système distribué [BiNe]. Celui-ci se base sur le standard DES et sur 
l'utilisation d'un serveur de clés: GrapeVine. 
Le chiffrage aux niveaux inférieurs cache bien les adresses des niveaux supérieurs et 
empêche la détennination précise des adresses d'origine et de destination des paquets. Le 
problème de cette démarche réside dans le fait que les informations envoyés par les 
applications se trouvent en texte clair dans le système jusqu'à leur arrivée aux niveaux data-
link: ou même physique. Jusqu'à leur chiffrage ils peuvent devenir la proie de virus et de 
chevaux dè Troie. 
Selon les besoins en sécurité il peut s'avérer utile d'effectuer un chlffrage à plusieurs 
niveaux, en prenant en compte le surplus de ressources que cela entraîne. 
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Chapitre Il. Remote Procedure Call - Théories 
1. L'idée de Remote Procedure Cali 
Les architectures de communication actuelles se voient confrontés à une masse croissante de 
protocoles divergents et parfois très complexes. Le développement du modèle OSI n'a guère changé 
cette situation. Il ne fait que fournir une base de référence. Chaque catégorie d'application aura ainsi 
besoin de son propre protocole de transmission. 
Les désavantages de cette solution sont multiples. 
1) La diversité et la complexité des protocoles de communication fait augmenter le 
prix de l'implémentation et de la maintenance des applications distribuées et réduit 
nettement leur interopérabilité. 
2) L'ampleur de certaines implémentations et la dynamique des interactions de 
certains protocoles s'opposent aux objectifs de fiabilité et de validation dont un 
environnement sécurisé est dépendan~. 
3) Le développement incontrôlé de protocoles rend la mise au point de hardware 
d'optimisation de protocoles quasi impossible. 
L'approche Remote Procedure Cali (RPC), qui trouve déjà son utilisation dans de nombreux 
systèmes distribués, permet de consolider les diversités des protocoles d'application dans le modèle 
abstrait del 'appel procédural. Cette architecture se trouve implémentée par un protocole unique: 
le protocole RPC. 
Les serveurs mettent leurs fonctionalités à disposition des clients sous forme del' interface d'un 
module. Les appels aux fonctions lointaines faisant partie de ce module seront automatiquement 
traduits en appels vers des stubs, sortes de procédures locales de remplacement, qui eux utilisent les 
services de communication des couches inférieures pour invoquer le service demandé. 
2. Objectifs 
- Faciliter le développement d'applications distribuées. Le programmeur n'aura plus à se 
soucier des aspects de communication inter-machines. Puisque le RPC est basé sur l'appel 
procédural il pourra utiliser la méthodologie de décomposition modulaire bien connue pour le 
développement d'applications centralisées. Il lui restera cependant à gérer la synchronisation des 
tâches, les failles indépendantes de certaines composantes et l'exécution de processus situés dans des 
environnements indépendants. 
- Performance et efficacité des RPC. Un service RPC lent et inefficace peut décourager son 
utilisation. Les développeurs vont ou bien éviter la distribution de leurs applications ou bien écrire 
leurs propres protocoles d'application, incompatibles, difficiles à utiliser et peut-être même mal ou 
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peu documentés. Afin d'attirer les développeurs à l'utilisation du RPC il est désirable d'optimiser 
les logiciels de communication. L'utilisation de threads (processus légers) et de modes de 
communication performants (communication par datagrammes) sont des pas dans la bonne 
direction. 
- Sémantique puissante des RPC. La sémantique des RPC doit être la plus proche des appels 
procéduraux locaux. L'utilisation des RPC devra être le plus transparent possible à l'utilisateur. Les 
passages de paramètres par référence et des structures complexes imbriquées et les failles du réseau 
sont quelques uns des points à prendre en considération. 
- Les aspects de sécurité. Les RPC ont des besoins de skurisation supérieurs aux appels 
locaux. En effet on n'a pas le même type de contrôle des ordinateurs lointains que des machines 
locales. Comment savoir qu'un client s'adresse au bon serveur, qu'un serveur ne fournit pas des 
informations confidentielles à un client non autorisé ? 
3. Notions de base 
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3.1 L'appel procédural 
L'appel d 'une procédure équivaut à passer le contrôle à une séquence d'instructions qui 
constitue le corps de la procédure. Les environnements des parties concernés sont 
éventuellement modifiés par le passage de paramètres. Ceux-ci peuvent être de plusieurs 
sortes: en entrée, en sortie, par valeur ou par référence. Le passage par valeur ou par référence 
entraîne respectivement le transfert d'une copie des valeurs ou de l ' adresse de l'objet 
concerné vers l 'environnement de la procédure appelée. Une fois la séquence d' instructions 
du corps achevée, le contrôle repasse au programme appelant. Les paramètres en sortie ou 
en référence vont évidemment modifier son environnement. 
Le diagramme des environnements pour un exemple est représenté au schéma 3 .2 . 
Application 
calf Procedure1 
Proceclure1 
Schéma 3 .1 : Déroulement d'un appel procédural 
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Environnement global contenant les 
définitions de : MAX, Vector et de 
PROCEDURE VectorScale 
VAR vec: Vector; Créer nouvel environnement 
Initialiser vec{1] à vec{MAX]; à partir de renvir. global : 
Exécuter 
VectorScale V• VBC; (vec,MAX, 1 O); 
.. nEIBm811ls • MAX; k • 10; 
.. 
FOR i :- 1 to nEIBm811ts DO 
v{ij :- v[iJ • k, 
Schéma 3.2: Diagramme des environnements pour l'appel 
procédural local à VectorScale 
3.2 Le concept de module 
Un module est un regroupement de fonctions ayant trait àl 'exécution d'une même tâche. 
Il comprend un certain nombre de fonctions mis à la disposition des applications à travers 
une interface. Celle-ci décrit les fonctions, ainsi que le nombre et le type des paramètres en 
entrée et en sortie. Elle est rendu accessible aux applications par l'opération d'exportation. 
Toute application désireuse d'accéder aux fonctions du module va réaliser une importation 
de son interface. Le module constitue une unité indépendante et peut ainsi être encapsulé par 
un serveur lointain. 
Application 
Importation / 
exportation 
Implémentation des opérations 
Il illi~pê,1111111  [l!lll~ê;u~:l:lili- -------- lil !Jil ~i,IJllilill 
Schéma 3 .3 : Le concept de module 
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3.3 Différences entre les appels locaux et les RPC 
Les RPC entraînent l'échange de messages entre le client et le serveur. Ces messages 
doivent transiter par un réseau non fiable avec des ordinateurs et des logiciels qui sont tous 
susceptibles de tomber en panne ou de ne pas remplir convenablement leur fonction. Les 
machines et les logiciel qui tournent dessus ont des dur6es de vie variables et existent dans 
des espaces d'adressage isolés. 
Schlma 3.4: Le Remote Procedure Cali 
Ceci pose des problèmes pour le passage <:fe paramètres contenant des adresses (passage 
par référence). Il est très difficile d'intégrer le concept de mémoire partagée entre machines 
incompatibles et lointaines dans un modèle de RPC et peu d'implémentations en tiennent 
compte. Le programmeur est souvent tenu à éviter les arguments en entrée/sortie contenant 
des adresses. 
VAR vec: Vector; 
lnltlallzer vec(1] to vec(MAX]; 
VectorScale 
(vec,MAX,10); 
. (attendre ... ) FOR / :- 1 tTO nElflrnflnts DO v[q =- v[1J • Ir, 
copier v dans le mea .. ge réponse ! 
message 
réponse 
Schéma 3 .5 : Diagramme des environnements pour un 
appel procédural lointain d VectorScale 
Autres problèmes : Comment détecter des pannes et comment réagir à leur survenance? 
Avant d'effecteur le RPC le client doit localiser le serveur qui lui convient. Ce mécanisme 
est connu sous le nom de binding et pose de multiples problèmes : Comment localiser un 
serveur, que faire si le serveur n'existe plus, n'est pas en état de fonctionner ou a tout 
simplement migré sur une autre machine ? 
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Derri~re une façade similaire aux appels locaux les RPC nécessitent des traitements bien 
plus complexes et sont sujets à la survenance d'événements qui ne concernent point les 
procédures locales. Ces traitements doivent être cachés aux programmeurs et aux utilisateurs 
pour faciliter leur tâches respectives. 
4. Le paradigme RPC 
4.1 Schéma descriptif 
Schéma 4.1: Appel procédural local 
Ce schéma illustre l'appel de procédure quand l'application et les procédures se trouvent 
sur la même machine. L'application effectue un call à la procédure, celle-ci fait son travail 
et effectue un return vers le client. L'interface entre le client et la proœdure est fixe et bien 
définie. 
Dans le cas où les procédures et les clients se trouvent sur des machines différentes la 
situation change. Pour garder une certaine transparence, sans devoir changer le code des 
applications ou celui des proœdures, le client exécutera les procédures effectives en passant 
par les procédures stubs. L'interface entre l'application et le serveur ainsi que le flux apparent 
des données resteront identiques. 
4.2 Explications 
Le schéma 4.3 nous montre le flux réel et le flux apparent des données lors 
d'un RPC. Nous y retrouvons le client, l'application appelante, et les manager proce-
dures qui ne sont d'autres que les procédures locales du schéma de l'appel procédural 
classique. La séparation des clients et des proœdures lointaines nécessite la création de 
processus client et de processus serveur, qui cachent l'existence des entités telles que les 
stubs et le module RPC runtime. Les paragraphes suivants expliqueront la fonction de 
ces entités logicielles et lcll! interaction lors d'un Remote Procedure Cali. 
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/ Client Serveur 
~ 
ScMma 4.2 : Extension th l'appel procldural local au RPC 
ffux apparent 
' call , 
-
- -· · r-· · --
-> Procédures Client 
' retum I< - __ __ __,_ __ _ _ - Manager 
' 
'I' 
'" 
call 
_ _ _Interface _ _ cell 
- - - - - - - - - - - - - - - - - - - - - - - - -
Il, retum ,., '9tum 
Stub Client Stub Serveur 
caltl, Î ratum messages calU, Î retum 
~ réseau 
RPC RunTlme " RPC RunTlme 
-, 
Processus Client Processus Serveur 
Schlma 4 3 : Le paradigme RPC 
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4.2.1 Les Clients et les Serveurs 
Nous avons vu quel' application et les proœdures du schéma d'origine ont été gonflées 
en processus client et processus serveur. 
Le processus client s'occupe de transmettre l'appel de l'application à travers un réseau 
vers une procédure qui se situe sur une machine distante. Cette machine peut évidemment 
être incompatible avec la machine d'origine, avoir une autre architecture ainsi qu'une autre 
représentation des données. 
Le processus serveur encapsule les proœdures faisant partie d'un module. Il attend 
l'appel d'un processus client pour faire exécuter la procédure manager concernée et pour 
retransmettre au client appelant les résultats éventuels de cette exécution. 
Les clients et les serveurs communiquent par messages qui passent par le réseau. Selon 
le mode de communication, fiable ou non-fiable, des messages comprennent plus que les 
informations concernant la procédure et les paramètres de celle-ci. Si l'interaction client-
serveur se fait au moyen de datagrammes, des messages de gestion et de contrôle sont 
inévitables pour savoir ce qui est arrivé aux paquets qui transitent sur réseau. Voici quelques 
aspects auxquels le protocole RPC devra répondre: Le serveur a-t-il reçu l'appel? Dans quel 
état (libre, occupé par mon appel, en panne ... ) se trouve+il? Le client a-t-il reçu les résultats? 
Est-il autorisé à recevoir les informations demandées? 
4.2.2 Les stubs 
Les srubs sont les garants de la transparence des RPC. Ils existent du côté client (client 
stub) et du côté serveur (server stub). 
Le client stub est une procédure locale qui possède une interface identique à la procédure 
lointaine concernée. L'application appelle le stub en pensant qu'il s'agit de la "vraie" 
procédure. La fonction du client stub est de capter les appels de l'application distribuée, de 
mettre en forme les arguments (marshalling) pour ensuite passer le tout au module RPC 
Runtime. Il attendra ensuite l'arrivée d'un message de réponse du RPC Runtime qui lui 
fournit ou bien les résultats de la proœdure lointaine exécutée ou bien un message d'erreur. 
Des résultats seront ensuite mis dans une format local et retournés à l'application qui reprend 
son exécution. 
Le server stub est appelé par le RPC RunTime lors del 'arrivéc d'un message de requête 
RPC en destination du processus serveur. Il va prendre en charge ce message, en ressortir 
l'identification d'une fonction précise ainsi que ses arguments respectifs. Après avoir mis 
les arguments en une forme acceptable pour la machine locale (marshalling) la proœdure 
concernée sera exécutée et ses résultats ou messages d'erreur retransmis au RPC RunTime. 
4.2.3 Le RPC Runtlme 
La tâche du module RPC Runtime est la gestion de l'échange des messages entre 
processus client et serveur. 
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Application Stub 
RPC 
RunTlme 
RPC 
RunTlme 
Schéma 4.4 : Le module RPC RunTime 
C'est ici que va se dérouler le protocole RPC responsable 
Stub Procédure 
lolntalne 
. du traitement des messages du réseau quiluisontdestinés. Ces messages pouvant être 
des requêtes ou des réponses, résultats ou erreurs, aux requêtes . 
. dela transmission de messages sur réseau vers les autres acteurslorsd'unRPC. C'est 
le stub client (requête) ou serveur (réponse) qui demande cette transmission . 
. du traitement suite à des exceptions, erreurs de transmission ou pannes de hardware 
ou de software. 
4.2.4 Déroulement d'un RPC 
Le déroulement d'un RPC est le suivant : 
1. L'application client fait appel au stub client pour lancer un appel de procédure lointain 
2. Le stub client met les données à transmettre dans une forme acceptable au RPC 
RunTime c'est-à-dire il linéarise les structures complexes (marshalling) avant de les 
passer au RPC RunTime. 
3. Le RPC RunTime du client utilise les couches inférieures du logiciel de communication 
pour transmettre le message de requête à travers le réseau vers la machine concernée. 
4. Le logiciel de communication fournit au RPC RunTime les messages en provenance 
du processus client. Après vérification del 'intégrité de ces données ceux-ci sont fournis 
au server stub. 
5. Le server stub désassemble (unmarshalling) le message arrivé en ses différentes 
composantes comme l'identification de la procédure à exécuter et ses paramètres en 
entrée. Ensuite il fera un appel procédural local à la procédure manager concernée. 
6. Le serveur exécute le corps de la procédure lointaine. L'exécution achevée la 
procédure passe le contrôle ainsi que les paramètres en sortie au server stub. 
7. Le server stub linéarise la réponse de la procédure et donne celle-ci au RPC RunTime. 
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8. Le RPC RunTime transmet le message de réponse au processus client. 
9. Le RPC Runtime du client captera le message de réponse pour le fournir au client stub. 
1 O. Le client stub désassemble la réponse du processus serveur et enrichit l'environnement 
de l'application des résultats éventuellement fournis par la procédure lointaine. 
11. L'application appellante reprend son exécution. 
ordinateur client ordinateur serveur 
client stub module de module de stub serveur 
cllent transmission transmission serveur 
r .., r .., r 
" local ... nack ... "'end eceive ➔ ~npack -t ~all ,. t7' 
call argu- request request argu-
1 ments message message ments 
2 3 4 1 
execute 
manager 
9 8 procedure 
11 10 receive retum 7 e 
local ◄ f- unpacl<,_ f- reply reply ◄ ~ pack ◄ .... 
retum results message '-message results retum 
,) \,. ,, 
Schéma 4 .5 : Déroulement d'un RPC 
Cette description sommaire a cependant négligée quelques questions importantes: 
- Comment le client localise-t-il le serveur qui encapsule le module et par conséquent 
la fonction lointaine à appeler ? Ceci constitue le problème du binding . 
- Quid de l'hétérogénéité des systèmes distribués ? Pour permettre aux machines 
d'architectures différentes de communiquer il faut introduire des mécanismes de 
conversion de données. Ceux-ci feront l'objet du paragraphe 4.4. 
- Comment garantir la transparence des appels lointains par rapport aux appels 
locaux ? Le point 4.5 va élucider quelques aspects liés à cette transparence. 
-Quelle sera la sémantique des appels RPC? Trois types de sémantique sont présentés 
en4.6. 
4.3 Le mécanisme de blndlng 
Avant d'effectuer l'appel le client doit localiser le serveur qui exporte le module 
contenant la fonction appropriée. Ceci s'appelle l'édition des liens ou binding. 
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4.3.1 Le nommage d'un serveur 
Un serveur encapsule les procédures d'un module. Pour ce module il va exporter un type 
de service avec une interface d'une certaine version. Chaque serveur possède un nom. Ceci 
peut être constitué par un numéro de serveur ou par le compostage du nom de la machine hôte, 
du type service, de l'interface ou de la version d'interface. 
Voici quelques exemples de serveurs : 
Type de service : 
Interfaces : 
Versions: 
Noms : "PRINT.PS.4456" 
"DBA.DBASE.ID+" 
1. impression 
2. accès base de données 
1. Postscript, ASCTI, HP-GL 
2. SQL, QBE, DBASE 
1. (Postscript) v44.56 
(HPGL) 4.0 
2. (SQL) 1.1 , (QBE) 1977, (DBASE) ID+ 
- imJ:>ression postscript v44.56 
- accès à un BD sous DBASE ID+ 
"machineX:print/hpgl4.0" - impression HP-GL sur machineX 
4.3.2 La localisation du serveur 
Plusieurs types de binding sont possibles: le binding statique, dynamique et le binding 
sous contrôle de l'application . 
L'édition de liens statique n'est guère pratique puisqu'elle entraîne la recompilation de 
l'application distribuée suite à un mouvement ou tout autre changement des serveurs dont elle 
a besoin. 
Le binding dynamique évite cette recompilation. Avant chaque appel remote le client 
tente de localiser le serveur qui dispose de l'interface et de la version approprié du module 
concerné. 
Pour cela il s'adresse au binder ou éditeur de liens. Le binder dispose d'une base de 
données contenant l'emplacement des différents serveurs, des types services qu'ils fournissent 
et des interfaces et versions disponibles. Ces informations lui sont fournis par l'opération 
d'exportation d'interfaces, réalisée par les serveurs. Pour savoir si un type de service avec 
une interface d'une version spécifique est disponible le client va consulter le binder. 
Puisque le service de binding doit être fiable et disponible à tout instant il est conseillé 
de le répliquer à plusieurs endroits du système. Pour des raisons de sécurité le binder devrait 
être capable de cacher l'existence de certains service et d'interdire l'exportation de certaines 
interfaces. Il serait, en effet, trop facile d'exporter des interfaces d'authentification afin de 
piquer les mots de passe et les privilèges des autres utilisateurs. 
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Le binding dynamique, tel que décrit ci-dessus, peut devenir très coûteux et poser une 
charge lourde pour le réseau. C'est pourquoi on a envisagé une troisième solution : le binding 
sous contr6le du programme. L'idée est la suivante: le client localise le serveur avant le 
premier RPC et utilise le lien crée jusqu'au moment où des problèmes se présentent. A ce 
moment là l'application va réagir en analysant l'erreur produite et en prenant des mesures 
appropriées, telles quel' attente de la remise en marche du serveur ou le binding avec un autre 
serveur du même type. 
4.3.3 Concordance des paramètres 
Les types des arguments et des résultats donnés par le client doivent concorder avec ceux 
que spécifie l'interface de la procédure lointaine. Ce problème est résolu en compilant le 
client et le serveur à partir de la même définition d'interface. Les numéros de version des 
interfaces servent à garantir cette concordance. 
4.3.4 Déroulement du blndlng 
Le binding peut s'effectuer de plusieurs façons. 
Le client peut connaître l'emplacement exacte du serveur et s'y adresser directement. 
L'adresse transport est donc connue en public ( well known port). Cette adresse sera utilisée 
directement par le RPC Runtime pour réaliser l'échange des messages entre le client et le 
serveur. 
L 'autre façon, plus élégante, est de consulter le binder. Celui-ci se chargera de localiser 
le serveur et de fournir son adresse au client. Si plusieurs serveurs satisfont à la demande il 
peut en choisir un au hasard, ou bien selon des critères spécifiques ( distance du client, charge 
des serveurs disponibles ... ) ou bien tout simplement laisser le choix au client en lui offrant 
la liste des serveurs en question. 
Lorsqu'un serveur est en panne, n'exporte plus la version X del 'interface I ou lorsqu'il 
est migré sur une autre machine le binding est devenu incohérent. Avant la mise à jour des 
tables du binder les clients ne sauront tourner convenablement. Réduire ce temps 
d'inconsistance à un minimum est l'objectif de tout binder qui se respecte. Le serveur ayant 
signalisé son nouveau profil et retiré toutes les informations obsolètes de la base de données 
du binder, le client pourra refaire le binding et continuer son travail. 
4.4 Hétérogénéité des systèmes distribués 
Les systèmes distribués peuvent être constitués de machine d'architectures tout à fait 
divergentes. La définition statique d'interfaces rerpotes et l'existence d'un format de 
données abstrait pour tous les ordinateurs du réseau sont indispensables pour leur 
interopérabilité. 
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4.4.1 Définition d'interfaces statiques 
Une interface remote définit les caractéristiques des procédures fournis par un serveur 
et visibles à ses clients. Elle comprend les noms des procédures et la définition exacte de leurs 
paramètres en entrée et en sortie. Cette définition doit correspondre à celle utilisé par les 
clients. 
Les clients et serveurs d'une application distribuée ont une existence propre. Il est dès 
lors impensable de faire des contrôles de consistance des acœs aux interfaces lors de chaque 
appel de procédure, comme cela se fait dans plusieurs langages de programmation classiques. 
C'est pourquoi on définit les interfaces sq,mment dans un formalisme spécifique. Ceci est 
comparable aux modules de définition de MODULA2 où àla partielnte,face des units qu'on 
trouve dans les versions récentes du TURBO PASCAL. 
Le langage de définition des interfaces varie d'une implémentation à l'autre. Il fournit 
un certain nombre de types scalaires, types de base et des moyens pour en construire des types 
complexes, types structurés. Il doit permettre de définir clairement le type et la nature des 
différents paramètres: en entrée, en sortie ou les deux. Il est intéressant de disposer d'un 
langage basé sur les langages de programmation procéduraux. Certains systèmes fournissent 
plusieurs syntaxes de définition proches de langages de programmation connus, comme le 
Cou PASCAL. 
Une fois la déclaration terminée un compilateur d'interfaces crée les procédures stubs 
pour le client et le serveur. Ayant connaissance de types de paramètres le compilateur prévoit 
le marshalling, la mise en forme de ceux-ci pour le service transport. En outre il s'occupe 
d'attribuer à chaque procédure faisant partie la définition un numéro d'identification ce qui 
permet au serveur d'effectuer le dispatching, la sélection de la procédure à exécuter. 
4.4.2 La conversion des données 
Dans un environnement hétérogène il est nécessaire de prévoir des mécanismes de 
conversion des données. Les types scalaires fournis par le compilateur d'interfaces sont 
représentés différemment sur les machines du réseau. Une vraie intero~rabilité n'est 
possible que si cette situation est contrôlée. Plusieurs approches sont possibles : 
1. L'approche canonique. 11 existe un ensemble unique de types de données 
abstraits avec une représentation physique externe à toutes celles des machines physiques, 
connue sous le nom de external data representation (EOR). Lors de l'envoi des 
arguments ceux-ci sont convertis du format local en EOR pour ensuite être retraduits du 
EOR vers la représentation locale. Lorsque la communication se déroule entre machines 
du même type il devrait être possible d'éviter ces traductions inutiles et de se passer de 
l'EDR. 
2. Une approche multicanonique. On fournit une liste de formats standardisés 
par plusieurs constructeurs ou organismes internationaux. Lors del' envoi d'un message 
l'origine indique le format des données utilisé dans la liste des format disponibles. Il n'y 
aura donc plus de conversions à ce niveau. La traduction sera du domaine du destinataire 
du message. Si le format choisi précédemment ne lui convient pas il le traduira dans sa 
représentation locale. 
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Nous remarquons que l'approche multicanonique ( "receiver makes it righf' ) est 
souvent bien plus efficace puisqu'elle évite des traductions inutiles mais cela se fait au prix 
d'un gonflement du software RPC qui devra dès lors prévoir une multitude de représentations 
diverses. Cette approche a pourtant le désavantage d'isoler certaines architectures peu 
communes, qui n'utilisent aucune des représentations propos6es. 
4.5 La transparence des RPC 
Rendre l'utilisation du RPC confortable pour attirer les programmeurs d'applications 
implique la dissimulation des m6canismes complexes qui se cachent derrière une syntaxe 
identique à l'appel proœdural classique. Or nous avons vu que l'appel de proc6dures 
lointaines se heurte à des problèmes supplémentaires résultant de l'utilisation de canaux de 
communication non-fiables, de la diversité des architectures des différents ordinateurs et 
surtout du fait que les processus clients et serveurs ont des espaces de mémoire non partagés 
et possèdent des durées de vie différentes. 
4.5.1 La sémantique du RPC 
Un appel lointain n'est considéré comme terminé que du moment que le client l'ayant 
initié a reçu du serveur la réponse respecti~e. Or entre ces deux situations plusieurs pannes 
peuvent survenir : 
1. La perte du message de requête 
2. La perte du message de réponse 
3. Le serveur tombe en panne et redémarre 
4. Le client tombe en panne et redémarre 
La s6mantique du RPC est déterminé par la réaction du software RPC à la survenance 
de ces pannes. 
La sémantique "maybe" est caractérisée par le fait quel' application appellante ignore 
les pannes et que la non-exécution de la pI"Oœdure appelée n'a pas de cons6quences sur son 
déroulement. Le client lance l'appel RPC et continue son travail. Dans ce cas-ci l'appel ne 
devra pas contenir des paramètres en sortie, puisque la valeur de ceux-ci est arbitraire. 
La sémantique "at least once" prévoit l 'ex6cution de la proœdure appelée et garantit 
la réception des résultats éventuels par le client. Elle entraîne l'attente du client jusqu'à la 
réception des résultats. Pour éviter une attente infinie le software RPC du client envoie, après 
un délai de timeout, des message d'enquête quant à l'état de l'appel en cours. Suite à cela 
le client peut détecter des pannes de réseau ou des ordinateur communicants et réagir 
convenablement. 
Or cette dernière s6mantique ne considère pas le nombre de fois que la proœdure sera 
exécutée. On peut imaginer la swprise d'un client d'une banque lorsque son compte est débité 
trois fois de 10.000 BEF suite au retrait unique de cette somme. 
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La sémantique "at most once" reprend les fonctionalités du "at least once" et en plus 
elle garantit la non-exécution ou l'exécution unique de la procédure appelée. C'est la 
sémantique la plus riche du RPC et en même temps la plus lourde à implémenter. 
4.5.2 Le traitement des exceptions 
Le serveur doit avoir la possibilité de signaliser des erreurs ou incohérences survenus au 
client appelant. Le software RPC doit pouvoir signaler à l'application concernée, selon le 
protocole choisi, les pannes de réseau ou des ordinateurs communicants ainsi que le non 
respect de la syntaxe choisie. Pour signaliser ces erreurs il va utiliser le mécanisme de 
l'indication des exceptions ( excepâon raising ). Le client s'occupera de capter l'indication 
de l'exception et de lancer une procédure locale de gestion d'erreur (excepâon handler). 
L'indication d'exception se fait le plus souvent par la modification d'une variable de 
l'environnement du client. Le client consultera la valeur de la variable et fera dans le code 
du client un appel vers le handler approprié. Une autre possibilité est l'exécution automatique 
suite au retour d'un signal d'exception. Ceci ressemble plus au mécanisme de signalisation 
inter-processus connus dans les systèmes multi-programmes classiques mais requiert 
l'existence de mécanismes de notification et de gestion d'exceptions dans les langages de 
programmation utilisés dans le développement de l'application. 
4.5.3 Le passage des paramètres 
Les espaces de mémoire étant disjoints pour le client et le serveur le passage de 
paramètres par référence devient très difficile. Une adresse qui pointe vers une zone 
significative pour le client peut pointer chez le serveur vers une zone protégée ou une zone 
contenant des valeurs arbitraires. Normalement la procédure stub se charge de rechercher 
la contenu de la zone pointée et l'utiliser en paramètre d'entrée ou de sortie. Or si cette zone 
est complexe et comporte des nouveaux pointeurs la situation se complique. Comment 
utiliser des listes chaînées ou d'autres type structurés contenant des pointeurs, dans un RPC? 
Que faire des pointeurs génériques ? 
Garantir une transparence suffisante pour ces cas n'est pas une tâche facile et complique 
la mise au point du compilateur d'interfaces. Une solution radicale serait d'interdire aux 
programmeurs l'utilisation de pointeurs. Mais la transformation d'applications existantes en 
applications distribuées risque alors de co6ter bien trop cher. Le compilateur peut alors 
prévoir la possibilité d'écrire des procédures de transformation des structures complexes 
garnis de pointeurs de toute sorte vers des structures gérables par le système RPC disponible. 
Chaque référence à ce type "compliqué'' entraînera le lancement d'une fonction de 
"simplification" dont le résultat est transnùssible par les stubs créés. 
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5. Le software RPC 
Par software RPC on comprend les éléments suivants : 
1. Le module RPC RunTime, qui s'intègre dans le modèle hiérarchique du software de 
communication. Il propose une série de services accessibles aux clients et aux serveurs et 
fait usage des fonctionalités des protocoles de transport existantspourétablirW1e communication 
entre eux. 
2. Les stubs du client et du serveur, crées par le compilateur d'interfaces et linkés avec 
l'application et les serveurs de l'application distribuée 
3. Le compilateur d'interfaces, qui prend en entrée la définition des interfaces lointaines et 
crée en contrepartie les procédures stub qui seront intégrés au schéma de compilation lors de 
la compilation des applications. 
Ses tâches principales sont dès lors de : 
1. transmettre des messages RPC de requête et de réponse à travers le réseau en utilisant 
un protocole de transmission de messages RPC 
2. linéariser et délinéariser les arguments à transmettre et les réponses reçus et de sélecter 
dans le serveur la procédure à exécuter 
3. faciliter la création d'applications distribués par l'intégration aisée des modules RPC 
dans les langages de programmation répandus 
5.1 La transmission de messages par réseau 
Le mécanisme RPC se trouve souvent basé sur la couche de transport du logiciel de 
communication. Il reprend et simplifie le travail fait par les couches supérieures du modèle 
OSI [Tanenbaum]. Un appel lointain est accompagné par l'échange de messages entre un 
client et un serveur. Cet échange se fait selon un protocole RPC bien défini. Il fait usage des 
services de transport fournis tels que les opérations SendM essage et ReceiveM essage selon 
un protocole de transport. Les points suivants vont élucider le choix de ce protocole de 
transport, la composition des messages échangés ainsi que les différents protocoles RPC 
existants. 
5.1.1 Le choix du protocole de transport 
La couche transport dispose de deux modes de communication. Il s'agit d'un mode 
orienté connexion , celui du circuit virtuel et d'un autre mode orienté non-connexion par 
data grammes. 
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Un circuit virtuel consiste en une connexion permanente entre deux unités communicantes. 
Avant de communiquer suite à l'obtention d'un circuit virtuel il faut ouvrir la connexion et 
négocier un certain nombre de paramètres. La fin de la connexion est accompagnée d'une 
fermeture du circuit virtuel. Le circuit virtuel est comparable au mécanisme de pipe de UNIX 
[Unix]. Un flot de données passe en séquence à travers le circuit virtuel d'une origine à une 
destination. La consistance et l'ordre de transmission des données est garantie par ce mode 
de communication. 
La communication par datagrammes ne garantit ni l'arrivée à destination des messages 
ni l'ordre de transmission. Il n'y a pas de connexion entre deux programmes donc pas 
d'ouverture ni de fermeture de celle-ci, ni de phase de négociation des capacités des unités 
communicantes. Chaque datagramme transmis comprend l'adresse de la destination et le 
système s'efforce de l'y faire parvenir sans garantie aucune. 
Les protocoles RPC utilisent pour la plupart des cas le système des datagrammes. Les 
raisons sont les suivantes : 
1. Les messages RPC sont en principe assez courts et l'établissement et la destruction de 
connexion sont des swplus gênants 
2. Les serveurs doivent parfois s'occuper d'un grand nombre de clients et le stockage des 
informations d'état pour chaque communication en cours peut coûter cher 
3. Les réseaux locaux sont plutôt fiables. La survenance d'erreurs étant assez rare 
1 'existence d'un protocole de connexion sophistiqué est redondante. 
4. Les protocoles de datagrammes se retrouvent sur la majorité des systèmes connus. On 
est presque toujours sûr de pouvoir communiquer par datagrammes, ce qui n'est guère 
le cas pour les circuits virtuels. 
5.1.2 La composition des messages RPC 
Le module de transmission, le RPC RunTime, gère le passage de messages entre clients 
et serveurs. La structure minimale des messages est la suivante : 
TYPE message = RECORD 
messageType : { Request, Reply }; 
message/D : INTEGER; 
requestld : INTEGER; 
sourceAddress : AddressType; 
procedureld : INTEGER; 
arguments : ByteStreamType; 
multiPacket : BOOLEAN; 
seqNumber : INTEGER; 
END 
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messageType permet de distinguer entre les messages de requête et les messages de 
réponse. 
Le champ messageld sert à reconnaître la réponse à un appel spécifique. Le client peut 
ainsi éviter des réponses erronées à des vieilles requêtes. Il sert aussi de support à la 
sémantique "at most once". Pour garantir qu'un appel n'est exécuté qu'une seule fois le 
serveur tient des tables des appels à effectuer et des appels en cours. Lorsqu'un client 
retransmet sa requête le serveur saura qu 'elle a déjà été faite et ne répondra qu'à cette dernière 
requête. Il tiendra aussi une table des réponses aux dernières requêtes effectuées ce qui permet 
en cas de besoin de retransmettre une réponse éventuellement perdue. 
Grâce au champ requestlD, généré par le client, le serveur peut filtrer les messages 
doubles. 
L ' adresse de 1 'origine du message ( sourceAddress ) est indispensable au serveur pour 
retourner les résultats éventuels d'une exécution. Selon le type de système distribué et de 
réseau cette adresse est représentée différemment. Elle contient l'identification d'un réseau, 
d'une machine spécifique et d'un port, point terminal de communication entre processus. 
Le champ procedurel d identifie la procédure dont le corps est à exécuter. Comme une 
interface peut comprendre plusieurs procédures on leur attribue un numéro d'identification 
qui servira lors du dispatching . 
Les arguments del' appel sont représentés en listes aplaties (marshalled) afin de pouvoir 
être transmis par un canal de communication série. 
Voyons ici un exemple de paquet RPC : 
message RPC : Write(12345, 100, 7, "bonjour") 
message Type messageld requestld source procedureld 
(Requête) Address (Write) 
1 
0 987 1001 ~2.100.100.310 ) 
16 bits 16 bits 16 bits 64 bits 16 bits 
argumentsOrResults · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·> · 
fileldentifier position length data · · · · · · · · · · · · · · · · · · · ➔ 
~ 112345 1 100 
16 bits 16 bits 16 bits 16 bits 16 bits 16 bits 16 bits 
Schéma 5.1: Message de requête RPC 
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5.1.3 Les protocoles RPC 
Le schéma suivant reprend sous forme d'une table les trois protocoles disponibles ainsi 
que la source des divers messages envoyés : 
Nom du Origine des messages 
protocole Oient Serveur Oient 
R Request 
RR Request Reply 
RRA Request Reply Acknowledge-Reply 
Schtma 5 .2 : Les protocoles RPC 
Le protocole Request (R) suffit comme support de la sémantique "maybe". Ce protocole 
est le moins fiable puisque aucun contrôle d'erreur n'est fait et aucune confirmation n'est 
envoyée aux clients. Il trouve souvent son utilisation dans les serveurs graphiques de fenêtres 
[XWindows]. 
Le protocole Request/Reply (RR) est déjà plus fiable. Les clients, avant de poursuivre 
leur exécution, attendent la réponse, souvent accompagnée de résultats, du serveur. Les 
sémantiques "at least once" et "at most once" sont couverts par ce protocole. 
La sémantique "at most once" nécessite la tenue de tables de requêtes et de réponses du 
côté du serveur. Le serveur garde les réponses dans une table et en cas de besoin il retransmet 
ces réponses au client. Or il est difficile de prédire quand l'appel lointain est terminé. Faut-
il garder la réponse pendant 1 seconde où 10 secondes? La garder trop longtemps serait du 
gaspillage ! C'est la raison pourquoi l'on trouve parfois des protocoles Request/Reply 
enrichis d'une confinnation de réception des réponses du client. Il s'agit du protocoles RRA, 
Request/Reply/Acknowledge-Reply. 
Les opérations transport SendM essage etReceiveM essage servent à transférer un paquet d'un 
taille maximale (de l'ordre de quelques KB) d'une origine à une destination. Pour la 
transmission de messages excédant cette longueur une couche intermédiaire entre le transport 
le software RPC devient nécessaire. Cette couche s'occupe de trancher les messages longs 
en multipaquets à l'envoi et de les réassembler à la réception. Pour distinguer des messages 
simples et des multipaquets la structure des messages est enrichie des champs multiPacket 
et seqNumber qui indiquent s'il s'agit d'un multipaquet et si oui de son numéro de séquence. 
Selon le type de conversion de données qu'on trouve on peut ajouter à la structure du 
message des identifiants du format des données utilisé. 
52 
53 
5.2 Le marshalllng et le dispatching 
Le manhalüng consiste dans l'assemblage des données en une forme qui convient à la 
transmission à travers le réseau lors de l'envoi et dans le désassemblage de ces mêmes 
données lors de la r6ception. 
Avant de transmettre les données ils doivent être linéarisés afin d'être intégrés dans des 
messages sous forme de listes aplaties (bytestreams). Voyons un exemple: 
Marshalllng des arguments de : VectorScale(vec,MAX, 1 O) 
CONST MAX-5; 
TYPE Vector-ARRAY[1 .. MAX] of INTEGER; 
VAR vec : Vector; 
< - - - - - - - - - - - - Vector - - - - - - - - - - - - - - - - -> INTEGER INTEGER 
vec[1] vec[2] vec[3] vec[4] vec[5) 5 (MAX) 10 ("10'1 
Schéma 5.3: Exemple de marshalling (linéarisation) 
Le software RPC fou.mit des procédures de marshalling pour la plupart des types simples 
connus ainsi que des procédures de transformation de types composés vers ces types scalaires. 
Dans certaines implémentations il est laissé au programmeur de marshaller les arguments. 
Ceci est utile si les types sont trop complexes ou comportent des types scalaires inconnus ou 
interdits (pointeurs). 
Le dispatching consiste dans la sélection de la procédure à exécuter et du lancement de 
celle-ci. Pour savoir quelle procédure de l'interface est à exécuter le stub n'aura qu'à 
consulter le champ procedurel d du message de requête reçu. Ensuite il lancera la procédure 
appropriée. 
Le processus qui exécute l'appel remote a une durée de vie indépendante de celle de 
l'application appellante. Le déroulement de l'exécution peut se faire de deux façons. 
1. Pour chaque client ou pour chaque requête un processus d'exécution RPC est lancé. 
Ce processus est tué par le système à la fin de son exécution. 
2. Un processus, gérant des appels RPC, tourne de façon continue. La plupart du temps 
il se trouve dans une boucle d'écoute. Si une requête lui parvient il exécute dans son 
espace de mémoire la procédure choisie et retourne ses résultats à la fin. Ceci permet 
le partage de certaines zones de mémoire du serveur par tous les appellants. 
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6. Les aspects de performance des RPC 
Pour trouver une utilisation répandue une implémentation du software de support du RPC doit 
être performante. Les programmeurs ne vont pas utiliser le RPC pour la beauté du geste et une 
implémentation lente et inefficace ne fera que décourager son utilisation. 
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6.1 Les mesures de performance 
Avant de penser à une optimisation quelconque il faut analyser les différents facteurs qui 
ont une influence sur le temps pris par un RPC. 
1. le marshal.ling des arguments et des résultats. 
2. la transmission à travers le réseau ( bidirectionnelle ) 
3. le temps d'exécution de la procédure dans le serveur 
4. le temps d'attente avant l'obtention du service demandé. 
Augmenter les performances des RPC équivaut à optimiser les quatre facteurs listés ci-
dessus. 
1. Optimiser le marshalling équivaut à op~imiser les procédures de marshalling de façon 
à ce qu'elles exécutent convenablement et rapidement leur travail. 
2. Le temps de transmission est composé du temps passé dans le software de communication 
et du temps utilisé par le support physique pour moduler et transmettre le message d'une 
machine à l'autre. Ce denùer temps dépend du type de réseau, de sa largeur de bande 
ainsi que du nombre d'utilisateurs qui se partagent les canaux de communication. 
L'optimisation d'un système existant joue donc surtout au niveau du logiciel de 
communication. Les objectifs primordiaux sont la réduction du nombre de modules et 
de la quantité de données échangés entre eux, une simplification des protocoles 
intermédiaires et une diminution de la taille des paquets transmis au niveau physique. 
Le choix du protocole de transport n'est pas à négliger non plus. Il serait intéressant de 
laisser ce choix au programmeur. Si les arguments d'un appel sont de taille considérable 
il peut redevenir intéressant d'utiliser les circuits virtuels au lieu des datagrammes. 
3. L'exécution rapide de la procédure lointaine évite le blocage inutile du serveur et le 
rend vite disponible au client suivant. 
4. Il s'agit ici du temps passé dans des files d'attente du serveur ainsi que du temps 
nécessaire au système pour la création de l'espace d'exécution et le lancement du 
processus d'exécution du corps de la procédure lointaine. 
Plusieurs serveurs du même type augmentent la disponibilité d'un service et évitent des 
files d'attentes excessives. Si chaque appel RPC résulte dans la création d'un nouveau 
processus il faut prendre en compte le temps de lancement de celui-ci et la charge posée 
sur le système qui devra gérer tous ces processus. Si une machine est l'hôte de plusieurs 
serveurs très demandés la gestion des processus, dont chacun possède son propre espace 
d'adressage virtuel ainsi que les changements de contexte risquent de créer un overhead 
considérable pour tout appel de procédure lointaine. 
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L'existence de serveurs qui tournent parallèlement et en permanence évite déjà la 
création de nouveaux processus à chaque RPC. Pour faciliter la communication entre 
ces serveurs le système devrait disposer de puissants mécanismes de communication 
ainsi que de processus légers, avec une temps de création et de mise en marche minimal. 
6.2 Implémentation du RPC par les processus légers (threads) 
6.2.1 Prérequls théoriques 
Dans les systèmes d'exploitation basés sur UNIX les processus sont tout à fait 
indépendants. Ils possèdent chacun son propre espace d'adressage et communiquent par 
pipes ou par le mécanisme de sockets [Unix]. Chaque communication inter-processus 
entraîne un double transfert de zones de mémoire. La zone d'origine est copiée dans un 
tampon système pour être ensuite recopiée dans l'environnement du processus destinataire. 
Si ce modèle est encore appliquable pour les ancien systèmes à temps partagé (timesharing 
systems) il ne semble guère adapté aux systèmes distribués. Il ne s'agit évidemment pas de 
laisser tomber toute protection des processus mais plutôt de permettre le partage de mémoire 
entre certains processus auxquels on peut faire confiance. 
Un serveur peut alors être imaginé co~e processus qui tourne en permanence et qui, 
lors d'une RPC lance le thread qui correspond au processus d'exécution de la procédure 
appelée. Pour cela nous utiliserons l'idée de moniteur [Hoare]. 
Un moniteur est un objet logiciel qui réunit plusieurs variables partagées, un mécanisme 
d'exclusion mutuelle pour protéger l'accès à celles-ci ainsi que des procédures qui les 
utilisent lors de leur exécution. Le moniteur comprend donc : 
- dès déclarations de variables à partager 
- la définition de proced ures d'entrée ( entry procedures) qui sont appelés del' extérieur 
et ont des incidences sur les variables partagées 
- la déclaration de variables non partagées et de procédures locales 
Pour permettre la synchronisation des accès aux zones communes les règles suivantes 
sont imposés par le moniteur : 
1. Seul un processus à la fois peut entrer dans le moniteur, c'est à dire exécuter l'une 
de ses procédures. Les autres processus seront mis en attente jusqu'à ce que le 
moniteur soit de nouveau disponible. 
2. Tout processus peut appeler les procédures d'entrée 
3. Les variables partagées par le moniteur sont uniquement accessibles aux 
procédures du moniteur. U est recommandé que ces procédures ne font pas usage 
de variables externes au moniteur. 
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Un processus entre dans le moniteur suite à l'appel d'une procédure d'entrée. Il en sort 
lors du retour de celle-ci. Entre ces deux moment il se trouve dans le moniteur. Il peut être 
en train d'exécuter une proc&lure ou bien être suspendu et se trouver dans une file d'attente. 
Du moment qu'une proc&lure d'entrée se termine le moniteur prend l'entrée suivante, si elle 
existe, et exécute la procédure demandée par celui-ci. L'exclusion mutuelle des processus 
dans le moniteur est réglée par le mécanisme des sémaphores [Unix]. 
Les moniteurs disposent d'une possibilité de signaler des événements d'un processus à 
un autre. Les variables partagées conditionnelks permettent à un processus de suspendre 
son exécution et de redonner la main aux autres. Si une certaine condition est vérifiée, si un 
processus met à jour la variable conditionnelle, le processus interrompu reprend son travail. 
Les primitives waitet signal gèrent la synchronisation d'exécution de processus collaborants. 
La primitive wait(s), où s est une variable conditionnelle, interrompt le processus en 
cours d'exécution, le met à la fin de la file d'attente, et repasse la main au premier en 
attente dans la file. 
La primitive signal(s), s étant une variable conditionnelle, relance le premier processus 
en attente de la modification de la variable s et le sort de la file d'attente. Le processus 
ayant utilisé cette primitive est alors mis en attente jusqu'à la fin de cette exécution. 
6.2.2 L'implémentation du RPC par moniteurs 
a) Le côté serveur. 
Le serveur dispose d'un processus d'écoute (distributor) qui capte les requêtes de clients 
éventuels, d'un ensemble de processus légers de travail (workers) qui exécutent les 
procédures appelées et d'une mémoire qu'ils se partagent tous. 
Au moment du lancement du serveur les workers se trouvent en attente de travail suite 
à l'appel de la primitive wait( C). Le distributeur met les messages de requête dans une zone 
tampon partagée ( Callsl n list) par tous les workers et signale leur arrivée par signal( C). Selon 
le mécanisme du moniteur que l'on vient de décrire un des woxkers libre reprendra son 
exécution. Il va prendre le premier message de la file de messages, l'analysera, exécutera 
la proc&lure demandée et renverra les résultats éventuels au client respectif. Par la suite il 
fera de nouveau un wait(C). 
Le moniteur s'occupe de la gestion de la file des messages afin que les ajouts du 
distributeuret les retraits des travailleurs sont sérialisés. Reste encore à enlever l'enregistrement 
de la requête exécutée de la liste des appels en entrée. 
b) Le c6té client. 
Du côté client l'on dispose d'un modèle semblable. Lorsque plusieurs processus clients 
sont en cours d'exécution il devient intéressant de les regrouper comme le montre le schéma 
ci-dessous. 
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On y trouve les processus clients (workers), un distributeur et une zone de mémoire 
commune. Les workers, lors du RPC, mettent une copie du message de requête dans le buffer 
des appels sortis ( CalùOut list) et attendent les résultats en faisant un wait( C). Le distributeur 
reçoit les réponses des serveurs, copie les résultats éventuels vers l'enregistrement 
correspondant dans la liste des messages en sortie et signale leur arrivée au worker concerné. 
Celui-ci reprend alors son exécution en transférant les résultats du RPC vers son espace 
d'adressage. Evidemment la liste des appels en sortie sera amputée de l'enregistrement 
correspondant au RPC considéré comme terminé. 
c) Le déroulement du RPC 
cllent serveur 
Ordinateur A Ordinateur B 
Schéma 6.1 : Implémentation du RPC par processus 
légers 
La séquence d 'événements,illustrée dans le schéma 6.1, lors du Remote Procedure Cali 
est alors la suivante : 
1. Le processus client dans l'ordinateur A fait un appel à la primitive DoCall. 
resultats := DoCall(destination, procld, dataln) 
Les actions de DoCall sont : 
(a) Créer un nouveau message et remplir ses champs 
(b) envoyer le message à sa destination (Machine B) 
(c) ajouter message envoyé à la liste CallsOut 
(d) attendre le signal généré par l'arrivée d'une réponse 
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2. Le me~age envoyé en 1. est reçu par le distributeur dans la machine B qui : 
(a) reconnaît qu'il s'agit d'une requête 
(b) exécute StartCall(msgReq) 
- en plaçant le message reçu (msgReq) dans la liste Cal/sin 
- en envoyant un signal qui relance l'exécution d'un worker 
3. Le worlcer dans la machine B : 
(a) appelle getMessage pour obtenir le message de la liste Cal/sin 
(b) exécute la procédure lointaine demandée et fabrique un message de réponse, msgRep. 
(c) lance EndCall(msgRep) qui 
- renvoie msgRep au client 
- si la liste Cal/sin est vide effectue un wait 
sinon retourne au point 3. 
4. Le distributeur dans la machine A 
(a) reçoit le message de réponse msgRep 
(b) retrouve le message de requête correspondant dans la liste CallsOut et le remplace 
par le message de réponse obtenu 
(c) signale au processus worker, origine de la requête, que la réponse et arrivée 
5. Le proce~us worker sort la réponse de la liste Callsln et reprend son exécution. 
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Chapitre Ill. NCS - Network Computing System 
1. Introduction 
Le NCS, N etwork C omputing System, est un ensemble d'outils facilitant le développement et 
l'exécution d'applications distribuées[NCS] [NCA]. Ils' agit d'une implémentation del' architecture 
NCA (NetworkComputing Architecture) mise au point par Hewlett Packard et APOLLO. NCA est 
une architecture offrant des facilités de distribution d'applications sur une collection hétérogène 
d'ordinateurs, de réseaux et d'environnements de programmation. Les applications bâties sur NCA 
ont leurs données ainsi que leurs traitements rq,artis sur des machines divergentes, ceci dans le but 
d'optimiser l'utilisation des ressources du réseau en fournissant un service de qualité aux utilisateurs. 
1.1 Les principes du NCS 
• Ouverture, portabilité et hétérogénéité 
La spécification du NCA est publique. Elle est accessible à toute personne 
intéressée. Le code source du NCS est disponible et cela gratuitement pour. toute 
institution à but non lucratif ou université. NCS est rédigé entièrement dans le 
langage C. Le protocoleRPC, le compilateurd 'interfaces ainsi que les impl6mentations 
des clients et serveurs et des différents outils de gestion fournis avec le NCS 
disposent tous d'un code source en C. Puisque le langage C est disponible sur la 
majorité des systèmes informatiques et que l'on ait porté une attention particulière 
à la portabilité du code l'on trouve de plus en plus d 'implémentations du NCA. On 
en trouve, par exemple, sous DOMAIN/IX, BSD-UNIX 4.2 et 4.3, UNIX System 
V.x, MS-DOS et même sous VMS. 
Une caractéristique essentielle du NCS est son orientation objet. Tout élément 
du réseau, qu'ils' agisse d'un processus en exécution ou d'un canal de communication, 
est considéré comme objet. 
NCA dispose d'un langage de définition d'interfaces, le NIDL (Network 
Interface Definition umguage), d'un protocole RPC (Remote Procedure Cal[) et 
d'un format interne de représentation des données NOR (Network Data 
Representation) propre à lui. Les services intégrés dans l'architecture NCA sont 
accessibles à travers un ensemble d'interfaces définies en NIDL. Le location broker, 
serveur de noms pour les objets distribués, exporte une telle interface NIDL. 
L'orientation objet, qui s'oppose à une orientation serveur, et l'existence d'un 
protocole de présentation de données facilitent l'implantation du NCA dans des 
réseaux composés de matériel hétérogène. NCA est indq,endant du protocole réseau 
utilisé. 
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- Transparence et performance 
Le protocole NCA/RPC est fondé sur le protocole de Birrell & Nelson [BiNe] 
décrit au chapitre Il. L'objectif est de maximiser la ressemblance entre les appels 
locaux et les appels remotes de procédures. L'usage des RPC est transparent au 
programmeur et à l'utilisateur. 
NCA/RPC dispose d'un protocole léger request-response qui utilise le service 
datagramme de la couche transport. Le protocole se sert de processus légers, des 
threads. [NCA_CPS] 
La conversion des représentation des données ne se fera que si le besoin se 
présente. L'approche adoptée est multicanonique, c'est-à-dire que chaque paquet 
transmis possède un champ indiquant le format utilisé par l'origine. Si cc format 
diffère de celui du destinataire, celui-ci s'occupera de le transformer. Dans le pire 
des cas il y aura donc une et une seule conversion. 
- Extenslb/1/té et sécurité 
NCA constitue le fondement pour le développement d'applications distribuées 
fiables et portables. Son architecture adresse tous les principaux problèmes 
rencontrés par les développeurs de telles applications. Il p~sente une architecture 
ouverte et aisément extensible. L'ajout de nouveaux outils ne pose aucun problème: 
Il suffit de mettre au point les serveurs désirés et de définir leurs interface en NIDL 
avant de les exporter aux éventuels clients. 
NCA ne prévoit pas de mécanismes de protection dans son architecture de base. 
L'intégration d'outils de protection et de sécurité se fait à travers la mise au point 
de serveurs spéciaux. Ces brokers fournissent de services comme l'authentification 
ou la distribution de clés de chiffrage. Les détails concernant la standardisation de 
ces serveurs sont toujours sous étude. 
1.2 L'architecture NCA 
' lnterlaces 
: Utilisateur 
' ,--------r .. - - - - - - - -
Client , Serveur 
Schéma 1.1 : Architecture NCA 
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NCA applique le modèle client-serveur aux applications distribuées. Chacune 
de ces applications est constituée de programmes client, consommateurs de ressources, 
et de serveurs d'application, fournisseurs de ressources. Un serveur de fichiers 
s'occupe des opérations de manipulation de fichiers tandis qu'un autre serveur peut 
gérer des processeurs spécialisés dans les calculs vectoriels. L 'acœs aux programmes 
client se fait à travers les interfaces utilisateurs. 
Les clients et les serveurs d'applications font un usage régulier des network 
brokers, des server support tools ainsi que du basic heterogenous interconnect. 
1.2.1 Les Brokers 
Un broker est un serveur qui fournit des informations au sujet des ressources du 
réseau, qu'elles soient locales à un host ou remotes. Il agit en tant qu 'intermédiaire 
entre les clients, demandeurs de ressources, et les serveurs, fournisseurs de ressources. 
Le programmeur peut ainsi se concentrer sur les aspects d'exécution del' application 
et non sur les aspects opérationnels. 
Clients: 
(Consumers) 
File Access 
Print 
Mail Batch 
Batch a Server 
Archltectu~ 
Interfaces rai " 
Architectural Interfaces 
• • (malnly RPC) 
Brokers: 
Naming/Locating 
Registry 
Authentication 
Compute Slot 
Allocation 
Application 
Servers: 
(Producers) 
File Server 
Print a Server 
Mail Server 
Batch a Server 
Compute Slot 
Broker 
Schéma 1.2 : Modèle Client/Object/Broker 
Le client enquête auprès du broker en vue d'obtenir des informations sur les 
objets du réseau. Les brokers sont classés en fonction du type d'informations qu'ils 
fournissent. 
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Le location broker, qui occupe une position cruciale dans le NCS, se charge de 
localiser les objets et interfaces du réseau. Pour obtenir l'emplacement d'une 
ressource, d'une interface remote ou d'une base de données à consulter, le client 
s'adresse au location broker. C'est pour l'instant le seul broker fourni avec NCS. 
L 'authentication broker garantit une communication sécurisée entre les clients 
et les serveurs. Il s'occupe de distribuer des autorisations qui conviennent aux 
différents clients suite à leur identification. 
Le power broker a pour travail de ~artir 6quitablement la charge du système 
distribué entre les processeurs disponibles. 
Le network naming broker se charge de donner des noms significatifs aux 
noeuds du réseau ainsi qu'aux directories des utilisateurs et du système. 
Toute une série d'autres brokers sont imaginables et peuvent être implémentés 
successivement. On y trouve notamment des brokers de description, d'allocation ou 
de nommage de ressources. 
1.2.2 Les Server Support Tools 
Les outils de support des serveurs constituent un ensemble de sous-routines de 
support du développement d'applications complexes dans un environnement distribué. 
Ils augmentent ainsi les services fournis par le basic heterogeneous interconnect. 
Parmi les outils implémentés l'on trouve: 
Data Replication Manager (DRM) 
Concurrent Programming Support (CPS) 
Process Fault Manager (PFM) 
Le DRM est un service permettant la réplication de données. Ses caractéristiques 
sont d'un côté une haute disponibilité des données et de l'autre côté une cohérence 
faible des différentes bases de données [NCS_ TUT]. Il exporte plusieurs interfaces 
qui permettent aux clients de disposer de répliques des données critiques en plusieurs 
endroits du système et de gérer celles-ci. Le schéma 1.3 illustre le fonctionnement 
du DRM et ses interfaces. 
A cet instant la seule application faisant usage du DRM à travers l'interface 
"drm.imp.idl" est le Global Location Broker. Au point 7.3.2 le lecteur trouvera un 
exemple d'usage pratique du mécanisme de réplication.L'outil drm _ admin permet, 
quant à lui, un accès direct à l'interface "rdrm.idl". 
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DAM Appllcatlon 
Admln Admln 
Tool Tool ~ ,, w 
Application Application 
,, w w V 
DRM < ➔ DRM 
Server @ hoat1 Server @ hoat2 
Remote DRM Interface - (rdrm.ldi) 
W?22?22'22?2&&Mll¼ Remote DRM_appllcation_lnterface - (applle_rdrm.ldl) 
Applicatlon/DRM and DRM/Appllcation Interface - (drm.lmp.ldl) 
--+ ··•V ·•iS··· ·i ·- "li" ·· Remote Appllcation lnt•rf!lce (appllc.ldl) 
Schéma 1 .3 : Les interfaces du Data Replication Manager 
Le CPS offre une interface qui permet de créer un environnement multi-tâche 
à l'intérieur d'un seul processus serveur [CPS]. Dans l'espace d'adressage d'un 
processus pourront alors se dérouler plusieurs threads, processus légers. Le CPS 
évite l'excès CPU qu'on rencontre dans les systèmes UNIX pour le changement de 
contexte entre processus et la leur communication. Le CPS ne connaît pour l'instant 
que quelques implémentations. 
De plus le programmeur dispose du Process Fault Manager (PFM) qui 
normalise la gestion de signaux, de fautes et d'exceptions par l'installation de 
cleanup handlers. Ces handlers sont de petits sous-programmes de gestion 
d'erreurs. Lors de la survenance d'un événement critique, le handler s'occupe de 
libérer les ressources acquises par l'application avant de la terminer. D'autres types 
d'erreur peuvent engendrer des messages d'avertissement ou lancer des procédures 
de correction de la situation fautive. 
Les annexes A.2 et A.5 fournissent une description détaillée des interfaces PFM 
etDRM. 
D'autres outils fournissant, par exemple, des services d'acc~s sécurisé aux 
ressources ou des mécanismes de transactions atomiques se trouvent encore sous 
étude. 
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1.2.3 Le Heterogenous lnterconnect. 
On y trouve les éléments standardisés suivants : 
1.LcRemoteProcedureCall(NCA/RPC),cxtensiondel'appclproc&lural 
classique à un environnement distribué. Le RPC _RunTime reprend la 
librairie des fonctions liés au RPC. 
2. Le langage de définition des interf accs des proc&lurcs remotes, le 
Network Interface Definition Language (NIDL). 
3. Le protocole de représentation des données, Network Data 
Representation (ND R ), qui définit les conversions des données structurées 
en flux binaires afin de les adapter à la transmission dans les paquets RPC. 
Ces éléments font l'objet de descriptions plus détaillés dans la suite de cc chapitre. 
1.3 NCS et OSF 
1.3.1 L'Open Software Foundatlon 
L'OSF, Open Software Foundation, est un regroupement de constructeurs 
informatiques qui s'est donné comme but de briser le monopole du marché UNIX 
détenu en partie majeure par AT&T et SUN. L'objectif est de créer un système 
d'exploitation ouvert, portable et performant. Celui-ci va intégrer, suite à des 
négociations et conférences de standardisation, les meilleures technologies du 
marché. Le procédé est toujours le même. L'OSF lance un appel d'offres 
technologiques (Request For Tee hnologies ,RFT) et tous les producteurs de hardware 
et de software peuvent y proposer leur technologie. Lors de conférences chacun peut 
défendre son point de vue et essayer de faire accepter sa technologie. Un comité de 
standardisation décidera dès lors de la technologie à adopter, qui selon les besoins 
peut être le recoupement de plusieurs propositions. Par étapes successives, appelées 
snapshots, le système d'exploitation sera fourni d'abord aux membres del 'OSF en 
vue de le porter sur leurs systèmes et de le vendre ensuite aux utilisateurs finaux. 
1.3.2 Le système d'exploitation OSF/1 
En automne 1991 le premier snapshot, OSF/1, a été publié. Il est composé de 
deux sous-ensembles: le Kernel et le Distributed Computing Environment (DCE). 
[DCE_ADG] [DCE_PW] 
Le Kemel "Mach", proposé par l'université de Carnegie Mellon, dispose d'une 
mécanisme de communication de processus très performants et de processus légers 
(threads) [Sansom]. 
Le DCE comprend plusieurs services nécessaires dans le cadre d'un système 
distribué. Citons-en quelques-uns. 
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- Un service de RPC. Il s'agit du NCS d'APOLLO/HP, qui permet le 
développement d'applications distribuées et la conversion d'anciennes 
applications centralisées. 
- Un service d'horloge (time service). Le" dts" de DEC s'occupe de synchroniser 
les horloges des différents hôtes du système distribué. 
- Un service de directory. Il s'occupe de gérer les ressources hardware et 
software du réseau et de fournir les informations pertinentes à ses clients. 
- Un service de fichiers distribué. Ce service permet la distribution de fichiers 
en gardant un espace de nommage unique à travers tout le réseau. 
2. Les concepts de base 
2.1 L'orientation objet 
Les architectures RPC classiquesperm~ttent l'accès aux ressources en s'adressant 
directement aux serveurs concernés. NCS a adopté une autre approche, celle de 
l'orientation objet. 
Toute ressource du système, qu'elle soit de nature physique ou logicielle, est 
assimilée à un objet. Les programmes accèdent aux objets à travers des interfaces 
et se caractérisent par les objets qu'ils manipulent plutôt que par les machines avec 
lesquelles ils communiquent. Ces programmes orientés objet sont plus faciles à 
mettre au point et s'adaptent sans problèmes aux changements éventuelles des 
machines ou de la structure des réseaux. L'approche objet dispose de nombreux 
avantages. L'objet est l'unité 
- d 'abstraction : l'objet sait comment l'opération sera exécutée 
- d 'extension: l'on peut suivre l'évolution du système en créant de nouveaux 
objets exportant les anciennes interfaces (principe del 'héritage) ou en modifiant 
uniquement l'interface des objets existant pour refléter les fonctionalités 
supplémentaires 
- d ' intégration : puisque les objets peuvent être incorporés, les applications 
développées séparément seront intégrables 
- de distribution : ils garantissent la transparence de localisation 
- de reconfiguration : les objets peuvent être migrés sur d'autres machine en 
vue de l'équilibrage de la charge ou suite à la survenance de pannes 
- de fiabilité : la réplication d'objets permet une meilleures fiabilité et 
disponibilité du système 
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2.2 Objets, Types, Interfaces 
Un objet est une entité accessible via des opérations bien définies. Parmi les 
objets l'on trouve des fichiers, des directories, des bases de données, des lignes de 
communications, des imprimantes ainsi que des processeurs. 
Tout objet est caractérisé par un certain type. Les programmes accMent à un 
objet d'un certain type à travers son interface. L'interface décrit un ensemble 
d'opérations appliquables au type d'objet en question. Chaque opération est décrite 
par ses entrées et sorties en négligeant express6ment ses aspects d'implémentation. 
Prenons par exemple plusieurs instances d'un objet du type ''file d'attente 
d'impression". Chacun des ces objets est accessible à travers la même interface de 
gestion d'impression qui inclut des opérations d 'ajout, de retrait, de modification de 
priorités ainsi que le listing des travaux introduits dans les différentes files. 
2.3 Unlversal Unique Identifier, UUID 
NCS identifie tout objet, type et interface par un identifiant unique universel 
(Unique Universal Identifier, UUID). Il s'agit d'un identifiant à longueur fixe (16 
octets) garanti univoque pour l'élément auquel il se ré~re. Il est constitué par le 
compostage de l'identifiant du système ( adresse réseau + identifiant de la suite de 
protocoles utilisée) qui l'a crée ainsi que son temps système actuel. 
Les avantages des UUID comme identifiants de bas niveau, au lieu de chaînes 
de caractères, sont multiples. Les UUID sont facilement intégrables dans des 
structures de données et souvent de taille inférieure aux strings. Si le besoin se 
présente il sera possible d'ajouter différents mécanismes de nommage au dessus du 
concept d 'UUID. Finalement les UUID sont crées sans intervention quelconque de 
serveurs spéciaux ou de représentants humains qui se chargent de distribuer les 
identifiants respectifs. Un outil spécial de génération d'UUID (uuid_$gen) est 
disponible aux développeurs sur tout noeud du système. 
2.4 Les client et les serveurs 
Le NCS identifie deux sortes d'agents qui interagissent en vue d'utiliser les 
ressources limitées du système. Il s'agit des clients et des serveurs. 
Le client est le programme qui fait des RPC. Un RPC constitue un requête 
d'exécution d'une opération particulière sur un objet spécifique. 
Le serveur est un programme qui implémente une ou plusieurs interfaces et qui 
fournit ainsi 1 • acœs à un ou plusieurs objets. Lorsque le serveur reçoit une requête 
d'un client il exécute une procédure manager qui agit directement sur l'objet et qui 
fournit éventuellement des résultats à renvoyer au client. 
Le schéma 2.1 nous montre l'exportation de trois interfaces par un serveur pour deux 
types d'objet (mailing lists et printer queues). 
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----··· 
Interfaces 
Dlrectory 1/F 
Objects 
Server 
Schéma 2.1 : Objets, Types, Interfaces 
3. Le modèle réseau du NCA 
ChangeFont 1/F 
NCA utilise un modèle réseau construit sur l'abstraction des soclœts Berkeley 
et assume l'existence d'un service de transport du type datagramme au niveau 
transport. 
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NIDL& NDR 
NCA/RPC 
: Services da~gramme 
Terminologie ISO : 
Application Layer 
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Session Layer 
Transport Layer 
Socket 
Interface 
Network 
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,-------------------~ 
I IEEE 802.4 IEEE 802.3 APOLLO IEEE 802.5 1 
L (Token Bus) (ETHERNET) Token Ring (IBM Token Ring) 1 
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Schéma 3 .1 : Modèle réseau du NCA 
3.1 Le concept de socket 
Une famille de protocoles (protocolladdress family) est une suite de protocoles 
de communication liés. La famille de protocoles 1P du DoD, par exemple, comprend 
le TCP (Transmission Control Protocol) et l'UDP (User Datagram Protocol). 
[I'anenbawn] 
NCA est largement indépendant de la famille de protocoles utilisée. Cette 
transparence est réalisée par le concept de socket comme support de communication. 
L'on peut considérer le socket comme point terminal d'un tuyau de communication. 
Le serveur scrute un socket pour déceler !'arrive de requêtes d'un client. Le client 
transmet ses messages au soclœt du serveur. Sur le schéma 3.3 le serveur 1 ~coute 
au socket "dds:464a.590f, port 67" et le client 3 y envoie ses messages RPC. 
Host1 
lp: 192.6.7.11 
port 40 
Host 2 
eodlet 
dd1:d860.a9511 
port111 
Schlm,:r 3.2 : Comi,11micatio" RPC par sod:ets 
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Tout socket est univoquement défini par son adresse socket, qui contient un 
identifiant de famille de protocoles, une adresse réseau et un numéro de port. 
DOS Soeket Address (APOLLO Domain) 
Famlly Port Network Address 
16-bit 16-bit Network ID Host ID 
integer lnteger 
32-blt integer 32-blt integer 
IP Soeket Address (DARPA Internet) 
Famlly Port Network Address 
16-bit 16-bit Host ID 
integer integer 
32-blt integer 
Schéma 3 .3 : Structure des adresses IP et DDS 
L'identifiant de famille est attribué par l'université de Berkeley en Californie. 
L 'adresse réseau identifie, selon la famille de protocoles, une machine 
particulière, un hôte, à l'intérieur du réseau. Le port fait référence à une file de 
messages d'un socket à l'intérieur d'une machine spécifique. L'on distingue deux 
types de ports: les well-known ports et les opaque ports. 
Un port est considéré comme well-known du moment qu'il est statique, c'est-
à-dire compris dans la définition de l'interface remote. Les clients y enverront leur 
requêtes et le serveur n'écoutera qu'au port spécifié. L'attribution de ces ports se 
fait en principe par les administrateurs du protocole. C'est ainsi que l'Internet 
Protocol a destiné le port 23 au service de login remote TELNET. Or, le nombre de 
ports d'une machine se trouve limité et des risques de conflit entre applications 
faisant usage d'un même port ne sont guère exclus. Cela nous mène vers l'idée de 
ports opaques, inconnus des clients et des serveurs. C'est une autre instance, le 
location broker, qui s'occupe d'attribuer dynamiquement les numéros de port. 
Notons que le location broker, lui, dispose néanmoins d'un port public pour écouter 
aux requêtes de ses clients. 
3.2 Le service de transport 
L'environnement d'un réseau est souvent non fiable et ses failles sont difficilement 
prévisibles. Le but du protocole RPC est de cacher ces inconvénients et de rendre 
les appels lointains identiques aux appels locaux. 
Une solution serait de prendre un protocole de transport fiable, par exemple, le 
TCP/IP ou la couche transport du modèle OSI. L'alternative serait d'utiliser un 
service de transport non-fiable par transmission de datagrammes. Le protocole RPC 
s'occuperait alors de détecter les erreurs résiduelles. 
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NCA utilise cette deuxième approche pour 3 raisons. 
1. La minimisation de l'échange de messages et des autres excédents. En 
effet les protocoles du genre TCP sont lourds à implémenter et les coûts de 
l'ouverture et de la maintenance des circuits virtuels sont considérables. TCP 
nécessite l'échange de huit messages pour l'envoi d'un seul RPC. Des serveurs 
utilisant TCP sont aussi censés garder des informations d'état sur tous ses 
clients. 
2. La possibilité de prédire la sémantique des RPC. Tandis que la sémantique 
des RPC est prévisible pour un même protocole de connexion, il en est tout autre 
lorsqu'on emploi des implémentations et des familles différentes. Certaines 
fonctionalités nécessaires au RPC peuvent varier d'un protocole à l'autre ou 
même ne pas exister du tout. Le protocole orienté connexion, sera-t-il capabale 
de détecter des coupures, d'accepter des données "out of band'' ou de gérer 
différents streams binaires ou structurés ? Les protocoles non-connectés sont 
souvent plus simples et disposent de nombreuses fonctionalités communes à 
travers toutes les familles existantes. 
3. La disponibilité du service. Il est pos~ible que certaines machines, pour des 
raisons diverses, ne supportent pas de service transport fiable. NCA assume 
l'existence d'un service de datagrammes, cc qui est pratiquement toujours le 
cas . 
3.3 Les paquets NCA/RPC 
Les paquets échangés lors d'un RPC sont constitués d'une entête et d'un corps . 
L'entête comprend des informations de contrôle du protocole tandis que le corps 
contient les arguments en entrée et en sortie. Le NCA permet une taille maximale 
de 80 octets pour l'entête et de 65535 octets pour le corps. Ces valeurs sont souvent 
sujets aux limitations imposées par la couche transport utilisée. Si la longueur du 
paquet NCA excède les limites prescrites du logiciel de communication, le protocole 
NCA/RPC se charge de le décomposer en fragments de taille conforme. 
3.3.1 Le format d'un paquet 
La représentation binaire de l'entête est déterminée par le type de paquet, par 
la façon dont ce type sera représenté en NDR et par le format de représentation local 
des données. Examinons dès à présent la structure en C de l'entête d'un message 
NCA/RPC. 
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typedef sttuct { 
unsigned small 
unsigned small 
unsigned small 
byte 
nca _rpc _$drep _t 
uuid_$t 
uuid_$t 
uuid_$t 
unsigned long 
unsigned long 
unsigned long 
unsigned short 
unsigned short 
unsigned short 
unsigned short 
unsigned short 
byte 
rpc_vers, 
ptype, 
flag, 
padl, 
drep, 
object, 
if_id, 
actuid, 
server _boot, 
if_vers, 
seq, 
opnum, 
ihint, 
ahint, 
len, 
fragnum, 
pad2 
) nca_rpc_$pkt_hdr_t; 
Champ 
. 
Description 
rpc_vers Num~ro de )1 venion du p-otoc:ole. Il aert à distinguer 1es cWf~rentea venions du 
protocole NCA/RPC qui peuvent exister en parall~le dans Wl environnement 
dis tribu~. 
ptype Type de paquet. Il identifie Je type de requete eff~ par Je client ou le type de 
~ponse renvoy~ par Je serveur. 
flag Drapeaux. Ces drapeaux binaires aervent au 1upport du protoc:ole RPC. 
drep Identifiant de la re~sentation des donn6es u~. Ce champ dkrit Je format dans 
lequel se trouvent les diff~rent types transmis : 1es entiers, carac~res et nombres en 
virgule flottante. D ~lee notamment Je format des entiers dans J'entete meme du 
paquet En fonction de la repr&entation du destinataire celui-ci devra convertir 
l'ent!te avant de l'~valuer. 
object Identifiant d'objet Il indique l'objet auquel ae ~~re Je meaaage RPC. Si aucœ objet 
sp6clf",que n'est conœrœ ce champ contient la valeur O • (uwd_Snil ) 
if_id Identifiant d'interface. I.e nun.!ro d'une opmtioo avec l'identifiant de l'inlerface et 
de l'objet ,ont les aeules infonnationa dont le "ctiapatcher" du aervew- aw-a beaoin 
pour cWc:ider de l'exkution de la proc:61:lure remote choilie. 
actuid Identifiant d'activiU. Il identifie l'activi~ du client qui fait un appel I.e aerveur 1'en 
aert comme cl~ de communication avec lel Clie!Jls. 
1erver_boot Hew-e du dernier ~marrage du aerveur. I.e aerveur Inclut cetœ information dans toua 
Jea paquets ven aea clients. Il trouve aon usage dans Je protocole client (voir 8.1) 
if_vers Identifiant de venion d'interface. Il eat indilpenaable Ion de l'exiatence de multiples 
venions d'une meme incerface. 
seq Num~ro de a6quence. Chaque paquet diapoae d'Wl num~ro de a6quence unique pour 
tous les paquets d'une meme activM. Ce num~ro combiœ • l'identifiant d'activi~ 
sp6cifie de facon univoque WI RPC. 
op_num Nurn~ro d'identification d'une •nition dans une interface. 
ihint "Interface hint". Champ facultatif utilisable par Je aerveur pour opthrùaer la 
consultation des ■es tables. Une requ6te RPC recolt en ~pome une valeur d'index de 
la table des interfaces du aerveur en vue d'~viter à l'avenir, des recherches coOteuses. 
ahint • Activity hint" . Index dans 11 table de lookup des activi~s d'un 11erveur. 
!en Longueur du corps du paquet.. Elle ne peut exœder 6553.5 octets. 
fragnum Nurn~ro de fragment Si 11 taille du corps d'un paquet RPC ~puae les limites, NCA 
proœde • la transmission de fragments . Chaque fragment dilpoee de 10n identifiant 
' J 
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3.3.2 Les paquets du client 
1. Le paquet "nquesf' est composé d'une entête ainsi que du corps contenant 
les paramètres en entrée à la procédure remotc. Il existent cinq variantes du 
paquet de requête qui se distinguent par la valeur du champ flag du paquet. 
Type de requlte Dacrlpdon du type de Nqulte 
idempotent Oannti.e d'exécution de la proc:6durc appelée. Suite à dca -.gcs dupliqu& la 
proc6durc peut cependant etre eéc:ut6c plua d'une fois. 
at mœt once Oioix par cMfaut. Garantie d'au plua une eéc:ution de la proe&fure demandée. 
broadcast Envoi du paquet à tous les ICJ'Veun du R8CIU local. La taille maximale d'un 
broadcast est fonction du ec:rvice datagnmme utilisé. 
maybe Aucune garantie quant à la m:eption ou l'exécution de la rcquete. 
maybe/broadcast Combinaison dca apécificationa de mayt,e et de broadcut. 
2. Le paquet "ping" sert au client pour obtenir des informations quant à 
l'existence et à l'état d'un serveur. Puisqu'il n'y a pas d'arguments en entrée 
il n'est constitué que d'une entête. 
3. Le paquet "ack". Il est envoyé par le client suite à la réception de la réponse 
à une requête de type "non idempotent". Cc paquet indique au serveur qu'il peut 
cesser d'envoyer les réponses au RPC en question. Le lancement d'un nouveau 
RPC aura le même effet. 
4. Le paquet ''jack". Lors de l'envoi de multi-paquets le client acquitte, par 
l'envoi du "fack", la réception du dernier fragment reçu. Le serveur peut alors 
cesser de l'envoyer et transmettre le fragment suivant. Pour inhiber l'envoi de 
ces acquittements le serveur doit mettre le drapeau nofack dans ses paquets. 
5. Le paquet "quif'. Il permet d'annuler le RPC en cours de traitement. 
3.3.3 Les paquets du serveur 
1. Le paquet "nsponse". Le serveur envoie le paquet œponse et cela 
éventuellement en plusieurs fragments de même numéro de séquence avec des 
numéros de fragment croissants. Il est composé des paramètres en sortie générés 
par la procédure exécutée. 
2. Le paquet "working". Cc paquet répond à une enquête "ping" du client et 
lui signale que le serveur ·est en train de servir son appel remote. Il est composé 
que de l'entête. 
3. Le paquet "nocalr'. Il s'agit de nouveau d'une réplique au paquet "ping". 
Ce paquet, de même structure que le précédent, indique au client que le serveur 
ne dispose pas d'informations quant à la réception d'un RPC de sa part. 
L'obtention de ces message indique souvent au client que son message de 
requête s'est perdu. 
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4. Le paquet "rejecf '. Sile serveur refuse une requête d'un client il lui transmet 
le paquet "reject", qui contient en plus d'une entête de paquet une variable 
expliquant la raison du rejet. (annexe B.) 
S. Le paquet "Jack". Son utilisation est symétrique au paquet client. 
6. Le paquet "quack". Cc paquet signale au client la réception du paquet" quit" 
et par conséquent l'accord du serveur d'annuler le RPC concerné. 
4. Le paradigme RPC 
NCA a adopté le paradigme RPC exposé aux chapitre II. 
4.1 L'lnterf ace 
L' interface d'un module est définie dans le langage NIDL. Elle est déclarée 
indépendamment de la façon dont l'appel sera effectué et de la façon dont les 
opérations seront implémentées. Le serveur qui implémente les procédures remote 
exporte cette interface. Elle sera importée par les clients qui font les appels aux 
opérations du module. 
4.2 Les clients, les serveurs et les managers 
Le processus qui fait des requêtes d'exécution de procédures rcmotes est appelé 
client. Il s'adresse aux fonctions lointaines à travers l 'interface RPC importée 
précédemment. 
Le serveur exécute les opérations contenues dans une ou plusieurs interfaces. 
Ces opérations agissent sur divers types d'objets . Le serveur accepte les requêtes 
des clients, exécute la procédure demandée et retourne les réponses éventuelles au 
client. Les deux schémas ci-dessus illustrent le déroulement des opérations et le flux 
des données pour deux configurations de serveur possibles. 
Server 
Manager Manager 
Interface 1, Type A Interface 2, Type A 
eau call 
Interface 1 - - - - - - -
- Interface 2 
retum return 
Stub Serveur 1 Stub Serveur 2 
coll call 
r~turn r,turn 
RPC RunTlme Llbrary 
decüents vers clients 
Schéma 4 .1 : Serveur exportant deux interfaces 
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Server 
Manager 
Interface 1, Type A 
eau 
Interface 1 -
coll 
rdurn 
Manager 
Interface 1, Type B 
Stub Serveur 
cal/ 
RPC RunTlme Llbrary 
tkcümts vers clients 
Schéma 4-2 : Serveur exportant une interface pour 2 types 
Notons qu'un serveur peut aussi être client, même son propre client. La gestion 
de répliques d'objets entraîne une étroite collaboration "client-serveur" entre les 
divers serveurs répliqués. 
4.3 Les stubs et le module RPC RunTlme 
Les tâches des stubs concordent avec celles définis dans le chapitre Il. Les 
requêtes des clients et les réponses des serveurs passent par les stubs concernés. Le 
module RPC _RunTime implémente le mécanisme RPC en exportant des services de 
binding, de gestion de handles, d'envoi et de réception de paquets. Son interface est 
illustrée dans l'annexe A.6. 
4.4 Les handles 
En vue de pouvoir envoyer un message de requête de la part du client, le 
RPC RunTime doit disposer de certaines infonnations. 
1. L'objet auquel l'opération demandée se réfère. 
2. L'emplacement du serveur implémentant les ~rations demandées. 
Une structure appelée handle représente ces informations du côté du client. Un 
handle ne fait référence qu'à un seul objet. Pendant son existence il peut cependant 
représenter des liens (bindings) vers différents serveurs et même aucun serveur du 
tout. 
4.4.1 Les types de handles 
Dans le contexte du NCS un handle n'est rien d'autre qu'un pointeur vers une 
structure opaque contenant les informations nécessaires en vue d'accéder à un objet 
spécifique. Le type de handle par défaut est lehandle RPC. S'il pointe vers une 
structure autre que celle illustrée au schéma 4.3 l'on parle d'un handle générique. 
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Handle 
Identifiant d'ob'ect 
Famllle d'adressage ] 
1--_A_d_resse __ ré_se_au___ Adresse Socket 
Port 
Schéma 4.3: Représentation d'un handle RPC 
4.4.2 Les états de blndlng des handles RPC 
Le tableau 4 expose les 3 états possibles pour un handlc RPC. 
Etat du binding à Information Mechaniame de Etat du binding au 
l'appel représentée livraison retour 
Non lié Objet Broadcast à tous les Lié complètement 
hôtes du ~seau local 
Lié à un hôte Objet +Hôte Envoi au "forwarding Lié complètement 
port" du hôte choisi 
Lié complètement Objet + Hôte + Port Envoi au port Lié complètement 
~que de l'hôte 
- Le handle non lié (unbound, allocaud handk) identifie un objet sans 
pourtant représenter un serveur particulier. Un appel avec ce handlc résulte dans la 
transmission d'un appel broadcast à tous les serveurs à l'écoute. Un serveur 
exportant l'interface demandée pour l'objet en question peut répondre. La première 
réponse obtenue servira au client pour mettre à jour sa représentation locale du 
serveur et de lier le handle. · 
- Le handle lié à un hôte (bound-to-lwst handle) contient l'identifiant d'un 
objet et d'une machine sans indication du numéro de port du serveur concerné. Si 
la définition del' interface comprend un port spécifique, la requête y sera directement 
envoyée. Sinon elle sera transmise au Local Location Broker (LLB) du hôte indiqué. 
Celui-ci connaît tous les serveurs locaux ainsi que leurs interfaces et objets gérés et 
renvoit les informations manquantes au client. 
- La handle complètement lié (bound handle) contient, en plus de l'UUID 
d'un objet, l'adresse complète d'un serveur. Cc type de handlc permet au 
RPC_RunTime d'envoyer les messages directement au socket spécifié. 
75 
76 
L'obtention de la r~nse du serveur ou du LLB a comme conséquence le 
binding complet du handle non-lié ou lié-h6te. Pour les appels qui suivent il ne sera 
alors plus nécessaire de refaire le binding. 
4.5 Les handles et le blndlng 
NCS offre deux types de binding et deux représentations possibles de handles. 
Binding manuel Binding automatique 
Handle explicite Type: bandle_t Type : g~érique 
Représentation : paramètre Représentation : paramètre 
Handle implicite Type: handle_t Type : g~rique 
Représentation : variable globale Représentation : variable globale 
du client du client 
4.5.1 Les handles Implicites et explicites. 
Un handle explicite est passé comme premier argument de chaque RPC. Il est 
transféré explicitement du premier appel effectué par le client jusqu'au stub du 
serveur. Le RPC_RunTime du client y insère l'adresse du client lors de l'appel, ce 
qui permet au serveur de connaître la destination des réponses. 
Du moment que le handle est représenté comme une variable globale l'on parle 
d'un handle implicite. Comme l'opération appelée ne comprend plus de handle en 
paramètre, le serveur n'y aura plus accès. Au prix d'une meilleure transparence il 
introduit certaines limitations : 
- Sans handle le serveur client ne peut opérer que sur un seul objet, à moins 
qu'il passe en argument à la procédure un autre identificateur d 'objet. 
- Comme toutes les opérations d'une interface se partagent la même variable 
globale, le client ne saura accéder qu'à un seul serveur à la fois. La division 
d'applications en plusieurs parties s'exécutant parallèlement devient compliqué 
avec cc genre de handle. 
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Handle ~xpllclte 
C6té Citent C6té Serveur 
~ Handle l~llclte 
~ ~téCllent '□-~Cl 
~ ub Citent PC RunThne ' PC RunTlme ~ t..::=_J 
Schéma 4 .4: Handles implicites et explicites 
4.5.2 Le blnding manuel et automatique 
Le binding manuel implique l'emploi de handles RPC. En vue de créer et de 
lier les handles le client s'adresse directement aux ~rations du RPC_RunTime. 
L 'usage de handles génériques impliqu~ un binding automatique. Le développeur 
est censé fournir des routines de binding et de unbinding automatiques, procédures 
traductrices du fonnat générique vers un format compréhensible par leRPC_RunTime 
et inversément. 
Il est clair que la flexibilité du binding automatique ne va pas sans sacrifices du 
côté performance. Le procédé automatique requiert des traductions à l'intérieur des 
stubs pour chaque RPC. Le déroulement de ces deux sortes de binding est expliqué 
dans le tableau ci-dessous. 
BlDdlng Manuel BlDdlng Automatique 
1. Client : 1. Client : 
Oéœrer handle RPC Utiliaer bandle pœrique pour 
Lier bandle RPC aelon besoins faire an appel proœdural au ltllb 
Appel proœdural au stub 
2 Stub client : 
2 Stub client: Lancer routine de binding automatique 
&voyer ~te au aerveur 
Atlendre 3. Routine d'autobinding 
Recevoir répome du aerveur Créer bari1Ue RPC 
Retourner au client l partir du handle pœriquc 
Lier handle RPC aeloo be■oina 
3. Oient : Retourner bandle RPC au 11111b client 
Recevoir résultat■ du stub client 
La~rer bandle RPC ■elon besoins 4. Stub client : 
Bovoyer ~te au aerveur 
Attendre 
Recevoir rq,orae du aerveur 
Retourner au client 
Appel de la routine d'•toanbinding 
5. Routine d'autounbinding : 
La~rer bandle RPC ■elon belOÎDa 
Retourner ai ■tub client 
6. Stub client : 
Retourner au client 
7. Oient: 
Recevoir n!■ultat■ du ■tub client 
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5. La définition d'interfaces remotes 
Les interfaces des modules remotes sont rédigées dans le langage NIDL (Network Interface 
Description Language ). Ces définitions d'interfaces passent par le compilateur NIDL, qui en crée 
les procédures stub pour le client et les serveur. 
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5.1 Le langage NIDL 
La définition d'une interface décrit les constantes, types de données et les 
opérations associés à l'interface. Le langage NIDL est purement déclaratif et existe 
en deux variantes syntaxiques, l'une proche du langage C et l'autre proche du 
langage PAS CAL. Dans la suite nous donnerons une courte introduction à la syntaxe 
C. L'annexe C. contient la définition complète de la syntaxe NIDL. 
Une définition en NIDL a la structure suivante : 
identificateur de syntaxe 
[ liste d'attributs de l'interface ] interface identifiant 
{ 
déclarations d'importations 
déclarations de constantes 
déclarations de types 
déclaration des opérations 
} 
a) L'identificateur de syntaxe. NIDL accepte deux syntaxes, l'une est proche du 
langage C et l'autre ressemble au PAS CAL. 
b) L'entête contient la liste des attributs et l'identifiant de l'interface. La liste des 
attributs comprend l'UUID, la version et éventuellement le ou les ports publics de 
l'interface. Elle spécifie aussi si la procédure est locale ou remote ainsi quel 'usage 
de handles implicites et de leur type. 
c) La déclaration d'importation favorise la modularisation des d6clarations, en 
incluant d'autres textes NIDL dans la définition actuelle. 
d) La déclaration de constantes associe un nom à une valeur fixe. NIDL interdit 
les expressions constantes. 
e) NIDL permet la déclaration de types de données sous la forme: 
typedef [ liste des attributs ] type _spécificateur déclarateurs. 
La liste des 4ttributs spécifie si le type est un handle ou s'il n'est pas transmissible 
dans sa forme actuelle. 
Le spécificateur de type est un scalaire (byte, nombre entier ou flottant, caractère 
... ), un type construit ( string, tableau, structure, pointeur ... ) ou bien un type défini 
précédemment. 
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Les déclarateurs sont les noms attribués aux nouveaux types. Le déclarateur pour 
un pointeur est précédé du symbole"*". Celui d'un tableau est suivi des indications 
de sa taille. 
Prenons quelques exemples : 
typedef long integer32, int32; 
typedef int *pointeur_ vers_entier; 
typedef struct ( 
char tab1[32]; 
int toto; 
long resultat; 
} exemple_t; 
typedef int tableau_6X4 [6] [4]; 
f) La déclaration des opérations est analogue à l'entête d'une fonction en C. Elle 
prend la forme générale suivante : 
[attributs_ opération] type _sortie nom_ op1ration (liste _paramètres) ; 
Parmi les attributs de l'opération on trouve les mots clé idempotent, broadcast, 
maybe et comm _status. L'attribut comm _status spécifie quel' opération appelée est 
censée fournir en résultat un statut de communication. Ceci permet au stub client 
de réagir aux erreurs survenues en fonction du résultat obtenu. Les autres attributs 
indiquent la sémantique RPC à employer par le RPC_RunTime. Par défaut celle-
ci est du type "at most once". 
Le type _sortie spécifie le type de données que la fonction retournera. Tout type 
non-pointeur est admissible et le système renvoit par défaut un entier. Un fonction 
qui ne retourne pas de valeur est précédée du mot clé void. Sil' attribut d'opération 
comm status est présent le type sortie est obligatoirement status $t. La structure de 
- - -
status_$t et les différents messages d'erreur sont exposés dans l'annexe B. 
Le nom de l'opération identifie les différentes opérations de l'interface. 
La liste des paramètres contient les paramètres ~arés par des virgules. Elle se 
structure comme suit : 
param_ type [field _attribute _List param_ attribute List] nom _paramètre; 
La liste des attributs des champs s'applique aux tableaux et comprend les mots 
clé last _is et max_ is suivi d'un nom de variable indiquent dynamiquent le dernier 
index ainsi que l'index maximal d'un tableau à passer lors du RPC. 
La liste des attributs des paramètres stipule si un paramètre est en entrée ou en 
sortie, ou même les deux à la fois, par les mots clé in et out. Un attribut spécial 
comm_status souligne le fait qu'on est en présence d'un attribut de statut. 
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Le nom du paramètre doit être précédé de "*" pour désigner les paramètres in et 
out, sauf les tableaux, passés par référence. 
Une étude plus détaillée de la syntaxe Cou PASCAL du langage NIDL dépasserait 
le cadre de ce mémoire. Le lecteur intéressé est renvoyé à la lecture des chapitres 
6,7 et 8 du manuel de référence du NCS. 
5.2 Le compilateur NIDL 
Le compilateur NIDL crée à partir de déclarations d'interfaces les modules stub 
qui seront linkés avec les clients et les serveurs. Il génère, selon la volonté de 
l'utilisateur, du code source en Cou en PASCAL. Le linkage avec des modules est 
aussi prévu par le NCS. 
Définition d'interface 
NIDL 
blnop.ldl 
Fichier Header 
blnop.h 
Compilateur Fichiers client 
NIDL --- blnop_cstub.c 
blnop_cswtch.c 
Fichiers serveur 
blnop_astub.c 
Schéma 5.1 : Le compilateur NIDL, input et output 
En plus de ces stubs le développeur obtiendra un fichier header. Ce fichier 
initialise les structures de gestion du NCS et contient les déclarations des fonctions 
RPC_RunTime, des constantes et types de support des appels remotes. Il initialise 
la structure if_ $spec que le serveur passe au RPC_RunTime lors del' exportation de 
ses interfaces. La structure epv _t représente une entrée, un pointeur vers une 
opération dans la table des procédures manager (entry point vector, EPV). 
Les fichiers _ cstub.c et _ cswtch.c forment le stub client tandis que le fichier 
~tub.c constitue le stub associé au serveur. 
Le fichier switch (_cswtch.c) joue un rôle spécial dans le cas de serveurs 
répliqués. Un serveur répliqué fait des RPC à ses répliques, à travers les fonctions 
compris dans ses stubs. Il exécute aussi ses proc6dures managers suite aux demandes 
de ses clients. Dans ce cas le développeur risque d'assister, lors de la compilation, 
à des conflits de dénomination : Comment distinguer entre les appels aux managers 
locaux et les proc6dures remotes du stub serveur ? 
Ce problème est résolu par le fichier switch. Il contient des proc6dures 
"publiques" au contraire du fichier stub qui lui ne contient que des déclarations de 
proc6dures "locales" et invisibles en dehors de son code source. Le switch accède 
aux fonctions du stub par le biais de son EPV. 
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Un client ordinaire est linké avec ces deux fichiers. Tout appel public sera relayé 
au srub respectif. Un serveur répliqué n'est linké qu'avec le stub client. Les requêtes 
rcmotes du serveur s'adresseront alors directement au EPV tandis que les noms 
"publics" feront référence aux managers locaux. 
Code cllent normal 
lf$op(h,a,b,c) 
Swltch cllent 
lf$op(h,a,b,c) 
{ 
(•it_v1$client_epv.lf$op) ( ... ); 
} 
Stub client 
lf_v1$epv_t 
lf_v1$client_epv • { lf$op}; 
static lf$op(h,a,b,c) 
{ 
rpc_$sar( ... ); 
} 
Cllent ordinaire 
Code cllent d'un 
Nrveur répliqué 
(•if_v1$cllent_epv.lf$op) ( ... ); 
Stub citent 
lf_v1$epv_t 
lf_v1$cllent_epv • { lf$op}; 
static lf$op(h,a,b,c) 
{ 
rpc_$sar( ... ); 
} 
Serveur répllqué 
Schéma 5.2 : Relations entre les clients,switch et stub. 
5.3 Aspects avancés du NIDL 
5.3.1 Les tableaux ouverts. 
NCS prévoit la transmission de tableaux de taille dynamique. Voici un exemple 
appliquant les attributs fast_ is et max _is. 
typedef struct { 
int pmax; ~ index maximal * / 
int plast; ~ index du dernier élément * / 
long [max_is(pmax), last_is(plast)] parray□; 
} 
5.3.2 La conversion de types de données. 
Une structure de données présente (PRES) trop complexe aux procédures de 
linéarisation des stubs est automatiquement traduite en une structure transmissible 
(TRANS) par l'emploi du mot clé transmit_ as. Le programmeur devra cependant 
mettre au point les procédures de traduction selon les prototypes suivants. 
1. void PRES_to_xmit_rep() 
Elle effectue la conversion du type présenté vers le type transmissible après en avoir 
alloué de la mémoire. 
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2. void PRES_from_xmit_rep() est l'opération symétrique de 1. 
3. void PRES _free() libère la mémoire allouée pour le type présenté en 2. 
4. void PRES_free_xmit_rep() libère la mémoire allouée pour le type 
transmissible en 1. 
La conversion de types a une influence sur les performances des RPC. Le 
développeur peut, par exemple, décider de ne transmettre que les informations utiles 
d'un tableau peu rempli (sparse array). 
5.3.3 Le blndlng automatique. 
La traduction de/vers les handles RPC et les handles génériques ( GENERIC) , 
est réalisé par les procédures suivantes. 
1. handle_t GENERJC_bind () génère un handle RPC à partir d'un handle 
générique et le renvoie en résultat. 
2. void GENERIC _ unbind() brise le lien établi entre les deux handles et libère 
toutes les ressources allouées en 1. 
5.3.4 L'existence de multiples Interfaces. 
Le langage NIDL permet l'exportation de plusieurs versions d 'une même 
interface par un serveur. 
Sachant quel 'UUID des différentes versions est identique il restera au client de 
déterminer la version appropriée en comparant les numéros des versions exportées. 
Notons ici l'existence de l'opération rrpc _ $inq_inte,faces qui donne en résultat le 
vecteur des interfaces exportées par un certain serveur. 
Le serveur, quant à lui, déclare un vecteur d 'entrée pour chaque version exportée 
séparément. Si l'implémentation des opérations connaît aussi des mutations le 
programmeur devra en tenir compte dans son module manager et attribuer des noms 
uniques aux différentes opérations. 
5.3.5 L'existence de plusieurs managers 
NIDL permet l'exportation de procédures managerpourplusieurs types d'objets. 
Restera cependant au client de trouver l'interface convenable et au serveur de prévoir 
des vecteurs d'entrée ainsi que des modules managers différents. 
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6. Network Data Representation 
NDR spécifie comment les types de données structurés manipulés par les applications et le 
compilateur NIDL seront encodés en flux binaires avant leur transmission à travers un support de 
communication. On y spécifie aussi une représentation des données permettant l'interopérabilité de 
machines hétérogènes. En ce sens NDR remplit la fonction de la couche de présentation du modèle 
de référence OSI. 
Une liste complète des types transmissibles par NDR ainsi qu'une description de leur format 
de présentation se trouve aux annexes en D. 
6.1 Le protocole de présentation des données 
NDR définit une série de types scalaires ainsi que de types construits. Le 
protocole s'occupe de gérer les différents alignements des données en mémoire 
centrale. Par exemple les données sont alignés sur 16 bits pour le processeurs 680xx 
et sur 3 2-bits pour le processeurs VAX. En vue de ces différences il devient clair que 
des transferts de données risquent de devenir coûteux et . dans certains cas même 
impossibles. 
Pour cette raison NDR requiert l'alignement naturel des données dans les flux 
binaires. On y aligne toutes les valeurs scalaires de taille inférieure 2"n sur des 
frontières multiples de 2"n bytes, où NDR attribue à n une valeur maximale de 3. 
Ceci permet la communication aisée entre machines hétérogènes par l'usage efficace 
d'opérateurs naturels sans fautes d'alignement. Ceci entraîne cependant l'existence 
de trous (gaps) dans les flux binaires. Il est du ressort du programmeur d'optimiser 
l'organisation des données afin d'éviter ces gaps. 
6.2 Le protocole de conversion de données 
Les représentations des données varient d'une architecture à un autre. L'ordre 
des bytes et la taille des types de bases diffèrent souvent. Le protocole multicanonique 
limite les conversion de données en adoptant la philosophie "receiver makes it 
right". C'est à dire qu'au plus seul le récepteur aura à effectuer une conversion des 
données en son format local. NDR supporte un ensemble de types de données qui 
couvre la majorité des représentations courantes sans toutefois posséder le caractère 
universel d'un approche purement canonique. L'on peut supposer que les concepteurs 
ont accordé une importance plus grande aux aspects de performance qu 'àl 'universalité 
de leur système. 
Les différentes représentations connus par NDR sont identifiées par un label. 
Cc format label se compose comme suit : 
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Byte 1 
Byte 2 
Byte 3 
Byte 4 
Représentation integer (4 bits) j Représentation cbaracter (4 bits) 
Représentation floating point 
Réservé à un usage futur 
Réservé à un usage futur 
Ce label se trouve dans chaque paquet RPC. Son contenu est établi 
dynamiquement à chaque RPC avec les valeurs suivantes : 
Type de données Valeur Format 
character 0 ASCII 
1 EBCDIC 
integer 0 big-endian 
1 little-endian 
floating point 0 IEEE 
1 VAX 
2 Cray 
3 IBM 
7. Le Location Broker 
Un système distribué est composé d'objets de toute sorte, représentations de personnes, de 
ressources ou de services. Ceux-ci sont de nature temporaire et connaissent une certaine mobilité. 
Le location broker, élément clé du NCS, permet la localisation dynamique et la validation d'existence 
de ces objets et des interfaces liées. 
A la demande des clients, le location broker consulte sa base de données et leur renvoie les 
informations nécessaires. 
1 Appllcatlon 
1 
1 
Location Broker Global Information Global 
Client Agent Location Broker 
Local l tnformation 
Local 
Location Broker 
Host local 
Schlma 7.1 : Structure du Location Broker 
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-- - - ------- --------------- - -------------, 
7.1 Structure du Location Broker 
7.1.1 Le Local Location Broker (LLB) 
Il s 'agit d'un serveur RPC qui maintient une base de données locale contenant 
des informations sur les objets et interlaces qu'on trouve sur le host local. Il offre 
des services de looku.p et de registering. Un service ~cial, celui duforwarding est 
expliqué en 7.3.3. 
7.1.2 Le Global Location Broker (GLB) 
Le GLB gère les objets et interlaces disponibles sur tous les hosts du système 
distribué. Certaines implémentations en font un service répliqué, construit sur le 
Data Replication Manager (DRM). 
7.1.3 Le Location Broker Client Agent (LBCA) 
Le LBCA est une librairie implémentant les différentes opérations d'accès au 
LLB et au GLB. Toute opération liée au location broker passe par l'agent du host 
local. 
7.2 La base de données du Location Broker 
Une_ entrée de la base de données se compose comme suit : 
Champ Description 
Object UUID Identifiant unique de l'objet 
TypeUUID Identifiant unique du type de l'objet 
Interface UUID Identifiant unique de l'interface 
Flag Drapeau qui indique si l'objet est local ou global 
Annotation Description textuelle de l'entrée courante 
Socket Address Length Longueur du champ suivant : Socket Address 
Socket Address Adresse du serveur exportant l'interface 
Il est à remarquer que toute combinaison différente d'objet, de type ou 
d 'interlace doit être enregistrée séparément. Pour une liste exhaustive des opérations 
de recherche et d'enregistrement le lecteur est avisé de consulter A.4 aux annexes. 
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7 .3 Utilisation du Location Broker 
7.3.1 Enregistrement et recherche 
1a 
enregistrer 
objet 
Object 
Server 
Client 
Agent 
1 
Local 
Location 
Broker 
Host Serveur 
3a, accéder Il objet 
Host Client 
Client 2a 
1------+-i rechercher 
Client 
Agent 
obJet 
Global 
Location 
Broker 
Host GLB 
Schéma 7.2: L'agent client et les location brokers 
Ce schéma nous illustre le cas classique d'exportation et d'importation d'interface 
par le biais du location broker. 
La première phase consiste dans l'enregistrement du serveur qui exporte ses 
services. Le serveur s'adresse au LBCA ( 1 a) pour s'enregistrer auprès du LB. Le 
LBCA enregistre le serveur en question auprès du LLB (lb) et du GLB (le). 
F.n deuxième phase le client tentera de localiser le serveur mentionné. Il fera 
un lookup-ca/1 au LBCA (2a). Le LBCA entrera en communication avec le GLB 
afin de disposer de l'adresse socket du serveur (2b). 
Par la suite le client et le serveur peuvent entrer en communication directe. (3a, 
3b) 
7.3.2 La réplication du GLB 
Sur le sch6na 7 .3 nous découvrons deux exemplaires du GLB. Chaque GLB 
dpliqué dispose d'une liste de répliques existantes, de sa copie locale des données 
ainsi que d'une liste de propagation. A chaque appel d'enregistrement ou d'effacement 
au GLB, le DRM y lie un timestamp et le fait propager vers toutes ses répliques. Une 
propagation terminée, l'entrée du GLB réplique concerné est enlevée de la liste de 
propagation. Les règles de propagation, assurant la cohérence des différentes bases 
de données, sont listées ci-dessous. 
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1) La propagation est uniquement effectuée par la rq,lique GLB d'origine. 
2) Si une copie identique d'une entrée GLB existe déjà pour le même serveur (objet, type, interface et 
adresse socket sont identiques), le système ne retient que l'entrée ayant le timestamp le plus récent. 
3) Si les horloges de deux répliques diffèrent de plus de 10 minutes aucune propagation n'aura lieu 
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Schéma 7.3: GLB répliqué, enregistrement et lookup 
Si certains GLB sont inaccessibles leurs entrées restent dans la liste de 
propagation. Le DRM essaie toutes les 15 minutes de recontacter les GLB fautifs et 
ceci pendant 2 semaines. Après cette date les entr6es sont simplement erùevées de 
la liste. Ceci introduit des incohérence de la base de données répliquée. Les outils 
administratifs lb admin et drm admin servent à remédier manuellement à cette 
incohérence. 
La phase de /ookup correspond en principe au cas classique. Notons que 
l'indisponibilité provisoire d'un GLB force les clients à s'adresser à une de ses 
répliques. 
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7.3.3 Le forwardlng du LLB 
Sile client ne dispose pas du port spécifique d'un serveur, mais du host sur lequel 
celui-ci tourne, il adresse sa requête auforwarding port du LLB de ce host. Le LLB, 
qui reçoit les informations sur l'objet et l'interface locale, se chargera alors de 
compléter l'adresse socket du serveur en question et de lui relayer le message. Le 
LLB renverra cette adresse au client afin d'établir pour la suite une communication 
directe et efficace. 
Relayer 
message 
Objet 
Serveur 
LB 
Client 
A ent 
Local 
Location 
Broker 
Client 
LB 
Client 
A ent 
Schéma 7.4 : Utilisation du Local Location Brolœr 
7.4 Les outils administratifs du Location Broker 
7.4.1 L'outll lb_sdmln 
lb_ admin est un outil de gestion des enregistrements de serveurs aupr~s du 
location broker (GLB et LLB ). Il sert à la consultation, à l'enregistrement et à la mise 
à jour des bases de données des location brokers. La modification d 'un GLB répliqué 
est évidemment propagée à travers l'entierté de ses répliques. 
7.4.2 L'outil drm_sdmln 
drm admin permet de gérer les serveurs basés sur le DRM. Il dispose de 
fonctionalités d'inspection et de modification de la liste des répliques, de "remise 
en état de cohérence" des différentes versions de la base de données, d'arrêt de 
serveurs et d'effacement de répliques. 
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8. Le protocole NCA/RPC 
Le protocole RPC request/response scrareprésen~ dans les annexes G sous forme 
de machine à états finis, finite state machine (FSM) [ NCA][NCA_2]. Une FSM 
comprend un ensemble d'ltats, d'inputs et de transitions . 
. Une FSM se trouve toujours dans un état courant qui change en fonction des inputs 
qu'il reçoit . 
. Une transition de l'état Si vers Sj est un tuple [Si, input, condition, Sj, action]. Une 
transition est franchissable et son action associée est exécutée si la condition, expression 
booléenne, est vraie . 
. Les inputs d'un état, qui sont de quatre types. 
Type d'input Description 
message contenu d'un paquet RPC 
timeout input entrant en action si un état se trouve sans input depuis une certaine durée 
notification Notification engendrée par lè FSM serveur pour indiquer les changements 
d'exécutiop survenus dans l'exécution de la requête RPC 
8.1 Le protocole client. 
Le protocole client consiste en 4 FSM. 
NomFSM Description 
SAR Protocole "Send-Await-Reply". Gestion de requêtes pour l'exécution de 
procédures "idempotent" et "ooo-ide~potent". (1) 
Broascast Envoi de la requête à tous les serveurs dr tiseau local. (2) 
Maybe Envoi de la requête sans attente de la réponse. (2) 
Broadcast / Maybe Combinaison des FSM "Broadcast" et ''Maybe" 
Remarques: 
( 1) Le respect de la règle "at most once" pour les procédures non-idempotent 
nécessite l.'écoute du client aux requêtes cal/back du serveur. Pour cela le client 
implémente et exporte l'interface du conversation manager. 
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En principe le serveur dispose d'informations lui permettant d'éviter l'exécution 
multiple de procédures. Des exceptions subsistent cependant : 
La requête recue est la première du client en question. 
La requête est exécutée (!) et toute information à son sujet est abandonée suite à un timeout de 
confirmation du client. 
La requête est exécutée (!), mais le serveur subit un crash avant le renvoi des résultat, au client. 
Le seul moyen pour distinguer entre un nouveau RPC et un double erronée d'une 
vieille requête est alors de faire un cal/back au client. Le serveur s'adresse au 
conversation manager du client en lui fournissant l 'hcurc de son dernier démarrage 
ainsi que le numéro de séquence de la requête "douteuse". Si le numéro du RPC douteux 
diffère de celui émis actuellement par le client ou si cc client est en état de repos ou même 
inexistant, la demande est ignorée. La comparaison des heures de boot détenus par le 
client et le serveur pcnnet au serveur d'être au courant de son crash et d'identifier les 
requêtes doubles. 
2) Les requêtes des FSM "broadcast", "maybe" et "broadcast/maybe" s'adressent 
uniquement à des procédures idempotent. 
8.2 Le protocole serveur 
Le protocole serveur consiste en une FSM qui caractérise la réponse du serveur à 
un seul client. Le mécanisme de sélection du client et la gestion simultanée [CPS] de 
plusieurs clients varie en fonction de l'implémentation. 
9. Développement d'applications distribuées 
Lcdéveloppementd 'applications distribuées sousNCS s 'av~reêtreunetâcheplutôtfacilc. Le tableau 
compare le cycle de développement classique avec celui sous NCS [NCS_TUT] [DCE_ADG]. 
i»'l'doppement - NCS Dneloppement nec NCS 
1) Bcrirc applicatioo 1) Spkifier en Cou PASCAL la «Mfinition de■ 
in~rfacee ftmotea et lea fournir en enlr6e au 
compila~ur NIDL 
2) ~~rminer diaponibil~ des n:uourœs, leur 2) Bcrirc code de 1'1pplication 
type et leur emplacement 
3) Invoquer proc&luff lointaine dans le code de 3) Utiliaer le "Location brok.er" pour trouver 
l'application l'in~rface de l'objet aur lequel on d6iiff travailler 
4) Trmaf4!ffr lea donMes 4) Tnvail effectut! par le RPC_RunTime du NCS 
5) Traduction des donMe■ par le 1erveur 5) id. 
6) Initier le proceaH manager cooc:em! 6) id. 
7) Valider la fin de l'ex4!cution du manager 7) id. 
8) Renvoi des répon1es obtenue, au client 8) id. 
9) Traduction dea donMea p• le client 9) id. 
JO) Terminer invocation de la proœdure ftmote JO) id. 
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Le développeur suit la démarche classique de développement de logiciels. Il détennine ensuite 
la distribution des modules serveurs selon des objectifs de performance, de disponibilité de service et 
de sécurité. Le langage NIDL lui servira pour décrire les interfaces lointaines des serveurs. Le 
compilateur NIDL fournira des stubs qui seront linkés avec le code source des clients et des serveurs de 
l'application en question. 
Compllateur 
et Llnker de la 
machine cible 
Client 
exécutable 
Définition 
d'interfaces 
(code NIDL) 
Compilateur 
NIDL 
Stub serveur 
(code C) 
Compllateur 
et Llnker de la 
machine cible 
Serveur 
exécutable 
Schéma 9 .1 : Diveloppement d'applications sous NCS 
Les deux points suivants expliqueront la mise au point des clients et des serveurs d'une application 
typique. En plus de ceci les annexes disposent, en illustration, d'un exemple simple et d'wie liste 
exhaustive des appels système disponibles. (A. et E.) 
9.1 Ecriture du client 
9.1.1 Les composantes du client 
Le code source contient les éléments suivants : 
Un header géMré des définitions des interfaces NIDL. 
L'application client proprement dite. Elle implémente le client et effectue les appels RPC. 
Les fichiers "nritch" et "stilb" créés par le compilateur NIDL. 
Les modules de gestion de binding automatique et de conversion de données intransmissibles. 
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Si l'application client utilise plusieurs interfaces elle est censée inclure, pour 
chacune d'elles, ses propres fichiers header, switch, stub et ses modules de binding 
automatique et de conversion. 
9.1.2 Squelette de l'appllcatlon client 
L'application client typique se déroule comme exposé ci-dessous. 
l)lnclusiondesheaderspropresàl'applicationetdeceuxcr6esparlecompilateur 
NIDL. 
2) Initialisation du Proc~ Fault Manager. Ceci normalise les signaux 
~eptibles par le client entre machine UNIX/non-UNIX et permet l'installation 
de cleanup-ha.ndlers. 
3) Localisation du/des serveur/s. 
Informations disponibles Démarche d'identification du aerveur 
Adresse socket du serveur (sacldr) --------aucune----·----
Nom du bost sur lequel le serveur tourne - détennination du forwarding port de son LLB 
- appel de socket_$from_name( ... ) 
Identifiant d'interface, d'objet ou de type d'objet - consultation auprès du Location Broker 
- appel de lb_$1ookup_interface( .. . ) 
lb_$1ookup_object( ... ) 
lb_$1ookup_type( ... ) 
lb_$1ookup_range( ... ) 
4) Binding avec le serveur. Le schéma 9 .2 illustre les états de binding des ha.ndles 
ainsi que les opérations y liés. 
S) Gestion d'erreurs. La table ci-dessous illustre les types d'erreur, sa détection 
et les actions à entreprendre. 
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Type d'erreur Détection (contenu de la Actions 
variable comm_ltatus) 
Communication rpc _$comm_failure attendre et r6e11ayer 
ou 
arrêter client 
Crash du aerveur rpc_Swrong_boot_time ou 
Erreurs 
rpc _$comm_failure cuaer ancien binding et 
refaire nouveau binding 
d'interface rpe_Sunk_if (interface inconnue) loealiler aerveur ccovenable et 
refaire nouveau binding 
rpc _$op _mg_Error 
( ~ration hors portk) 
L'utilisation de cleanup handlers simplifie la gestion d'erreurs. Le module 
RPC_RunTime signale les erreurs au Process Fau/.t Manager, qui s'occupe de 
lancer les handler convenables. Typiquement tout appel RPC est pticédé par 
l'installation d'un de ces handlers. Suite au retour du RPC ce handler sera enlevé. 
rpc_Sblnd port spécifié 
rpc_Sblnd port non apéclflé 
rpc_Saet_blndlng port spécifié 
rpc_Selloe_handle rpc _ Saet_ blndlng 
1 port non apéclflé 
rpc_Saet_blndlng 
Handle 
Inexistant 
Handle 
non-lié 
t I portapéclflé t 
Handle 
llé-hOte 
Handle 
mplètement llé 
--> broadcast -> forwarding 
rpc_SfrH_handle rpc_Sclear _blndlng rpc_Sclear_aerver_blndlng 
rpc _ Sclear _blndlng 
rpc_$frH_handle 
rpc_$frH_handle 
Schéma 9.2: Gestion des handles et états de binding 
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9.2 Ecriture du serveur 
9.2.1 Les composantes du serveur 
Un header généré à partir des déf'mitions d'interfaœ par le compilateur NIDL. 
Le programme d'initialisation du serveur. Il s'occupe d'enregistrer les interfaces à exporter 
auprès du RPC_RunTime et du Location Broker. 
Le code manager qui implémente les opérations de l'interface remote. 
Le stub serveur pœri à partir des définitions d'interface NIDL. 
Le module de conversions de données complexes en données transmissibles par NCS. 
Toute interface exportée par un serveurnécessitel 'inclusion de ses propres fichiers 
header, stub, manager ainsi que des routines de conversion de données. 
9.2.2 Ecriture du programme d'lnltlallsatlon du serveur 
1) Traitement des arguments fournis au serveur. Dans la ligne de commande on 
spécifie souvent le type de software réseau sous-jacent et par la aussi la famille 
d'adressage utilisée. La librairie socket contient des fonctions de conversion d'un 
nom textuel vers un identificateur de protocole et de validation du protocole sur 
le host concerné. 
2) Création de sockets auxquels le serveur "prêtera son oreille". La table liste les 
fonctions d'ouverture de socket et leur sémantique. 
Nom de la fonction Sémantique 
:rpc_$use_family assigner dynamiquement un port opaque au serveur 
:rpc_$use_family _ wk ouvrir statiquement un port bien connu au serveur 
3) Enregistrement auprès du RPC _ RunTime de tous les objets et managers du 
serveur. Ceci permet au RunTime de déterminer lors d'un RPC le manager en 
question et de lui dispatcher l'appel. On y trouve les fonctions suivantes : 
Nom de la fonction Sémantique 
rpc_$register_mgr Enregistrer module manager auprès du RPC_RunTime 
rpc_$register_object Enregistrer nouvel objet auprès du RPC_RunTime 
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4) Enregistrement auprès du location broker. Toute combinaison possible 
d'objet, d'interface et d'adresse socket néce~ite un appel d'enregistrement 
lb_ $register. 
5) Gestion de fautes et de terminaison du serveur. Lors de la terminaison ils' agit 
de retirer les enregistrements fait en 3) (rpc _ $unregister) et 4) (lb_ $unregister ). 
Ces opérations se font le plus souvent par le mécanisme de cleanup-handlers. 
6) La mise en état d'écoute du serveur se réalise par l'appel rpc_$1isten au 
RunTime. 
9.2.3 Ecriture du code manager. 
Le manager implémente les fonctions de l'interface pour les objets d'un certain 
type. En dehors de cela le manager se charge d'une autre s6rie de tâches comme : 
1) La définition des EPV , Entry Point Vectors. Un EPV manager donne des 
noms aux fonctions implémentées. 
2) L ' identification d'objets. Le support de plusieurs objets par un manager 
nécessite l'appel système rpc _ $inq_ object pour identifier l'objet sur lequel le 
RPC courant s 'applique. 
3) L ' identification des clients peut être intéressante pour l'établissement de 
fichiers de diagnostic ou de log. 
4) Enregistrement d'objets s'avère utile pour un manager gérant ses propres 
objets transitoires. 
5) Initialisation des paramètres statut. Pour toute opération donnant en résultat 
un statut il faut initialiser la variable comm status. 
1 O. Conclusions sur NCS 
10.1 Evaluation du NCS 
10.1.1 Network Interface Deflnltlon Language 
NIDL est un langage de définition d ' interfaces puissant. Le langage déclaratif, 
existant en versions PASCAL et C, dispose d'un ensemble plutôt complet de types de 
données scalaires et construits. La possibili~ de conversion de données par l 'utilisateur 
est un atout indispensable pour la distribution d'applications centralisées existantes. 
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Toutefois l'on peut regretter son support limité des pointeurs. Le chaînage de 
pointeurs, leur utilisation dans des structures ou d'autres types compos6s ainsi que le 
fait de pointer vers des zones vide (NULL) sont prohibés. Par conséquent le m6lange 
des notations par indices et par pointeurs dans le cadre de tableaux, phénomène bien 
connu chez les programmeurs en C, ne pourra plus être pratiqué. 
Hewlett Packard s'est rendu compte de ces problèmes et promet derem6dier à cette 
situation dans les versions ultérieures à 2.0 [NCS_2]. Les documents draft du NIDL 
2.0 [NIDL_2] prévoient le support de nouveaux types de pointeurs qui remédient à la 
plupart des restrictions enoncées ici. Pour minimiser la taille des paquets l'on a aussi 
mis au point le m6canisme des alias. Au lieu de transférer plusieurs fois les mêmes 
références de plusieurs pointeurs, on n'en gardera qu'un exemplaire et l'on considère 
les autres pointeurs comme des alias, copies, du premier. 
Le compilateur NIDL lui-même est un instrument puissant et extensible. Son 
extensibilité s'étend à deux niveaux : le support de nouveaux types de données et celui 
de nouvelles couches de transport. NIDL 2.0 a introduit le type pipe pour le transfert 
efficace de grandes quantités de données structurées. 
10.1 .2 Network Data Representatlon 
La philosophie "receiver malces it righf' se présente comme une variante 
intéressante par rapport à l'approche canonique préconisée par SUN ou DEC. Elle 
possède notamment l'avantage d'être efficace et de demander un minimum de 
conversions dans un environnement largement hétérogène. Néanmoins elle présente 
deux désavantages importants. Tout d'abord certaines architectures ne peuvent être 
représentées par le fameux format label. Il en est ainsi pour les machines qui ont plus 
ou moins de 8 bits par byte ou qui connaissent des formats floating-point non 
IBM,Cray,V AX ou IEEE. Ensuite il faut savoir que le nombre de conversions à 
supporter par serveur croit exponentiellement avec le nombre de formats 
acceptés. On peut imaginer la complexité des routines de unlmarshalling qui gonflent 
considérablement la taille des stubs générés par le compilateur d 'interfaces. (voir 
annexe F.3) 
L 'alignementnature/desdonnéesn'estpaslemoindredesatoutsduNDR.Ils'agit 
d'un mécanisme efficace favorisant l'établissement d'interfaces claires dans un 
environnement hétérogène. 
10.1.3 RPC_RunTlme et le modèle réseau 
L'objectif primordial de NCS est l'indépendance vis-à-vis des software de 
communication existants. Le système RunTime constitue une suite de protocoles 
hautement fiables basés sur le concept de sockets. (voir annexe F.l). L'usage d'une 
librairie standardisée de fonctions de gestion et de manipulation des sockets, leur confie 
un caractère général et abstrait. RPC RunTime gère son propre pool de sockets et 
s'occupe du transport de messages au niveau des applications client et serveur. A ce jour 
l'on garantit le support des protocoles transport UDP/IP et DOMAIN. 
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Des raisons de portabilité et d•efficacité ont mené les criateurs de NCS à se 
concentrer sur le suppon de protocoles non-fiables de transmission parpaquets, comme 
UDP/IP et DOMAIN [Levy]. On introduisant une couche intennMiaire dans le 
protocoleRPC, NCS évite la barrière de 8K imposée aux paquets par ces couches. Celle-
ci s'occupe de trancher les flux de transmission en paquets de taille inférieure à lK et 
garde par là, au prix d'une diminution de performance (voir annexe F.2), une ccnaine 
universalité et adaptabilité aux autres protocoles datagramme. 
Or dans cenaines situations un protocole orienté connexion serait désirable, 
notamment pour le transport de grandes quantités de données. Si le nombre maximwn 
de clients d'un serveur est connu à priori en reste dans cenaines limites, rien ne s'oppose 
à l'usage de protocoles fiables orientés connexion. Des études (voir annexe F.2) ont 
montré une performance supérieure des RPC de SUN TCP et de DEC pour une 
ccnaine taille des arguments. Les futures versions NCS ne vont pas tarder à fournir le 
suppon des circuits virtuels de TCP/IP et d 'OSI _ 4. 
10.1.4 Le modèle de blndlng 
Le concept de binding dynamique du location broker, divisé en domaines locaux 
et globaux, et la possibilité de réplication rencontrent l'attention des développeurs. 
L'usage complexe des UUID se heune cependant à cenains rejets. Le location broker 
n'accepte que cc type de bas niveau comme clé de recherche. Un service de mapping 
de noms textuels vers ces identificateurs "hostiles" serait plus qu 'apptoprié. 
10.1.5 Sécurité 
NCS est en manque d'un service desécuritéfiableetefficace. Celui-ci est censé 
se situer, dans le modèle NCA, au niveau des network broker. L'absence de sécurisation 
risque de freiner l'acceptation du NCS dans cenains domaines sensibles. Les 
implémentations à venir ont prévu les suppon de plusieurs mécanismes d'authentification 
RPC, parmi lesquels se trouve le système KERBEROS <1>. 
10.2 L'avenir du NCS 
NCS propose une implémentation gmérale, fiable et efficace d'un modèle de 
système distribué. NCS est actuellement disponible en version 1.5 et de nombreux 
constructeurs sont en phase de portage de la version 2.0 perfectionnée et corrigée en de 
nombreux points. NCS propose une démarche cohérente ainsi qu'un package complet 
d'outils facilitant le développement de nouvelles applications distribuées ainsi que la 
conversions d'anciennes applications centralisées. NCS est un élément central du 
Distributed Computing Environment d'OSF/1, système d'exploitation qui risque, à 
moyen terme, de prendre une place centrale dans le monde de l'informatique. 
(l)IC1rt.e,o, NI,., ,y......_ d'...i.odllcarion mh ou point parle MITdmo le ........ ,.o;. A_,&. So 
pdlooopbio NNKN<l' .. •-d'im ll'Oi,- -~ -,de cW.d '--, lon.S.. 
--clMar--,., (Yolr 3A.2 b. .. cbop. I) . 
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Conclusion · 
Le Remote Procedure Cali est un outil intéressant pour le développement, la mise en place 
et l'exécution d'applications dans les systèmes distribués. Il propose une alternative élégante à la 
diffusion incontrôlée de protocoles application, en restant fidèle à la démarche procédurale 
simple. Néanmoins, comme tout outil, le RPC est sujet à certaines limitations. 
Tout d'abord il y a le problème de transparence. Le développeur devra adapter quelque 
peu son style de programmation en essayant de découpler entièrement les environnements des 
applications principales et des sous-routines. Les références à un environnement global, les 
pointeurs posent des problèmes graves, cela surtout lors des tentatives de distribution 
d'applications centralisés existantes. Il est clair que toute avance au niveau de la transparence va 
à l'encontre des objectifs de performance et d'efficacité. Va-t-on suivre les références et 
transférer les objets référencés dans l'appel RPC, transférer une fois pour toutes tout 
l'environnement global ou bien signaler une erreur et court-circuiter tous les efforts de 
transparence ? Voilà des choix à prendre par les concepteurs de l'outil RPC. 
Qu'en est-il des types complexes non transmissibles par les stubs? Un compilateur 
d'interfaces ne pourra jamais prévoir tous les cas .de figure possibles, sauf au prix d'un 
"gonflage" excessif de la complexité du compilateur et de la taille des stubs. Souvent les 
concepteurs ont prévu la possibilité d'écriture de routines de conversion vers des types 
transmissibles. La linéarisation des arguments par les stubs nécessite la connaissance exacte de 
leur type. Or le langage "C", par exemple, dispose du type union dont le type de données n'est 
pas défini univoquement. La génération automatique d'un stub pour la fonction standard printf 
constitue une épreuve rude pour tout compilateur d'interfaces existant. De nouvelles entraves à 
la transparence ! 
La performance est un autre facteur à considérer. L'approche RPC requiert la suspension 
du client jusqu'à l'arrivée de la réponse. En fonction de l'architecture de communication utilisée 
et de la charge du système le RPC risque de devenir très coûteux et les avantages liés à 
l'exécution lointaine sur des processeurs spécialisés peuvent s'annuler. Un parallélisme plus 
poussé nécessite des efforts supplémentaires du programmeur. 
La gestion des erreurs et la garantie d'une sémantique identique aux appels locaux 
imposent une charge lourde au protocole RPC. Le protocole ne pourra cacher tous les types 
d'erreur à l'application. La procédure appellante peut, par exemple, disposer d'informations 
d'état à modifier en cas d'erreur. 
Cette pluie de critiques n'est pas destinée au découragement des développeurs. Le RPC est 
un instrument fantastique mais loin d'une solution universelle et parfaite. Le développeur devrait 
toutefois être conscient de limites de l'outil et prévoir des efforts intellectuels supplémentaires. 
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Chapter 8 
Conversation Manager Interface 
The rule for non-Idempotent operatlons 1s tl11t an non-Idempotent operatlons are executed 
by the server "at most once"; that ls, not at ail or exactly once. The protocol that the 
NCA/RPC racllity uses to enforce thls rule ls called the callback mechanlsm. The server 
lmplementatlon or the callback mechanism occurs ln the server FSM: the protocol for 
non-Idempotent requesu requlres the server to perform a callback when lt receives a re• 
quest from a client about whlch lt has no Information. The server makes the callback re-
quest by maklng a remote procedure call to the Conversation Manager at the client slde; 
see Chapter 7 for the definltlon or the server callback protocol. 
The Conversation Manager 1s the cHent's lmplementatlon of the callback mechanism. ln 
addition to implementing the three FSMs defined ln Chapter 6, an NCA/RPC client ls re• 
quired to listen ror server callback requests and to lmplement and expon the Conversation 
Manager Interface to process them. 
The Conversation Manager 1s an NCA-deflned remote Interface that processes server 
callback requesu and retums Information to the server that lt uses to validate the request k 
has recelved agalnst the client's record or ks current outst.ndlng request. The Conversation 
Manager runs ln the calllng client actlvity and sends the results or the callback to the 
socket from which the cllent's original request was made. The Conversation Manager 1s 
defined in an lnterrace definltlon named conT. ldl; ks contents are as foliows. 
Corivuatlort Maria1u lrttu/ac, 81 
., 
s;. 
"Pascal 
(uuid(333a227G0OOO.Od.00.00.80.9c ,OO.OO.OO), version(31J 
interface conv_: 
l1111>ort 
' nbase . idl ·: 
[idempotent) procedure conv_Swho_are_you( 
ln h : 
in ref actuid : 
in boot_thne : 
out :,eq : 
out st : 
); 
end; 
handle_t; 
uuid_Sl ; 
unsigned32 ; 
unsigned32; 
status_St 
The Conversation Manager Interface definltlon 
1. Importa the Interface definltlon me nbue.ldl. whlch defines data types that the 
Conversation Manager requires; Appendi;: 8 gives the complete contents of 
nbase.ldl. 
2. Defines one Idempotent operatlon named conv_Swho_are_you. The next pages 
give syntax and usage Information for conv_Swho_are_you. 
Convtrs61ion Manattr lnttrfact 
conv_Swho_nre_you conv ~ Swho _ art! _you 
NAME 
conv_Swho_nre_you - lmplement.~ the callback mechanlsm for the NCA/Rl'C client. 
SYNOPSIS (NIOL/Pascal) 
(lden,polentl procedure conv_Swho_are_you( 
ln handlt: h■ndle t; 
ln ref actuid: uuld_St: 
ln boot _tlrnt: unslgnedll; 
out stqnum : unslgnedll: 
out status: statu,_St 
): 
DF:SCRIPTION 
The conv_Swho_are_you operatlon ls an Idempotent procedure that takes a calllng client 
activity UUIO and the server'1 record of lts boot lime as input, and relurns the current 
sequence number held by the calling client and status information as output to the server 
making the callback. 
handlt 
actuid 
boot_tlmt 
uqnurn 
status 
A primitive handle. See Chapter 9 for a description of primitive handles 
and the handle_t type . 
The activlty UUID of the calllng client: ln lmplementatlons that support 
multiple slmultaneous client requests, thls value 1s used to ldentlfy the 
client about whose request the server is querylng. 
A 32-bit lnteger that Identifies the lime at which the ■erver fast booted. 
The operatlon stores this value ln the client FSM global variable 
bootTime. 
A 32-blt lnteger that Identifies sequence number assocfated wlth the cli-
ent's currenl outstanding request. 
Status Information retumed by the operation to the ,erver that called lt, 
ln statu,_St format; the status_St type is defined ln nba,e.ldl . Possible 
values are 
YouCrashed The server has cnshed and rebooted slnce establlshlng 
communications with the client. The hexadecimal value for 
thls error ls defined ln Table ◄-6 and in the Interface 
definitlon file ncastat .ldl (Appendix C) . 
NotlnCan The client about whom the server 1s querylng does not have 
an outstanding request ln progress . 
Con•trsatlon Managtr lnttrfact 83 
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Normally, a server can detecl request duplication by comparing the incoming sequence 
number against lts record or a client'a previous sequence number. However, there are three 
cases ln which a server wlll have no record or a client sequence number: 
• When the request ls the rirst request rrom a client 
• When the server has executed the request but (due to delay in client ack-
nowledgement) has discarded ail inrormation about the client 
• When the server has executed the request, but has crashed before sendlng the 
response and thus has lost ail information about the client 
The client and eerver use the boot_tlmt and 1tqnum values passed between them via 
conY_Swho_■reJOa to detect dupllcate requesu for non-idempotent operations in the 
race or acknowledgment delays or server crashes. 
Acknowled1ment l>ela,s 
Aa described ln the NCA protocol summary glven in Chapter 1 (and dellned in the FSM 
tables in Chapter 7) if the server has not heard rrom a client for a . lengthy period or lime 
(or has run out of atorage space) , it discards ail information about the client (that ls, the 
response and the 11equence number for that response). Consequently, when lt recelves a 
request rrom a client for which lt has no sequence number, the server cannot detennine 
whether the request 1s the rirst from this client, or whether lt has he.ird from the client a 
long tlme ago and since dlscarded any information lt rormerly had about lt. From the ser-
ver's point or vtew, the received requeat could be a duplicate packet which lt has already 
processed. 
The server handlet thls eue by maklng a remote call to the con•_Swho_■re_you operatlon 
at the calllng cUent, pasalng lts airrent boot tlme in boot_tlmt . When lt receives the 
callback, con•_Swho_are_you stores the server'a boot tlme on the client'a behalf ln the 
client FSM global variable bootîlme (see Table 6-6) and aenda back the cllent'a current 
sequence mnnber ln 1,q,111111 to the aerver. The aerver compares the value of the aequence 
number retumed ln the callback to the sequence number in the cllent'a original request. If 
they are ldentlcal, the aerver executes the original request; If not. il Ignores the request. ln 
this case, it la the server that enforcea the "at most once• rule by means of the aequence 
number passed ln the callback. 
Sel'ffr Crashes 
A rebooted aerver has no sequence number about a client beca111e it has lœt an Informa-
tion about it as I result of the crash. Conaequently, If • request arrives, the rebooted 
server is unable to determlne whether the request is new, or whether lt executed the re-
quest Just berore it crashed . The callback mechanism detects request dupllcatlon ln this 
situation as follows. 
Convtrsation Mana1er lnttr/act 
conv _ Swho _ are _yon conv _ Swho _ are _yon 
t . TI1e rehooted server must call hack the client upon recelpt or the request, since lt 
will not have a scqucncc number. 
2. 111c client J)O!l5t~~~s the crashed 11erver'1 boot tlme recorded during the callh~ck. 
(Since the use a~~ume~ that the crashed server has executed the call, the scrver 
must have previousiy called back the client .) 
3. The server sends its rebooted server boot lime ln boot _tlmt to the 
• conY_S,.ho_are_you operation. Dy comparlng lts record or the server's boot tlme 
with the value il recelves ln boot_tlmt, conY_Swho_are_you (or the client) can 
determine whether a new version of the server is calling il back. If this is so, Il 
,ends the YouCreshed error ln its response to the callback. When the server re-
ceives this message, it reject~ the reque~t. 
ln the case or server crashes, k ls the client that enforces the "at most once• rule by 
means of the server boot time passed in the callback. 
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Data Replication Manager 
(DRM) 
glb _ drm.idl 
{ clb_drm - clobal location broker DRM interface} 
(uuid(33Qa6e4feOOO . Od . OO . OO . 87 . 84.OO.OO . O0), version(l)J 
interface clb_drm_; 
import 
type 
'clb.idl', 
'drm_base . idl • ; 
lb_Sentry_key_t • record 
object 
obj_type 
obj_interface 
aaddr_len 
aaddr 
end; 
lb_Sdrm_entry_t • record 
hdr 
data 
end ; 
uuid_St; 
uuid_St; 
uuid_St; 
integer32 ; 
aocket_Saddr_t ; 
drm_Sentry_hdr_t; 
lb_Sentry_t; 
lb_Sdrm_entries_t • array(l . . •J of lb_Sdrm_entry_t; 
procedure clb_drm_Ssvr_add ( 
in h handle_t ; 
in ref object uuid_St; 
in re! entry lb_Sentry_t; 
in ref origin drm _sorigin_t; 
in re! time time Sclock t · 
- - ' 
out time2 time Sclock t · 
- - ' 
out St status St 
-) ; 
procedure glb_drm_Ssvr_del ( 
in h handle_t ; 
ref object uuid _St; in 
in 
in 
"in 
out 
out 
ref key lb _sentry_key_t; 
ref origin drm_Sori1in_t; 
ref ti111e time Sclock t . 
-
- · time2 time_Sclock t · 
- ' 
at status St 
-) ; 
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glb _ drm.idl, cont'd. 
const 1lb_drm_Smax_read_results • 5; 
procedure 1lb_drm_Ssvr_read ( 
in h handle_t; 
in re! abject uuid_St; 
in out start drm_Sentry_ptr_t; 
in aax_ents: linteger; 
out nents linteger; 
out entries [ aax_is(max_ents), last_is(nents) J 
lb_Sdrm_entries_t; 
out st status_St 
) : 
end; 
NCS Tutorlal 7 
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Case Study / ORM 
rdrm.idl 
[uuid(33599c670000 . 0d .00.00.24 . 34.00 . 00 .00), version(ll) 
interface rdrm_; 
import 
'socket.idl', 
'rpc . idl ', 
'drm_base. idl'; 
type 
drm_lmerre_type_ptr_t • ·c1rm_1merre_type_t; 
procedure rdrm_lin!o( 
in h : h&ndle_t; 
) ; 
in re! object : uuid_St; 
out info : drm_Sin!o_t ; 
out st : atatus_St 
procedure rdrm_Sreset_replicac 
h: handle_t ; 
) ; 
in re! object : uuid_St; 
out st: status_St 
procedure rdrm_Sclose_replicac 
h : handle_t ; 
) ; 
in re! object : uuid_St ; 
out st : status_St 
~rocedure rdrm_Sadd_replica c 
h : handle_t ; 
) ; 
in re! object : uuid_St; 
in ref rep_addr : socket_Saddr_t; 
in rep_addr_len : integer32; 
out st : status_St 
procedure rdrm_Srep_replica( 
h : handle_t; 
) ; 
in ref object : uuid_St; 
in re! rep_addr: socket_Saddr_t; 
in rep_addr_len : integer32; 
out st : status_St 
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rdrm.idl, cont'd. 
---------------------------------procedure rdrm_Sdel_replica( 
h : handle_t ; 
, ; 
in re! object : uuid_St; 
in ref rep_id : socket_lhost_id_t; 
in rep_id_len : integer32; 
out st : status_St 
procedure rdrm_Ssvr_add_replica( 
h: handle_t; 
, ; 
in ref object : uuid_St; 
in re! rep_addr : socket_Saddr_t; 
in rep_addr_len : integer32; 
in re! rep_origin: drm_Sorigin_t; 
in ref svr_time : time_Sclock_t; 
out local_replist_add_time : time_Sclock_t : 
out st: atatua_St 
procedure rdrm_Ssvr_del_replica( 
h: handle_t ; 
J ; 
in ref object : uuid_St; 
in ref rep_id : socket_Shost_id_t; 
in rep_id_len : integer32 ; 
in ref rep_or i gin : drm_Sorigin_t ; 
in re! svr_time: time_Sclock_t; 
out lccal_replist_add_time : time_S~lock_t; 
out st: status_st 
procedure rdrm_Sread_replicas( 
h : handle_t ; 
, ; 
in ref object : uuid_St; 
in out start_ent : drm_Sreplica_ptr_t ; 
in max_ents : linteger; 
out n_ents : linteger ; 
out replist : [ last_is cn_ents) J drm_Sreplist_t; 
out st : status_St 
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rdrm.idl, cont'd. 
procedure rdrm_Ssvr_read_replicas( 
h : handle_t ; 
) ; 
in ref object : uuid_St ; 
in out start_ent: drm_Sreplica_ptr_t ; 
i n max_ents : linteger; 
out n_ents : linteger; 
out replist : (last_is(n_ents)J drm_Sreplist_rec_t; 
out st : atatus_St 
procedure rdrm_Smerge( 
b : bandle_t; 
) ; 
end ; 
in ref object : uuid_St ; 
in aerge_type : drm_Smerre_type_ptr_t ; 
i n ref rem_rep_addr: aocket_Saddr_t ; 
i n rem_rep_addr_len : integer32; 
out st : status_St 
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crror_Sinlm crror_Sinl11> 
NAMF. 
crmr _Slntm - enor ICII dalaba!e opcralions 
DESCIUmON 
The ,rnw _ S c:alls conllCl't status codes inlD tcatual cm,r ~~gc~. 
Thcrc i~ no hcadcr file for the ttror _S catis. They c .. be doclarcd as follows: 
extern void error_$c_get_text(); 
extern char •error_$c_text(); 
The ernw _S c:alls u,c the slatll!_St data type, which is dclincd in <idllc/nb:aSf.h>. 
DATA TYPES 
The errar _ S catis tal:c as iftllll( ■ Slalus code ln 5Ulin _ St format. 
sl■IIIS SI A IIUIUS code. Most of' the NCS calls supply 1hcir complcûon SlalUS in 1hi~ formai. The 
- st■t■s _ St type is dclinod as ■ SIIVClurc containing a long in1cgcr: 
struct status_$t 
long all; 
1 
Howe,,er, the calls CIII 11,o IISC sut• St as ■ set of' bit fields. To occcss the fields in a rctumod 
sutus code, you can assign the v.iluc .i lhc stalu~ code 10 a union dclincd as follows: 
typedef union 1 
struct 1 
s; 
unsigned fail : 1, 
subsys : 7, 
IIIOdc : 8; 
short code; 
long all; 
status_u; 
•• 
r.n 
,..,,,, 
IIIOdc 
code 
IU trror _S Colis 
· ":'"_11!!1'_: _., '.;:'M S. tp;;Jf Çij 
Ali 32 bits in the SlllllS code. If an is cqual to st■IIIS Sok, lhc call lhat supplied the 
llalUS w■s sucœssf'aJ. -
If this bit is 9e1, the cnur w■s not within the ,cape or the module invot:cd, bal 
occurrcd within I lower-lcvcl rni>dulc. 
This indicates the subsyslCffl that encountcrcd the cmir. 
This indialtes the module that cnoounlemf the crror. 
This is I signed nambtt lhlt identillcs the type or crror that occurrcd. 
Chaplcr9 
WWWW&JJMZL.A!llf.~ ,~~3;;~:~ 
cmir_Sc__J:ct_tc,t 
NAME 
trrnr _k_td_ltxl - retum suhs~m. mndulc, and crmr tcxt1 for a 51aluHodc 
SYNOPSIS (C) 
l'Oid trrnr St- Rtl tnl( 
stiiiu~~s, "i1n1u, 
rhar • .fuh.ry.f, 
lon11 ,fuh.ry.<max, 
rhar •mot111lt, 
lon11 mndultm,u, 
• char •error, 
ltlfll! trrorm,u) 
SYNOPSIS (PASCAL) 
prnrNlun trror St- Rd ltd( 
ln .ftatu.r. stitus - St; 
l>ESCllll'TION 
oui .uJ,Jy.f: unh•-rll■r; 
ln suhsy,fmax: lntq,rJ?; 
out mndult: ■nlv rh■r; 
in modultmax: lnltRfrJ?; 
nul trror: anlv rh•; 
ln trrormax: lnttRtr32); 
ermr .. Sc:...J:l"Uc•t 
The trrnr Sr a,t ltirl call n:t..-ns pn:dcfincd tcat Slrings that dcxrihc lhc subsyslcm, lhc module, and 1hc 
cm,r rcprc~nÏèd hy a stalus code. The strings arc null tcrminatcd. 
statu.f A s1a1u~ code in statm _ St formal 
.fuh.rys A charactcr string. The subsystcm rcpre9entcd by the status codc. 
subsy.tm,u 
The maximum numbttof'byles to be rctumcd in swbr,s. 
module A charac:1l% string. The module rq,rcsentcd by the Slalus code. 
modulemax 
The maximum numbtt or bytes to be retumed in modult. 
trror A ch■raclcr string. The crror reprcscntcd by the stalus code. 
~rromuu The maximum numbcrofbytcs to be rclumcd in trror. 
EX .. MPLE 
The following statcmcnt retams tcat strings for the subsyslem, module. and crror rcprcscntcd by lhc status 
code st: 
error_$c_get_text (st, subsys, MAX, module, MAX, error, MAX); 
SEE ALSO 
cnor_Sc_te,1 
'h;,p1cr9 
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cnor_Sc_lCll 
NAME 
rrrnr _k _trwt - n:tum • cnor fflC!l.'lllge ro, a sta1~ code 
s vNors,s (C) 
char •rrrnr k tnt( 
5tatn ic Sldliu. 
char •-ssa~. 
lnt -S.TORtma.t) 
SYNOrSIS (PASCAL) 
procedarr tmw k ltxt( 
111 staru.r. !lfÏitfl St; 
Ollf IM.TSOgr: ■IIÏY cfaar; 
hl -ssagrmar. l11tqrr32); 
cnor_Sc_tcxt 
DESCRtmON 
111c rrrnr k trxt c■II n:tams a 1111H-tcnninatcd cm,r memgc ror rcJ)0'1in,: the complction status of a 
c■ll. 111c ënti message is compo5011 from prodclincd tcxl strings that dcscribc the subsystcm, the module, 
and the Cmll' rcprescnicd by the $131115 code. 
statu.r A itatus codc in statllS _ St formaL 
-ssagr A chanctcr string. The cm,r message rcprcscnlCd by the S1Jltus code. · 
-s.ragrm,u 
The muimam numbcrofbytcs to be n:tumcd in -ssaRr, 
EXAMPLE 
111c following stalcmcnt rctums • cnor message for rcporting the status code st: 
error_Sc_text (st, message, MAX); 
11'6 rrror _ $ Catis Chapter9 
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Location Broker 
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. 
lb_Sintro 
lb_Sinlro 
NAME 
lb_Sintro - IIIICrfacc Ill the Location Broltcr 
SYNOPSIS (C) 
lincluck ddl/cllb.lt> 
SYNOrs,s (rASCAL) 
-.1nclat'e '/sysllnsllb.lm.pas'; 
DF.SCRl"10N 
The lb S calls comlitulC the progrwnmatic interface IO the Location Brokcr Client Ai:enl This interface is 
dcfinccÏ by the file idlnb.ldl, whcrc the symbol id/ dcnolcs the s~tcm idl dircctory. On Apollo worltsta-
tions and odlcr UNIX systems, itll is /usr/include/idl. 
EXTERNAL VARIABU!S 
The following cxtcrnal variable is mcd in n, _ S lookup calls: 
nid SnA 
- An cxlefflll nid SI ..-iablc thal is prcassignod the value or the nif UUID. Do no1 change the 
nluc of this variable. 
CONSTANTS 
The following constants an: uscd in n, _ S calls: 
lb Sdefault loœup ltartdle 
- • ,( value r; n, Slookup ltallcllt t. On input, it spocir,cs that • loolmp is 10 start scarching at the 
bcginning of the datat.. On ~put. it indicatcs lhal • lookup rcacbcd the end of the databasc. 
lb_ Srnod A module code indiclling the Location Broltcr module. Sec the description of the st■lus _ St 
type. 
n, ~r n■a local 
- Ü90d in the flqs field or ■n lb_ Sentry _ t variable. SpocifteS lhat an cntry is 10 be rcgistcml only 
in the Local Location Broltcr (LLO) dalabasc. Sec the description of lb_ $.wrvn-_ ll•L I in the 
•DATA TYPES" section. 
183 ib _ S Catis 
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lh_Sintro lh_Sinlro 
DATA TYPES 
This section dcscribc! data tn,cs u!Cd in Il_ S calls. 
lb_kittry_l 
An icfc:"tillet ~or .. obj0ct. • type, an interface. and the ,odcet ■ddrc.u uscd 111 ■cccs.• a scrvcr 
exporung the rnlerface IO the objcct The lb_ kntry _ 1 type is defincd as follows: 
typedef struct lb $entry t lb_$entry_t; 
struct lb $entry t 1 -
J; 
uuid_$t obje;t; 
uuid_$t obj_type; 
uuid_St obj_interface; 
lb_Sserver_flag_t flags; 
ndr_Schar annotation(64); 
ndr_$ulong_int saddr len; 
socket_Saddr_t saddr; 
obj«I A nid_ SI. The UUID for the obj0ct. Can be ■■Id Snll. 
obj_lype A ••Id_ SC. The UUID for the type of the obj0ct. C~ be uald Snn. 
obj_lnlerf'att -
A ••Id - St The UUID for the interface.. Can be uuld - Snn. 
n■p An n,_s,-~_flaa_t. ":fust be O or lb_lwntt_fl■a_loc■ I. A v.tlue or o spocincs 
1h11 ~ cntry IS lobe rcg,stcrcd in both the local Location Brokcr (LLB) and Global 
l.oc■IJOft B~cr (GLB) databa.-lcs. A value or lb_S.wrver llaa local spccifies rcgi~-
lr■IIOII only 1n the LLB databasc. - -
■llnof■tioll 
A 6C-d1■rxter amy. U,er«ftncd ICxtu■I annotation. 
s■ddr_lftl 
A 32-bit lnteger. The length of the 18ddr field. 
saddr A IIOCbl_S■ddr_l. The ,octet ■ddress of the sener. 
n, _ Slookap _h■ndle t 
A 32-~t in~ger med to specify the point hl the database • which a Location Brolter lootup 
opcra!IOII WIii st■rt. 
lb_ Sserftr _ n■g_ t 
A ~2-bit integer med IO specify the Location Brœer dat■bases in which .. entry is to be 
reg1.11ered. A value cl O specilics registnllion in both the LLB and GLB databa,cs. A value or 
lb_ lwntt _ fla1_ local specilies registration only in the LLB databasc. 
!lldd $■ddr 1 
O.aptcr 10 
- A ntet ■ddress record lh■l uniqucly identifies ■ ,octet See the socbt_Sintro section of 
Ch■pter I S for• run description oflhis type. 
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st•t•• St A uus cnde. Moo n( the NCS calL1 suflflly their complction stalus in this formai. The 
- RC•I••-St type is dcfincd a. a structun: containing • long integer: 
nld_$t 
190 lb_S Colis 
struct 11t11tu11_$t 
long 1111; 
1 
However, the calls can ■lso use sa.tas_ St 1s • ~t or bit fields. To access the fichls in a retumcd 
statm code. you can a~sign the value o( the stalns code to a union dcfined as follows: 
typedef union 1 
struct 1 
unsigned fail : 1, 
subsys : 1, 
mode : 8; 
short 
11; 
long ■ 11; 
st ■tus_u; 
code; 
•• 
Ali 32 bits in the SIIIIUS code. If all is equal to statas_Sol<. lhe call that supplicd the 
status was succcssful. 
r■n If this bit i1 set. the enor wu not wilhin the scopc of the module involccd, but 
occum,d wilhin • lower-te.cl module. 
Alltyl 
MOdc 
This indiClltcs the subsystcm that encountcml the error. 
This indicates the module that e11001111temf lhc enor. 
C'Ode This is • signcd number dllll identifies the type of error lhat occull'-:d. 
A 128-bit Yllue lhat œiqaely identifies an objcct. type. or interface for all timc. 
••Id_ Slnlro 9CClion of Chapter 16 for• full description or this type. 
Soc the 
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5T A TIJS C'Ol>E.1 
The following arc IUIUI codes rctumcd by Ill_$ calls: 
11, Scanl ■ctff1 
- - The Location Brotcr cannoc aeœs, the database. Among the pcmihlc rcmon.1: (1) the dalaha.1e 
docs not exist. and the Location Brolcer c■nnot creatc it; (2) the datam~ cxists. but the Location 
Drolccr cannot aa:= it; (J) the GLB cntry table or the GLB prop.1gation queue is full . 
lb Sdalabaw bll."y 
- The-Location Bmter databasc ls currcndy in u,c in 1n incompotiblc manncr. 
• lb Sdatabaw mYalid 
- The: format or the Location Bmtcr dalabasc is out or date. The databa.~ may have bcen crc■1al 
by an old version or lhe Location Bmtcr; in this ca~. dclctc the out-of-date databa.1c and rere-
gistcr any cntrics thal it containcd. The UB or GLD that was aa:e.sscd may be nmning out-<1f-
date sof1ware; in this eu:. update 111 Location Broken to the current software version. 
lb Snnt rt1t~~nd 
- - The Location Brotcr does no1 have any entrics that match the criteria !lpCCirled in 1he loolmp or 
unregistcr call. The rcquc~cd oojcct. type, interface, or comhinarion rhcroof is noc regi~ercd in 
the spcxiflCd databa.11:. Ir you arc using an lb Sloohp nbj,ct local or lb Slooliup ran~ can 
spccifying an LLB, choclt thal you have spccificd the coocct LLB. - -
lb_ SMr~r _ •11..,allahle 
The Location Broter Client Agent cannoc reaeh the n::questal GLB or LLB. A communications 
failure occurrcd or the broltcr was not running. 
111 Sapdal~ r•ilNI 
- The Location Brol:cr - unable ID rcgistcr or unrcgisu:r the entry (for cxamplc, bccausc the 
brolcer r.in out of dislc s,,ace). 
ltatllS $nit 
- The call wu suoœssful. 
FILES 
idli1b.ldl 
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lh_ilmkur_intcrfacc lh_Slonkup_intcrfacc 
NAMll 
lb_ $1ool11p _l11tfl'f11tt - lnnlt up infmnMion about an interface in the GLh 1L11ah:isc 
SYNOr!m, (C) 
•mchtM <ldlfc/111.b 
voici lb Slnnhp llltfl'fllff( 
- Hid_$t 0 ohj_Ïlllt,fatt, 
lli_Slnnll•p_halldle_t •tooill(I _lia11dfe, 
11n~iined lnllt1 '"4t rt.f11l1.,, 
un~iRned IMII •,,.,,;; rrJ11/u, 
Il, knlry t res11l1.tll~ 
11;,._._St •nar .. ,) 
SYNOl'SIS (PASCAL) 
1'1nd■cle '/mr/lnc:htddldVpwlb.lM.pas' 
prncNI•~ Ill_ Slnoli-, _ hltfl'fllff( 
DESCRlmON 
,. obj Ïlllt,fat:e: ••Id St; 
Ill .,.,-tooi:y _ 1-dle: - llt _ Sloo .. p _ blldlt _ I; 
111 -.r rts11l1s: ••gpNIJ2; 
IMII ,,.,;, rrsN/1.t: •n~11nedJ2; 
IMII n.,..Ïrs: array fi"• 1 al lb Sewtry t; 
oat 11a1M.t: 11at11S _ Sc); - -
The lb_Slnoli-,_hlterf'aœ call rctums GLB dacai.c cnltics whnoc nbj_lnterratt fields mlleh the 
spccifKld inlcrfacc. Il n:tums information about all rcplicas or all ohjccis lhal can be accc~ lhrough lhat 
interface. 
The n, Slooll-, hltfl'fatt call cannoc rcturn moc-c lhan '"4t rtsults matching cntrics at I lime. The 
lool.Np ~ ltandlt ~cr cnablcs you 10 find ail matching en trics t,y doing scqucntial lool:llf'S. 
tr you me a 9eqllCIICe or lootup calls 10 find cntries in the databasc, il is pos.~iblc that the rctumcd resuhs 
will sl<ip or duplicatc enlries. This is becau!IC the Location Brokcr docs no1 prcvcnt modification of the 
dac.abase bclwccn looltups. and such modification can change the positions of cntries relative IO 1 
loobp _ ltandlt value. 
Il is also pmiblc thal the 1tSUIIS of a single loolmp call will skip or duplicatc cntrics. 
obj illlt,fat:t 
- The UUID or lhe inlezfacc bcing loott:d up. 
looi:llf' ltandlt 
- A posilion ln the dalaba.1c. 
On input, lhc loobp ltandlt indicatcs the position in the d:uabasc wherc the scarr.h bcgiM. Aa 
input value of Ill Sdiraaff loohp handle spcx:ifics 1ha1 the scarch will S1art at the bcginning rJ 
the databasc. - - -
192 lb _S Calls Chapter 10 
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lh _$1nnk1Jfl_inlcrfacc 
lh_Sbll11p_in1cr'3ec 
On rctum, the loobp ltNtdk lndicatcs the ncxt ht:d • 
point •t which the nci, teal"Ch should he . ) & amearc Jmrl "' the d:ibh.w: (th.11 •~. the 
ind. 1h hc gm • ,. n:tum value o( n, Sdl'f'a■h fnolt■p handle 1ca1c~ at I tea11:h rcacht:d the end or the dalaba hc - - -
M:arch i nd . . se; any OI ·r n:lum v;ih,c indk atc., lh:11 the 
· ou 1110JC_rulll1s matchmg cntncs hcforc il rcacht:d the end or the datah.,sc. 
IIIOJC_re.,,.111 
The maximum numbcr or cntrics lha1 can be n:tumcd by a single calf This should be 1hc 
numbcr of clcmcna., in the rtsNlrs array. · 
"""' _resul,s 
The numbcr of cnlries lhat wm: relllmcd in the ,u,.,,s amy. 
rtsults An array lhat contains the matching GLB dalaba!IC cncrics, Uf' ao the numbcr !f'CCilicd the 
IIIOJC_ _rulllts paramcicr. If the anay conbins any cnlrics for scrveu on lhe local nctwork "rho 
cntncJ llfll)Car first. • sc 
SIOlllS The complclion status. 
F.XAMPLE 
The following Slalemcnt looks ap infonnali · the GLB da L--by dirld: on ,n laua:,c about the dircctory interface idcntilicd 
lb_Slookup_interface 1,dirid, ,iookup handle 
' 
, max_results , 
num_results, reaults, ,st); -
FILES 
idfnb.ldl 
SEEALSO 
lb_Slool:up_ objcct, lb _Slool:up _range, n, _Slootup _type 
•·h;tptcr 10 
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lh_Slontup_otlja:t lh_Sloolcup _ohjccl 
NAME 
Il,_ Sloobp _ obj«t - look up information ahoot III ohj<lct in the GLB daL,h:l!OC 
sYNOrSIS (C) 
linduck <lcfll<:llh.b 
•old n,_Slflllltup_obj«t( 
•uid _ $1 •ohject, 
n, $lanlt■p handle t •/oolup lrandle, 
•'"iRMd kHIR max -,esulu, -
llftSi,:Md kfflg •,..,,;; ruults, 
lb ~ntry t re.nJt.tl( 
sbtm_St •s1a111.i) 
SYNOPSIS (PASCAL) 
., lndade '/■sr~lldlfpll.'llll,.hls.pas' 
prn<:fd■tt 11,_Sloobp_obj«t( 
h1 obfecr: auid _ St: 
la out /oohp lrandle. n, Sloobp handle t; 
I• m,u_resul,;: unggMd32; - .-
INII 111111t ruults: uMi11Md32; 
INII resuÏr.r. array 11 •• •J ol lll_~try_t; 
oui JlalU: 5181115 _ $1); 
DESCRIPnON 
The 11,_Slook•p_cihj«t call returns Gl,B databa,e entrics whosc obj«t fields match the spccirled type. Il 
n:tums information about ail rq,lii:B of an objcct and about ail interfaces to the objccl. 
The Il, Slook•P obj«t cati camot n:tum mon: lhan IM.T results matching cntrics Il I lime. The 
loolup },alldle r-wnetcr enables you to find ail matching cntriës by doing scqucntial lookups. 
rr yoa me 1 ,cquencc of lookup ans 10 find cntries in the cbtahasc. it is possible that the retumed resullJ 
will skip or duplicate entries. This is hecausc the Location Brokcr docs not prcvcnt modification of the 
dallbasc bctwcen loolcups, and such modification can change the positions or cntrics relative to • 
loolup _ lia11dle value. 
lt is al,o possible that the results of• single lookup cati will skip or duplicate entrics. 
object The UUID or the obja:t being lookcd up. 
/oobp lialldle 
- A position in the databae. 
194 lb_S Catis 
On input. die /oohp """"1r indicates the position in the database where the scarch begins. Ali 
input value c:J lb_ Sdiraalt _ loollup _handle spccifies that the scarch will start at the beginning of 
the dalabasc. 
On retum. the looiup ltalldle indicltes the ncxt unscarched part or the dallbase (that ls, die 
point at which the nci"t scarch should bcgin). A retum value or lh_$default_lookup_halldlt 
indicatcs that the search reachcd the end of the databasc; any othcr rctum value indicates thal lhe 
scarch found mDJC _rrsults matching cntrics bcfore it rcachcd the end or the database. 
o,apiertO 
A 
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111_ Slontup_ otljcct lh_$1ook 
ftU resulu 
- The maximum number ol entrict lhat can be n:tumcd by I single cati This shou 
numbcr or clcrncn1., ln the rts•lts array. · 
llllllt_rt.ndll 
The numhcr or cnlric., lhat wcre rctumcd in the results array. 
results An amy that mntains the matching GLB datahasc cntrics, up to the numbcr spocif" 
MtU_ _rr.rult.< pararnctcr. Ir the array contains any cntrics for scrvcrs on the local net 
cntncs appcar fim. wt 
statu The complction status. 
EXAMPLE 
_ The following statcrncnt looks up GLB databasc cntries for the obja:t idcntifiod by objid: 
lb_$looltup_object (,objid, ,1 1t h dl oo up_ an e, max_results, 
,num_results, results, ,stl; 
ALES 
idlllb.lcfl 
SEEALSO 
lb_$1oolcup_intcrfacc, lb_Sltdcup_object_local, lb_Slookup_range. lb_Sloolcup_lypc 
. Ch31'ler 10 lb_SCalls 
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lh_Slnoku1uihjcct_local lh_Slook11J>_ohjcct_local 
NAME 
Ill_ $look-,_ obj«t _ lnal - look 11f1 infomlalion ahout an ohjccl in an LLR dat.,hasc 
svNors1s (C) 
#incl ... <ldl/cnb.h> 
Ynid lb Slnnli•p nbj«t lnal( 
- Hld $1 -•ol,jcct~ 
!IIICkd Saddr t •tocalio11, 
■M~Md 1nni locatimt lc11~11t, 
lb_ $look-,_ halldle _ t •Ïool:11(1 _ ltaNllc, 
•n~~Md loft,: m,u re,n,lt,r, 
■M~Md loft,: .,...,; rcn,f1s, 
llt_kntry_t re.rllltsf( 
statu_SI •statM.r) 
SYNorsrs (PASCAL) 
"'inclack '/aw/lnc .... /ldVpwlbJIIS.pa.1' 
proc:edart n, Slanliep ot,j«t lnal( 
ln obfect: ••Id SI; -
DESCRlfflON 
ln loca1io11: soc:kd Saddr t; 
ln localio11 _lc11111t: -■IISl,:ntd32; 
ln out lool:11(' _ "'-lie. lb_ Slook-, _ handle _ t; 
ln m,u rentlu: ■n~MdJ2; 
oat ""'" resllltr. ■MipedJ2; 
out rcs.itr. array 11-•I ri lb Snitry t; 
oat SIOIM.f! 51at111 _ SI); - -
The lb Slook■p flllj«t local call -lies the spccilied LLB databasc and rctums 111 enlrics who,e 
ol,jttt fiellk matdl the specified object. lt re1UmS informlllion about all replic■..1 or an objcct and Ill inter-
races 10 the objcct that an: localed on the spccified host 
The lb Slook-, obj«t local call camol retum - !han mar rtsrdu ma1ehing cnb'ics • 1 time. The 
look11p )andle paramcta cnab1cs you to find 10 nlalching cntrics by doing scqucnlial looltups. 
tr you 11S1C a -,qumce or loohp ails ID find enb'ics in the da11base, il is possible 1ha1 the rctumcd results 
will sltip or duplicate enlrics. This is bccau,c the Loclllion Brolccr docs :101 prcvent modification or the 
databasc bctwccn loolcups. and such modification can change the positions or cnlrics rclatiYC to 1 
loobp _ ltandle value. 
Il is 11so possible 1h11 the rcsuhs or a single loolcup can wlll skip or duplicatc cnlries. 
obfect The UUID or the objecl being looted up. 
loca1io11 The location or the U..B dalalme to be -hed. The soclcet address must spcciry the networt 
addrcss or a host Howe'Wel', the port numbcr in the soclcet address is ignorcd. and the loolcup 
request is always sent to the U..B port. 
locolion le11111t 
- The length, in bytes. of the ,oclcet addrcss specified by the location field. 
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lh -Slool<III' _ ohjcct_ local 
lh_Slml:11f'_ohjcct_lncal 
loni"I' _ ltaltdle 
A ~ilion in the 11acatJMe. 
On in1"1t. the 1oo1:,,,, ltandte indiclllcs lhe r,osilion . he 
inl"ll value of lh $dtÎaah look . in I lbLi~ whcrc lhc ~arch hegiM. An 
the datah:i!IC. - - ap - haftd~ sr,cx:dic.,; lhat the !learch will sL,rl al the bc1tinnin1t or 
On rctum, the looi:-,, ltmrdlc indiclllcs the ncx1 un hed 
point at which the nc;1 scarch should be . ) A = fWI of the dataha.,;c (lhat is. the 
indicaieuhac the 5Can:h rcachcd the end 
0
fm · rctum value of n,_Sdtraull_lookup_hand~ 
scarch found m,u re.n,l1.r macching cnlric, :::;~hcdanythcnlhcrdrc1urmhcvaluc indicatcs that lhc 
- · •~ en o I dataha!IC. 
maz_rta/11 
The maximnm numbcr or entrics lhal be 
numbcr of clc--• . the __ , CM retumcd by • single calf. This 5hould he the 
.. _,..., m rt,.,,s 1m1y. 
,.,,,,._rtsults 
The numbcr of cnlrics that d • 
_ wcrc rclumc m the rc.ru/1.r 1rray. 
rcsults An llmly th:11 contains the matching GLB dacabasc en1r· ' . 
MtU results panimctc, If the . . IC. • up lO thc numhcr 5J1CC1ficd by the 
cnlri~s llJll)Car first. . llmly contains any cnlncs for scrv= on the local nctwort, thmc 
Slatus The complction Slllus. 
EXAMPU! 
FILES 
The rollowing Slalcmcnt loob up the rcpr· atcd ob. . . 
host sr,cx:ificd by lut. Though this 00. 1 ;; I' !l(X:I idcnllficd by ."'P_Objld in the LLO databa.1c Ill the 
will rctum at most one result. JCC rcp icalcd, only one repl1ca 1s loca1ed on any host. 50 the cati 
1~_$lookup_object_local 1,repobjid, 
1, ,num_results, results, ,st); ,1oc, loc_len, ,1ookup_handle, 
idlnb.ldl 
SEEALSO 
lb _Slookup _range 
Chap1cr 10 
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•• 
~~ da~ t• _ Sk,oli-, _ra•_ lool: up lnf'onnation ln a GLB nr LLB la 
SYNOPSIS (C) 
llncllldt ddllc/lb.h> 
YOld lb $11,oti•p rani:~ 
- Hld St -.objtct, 
HÎC.-$t •obj ty~, 
••id -St •ob(inttrfa«, 
eod:d Saddi" t •tocatiort, 
-~ toni locatio11_lt111tli, 
11, Sloohp_•anctlt_t •loobp_ltaNllt, 
•.;iaMd loni: -.r _rtndts, 
1111Sic11Nf lnttJ •n,,,,. _ rtsults, 
lb kntry t rts11luf 1, 
1(;1■5 _ $t • status) 
SYNOPSIS (PASCAL) 
'l,lndade '/115rflnc:fadefodVpas/lbJ115.pas• 
procedan lb_ Slooli■p _ raflle( 
ln obfect: ■aid _ St; 
'" obj t1Pt: ■aid _ St; 
la obÜ111trfau: ■■ld_St; 
la location: socktt _ $addr _ t; 
la locati0tt ltn11lr. 1111SipM:J2; , 
ln out lool:-..,, _ llandlt: lb_ Slooli-, _ .. ■dit_ t; 
ln -.r rtsultr. ■nsipNl:J2; 
"' n■m rtsu/tr. 11115ipm:J2; 
o.t rtntÎtr. array 11 •• •J ol lb_Snlry_t; 
OIi( Jtatu.r: stalas - St); 
lh_Sloolcur_range 
DESCRfmOH call mams databae entries whose objttt, obj_tn,e. and obj_l■ tet:'att fields 
The li. - Slook-, -rlflle Id Snll . any of thcsc input paramcters acts as a w11dc.-d and 
ma1eh the specilicd ~I~ ~.,:'~ ... -lry fi:':ii You can specify wildcards in any combination or will malCh any value 111 u,.; _,....,.,.,.~mg en • 
thesc penmeu:rs. . . 11le 
Slooli call cannoc mum more !han -.r _rtsults lllltching ~tries at a t,me. 
The Ill_ •P - ,... _....._,_ - IO find all mlllching cntries by doing scquenual loolcups. toobp lialtdkperwneter ... _,,..,,_ resalit 
- caDs IO find enlries in lhe databasc, it is possible that lhe re~ Ir_ JOU ~ • ~ or~ . . because lhe Lcx:ation Brokcr does not prevcnt modifica~ oC the 
will slt1p or duphcace entnes. llus ISh mod"ficat" on can change lhe positions of crllries n:lauve ID • databasc between lool:ups, and suc • , 
lool:11p _ liafldlt value. . . 
lt is also possible that the results of• single lookup calf will skip or duphcate entnes. 
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11,_Slooltup_range 
oh}tct The UUID or the abjoct being lnoltcd 1p. 
ohj_t,rt The UUJD of lhe IYJIC heing lnokcd 11p. 
obj inttrfact 
lh_Slnolmr _r:mJlC 
- The l/UID of lhe imerfacc being looli:cd up. 
location The location of the databasc IO be scarchcd. If the value o( location lt!nttli is 0, the GLR data-
1>3.,c i~ scan:hcd. Othcrwisc, lhe LLO databa!;C at the 1-imt ~cilird hy the socket addrc.~s is 
scarchcd; in this c~e. the port numbcr in the i;ocket addrc.u is ignorcd. and the lookup rcquc.st is 
sent to the LLO port. 
location lt!n111t 
- The lcngth, in bytes, or the 90Cl:et addrcs., spccilicd by the location field. A value or O indicatcs Illat the GLB databa_,c is to be scat:hcd. 
lool:llf' liafldlt 
- A position in the~ 
On input, lhe lool:llp _ Mlldlt indicates the position in the databa.1c wherc the sca-ch bcgins. An 
input value of lb Sdtfault loohp handlt spccifies that the scarch wifl start al the bcginning of the databasc. - - -
On n:tum, the 1oo1:.,,, MNllt! indicatcs the ~• un:11:an:hcd part of the databa,c {Illat i1, the 
point at which the ncit scarch should bcgin). A rctum value o( lb_Sd,rault_lonkup_handlt 
indicarcs th• the scarch reachcd lhe end of thc databasc; any othcr rctum value indicatcs that the 
scarch found -.r _rt!s11l1s matching cnllics bcforc il reachcd the end of the databasc. 
-.r rtsulu 
- The madmum number or entrics lhat can be rctumcd by a single cafl. This should be the 
numbcr of elemcnu in the rtndts arrwy. 
,._ ~sut,, 
- The number or cnlrics tha wer-e n:turncd in tlic rtndts 1n2y. 
~Slllts An IITay that contains lhe IIUlld!ing GLB databasc entrics, up to lhe numbcr specificd by the 
ma..r rtsu/ts l)arlmcter. If the array contains any cnlrics for scrvcrs on the local nctworlt, thosc 
enlriês llllJ)Car first. 
nanu The completion status. 
ElCAMPU! 
FILES 
The _following statement looks up information ln lhe OLB database about scrvers that Clipon the interface 
idcnlified by matrlll _ Id for any abjects of lhe type identilicd by array_ Id. The variable glb is dcfincd elsc-where as a nufl poinrcr. 
lb_$lookup_range c,uuid_$nil, ,array_id, ,matrix_id, glb, O, 
,iookup_handle, max_results, ,num_results, results, ,st); 
/dl.11,.fdl 
SEE Al.SO 
lb_Slool:up_interface, lb_Sloolcup_object, lb_Slooli:up_object_local, lb_Slool:up_typc 
Charter 10 
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lh_Slnoltup_typ: 
lh_Slnol<up_typ: 
NAMF. 
lb_ Slonhp _ t11" - look up informainn alloue ■ typ: in the GLB dallll-. 
SYNOl'SIS (C) 
linclade <ldllc/lb.11> 
mld n, Slmhp type( 
- uulcl_St•ol>j_tyrt, 
lb Slmkap handle l •toolll(I ltandlt, 
■M~Md ~- max-rt.fults, -
■m~Md lonK •n..,; rt.nAlt.<, 
·lb knlrJ t rtsu/1.,11; 
statll!I_St •statu.r) 
SYNOPSIS (PASCAL) 
'l5.incluck '/asrllndade/ldlfpa.,/lbJm.pas' 
prncedatt llt_Slnnbp_type( 
I• obj_type: ■uid_St: 
ln 11111 loobq, M/ldlt: lit $1ooti-, lillftdle t; 
la max rrsu/1.~: ■11si•Md32; - -
fMll "..,; rts•l1.r. umiKMd32; 
o■l rtsuÏr.r. ■rr■J ( t..•J of lb kntrJ t; o■t statu.r. st■lm_St); - -
OESCIUmOtl The lb $1oohp type call rctums GLB dal■base entries whosc obj type fields match the spccilicd type. lt 
rctum,-infonnatioo about ■Il rq,lœ or ■11 objccts or that type .;,.about all interfaces to cach or thcsc 
ob.i,ccts. 
The lb $looll•p type c■II c■nllOt retum more dwl -.r rtndts m■tching mtrics ■t • lime. 11le 
lool,q, )a,,dlt panimctcr cnablcs you to find ■11 m■tching mtries by doing sequcnûal lookups. 
If you use • .,qucnce or lootup ans to lind eatries in the d■t■base. il is possible that the rctumed rcsults 
will sltip or duplicate entrics. This is bccause the Location Brokcr does not prcvcnt modification or die 
database bctwccn lookup5. and such modific■tion an change the positions or mtries relative IO a 
look,q, _ ltalldlt value. 
11 is ■lso possible that the results or• single~ an will slâp or duplic■te mtries. 
obj_t,r,t The UUID or the type being looked up. 
look,q, lttmdlt 
- A position ln the dat■bme. 
On input. die loobp lta,tdlt indicales thc position in the database whcre thc ,earch begins. M 
input value of lb $ckf■■ff lookap h11ndle spccifies that the scarch will start at thc bcginning ri 
the databasc. - - -
ChapterlO 
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lh_Slookup_lyp: lh_$1nnkup_lypc 
On rcturn, the loobp lia""1t indicac!I the point ■I which 
1 
- . ncxt un,oran:11<'.d Jl:111 nf the d.11ah:toe (1h31 ~. 1he 
'1111'. ~. th hehe ncAt sc■rch Ahould hcgtn). /\ rctum v;iluc of 1h $dl'b11lt ""'li■p handlr 
1 ,ca ..... ~ :11 t -h rcachcd the end or the dôllaha ocJ - - -5e.
1
rch round . . ' ~ ; any icr rr111m v:ihl<' indit·,ur~ that the 
· mtU _rr..<ult.< match,nR mtnc~ hcfnrc it n-.1chcd the end or the ,l;~ahasc. 
max _re.<1111.< 
The maximum numbcr o( cntrics IN be . 
. t can rctumcd hy a ~mgfo call. This 5hould hc the 
numbct of elcmcnts ,n the resulu ■miy. 
num _rt.<ults 
The numbcr or cntrics that wcrc rctumcd in the ,,..fulls a1r.1y. 
rt.<ult.< An amy ;ha( contains the matching GLB dataha~ cntric~. up to the numhcr spccilicd by the 
m,u__,,._,u t.< Jl3ramctcr. If the amiy contains any cntrics for scrvClli 00 the local nctwork 1~ 
mtnes 8Jl11Car first. ' · 
statu.< The complcûon ~us. 
F.XAMl'l.P. 
The following statcment lonb up · i • . the 
· m onnatJOn •n GLB datab■sc :ibout the typ: idcntificd by ■rraJ Id: 
lb_Slookup_type 1,array_id, ,1ookup handle, -
,num_results , resul t s, ,st) ; - rnax_ results, 
FILF.S 
idlnb.lcll 
SEEALSO 
lb_Slookup_intcrface, lb_Slookup_objcct. lb_Sloolcup_nnge 
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11,_Src,:istcr 
tt,_Srq?islCr 
NAMP. 
n, _ Srtt:ktff - rcglstcr an ohjcct and an intc:rl'acc wilh the Location Broltcr 
SYNOrSIS (C) 
Jinch1de ddl/c/lh.h> 
miel lb Sre,:ktN'( 
- ■aid St •ohjtct, 
a■id-St •obj ty~, 
Hicl- $1 •ob{i111trfau, 
lb ~n~r t1"i.11 1 fiais, 
wl,:Md char ;;,.flOIOliofl['41. 
!IIICkd Saddr 1 •tocatio,i,, 
■Mi,:Md lffltK locatio11 _lt111tli. 
lb Srnlry 1 •t111r,, 
!lfala_$1 •s1011u) 
SYNOPSIS (PASCAL) 
-.,hK:hlde •f~r/lnc:lade/ldllp151111.IM.pU' 
pro«daff lb_ SrtektN'( 
111 objcct: ■aid _ $1; 
111 obj type: u■id St; 
111 ol1fi11ttrfact: ;.icl_St; 
ln jlag.<: lb_ $.wrnr _ 11111_ I; 
111 an""tation: array (0 . .631 fil char; 
111 l<>et1rio11: !IOCkd Saddr I; 
ln /ocnrio11 lt11~11r. -■MigMd32; 
o■I tnrry: Ïb_Srntry_l; 
o■t JIOIIU: slalas -St); 
DESClllfflON 
The lb ~l!lfff can rcgisten wilh the l.ocalion Broker an interface IO an objcct and the location or a 
~ Îhal c,porU that interface. This cati replaces any c,isting cnuy in the Location Brokcr dallllmc 1h11 
malChc.s objw. obj_ ~. obj_inttrfact, and both the addless family and host in locatio11; ir no such cntry 
c1ist5, the call 3<1<1s a ncw cntry IO the dalabase. 
If the finis paramctcr is lb_ lwntr' _ 1111_ tonil, the cntry is rcgiSlered only in the ILB database at the hosl 
whcrc the calf is issucd. Olhcrwisc, the cntry is rcgistcred in both the LLB and the GLB da1abascs. 
objtct The UUID or the objcct bcing rcgistered. 
obj_ typt The UUID or the type of the objcct bcing regiSICrcd. 
obj i"1t,fact 
- The UUID or the interface bcing IC~-
flais Must be cithcr lb_ Sstrttr _ lag_ total (spccirying rcgistntion wilh only the LLB al the local 
~1) Of O (SJ!0Cifying rcgistration wilh both the LLB and the GLB). 
202 lb_SCalls 
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lb_Srcgistcr lb_Srciistcr 
OflflOIOIÏOII 
~ charactcr "?Y u.~ ont~ for infOlfflllliottll ~ - Thi~ frcld can contain a 1e11œl cbcri 
~::.~i:c~!-:c~y'i:n:I~:~~ l'fOllCf dispLiy hy the lh_admin lool, drc allMtati:,. 
location The soc:lr.ct addrc.~ or the scrvcr. 
locatinn _lt11gtlr 
The lcngth, in b)'IC.1, or the 90Ckct addrcss Sfl(Cificd by the location field. 
tntr, A copy of the cntry 1h11 was cntcrcd in the Location Broltcr dataha,c. 
.<lnlll.f The complction SlalUS. 
EXAMM.I! 
RI.ES 
The following s1a1emcn1 rrom U4ffl/JltslstJKbl!ff'ffft' ~ the -~ 'Of the If li • oh. and . • ·~ ·~ ,, ac ~ c1amplc. rcg1stcn an jCCt an 1n1crfacc fOf array-basod staclr.s wilh the Location Droltcr: · 
lb_$reglster(,astack, ,astackt, ,stacks v1$lf spec.ld OL 
lndr_$char •1•astack example•, ,1oc; llen; ,1b_en~ry[~J. ,st); 
idl/lb.ldl 
SEEALSO 
lb_Sunrcgistcr 
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lh_Sunrcgi~ICr 
NAMP, 
n, _ S.11.-qkttr - l'CfflO\'C 111 cncry rrom the Location Drolccr databasc 
SYNOl'SI! (C) 
lilld ... <ldl/c:nb.h> 
\'oid lb_ s..ittabltr( 
lb_Sentry_t •tntry, 
abltr.1 _ $t • Slalu.r) 
SYNOPSIS (PASCAL) 
-.include '/mrlmd11de/ldl/p8'1b.l115.pas' 
prottd11re "_S.11re91hter( 
DESCRIPTION 
OIII tll,,Y: 11, $e11try I; 
• notu: se"iit11S_St); 
lh_Sunrcgi~lcr 
The lb_Snreshfer an mnoves rrom the Location Brolccr datahasc the en1ry that matches t111,y. The 
.-aluc of e111,y 5hould hc idcntical to that rctumcd by the lb Sr~i~ter call whcn the databasc cntry was 
crcalal. ~. lb_ Sanre11~ttt docs not compare all or thë fields in ,,.,,,., it ignore.~ the lla115 field. the 
■11nc,tatloll field, and the port numbcr Ïtl the s■ddr field. 
This an l'CIIIOffll the spc,cilied entry rrom the LLO daùbuc on the local hast (the hosl thal mues the cati). 
rr the llags field of the en1ry is not n, $sn-ftr lla11 local, the call also n:mo'IICS the cntry from the GLD 
dllaba.~ - - -
e11/ry The entry bcing remo\'Cd from the Location B~cr databasc. 
SIOIIU The complction stalUS. 
EXAMPI.E 
The followliig ~ rrom ua,npkslst■dsllttffr' ~. the servcr ror the st■cb exMtple, unrcgislers the 
llrst cncry in the lb_ e11try amy with the Location Brolccr: 
lb_$unregister(,lb_entry(OJ, ,stat); 
idlnb.ldl 
SEEALSO 
lb_Sregister 
204 lb_SCal/s Oapœ,10 
C t AU A @if:1.- :c 
Chapter 11 
pfm_$ Calls 
Contents 
Chapter 11 
:::=!!7~ ................ ... .. .. ... .. ..... .... .. ..... ... ... ...... 206 
pfm Senable : : : : • · · • · • · • • · · • • • · • • • · • • • · · · • • • · • · · · · · · · · • · · • • • • • • . , . . . 209 
pfm=Senable_f1ul11 •....•• •. .••.. . . .• .. • ••.•.• ' ••• ' · · · · · · · · · • • • • · • · · . •. 211 
pfm_Sinhlblt •.. • •• : . • • •. • ..•••..... • ' • • .•.• ' ' . • • • · • · • · · • • · · • • • · •.•.•. 212 
pfm_Slnhlbit_faults • • · · · · • • · • • • • · • · • · • • • • · • · • · · · · · • · • · · · • • • • · · • • • . . . • 213 
pfm_Sinit .. . ... •• : : : • · • · · · • • · • · • • • • · · · • • • • • • • · · · · · · · · · • · • • • • • • .• . .. . 214 
pfm Sreset cleanup · • • • · · • · • · · • · · • • • · • • • • · • • · · · · · · · · · · · • · • • • • • • • • . . 215 
pfm=Srls_ci;anup · • · · · · · • • • · · • · · · • · · • • • • • · · • • · · • • · • · · • • · · • • • • • • •..•. 216 
pfm_Ssignal · • · · • • • • • · · · • · · • • • • · · · • · • · • • • · • · · · · • · · · · • · · • • • • • .. . •. 217 
. . ....• . • . • . ••. . •. . . .. ' .•. ' ...... • · · • · · • · · · · · · • · • • • • •.•. • 219 
pfm_l Colts 205 
AnnexeA.S: 
, 
Process Fault Manager 
(PFM) 
. -. 
fl(m_Sintro J>(m_Sintro 
NAME 
f>(m_Sintro- fault management 
sYNors,s (C) 
linchtcle ddl/c,1,aw.lt> 
lindacle <Jlpfm.h> 
SYNOrsts (PASCAL) 
11.lndade •t~~-Jm.pu'; 
11.lndade '/5yslln~pfm.lns.p~•; 
DESCRtmON 
The pfM_S calls 1llow programs' IO man.age signal~. faults, and exceptions by cstablishing clcanup 
handlcn. 
We sul'f'I, wilh the NCS ,ofiwarc products I por11blc subsct of the Apollo Domain.,OS prm _ S catis. 
Clcanup Hllld1crt 
A clcanup handlcr is I pioce of code 1h11 allows I program IO tcnninate graccfully whcn il roceivcs an 
mor. A clcanup handla bcgins with I pfffl Sc~anap call and usually end~ with I call to pfm ~i~•I or 
pp_ Snk, thougb it can 11so simply continœ baclc inro the program aflcr the clcanllfl code. -
l11tludc Filca 111 NCS SoftWlf'C 
This section dcscribc~ the includc files for the pfln _ interface that wc pro,,ide with NCS software. 
ln Vmion 1.1 or NCK and NIDL, wc supplicd I prm.h includc file that supports the ~td _ Scan calling con-
'fflltion of Apollo SR9 system 900.warc, whercby 111 paramctcrs of I call arc passcd by rcfcrcnce rathcr 
lhan by nluc. For eumplc, • call in C source code to prm _Srewt_ cnnup loolcs lilce 
pfm_$reset_cleanup (crec, stl 
C'ffll thoqh both ffft and st are pas!ICII by reference to the irnplemenlllion of prm_Sresd_cnnup. On 
Apollo SR9 systems. the C compiler trats thcse paramctcrs 1., lhough cach werc prccedcd by the addres, 
opcninr & . On SunOS, ULTRIX, and VMS systems with Vetsion 1.1 ol NCK or NIDL. the pfm.h lhat 
wc supplice! dcfincs macros that convert these paramcien to &crtt and &st. 
ln Versioll U . I of NCK and NIDL, wc supply I new include file for the pfm_S calls, ppfm.h. This is the 
includc file for the •portable PFM" interface, an interface in the style of ANSI C. Whcn 1n application 
involces I call through this interface, ail output paramctcrs must be prcccded by 1n cxplicit &. For cxam-
ple, 1 call lO pr111_Snwt_c~1nap looks lilcc 
pfm_$reset_cleanup 1,crec, ,st) 
sinœ tl'ft and sl are ouq,ut parwnctcn passed by refcmicc. This calling convention is more natural ., 
most C prugrammcrs. 
The preYious include file, ,,..h, ls still av1illlble, providing baclcward compatibility for programs codcd 
ICaJrding IO the std _ Scall convention. Howcver, wc rocommcnd that ncw programs includc pprm.h. 
l11eladc Files I■ Apollo SRIO Domain.,OS Software 
ln Apollo SRI0 S}'SICm ,oftwarc, wc supply the includc file c1poRolplm.h>, which defines the plm_ inter• 
face in the style of ANSI C. 
Beginning • SR 10.2, wc al,o supply the file <1pollolppfm.h>, which includcs <1pollolprnt.b ; 
/asr/inclitM/ppfm.h is • symbolic linlc pointing to /usr/includt/apollolppfm.h. 
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pr,n_Sintro 
Thus, ,OU can me the dim:tiwc 
f 1nclude <ppfm.h> 
hoth on AflOllo SR I0.2 sr.,tcms and on othcr . 
The . . !l)'S(cmswuh Ve~ion l.~. I orNCK or NIDL 
s1i,,aturcs for pl'nt $rfwf c~an■p and ,_ Sr . 
pm_Sintro 
<■P<_'llolpfm.h> arc inc~t. They have bccn~ - k_c~anup'" the SRI0.0 and SRIO. I version, or 
mod1fy an lflfllicalion dcvelopcd on SRI00 andorrcctcrl at SRI0.2. Thc.'C comxtion5 may rcquirc ,ou IO 
SR 10.2 Apollo sy5lcm. Sec the n:forcncc dc~ripti SR '~;~_Apollo systems in ordcr lo compile it on an 
a>NSTANTS on, o u"'-'C c.ills for dctails. 
prm_Slnll_sl,tn1I hand~rs 
A constint uscd as the fiais Plr3mct 
convcrtoo to PFM signais. cr to pfm_Slnlt, causing C signais lobe inten:q,lcd and 
DATA TYPES 
<.1,ar,tcr 11 
pfm_Sclunup rtt 
An ~aquc data type ror pa~i 
slatus St A status code M ng fll'OCCSs conrcxt among clcanup handlcr calfs. 
- . • OSI or the NCS calfs SUPfll the" . 
statu~_ Sttype is dclined 151 struct • · . . Y •r ':°'"Plction status in thls fonn-. The un: conta,nmg • long 1nteger: 
s t ruct status_ $t 1 
long all ; 
' Howcvcr, the catis an 1190 use...._ s, 
Sl:llus code, ,ou can msign the value ri the ~~,sct~~it fields: To ICCCU the fields in• n:turned 
us '"""" IO • union dclincd as follows· 
typedef union 1 · 
struct r 
s: 
unsigned fail : 1, 
subsys : 7, 
mode : 8; 
short code; 
long all: 
status_u; 
an 
r,11 
subs,s 
mode 
codr 
Ali 32 bits in the status code. If n 
status was SUCCCssful. • is equal to sutm_Soli , the cati that supplied the 
rr this bit is set. the cnor was not ·11i· 
occum:,d within • lowcr-lcvel module. w, ,n the scopc of the module invol:ed, but 
This indic:atcs the subsystcm that cncountercd the error. 
This indicatcs the module that cncoun!Cred the cnur. 
This is • signcd numbcr that identifies the lypc of cnur that occurred. 
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prm_Sin1ro 
rrm_Sintm 
STATOS CODllS 
pfM $1,ad rk anlff ordc 
- Attffl'lptcd 10 rclca..: 1 clcanup handlcr oui or r. 
pl'ffl $clf111ap _ INIC _foand 
- Thcrc is 00 .,cnding clcanup handlcr. 
pfnl $clfan■p 11tt , Il 
- A ckanup handlcr was esaablishcd succcss,u Y• 
pl'ffl $clf111■p_Rl_~n1llfd . 
- Altcmpled to use pl'ffl_ $cle111■p - !Id ■s • signal. 
pr111 $111;.■ lld _ mn■p _ rK 
- Pzscd .. invalid clcanup record toacall. 
pl'III $no space ndlc 
• - - Cannol ■llocatc storagc for ■ clcanup ha r. 
ltlll■s Sot 
- Thc c■II WIS sucx:cssf ul. 
2011 pft,t _ S Call.t 
prm_Sclc.,nuf! 11rm_Sclc.,n11f! 
NAMI! 
pl'III _ $clu11■p - e.<:tahli!!h I clcanup handlcr 
nNors1s <CJ 
linclude <klllc/baw.h> 
linclud~ <PPfm.h> 
5tata.~ SI pfm Sclun■p( 
- pfm _ $clunup _rtt •cftartll(I _rtcord) 
SYNOrslS (PASCAL) 
'1,include •/~~vb■!W.IM.p■s'; 
'J.incluM '/sys/inYppfm.lm.pL~•; 
runclkm pf"' $cle11111p( 
oui cÏtorrup _record: pfM _ $cle11111p _ rtt): lltllllll _ St; 
OESCRlmON 
The pl'III _$cle■n11p call establishes a clclnup handlcr that is exccutcd whcn a fault occurs. A cleanup 
haodlcr is a piccc of code cxa:utcd tx:rorc 1 ~ram exils whcn a signal is rcceived by lhe poccs.,. The 
clcanup h:Jndlcr bcgins whcrc pfM Scln11111p is callcd; 1he pfm $clunup call rcgistcrs an cntry fl()int wilh 
lhe system wherc i,rogram exccu~ rcsumes when I faull occms. Whcn a fauh occurs, cxccution rcsumcs 
1rtcr lhc ~ roccnt call 10 pfM _ Scle11111p. 
Thcre can be more lhln one clcanup handler hl I program. Mullif!lc cleanup handlcrs arc execulcd con-
sccu1ivcly on I last-in/lirst-Out basis, staning wilh lhc most roccntly cstablishcd clcanup haodlcr and cnding 
wilh lhc fir51 clcanu11 handlcr. 
On Apollo systems, 1 dcfaull cle■nup handtcr is euablishcd at program invocation. The default clcanup 
· handlcr is always callod last, just bcforc I prognim exit•. and rclca.~s any system rcsoun:cs still hcld bcforc 
n:luming control lO lhc proccss lhat involtod the program. 
O;i othcr systems, thcrc is oo dcfault clcanup handlcr. 
When callcd 10 establish I clea1up handlcr, pfln Scleanap retum, the status pfm Scle■nap' iwt to indiatc 
that the clcanup handlcr was sucx:a•fully e..iablishod. Whcn the clcanup handlcr is entcrcd in rcsponsc IO a 
fault signal, pfM _Sclnnup crTcctivcly rclUmS the value of lhc rault 1hat triggcre.:I the clc■nup handlcr. 
See lhe refercncc description of pl'III _ Sinlt for I lisl or the C signais that lhe PFM package intcrceptS. 
cltD11"P record 
- A record or the conteit wllcn pftll $cle■nup is callod. A program should treat lhis as .. opaque 
data structure and not try 10 alter-or copy its contcnts. Il is necdcd by pfm $ris dnnup and 
pfm _ Sresd _ deanup 10 restorc the context of thc calling process al the clcanup handlcr entry 
point 
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r,fm_$clc:inup 
r,fm_Sclcanup 
NOTI! 
The pr. _ $dn11t1p call implicilly pcrfonns a pr. _ Sl•hlbk. Clclnur, handlcr code hcnce runs wilh •~Y'l-
chronous f1ults inhibitc:d. Whcn prm _ $clu11up rclurns somclhing olhcr than prm _ Sclunup _ ~•- indical-
ing lhal • faull hls occuncd, thcrc arc four ~iblc ways 10 lcavc lhc clcanur, code: 
• The program c■n c■II pl'm _ 5"1p•I ID sl2ft lhc ncxl clcanup handlcr wilh • fauh signal :,ou 
spccify. . 
• The pmgram c■n cati Pl"' Snh 10 start lhc ncxl clcanup handlcr wilh a status o( 
st■lm_Sok. -
• The program c■n continue wilh lhc code following lhc clcanup handler. Il should ·gcncrally 
c■II pr111 _ $ellablt ID rc-blc asynchl'OIIOU5 faulls. Exccu1ion continues f rom the end of lhc 
clc■nup handlcr code; il docs 1101 rcsumc whcrc lhc faull signal was roccivcd. 
• The program c■n re-est■blish lhc ctcanur, hlndlcr by c■Hing prm_Sr~t_ckanap (which 
implicilly pcrlonns a pf•_kn■ blt) bcforc procealing. 
Sl!EALSO 
pfm_Sinit, prm_Ssign■I 
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rfm_Scnahlc r,ftn _ Sena hic 
NAM!! 
pl'ln _ $Habit - cnablc Myl!Chmnous faillS 
5YHOl'SIS (C) 
.i..c:tade <ldlfc/baw.h> 
lindlllk <ppfm.h> 
voici pr._Stn1blt(vnld) 
SYN0r51S (rASCAL) 
.,Ïllclqde '/sr..finslb■-.IM.pn'; 
.,indudt '/sys/ins/pfm.lns.pas'; 
procedurt pr111 _ Stn■ blt; 
DF.SCRlmoN 
The ,~ .. -; StHblt c■II cnablcs ■synchmnous faullS arler lhcy have bccll inhibiled by a c■II ID 
pfm _ Sinh,bll; pfm _ Stn1blt causes the opcraling system IO pan asynchronous feuil~ on 10 the c■lling pro-
ccs.~. 
While r1uhs arc inhibi1cd, the or,cnting system holds II most one ■synchronous r1ult. Consoqucnlly, whcn 
pfln ~ Stublt rclum.~. lhcrc c■n be II mœt one rauh waiting on the proccss. If more 1han one fauh wu 
rocc~vc:d bctwccn catis 10 prn._Sinhlblt and pl'm_S,..1blt, lhc proce!!S n,ceivc1 lhc fim 1synchmnous fauh 
rocc1vcd white faulL~ wcrc inhibilcd. 
SEE ALSO 
pfm_Scnablc_raullS, p(m_Sinhibit 
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rrm_Scnahlc_(ault~ rrm_Scnahlc_foults 
NAME 
''"' _ Sftlable _r■uk, _ cnahte ~hronous rautts 
SYNOPSIS (C) 
tinch1ck <ldllclba.w.h> 
tinclllck <pprm.h> 
YOld ,,,.._Stn■blt_rault.~YOld) 
SYNOPSIS (PASCAL) 
,i,1nchlck '/sJ5fln~11.W.IM.pas'; 
'll,lnct.ck '/sys'lns/pfm.im.p■s'; 
pn,ttd11tt prm_kaabte_r■-lls; 
Dl!SOlfflON eubles --t.ronous raults aller they have bccn inhibitcd hy a calf ID 
The ,,_ Sftlable ra•lls call .,,,~• . 
5 
m 10 ss asynchronous raults on ID 
,r ... _Sl•hibit_r .. ii.~ pr111_ktl1b1t_r .. 1ts C111scs the opcra«ing )'SIC pa 
the calling pmccss. 1 c tl wheil 
. . . . holds III most one asynchronous rau t. on~ucn Y, 
White faults arc mhibitcd, the openung .:-most fault wliiting on the proccss. If mon: th:in one rau11 
''"' -k••ble _ravKs rctums, thcrc ~ • ~ r lt °:ci r k,lable fault~. the pmccss nx:civc.~ the firs1 
was n:œhcd bctwœn calls to pf111_$inh1b1t_ ~•. ~. p •- -
rynchronous rauh nx:civcd whilc rautts wcrc mh1b1tcd. 
SEEALSO 
pfm_Scnablc, p(m_Sinhibit_faults 
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pfm_Sinhihit 
rrm_Sinhihil 
NAM!: 
pfm _ $1nhiblt - inhibit asynchronous raults 
SYNOPSIS (C) 
linclUM <ldUc/baw.h> 
lincludc <ppfm.h> 
voici P"" _$1nhlblt(YOld); 
SYNOrs,s (PASCAL) 
~lncludt '/sys/ln~-.IM.pas'; 
%1ncludc •t~ys'ins/pfm.ln~pa.,'; 
prnredun pfm_Sinhlblt; 
DESCRIPTION 
NOTE 
The pf• _ Sinhiblt can iwe-, mynclwonous rlUlts from bcing pmscc1 to the calling r,roccss. White raults 
arc inhibitrd, the opcr.iting system holds II most one asynchronous fault Con!l!Cqucntly, a call to 
pfm _ Sinhibil can rc.wlt in the loss or somc signais. For that and othcr ICa.1011s, it is good practia: 10 inhibit 
faults only whcn absolulcly ncccssary. 
On systems wilh Concurrent Pmgnimming Support (CPS), plan Slnhlblt 100 disabtes timc-sliccd lasl: 
switching. lt docs 1101 prcvcnt task swilehing due IO ooluntary task yiclding, cilhcr cxplicitly via 
task_Syitld or implicilly via othcr funcûons thal yicld. You should 1101 u.~ pfm_Sinhlbit for criûcal 
reg ion concurrcncy conlrol; use the muln: _ facility ins1cad. 
Sec the rcrcrcncc description or pr111 _Si11k for a list or the C signais Illat the PFM package intcrccpCS. 
This call has no clTcct on the proccssing or synchronous f1ults such as l'loating-point and ovcrflow c•ccp-
t ions, acccss violatioM, and ,o on. 
SEE ALSO 
rrm_Scnable. p(m_Sinhibit_faults, p(m_Sinit 
Conc,uunt Pro1rommin1 Support Reference 
'·h.1111cr Il 
·--·y . ·· . . 
··- ···.; . .. :._. -· 
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prm_Sinhibit_raults 
prm_Sinhibit_faulu 
NAMI! pr. _ Sl■lillllt _, .. ,._, - inhiblt MyllChmnous raults but anow timc-sliccd wlc switching 
SYNOPSIS (C) 
llflc:l■dt ddllc:111-.h> 
llnc:latk <PPrm.11> 
..W ,,. _ Sl11lllblt _ra•ll1(YOld); 
SYNOPSIS (PASCAL) 
11.llld•ck '/s~.111!1.p■s'; 
11.hlc:l•ck '/sysfi■s/pri..1111.pas'; 
proc:edllft ,,_ _ Sl11lllblt _r■•lts; 
Dl!SCRlfflON The pr._$htMl,ll_ra•lls c:al1 prefflllS asynchronoas raults. e•cept ror timc-slicaf w1c switching. rroin 
NOTB 
being pa.w:d IO the calling pnx:ess. While raulu are inhibittd, the opcrating system holds 11 most one 
asynchronous fault. Conscquently, 1 call to prn1_Si•lllbit_rult1 can rcsult in the loss of somc signais. 
For 1h11 and odler ,casons, il is good practice to inhibit raulu only whcn absolutcly ncccssary. 
See the referenœ de9criplion of,,__ Slnll for I list of the C signais Illat the PFM package intctt:epts. 
This call llU .., dfec:t OIi the processÎIII or s,ncluooous faults such as noating-point and cmrf1ow excep-
tions, acccss violations, and ,o 011. 
SEEALSO 
pfm_Senable_faults. p(m_Sinhibit. p(m_Sinit 
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i,rm_Sinit pl'm_Sinit 
NAMI! 
ptM _ Slnlt - initialir.c thc PFM i-;lcage 
SYNOPSIS (C) 
1111cl• dclllclltaw.h> 
llnd lKk <pprm.h> 
..W pl'III_SlnH( 
ami«Md '°"I /fois) 
DESCRIPTION 
The p'111_$1nlt can initiali7.cs the PFM paclcage. Thcjta•s -cr indical- wh,c· h 111• ·u·a1·--•- ....... · tics to pcrfonn. e ,--.. - ~ , ,, .... ., .. -.,1v1-
//0t1 Curmllly, only one value is •alid: 
pri■ _SlnH _ slpal_ hanclltn 
This cama C signais IO be inlcrœplcd and conYCrtcd to PFM signala. On UNIX and 
VMS sySlcms, the 5ignals intcra:pCcd an: SIGINT, SIGIIL, SIGFPE. SIG11'RM, 
SIGHUP. SIGQUIT, SIGTRAP, SIGBUS, SIGSEGV, and SIGSYS. On MS-DOS 
systems, thc tint four or thc.,e, plus SIGABRT, arc i111erœp1Cd. 
On Apollo sySlenls_. ~ PFM S-:Ul!C doel not ffllllire initiali>'.alion, and prnt Slnll i1 a no-ap. On 111 
odler sySleffls, ■pphcauons that use the PFM package should involce pfm Sinit bcforc involcing - -'--
NCS calls. - -··, """" 
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rrm_Src.,;ct_clcanlJ!' rrm_Src.,;c1_clc:m1111 
NAMI! 
pl'III_Srewt_deanap- rC'd a clcanlJ!' handlcr 
!iYNOl'SIS (C) 
#lnclllde ddl/dba.w .•> 
#include <PPl'lll.h> 
YOld pl'III_Srewt_c:lnaap( 
pr .. _Sclranwp_rec: •cttanll(J_rtcord, 
5l■tus_St •stallu) 
SYNOl'SIS (PASCAL) 
'll,lnclude '/s,.n..sn,-JM.pa'; 
'll,lnclude '/sys/ins/pr•.lns.pas'; 
pn,ttdwtt ,,._ _ SnMt _ dean■p( 
la cltan11p record: pr•_Sdeanwp_l'ft; 
oat stat11.r. - sutas _ $1); 
DESCRtmON 
N<JTI! 
The,,._ SrtRf dean■p call re-esiablishcs the clcanup handlcr 1zt.cn1crcd so that any subscqucnt crron 
enter il lint. Thii procedurc should only be mal within clcanup handlcc code. 
A. pf'lll_Srert_dean-, implicitly pcrforms a pr.._Sm■ble, thcrcby undoing the implicit plm_Sinhibll 
that ,r .. _ Scnnup pcrfonns. 
cltanup rtcord 
- A. n:conf o( the a,ntext • the cle■nup handlcc cntry point Il is suJ)f'liod by prm _ Scleanup 
when the clcalup handlcr is first cstablishod. • 
statu The complction status. 
This note a,noems me o( ,,.. - Srert - C:UHP on Apollo Sy!lemS. 
ln the SRI0.0 anc1 SRIO.I -.enions of <11pollo/pr.._.,.., the lirst argument d p~_SnMl_tle■nup 1s 
incom:ctly l)fflCCdcd by an ■mpm■nd (&). In the SR 10.2 version, the first argument 1s com:ctly prcccdcd 
by an astcrisk (•). 
Progr■ms oompiled ander SR 10.0 or SR 10. 1 will continue ID run oorm:lly. since the_ implemen1ation _of 
pl'III_Sreset_de■n■p has 1101 changed, hui you may nccd ID modiry _1hc.1c programs tn ordcr 10 œmp1le 
thcm undcr SR 10.2. Invocations of prln _ Sreset _ c:lnnwp that looked ltke 
pfm_$reset_cleanup(crec, ,st) 
when compilecl under SR 10.0 and SR IO.I IIIU9l be modified to 
pfm_$reset_cleanup(,crec, ,st) 
when compiled under SRI0.2. 
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rrm _s,,~_ck-:mur 11rm_sr1~_c1c.,m"' 
NAMI! 
pl'III _ Srk _ c:lnnwp - relca~ a cleanup handler 
svNors,s cr.1 
#includt <ldtlc/lJ■.w.h> 
#inclullt <pprm.h> 
vnld ptm Srk clr111up( 
pfm _ ~leanup _rec: •cttanll(J _rtcord, 
5lalus _ $1 •stat,u) 
SYNOPSIS (PASCAL) 
"'include '/s~Mlbast.lM.pas'; 
'll,include '/5ys.fin5'prm.lns.p~•; 
proctdurt ptm _ Srh _ cle■ 11up( 
DESCRlmON 
ln cltanll(I _rtcord: prm _ Sdenwp _rec:; 
oui stat,u: !111tas _ $1); 
Tiac prm _ Srls _ cle■nup call n:lea!cs lhc clcanup handlcc associalCd with cltt111up _rtcord. 
On AflOllo systems, this call relcascs the spcciricd cleanup handler and ail clcanup handlen establishcd 
ancr il. 
On othcr system~. lhis call relc- only the q,ecilied clcanup handlcc, and only the most reœnlly csta-
hfühcd clcanup handlcr c■n be relcascd. 
Ir you are conccmcd about portability, use pl'IW Srlt d~■nup only 10 relca,c the most reœnt clcanup 
handlcr. - -
cltanup _record 
The clcanup mconl ror lhe cleanup handler to relcase. 
statu 1lie complction Slalus. 
ERRORS 
ptm_Sb■d_rh_order 
Chap1cr 11 
• 
1lie calier 111emptcd IO release a clcanup handlcc od!er than the one most reœntly established. 
~ Apollo syst«:"'s, this sta~us is only I waming; the spociliod clcanup handlcr is releascd, ■long 
w'.th any estabhshcd ■rtcr 11. On othcr systems, this status prohably indicates a user program-
mmg crror; no clcanup handlcn are relcascd, and oontinucd e•ccution may result in more scri-
ous crrors. 
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pfm_$rls_clcanlll' pfm_$rls_clc.,nup 
NOTI! 
This note ainccms ne of,,__ Srll_ cita-, 011 Apollo systems. 
ln the SRIO.O -1 SRIO.I \ICl"SÎOIIS cl <11pollo/p .... lb. the lirst •gumcnt of pr111 $ris dninup is 
incornxtly pnlC0dcd by an npcrsand (&). ln the SR 10.2 version, the lirst •gumcnt is cÔrrccÏry prcccdcd 
by an a.~risk (•). 
Programs compilcd under SRI0.0 or SRIO.I wiR continue IO run comx:tly. sincc the implcmcntation or 
pr111_Srh_dninup has not changcd, but you may nccd IO modïry thcsc programs in ordcr tocompilc thcm 
undcr SR 10.2. Invocations of pr111 _ Srh _ clnn■p lhat lool:cd likc 
pfm_$rls_cle■nup(crec, ,st) 
wflm cornpikd undcr SRIO.Oand SRIO.I must be modiliod 10 
pfm_$rla_cleanup(,crec, ,st) 
wflm compikd ander SRI0.2. 
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rrm_$signat 
NAMI! 
,,_ _ k'Kn■I - signal the calling proccss 
SYNOPSIS (C) 
lllld■dr ddl/c/baw.lb 
lincluM <pprm.h> 
Yoid prm _ $slp■l(5t■hlS _ $t far,//_ ninaf) 
SYNOPSIS (PASCAL) 
1'1ftcluM '/s,sfllwl,-.hts.,■..'; 
1'induM '/s'5fins/priwJns.p■s ' ; 
pror,chm! ,,_ _klc11■l(I■ fault_siinat: st■ t■s_S,); 
DESCRIPTION 
p(m_S.1ignal 
The prm _ Sslp■t c■II signais the r■ult spcciried by falllt _siinat to the calling proccss. Il is -■ny c■llcd 
10 lcavc clcanup h■ndlcrs. 
fmdt_siinat 
A rauhcodc. 
NOTE 
This call docs IIOI rctum whcn successful. 
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pgm_Sintro 
NAMI! 
pgm_Slnllo- prognm ~ 
SYNOPSIS (C) 
,1ndade cldlfdb--•> 
,mctade cpprm.h> 
SYNOPSIS (PASCAL) 
"lnchlde .,.,.,_,.,_J.,-'; 
"lncl■dt '/s,sllns/PP'-IM.pas'; 
pgm_SinlrO 
Ol!SatmON We supply wkJi the NCS ,of\- produclS I portable fffSion ri the Apollo Domain/OS PP'_ Suit call. 
The includc file for die: •portable PFM" inlfflllCe (,oc Chaptcr 11) oontains • dcclaralion for this call. 
Chlplttll 
111 Pl'"_$ Cons 
NAMI! 
..-_kxlt - edt I progmn 
SYNOPSIS (C) 
,1ttd■de cldl/dbaw.b 
,ïncl■dt cppfm.h> 
ffllcl pp1_Sult("1Jld) 
SYNOPSIS (PASCAL) 
• "hld■dt '/s}'WIM,'l,-.1111.,-s'; 
"lncladt '/a~ns/pgmJns.pas'; 
l"'Offll■rt N•_Sult; 
DESatmON 
The Pl•_ Stxh call exils fn,m the Cllling PfOITIIII. 
Arry clc:anup h■ndlen lhlt ha,oe beal estlblished are e.ecllled ln order from die most m:endy csùl>lishcd 
IO the lirst. 
On Ar,ollo sy,tems, this clll inYdces pr. _ Stdpal wlth I fault code equal to the last ,e~y ie.el Id bJ 
PP'_ Siltt _Stnrlty, or Pll•_Sok if Pl"' _Ssd_ lfffl'IIJ W1S not callcd. 
On other systems, this ail inYdces pf'ffl _ s..lgnl with I r1111t code of st1htS_ Soli. 
SEEALSO 
p(m_Scltanup, pl'm_Ssignal 
Chaptcr 12 pgm_SCalls 123 
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rpc_Sinlro 
NAMI! 
rpc_Sintro- Interface to die Rcmotc Proccdurc Cali runtibic lihrary 
SYNOPSIS (C) 
lhldwde ddVc/rpc.b 
SYNOPSIS (PASCAL) 
11>1nc:t.de '/~rpc.hts.pas'; 
DESCIUfflON 
The rpc _ S cal1s implement die NCS Rcmote Pmccdure Call {RPC} mcchanism. 
rpc_Sintm 
The rpc_ inlefface ~ deflned by the file idllrpc.Jdl, whcrc the symbol id/ dcllO(cs the system ldl dinx:iory. 
On Apollo WOlbtalims 111d Olher UNIX systems, idl is /115r/indudeftdl 
Most or the r,c_S calfs an be asccl only by clients or only by tcners. We lndicatc this aspect or lhcir 
asage • the bcgiming of' each call de!cription, in the "NAME" ICClion. 
l!XTl!ltNAL VAltlARLES 
The following extemal Ylriale 1s ased in rpc _Sans: 
.. 1c1_Sn• 
An exlffllll ••kl_St variable that is prussigned the value or the nil UUID. Do not change the 
value of this variable. 
CONSTA1n'S 
The ro11owmg aJIISl.ns n med ln r,c _Sans: 
rpc_S-, 
A _.le code lndicatln1 the RJIC ffl<'dule. Sec the de9cripcion of the stat■s _ St type. 
rpc - S■ûolnid _,on 
A port lllnber lndicaling Illat IIO port 1s spc,cilied. This conslant is obsolcte; a,e lnSlt.ld 
llldtfl_ $■nsptt .JI0'1. 
The following 16-bil-inlege{ oonSlalllS n lad to spc,cify the lddress ramilies in 1od1d Saddr t -.: . 
hftS. N01e lhal ,e--.1 of the rpc _$and IOtbt _ $ calls use the 32-bit-integer equivalcnts oÏ' these qlues_ 
llldtd _ $■115p« 
DATA TTPlll 
Address family 1s anspecilicd. 
llldtd _ Slntfflld 
lnlfflld Protocols (]P). 
llldtd_U. 
Domain prolocols {DDS). 
11le rol!Dwlng dlla types n ml ln r,c_S ans: 
._._t An RPC himle. 
rpc_SfpY_t 
An entry point ffl1ol' (EPV). An amy of pointers to sener stub routines. 
rpc_~_qy_t 
An entry point~- An .-ray of pointers to generic servcr stub routines. 
126 rpc $ Callt 
•' . 1 
rt·.r-• z&& ~-
'f'C_Sintro rpc_Sintro 
rpc: Sir .« t 
- - An-RPC intcrl'ace spi,clllcr. An opeque lll'Udlft c:ontainlng inrorm11ion HOlll • IMerf'ace, 
lncluding the Ut.JID, the venion numbcr, the numbcr or opcn11ions in the IMerf'ace. and .,.,. 
wcll-ltnown pnns ned by sencn 1h11 export the inlerface. Applic11ions may nccd ID ac:cess Iwo 
mcmbcrs or rpc _Sir_ sptt _ t: 
Id A ■ukl _ St indic•ing the interface UUID. 
_.. An UMigned 32-bil inqer lndiclling the interface version. 
rpc: $11111" ~· 1 
- Ân ~ point vector. An amy of pointers ID fflSllgct' routines. 
rpc: Ssh■t c:lllfflt ,. t 
- Â point~ Î<, 1 r1111C1ion. rra sena- tappfles lhls pointer ID r,c_Sallffw_nlllCICe_sfl■tdowll, the 
function will be allcd whcn I n:mole sllutdown requcst arri-. and if the runction n:tums UUC. 
the sllutdown is 1llowcd. The (ollowing C dcAnition ror rpc_$shal_c:h«lt_f'll_t lllusuau:s the 
synia,i ror this runction: 
typedef boolean (*rpc_$shut_check_fn_t) 
handle_t h, 
status_$t •stJ; 
The h■nd1e ■rgumcnt CIII be ■scd ID delemtine informllion about die rcmole calier. 
1111c:ltd $■ddr t 
- A ~let lddrcss IŒord dut unlqacly Identifies 1 ,oclteL Sec the ,oc:ltet _ Sl■tro 1eetion of 
Chapltt I S ror I Ml description or this type. 
llat■s St A llalus code. Most or the NCS alls supply their cornplction SUIIUS ln lhis form■t. The 
- st■las _ St type is delincd • 1 llrUCture a,nllining a long intcger: 
l 'h"f!lCf 13 
st r uct statua_$t 
long all; 
1 
Howevef, die calls c:111 11,o me sut■s _ St • 1 set of bit fields. To ■cœss the fields in I mumed 
SlalUS code, JOU C111 ■ssign the wlue d the SllblS code 10 1 union dcfincd 15 follows: 
typedef union 1 
struct 1 
unsigned fail 1, 
aubsys : 7, 
IIIOdc : Il; 
short 
a; 
long ■11 ; 
status_u: 
code; 
rpc $ Colts ll7 
,rc_Slntro 
.... _St 
STATIJS C0011S 
Il"' _Sinlro 
•• Ali : : Nt• in lht ,:1u• ,,'1-. If 1:· , :,,;.,1. .: c..,:;.< -~"-. th,• ,JII 1h31 wPf11icd the 
,urw ,.:as iu:c·u.•.t~I. 
r.n tr this 1:-it is ~l :•.t cm.'f • ·1• ..... , • . : • :-.: ;.:.,:x ::· th: nu11fuk invokcd, but 
occumd • i thin a "''"<T•k•d m.~--
....,_ This indica1ts lht !'.:l'!y!lrm 1h31 = ·'-· ::<":: • -.: : :-.T 
IIIOdc: This india1ts lht r. .. '1uk 1h31 en.·: .. · ::,.·:-:-:~.-~ 
code This Î5 a si~d nu::,l,tr th.li i,kr.: :,; .'\: :,-:,: :,.' ::-:r .·J: ,-.:,um·J. 
A 128-bit •-al~ Illat 1111iquel~ i.icntifiN a.· :,·~-.:. :,-:,:. :r :·::,:·J,t for all tinlC. 
nlcl_Slntro Stetion o( ChJrttr 16 kc a fui , x,-: : :x,..- .,' .• ; :.-:,.· 
Sec the 
The l'ollowmg are -us codes mumtd t-~· rpc _ S c.111~ 
r,c Saddr i. -
- 'The-llldress and port ,r«i6N in 311 rpc_S-...~ _'• :-:: :·~-•, .-~ .: .!."': 3fn:31fy in Ul'C. This is 
cau,i:dbymultiplecallstorpc_Sa~_r•mil~ _•, - ·.· .·.: ;;:.--,: - : ::,ln,,u.n JW1 . 
r,c_Shd_plt 
The-or client has m:tiwJ an ill-fmn~: :.,,.-~ 
rpc - Saltlt_ MtNI - IOdt 
The RPC runtime libnry crt.11tJ a ~....:kcl t-.:: -~' _ ·J':.: .: : . - ; : :,• J ~,-lei :iddrcss. 
r,c_Sca■t_fftate_eoc• 
The RPC rmtime libnry •-.s 111131-k 10 <Tl'X! ! ~-.:,:: 
r,c _ Sa.• -r.n■re 
Thcclient-lffllblelOgetl l'tSJ'(!lt.<IC f'rrr.-, -:', ~ .-.·:: 
r,c_ Slllepl_ rqlst« 
You are lrying IO regis1er1n in1trfa« 1"31 ;, .i:c::.i:, ::;. .;:.:,:: . ;: .! ~•'U :ire u~i~g ai EPV (wich 
lhe rpc:_Srt1l~tt call) or a gc~ric EPV \,. , _. ~-.: r;.:_~""!~ ·.<:tc_m~r .-;111) diffc:n:nt from the 
one mal when lhe interface • ·3S firs1 rrgi,cu: .-.:. 
r,c ,., ... nll 
- -An inlemll enor. 
rpc - $op - ng_ ft'T'OI' 
The ,eque,eed opention doe$ 1101 ~~ :: ; , .!.. ; .•:,:.·.;.;::•· . : ·. ~~e rc11uc$1cd interface. 
r,c_t,reto_ft'l'W 
An illlemll pOloC0I enor. 
rpc _ $100 -·••1 _ 1111 
The ffWIÎfflmll -- of imerfaus is alr:c--'-':- ~;-.;:!~: ·• :~· ~~( RPC runtime libnlry; die 
IICf'Yer must umegisler some in1mace bcfNt' :: :-:;- ;:~ ~ • ,-:.:.. ~-:· .!l in1crr:icc. 
rpc _ Sfoo _ 1118117 _IOdteà 
The ,erver is trying ID me more th:111 the r.- 1, . - • - • ~ - x: : :· ;,-.:lem 1h:11 is allowed: il hls 
calledrpc_S-_r-nyorrpc_Su~_ramil)_"k :.-.: -~· · :··:-; 
228 rpc _$ Coll, oapeerl3 
~~~"-/ ~J.:.~'. 
~-:· 
• 
"!!' 
• 
f11C_Sintro ,rc_Sintro 
FILES 
rpc: $a11hMINI ••..n. 
- The handlc is IIOt boancl and doet not reprc,cnt • pa,1iculw hœt atdrcss. Retwncd by 
rpc: _ Slnq_ llhldln11. 
rpc Snn• Ir 
- The roquested inlcrf'aœ is not known. The ,ervcr hm IIOt rcgislered the intcr1'aœ with the Rl'C 
runtime library, the vcrsion numbcr ln the rcques1 docs not maleh lhe vcnion numbcr of the 
n:gislCmd interface, or the UUID in the request does not maich t:oc UUID of the rcgistcred inler• 
face. 
rpc Swrn1111 IIOClt 11-
- ~ ~ boot lime .. 1ue maintained by the client docs IIOl comspond to lhc Cafflll 9CmY 
boot lime. The ,ervcr pmgram wm probably rcSlar1cd while the client program - ftffllling. 
rpc $}'OIi crashtd 
- -This cnor can occur ira ,mer hu crashod and rcstartod. The Rl'C nmtime libnry • a client 
ho'II ,ends the cnor to the scner if the client maltes a rcmote procodurc call bcforc the scm:r 
crashes, 1hcn rcœivcs a rcspome aner the ,ervcr rcstarts. 
status Soli 
- The ca11- successrul. 
idl/rpc.ldl 
f 'haplcr 13 rpc_$Calls 229 
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. . .. 
rpc_Salloc_h:Vldlc 
NAMI! 
rpc_S.lloc_llalldle-aealeanRPChandlc(rumn-OHLY) 
SYNOPSIS (C) 
lhtdwdt cldl/c/rpd> 
ltallldle - t rpc - S.lloc - llndlt( 
•Id Sc •obj~ct, 
•u!Ïnetl 1ott11 /-81, 
llatm_St •sta111.S) 
SYNOPSIS (PASCAL) 
,._ la(hltle •l~r,c:.hls.pas' 
r.ctloll rpc -S.lloc: _ lindlt( 
.. obfect: Nid $(; 
• family: IIMIÏ-,J2; 
wt statu: llatm_Sc): .. lldle_t; 
Ol!SCIIP'l10M 
The rpc_S.lloc_llndlt calf cmia • aibound RPC handle. ■ h■ndlc that idcn1irics ■ particul• object but 
IIOI ■ paûcul• ,cm:r or hosl. 
W1lell ■ dicnt - • 911bolnf llllldle ID m■ke ■ ft:IIIOle proocdure c■n, the RPC runtime limry bro.1-
c■sts the c■II on the loc■I nctwort. tr ■ wcll-ltnown port w■s spcciricd in the dclinilion of the n:qucstcd 
ln1en■œ, the c■II is brmdc■st IO th■& port. Othcrwi,e, the c■n is broedast IO the Local Location Brd:er 
((LB) forwarding port. The client RPC nmtimc libr■ry retums the lirst rcsponsc lhat il roccivcs and binds 
the h■ndle IO the ,cm:r. 
Bec■u,e broalcmlÏllg il illef1lcleftl, we discouragc u,e of unbound h■ndles. 
ol,fect 11ie UUID ol the objecl ID be axes,ed. If t"- ls no specillc objecl. spccify Hld - $nit 
famit1 'l1ie ■ddress f■mlly IO a,e in oommtmic■tions ID ■ccess the objcct. The rpc_Sintro 9llCÛOII 
describes possible values. 
,,,,,., 11ie completion li.MUS. 
EXAMPL.2 
111e ro11owmg sutemc11t ■lloc■tes ■ handle lhlt identifies ■ print queue oo;ecc 
h • rpc_$alloc_handle (,print<t__id, (unsigned long) socket_$dds, ,st); 
PIU!S 
ldllrpcldl 
SEEALSO 
rpc_Sdup_handle, rpc_Sfree_hlndle, rpc_Stet._binding 
2JO ,pc S Colts 
»4€ ~::; .. _ 
~ .. ::::: · --· . 
rp:_Sallow _rcmolC_shotdowll rpc_Sallow _rcmoce_sflutdowft 
NAM!! 
rpc_s■llow_rtlllOff_ ....... -.no..ordis■llow mnoee shutdown o(. 9Cr"Cr (SF.RYER OHL\') 
SYNOl'SIS (C) 
llndade ddVdrpc_.> 
..,W r,c: _ s■llow _ l'flllOtt _lhtdOWII( 
ansi11Md loll1 alk,w, 
rpc _ Sshat _ chttk_ r. _ t clttciprr,c, 
... ,...,_se •sta111.S) 
SYNOPSIS (PASCAL) 
11,lndade •t_.lhidllddldl/,_,rpc:.....,_, 
protMa" rpc_s■llow_~_ .. atdoww( 
ln atlow: •IISlptdJZ; 
ln cliedproc: rpc: Ssllllt d!Kk r. t; 
oat statu: llata)I); - - -
UESCRIP110N 
Ill.ES 
The rpc:_s■llow_-oe,_ .. atdowa c■II ■llowt or ciallowt rcmote c■l1en ID shut down ■ ll!nel' Yil 
rrpc _ Sshatdown. 
By def1ull, tenen do IIOI ■llow mnote lhat.clowft. If ■ ll!nel' c■ns rpc: s■llow rfflloff dt•tdowll with 
allow •1n1e• (nonlffll) and clteclproc nil, then rclllOle shatdown will bë 1llowcd. If atiiw is •true• ■nd 
cltecip,oc is IIOI nil, then when ■ fflllOle shutdown mquest ames, the function rcfercnced by cltttlproc is 
c■llcd and the shotdowll ls ■llowed if the function rctums true. trait""' is ·r■1se· (z.ero), rcmo1e shotdowll 
is dislllowed. 
allow A value lndiallng •r■1,e• if zero, •D'Iie• otherwl9e. 
cMciproc 
A pointer IO • Booleln runction. See the rpc _ s-tro 1CCtion for ■ full descriplion or 
rpc_Sshat_dlfdl_fll_L 
1101111 The completion st1t111. 
îdl/rpc.ldl 
~l'I: AI.SO 
rpc_Sshutdown, npc_Sshutdown 
lt.,,~cr 13 rpc_SCatts ?JI 
. .. ·····"· . . •r '~'l!lf?'.1-•., 
. - , _:.._,.;_ • .. , :-. "'l:. . . 
,,,c_Shlnd 
; 
1 
NAMB ' ft,j 
,.c_ Sbhld - ■llocalc 111 1 11andlc ■nd 9Cl k.• binding to I llCl'Ycr (cur.,-rr ONI .Y) SYNOPSIS (C) 
lhtdade <ldllm,K .. > 
h■ndte t rpc $MIMI( 
- ■-Id-St •oojrct, 
soc:kd S■ddr t •sododdr, 
•nsltMd lonÎ llr11111t, 
sf■la,_$( •sta/lU) 
SYNOPSIS (PASCAL) 
11.lnduM •f~pn'rpd111.pas' 
rnctloll rpc SIIIINIC 
hl obfect: nid Sc; 
Ol!SClllfflON 
l11 »cloddr. 91rld Saddr t; 
1ft slt11fllr: ns1K-ÏJ?; -
Olll IIOIU: IClhn_SI): .. llclle_t; 
rpc_Shind 
The rpc_SMN f-=tion cra11es III RPC h■ndle dlll rq,re9Clù lhc abject identifiai by objrct. This call is 
equivalml 10111 rpc _$ah_ hallldle call followed by an rpc _$Ml_ bhlclit1g call. 
rr )'OU supply I fufty specified sodaddr, ,.c_Shllld crcatcs • runy bound handlc, one whosc location infor-
11111ion idcnlillcs • ,-tïcul• port 11 • pankul■r host. Whcn • client U!ICS I full y bound hancllc 10 mnkc 1 
rcmo1C proccdure call, the RPC nmlimc librwy dclivers the call dinx:tly to the host and port idcntificd in 
the handlc. 
rr the port Mfflller ln IOdaddr 1s IOdld_$-..«JHlrl. rpc_Sbind cn:aics I bound-to-hosl handlc. ca 
wh09c loc■lion infOffllltion idcnlilies I hosl, bal not I port. Whcn I client u,cs I bound-lo-hosl handle IO 
mue I remo1e prooedwc arr. lhc RPC nmlimc librvy scnds the all 10 the hosl idcntificd in the handle; 
unlcss lhc ~ interface specilics I wcll-known port. the call is ,cn1 to the Local Location Brom-
(U.B) fornrdi .. port. 111d lhc ILB forwards lhc an IO the ,ena'. 
objrct The UUIDof lhcobjcct to be ■a:cssed. lrlhcre is no spccific objcct. spccify uuld_Snll. 
»ctoddr The IOCht ■dclress of lhc 11:rVa'. 
IIDIIIII The lcngth. hl bytes. of »cloddr. 
IIOIIU The complclion SlltUS. 
l!XAMPl.8 
The followhll ..... rrom ~~t.c. the Mnc,pla ex■mple client program. binds die 
clienl to the specified objcct ■nd IOCltel ■ddrcss. The enlry is rrom the results or a prcvious Localiol 
Brolcer look.., an. 
h • rpc_Sbind (,uuid_$nil, ,entry.aaddr, entry.aaddr_len, ,at); 
232 rpc S Colis Oiap11:rll 
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,,,c_Shind 
FILE., 
/d/frpc:.ldl 
Sl!l!AUO 
rpc_Sclcar_binding, rpc_Sclcar_scrver_binding, rpc_Ssct_binding 
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rpc_Sclcar _bindlllg 
NAMl!
0 
r,c_Sdear_llllldhla-aMCt the bindingof'ln RPChandlc (ruENTONI.Y) 
SYNOPSIS (C) 
tlncl• ckllldrpc.h> 
ftld rpc_Sclair_l,lndlna( 
llandle t lta11dle, 
ltatusJt •s1a11U) 
SYNOPSIS (PASCAL) 
1'1Rclade •f~,-'rpcJ....,.' 
pn,ctd- rpc _ Sdnr _ llllldlllt( 
la limtdle: handlt t; 
NI Stalllr. ltalllS_)t); 
rpc _ Sclcar _ hinding 
DESCUPl10N . 
The rpc _ Sclfar _ Mndl111 an citas the bindina of' ■n RPC h■ndlc to • parttCUlar saver and ~ - The '-· 
die oontinucs to rq,rcscnt ■n objcct but is unbound, Il can be rcUSCld IO acccss the ob,cct, crthcr by broad-
asling or ■ria rc,cttin& the bindin1 Ill ■nothcr ,cr,,er. 
Whell ■ dient a,es ■n unboand handle IO malte • ft!fflOlc procedurc cati, the RPC runtimc library broad-
c:uu the c■II on the local nctworl:. If ■ wdl-ltnown port w■s spccilicd in the dclinition ol ''": rcqucsted 
interface. the c■II is broadc■st 111 11111 port. Othcrwi,c, thc call is broadc■st ID the ~al ~bon B~cr 
(U,B) forw■rding port. The client RPC nmtime library retums the lirst rcsponsc that 11 nx:c,vcs and binds 
the h■ndlc IO the sener. 
Becm9C llroadcuting ls lncfliciCIC. we di-■,e me or unbound handlcs. 
The rpc_Sclfff _ Mftdlnc c■R is die lmenc of' the rpc_S.Wt_ billdin1 call. 
,,_,~ The RPC h■ndle who9e blndÏIII it bcing clc■led . 
stotU The complction SIiias. 
l!XAMPl.8 
The followln1 llllement clean the binding repre3Cllted in h1ndle: 
rpc_$cle■ r_binding (h■ndle, ,st); 
ldf/rpe.ldl 
SEBALSO 
rpc_Sblnd. rpc_Sclcar_,rnu_binding. rpc_Sset_bindinl 
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Ollplerl3 
rpc _Sckar _scrvcr _binding rpc _ Sclar _,cner _ blnding 
NAMI! 
rpc _ Sdnr _ lffffl' _ IIW"'a - 11119d the blnding of' M RPC h■nd1e ID 1 -- (CJ1!N'1'0NL Y) 
SYNOPSIS (C) 
#inclllde cldlfdrpc.h> 
ftld rpc _$clair_ trnff _ Wndl111( 
h■ndle t lta11tll~, 
st■(DS _$t • Slalll.f) 
SYNOPSIS (PASCAL) 
'l. lnclade 'larnlldllllf/ldl/pMf 111d....,_• 
prortdllft rpc _ Sdnr _""" _ •111ctl"I( 
la luvidle: handlt t; 
oet sta111r. statas Je>; 
OESCRIP'ITON 
The rpc _ Sclear -""" _ blndlat can cle■rs the binding of'• RPC h■ndle to I partlcal• ,cner (lh■t ls. 1 
particular port numbci), but docs not cle■r the binding to I hosl (th■t is, 1 netYo'Olt ■dclress). The h■ndle 
continues to represmt ■n objcct. 
This c■II rcpl■ces I fufly bound h■ndlc wllh ■ bound-eo-host handle. A boand-to-hosl h■ndle lclentillcs • 
objcct and • hosl but docs IIOt identify. - • th■t host. 
When • client mes • bound~ handlc ID lll■kc I lallOle ~ can. the RPC runtime lilnry lencb 
the call lo the host identiricd in the h■ndlc. Ir ■ well-known port w■s specilied in the dellnilion of the 
miUCSIOd interface. the c■JI is delivm:d to th• port. Othcrwi,e. the c:■11 is delivm:d to the Local Location 
Brolter (LLB) forwarclina port. The LLB. pnmded 1 ,crvcr for the requcsled objcct and inlffface has 
rcgistcred with il, forw■nls the c■ll to the port on which the 9cr"ff is lislening. Whcn the remoec proœdure 
call n:tums. the RPC nmtimc library ■c the client hosl binds the h■ndlc to lh■t port. and ■ny subsequcnt 
catis are sent direcdy ID the scrffl'. 
The rpc_Sclf■r_lff'ffl'_llllldlitt call ls U9Cful for clienl em,r ft!aM1Y when I sener tllll llslens on 
opaque por15 dies and restarU; the restarted sener may be liSlening on • difTerenc port. This caff cn■blcs 
the client Ill unbind !rom the old port whilc rct■ining die binding to the hosl. 90 lh■t when the client ICnds 
ilS ncxt n:quest. the c■R is forwardcd IO the new port. 
""""1e The RPC h■ndle who!e ,cncr binding is bcint clclmf. 
nanas The complction st■tas. 
r:XAMM.E 
The following Slllemcnt cle■rs die ,cncr binding iepie,cnted ln h■ lldlt: 
rpc_Sclear_server_binding (h■ndle, ,st)1 
ALES 
idllrpc.ldl 
~J;E Al.SO 
rpc_Sbind, rpc_Sclcar_binding, rpc_Sset_binding 
rpc S Calfs 235 
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NAMI! 
rpc_Sclllp_ulldlt- mllke I copy ol'111 RPC handle (ru~:HT ONI.Y) 
SYNOPSIS (C) 
lhtdwcle cldl/c/rpc:.h> 
ll■lldle t rpc: Sd•p hndle( 
- ••..ite t ,.;,u11e. 
ltalas_St • stOIIU) 
SYNOPSIS (PASCAL) 
Slllchlde •t~pn'rpc:.hls.plls' 
Flllldloll r,c_Sdttp_lwldle( 
ht ltandle: h■lldle t; 
Ollt Slalllr. st■tmJC): ll■ lldle_l; 
rrc_Sdup_handlc 
Dl!Scal~rpc $dttp ll■ lldle c■II ieblfflS I copy o( 11'1 existing RPC h■ndlc. Bolh ~les c■n then be uscd in lhe 
clicnl ~ for ooncumnt multiple ■cccsses IO a binding. Bccausc ■li duphcatcs of• handlc rcfcienœ 
lhe - cbc■• ■n rpc_Ssd_1Wlldi111, rpc_$clftlr_blftdln1. or rpc:_$cle■r_!lttvff-:-bindin1 call made~ 
ll'IJ one duplic■le affects ■11 dupliclllCS. Howc11er, ■n RPC handlc is not froed unlll rpc:_$frtt_h■ndle 11 
c■11ed on ■11 a,pies or lhe h■ndle. 
ne rpc Sd-, h■lldle call lt designed to aupport programs th■t me Concuncnt _Progmnming Support 
(CPS). it ■Jlow, multiple dft■ds of esecution widiin • process IO use scparatc cop,cs or the handlc but ., 
"'- die re,ourœs lhal - idcnlificd by lhc handlc. 
lwltdle The RPC h■ndle Ill be copiccl. 
IIOIU The cornplctiOll 11111111. 
l!XAMPLB 
The rollowing S111ement creMCS 1S lllllld:el I copy of h■ftdlel : 
handle2 • rpc_$dup_handle (handlel, lst); 
P'llJ!S 
ldf/rpc.ldt 
Sl!l!AUO 
rpc_Wloc_h■ndle, rpc_Srree_h■ndle 
136 rpc_lCalls 
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NAMI! 
"'-Sl'rtt_ ..... _ rree - RPC hlndle (C'Ul!NTONLT) 
SYNOPSIS (C) 
llndude c:ldl/drpc_.> 
wold rpc Stree ulldle( 
h■lldle- t ltmtdle, 
sùfm_St •statu ) 
SYNOPSIS (PASCAL) 
....... ,~~· 
,rottdan rpc srree "-lie( 
•• ltaNlle: .. lldle t; 
Ollt 1101111: m111sJo: 
DESCIUfflON 
rpc_Srree_halldle 
The rpc_Strte_ll■lllllt can r,- 11'1 RPC hlndle. This c■n rdeaes the ff!IOWCel identilled"' die RPC 
handlc. The clicnc prognm CawlOf me ■ h■ndle ■ner k ls freed. 
If ,oa malce lleffl'II mnote pro:edare calls that 10Ce1S die - object "9t ■t dlff'erent locatlonl. lt 1t -
efficient IO Ide rpc: _ Ssd _ IWIMll"I (repl■ci111 die binding ln 11'1 aisting hlndle) dmi ID me 
rpc_Strte_ .. llldlt ■nd rpc_Sbllld (cre■tin1 • new haldle). 
If Yllll create copies ol' • RPC h■ndle by IISffll die rpc_Scl-, _ U1ldlf c■n. die h■ndle■ ~ 110t freed 1111111 
r,c_Sl'rtt_ .. lldlr ls c■lled once for e■dl oopy or die h■ndle . ..,__, die RPC runlime librsy does 1111( 
dilfcrenli■te bd- calling r,c_Sl'rtt_ .. lldle sevaal limes on one oopy ol' a hll'ldle 111d c■llins k one 
lime for each ol' sewa'II copies ol' • '-die. Therelore, Ir ,oa me duplic■le h■ndlcs. ,oa must mac dlll 
no dvad in■d--'J malces multiple r,c_Strte_ullllle c■n, 011 a sinsle handle. 
""""1~ The RPC hllldle 10 be freed. 
Sfa/111 The compleflon ..._ 
EXAMPU! 
FILES 
The followlng ---- l'ree two copies o(. handle: 
rpc_$free_handle (handlel, ,atl, 
rpc_$free_handle (handle2, lat), 
ldrt;,c.ldt 
5EEALSO 
rpc_Salloc_h■ndle. rpc_Sdai,_'-'dle 
lli"fllcr 13 
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rpc_SinqJllnding 
rpc_Sinq_binding 
NAM8 
rpc_ShN(__ IIWl111 - rctunl the tnCl:d lddlc.~ n:pe.:nlcd t,y an Rl'C handlc (OJEHTOR SF."Vf.R) 
SYNOPSIS (C) 
JhKhNle cldllc/rp<.•> 
ftlll rpc_Shlq__ Mndhta( 
.. nd~ t /ta,ulle, 
IOCkd -$addr t •,ododdr, 
■M~ lotlÏ •1te1111li. 
llat■s_St •11a111U) 
SYNOPSIS (PASCAL) 
._lnc:hHk '/mrllwd■ddldllpas/rpd!IS.pllt' 
,nctd■n rpc -$lllq__ IIWhla( 
la lta,td/e: hatld~ t; 
-■t ,ocloddr: aockd Saddr t; a■t lle1111lr: ■MlpedJl; -
o■t IIOIIIU! st■IIIS _ St); 
Dl!ScatnlOtf 
'l1le rpc_Slaq_llhNlllla an en■bles 1diefttor1Cnff todderminc the socl:ct addn:ss idcntilicd by ■n RPC 
hlndle. 
A clielll alpl IMote rpc_$hlq__ MINllal il' it h■s med ■n anbound handle 10 make a remOle procedun: cal 
and il w■nts IO ddmnine the .,.utular ~ lh■t n:spondcd IO the call. 
c-,ely,l terw:l' fflight aserpc:_$1"1l_.llWl11110 identify ils clients. The RPC nmtime librwy m■nlpa­
.., 1he loalion information in ■n RPC handle ,o lhat on the scrver sidc of ■n application. the handle 
specilies the loc■lion or the client m11ldng the call 
,.,_,,e An RPC h■ndle. 
,oclr,d; The ,octet adckess ~ by 1101,dle. 
sleqtll The length. in bytes. o( 1odaddr. 
IIOIIU The completion stal1IS. 
EHOllS . 
rpc_Sattbolnld -halldle 
The handle is not bound and does not iq,rcscnt • specilic hosl llll«mss. 
l!XAMPUI 
'11le Locatloll Brotff achlnlstnll.e IOIII •• _adwl ... uses the followin~ st■lelllCtll lO dctermlnc the partlat-
.. Olobal Location Brolter (GLB) lhllt respondr.d to a loolcup request: 
rpc_$inq_blndlng (glb_$handle, ,global_broker_addr, 
,gl obal_broker_addr_len, ,status); 
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rpc_Sinq_bifllfmg rpc _Sinq_ bine 
FILP-' 
ldf/rpt.ldl 
SEl!ALSO 
rpc_Sbind, rpc_S,ct_binding 
... 
Chaptcrt3 rpc_$Colls 239 
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rp: _ Sinq_ ot,jcct 
rpc _Sinq_ objcct 
NAMI! ...._ ot,i-t UUJD ~tcd by III Rl'C handlc (OJl!NTOll Sr:RVliR) 
r,c_Shiq_Gll)Kt -retum u"' ,..... 
SYNOPSIS (C) 
lhldade cldlfc!r,c:.h> 
'fold rpc_ShNl_olljKt( 
h■lldk t ltattdk, 
nid SÏ •object, 
.. ,a_St .,,a11u> 
SYNOPSIS (PASCAL) , 
'5ohtdwclt '/_./litdwddldlfpa'rpc__,. 
procedwre r,c _ ShNL G11 )Kt( 
la lta,td/e: h■lldle _ t; 
... obj«r. •• w_St; 
... JIJJIIU: lt■tll! - St); 
l)l!SOl"10N __u_ diellt or ~ to delcrminc the p■rtkular objcct lhat a hlndle 
The r,c _ S1aq_ ot,)Kt C111 .,..,_ 1 
~ whic:h clienlS Cll'I acccss ,e-.eral objccU. it ~n • 
If • lerffl' eaporu .. ~-~_...... in I call This call rcquin:s an RPC handlc as mpal.., 
rpc $hlq_ ol,)Kt 10 delamme the uv,..... '"'f- : th · "f h opcration in the intrr• 
the 9Cf"ff can mûe the call only if the interf■ce uses cxplic1t handlcs. at ,s. , cac 
face h■s I handle i-mneter-
An RPC h■ndle. 
The UUJD ol the c,t,jcd ldenli8ed by ltalldk. 
,tatJIS The completion SlllllS. 
EXAMPLB ,ewenl dll■lmes must detcrminc the particalar datab■se ID be ~ 
A dac■bee ~ tllll manages --" Each manager routine lhcrcfon: makcs the following caR; œ 
whcn it mceaves • remoee procedufe ,;a ... 
mutine lhefl uses the mumed UUID IO idcntify the database to be acccsscd. 
rpc_$inq_object (handle, ,db_uuid, ,stl: 
240 rpc _ S Colis 
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rp:_Sli~cn 
r,c _ Slhtni - llstm ror and hlndle remo1e pioœdare can pa:kets (SF.ltVl!lt oNt.V) 
SYNOPSIS (C) 
#inclade ddllclrfc:.b 
•old rpc Sllstm( 
•11sl&Md '°"I ,,_ colt,, 
st■l115_$t •11,111u) -
SYNOPSIS (PASCAL) 
'Jl,indack '/mrflit~rpc.lllS.pllS' 
procedwn rpc $1htn( 
1■ _;- collr. wll.1lpt432; 
oat stoÏur. stata_St); 
OESCRIPTION 
The rpc Sllslnl c■n di~ illcomlng remo1e procedure c■n reque911 10 mwg,er pioœdwes and 
mums the responses 10 the client. You mll3t issue rpc_S-_r■•Ry or rpc_S-_r■mily_ wlt bercn :,ou 
use rpc _ Slist,11. This c■II norm■lly does not retum. 
OIi sys1ems th■t hne COIICWmll Ptogrwmning Support (CPS), the RPC nmtlme llbrary • the .,._ hœt 
can use CPS IO handlc se..aal n:que.,ts simuhancously. The ma.r colis s-a,neu:r specifics how many COii· 
cum:nt mqucscs an: alloftd; the RPC runûmc library sapporu ,ï most 10 concanent requescs; rr • --
uses concum:ncy, all ...-p routines must be rc-a11m1t; that is. thcy mmt m■inllin concunency controls 
on 111Y IIOll-local Ylrilbles IO pl'C\l'Cffl conllicts ■mong the flrious thrcads or CllCCUÛOII. 
OIi syseems th■t do not hne CPS, ,,__colis 1s ipomt. 111d the --pn,cenes 011ly one can ■t I tinle. 
ma.r colis 
- The ffllllinan -ber~ c:ds dllt the mwr il lllowoed 10 proœss concun-ently. Reprdless ol 
the nlue for - coll,, sy,tem, without CPS mpport only one process. and systems with CPS 
support Il most 10 ooncurrmt processes. 
stolllS The oompletioll uus. 
l'XAMMJ! 
The foRowing st■temelll 11,t,ens ror lncoming rcmcu proœdure call requesu, handling up 10 Il~ COii· 
cunently:_ 
rpc_Slisten (5, •status)1 
m.r,s 
idl/rpc.ldl 
~tF.ALSO 
rpc_Sshuldown 
' h:lfllrr IJ 
~··: .; 
rpc_S Colis 241 
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rpc_Sname_to_ilDtbddr 
rpc_ Snamc _ to_ilOCkaddr 
NAMI! 
"' -s---.. -111tbddr - c,om,ffl l host - 11111 port numbcr to 1 -,clcct ~1 (a.IF.NT OIi SF.llVFll) 
SYNOPSIS (C) 
lilldaclt d4f/drJc_.> 
.old rpc: ta- te 111tbddr{ 
nslped c:h• -t2561. 
9M1pe4-a111,11,1#1, 
-iaMd'°"lpon, 
_..., ... ,, .. ,,. 
111tlid $Ndr t •IIOCUlli-, 
_  ..;c, 1ottÏ •slt11fllt, 
ùtllS_St •sta111J) 
SYNOPSIS (PASCAL) 
" .... •1..-/lwc:hidt/ldllpaslrpc:-,.s' 
prec:ed.e r,c: S-• .. 111tbcklr{ 
1a ~= .,,.; 10..l5SJ ~ c:w; 
la 11/1111111: ■-slpedJl; 
Dl!SOIPT10N 
t. pon: IIIISlpedJl; 
la famlly: •asipedll; 
oat socbddr: aockd $Ndr t; 
oat st,111111: •llsl~Jl; -
Olll lldllU: st1l11S_$t); 
This call ilolllolele. See the noie bclow. 
The rpc:_ ..._ _ to _IOCbddr c■ll proYides the met ld&-ess for a met, given the host 111111e, the pCII 
numbcr, 11111 the ■ddras ramily. 
You cat tpeelry IOCk'et addrea lnfonllllion elther 111 peaïng one 1e11t string in the - pa■me1er or 11J 
passlng mch of the lhlf:e elements à! 1 ,cpanle i-aneti:r. ln the l■tler c■se, the 111J111t panrneter st-ld 
com■in Qnly the host n■me. 
- A ltrinc dlll conCllffll 1 1ml t11111e lllll, option■lly, 1 port 111d 111 ~ f1111ily. The fOffllll Il 
fo,,tily:ltoll(porl). wtae/Olffily: 11111 (port I are optional. rr you spccify 1/amily IS part o(dle 
- panmeter, ,oa must lpeCÏfy IOCkd _ SaMp« in the /ami/y i,:ir:imcler. The /ami/y an be 
ellher dds or lp; ltost is lhe host name: pon is an inieger port numbcr . 
,.,,,.,,,. The lltllllbcr rA dmllc1m ln - · 
pon The soclt.t port 1111111bcr. This pnmeter should have the Yllue 90Ckd _ $aMp« _port if JOI • 
not specifying I well-blown port; in this case, the n:tumed soclcet addn:ss will spccify the Led 
Location Broter (LLB) forwarding port Il ltost. If you spccify the port number in the ,_,, 
pnmeter. this i-nmeti:r is ignored. 
141 ,pc _ S Calll 
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rpc_S,.__to_ 11oebddr l'JIC_Snamc_to_!IDtbddr 
FILES 
family The lddrclS fllllily to ne for tllc llldel lddresa. This ftluc COffC~ to the communicatlons 
protocol u9ed to _, fie aockct and ..__ how the »d.addr ls expn:.w:d The 
rpc:_Shttro ~ dcscribcs possible val11e1. If ,oa spocify the addrcss family in the. -
panmcter, this s-■mc:lff ffl8St have the Ylluc IOdld_$amptt. 
socladdr The 90Cltd ■ddrcss com:sponding to -. po,1, lftdfamily . 
1'1111111 The lertgth, in ~ rA ,och,ddr, 
SIOIMS The complctiOII Slllas. 
Thisc■II ha, been lllpel'lelled by thclOClid_Slroa_u-c■1I. 
/dl/rpc.ldl 
SEEALSO 
rpc_Ssocbddr_to_name, IOCket_Sf10111_111111e 
1
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NAMB 
rpc -Srepfff - rql9ler .. inlerface (Sl!ltVl!lt ONLY) 
SYNOPSIS (C) 
lindade cldl/tlrpc_.> 
..,.. rpc - Snshtfl'( 
rpc sir IIP!C t •ifsptt, 
rpc-kpy I i,w, 
lbtÏ.S_$t-•11at11S) 
SYNOPSIS (PASCAL) 
1'1nc:'9de '/...n.dllddldl/pa/rpc .......... 
prottdwe rpc Srqlstfl'( 
.. i/s;;c: rpc_Sir_spff_t; 
1w e,,.,: rpc Sepy t; 
Ollf IIOtlU: it■tllS)t); 
l>l!SCltlfflON 
This c■II il obsolde. See the note below. 
The rpc _ Snshtff c:■11 rcgis1en ■n inlerface wlth the RPC nmtime library. A fier ■n inlerface it rcgÎSleft!d, 
Che RPC l'lllllime libnry will disp■tch rcqucstS for that inlerf■œ 10 the scner. 
Yoa can c:■11 rpc _ Srqtmr ,e-..r ûmes with the s■mc intcrfa:e (for caanplc, from vsioas ~ Il 
the s■mc ICn'Cr), but c■ch an must specify the s■mc EPV. E■ch rcgisttation incrcments ■ ~crcnoe ~ 
for the registercd inlerf■œ; you must c■ll rpc _ S.•rq~ter an cqual numbcr of limes ID m1rcgistl!!r 1k 
interface. 
To generate stubs for• appllcadon who9e sener uses rpc_Sreglster, specify the -s option of die NIOC 
Compiler when you oompile the interface definition. 
if~c The intemœ being rcgis1md. 
e,,, The entry point vectDI' (EPV) for the opentions in the interface. The EPV is normany de9- Il 
the~ stub 1h11 is geneniled by the NIDL Compiler from ■n interface definition. 
IIOhU The completion status. 
EltltOltS 
NOTB 
rpc _ Stoe _ ·••1 _ lrl 
The muimum mnnbcr of infeff'a:es is alrc■dy reglsteffll with the sener. 
rpc _ $lllepl _retlstff 
You arc uying IO rcgi91er • htlerf■ce dl■t is alrady rcgiSlefflf, ■nd yoa arc specifying • EPf 
difTcrcnt from the one specilled when the interface was lirst registcrcd. 
This call ha bem Npelleeled by the rpc_Sftthter_•I" ■nd rpc_Srqlster_ol,jttt c■lls, whicll _..l 
,cr_, 10 capon more !han one 'YCfSion of ■n interface and to implcmcnt an in1cnace for more thal • 
type. 
244 ,pc SCails 
rpc_SrcglSler 
FILES 
idllrpc.ldl 
SEE ALSO 
rpc_Sn-.gi!ltt_mgr, rpc_Sregister_object, rpc_Sunrcgi,a 
rpc_Slqlsie, 
rpc_SCalls U5 
----~ 
. . .. ~:f 
1 
1 
1 
1 
1 
1 
1 
1 
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rpc_SrcgiSlcr_mgr 
rpr_Snptff _•ar - registcr a manager (srntVf'R ONU) 
SYNOPSIS (C) 
~ clclllc/rpc.h> 
Yold rpc_Srqister_111K"( 
nid St•,~. 
rpc i;r •c 1 *if.ffltt, 
r,c)«i-rk-=_e,v_t R{N, 
rpc Slllar e,v t mrfN, 
llbt~_St •statÜ) 
SYNOPSIS (PASCAL) 
Sllld•de '/..,..dllddldl/pmlrpcJIIS.p8I' 
proœd11n r,r -Srqlstff - •KT'< 
Dl!SCltlmON 
.. r,,,e: HMI -St; 
hl if.~c: rpc_Sir_,p«_t; 
ln Rpv: rpc:_Slenerlc:_~P• _t; 
I• mrpv: rpc_Smar_"v_t; 
Olll IIOIUS: stalm_St); 
rpc_ $rcglS1cr _mgr 
The r,r _ Srqktff _ •sr cal1 iqisten the set of manager p.oc:edmes duit irnplcment • spocificd interface 
for a tpeeificd type. 
This call and rpc _ Srqistff _ .. jed lllpCISCde the obsolele rpc _ Srqlster call. 
Ser-, can invote dlis call se--' limes with the Siffle interface (ifsp«) and gcneric EPV (sep,,) bat wl6 
a differcnt objccl type (type) and manager EPV (-pv) on cach invocation. This technique al:ows a -
to export scver.l implc:ncntations of the sarne lnlerfaœ. 
Ser-, that e•port seYfflll ~ of the - interface {but not diffcrent implcmentations for difflftlll 
types) must also u,e rpc _ Srqistff _ 1111'. not rpc _ Sr'ltistff. Such scrveis can supply Hld _ $nit as die 
tp IO rpc_Srqlder _mgr. 
If a scm,- use.~ rpc _ Srqlster _ 1111" IO rcgistcr a manager for a specific interface and a specific IIOII-II 
type, the ,ervcr must use rpc: _ Srqistff _ obj«t IO rcgistcr an objccL 
To aenen&e IIUbs for• application whose sener uses rpc_Srqisttt_mgr and rpc_Srqisttt_Njld. 
specify the-111 option of the NIDL Compiler whcn you compile the interface dcfinition. 
,p The uuro of the type being rcgistercd. 
ifspe,: The lnterf11œ being iegislemf. 
RI" The generic EPV. a wctor of pointers IO server swb proœdurcs. 
rMf111 The llllllagtt EPV, 1 'ltCtor of pointers 10 m-gcr proœdures. 
statu The complction status. 
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rpc_Srcgiseer_mgr 
EXAMPLI? 
The following ICltcmcnt from ~-.,l~lf9Uttbli 
manager for amy-bascd Slldts: """'.c, the ICads ex1111ple tcrYer Pl'(llraffl, ,qisten 1 
rpc_Sregister_mgr ,,astackt, ,stacks v1$if s (rpc $mgr epv t),stacks t• - - pec, stacks_v1Sserver epv, 
- - - _v ~•ffllnager_epv, ,et): -
FILES 
idl/rpddl 
SEÉALSO 
rpc_Srcgiseer, rpc_Srcgister_objc,ct, rpc_Sunregi11cr 
l1,;lfllc, 13 
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NAMB 
rpc _ $nglstff _ ol,jffl - rcgistcr lfl objcct (SllRYF.R ONL Y) 
SYNOPSIS (C) 
lilldllde <ldl/drpd> 
ftlld rpc_Srqlsttt_olljffl( 
nid St •oo;u,, 
nid-St•~, 
stat11S_St •s1a11u) 
SYNOPSIS (PASCAL) 
. 1'1nclwde •f-lllldllde'ldllpllsirpd11S.p119' 
pl'Gfflllll"f rpc _ Srqlsttt _ ollj«I( 
hl obfect: ••Id_ St; 
la type. Hld _ St; 
oat statu. stalas _ Sc); 
DESCRlmON . 
The rpc _ Srqhttt _ objffl can decllres lhal • 91ner supports Ol'l'T.ltion~ m a l"l"Ïl:ubr ,,i,_,.,1 in.1.k\._. 
lhe type or that objcct. 
This call and rpc _ Srqlster _ "'I" ~ lhe oo,olete rpc _ Stt,:kler can. 
A serYer must rcgi,ter objccU via rpc_Sttghler_obj«t only ir it rci:i~m i~to.u • 
rpc Srqhter _llllf'. Wheft • server rcœffel a call, the Rl'C runtime libr.lry ~.111:ho.-, _"" 1hr _ol,jec:I 
ldemified in the call (that is, the objcct that the client spccificd in the h:lndlc) :irooni: Ill<''"'-~~~ 
t,y the aener. Ir the object is round. the type or the objcct dctcrmincs which of 1ho., nu~(rr f.f\ s · 
be used 10 opente on the objcct. 
To 8fflCrlle aubs ror an application who,e-, u,es rpc_Srqhter_•R" and _rpc_$N-Jiclff_ .. jld. 
spcciry the-• option or the NIDL Compiler whcn )'OU compile the interface dcfin,um. 
ob~cr The uuro or the object being rqistued. 
~ 111e uuro or the 1ype or the objcct. 
ltatlll The completion SIilas. 
l!XAM~ followlng mlel'llelll from e.-.,lu/ltKbhttrffr .c, the llxb eumple servcr ~ni. ~ • 
arny-bued staclt objcct 
rpc_$register_object (,astack, ,astackt, ,st); 
FILES 
ldl/rpt.ldl 
SEl!ALSO 
rpc:_Sregister, rpc::._$rcgister_mgr, rpc:_$unregister 
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rpc_S.Wl_a.~r-_111:k-setorclcar m,nchronous-acl: mode (CUl!NTONLY) 
•;YllfJl'SIS (C) 
. 
#indude ddl/drpc.h> 
vnld rpc _ Stld _ mync: _ ack( 
unsi,:nrd long on) 
s n101•srs (PASCAL) 
~ indude • /im-/lnc:hiddldl/pasfrpcJns.pa• 
prncrda~ rpc $.wt 89,-C ack( 
ln 011: -■n.~IÎned32); 
111:,r:1<11'110N 
The rpc _ Stld _ ll9JIIC _ ad can sets or clears as,ndH01KNd-acl: mode (see the •eactgmund• IC!Ction bclow) 
in a client 
"" Ir •true• (non,.ero), aynchronous.acl: mode ls 9Cl rr •ratsc• (uro), synchmnous-acl: mode ls 
set. 
~'i-OOS Systems and Systems wlth CPS 
On MS-DOS systems and on systems lhal have Concum:nt l'mgramming Support. rpc $.wt •.JIIC ad 
ha~ no errcct. Thcse systems always me asynchronous-ack mode. - - -
, Jlhcr Systems 
On othcr systems, synchroi10US-acl: mode 1s die def•lt C.Ring rpc_s-t_async_ad wldt • -mu 
value for on 5Cl.5 asynchmnous-acl: mode. Calling il with o,r uro sets syncfwonous.acl: mode. 
Background 
Alter a client maires ■ rcmote prooedure call and m:ei-.a • iq,ty rrom • sener, the RPC runtime Jlbnry • 
the client acknowledges its receipl of the iq,ly. This "iq,ty aclt" can oa:ur eilher synch~ly (bcrorc 
tl>c runtime libnuy retums lo the calier) or ~ronously (aller the nmtime tibnry rctums 1o the calier) 
lt is gcnerally good to allow asynclwonous iq,ly acl:s. Asynchronom-acl: mode can save the client nmtime 
lihrary from malcing explicit rcply acl:s, because aller• client rcceives • reply, il may shortty issue anothcr 
cati lhat can actas ■n impticil ack. 
Asynchronous-acl: mode requm lhal an ••tann• be ,et 10 go off 90ffletime af\cr the remote proœdure cati 
rctums. Unfortunalely, setting the alann can caust: two problems: {I) There may be only one al1m1 that 
can be _set. and ~ application itselr may be lrying lo me il. (2) Ir Il the lime the alann gocs off the appli• 
ca11on 1s blocked 1n a UNIX system cati thal is doing ~ lo • •slow cteviœ• (such as• terminal), the sys-
tem call witl return an mur (with the EINlR ermo); the application may not be coded to expcct this mur. 
If ncither or these problems obcains, the application should set asynchmnous-ack mode to get greatcr 
dlicicncy. 
id//rpc.ldl 
' :~1,: r 13 
rpc _ S Calls 249 
-~-....,....._ __ _,, -· - . 
7 
~ 
11;.,jf .... ~~f-..• 
..... --... 
rpc_S:o;c1_binding rpc_S:o;c1_t,inding 
NAMB 
r,c_s.t_ Mwdlwa - bind • RPC handlc ID■~ (aJl!lffONL Y) 
SYNOPSIS (C) 
lhtdllde <ldll~.b 
.old rpc_ht_bhldl•R( 
llalldle 1 /tondit, 
111ebt -s■ddr 1 •sodadd,, 
■lltllped !onÏ slt111tli, 
lbtm _ SC •statiu) · 
SYNOPSIS (PASCAL) 
~llld■de '/nrllnd■ddldllpm/r,c:.hls.pu' 
,n,etd■n rpc_ht_Wlldhlt( 
Dl!SCRIP110N 
I• ltaltdlt: h■ndle I; 
1a socMddr. soditt Wctr t; 
la llt11111t: -fK-ÎJl; -
CNt slOlar: st■has_SC); 
The rpc_s.t_Mlldl111c■II 9els the bindingohn RPC hlndle to the spccifted soclccl ■ddrcss. You can • 
lhls c■II c:ither IO set the binding in .. unbound handle or 10 replace lhc existing binding in ■ folly bomd or 
bound-lO-host h■ndle. 
Ir J'OII IIIPPIY ■ Cully spccilled Mld.oddr, ltœdt beoomc:s ■ Cully bound handle, one whose loc■tion iftb. 
m■tion idcnlilies ■ i-ticul• port ■I ■ plfticular hosL WhCII I clicnl u,es I folly bound handle lO mab: 1 
lffllOle proœdUTe all, the RPC runtimc: library deliwen the c■II dircctly 10 lhc host and port identilicd il 
, thehandle. 
Ir the port -ber ln ,ocbJdd, 1s 90dld_$■u,tt_,ort, ""1tdlt becomes ■ bound-lo-host handlc:, • 
wllo9c: loc■lion inCormlllion idcnlilies ■ host. but 11()( ■ port. Whcn I client uses • bound-to-host handle • 
mate ■ mnote proœdure c■II, the RPC nmlime litn,y 9CIICh the c■II 10 the host idcntilied in the hlndle; 
anless the rc:quested interface specifies I well-lcnown port, the all is ,ent ID the Loc■I Location Brobr 
(UB) Corwwding port, ■nd the UB Corw■rds the all ID the sener. 
lti,,idlr An RPC h■ndle. 
60daddr The ,xl:et ■ddras of the ,ener widi whkh the handle ls being ■ssoclaled. 
lk,,1rlt The length, hl bytes, of sochlddr. 
IIOIIU Thecompletion stims. 
EXAMPLB 
The i>llowlngSlllffllffll ,ets the bindlngon the h■ndle • io the flntserver in the lbrtSlllts ■my, whlcll• 
recamed by ■ previous Loc■lion Bmlcer loolcup call: 
rpc_$set_binding (h, ,1bresults[OJ .saddr, lbresults[OJ . s addr_len, ,atll 
250 rpc_$Colls 
,rc_S:o;cl_binding 
rpc_Sset_binding 
FIU!S 
/dl/rpc.fdl 
SEE ALSO 
rpc_Saltoc_hMdle, rpc_Scar_binding, rpc_Scar_lCnff_binding 
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NAMll 
r,c_s.t_ ...... _ ... -llet lhe raa1t-hlndlmg mode ror -~ (SEJlVEllONLY) 
SYNOPSIS (C) 
llacWe cldlklr,c.lt> 
.......... r,c_$,d_fnlt_aodt( 
-lped '°"' OIi) 
SYNOPSIS (PASCAL) 
" ...... ,~,_r,c.....,... 
r.ctllia r,c_t,et_, •• _aode( 
. la OIi: •119iped32): llllllped32; 
Dl!5<:alfflON . • 
The r,c_ s.t _ r.1 _ _. ranction COIIIIOls die haldling of r111hs dllt occ• m sencr rou11nes. • 
FIU!S 
r the defmk mode. die 11:r,1tt re11ec1s r1111ts blet io lhe client and continues processing. on ... 11 
s.t '"" _,. wilh 1 - value ror °" 9ClS the rault-handling mode so lhat the ,erver ~nefs ■n r,c_kem■ ,;ihltt r-11 back IO the client and e,ûts. (ln I tasking cnvironment on• system wilh_Con-~ Prosnmming Support. the dislinguished IISt is sign■kd .) ùlling rpc:_Ssd_f■ult_mode w1th OIi 
zero re,ees the r1111t-hlndling mode '° the defauk. 
Thit rtaldion fttams lhe ~ ■euing of the rlllllt~Ïtll mode. 
OIi If •true· <->.the~ exits whell I r11111 oc:curs. If ·ra1,e• (rm,), lhe IICnff reflec11 
fmlts back to lhe client. 
ulffr,c.ldl 
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NAMI! 
r,c _$,et_.._._...._. -Ilet or clelr short-dmcoal mode (CUENTONL 1) 
SYNOPSIS (C) 
lllldllde <ldlfdrpc.lt> 
-lped ... r,c_s.t_dlort_tlnl-c( 
lu111dle t Nllldte, 
•Mipftl lollt OIi, 
llatas_Sc •noriu) 
SYNOPSIS (PASCAL) 
1'1nclacle .,...,..d■ddldlf,_,r,c....,..• 
flllldlMI r,c s.t tliort l'-'{ 
la~e:ulldÏe t; 
,. 011: •IISlpedJ2; 
Ollt SIOl&r. llala _ $C): nslpedJ2; 
oesCRlfflON 
FILES 
The rpc: $,d dlort 11-c fmictlon lell or clelrs short-timeoat mode OIi I hlndle. If ■ client ll9el ■ 
handle ;; shon~ mode IO malte I remole p!'Oœdure call, but lhe ,ener shows no sips of life, die 
call fails quickly. As 10()11 • the ~ lhow, signs of being ■live_ mndanl timeouu tü:e efTCJCt and apply 
for the remainder or die can. 
Calling r,c_s.t_dlort_ti-o.t wllh ■ --.alae for OIi lets short-timeoat mode. ùftlllg lt wldl OIi 
zttO ,ets Slaldard timeouts. Standard timeouts ■re the defaulL 
This fonction relllml die prmous 9etting of the timeout mode. 
ftœidfe An RPC h■ndle. 
OIi ir ·1n1e· (nonmv). short-timeout mode 11 ,et°" fttutdfe. rr •r11,e• (tet0), -■ndlrd 11meouts 
■re ,et 
,,_ The co,npledoit ....... 
ldffrpddl 
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NAMI! 
rJ1C _ ........ - lhut down I IJerffl' (Sl!llVF.ll ONLY} 
SYNOPSIS (C) 
lilldNt cWlk/rpc .. > 
"61il'JIC_ .... ~ 
sutas_St •statm} 
SYNOPSIS (PASCAL) 
1'1aclade .,~r,cJ....,.• 
prettllwn l'JIC - '-"•tdc,ww( 
Mt SIOfld: sùlllS_St); 
rpc _ Sshutdown 
Dl!SCU~'PL tallat,On call _. don I ltnff, Whcn lhis can is e.ecvtcd, lhe_ SC"Cf SICJIIS processlng 
lncominÏ calls. and r,c_Sllstew retarM. On•.~ ~ith Concu:rc"t Programmmg Support. Ir the sem:r 
1s running in • lmlting environment. this can kills ■Il hstcfl t■sks. 
If l'JIC _ Sslialllow,i ls called rrom within I remo1e plOCedure, thlll procrdare completes and the ~ shats 
clown aller rq,lying IO the calier. 
_,., The c::ompletion IUlllS. 
PIU!S 
~· Sl!l!ALSO 
rpc_Saltow _remote_shutdown. npc_ Sshaldown 
2.54 r,c_SColb 
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rpc_S90Cbddr_lO_n■me 
NAMI! 
l'JIC_hd....., _10_ .... - COIWffl I lldet addrea eo I host- and port IMl!ber(CUl!lff'œ sl!ltYa) 
SYNOPSIS (C) 
llnclllde dll/c/rpc.h> 
YOld rpc _ Ssocbdclr _ to _ u111f( 
-,hl Saddr t •socladdr, 
■MiwHd lonÎ slen~tft, 
an~lped char nom.12561. 
■IIS!ped lnng •ntenitlt, 
amlped lon1 •,-,. 
lf■tas_St •1101111) 
SYNOPSIS (PASCAL) 
1'1ndade '/-'-daddldl/palrptJ....,_• 
pr'lltfdllft rpf_ hitbddr _ to _ u-C 
la -~ -=litt $addr l i 
la ll•111tlt: anslped32; -
oaf -: lrr■J (0..155) fil dlarJ 
1w oaC ,,Je1111lr: -1pe4321 
oaC port: anslptd321 
oat ltatllr. st■t•_St); 
DESCRlmON 
NOTI! 
FILES 
This call 11 oblolete. See die noie below. 
The r,r_Saotbddr_to_•- c■n provicles lhe address ramlly, the hast name. and the port namber 
ldentiliccl by die apccilicd SJOCket ■d«ess. 
,ocladd, A IOcket address. 
slm1tlt 11it length, in bytes. o( socladdr. 
- A llring lh■t conainl the host nane and the ■dch.ss ramily. The fOfflUll ls /fflly:ltosr, where 
fo,,ùly can be eithcr dds or lp • 
llk111tlt On input. "1e111tlt ls the length of the - buffer. On output. nlenitlt b the number of charac-
lerS retumed in the - plWWlleff:r. 
port The SJOCket port number. 
stunu The cornpletion S111US. 
This call h■s been sopei,eded by thel0dltt_Sto_u111, c■II . 
ldl/rpt.ldl 
SEl!ALSO 
rpc_Sname_to_SJOCkaddr, SJOCket_Sto_name 
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NAMB 
rpc _ $nrtpffl' - unqi!ler III interface (SF.ltVl!lt ON1. Y) 
SYNOPSIS (C) 
lindack dclllclrpc.11> 
9old rpc_S-we«hlt!r{ 
rpc_$if_spec_t •ifsptt, 
sùl11S_$t •s1a1111) 
SYNOPSIS (PASCAL) 
...... '/~pes,'rpcJ.,_,.• 
proc:tdan rpc_~ft'( 
la ifspec: rpc_$if_sp«_t; 
OIII IIOl&r: IUIIIS _ $1); 
Dl!SOI~ ~lstfl' call ...-egistcrs ai inlcrfaœ INII the ,cncr previously n:gisicn:d with the RPC nm-
time ii1nry. AOer III interface is imrcgistcred, the RPC nmtimc library will not pass n:qucsts for INl 
ifllcrfaœ IO the scm:r. 
rr • sener 11:1C1 teftnl rpc _ Sttpt"' or rpc _ Sttslst"' _ •gr calls ~ rcgi~ an interface mon: that onœ, 
then it must an rpc _ S.11~u 1n equal numbcr of limes to umqister the ,ntcrracc. 
lfsptt Alt imerf'aœ spccifier. The inCcrface being anrcgisu:red. 
SIOIIU The complclion status. 
EXAMl'U! gi5tm 
The following Slltemenl rrom ~rsfst•b/seneu, the suds examplc 9Cffl:r prognim, unre 
lhe stxu interface from the Rl'C rmtime libnry: 
rpc_$unreglster c,stacks_Y1$lf_spec, ,stat); 
uffrpc.ldl 
51!1! ALSO • 
rpc_Srcglster, rpc_~gisler_mgr, rpc_~gister_ objcet 
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ip:_Su~_family f11C_Suse_ramlly 
NAME 
rpc _ S-_,_,.,_cale I IOCket ol 1 ,peclfled addrea famlly for an RPC ~ (Sl!RVF.lt ONLY) 
SYNOPSIS (C) 
llndllde <ldlfcfrpc_.> 
Yoid rpc s- '•••,< 8115l«MCI 1ottg fami11, 
IIOCkd ~r t •sodadd,, 
•mi«..ëd io.i •11t11111i. 
stalas_St •statu) 
SYNOPSIS (PASCAL) 
'll,lwc:l■de •f-~rp<.IM.pas· 
prattdllft r,c S- r-■,< 
1111a,,J1y: •Mlc-fJ?; 
OESClUmON 
o■t socl:JJddr: IOCkd $acldr t; 
o■t slrnttlt: Hsipedl2; -
Otlt SIOIUS: 1Ul1111_$t); 
The r,c _ S-_f••lly ail aaees I IOâet for 1 ,en,er withoat spi,cifying ils port number. The RPC nrn-
timc libnry assigns an opaque port mnbcr. If a sena' must liSIOI on • particul• weU-known port, use 
rpc_S-_f1111ily_wll IOcreate lhe,odet 
A serYCr an listcn on ffllJle dWI one ,ocket. nowe.er, 1 sener onfitwily listens on only one IOCket per 
addrcss family, repnlless of how many interfaces it uports. Therefore, most seners should malte this can 
once pu addtCss ramily. 
/ami/y The address famlly of the soclcet IO be Ctellled. This value <.<N1espo11ds 10 lhe cornmanic:alions 
protocol u,ed Ill acœss die 9DCltd and delermines how lhe socket addtess is upressed. The 
rpc _ $intro ledion dcscn'bes possible values. 
socladdr The 9DCkel llddtess of die IOCket OIi which the ,en,er will liSlen. 
s/t11fllt The length, in bytes. of IOdatJdr. 
SIOIIU The completion .. us. 
tRRORS 
rpc: Snat ante IOdt 
- The RPë runtime librwy oould not aalle I soclcet. 
rpc Sant blnd IOdt 
- The RPC runtime librwy aaled a lldet but could not bind it IO a soclcet addrcss. 
rpt'. $100 llllftJ ,oc:fids 
- - The ~er is trylng ID me more lhlln the maximum namber of sockets that ls allowed; k has 
called rpc:_S-_famlly or rpc_S-_f1111lly_wk IOo many limes. 
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ttlt SO'MI ta S 
rp:_Sioo_rllllily rpc_Smc_ramily 
l!XAMl'Ul 
The rollowlng 1111emcnt rrom emmpfes/blwoplllfRl'ffr.C, the Mwopi. eumple 9Cf'YCI' program. cl'Clles • 
,octet r« die scner. 
rpc $use family lfamily, ,toc, ,11en, ,st) ; 
FIU!S 
ldflrpc.ldt 
Sl!I! AL.SO 
rpc_Sme_f1111ily _ wl: 
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rp:_Su~_ramily_wt rpc_Sme_ramity_wt 
NAMI! 
r,<_S-_INilly_wlt - m:ale I IOCllet wlth I wdl-bown port f« .. RJ'C,ener (SFJlVl!llONLY) 
SYNOPSIS (C) 
lilldllde cldl/t/rpc_.> 
\'Old rpc Sa• F1111Ry wk( 
;mfK~ Joni family, 
rpt $if sptt 1 •ifsp«, 
snc:kd Saddr. •sochlddr, 
-~ 1oni •s1m11li, 
1111.,_St •s1al1Lr) 
SYNOPSIS (PASCAL) 
._,hld11cle '/_.lllidaddldlf,-'rpc ........ • 
prottd11tt r,c_s-_r-■,_w1t( 
DESCRlmON 
ln /ami/y: 1111Sllllfdll; 
ln ifs~c: rpt Sir 11p« t; 
oat sod:oddr: -,ockd ~ t; 
oal slL1tf1h: 11n!llpedll; -
OIII SIOINS: st11a _ St); 
The rpc_S.-_r1•Ry_wk CIII autel I IOCtd 1h11119eS the port speclfled Yil die if,ptt .,.,..eter. Ute 
lhis cal? IO Craie • IOCkel only if • SCffl7 fflUSl listcn on • Jm1Ïcul• wdl-known port. Othenri,e, u,e 
rpc:_s-_, ... 11,. 
Most ,erven 1h11 me weff-bown pon, should lllllke dlls call once per address ranlly. 
/amify The lddn:ss family or the 90Cket to be Clelled. This qh.., UJ1,e,poncb 10 the communications 
protocol used ID ICœSS the IOCkel and determine.1 how the soclcet addJess i, expresscd. The 
rpc _ Sinlro section dcscribcs possible values. 
i/~r The lntcnaœ lhlt will be iqisleftld by the """· Typically, this panmelet 1s the 
i,uerfauSlr _ spN: aeneratt.d by the NJDL Compiler rrom the inlcnace definilion; the well-known 
port is speci lied as 1n interface 11tribale. 
sodaddr The ,ocket lddress or the ,ocb:( on whlch the """will listerl. 
sle1111li The length. in bytes, or sockaddr. 
1101111 The completion Slllus. 
ERRORS 
rpc StHt autt IOdt 
- The RPë nmllme libray could not craie a ,ocket. 
rpt Stanl blnd 90C11 
- The RPC runtime libray aeated 1 90Cket but could not bind il ID a ,ocke1 address. 
rpc _ Stoo _ m1ny _ soc:bts 
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The scrver is tryÏnl ID ll!C IIMft than the maximum number or sockets thlt ls 111oM:d; it has 
called rpc_Suse_ramlly or rpc_SURJ1mlly_ wk too many limes. 
rpc_JCalls 259 
rpc_Su!ll:_family_wt rpc_Su,e_family_wt 
rpcWdrla-
- 'Ïlie-apeclfled address • port aie lhady ht U9C. This is camcd by multiple cans IO 
rpc _ S-J••IJ _ wk with the - wcll-ltnown port_ 
l!XAMPUI 
The followlng Slalement from l!mmpif!s/Mllopwli/serwr.c, the bhtopwk example server prog111m, crcaces 
• ,ocltet for the aener. 
rpc_$use_family_wk (fa~ily, ,binopwk_vl$if_spec, ,1oc, ,11en, ,st); 
fdrfrpc.lcll 
Sl!l!ALSO 
rpc_S-_fanlly 
2'0 rpc_$Cal11 
WH 
oapeerl3 
W,W a+YYPT,• !@ _._ M!f!.Q'.Çfu'6?t,:'::Yi'1:',1 ..i1 ·· ~· 
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npc_Sintro npc_Sintro 
NAMB 
ff11C_$intro - Rcmote RcmolC Proccdutc Cali inlaface 
SYNOPSIS (C) 
IÎffelade <Nll/drrpc.11> 
SYNOPSIS (PASCAL) 
"r..ri.œ '/9J!lllns,'rrpc.la,as'; 
Dl!SC1tlmoN 
The rrpc _Sans eMhle a dient 11111:qUCSl information about a serva- or ID shut down a sava-. 
The rrpc _ lnlerfaoc is ddlned by the file idUrr,cJdt, whcrc the symbol id/ denolc~ the ~yslem kif dircc-
tory. On Apollo worlcstations and othcr UNIX systems, id/ is /usr/include/idl. 
tr you are using the rrpc: _ inlaface on Apollo systems. ,ce Appcndix B ror more mrormation. 
CONSTANTS 
rrpc _ ""'! modale aJde indlcallng the Remo1e RPC module. See the description of the sutws _ St type. 
11le rrpc Sn conunts are indexes ror dc:menis ln• rrpc:_$!1tJ!t_ Ytt_t lff.lly. Each clcment is a 32-bit 
lruger ~ng a llalistic about a ,cncr. The following list describcs the sulistic indcxecl by cach 
rrpc _ Ss• conslant 
rrpc _Sn_ alll _I• 
The numbcr of calls pn,ces,ed by the !ICntt. 
rrpc_Ss,,_rnd 
Tile ..nbcrofs-:tets receiffll by the server. 
rrpc_tn_ ... 
The numbcr of i-:kets ,ent by the ,ener. 
rrpc _Sn_ alll _ wt 
The numbcr of calls made by the serYCr. 
ITpt Ss,, ,,... tt9fflds 
- - The numbcr of mgments ,ent by the sencr that duplicaled pn:Yioos sends. 
rr,c_tn _ ""' _ f'rap_rml_ 
The numbcr of duplicale fngmet11S received by the server. 
DATATYPl!S 
The following dat.a types are med in rpc_S cans: 
ha■dle_t AnRPChandle. 
rrpc: - $1ntmace - ffC - t 
An array ofrpc_Slr_spec_t, RPC lnlaface specilicrs. 
rrpc _ Sstllt _ Ytt _ l ,._ . . . about 1 An amy of 32-bit integcn. indexed by rrpc _ ~ · ainstants. rcprcsenlmg statrstlCS 
scrvcr. 
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. , .. , .. ·- . ______,.._,.,._,.., ......... ,!Of ....... , , ....,, ............ - - .. ... . - -
•~1 •f· J ., 4: ,- .... ,,~. ~. ,1;,-r,~:!:...ir .. :,t ..: .... 
,·- .. . ' 
fTllC_Sintro ffllt_Slntro 
statu,_St A status code. Most or the NCS ails lllpllly thelr oomr,lcdon .. hlS ln thls fOffllll. 11le 
statu~_ St type ls dclined as I structmc ooncaining ■ long intcgcr: 
st ruct status_$t 
long all ; 
1 
Howcvcr, the c■Us an ■bo me lll■ta St ■s 1 ,et of bit fields. To ■cccss the fields in I rctamcd 
sta1us code, )'OU can ■ssign the Yllue d the status code to a union dclincd as follows: 
typedef union 1 
an 
struct f 
unsigned fail : 1, 
aubsys : 7, 
fflOdc : 11 , 
short 
s: 
long all; 
status_u: 
code: 
Ali 32 bits ln the statas code. If 1ll fs equal ID llllt•_Sal. the c■n that supplled the 
stalllS - succ:essrul 
rail Ir this bit 1s tet. the enor - IIOI within the ,copc or the module lnvol:ed, bat 
occum:d within a lowcr-le.el module. 
This lndicatu the lllbsysttJn 1h11 CIICOlll!leled the enor. 
This indicales the IIIOdule tllll ~ul tt,e enor. 
This 1s a slgnecl ~ that identifies the type ol enor 1h11 OCC111Tu1. 
STATIJS CODES 
FILES 
rrpc Ssh■tdowll not al1-cl 
- Rcmotë sh~ ol the 9erYer 1s not ■llowul. Either the 9erYer does not effl' allow rcmo1e 
shutdown or the ,ener execated I check rmiclion that rctumecl ·ra1se. • 
sutas Soli 
- . The c■II 'Ill! soocessful. 
idl/rrpc:.ldl 
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.. ·;,i-· 
rrpc_San:JOll_there 
NAMR 
rrpc_Sare_JOll_thfft-check whdher 1 - is answcring rcqucst5 
SYNOPSIS (C) 
lilldade <ldl/c/rrp<.h> 
.... rr,c -Sart..,.,. _tllfft( 
llandle t ltolltilt, 
statll9 _$t •stollU) 
SYNOPSIS (PASCAL) 
"'hltlade • /asr/llldllddldll~' 
pl'Ottlllltt rrpc -Sarr..,.,. -tllfft( 
hl lto""1t: llandlf t; 
011t 11a11u: stahn .)O; 
rrpc _Sare _you_thcrc 
Dl!SCltlP'MON The rrpc _ San JOII _ thfft can checks whelher a - is 111swerinll rcqucsts. Ir the scrvcr is answcring 
rcqucsU, the complction SIIIII! of this call is status _ Sok. 
"'°1ttllt An RPC handle. 
staftU The complction SUl1l9. 
PIU!S 
idl/np<.kll 
Chlplef 1• 
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rrpc_Sinq_intcrf accs 
NAMI! 
n-pc _Sfnq_l•ttrfatt1 - oblaln a list of die lnlmaces lhll 1 9Cl""7 capons 
SYNOPSIS (C) 
lhlcl~ <ldl/c/rrpd> 
"6d rrpc: _ Slnq_ hltutaœl( 
llancl~ 1 halltllt, 
.nsfRnid kln11 lft4r ifs, 
rrpc_Slnltrfatt_nê_t ifs, 
■nsfRMd long •t_if, 
statns_St • .tlOIIU) 
SYNOPSIS (PASCAL) 
....... '/■sr/1.t■ddldl/patlrrpc.lu.pm' 
,rattdnn rrpc _ Slnq_l■tffflltt5( 
I• handlt: handle t; 
ln mar ifs: ■nsfRMCIJ1: 
OIII if.r.-nnlY rrpc: Sinttrfatt ffC t; 
Mt l _if. ■nslgntdll; - -
Ollt SIOl,U: ltll119_$t); 
DESCRIPT10N 
FlLl!S 
The n-pc_Sltlq_ hlttrflCff call retums • amy ofRPC inlerface speclfiers. 
lto""1t An RPC handle. 
1114r_ifs 
ifs 
l_if 
SfatlU 
The muimum namber of dements in die amy of inlafaœ specillers. 
An 1n11y of rpc _ Sff' _ sptt _ l 
The inde• of the la1l element ln the retnmed amy. 
The complclion UIIS. 
idf/rrpc.ldl 
<n31Hcr 14 
rrpc _Sinq_lnterf aœs 
rrpc _ S Calls 1.65 
--- -.-r-.~ ·= !~~~~ !.>;:l:J':•-':l~~fttt ~ >· i ~~--~----·-~-----.- ·~=~~~~:~ -r(·~;~1 
...... 
rrpc_Sinq_llCIII 
NAME 
"l'C _ Slwq_stals - obcain !lllistics about a ,crvcr 
SYNOPSIS (C) 
#hld• ddl/c/rT1'dl> 
Told rT'pC_Sb1q_1tal~ 
handle t l,n,wlle, 
•n~igMd 1on1 llllll _slals, 
rr,c: $stal •K t stal.r, 
•MigllNI IMI •t_slal, 
stala_St •s1a1u) 
SYNOPSIS (PASCAL) 
"lllchttk • ,_.nnctllClelldlf,-lrr,c.hts.,as' 
,rottdim "l'C _ Slnq_ sub( 
la ltand/r: handle t; 
la ffld.t stau: ••sÏëMdll; 
out staÏr. •••• rr,c: Sstat ne t; 
CNlt / siat: ••~dJ2; - -
out sÏatllf! slahss_St); 
DESCRlfflON 
The "l'C _ Slaq_llats ail mums • amy of inlcger statistics about a scrw:r. 
ltade A11 RPC haldle. 
nr,c_Sinq_stats 
flftttt _ #Ols The muimum 11111111,er of dements in the amy of swistics. 
m1U An amy of 32-bit integen ,q,rescnting statisûcs about the ,crver. A ,et of rr,c: _ $sY COMtallll 
dclincs inc!Qes ror the elemcnts in this amy. The rollowing list dcscribcs the st1tistic indellecl 
by cach ,r,c:_Ss.- constant 
IT)lt _ $sY _ Clllh _ Ill 
The number of calls proœs,ed by the scner • 
IT)lt $sY tt.d 
- - The Mmber of pKkds recemd by the ,ena-. 
"l'C $sY Rat 
- - The Mftlber of pKkds 9Cllt by the scrm. 
rrpt S.. ealls Ollt 
- -The~ of cal1s made by the ,erver. 
IT)lt_S.. _rrq_-4s 
The number of Cngments ,ent by the scner that duplicaled p,cvious sentis. 
rrpt $sY d•p l'np rc.d 
- - The ~umbtt or duplicate fragments reccived by the server. 
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· ':' swm• uorE,_ , .. ,,-· · ,_,,J. 
, · .. . .. . · . .:•· 
rrJIC-Sinq_staes npc_Sinq_stats 
I _ltat The Index of die la elernent hl die retmncd lffly. 
SIOIIU The complctlon !WUS. 
FILES 
idllrr,c:.ldl 
r·h'll'lcr 14 
rrpc_SCalll 1'1 
••:JJ±--'29·fM<*@bi#! . -- -
_:.::...:~ di#!r!-.tfM  'Z"1!'! '?'!' .. ·:t: :JFe·~-1-:s:_:::-=----~' • i·JDGPI' ; :--·, :JJ 
.. .. 
• • 
NAMll 
npc_Seli ..... - shat down l ,emir 
SYNOPS1S (C) 
lllldade cldlfdnpc.h> 
.C.Wnpc~.11( 
llalldlt t ltandle, lbtasJ• •stOIIIS) 
SYNOPSIS (PASCAL) 
1'laclllck .,.,../hidllddldlf,-lrr,cJlls.PII' 
,nttelatt n,c_Ssliwtdowll( 
la ltoltdle: ha!ldle I; 
Ollt IIOtar! stalllS :$1); 
• 
ff11C _ $shuldowa 
Dl!SCIU"10N 111e n,c Sslnitdoww c:aft ftllS dowll a 9erffl', ir Ille 9erffl' allows il. A serve, ain use die 
r,c _Sane,;_ ftllllOlc _ sh■tdowll can ID allow cr disallow remotc shuldown. 
,_,,,, A.11 RPC hlnd1e. 
...,., 11le complctloll .... 
m.J!S 
~ 
S!l!ALSO 
rpc_Sallow _re11101e_shalllown. rp:_$9hllldowll 
2A rrpc_scan, 
.. -~ ' 
• 
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RPC Socket 
sockct_Sinlto 
NAMB 
IOCkct_Sintro - 011Crlllion~ on sockct add~• 
SYNOPSIS (C) 
tlwdllde cld1/cl~deU1, 
SYNOPSIS (PASCAL) 
.. lnc:hlclt '/1yslhknocbt.lils.pM'; 
OllSCIUfflON . . •- ,_. addrcs,cs Unlikc the calls pmvidcd in ~ opcnlllng SY51CmS. the 
The 1111Ckd S calb llllffll'U""" ,oc""' · . 
toe:11.d S calls opcral<'-on addiesscs of Illy prolOCol riwndy. the ldl 
- inlcrf: 1s dcRncd by the file idl/socbt.ldl, whcrc lhc symbol !dl dcnolCs system 
The toe:11.d_ ace . nd Olhcr UNIX systems id/ is /esr/inctoddidl. dircc:tory. On Apollo worltslalKlftU • 
CONSTAHl'S . . 
The following oon~IS arc uscd tn socll.d -S ails. 
IIDCbt _ $addr _ Wtod■lt _ ~t . . ......._ _.._. __ module See the description of the st••~ _ St type. 
A module code tndicaung the ......,,.c, ...... ~ • 
.,_ 'ndic1fmg the fields IO be comparcd in• ,ncktl_Stqa1I cati. Thc IOCkd _ ~ oonstanll ll'C , .. gs 1 
IID(kd ~ liostld 
- tndicMCS lhal the hosl 10s arc ID be compan:d. 
11DCkd$tq__lltladdr __. 
- tndicatcs lhal lhc networlc addresscs are IO be com,---
IIDCkd Stq__port 
- lndiclles lllll lhc port numbcn are to be romi-,œ. 
IIDCkd $tq__ lldwOrk 
- tndicllcs duit the networ1c IDs ue to be comparcd. 
.. .. the socll.d $addr f■111lly t type, uscd IO spoclfy die 
Thc following 16-bit-inicg« oonsl.WIIS arc valuesNror lhat rai o1 thê rpc s Înd 1C1Cbt S calls me die 
lddress f1111ily in• socbt_Saddr _1 structure. ace sevc - -
32-bil-inlcgcr cquivalcnlS ol dtcse values. 
IID(kd SaMPtt 
- Addn:ss family ls Uftspt!Cilied. 
IIDCkd Slntfflld· 
- lnlcrncl l'rolocols (IP). 
IIDCkd Sdcls 
- Domain prolDCOls (DOS). 
todet $aMpfc _port . 'lied 
- A port numbcr indicating that no port tS spcct · 
270 ~ut_SCalb 
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!!OCkct_ Sintro llOCltct_Sincro 
The fCJllowlns 16-1111-intep aJll!llllll 1s 1 ,,_ l'or die IIDCkd Swt perts t type, u.el 10 ..,ccify I well-
ltnown rort. Nole lhlt ,cveral or Ille IIDCkd_ S calls me lhc 32-hil-iniëgcr ~ivalcnl ol lhis value. 
IIDCket Swk lwd 
- The Local Location Broter forwwing port. 
DATA TYPI!.$ 
The ro11mmig dlll types are ll9ed ln 11DCket _ S cans: 
anclrtt _Sacldr _r-11, _ t
~ft llllumcntcd type for speclfylftl III lddress family. The •CONSTANTS• SŒtlon lists values (o, tltislype. 
IIDCkd _s.M, _ llà _ t 
An lfflly or IOCkct lddreaes fn IIDClket_Sacldr - t fomtlll. 
IOCkff Saclclr 1 
- A structure that aniqoely lcblliflea 1 10ckct lddrcss. Thi~ structure consists or 1 
ltldid_$addr_ranally _t q,ocifying an ldchss r1mily and 14 bytes spccirying I socltct addn:.~. 
IOCket_Shaat_ltl_l 
A 11n1ttun, lhll miiquely idendlles • IIOllt. This stnlclure conmu or I S1K:lket Saddr ramRy 1 
lplltirying III lddrcss family and 12 i,,t,,s lpecirying I host. - - -
IIDC ... _ .. _ ... _I 
An IIITIIJ of ansigned 32-blt hltegers. the lcngths or ,ocket lddres,cs in I IOCkd _ $addr _ lht _ 1. 
IIDCkff $lntal IOCbdclr 1 
- An Ïnay or .50 ëhsactrn, ~ 10 !1o1-e I IOc~t ldchss ln I fomtlt native to the local host. 
IOCkd $nd addr 1 
- ,..- strucÏme 1h11 ailqaefy ldentllle1 1 network address. This structure consisu or 1 
llldid_$addr_r1•lly_l speclrying III llddrcss ramily and 12 bytcS spccifylng I nctworlc 
lddrcss. Il conllins both I host ID and I nawoit ID. 
111tkff_$sl....._t 
An amy of 100 charxt.erl, lll!ell IO ll(Jle the string represertll(k.-n of an address f■mily or 1 
,ockct lddress. 
The string rqlft?9C!Mlllon of• lddress family is I textual name such as dd!, lp, or uspec. 
The llri"I rcpre,cntldon of I ICICllel lddres., lias Ille format /amily:ltost 1,-, J, where /ami/y ls 
Ille textual name of 1ft ~ l'tmtt,, ltost is eilhcr I texlUII hosl namc or I numeric host ID 
pnxedcd by ••·and po,r is • port lllltllber. 
IIDCkd _ Swt _por11 _ 1 
Ùlapter 15 
An cnu11.e.■ted t,s,e for apecll'ying I well-known port. The •CONSTANTS• SŒtlon lists values 
for lhis type. 
sod~t _ S Calfs 271 
11<icltct_Sintn1 1111Cltct_Sintro 
111at11.1 St A uns COii::. Mœt of the NCS catis ~l'flly thcir mmplctlon ~t~ ln this rnnnal. The 
- 1111tas_St type is dcfinod as I structure containing a long intcgcr: 
ST ATUS COOl!S 
struct status_St 
le,,,g all; 
1 
Howe,,cr, lhc c■ns can alto - s11111.1 St m I set or bit fields. To acccll the fields in • rcrumcd 
statm code, :,ou c■n assign the value d the status code to a union dcfinod as follows: 
typedef union f 
struct f 
unsigned f1il : 1, 
subsys : 7, 
fflOdc : 9 ; 
short 
s: 
long all; 
status_u; 
code; 
11 Ali 32 bits ln die 111t11S code. If 1R is equal lo lblllS_Snl, lhc cati lhal ,applicd the 
swm wm sucœssful. 
r■n rr dils bit 19 ICI. the enor was not within the ,cope of the module invœcd, bat 
occum:d wilhin I lowcr-bel module. 
•"'9 This indic■ICS the sabsystcn1 11181 cncounleffll the enor. 
mode This indÏCIICS lhc module lhal cncounteml the em,r. 
C'Odt This is I signcd tunbcr lhal identifies the type or enor that occum:d. 
The rollowing - Sbltas codes retamcd by IOdlet _ S calls: 
911Cktt $1,■d -1c .... 
- A spcc;ilicd iwnc in namerlc ronnat ls lnv■lid . 
todet .,, ,., ... 
- A ~iftcd buffer size (ror ex■mple, the length of I name) is too large. 
IOdet .,, too 111111 
- A spcciftcd buffcr size (ror eumple. die tength or I name) is too small. 
,idd Scawt ff'Htt MK:kd 
- A sod:et c:oold not be cMled. 
911Ckd kawt tTr1 lddr to u111e 
- A spccifi°ëd ~ could IIOl be oonvertcd to I naine. 
911Ckd Sent lhld •-
- A ~ifiêd naine could IIOl be resolvcd to an addrcss. 
911Ckel _ Snnt_get _If'_ to11llg 
The inlerface configuration list ror the local host cou Id not be oblaincd. 
, \• 
srdct_Sintro 
RI.ES 
Mdet_Sc111t_pt_laail_ -
The name of thc local hoa co.ld 11111 be ol,calned. 
90Ckrt sr-11, • ..,Id 
- The spccificd addrcss ramily 19 not Yllid for the local host. 
IIOCkel $inltnial trror 
- An internai cnur. 
IIOCket _ $fny1flcl _ umt f-■t 
The rOffllll ,j • spocillcd n■me is lnv■lid. 
st1l115_$nk 
The call was suœes.,ral. 
idllscdtl.ldl 
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,oclcct_Scqual 
NAMB 
acbt _Seqnl - romp11'C Iwo !IOClcel ~ 
SYNOPSIS (C) 
lladlltk ddlfchotlcd.b 
INloleNIOClet~nl( 
socbt -Sadd• 1 •,ocladdrl, 
••IKMCI ""'c sl/e11111t, 
socllft Saddr 1 •sockaddr2, 
-~io.Ï12lm11lt, 
-lped '°"1 fta1s, 
ltatws_SC •s1a1us) 
SYNOPSIS (PA.~AL) 
·1'111c:lwde '/wsr/hidwde(fdl{pav,odid.las.pas' 
r.cti. llltld_~I( 
Dl!SCIUfflON 
la socbddrl: -'id Seddr t; 
la 11/e11111t: llll.1fped32; -
la s«blddr2: 90Ckd Sadclr I; 
hl 12lm111t: -1ped32; -
,. fta1s: WIISlpN02; 
... IIOltu: ltalllS_SC): lloalta; 
,oclcct_Scqual 
The llltld_~I cati compa-es two soclcet ~ The fta11 paramctcr dctcnnincs which llelds fi 
die ,octet ad&esscs are compared. The call rctums • true· (nonuro) if all o( the fields œmpared n 
equal, •r,1,e• (zero) ifnot 
IOdaddrl 
A ,ocl:et addrm. 
lllfflllla The length, in bytes, or ,ocladdr]. 
1«blddr2 
l2lm11II 
fiat• 
A ,ocl:et lddras. 
The length. ln bytes, of MJCbddr2. 
The logical OR or ~ues telected rrom die following: 
llltld_Seq_llostld 
lndicales Illat lhe hosl IDs are 10 be compared. 
llltld _Sec(_ lldldclr 
lndicafes 1h11 lhe networl: addresses are IO be compwed. 
llltld _ Seq__pcwt 
lndicales dia! lhe port numbers are IO be compercd. 
llltld _ Sec(_ ■ehNJrl: 
lndicates lhat lhe networl: IDs are 10 be compare(!. 
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soclcct_Scquat 
IOClcct_Scqual 
ltat,u The COlllpleliœ ..... 
EXAMl'LB 
ALES 
111
.lfllcr IS 
The lollowfns an ClOlllplres lhe networl: 111d hosl IDs ln lhc IOCket lddrcs.'ICS sncbddr f 111d IIIM:bddr2· 
if (soclcet $equal 1, le d · 
- soc a drl, -sllength, ,soclcaddr2 s2length 
1 
soclcet_$eq__networlc I soclcet $eq__hostid ,st)'I ' 
pr ntf ("soclcaddrs have equal ;etworlc and,host IDs\n" ); 
idl/soc:kttldl 
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sockct_Sramily_rlOIII_IIDfflC 
NAMB tMket _ S,-lfy _ rr-_ - - comert III addrcs.• f-11ily namc to an intcgcr 
SYNOPSIS (C) 
llncladt cldllc/soc:kfl.h> 
■11slped lalla 10C:ket_Sf••lfJ_f,-_uWlf( 
10C:bt Wrln1t t ,._, 
-•~ lnt'l1t -;.1e1111li, 
M■IIIS_SI •s1a111.<) 
SYNOPSIS (PASCAL) 
"JI, hlcladt '/1151'/htdadt/ldlf,a'191detJM.pM' 
r.11t11oa IGdiet sr-a, ,,_ uWlf( 
111 ltO,,;: IIOCl<d - Ssu~I I; 
111 11/e11111t: llll!llpec!Jl; -
Ollt 1101111: ... ,.,_St): 111191ped32; 
p:kc1_Sfnmity_rmm_namc 
DESCRtfflON The sodiet S,■•lly ,.._ •- call n:t1N115 the integcr rcpn:scntation of the addrcss family spxified ill 
the tell Slrii;g -· - -
- The iex1u■I ,wne of• ■ddress family. Possible values includc dds and lp. 
1111!111111 The length, in byles.of-. 
.rlOIIU The complction sUlUS. 
EXAMPU! The-,- prognm for the Mwoplll eumple, ~eslltlnoplu/Sffffl".C, acccpts • 1e1wal r-11ily name • 
FILES 
its tint •gumcnt- The program u,cs the following 110Ckd_Sramily_fr0111_nam, call lo convcrt lhis name 
to the corresponding intep rqJl'C9CftllÛOI: 
famlly • aocket_$famlly_fr0ffl_name ((ndr_$char *)argv(ll, 
(long)strlen(argv(lll, ,st); 
ld//soc:k,t.ldl 
SEEALSO 
sockd_Sr1111ily_to_name. ,odet_Srrom_name, socket_Sto_name 
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sockct_Sf1111Hy_to_name 
NAMB 
IOC:ket _ sr-n, _ to _ - - comcrt III llllcga- lddress family to ■ te11111I llllfflC 
SYNOPSIS (C) 
llncladt cldlldtodet.11> 
Yold 1ncbt_S,1111Ay_to_a11H( 
unslitMd loag family, 
sockd_Wrl11g_t -• 
amïitMd '°"Il •11te1111li. 
st■tus_ SI •s1a1111) 
SYNOPSIS (PASCAL) 
"Jl,lnclad, •t-/lllmNldldl/~etJws.pa' 
prottd•~ 1nclift_sr-n1_to_aalff( 
DESCRlfflON 
hl /ami/y: UMlpedJ?; 
out ltOlllt: IOCltd $5trl11R t; 
ln out 11le1111lr. lfflSlitM«IJÏ; 
out statau: ll■tus _ SI); 
sockct_Sf1111ily_to_namc 
The IOCl:d Sl••"r to - ca11 oonw:ns the 1nte · nane ror lhë ramily. - - ger rcprC1mtat1011 of .. ■ddrcss family to • 1e1tu■ I 
/ami/y The intertt 1q,,aall■tloll of III llddress family • 
- Thcte1tllllnameof/.,;/y. 
11/e1111li On input. the maimum lengdl, ill bytes, of the IIIIIIC to be n:tamcd On output, the ■ctml 
lcngth of the n:tumed n■me. . 
.rlOIU.S The complction sutus. 
EXAMPU! 
The followin textu■ I n■me 1 .. ::;'1' CIOlffl:IU the lnteget ,q,.esent■tion ol 111 ■d&ffl f1111ily (1) IO lhe oouesponding 
socket_$family_to_name (l, (ndr_$char *ln-, ,namelen, ,st); 
FILES 
ldf/soc:kflldl 
SEEALSO 
socttt_Sr1111ily _rrom_name, 10Cket_Srrom_name, socket_SIO _name 
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socltct_Srrom_local_n:p 
!lllCltct_Sfmm_local_rq, 
NAM2 srr- lonll "' - conffll fmm a local rcprcscntalion o( a socltct addrc.-.s to a 90Cltd - Saddr _t 
mcttt_ - -
SYNOPSIS (C) 
thld1'4k ddlfc/socltet.h> 
\'Gld llldid srr-_ lonll_ ttll( 
NCkd Saddr t •socladdr, 
,otltd-$1ocal-1CJC:lladdr_t local_sociaddr, 
... ,111)1 •s1aÏm) 
SYNOPSIS (PASCAL) , 
1',llichMk '/..-lhldtldf/lcllf,-,_..d.hls.p&1 
,nttdlft llldid _ srr-_ loall _ ftP( 
i. °"' sod:odd•: socltet_$addr_t; 
hl local soctaddr. socltd_S-at_socltaddr _t; 
oat statÏu: 1111111_$1); 
Dl!Sctll"l'ION n 90Cld addn:ss rrom the format native io the local host itm 
The 1Ddtd_srr-_1oail_ftll ca ~ 1 with non-standanl socltct addrcss 9lnlC· 
NCS IDtl<d Saddr t fonnat. This can ,s meful onl~ on_ systems the . ,ocltct primitives OIi 
IIR layouts.-and effll thctl, only If NCS-baed appltallORS nced to use nauve 
NCS IDd<d_ Saddr _t SUUCllnL 
~ The n:prcscn11tion o( tocal_,ockaddr in NCS soctd_Saddr _t format 
l«ol JOd:addr 
- A socltet addrm in the rorm• native to the local hosL 
,,..., The complction .. us. 
FIU!S 
fcl/lodld.ldl 
Sl!1! ALSO 
~Sto_local_rep 
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soc:lcct_Sfrom_nane n:ltct_Sfmm_ 
NAMB 
llldet_srw-_._ - confflt l nalle 111d port number IO I soc:kct ■dttcss 
SYNOPSIS (C) 
#indadt ddl/th«l:d.h> 
\'Gld-'idSl'roa uat( 
_-1pett krrtJ. /Oltlil,. 
eoclkd_$stri1111U -• 
•11Siped 10111 llle11111t, 
IIIISlalled lollll pon, 
IIOC:lkd $addr t •IOdadd,, 
-~ 1oni •11m,1li, 
--••_St •s,01111) 
SYNOPSIS (PASCAL) 
...... • , ... lhlchNte'ldll,.,_.d.JIIS.pas. 
pn,ttd- lldld srw- ■awe( 
.. ,,.,.,,:-~32; 
DESCRffflON 
la -: IOClkd Sstrhts I; 
.. ,.,.,,1r. ■■slped32; -
.. pon: -'l-02; 
o.t ,ocioddr: soclkd $eddr I; 
r. GIii 1fe111'lr. •MipedJ2; -
OIIIM1u:ICllt111_$t); 
The soclkd_S,.-__ c■II COIMlts a atu■I ■ddrea famlly, host .-. and port number to ■ ,ocltct 
address. The ■ddr-ess family and the port fflffllber can be cither specified as ,epantc par■mcters or includcd 
ln the - .-.mctcr. 
,_,., The inllegt. ,qwesu,t■tion of'• addn!ss family. tr1he/amif1 par■meter is 111Ckd_S..Sp«. thcn 
the - .-,ameter 1s ,ainncd for ■ prefil: or family: (for e,iamplc. lp:). 
- A string in the fonn•/amit,:llostf port), wherefamil,:, llost, and (port J are ■n optional. 
The /Oltli11 1s • addras family. Possi'ble Yalues include clds and lp. If you specify ■ famil1 u 
.,.i o( lhe - .,.-.meter, yoa must specify socltd _ S.119ptt in the famil1 p■ramerer. 
The llo1t 1s I host 111111e. A leading I CM be med 10 indicatc th■I the host narne 1s ln the lland■rcl 
nameric ronn (ror ex■mple, 11,2.u.1 or 1464a.46Sc). If host is omiucd, the local host name ls 
med. 
The porr 1s I port number. If you speclfy I pon ■s pan o( the 1111111t paramctcr, the port parwne-
ter is ignored. 
11k11111t The lmgth, in bytes. of' IIOIIII!. 
por, A port number. rr you specify ■ port namber in the 1111111t pannnetcr. this pararncter ls ignored. 
,ochJddr A soc:ltct ■ddre9s. 
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111tkct_Srrom_lllfflC socltct_Srrom_namc 
slenitll The tcngth, ln bytes, of sod.oddr. 
SIOIIIS The complcûon SIIIUS. 
l!XAMPUI tient ~ the Mitnpl'w eaamplc, itxamp/eslbinc,pfw/cRmt.c, acccpcs a., iL1 n~ ugumcnt • 
Thc c program or . 11,c r I ram docs not rcqu,rc thc scrvcr 
string idcntirylng 1 -:ncr ~fi ,·n the rormat /am,cdly:~ .I toi.: r':.t "::!.oon Brol<cr rorwaroing port a 
FIU!S 
port numbcr bcalusc II ICrlds 11J nt lffllOIC proc ure th ' · 
10 • · the followine soclcd S,rom namr call to convcrt 1s stnng 1 the ,pcc,ficd host. The pmgram U1CS .. ., - -
soclcct ■d&csr. 
socket $from name ((long)socket_Sunspec, (ndr_$char *)argv[ll, 
11;ng)st;len(argv(lll, (long)socket_$unspec_port, ,1oc, ,11en, ,st); 
1,11/,ocltft.ldl 
$1!8 ALSO 
sockt_Sramity _rrom_iwne, soctet....Slo_name 
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NAMI! 
IIOCbt_ Slllq_ .,_ _ ■ddrs- !Clin 1 11st of~ ■d<ns,cs 
SYNOPSIS (C) 
littd!Nle cid1/c/,ocltft.lb 
Yold IOdet_ShNt_ ....,_ _■ddn( 
■mlprd loott /ami/y, 
_,lglled '°"' porr. 
IDCltd $adclr 11st t brrJ oddn, 
,ocltd - $!ni IÎst .-brrl Ïi,u, 
-•Md~ •ïe,.,,~ 
ltat■s_St •sta111S) 
SYNOPSIS (PASCAL) 
1'hlclade •1_.lhad.iencn,pavllldd.1111.pas' 
promlllft IDCltd _ s,.q__ .,_, _ ■ddn( 
I■ ftlltfily: IIMlll!ed32; 
I■ port: nsillledJ2; 
cNlt brrJ oddrr. HIY IDCltet $■ddr ll9C f; 
oet brrJ -lit,u: ni• IOCllet ~11 11st t; -
ht oet ,;,,,,1,; ■11sipmJ2; - -
oet stat,u; st■lm_St); 
DESCIUmON 
FILES 
The 90dtd_SIIN(_~_■ddr, c:■11 mamu 11st of Ill bron:ISl lddresses thal the local ho5t an use in 
the spccified lddreJS r■mily. 
If• ho5t 1119 lldworl: lnterf■c:es to se--■I networb Ill family, thls an mums I soclcct address for cach 
interface th■t supports broadcasting. 1P interfaces ria ,criai fines, for examplc, do not support broadca<t-
ing, ,o no ■ddiesscs ■re retumcd for such interfaces. 
/ami/y The lnteger rq,raenlltion of ■n lddress family. 
porr The Yllae to be uscd m the port number Ill the retamed llldres,es. 
brd oddn 
- An ■myofthe sodtct addresses infamily to which the hostcan ,end broadc■sts . 
brd _le,u An ■my of the lengths of' the brd _ addrs. 
On input, the 1111ximum nambcr of ■ddresses to be rctumcd in brd addrs. On rctum, the 
numbcr of lddres,es acblally rcttned. -
stat,u The compleûon Slalus. 
idl/sorkrlldl 
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!IOCltCt_Sinq_hostid 
NAMI! 
-kd_SIIMI_IHl!tld - rctum chc host ID r,art of a !IOCltct addrcSJ 
SYNOPSIS (C) 
lhldllde <kll/c/SOtbl.h> 
\'old llldid _ Slnq_ wtld( 
IIICkd $addr 1 •soch,ddr, 
IIMiallfll killi sifflllli, 
111Ckd ShMt Id 1 "loostid, 
9Mlallfll lottÎ •j1r11111t. 
tulllS_SI •11ot1U) 
SYNOPSIS (PASCAL) 
.. '9KhHk •J-/lwdwclelldl/p-'-ltd.hls.pN' 
,roctdan IOdld _ Shtq_ ltalltld( 
la soctaddr: snckd_$addr_t; 
la 1lr1111k ■MigMd31; 
a■t ltoJtid: snckd SIHllt Id t; 
la"' ltlm11k ■MlpedJl; 
a■t llallU! stalllS _ SI); 
Dl!SCllfflON 
FIU!S 
The llldiet_Slnq_lllostld an retams the host ID part of 1 ,octet addrcss. 
,octoddr A socl:ct addft:ss. 
Jfm,rlt The lcngth. in bytes. of IOdat/dr. 
ltostûl The hosl ID part of socladdr. 
lt/r11,rlt The length, in bytes, ol llostid. 
$1/JtU The completion stalDS. 
ldl'9ocht.ldl 
SEl!ALSO 
,ocœt_$9etJiostid 
231 s«ÙI_SCalls 
socltct_Sinq_ hostie! 
aiapeerlS 
~ltct_Sinq_my_nctactt 
NAMI! 
111tbt _s,.q_ ., - lldaddr - R:blffl lhe pli-,. IIClworlc addrcu for the local host 
S YNOl'SIS (C) 
ll11duck ddlk'9odtd.b 
\'old llltkd _ ~'"l.. •1 _ lldadclr( 
IIMipNI kl!IJ fOll'tilJ, 
IOckd _$Mt_ acklr _ t •..raid,, 
■M!KMCI hNIJ •11tr1111lt, 
st■tm_SC •1101,u) 
SYNOPSIS (PASCAL) 
.,lncludt '/■sr/llld■ddldl/pawodd.l■s.,at' 
prllttd■tt llldid _ Smq_ •1 _ lldacklr( 
DESCRlfflON 
111 /nly: llllsigMCIJl; 
o■t ttrladdr. sodd Slld addr t; 
111 ..i 11lr11,rlr: ■nsÎpedJl; -
09I SIOIIU! ... IIIS_SI); 
90Cltct_Sinq_my _nctad« 
Thc_lOdld_Slnq_•y_lldacldr call reaims the primary networlc address for chc local hœt in die spcx:irlcd 
ranuly, 
ALES 
,.,.,, 
ttrladdr 
11lr1111II 
The lntega" 1cp,C1C11Caliun ol III ad&'CSI family. 
The nctworlc address for lhc local hœt infamilJ. 
The lc:nglh. ln bytes. of ttrtaddr. 
$101,U The complctjoft Slalus. 
lif/scdd.ldl 
SEEAUO 
soclœt_Sinq__netaM-, socl:ct_S,e(_lleladdr 
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NAMB 
IOCltd _ Slllq_11dllddr - rctum the nctwork addn:ss part of a sockct addrcss 
SYNOPSIS (C) 
Jlndtlde ddl/c/soc:ltet.11> 
ftlid IOCltd _ Shiq_ MUddr( 
IOCkd Saddr t •sochldlt', 
nsi&Md loltÏ fft!llfl/t, 
IOCkd $lld llddr t •,eeladt/r, 
-·Md io;I .,.;;,.,,,., 
•tm_St •s1a1iu) 
SYNOPSIS (PASCAL) 
1'1Rchldt •f-lmdllCk/ldllpas/,ocltd.lllS.pas' 
pn,cedllft IOCltd_Slllq_~ 
la socWdr: sndld_Saddr_t; 
la llni11k nslpedJl; 
... Mloddr. IOCket $Mt llddr t; 
la oet 11fni,rlr: nsÎpedJl; -
wt SIOltu: stalm_$t); 
Dl!SCIIIPT10N 
FIU!S 
The IOCltd_Shaq_ Mfadctr an retums 11ie netwo1t ~ J111t ot • ,octet addrcss. 
socbJddr A sockct address. 
lle1111II The lcngth, in bytel. ol socladdr. 
Mtodtlr The network ~ J111t ol sock.addr. 
,.,.,,,. The lmgth. in bytes. ol Mtadd-. 
lfallU Thea,mpletion SlàUS. 
""9ocbt.ld1 
SBl!ALSO 
socœt_Sinq_my_ncaNtt, soctet_Sset_netaddr 
2M :rocu1_$ Catis 
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NAMB 
socltd _ $hlq_port - rctum the port numbct Jlllt ol 1 90Ckct lddres.~ 
SYNOrs,s (C) 
linclude dclVc/soclttt.11> 
ns!KMd 1ot11 socltet _ $111q_pœt( 
sockd_Saddr _t •:rocu,ddr, 
wnsignNI long Jfe1111"-
stalui_ $t •s1a1us) 
SYNOrSIS (PASCAL) 
1'hlclude •1_.nlldwdf/ldl/,-flOCltetJ....,_• 
ru11etinll 90('.ltd _ Sl'"l.J'Ol'1( 
ln :rocWdr: snckd Sadctr t; 
I■ sle1111k •M!KnedJ2; -
11111 SIOltu: llalws _ $(): nslped.31; 
DESCRIPTION 
The socbt _ Slllq_pœ1 aft teturns the port number part ol I sockct addrcs,. 
socWdr A sockct addrcss. 
sln111h The lcngth. in bytes. ol 1tdaddr. 
sttlllU The coi,,plctlo.. status. 
EXAMPLB 
The rotlowing an rctams the port namber ln the IOdct lddress toc:bddr: 
port• socket_Sin<tJX>rt 1,sockaddr, slen, ,st) ; 
ALES 
ldl'9oc:ltet.ldl 
SEEAUO 
soclcet_Si11CLmy _netactt, IOd:et_Sinq_nctaddr, soch:t_SsetJm 
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socl<ct_Smu_Jllt_sin: 
NAMH 
111Clitt_San_plt_lhf - retam lhc masimum pacl<ct sire for• address family 
SYNOPSIS (C) 
lhldllllt cldlfthllcliet.h> 
..... lollfl lDClitC_S-a_plt_slR( 
-•-' '°"1/0MIJ, 
... ,.,_se •s1atas) 
SYNOPSIS (PASCAL) 
...... •1--/hidllddldl/,-,oclitt.hls.pa5' 
r.cti. -'itt_s-u_,1i1_11R( 
la /ami/y: aMipNIJ2; 
Ollt SIOIKJ: IUhK_$t): nslpedJ2; 
DHSCltlPTION 
: j): 
socl<ct_Smu..JJtt_._;-
... 
.. 
The IDClitt_S--_plt_slœ ail retums the madmum pecl<ct size. in bytes. for the specified ldcfress ,__ 
lly. 
PIU!S 
/"""1 The lnteger rq,re,cntJtion ri III lddress family. Possible values include soc:bt_Slaltn1t _, 
IDClitt - Sdds. 
lfOIIIS The completiOII SlllUS. 
idllwotbt.lcll 
28' StX:ût_l Colis 
._.:kt t_Sset_hostid 
" ·'41! 
,ocket_$wt_fllll'lllcl - !let the hrl',t ID put r,f av, ..-~ 111:!ren 
n s oPSIS (C) 
. , incluM ddVdsoc:bl.h> 
voici sodid $stC hocùld( 
soc:ktl s;.ddr 1 • .,,,~1-a-.Jdr, 
■11sfK~ loni •sff!fl~t~-
,nckd $hast Id t •f,r, ::id, 
■IISfK~ Jnni ltÎe,i;:t~~ 
st■ta.1_$( •sta/11.r) 
,. ,;()rSIS (PASCAL) 
· ~include 'IIISl'lllldlllltlidl/plt\. v,cktt.ln.\.pa, • 
proc~■rt ,ocktt_Sstt_hQ\ti-1: 
ln oet socA:.addr: v~ht \addr t; 
111 nul s/e,ixtlt: un\i1(11~32; -
111 ltostid: socktl \h•l'\t id t; 
111 lilettttlt: un~i1Ïntd~ 1 ~ -
oal SIOIMS: statu,_ St , : 
· •• ·•1rnON 
The 511Cktt_$wt_hoslld call -,.:: ~·,e host ID in a ·,-,.,-..: ld1:~·-·. -:. ~-.~ \~ified Yaluc. 
wcl:JJddr A sockct addrc\\ . 
,lrn,:tlt The length, in b:r~ : •. ~ ;~ckoddr. 
~~.<tid A host ID. 
Mrnxtlt The length, ln b;_,'.! ·. ·. ~ •.r.mid. 
·' '"'"-' Thc complction ·.:x..: 
, .. ,, 
1dll!!0tkelldl 
; . , ~l.~11 
<1dct_Si111Lhostid 
,_,ckct $!11:l_h<r.did 
j ,:'t,.•'~. --, 
· - · • .. w • .:r~~! --~-:~~r .. ~-:0'1!_~~~:.~• 
, , ,..,. '..••> ·•'-•-:,1.;~.,;,..,;,....,t'Mv:~-... ~;..,._4t-,.ill,v..t'l,..J Wlf 51 r1;,,e;t't♦;tf•1ilil!1n+,&•6J.., 
,ocltct_ S!ICl_netaddr 
NAM! 
IOC•et_s-t - lltbcklr- ICI lhc IIClworl: addn:ss part or. sockct addrcss 
SYNOPSIS (C) 
llwdade ddl/c/9otltd.b 
Yolcl-'etSselamddr( 
111titt Saddr 1 •IIOCUddr, 
WMicMCI 1n11ï •.r1ai,11t, 
IDC•tt S.tt llddr l •~tatld,, 
WM!pëd lowg 11/i;,fllt, 
lblas_Sl •.r1a1111) 
SYNOPSIS (PASCAL) 
1'111c:htde '/a9r/hidwcWldlf,-191dd.l111.p85' 
prGfflfwre lDClft s-t Mtllddr( 
..... .r~IJJddr: 111tlttt $addr t; 
la oat slt1tfflt: Hslped32; -
hl Mtoddr: socbt Snd llddr l; 
hl 11lt11111t: w115'aMd32;- -
•l .r1a1ar: sblas_Sl); 
DESCRlmON 
,ockct_Ssct_nctaddr 
The aodd_Seft_lltbcklr can sets die networt address in I sockct addrcss to lhe spccïricd value. 
.rocladdr A 10ekct address. 
sla111fl The lcngth, hl byles. or .rochJddr. 
MtaMr A networt adlhss. 
11lt111dt The lenglh. hl byles. or Mtoddr. 
stotfU The completioft •as. 
S!!ALSO 
90Cket_Slnq_netlddr 
281 .rockt_$ Colf.r Ollplr:I' IS 
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sockct_Ssct...J)Ort 
NAM!! 
,ocltft_twf_JIOl1- set the port numbcr ln I IOdct ■ddn!ss 
SYNOPSIS (C) 
liflclade ddl/c/llOdttt.11> 
fflld llldd _ twf _po,1( 
IIDCkd Saddr t •.rochJdd,, 
IIMÎpflt loftÏ •sttllfllt, 
wnsi«Md lm,11 port, 
statu,_$1 •status) 
SYNOPSIS (PASCAL) 
.,hlc:lade •fasr/hidade'ldVpavlOdtft.lns.pas' 
proctd11tt 19dtd_twf.J'Ol1( 
111 CMII socl:oddr. socltd Saddr l; 
I■ CMll .rle11111t: WMlped.12; -
111 po,r. ■nsl1MdJ2; 
OUI .rtarus: SIiias - SI); 
DE5CRl"10N 
The IOdid _ hl _por1 CIII sets the port nomber ln 1 ,ocl;et llddress to the specificd value. 
socbJddr A 10eltct lddress. 
.rlt11111t The length, in bytes, or .rochJddr. 
port The value to which the port numbcr ln .rochJddr will be ,et. 
stOIIU The complelion •us. 
EXAMPU! 
The rollowing caft 9C1S tlie port numbcr ln s«bddr lO port: 
socket_Sset_port 1,sockaddr, ,slen, port, ,st); 
SEE ALSO 
,ockel_Sincu,ort. ,ocltct_S!ct_netaddr, socltct_Sset_ wt...J)Ort 
111eltct_Ssct...J)Ort 
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. ... 
... ·• · 
. ,._._;- .. 
sockct_ S~ wl:_JIOlt sockct_S~t_wk_J!Olt 
NAMI! 
llldiet _ Seet _ wt _port - ,et the port number in I sockct lddrcss to I wcll-known value 
SYNOPSIS (C) 
llndllde <ldlldscdd.b 
9ald lldd _ s.t_ wt _port( 
eKkd $■ddr 1 •IOd.odtj-, 
-•nëd lowÏ •s1oi,11t, 
-lped ""'1 port. 
lblm_SI •s,a,11.f) 
SYNOPSIS (PASCAL) 
1'hlchlde .,_IIIIChNldlillf~etJIIS.pllS' 
,._..,.. lldet_Seet_ wt_port( 
i. NI ,ocb,ddr: 111d1d $■ddr I; 
la NI 1k11,ilt: ■MlpedJl; -
i. pol1: ■nptdll; 
... lfat,U: ... ,._$1); 
Dl!SCIUfflOH 
The llldiet_s.t_ wt_port Clll lel:9 die port~ in I socket ■ddress 10 the spcciricd well-known Yllae. 
l«taldrAIOCl:dlddresl. 
llfflftlt The lengdi, in bytes, ol ,ocl:addr. 
po,1 • A Yllue ol die ei-■led type llldtd - $wk _porU _t. The well-known Yalue IO which the port 
-ber in ,ocl:addr will be let. 
1101U n ... uw1.plclion ....._ 
l!XAMPLB 
The locllf l.ocllicll llnJter dlelnoa llàms °" the ll.B f~ing port, which 1w the wcn-tmown port 
nanbereKllet_Swt_rwd. Thedlemon u.-. •·~ t.,11ow;ngt1II to,et the port numbcrin itssockeudm:ss: 
socltet_Sset_vlt_port (Uaddr, , ., . •.• lunsigned long)socltet_$vlt_fvd, Ut)/ 
Sl!I! ALSO 
90del.Slnq_porl. IIICket_S,et_netaddr, IOCl:et -~"" -rnrt 
190 sadn_$Calls Cliaplerf5 
,~1, .,14:• ..... .... ~•· • . . 
~lrct_Sto_loc■J_rep 
sockel_Slo_ locll_rep 
NAMI! 
111tbl_ Slo _ loail_ l"fP - C011Ye111 llldd _ $addr _ 1 IO I locll repre,enllltlon 
SYNOPSIS (C) 
#lndude <ldlldsocbl.b 
Yold llldd Slo forai l"fP( 
IOCkd Sadd,-. •sodatld,, 
IOtkd - $local -IOtk■ddr I locol ,ocl:addr, 
.C11as)t •s10ÏK.r) - -
SYNOPSIS (PASCAL) 
1'htrlade •t-lhid■ddldl/pmlllldd......,_, 
pl'Offll■re IOdtd _ Slo _ loail_ l"fP( 
1■ sododdr: IOCkd Saddr 1; 
la o■I ltx:al sodaddr: sockd Sloail 111tbddr I; 
oat 1101,u: .Ï11■s _ SI); - - -
DESCIUmON 
The 1Ddtd_$1o_lotal_np aiU comerts I IOCl:et lddras from NCS llldd_Saddr_( formM into I format 
usable by the sockc1 primitives n11ive 10 the local hosl. This c■ II is uscful only on system1 wilh non-
standard sockca ■ddress scructure layOUIS, 111d even thcn, only if NCS-'-1 applications need IO use the 
native sockca primitives on NCS 11od1d_S■ddr_l suuctun:s. 
1t1eladdr A IŒket ■ddress ln NCS sotkd _ Saddr _ 1 fomqL 
local StJCladdr 
- The rqtre.1CIIIIIKIII ol StJCl:addr ln I fom111 llllive 10 the local hosl. 
nanu The complet.ion Slllus. 
FIU!S 
idl/sockd.ldl 
SEl!ALSO 
socb:I_ SfromJocal_rep 
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soclel_Sro_name lllOCkcr_Sto_namc 
NAMI! 
,r,c:ltd_Ste_.._ -com,m ■ sockct ■d&ess to ■ name and port numbcr 
SYNOPSIS (C) 
llndllde cld\ldsoclket.b 
9111d llldltt Slo •-< 
IOtld S■ddr t •,odadd,, 
.~io.i",lfflfllt, 
IDCket _ $atrfttg_ t -• 
NSlped loll11 •1t1e11111t, 
NSlped '°"' •port, 
lllltas_St •11a1iu) 
SYNOPSIS (PASCAL) 
,1nci.t1e '/wAIN:llllle'ldl/,-hi,dtt.his.p■s' 
pt'Ottdwe llldtt Sle -e< 
la IOCl:addr: alld $addr t; 
• de1111k nslpedJ2; -
Nt-: IOdld_SMrlng_t; 
la Nt lllfflflk -lped32; 
Nt port: •nslcMdJ2; 
... natar. ... ,._St): 
DES<:almON 
The llldltt_Sto __ c:■ft aJIIWl1I a IOCtet ..._ ID a lelltual lddress ramily, host rune, and port 
number. 
sododdr A IOCket lddtess. 
sle1111li .The lcngth. in bytes. ol .t0eiaddr. 
- A stri• in the romw,.fomlly:lton, wftere/Ollfily is the ■ddJess ramily and ltosr ls the host nane; 
ltosr may be in lhe Slllldard nameric: rorm (für ell3mple. 1192.1.2.J or 1499d.4Ua) ira telllull 
hast naine CIIIIIOI be oblai-S. 
11le1111li On input. the mulmum lengdt, ln bytes, ol lhc name to be retumed. On ouq,ut. the aclllll 
lenglh of the name retumed. 
port The port namber. 
stat,u The cornpletion stalUS. 
EXAMPU! 
The clifflt pn,gr■m ror the blnophl eitample, aompfeslblwopl.,cllent.c. uses lhe füllowing c:■ D to confflt 
the socket address ror j15 sener 10 a telltual name: 
socket_$to_name (5loc, llen, name , , namelen, ,port , ,st); 
292 socul _ $ Colb CbapterU 
- -·--~ ... - : 
sockct_Sto_namc aoclket_Seo __ 
FILl!S 
idl/~ltetldl 
see Atso 
û:l:et_Sramily_to_name, socket_Srrom_namc, socl:ct_Sto_numcric_namc 
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n:kct_Sco_numcric_lWIIC 
n:kct_Sto_~--
NAME IDC\tt_Slo_namc_•.- -comert I socket ■ddress 111 • numcric n■mc and rort numbcr 
SYNOPSIS (C) 
lilldwlle cldVdlOdtd.11> 
991dlldietSle.--icNMt< ■ndtt s■ddr 1 •sockadŒ, 
_.tpêd loftÏ sffflflll, 
NC:kd_Sstrl11g_l -• 
IIIISipNI long •im1111#a, 
.-lpedloltg*port. 
..... _sa •s1a1iu) 
SYNOPSIS (PASCAL) 
1'111clacle '/..,lhlchNldldlf,-ftoctd.hls.plls' 
pnlftllare llditt_Sto_ namc_ •-< 
hl sodaddr: IIOd<d $addr I; 
la sffflfllc -lped:Jl; -
Nt-: IIDCkd_Ssl"'ll..l; 
.. 9llt ,dfflfllr. nslped)l; 
NI port! ollSlped.ll; 
oal IIOIU: lll■las_St); 
DESClllPT'ION The lldid Slo •~ - c■n conffl'U I socket ■ddress 1111 te•tual addrcss ramily, 1 numeric hast 
PILES 
-. and; port numt,cr. -
,ocWdr A,ockd ■dcllm. 
lle11111t The leng1JI, ln by1el. of sockaddr • 
- A lltring ln the rorm■t/amily:ltoSI, ~ /omit, ls the ■ddress family ■nd ltnSI is the hosl -
ln the S1alldard numcric fonn (for eumple, 119L7.l.9 for 111 1P ad<nss or 1340c.940I for 1 
DOS ■ddlcss). 
IWllfdl 0. input, lhe IIIISintwll length, in bytes, of the nameric n■me to be rctumed. 0n output. the 
■c:11111 length of' the n■me rchlmed. 
pot'f The port IUllbcr. . 
lfOltU Thecornpletion llllllS. 
ldfllllCltelldl 
SEEALSO 
socket_Sramily _111_name, IOdtet_Srrom_name, ,octet_Sto_name 
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o;tct_Sv■lid_f■milia 
NAME 
IIICkd _ S•■lld _ fnlllles - oblain I list of v■lld ■ddias f■millcs 
SYNOPSIS (C) 
llntlocle clcM'./scdd.h> 
991d IDCltt SnRd r-llle!I( 
ns°iped lolog *tntU J-Oies. 
IDCkd _ $addr _f■•IIJ _1 /a,,ii/itJ(I, 
... ,._se •,1a1u) 
SYNOPSIS (PASCAL) 
1'illc:hlcle '/ar/hachiddldl/,-,_.tt.....,_' 
proctchlff 9Ddtd _ SYlllcl _r-lllel( 
hl ool mar Ja,,iilitr. -lg!Hd32; 
oolfanlitr. lfflJ fl-*1 of IIIC:kd s■ddr r.11111, t; 
out s1a1u: lbtas _ SC); - - -
OESCRtmON 
. .. ......... 
90ekd._$Yllid_f■mlllcs 
The 9Ddttt Sntld f'l•llla cal1 rctumt I list of the ■ddn:ss f■milies th■t ■rc Y■lid for the NCK implcmen-
lMion on thë aRing hosl 
tntU Jamilies 
The muimam ~ of' fanilia 111111 e111 be retumed. 
,.,.,;e, An ■n■y ol ■Mkd_Saddr_r-11,_1. Possible YIIUCS ror this lype ■re enamcnlcd ln 
id/11111-.lcll. 
.rtOIIU The complclioll SIiias. A SlltUS fA IIDCltd SfHiff too IMIII indicalCS lhat the fa,,tilitl ■rr■y 1s 
not long enough IO hold 111 the Y■lid r1miliës. - -
l!XAMPl.ll 
The following c■n rctams I list ol • most two v■lid lddress f■milies: 
socket_$valid_families 12, ,ramilles, $~tl; 
FILES 
id1/socltd.ldl 
SEEALSO 
socket_SY■lld_family 
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me let_ Svalld_fanlly 
NAMB 
lllldiet _ Sftlld _r■•l1J - c:hed whc:thcr an ■ddJes., ramily is val id 
SYNOPSIS (C) 
llndlNle cldlfc/sotktt.11> 
llaolt• -•tt s .. 11c1 ,_n,< 
us•Md lortÙami/7, 
sl■tas_St •s1a111.t) 
SYNOPSIS (PASCAL) 
-,.lnc:lade •t.-lllldwcle/ldll,.,Mdtt.lM.pa' 
rlllldllM llltktt s .. 11c1 '••lly( 
hl /tlll'IÎÏy: .-iÏMCIJ2; 
wt SIOIM.r. 111 ■1115 _ $1): INloltaR; 
sockct_.Svalid_rami11 
Dl!SCllll"l'ION , 
The IDCktt $qlld r■iwlly c■II IClllffl9 •lnlC• If the spccified add~ family is valid for the NCK impie. 
menl■tion ci. the caÏling host. •r■1sc• ihot. 
ftlll'IÎt1 The intcgcr rq,rcsmtatioll or an address ramity, as cnumeraled in id/lnb■st.ldl. 
statu The complction SIilas. 
l!XAMPU! 
The foltowing can chccb whcthes IDCktt _Slwtfflld is • val id address family: 
internetvalid • socket_$valid_family (socket_$internet, ,st); 
""9octd.ldt 
Sl!l!ALSO 
socket_Svalid_ ramities 
29' scc~t_$ Ca/li 
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AnnexeA.9: 
RPCUUID 
. .. 
xœ 
auid_Slntro uuid_Sintn, 
NAMB 
wld_Slnlro- opcrllions on Unlffl'Sal Unique ldcnlillcrs 
SYNOPSIS (C) 
&d-'e <llfl/chn11d.b 
SYNOPSIS (PASCAL) 
-.ladatlt '/splhwnld.hls.pas'; 
Dl!SCltlPTION 
The nid _Sans opcnce on UUIDs (Unhfflll Unique ldcntificn). 
The nid inlerfaoe 1s dcflncd by the &le ldl/nld.ldl. whcrc the symbol idl dcnoecs the systffll lcll dirt,c. 
IOry. On Apollo worblaûor.s and othcr UNIX systems. id/ is /115r/includvldl. 
Apollo IOftware also u,cs UIDs (Unique ldcntilicrs) IIS idcnlificrs. On Apollo sySlffllS, WC supply Iwo 
addilional opcnlions lhat con11Crt UUIDs to UIDs and vice versa, and wc dclinc lhcsc opcrations in the file 
idf/nld _ 11111.ldt. 
l!XTEltNAL VAltlAIIU!S 
The rollowing extcrnal .ariables are mec! ln Hld _ S catis: 
111d S-1 An extemal •Id St mable thal 1s prcassigncd the value of the nil UID. Do not change the 
- ..iue or lhis variible. 
nid S-1 
- An exlefflll 9111d St variable thal 1s prcassigncd the value or the nil UUID. Do not change the 
value or this -nriable. 
DATA TYPl!S 
The rollowing dlla types are mec! in "Id _S catis. 
1tat• St A statu, code. Mail or lhe NCS calls supply their oompletion stalus in this rOffllll. 11le 
- lbt•s _ St type 1s dclincd as• structure containing • long intcgcr: 
atruct atatua_$t 
long all; 
1 
no-. lhe ans c:111 alm 111e dllt• St as a 11e1 or bit fields. To aooess the fields in a returncd 
status code, you can 11SSign the value ci the stalUS code to a union dclincd as follow,: 
typedef union 1 
2911 Muid_$ Colis 
atruct 1 
unsigned fail: 1, 
subsys : 7, 
mode : Il; 
short 
1 81 
long all; 
status_u; 
code; 
o,apie,16 
., .. ' ' "'" 
uuid_Sinll'O 
An 32 bits .. lhe ,_ code. rr a1 11 C'Jqllll to ... ,. Snt. lhe can t1111 ...,.,.led die 
llalUS - IUCCCSSful. -
•• 
Ir lhis bit is ICI. the enor - not wilhin the ,cq,c or Ille 11100111c hl~ .,_. 
oa:umd within • loMr-~1 module. ' 
,an 
11111Jsys This indicarcs the subq,stan lhac fflCOUll(ercd the enor. 
IIIOdc This indicates the module 1h11 enoou111aed die enor. 
rock This 1s • signcd namber 1h11 identifies the type or em,r lhat oa:umd. 
■Id_ St A 64-bit value 1h11 aniquely ldentlllcs objccts and types on Apollo sysacms. 
auld Sscrln11 t 
- A siring or 37 clwacters (■iclllding a 1111ft tenninator) that 1s III ASCII n:pn:,cntation or a 
1:'UID· The ~onn• is cccccccccccc .Jf. Ill. 112. lrJ. 114. lrJ .116 .117, whcrc cccccccccccc is the 
tunc~,Jf IS the addrcss ramily, 111d Ill ••• 117 arc the - bytes or host identifier. Each 
charxlcr ,n these fields is I hexadccimal ditiL 
••Id_ St A 12~-bit value lhat w,iqucly idmtmcs an objoct, type, or 1ntcrrace ror 111 time. The .. Id St 
type IS dcfincd 1S roltows: -
typedef atruct uuid St f 
unsigned long ti-_hi9h1 
unsigned short time lowz 
unsigned short rese;•ed; 
unsigned char family; 
unsigned char (hostl (7]; 
uuid_$t; 
tlmt_hlglt 
~ high 32_ bits or a 411-blt ansigned lime walue which is the number or 4-
'!'icto9Œond tntervals lhat have pesscd bctWllCII I January 1980 00:00 GMT and the 
lime or UUID crcation. 
llmf _ low The low 16 bits or the 411-blt llme Yalue. 
l"f9ft"Yld 16 bil1 or raerve.t spa:e. 
ramlly 
host 
Il bits idcnlirying an address ramny. 
7 bytes idcnlirying the host on whlch the UutD - crcaled. The ronna or thls field 
depends on the addrcss ramily. 
ITATUS C'ODES 
status_Sok 
The call WIS suc:œts(ul. 
FILES 
idl/auld.ldl 
C:h"fl(cr 16 
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uuid_Sdocodc 
NAMI! 
■■Id_ $decnde - convcrt • chanlclcr-slring rcprc.,;cnlation of a UUID into a UUID 
SYNOPSIS (C) 
li11clllde <kfllc/uaid.h> 
,-oie! a■ld $dec:ode( 
.~id $.<;tri1111 t ,, 
■aid-St •.,,;d, 
sut■s_St •s1ot11S) 
SYNOPSIS (PASCAL) 
1'1nclade '/■...llflc:lacldldl/pas/auld.lns.pas' 
proc:ed■re ■■Id_ $c1Kode( 
DESCRlfflON 
ln .r: ■uicl ~ring t; 
out •uid: ;uid $1;-
out statu.r. st■Ïm _ St); 
uuid_Sdccodc 
The ■ald $dKode call rctums the UUID corrcsponding 10 a valid characlcr-string rcprcscnlation of ■ 
UUID. -
I 
nid 
SIOIIU 
EXAMPLB 
The character-string rq,rcscniation of a UUID. 
The UUID that concsponds IO S. 
A stalus _ St. The complclion siatus. 
The following call rctums as lttk_auid the UUID corrcsponding to the charnctcr-string rcpn:scnration in 
lttk _ auicl _np: 
uuid_$decode (leek_uuid_rep, ,1eek_uuid, &status); 
FIU!S 
ldl/aald.ldl 
SEl!ALSO 
uuid_Scocode 
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uuid_Scncodc 
NAMI! 
auld _ Sencocle - convcn I UUID into its chincter-string rq,n:,emation 
SYNOPSIS (C) 
linclude <ldl/c/uuld.h> 
voici uuld $encode( 
a~id St •uwd, 
uuid )strin11_ t s) 
SYNOPSIS {PASCAL) 
1'1ndude '/usr/lncladeficll/pas/uuld.lns.pas' 
procNfare ■uid $encode( 
111 uuid;-■uid St; 
out .r: auid_$slrlng_t); 
0F.SCRIPTION 
The uuld _ $encode call rctums the charac1cr-slring l"Cpl'CSCnlalioo of a UUID. 
uuid A UUID. 
s The characrcr-string rcprcse,uation or 11Mid. 
EXAMPLI! 
uuid_$cncod 
The following call rctums as shallot _ ■ald _ rep the charactcr-slring rcprcscnlalion for the UUID 
shallot _ auid: 
uuid_Sencode c,shallot_uuid, shallot_uuid_rep); 
1'11.ES 
id//uald.ldl 
SEE ALSO 
uuid_Sdocode 
'•.1p1cr 16 
•, ·". • i· 
uuid _ S Colis JO 1 
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uuid_$cqual 
NAM!! 
■uld _ Sequal - oomparc Iwo UUIDs 
SYNOPSIS (C) 
#indade ddl/c/u■id.h> 
boolean ■uld Sequal( 
uaid-$t •u/, 
auid)t •u2) 
SYNOPSIS (PASCAL) 
'll,lndade '/usr/lndude/idl/pa.,/uuid.lns.pas' 
runctloll ■aid $equal( 
,. ,,,;-u■id $t; 
ln u2: ■uid )0: boolean; 
DESCRlmON 
uuid _ $cquaJ 
The ■ald_Seq■-1 call compares die UUIDs u/ and u2. lt n:tums "truc" if thcy arc equal, "false" if they 
arc not. 
u/ AUUID. 
u2 Anolhcr UUID. 
l!XAMPLB 
ALES 
The following code oompa,cs die UUIDs cAantro _ uuid and corlander _ uuid: 
if (uuid_$equal 1,cilantro_uuid, ,coriander_uuid)) 
printf ("cilantro and coriander UUIDs are equal\n"); 
else 
printf ("cilantro and coriander UUIDs are not equal\n"); 
id//aald.ldl 
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uuid_Sfmm_uid 
uuid_Sfmm_uid 
NAM!! 
uuld _$front_ ■Id - convcrt I Domain UIO into a UUIO (APOILO SYSTFMS ON!. Y) 
SYNOPSIS (C) 
#include <idl/c/uuld_ald.h> 
voici auld_S,rom_ald( 
uid $1 •uid, 
uuid_$t •uuid) 
SYNOPSIS (PASCAL) 
'll,indude '/usr/lndude/ldl/pasfuuld _ uld.lns.pas' 
procedun 1111ld_Srn1111_ald( 
in llid: uld St; 
out uuid: u-;.id _ $1); 
DESCRrmoN 
:0,C u_uld _ Strom_ uld call retums die 128-bi1 NCS UUIO c<>ncsponding to a 64-bil Domain UJO 1s ava,lablc only on Apollo systems. · 
uid A Domain Unique Identifier (UIO). 
ullid The UUIO Corresponding 10 llid. 
EXAMPU! 
The following call l'Clums as onlon_uuld die UUIO cortesponding IO die lJIO onlon uld: 
uuid_$frorn_uid 1,onion_uid, ,onion_uuid); -
FILES 
id//uuld.idl 
SEE ALSO 
uuid_SIO_uid 
r·hap1cr 16 
Thiscall 
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uuid_Sgcn 
NAME 
-■Id_ Sem _ gcncratc I ncw IJUID 
SYNOPSIS (C) 
#illdude ddllc/uuld.lt> 
"6d a■ld Scen( 
uÜid_St •uwd) 
SYNOPSIS (PASCAL) , 
'll,lnclude '/1151"/include/ldllpl.1fuuld.lns.pas 
proc:edure ■ald _ SRtn( 
oat uwd: uuid -St); 
Ol!SCRlmON 
The -■Id_ Sgen call rctums • ncw UUID. 
IINÛI AUUID. 
EXAMPLE UtJID· 
The rollowing cati rctums as newld • ncw . 
uuid_Sgen 1,newid); 
FILES 
idl/uald.ldl 
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uuid_Sto_uid 
NAME 
Hid_Slo_uld-oonvcn a UUID intoa Domain UID(Al'OI..LOSYS1T,MSONI.Y) 
SYNOPSIS (C) 
#include ddlld■ald _ uld.h> 
voici uuid $10 uid( 
aÜid $1 •uwd, 
uid St •wd, 
slaim_SI •stalllS) 
SYNOrSIS (PASCAL) 
'li, include • /usr/inc:lude/ldllpwuuld _ ald.1115.pa• 
procedart ■ald $10 uld( 
ln uwd:-aald SI; 
oui wd: •id S1; 
out stati,s: sÏatus _ St); 
DESCRIPTION 
uuid_Sto_uic 
The uuld_$to_uld call rc1ums lhc 64-bit Domain UJD con-csponding 10 a 128-bit NCS UUID. This call is 
availablc only on Apollo systems. Il is not guaranlecd IO worlc, sincc not all UUIDs com:spond IO UIDs. 
uuid A UUID. 
uid The Domain Unique ldcntillcc (UID) corresponding 10 11uid. 
SIOIIIS A statas _ St. The complction status. 
FXAMPLE 
The following call rctums as satlllon _ ald the UID corresponding ro the UUID scalllon _ uuld: 
uuid_Sto_uid 1,scallion_uuid, ,scallion_uid, ,st); 
Fil.ES 
id//uuid.ldl 
~EE ALSO 
uuid_Sfrom_uid 
!,,,plcr 16 
uuid _S Calfs 305 
,_: .. ... 
Annexe B: 
Messages d'erreur du NCS 
.. , "' . •. ~i ' ' . ·- .. : ~- "~,· 
Appendix C 
NCA Status Codes 
This appendix shows the interCace definition rate ncutat.ldl, which describes the remote 
interface nca_5tatus_. The nca_slatus_ remote interface COIIIÎ5U of coNtant defirùtiona for 
the NCA-defllled status codes, in NIDUPascal ayntaX. NCA aatua codes are "weU-
known • and are pan of the NCA/RPC protocol; that is, the y are retumed ln /aull or r,j,ct 
me55ages from servers. The fint few wtus codea are derived from status codes that the 
Network Computing System (NCS) uses (NCS la Apollo'1 implementation of NCA.) Table 
4-6 gives de5Criptions of these stalll5 codes. 
1'pascal 
(uuid(3c667ff91000.0d.OO.Ol . 34 . 22.00 . 00.00)J interface nca_status_; 
const 
end; 
nca_status_Sco-_failure 
nca_status_Sop_rng_error 
nca_status_Sunk_if 
nca_status_Swrong_boot_tiae 
nca_atatus_Syou_crashed 
nca atatus Sproto error 
nca:atatus:sout_a;,s_too_bic 
nca_status_Sserver_too_busy 
nca_status_Sunsupported_type 
nca_status_Szero_divide 
nca_status_Saddress_error 
nca_statua_,tp_div_zero 
nca_statua_Sfp_underflow 
nca_statu•_Sfp_overflow 
noa_status_Sinvalid_tac 
noa_status_Sinvalid_bound 
• 1611C010001; 
• 1611C010002; 
• 1611C010003; 
• 1611C0100011; 
• lllllCOlOOOII; 
• 1611C01000B; 
• 1611C010013; 
• 1611C0100H; 
• 1611C010017; 
• 1611C000001; 
• 11111C000002; 
• 1611C000003; 
• 1611C0000<>4; 
• 1611C000005; 
• 1611COOOOOII; 
• 1611C000007; 
--111--
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Annexe C: 
Syntaxe NIDL 
(fichierYACC) 
Appendix A 
NIDL yacc Input Specification 
The yacc Input Oie for NIDL conslstl of a declaratlon section that defines the NIDL 
tokens (a token la an entity that cannot be funher decomposed, such as a number or an 
Identifier) and a rules aectlon that glves the grammar rule~ for NIDL/Pascal and NIDL/C. 
Each yacc rule references a token or another yacc rule. Representlng the NIDL grammar 
as a yacc Input file produces an unamblguous speclllcatlon of NIDL/Pascal and NIDL/C 
and allows the speclllcatlon to be used 11 Input to yacc to generate NIDL/C and 
NIDL/Pascal parsen. The NIDL speclllcatlon glven ln thls appendlx follows the 
conventions and notation for yacc Input file generation. See the 4.3BSD UNIX 
Pro1rammtr's Suppltmtntary Documtnts, Volumt I for a complete description of these 
conventiollll. 
The yacc Input on the pages that foUow glves NIDL keywords, common NIDL 1yntax, 
NIDL/Pucal-tpeciflc syntax, and NIDUC-specific syntax, respectlvely. Note that the 
printed representationl of keywordl are case insensltive ln NIDL/Pascal and case sensitive 
ln NIDUC. 
1'( 
1'token AMAY_D 
1'token BITSET_D 
1'token BOOLEAJI_PJf 
1'token BYTE_D 
1'token CHAR_D 
1'token CAS!:_D 
1'token COM,C_STATUS_D 
1'token CONST_D 
1'token DOUBL!:_D 
1'token !:ND_PJf 
1'token FROM_D 
1'token "1NCTIOK_J'Jf 
1'token IDEMPOTEKT_ltW 
1'token IN_JCW 
.. .. • L• • --- ---•• -•· •-- • • ••• 
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1,loken IMPLICIT_HANOLE_KW 
1otoken IMPORT_KW 
1,token INCLUDE_ICW 
1otoken INTEGER_P 
Stoken INTEGERB_ICW 
1otoken INTEGER32_KW 
Stoken INTEGER64_KW 
Stoken INTERfACE_ICW 
1,token LAST_IS_ICW 
1,loken MAYBE_ICW 
1otoken MAX_IS_KW 
Stoken NIL_ICW 
stoken or_icw 
Stoken OTHERWISE_ICW 
1otoken OUT_KW 
Stoken PORT_KW 
Stoken PROCEDURE_KW 
Stoken RECORD_KW 
Stoken REAL_ICW 
Stoken REMOTE_KW 
Stoken SET_ICW 
1otoken STRINGO_JCW 
Stoken TAG_IS_ICW 
Stoken TYPE_ICW 
'1,loken UUID_ICW 
1otoken UNION_KW 
Stoken UNSIGKED_KW 
Stoken UNSIGNEDB_KW 
Stoken UNSIGKED32_1tW 
1otoken UNSIGNED84_1CW 
1,loken VERSIOK_KW 
-i.token HYPER_ICW 
Stoken LONG_ICW 
Stoken SHORT_ICW 
Stoken rLOAT_ICW 
Stoken VOID_ICW 
Stoken SMALL_P 
Stoken SWITCH_P 
'1,loken TYPEOEf_lCW 
Stoken STRUCT_ICW 
1otoken ENUM_ICW 
Stoken INT_KW 
stoken REr _n 
Stoken OPTION_P 
1otoken HANDLE_T_P 
1otoken HANDLE_ICW 
Stoken UUID_REP 
Stoken TRANSMIT_AS_JCW 
Stoken TRUE_KW 
1otoken fALSE_KW 
1otoken BROADCAST_ICW 
%token UNIV_PTR_KW 
NIDL yacc Input Sptclfication 
1otoken COLON 
Stoken COMMA 
Stoken OOIDOT 
Stoken EQUAL 
1otoken HAT 
Stoken LBRAC!: 
Stoken LBRACIŒT 
Stoken LPAREN 
'11\token RBRACE 
'11\token RBRACKET 
Stoken RPAREN 
'11\token SEMI 
'11\token STAR 
'11\token AMPER 
'11\token IDENTIFIER 
'11\token STRING 
'11\token INTEGER_NIJMERIC 
'11\start interface 
H 
interface: 
interface_attributes INTERFAC!:_P IDENTIFIER interface_tail 
interface_tail: 
pascal interface tail 
c_inte;face_tail-
pascal_interface_tail: 
pas_interface_•rker interface_body pas_interface_close 
pas_interface_aarker: 
SEMI 
pas_interface_close : 
END_ICW SEMI 
interface_attributes: 
attribute_opener interface_attr_list attribute_closer 
1• Nothing •1 
attribute_opener: 
LBRACIŒT 
attribute_closer: 
RBRACKET 
interface_attr_list: 
interface attr 
interface=attr_list COMMA interface_attr 
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interface attr: IMPLICIT HAIIDLE lt1f LPAREN IDENTIFIER COLON 
builtin typ; exp RPAREN 
IMPLICIT_HANDLE_Q LPAREN o_aillll)le_type_speo IDENTIFIER RPAREII 
UUID lt1f UUID REP 
PORT-lt1f LPARËH port list RPAREN 
VERSÏON_lt1f LPAREN INTEGER_NUMERIC RPAREH 
port_liat: 
port_apeo 
port_liat COMMA port_apeo 
port_apeo: IDEKTIFIER COLON LBRACIŒT IKTECER_NUMERIC RBRACIŒT 
interfaoe_body: 
exporta 
i11p0rta experts 
/* nothing */ 
iaporta: 
i11p0rt 
i11p0rta i11p0rt 
111p0rt: 
IMPORT_lt1f import_list SEMI 
iaport_liat: 
i11p0rt 
import_liat eot,MA import 
iaport: 
STRING 
exporta: 
export 
export : 
exporta export 
CONST_ltW oonat_defa 
TYPE_D type_defs 
proc def 
funo_def 
const_defs : 
conat_def 
const_defs const_def 
oonst_def: 
NIDL ,ace Input Specification 
IDENTIFIER EQI.IAL oonat_exp SEMI 
oonst_e,ip : 
INTEGER_NUIŒRIC 
IDENTIFIER 
STRING 
HIL_ICW 
TRUE_KW 
FALSE_JCW 
type_defa: 
type_def 
type_defa type_def 
type_def : 
IDENTIFIER EQUAL attributed_type SEMI 
attributed_type : 
type_attribute_liat type_exp 
type_exp 
type_attribute_liat : 
attribute_opener type_attributes attribute_oloser 
type_attributes : 
type_attribute 
type_attributes COMMA type_attribute 
type_attribute : 
LAST_IS_O LPAREK IDEKTIFIER RPAREN 
MAX_IS_KW LPAREll IDENTIFIER RPAREN 
IWIDLl'!_ICW 
TRAKSIIIT_AS_O LPARl'!K IDENTIFIER RPAREK 
type_exp: 
lli111Ple_type_exp 
struotured_type_exp 
siaple_type_exp: 
builtin_type_exp 
enuaerated_type_exp 
subrange_type_eltP 
bui ltin_type_exp : 
BOOLEAK_ltW 
BYTE_lcrf 
CHAR_ICW 
INTEGER_KW 
INTEGERB_ICW 
,, 
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IIIT!XlER32_KW 
IIITEGER64_KW 
UMSIGNED_KW 
UKSIGNEDB_KW 
UMSIGNl!:032_KW 
UKSIGNED64_KW 
REAL_KW 
OOUBLE_KW 
HANDLE_T_KW 
IDENTIFIER 
UMIV_Pl'R_KW 
enu11erated_type_exp : 
f LPAREN enum_ids RPAREN 
enu■_ids : 
enu■_id 
enu■ ids COMMA enu■_id 
enu■_ld : 
IDENTIFIER 
subrange_type_exp: 
const_exp DOTDOT const_exp 
structured_type_exp: 
open_array_type_exp 
fixed_array_type_exp 
ptr_type_exp 
record_type_exp 
set_type_exp 
proc_ptr_type_exp 
func_ptr_type_exp 
stringO_type_exp 
open_array_type_exp : 
ARRAY KW LBRACIŒT open array index RBRACIŒT OF KW type exp 
· 1 ARRAY=KW LBRACIŒT open=array=index COMMA flxed=array_i~dices 
RBRACIŒT OF_KW type_exp 
fixed array type exp: 
- ARRAY_JCW-LBRACIŒT fixed_array_indices RBRACIŒT OF_JCW type_exp 
open_array_index: 
const_exp DOTDOT STAR 
fixed array indices : 
- fix;d array index 
fixed=array=indlces COMMA fixed_array_index 
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fixed_array_index: 
sl11ple_type_exp 
ptr type exp : 
- HAT siaple_type_exp 
set type exp: 
- SET_JCW OF_JCW simpl e_type_exp 
record type exp : 
- RECORD_JCW record_body END_JCW 
record body : 
- field_specs 
field_specs SEMI 
field_specs SEMI variant_dcl 
variant_dcl 
id_colon_frob : 
IDENTIFIER COLON 
variant_dcl: CASE_ICW IDENTIFIER COLON simple_type_exp OF_KW union_components 
id_colon_frob CASE_KW IDENTIFIER COLON simple_type_exp OF_ICW 
union_colllJ)Onents 
field specs : 
- Ueld_apec 
field_apecs SEMI field_apec 
field spec: 
- field id 11st attrlbuted type 
field=atlrs fleld_id_lisl attributed_type 
field_attrs : 
attribute_opener field_attr_list attribute_closer 
field_attr_list: 
field attr 
field=attr_list COMMA field attr 
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field allr: 
- LAST_IS_ll:W LPAREK IDENTIFIER RPAREN 
MAX_IS_ll:W LPAREN IDENTIFIER RPAREN 
field_ld_list : 
id colon frob 
fl;ld_id-COMIIA field_id_list 
field id: 
- IDENTIFIER 
union co,aponents: 
- union coaponent 
union=components union_component 
union coaponent : 
- union tag COLOM LPAREII fleld_specs RPAREII SDII 
union-ta« COLON LPAREII field_apeca SEMI RPAREN SEMI 
union-ta« COLON LPAREN RPAREN SEMI 
union-tag COLON IDENTIFIER COLON LPAREN field_specs RPAREII SEMI 
union-tag COLON IDENTIFIER COLON LPAREN field_specs 
SEMI RPAREII SEMI 
union_tag COLON IDENTIFIER COLON LPAREN RPAREN SEMI 
unlon_tag: 
union_tag COMMA la« 
tag: 
conat_exp 
. 
proc_plr_type_exp : 
HAT PROCEDOR!!_ll:W paraaeter_liat 
1 HAT PROCEDURE_ll:W 
func_ptr_t:,pe_exp: . 
HAT P'IJIICTION_ll:W paraaeter_list COLON type_exp 
strifl8() type exp: · 
-STRINOO_ltW LBRACIŒT const_exp RBRACIŒT 
proc_def: 
proc_header IDEIITIFIER SEMI proc_options -
proc header IDENTIFIER paraaeter_list SEMI proc_options 
proc_header: 
routine_attrlbute_lisl PROCEDURE_ll:W 
f PROCEDIJRE_,:W 
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proc_options : 
list_directed_optlona 
optlon_dlrected_optlona 
t• nothing •t 
liat directed options: 
- list option element 
list=direct;d_options liat_optlon_element 
liat_optlon_eleaent : 
IDENTIFIER SDU 
optlon_directed_optlons : 
OPTION_ll:W LPAREN optlona_liat RPAREN SEMI 
options_list : 
IDENTIFIER 
optlons_list COMMA IDENTIFIER 
; 
func_def : 
function header IDENTIFIER COLON type_exp SEMI 
function=header IDENTIFIER parameter_list COLON type_exp SEMI 
funclion_header: 
routine_attrlbute_list FUNCTION_,:W 
FUNCTION_KW 
routine_attrlbute_list: 
attribute_opener routine_attributes attribute_closer 
routine_attributea: 
routine_attribute 
routine_attributes COMMA routine_attribute 
routine_attribute: 
IDEMPOTENT_ll:W 
MAYBE_ll:W 
BROADCAST_ICW 
paruieter_liat: 
LPAREN paruietera RPAREN 
paruietera: 
paruieter_spec 
parametera SEMI parameter_spec 
t• nothing •t 
parameter_apec : 
parameter_ids COLON attributed_type 
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parameter_ida: 
paramoter_attr11 parameter_id_liat 
1 
"parameter_ld_list: 
parameter_id 
parameter_id_list COMMA parameter_id 
. 
parameter id: 
IDENTIFIER 
paraineter attr11 : 
p;rameter_claas attribute_opener parameter_attr_list 
attribute_closer 
parameter class 
parameter_attr_list: 
paraaeter attr 
field attr 
para.;ter_attr_list COMMA paraaeter_attr 
parameter_attr_list COMMA field_attr 
parameter attr: 
COMM_STAnJS_ICW 
IN_KW 
OUT_ICW 
REP'_ICW 
paraaeter class: 
IN_KW REP'_ICW 
IN_KW OUT_ICW 
IN_KW 
OUT_ICW 
c_interface_tail: 
c interface_aarker c_interface_body c_interface_close 
c_interface_aarker: 
LBRACE 
c_interf.ace_close : 
RBRACE 
c_attribute_opener: 
LBRACIŒT 
c_attribute_cloaer: 
RBRACIŒT 
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c_interface_body: 
c_exporta 
c_ill))Orta c_exporta 
t• nothing •1 
c importa: 
- C _ ill))Ort 
c_importa c_import 
c_import: 
IMPORT_ICW STRING SEMI 
c_exports : 
c_export 
c_exports c_export 
c export : 
- c_type_dcl 
c_conat_dcl 
c_operatlon_dcl 
c_const_dcl: 
SEMI 
SEMI 
SEMI 
CONST_ICW c_type_spec IDENTIP'IER EQUAL c_const_exp 
c_const_exp: 
INTEGER_NUMERIC 
IDENTIP'IER 
STRING 
NIL_ICW 
TRUE_ICW 
P'ALSE_ICW 
c_type_dcl: 
TYPEDEP'_ICW c_type_declarator 
c type declarator: 
- - c_attributed_type_spec c_declarator11 
c_type_spec c_declarators 
c_attributed_type_spec: 
c_attribute_opener c_type_attributes c_attribute_closer 
c_type_spec 
c_type_attributes: 
c_type_attribute 
c_type_attributes COMMA c_type_attribute 
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c_type_attribute : 
LAST_IS_KW LPAREN IDENTIFIER RPAREN 
MAX_IS_KW LPAREN IDENTIFIER RPAREN 
t!ANDLE_KW 
TRANSMIT_AS_KW LPAREN IDENTIFIER RPAREK 
C type 11pec : 
- - c_simple_type_spec 
c_constructed_type_spec 
c_simple_type_spec: 
c_floating_point_type_spec 
c_integer_type_spec 
c_char_type_spec 
c_boolean_type_spec 
c_byte_type_spec 
c_void_type_spec 
c_nuied_type_spec 
c_handle_type_spec 
c_drep_type_spec 
c_con11tructed_type_11pec: 
c_11truct_type_11pec 
c_union_type_spec 
c_enu■_type_spec 
c_set_type_spec 
c_11tringO_type_11pec 
c_nUled_type_spec: 
IDENTIFIER 
c_floating_point_type_spec: 
TLOAT_ICW 
DOUBLE_KW 
c_integer_11ize_11pec: 
SMALL_KW 
SHORT_ICW 
LOKG_ICW 
HYPER_KW 
c_integer_aodifier11 : 
c_integer_size_spec 
UKSIGKED_KW 
UNSIGNED_KW c_integer_size_spec 
c_integer_size_spec UNSIGNED_ICW 
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c_integer_type_spec: 
INT_ICW 
c_integer_mdifiers 
c_integer_1DOdifier11 IKT_ICW 
c_char_type_spec: 
CHAR_ICW 
c_boolean_type_spec : 
BOOLEAK_KW 
c_byte_type_spec: 
BYTE_ICW 
c_void_type_spec: 
VOID_ICW 
c_handle_type_spec: 
HAKDLE_T_KW 
c_struct_type_spec: 
STRUCT_ICW c_struct_body 
l 
c_struct_body: 
LBRACE c_aember_litlt RBRACE 
c_union_type_spec : 
c_union_header LBRACE c_union_body RBRACE 
c_union_hflader: 
UKIOK_D SWITCH_ltW LPARElf c_llimple_type_spec IDEKTIP'IER RPAREK 
UKIOK_D SWITCH_ICW LPAREK c_11imple_type_11pec IDENTIP'IER 
RPAREK IDENTIFIER 
c_union_body: 
c_union_case 
c_union_body c_union_case 
c_union_case: 
c_union_case 11st c_member 
c_union_case_list: 
c_union_case_tag 
c_union_case_list c_union_case_tag 
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c union case tag : 
- -CASE=KW c_const exp COLON 
c member list.: 
- ~-111e•ber 
c me■ber_list c_member 
c member : 
- c att.ributed type spec c_member_attr i bute_list 
- c declarators SEMI 
c at.tributed_type_spec c_declarators SEMI 
c-type spec c_■e■ber_attribute_list c_declarators SEMI 
c=type=spec c_declarators SEMI 
c me■ber attribute 11st: 
- ~_attribut;_opener c_member_attributes c_attribute_closer 
c aember attribut.es: 
- ~ M■ber attribute 
c=me■ber=attributes COMMA c_■ember_attribute 
c member attribute: 
- LAST IS ICW LPAIŒN IOl!!NTirIER RPAREN 
MAX_Ïs_iw LPAREN IDl!!NTirIER RPAREN 
c enu■ type spec: 
- - ENUÎÏ ICW c enum body 
WNG-ICW EKtJM KW c enum body 
SHORT_ICW ENUM_ICW ~_enu;_body 
c_enu■_body : 
LBRACE c_enum_ids RBRACE 
c_enu■_i.ds: 
c enu■_id 
c=enum_ids COMMA c_enum_id 
c_enu■_id : 
IO!NTIP'IER 
c set type spec: 
- - BITSET_ICW c_type_spec 
WNG ICW BITSET_ICW c_type_spec 
SHORT_ICW BITSET_ICW c_type_spec 
c_stringO_type_spec : 
STRINGO_ICW LBRACICET c_const_exp RBRACKET 
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c_declar11tors : 
c_declarator 
c_declaralors COMMA c_declarator 
c_declarator: 
c_simple_declarator 
c_complex_declarator 
c_simple_declarator: 
IDENTIFIER 
c_complex_declaralor: 
CJ)Ointer_declarator 
c_array_declarator 
c_function_ptr_declarator 
c_reference_declarator 
c_pointer_declaralor : 
STAR IDENTIFIER 
STAR CONST_ICW IDENTIFIER 
CONST_ICW STAR IDENTIFIER 
c_reference_declarator: 
AMP!:R IDENTIFIER 
AMPER CONST_ICW IDENTIFIER 
CONST_ICW AMPER IDENTIFIER 
c_array_declarator: 
IDENTirIER LBRACKET RBRACKET 
IDENTirIER LBRACKET STAR RBRACr.t:·; 
IDENTIFIER LBRACKET RBRACKET c f. ,,,,J "-rri.y_indices 
IDENTIP'IER LBRACKET STAR RBRACP:7 •. _f ir.•,d_array_in,Jices 
IDENTirIER c_fixed_array_indicer. 
c_fixed_array_indices : 
c_fixed_array_index 
c_fixed_array_indices c_fixed_ar: ~-1 .. i r,•J•,r. 
c_fixed_array_index: 
LBRACKET const_exp RBRACKET 
c_function_ptr_declarator: 
c_function_ptr_hdr c_parameter_,;·. - ·, 
c_function_ptr_hdr: 
LPAREN STAR IDENTIFIER RPAREN 
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c operation del: 
- c_r~utine_attribute_list c_silll)le_type_spec IDENTIFIER 
c_parameter_dcls 
c si111>le type spec IDENTIFIER c_para■eter_dcls 
IDENTIFIËR cyarameter_dcls 
c_routine_attribute_list : 
c_attribute_opener c_routine_attributes c_attribute_closer 
c_routine_attributes : 
c_routine_attribute 
c_routine_attributes COMMA c_routine_attribute 
c_routine_attribute : 
1 IDEMPOTENT_ICW 
1 MAYBE_ICW 
1 BROADCAST_KW 
c_para11eter_dcls : 
tPAREN c_param_list RPAREN 
c_paru_list: 
c_para■_dcl 
c_para■_list COMMA c_paru_dcl 
1• nothing •1 
c_para■_dcl : 
c_attributed_type_spec c_para■_attribute_list c_declarator 
c attributed type spec c declarator 
c=type_spec ;_parim_attribute_list c_declarator 
c_para■_attrihute_list: 
c_attribute_opener c_para■_attribute1 c_attribute_closer 
c_param_attributes : 
c_para■_attribute 
c_member_attribute 
c_para■_attributes COMMA c_para■_attribute 
c_para■_attributes COMMA c_member_attribute 
c_para■_attribute : 
IN_ICW 
OUT_ICW 
COlal_STAnJS_ICW 
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Chapter 9 
Network Data Representation 
Most application programs treat inputs and outputs as structured values such as integers, 
arrays, and pointers; one role of NIDL is to provide syntax for descnbing these muctured 
values. However, the NCA/RPC protocol specifies that inputs and Outputs be passed in byte 
streams; the role of NDR is to suppon the mapping of NIDL data types onto byte streams. 
NDR defines scalar data types, constructed data types, and representations for these types 
in a byte stream. 
For some scalàr data types, NDR defines several data representation formats. For example, 
NDR defines ASCII and EBCDIC formats for characters. When a client or server sencis an 
NCA/RPC packet, the formats used ire determined dynamically and are identified in the 
format label of the packet. The data representation formats and the format label suppon 
the NCA multicanonical approach to data conversion. 
1bis chapter descnbes [insen attenuated rep] 
• The set of .NDR scalar types and the supponed data representation· formats for 
these types 
• The set of NDR constructed types 
• The ordering of parameter representations in NDR input and outpUt streams 
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9.1 NDR Scalar Types 
NDR defines a set of scalar data types to represent boolean values, chàracten, four mes 
or signed and unsigned mteaers. two mes of floating-point numbers, and uninterpreted 
bytes. 
For characten, integers, and floating-point numbers, NDR defines more than one represen-
ution format. "Ibe formats used in an NCA/RPC packet are idendfied tn the NDR format 
label. 
AD NDR scalar data types are multiples of bytes in length. A byte is eight bits. 
9.1.1 Conventions 
"Ibe figures in this section adopt the following conventions: 
• In depicting data types larger than one byte, we order the bytes from top to 
bottom. The topmost byte appears fim in the byte stream and the bottommost 
byte appears last. 
• We do not show alignment gaps, which can appear in the byte stream before an 
item. See [] . 
• In depicting data types with bit fields, we place the most significant bit at the left 
and the least significant bit at the right . 
• We use the abbreviations •MSB" for •most significant bit" and "'LSB" for "'least 
significant bit". 
9.1.2 Booleans 
A boolean is a logical quantity that assumes one of two values: •ttue" ·-or •false". NDR 
represents a boolean as one byte. It represents a value of "'false" as a uro byte and a 
value of .. true" as a nonz.ero byte. 
Figure 9-1 illustrates the boolean data type as it appears in the byte stream. 
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---- 1 bits -----
MSB zero • false ' 
nonzero = true 
LSB 
Figure 9-1. Boolean Data Type 
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9.1.3 Characters 
NDR represents a character as one byte. Characters have two representation formats: 
ASCII and EBCDIC. Appendix D provides an ASCWEBCDIC conversion chart. 
FJgUre 9-2 Dlustrates the character type as it appears in the byte stream. 
----- 1 bita ----- ----- lblta 
ASCII Format LSBI EBCOIC Format _ 
Figurt 9-2. Characttr Data Typt 
9.1.4 Integers 
NDR defines both signed and unsigned integers in four mes: 
• small - an 8-bit integer, represented in the byte stream as one byte 
• short - a 16-bit integer, represented in the byte stream as two bytes 
• long - a 32-bit integer, represented in the byte stream as four bytes 
• hyper - a 64-bit integer, represented in the byte stream as eight bytes 
NDR represents signed integers in two's eomplement notation and represents unsigned 
integers as wisigned binary numbers. There are two integer formats: big-endian and little-
end.ian. If the integer format is big-endian, the bytes of the representation are ordered in 
the byte stream from the most significant byte to the least significant byte. If the integer 
format is little-endian, the bytes of the representation are ordered in the byte meam from 
the least significant to the most significant. 
,., 
NetworJ:. Data Representation 3 
l 
1 
l 
l -
i 
Prellmlnary and HP/Digital Confldentlal 
Figure 9-3 WUstrates the integer types in big-endian and little-endian format. 
1 bita 
email I MSB 
1 bita 
ehort 1 MSB 
1 bits 
long MSB 
a bits 
hyper MSB 
-
blg-endian 
LSBjo 
0 
1 
2 
LSB 3 
LSB 
0 
1 
2 
3 
4 
5 
6 
7 
1 bita 
• bit• 
1 bits 
MSB 
a bits 
MSB 
llttle-endian 
' , Figure 9-3. Big-Endian and Littlt_-Endian Jnteger Formats 
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9.1.5 Floating-Point Numbers · 
NDR defines single~c:ision and double-precision floating-point data types. Jt represents 
single precision in four bytes and double precision in eilht bytes. 
NDR supports the following floating-point data representation formats for single-predsion 
and double-preclsion floating point: 
• IEEE single and double floating point, which comply with IEEE standard ?54. 
• VAX F _floating and G_floating formats as defined in the VAXJ 1 Ârchittcture 
Hœu!book, Copyright 1979, Digital Equipment Corporation. [Or V.AX Ttchnlcal 
Summary. 1980?] 
• Cray floating-point format. as defined in the documentation produced by Cray 
Research, Inc. [Specific citation?] 
• IBM shon and long formats, as defined in the IBM System/370 Prlnciples of 
Operation, Copyright 1_974, International Business Machines Corporation. 
Table 9-1 is a conversion chan that shows how NDR single-precision and double-preclsion 
floating-point types correspond to the supponed floating-point formats. 
Table 9-1. NDR Floating-Point Conversions · 
NDR Conversion Values 
Values IEEE VAX Cray IBM 
single single ( 4 bytes} F (4 bytes) single (4 bytes) short ( 4 bytes) 
double double (8 bytes) G (8 bytes) double (8 bytes) long (8 bytes) 
The representation of a floating-point number comprises three fields : 
• The sign bit, which indicates the sign of the number. Values O and 1 represent 
positive and negative, respectively. Tiûs field is one bit in Jength. 
• The exponent of the number (base 16 in IBM format, base 2 in all otllers), 
, .., biased by an excess. The me of this field varies according to the format, as does 
the excess. 
• The fractional part of the number's mantissa (base 16 in IBM format. base 2 in 
all others) . This field is also called the number's coefficient. The size of this field 
varies according to the format [as does the normalization of the mantissa] . 
The remainder of this subsection describes how floating-point nwnbers are represented in 
the byte stream in IEEE, VAX, Cray, and IBM formats . 
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9.1.5.1 IEEE Format 
Single IEEE floating-point format is 32 bit! in length, consisting of a 1-bit sign. an 8-bit 
exponent field (excess 127) ànd a 23-bit mantissa that npresents a fraction ln the range 
1.0 (mclusive) to 2.0 (exclusive). Double IEEE floatïntPoint format is 6· bJts in 1ength 
with a 1-bit slgn. an 11-bit exponent (excess 1023), and a 52-bit m•ndssa. 
IEEE floating-point numbers are used on machines made by a Yariety of manufac:turers 
and based on a Yariety of archftectures. Some of these machines (for example, tbose based 
on Intel 80x86 processors) use liule-endian represemation for integers; other machines · 
(for ex.ample, those based on Motorola MC680x0 processors) use big-endian representa-
don. When a recfpient interprets an NDR byte stream whose format label speclfies IEEE 
floating-point format, it uses the lnteger representation ln the format label to determine• the 
byte order of the IEEE floating-point number. 
Figure 9-C and Figure 9-5 IIlustrate IEEE single-precision and double-precision floating-
point format in big-endian and linle-endian integer representation. 
1 bits 
slgn exponent (1) bit 
exp fractlon(1} 121 
fraction (2) 
fraction(3) 
blg-endian 
0 
1 
2 
3 
~~ 
slgn 
bit 
1 bits 
fractlon(3} 
fraction(2} 
. fractlon(1) 
exponent (1) 
ltttle-endlan 
Figure 9-4. IE~E Single-Precision Floating-Point Format 
1 bits 
•~ni exponent (1) 
exponent(2) 1 fraction (1) 
fraction (2) 
fraction (3) 
frection(4) 
·fraction (5) 
I'-' fraction (6) 
fraction (7) 
blg-endian 
0 
1 
2 
3 
4 
5 
6 
7 
1 bits 
fraction (7) 
fraction(6) 
frection(5) 
fraction ( 4) 
f rection (3) 
fraction (2) 
exponent(2) 1 fraction ( 1 } 
slgnl 
bit exponent ( 1) 
Uttle-endlan 
Figure 9_-5. IEEE Double-Precision Floating-Point Format 
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9.1.5.l VAX Format 
VAX architecture defines four floating-point formats: F_floating, D_floating, G_fioating, 
and H_floating. F _floating format is 32 bits in length, including a 1-bit sign, an 8-bit 
exponent (excess 128), and a 23-bit mantissa that represents a fraction in the range 
0.5 (inclusive) to 1.0 · (exclusive). D_Ooating format is 64 bits, with a 1-bit sign, an 8-bit 
exponent. and a 56-bit mantissa. G_floating format is a1so 64 bits, with a 1-bit sign, an 
11-bit exponent (excess 1024), and a 52-bit maodssa. H_floating format is 128 bits. 
Although the VAX architecture suppon.s four floating-point formats, NDR uses only VAX 
F _floating format to represent VAX single-precision floating-point numbers and VAX 
O_floating format to represent VAX double-prec:ision floating-point numbers. 
Figure 9-6 and Figure 9-7 illustrate VAX F and G floating-point representations as they 
appear in the byte stream. 
Field Stze ___ _ 1 bits ln Bits 
1, 7 
1, 7 
8 
8 
1:f fraction ( 1 ) 
slgn exponent (1) bit 
fraction (3) 
fraction(2) 
Byte 
Offset 
0 
1 
2 
· 3 
Figure 9-6. VAX Single-Precision (F) Floating-Point Format 
Field Slze 
ln Bits 
(Field slzes ln 4, 4 
first byte have 
been corrected.] 1, 7 
8 
8 
8 
8 
,, 8 
8 
8 bits 
exponent (2) 1 fraction(1) 
slgnl 
bit exponent (1) 
fraction (3) 
fraction (2) 
fraction (5) 
fraction(4) 
fraction (7) 
fraction (6) 
Byte 
Offset 
0 
, 
2 
3 
4 
5 
6 
7 
Figure 9-7. VAX Double-Prtcision (G) Floating-Point Format 
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Table 9-2 defines the fields in Figure 9-6 in VAX architecrure tenns. 
Table 9-2. VAX F Fk>atln,-Poinl Fields 
Field Name Bit Field 
Exponent(1) 8:1-4 
Exponent(l) 1:1 
Sign Bit 15:15 
Fracâon(1) 0:6 
Fracâon(l) 24:31 
Fracâon(3) 16:23 
Figure 9-6 and Figure 9-7 Dlustrate VAX F and O floating-pofnt format as they appear on 
VAX machines, which use a linle-endian representation for integers. However, some 
machines may implement VAX floating-point format with a big-endian representation. 
When a recipient interprets an NDR byte stream whose format label specifies VAX float-
ing-point format, it uses the integer representation in the format label to detennine the 
byte order of the floating-polnt number . 
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9.1.5.3 Cray Format 
Cray machine archhecture defines only a double-preclsion floating-point format. However, 
because Cray machines may be required to bandle single-precision floating-point values (for 
instance, if single-precision values are specified in an interface de finition), NDR defines a 
slngle-precision floating-point format for Cray machines; this 1ormat ls identical to IEEE 
big-endian lhon format. 
A Cray double-precision floating-point number is 6◄ bits in length and consists of a 1-bit 
sign, a 15-bit e.xponent (1638◄ excess), and a ◄8-bit fraction. [Range for fraction?] A Cray 
slngle-precision floating-point number is 32. bits in length and consists of a 1-bit sign. an 
8-bit e.xponent (excess 12.7), and a 23-bit mantissa that represents a fraction in the range 
1.0 (inclusive) to 2.0 (exclusive). 
Figure 9-8 IDustrates the Cray floating-point formats. 
slgn 
bit 
1:r 
. 
1 bita 
exponent (1) 
fraction{1) 
fraction (2) 
fraction{3) 
slngle-preclslon 
0 
1 
2 
3 
stgnl 
bit 
1 bits 
exponent (1) 
exponent (2) 
fraction (1) 
fraction (2) 
fraction (3) 
frection(4) 
fraction(5) 
fraction (6) 
double-preclslon 
Figure 9-8. Cray Floating-Point Formats 
9.1.S.4 IBM Format 
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4 
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6 
7 
The mM [System/360 and System/370] architecture defines shon and long floating-point 
formats for single-precision and double-precision floating-point values, respectively. An IBM 
shon f.!.o_,ating-point number consists of a 1-bit sign, a 7-bit exponent, and a 24-bit fraction. 
An IBM long floating-point number consists of a 1-bit sign, a 7-bit exponent, and a 56-bit 
fraction. [Ranges for fractions'J] The IBM formats represent both the exponent and the 
fraction in hexadecimal rather than binary notation. Consequently, the exponent is base 
16, wtùle the fraction is composed of either six 4-bit hexadecimal digits or founeen 4-bit 
hexadecimal digits. 
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Figure 9-9 Wustrates the IBM short and long floating-point formats. 
':ri 
lblt1 ·----
exponent 
fraction (1 ) 
fraction (2) 
fraction(3) 
alngle-preclslon 
0 
1 
2 
3 
S::I 
lblts . ----
exponent 
fractlon(1) . 
fractlon(2) 
fractlon{3) 
fraction{4) 
fractlon(S) 
fractlon(6) 
fractlon(7) 
double-preclslon 
Figure 9-9. IBM Floating-Poinl Format 
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Figure 9-9 Wustrates IBM floating-point format as it appears on IBM 360 m3chines. which 
use a big-enclian represent:a~on for integers (and floating-point numbers?]. However. some 
machines may implement IBM floating-point with a tittle-endian representation. When a 
reclpient interprets an NDR byte st:ream whose format label speclfies IBM floating-point 
format. it uses the integer representation in the format label to determine the byte order of 
the floating-point number. 
Note that IBM PCs use IEEE single-precision format rather than IBM short format. 
9.1.6 Uninterpreted Bytes 
NDR defines an uninterpreted byte data type for which no internat format is defined and 
on which no format conversions are made. 
', 
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9.2 NDR Constructed Types 
NDR supports data types that are constructed from the NDR sc:a1ar data typeS descnbed in 
the previous section. The NDR constructed types include 1JT1ys, strings, strUctures, unions, 
nriant structures, pipes, and pointers. 
NDR represents every NDR comtructed type as a sequenee of NDR scalar values. The 
representation formats for these scalar values are ldentified in the NDR format label. 
AD NDR constructèd data types are multiples of bytes in length. 
9.2.1 Conventions 
The figures in this section adopt the following conventions: 
9.2.2 Arrays 
• We order data from left to right. The leftmost item appears first in the byte 
stream and the rightmost item appears last. 
• We do not show alignment gaps, which can appear in the byte .stream either 
. before or within an item. See []. 
• We use ellipsis points between items labeled •first" and •1ast" to indicate that any 
nu.mber of items can appear in the byte Stream. Unless we state otherwise, at least 
one item, which would be both first and last, must appear. We use ellipsis points 
between items labeled •first" and •penultimate" similarly. Figure 9-10 gives one 
cxample of this notation. 
• We use braces and arrçws to indicate an item whose composition is exploded in 
another pan of the figure. Figure 9-15 gives one ex.ample of this notation. 
• We use the abbreviations •max" for •maximum" and •rep" for "'representation." 
An array is an ordered, indexed collection of homogeneous elements. The elements of an 
array can be of any NDR scalar or consoucted type except [pipes? small arrays? confor-
mant/varying arrays/structures'1?]. 
NDR defines several representations for arrays. The representation used depends on 
• Whether the array is unidimensional or multidimensional 
• Whether the array is conformant 
• Whether the array is varying 
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NDR defines special representations for arrays that conta~~ pointers (descn'bed in []) 
and for structures tbat contain a conformant array (described in (]). 
For backward compatibility wtth previous versions of NCA. NDR supporù several smal1 
array typeS, which ~ desaibe in []. Where necessary for cla.rity, we refer to the arrays 
desaibed here in dus subsec:don u large arrays. 
t.2.2.1 Unldlmemlonal Flxed Arrays 
A fixed array 1s an array tbat 1s nelther conformant nor nrying. In a fixed array, the 
maximum number of elemerus is tnown a priori. and every element 1s passed in every caD. 
NDR represents a fixed array as an ordered sequence of representations of the array 
elements. 
Figure 9-10 Wustrates a fixed array as it appears in the byte stream. 
slz• per 
element type 
rep of 
first element ••• 
•lz• per 
elernent type 
rep of 
last element 
Figure 9-10. Unidimtnsiona! Fued Array Reprutntation 
9.2.1.2 Unldimenslonal Conformant Arrays 
A conformant array is an array ·in which the maximum number of elements is not known 
a priori and therefore is included in the representation of the array. 
NDR represents a conformant array as an ordered sequence of representations of the array 
elements, preceded by an unsigned long integer. The integer gives the ·ma.xmium number of 
elements in the array. 
A conformant array can contain at most 232 - 1 elements. 
Figure 9-11 illustrates a conformant array as it appears in the byte stream. 
~ bytes 
max count 
slze per 
element type 
rep of 
first element ••• 
alze per 
element type 
rep of 
last element 
Figure 9-1 J. Unidimtnsional Conformant Ârray Rtpresentation 
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9.1.2.3 UnidimensionaJ Varying Arrays 
A varying array is an array in wbich the ac:tual munber of elements passed in a given call 
varies and therefore is included in the representation of the array. 
NDR represents a varying array as an ordered sequence of representations of the array 
elements, preceded by two unsigned long integers. The first tnteger gives the offset from 
the fun index of the array to the first index of the ac:tual subset being passed. The second 
integer gives the ac:tual number of elements being passed. 
A varying array can contain at most 232 - 1 elements. 
Figure 9-12 Wustrates a varying array as it appears in the byte stream. 
4 bytes 4 bytes 
. 
offset ectual count 
alze per 
element type 
rep of 
first element 
slze per 
eleme!'\t type 
rep of 
.. • last element 
Figure 9-12. Unidimensional Varying A."ay Representation 
9.1.l.4 Unidimensional Conformant and Varying Arrays 
An array can be bath conformant and varying. 
NDR represents a conformant and varying array as an ordered sequence of representations 
of the array elements, preceded by three unsigned long integers. The first integer gives the 
maximum number of elements in the array. The second integer gives the offset from the 
first index of the array to the first index of the actual subset being passed. The third 
integer gives the actual nu.mber of elements being passed. 
A conformant and varying array can contain at most 232 - 1 - o elements, where o is the 
offset. 
Figure 9-13 illustrates a conformant and varying array as it appears in the byte stream. 
,, 
4 bytes 4 bytes 
max count offset 
4 bytes 
slze per 
element type 
ectua: count rep of 
first element ... 
alze per 
element type 
rep of 
lest element 
Figure 9-13. Unidimensional Conformant and Varying Array Representation 
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9.2.1.5 Ordering of Elements in Multidlmensional Arrays 
NDR orders multidimensional array elements so that the index of the first dimension varies 
llowest and the index of the 1ast dimension varies fastest. 
For example, consfder an array in two dimensions with indexes nnging from O to 1 in the 
first dimension and from O to 2 in the second dimension. NDR orders the elements of the 
array as follows: 
A(O, 0), A(O, 1), A(O, 2), A(1, 0), A(1, 1), A(1, 2) 
where the notation A( J, J) denotes the element with index i in the first dimension and 
index/ in the second dimension. 
9.2.2.6 Multidimenslonal Fixed Arrays 
A multidimensional array is fixed if in al1 of lts dimensions, the maximum number of 
elements 1s known a priori. and every element 1s passed in every call. 
NOR represents fixed multidimensional arrays in the same format as fixed uniclimensional 
arrays, as shown in Figure 9-14. 
slze per 
element type 
rep of 
first element ••• 
slze per 
element type 
rep of 
last element 
Figure 9-14. Multidimensional Fixed Array Represen.tation 
9.2.2. 7 Multidimensional Conformant Arrays 
A multidimensional array is conformant ü the maximum 5iu in any of its dimensions is not 
known a priori. 
NOR represents a multidimensional conformant array as an ordered sequence of unsigned 
long integers, followed by an ordered sequence of representations of the array elements. 
The integers give the maximum me in each dimension of the array. 
,, 
A multidimensional conformant array can span at most 232 - 1 elements in each dimension. 
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Figure 9-15 Wustrates a m~dimensional conformant amy as tt appears in the byte 
stream. 
• bytes 
max count 
for farst 
dimension ••• 
• bytH 
max count 
for last 
dimension 
t 
.,.., elze per rJIIA_._..___,, element type 
max counts rep of 
first element ... 
elz• per 
element type 
rep of 
last element 
Figure 9-JS. MulddimUJSional Co,if ormant May Rtprutntation 
9.2.2.8 Multidimensional Varying Arrays 
A multidimensional array is varying ü the ac:tUal siu in any of its dimensions varies. 
NDR represents a multidimensional varying array as an ordered sequence of pairs of 
unsigned long integers, followed by an ordered sequence of representations of the array 
elements. There·is one integer pair for each dimension of the array. The first integer gives 
the offset from the first index in the dimension to the first index of the subset being 
passed. The second integer gi_ves the actual size in the dimension for the subset being 
passed. 
A multidimensional varying array can span at most 2'2 - 1 elements in each dimension. 
,, 
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Figure 9-16 Wustrates a multidimensional varying array as it appears in the byte stream. 
The offsets and actual counts iterate pairwise. 
4 bytes 4 bytes 4 bytes 4 bytes 
offset ectual count offset actual count 
for first for first 
••• 
for lest for lest 
dimension dimension dimension dimension 
t 
alze per •lz• per 
' 
,., 
\ element type element type 
offsets and rep of rep of 
ectuat counts farst element ••• lest element 
~., ... 
Figurt 9-16. Mullidimtnsional Varying Array Rtprtstntation 
9.1.2.9 Multidimensional Conf'ormant and Varylng Arrays 
A multidimensional array can be both conformant and varying. 
NDR represents a multidimensional conformant and varying array as an ordered sequence 
of WlSigned long integers, followed by an ordered sequence of pairs of unsigned long 
integers, followed by an ordered sequence of representations of the array elements. ln the 
sequence of integers, there is .. one integer for each dimension of the array, and the integers 
give the maximum me in each . dimension. In the sequence of pairs of integers, there is 
one pair of integers for each dimension of the array; the first integer gives the offset from 
the first index in the dimension to the first index of the subset being passed, and the 
second integer gives the actual size in the dimension for the subset being passed. 
Each dimension of a multidimensional conformant and varying array ~n span at most 
232 - 1 - o elements, where o is the offset in that dimension. 
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Figure 9-17 illustrates a mµhidimensional conformant and varying array as it appears in the 
byte stream. The offsets and actual counts iterate pairwise. · · 
, bytes C bytes 
max count max count 
for first 
••• 
for lest 
dimension dimension 
C bytet C bytes C bytes , bytes 
offset actual count offset ectuat count 
for first for first ••• for le.st for last dimension dimension dimension dimension 
t 
slze per alze per 
' 
_,., 
~ ~ \ element type element type 
max counts offsets end rep of rep of 
actual counts first element ••• le.st element 
Figure 9-17. MultiduMnsional Conformant and Varying Array Rtpreseruation 
9 .2.3 Small An-ays 
For backward compatfüility with previous versions of NCA, NDR defines small varying 
arrays and small conformant and varying arrays. The elements of a small array can be of 
any NDR scalar or constructed type except pipes, conformant and/or varying arrays (large 
or small), and structures that contain conformant and/or varying arrays (large or small). 
' NDR defines special representations for structures that contain a small varying array or a 
small conformant and varying array (descnbed in []). 
9.l.3.1 Small Unidimensional Varying Arrays 
NDR represents a small varying array as an ordered sequence of representations or the 
array elements, preceded by an unsigned short integer giving the actual number or elements 
being J)B"sed. 
A small varying array can contain at most 216 - 1 elements. 
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Figure 9-18 Wustrates a small varying arny as it appean in the byte sueam. 
2bytH 
1tze per 
element type 
etze per 
efementtype 
------ r-::::-7 ■--~ al rep of ectu count flrst element 
Fi1ure 9-18. Small Unldimenslonal Var:,ln, Array RtprunuaJlon 
f.1.3.1 Small Unidimensional Conformant and Varylng Arrays 
NDR represents a smaD conformant and varying array as an ordered sequence of 
representations of the array elements, preceded by two unsigned short lntegers. 'Ibe first 
integer gives the maximum number of elements !n the 1JT1.y. 'Ibe second lnteger gives the 
actual number of elements being passed. 
A small conformant and varying array can conta.in at most 216 -1 elements. 
Figure 9-19 Wustrates a smail conformant and varying array as it appears in the byte 
stream. 
2 bytes 
max count 
2 bytes 
1lze per 
element type 
slz• per 
element type 
rep of rep of 
actuat count first element ■■■ lest element 
Figure 9-19. Small Unidimensional Conformant and Varylng Array Representation 
9.l.3.3 Ordering of Elements in Small Multidimensional Arrays 
As with large multidimensional arrays, the elements of a small multiclimensional array are 
ordered so that the index of the first dimension varies slowest and the index of the last 
dimension varies fastest. 
See the example in l]. 
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9.l.3.◄ Smatl Multidimensl_onal Varylng Arrays 
NDR represents sma1l multidimensional varying arrays in the same format as small 
unidimensional varying arrays, as shown in Figure 9-20. 
2 bytea 
•lz• per 
element type 
•lz• per 
element type 
actuat count rep of 
first element ••• 
rep of 
le.st etement 
Figure 9-20. Small Mu.Jtidimtnsional Varyinz A"ay Repruentation 
Only the first dimension of a small array can be varying; other dimensions must be fixed. 
The actual count is for the enûre array, not for the first dimension. 
A small multidimensional varying array can contain at most 216 -1 elements. 
9.2.3.5 Small Mulûdimensional Conformant and Varying Arrays 
NDR represents small multidimensional conformant and varying arrays in the sa.me format 
as small unidimensional conformant and varying arrays, as shown in Figure 9-21. 
2 bytes 
max count 
2 bytes 
•Ize per 
element type 
actual count rep of 
first element ••• 
•Ize per 
element type 
rep of 
tast element 
Figure 9-21. Small Multidimensional Coriformant and Varying Array Representation 
Only the first dimension of a small array can be conformant and varying; other dimensions 
must be fixed. The maximum and actual counts are for the enûre array, not for the first 
dimension. 
A small multidimensional conformant and varying array can contain at most 216 - 1 
elements. 
9.2.4 Zero•Terminated Strings 
A uro--terminated string is an ordered collection of characters terminated by a null 
character. 
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NDR represents a zero-terminated string as an unsigned shon integer giving the number of 
non-null characters in the string, followed by represcntations of the non-null characters in 
the string, followed by a zero . byte. 
A zero-terminated string can contain at most 2 H - 1 non-null characters. 
Figure 9-22 Wustrates a zero-t.ermfnated string as ft appears in the byte stream. 
2 bytes 1 byt• 1 bVt• 1 byte 
count of rep of flrst I rep of lest 
.__"_on-n __ u_u_cha __ ra_ct_ers __ ~_cha __ ra_ct_e_r-'••• .__char __ a_ct_e_r __ z_e_ro _ _, 
Figurt 9-22. Ztro-Ttrmlnattd String Rtprutntatlon 
9 .2.5 Structures 
A structure is an ordered ·collection of possibly heterogeneous members. A structure 
member can be of any NDR scalar or constructed type. However, a conformant array 
(large or small) can appear in a structure only as the 1ast member, and a structure that 
contains a conformant array (large or anal!) can appear in another structUre only as the 
last member. 
NDR represents a structure as an ordered sequence of representations of the structure 
members. 
Figure 9-23 illustrates a structure as it appears in the byte stream. 
slze per 
member type 
rep of 
first member ••• 
slze p·er 
member type 
rep of 
fast member 
Figure 9-23. Structure Representation 
NDR defines special representations for structures that contain a conformant array 
(descnbed in []) and for structures that contain pointers (descnbed in []). 
" 
' 
9.2.6 Structures Containing An-ays 
NDR defines special representations for a structure Ùlat contains a conformant array or a 
conformant and varying array. 
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9.2.6.1 Structures Contalnlng a Conformant Array 
A structure can contain a conformant array only as its last member. 
In the NDR representation of a structure that contains a conformant array, the WlSigned 
long integers that give maximum element counts for dimensions of the arny are promoted 
to the beginning of the structure, and the array elemems appear in place at the end of the 
structure. If a structure that contains a conformant array is melf a member of another 
structure, the maximum element counts are further promoted to the beginning of the 
embedding structure. Promotion of the maximum counts iterates through any other 
consecutively embedding structures. 
The maximum element counts are promoted so that. when necessary, a rec:ipient of the 
structure can use the counts to determine how much storage to allocate for the structure. 
Figure 9-24 illustrates a structure containing a conformant array as it appears in the byte 
stream. 
I 
4 bytes 
max count 
for first 
dimension 
t 
"' 
max counts 
for array 
••• 
4 bytes 
max count 
for lest 
dimension 
slze per 
, member type 
rep of 
first 
••• 
member 
slze per slzes per 
member type element type 
rep of reps of 
penultimate array 
member elements 
Figure 9-24. Representation of a Structure Containing a Conformant Array 
A structure that contains a unidimensional conformant array bas a degenerate form of this 
representation, with only one maximum count. 
9.1.6.1 Structures Containing a Conformant and Varying Array 
A stru~e can contain a conformant and varying array only as its last member. 
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ln the NDR representation of a structure that contains a conformant and varying array, 
the maximum counts for dimensions of the &?Tay are promoted to the beginning of the 
suucture, but the offsets and acrual coums remain in place at the end · of the suuc:wre, 
tmmediately preceding the array elements. If a structure t:hat contafns a conformant and 
varying array ls &self a member of another structure, the maximum counts are funher 
promoted to the beginning of the embedding structure. Promotion of the maximum counts 
iterates through any other consecutively embedding structures. 
The maximum counts are promoted so that a recipient of the structure can use the counts 
to determine how much storage to aDocate for the structure. The offsets and actual counts 
do not impinge on storage allocation and therefore are not promoted. 
Figure 9-25 Wustrates a structure containing a conformant and varying arny as it appears 
in the byte stream. The offsets and actual COWltS iterate pairwise. 
4 bytH 
max count 
for first 
dimension 
4 bytes 
••• 
max count 
for last 
dimension 
4 bytes 
offset 
for first 
dimension 
4 bytH 
e.ctual count 
for flrst 
dimension ••• 
4 bytes 
offset 
for last 
dimension 
4 bytes 
e.ctual count 
for lest 
dimension 
,., alze per 
I , member type 
t 
alze per -,.. alzes per 
member type ,.""' _ _,..__,, element type 
max counts rep of 
for arrey flrst ••• 
member 
rep of 
offsets and reps of penultimate 
actual counts e.rrey member elements 
Figure 9-2S. Represeruation of a Structure Containing a Conformant and Varying Array 
A structure that contains a unidimensional conformant and varying array has one maximwn 
count, one offset, and one actual count. 
9.2.7 Structur~ Containing Small Amlys 
For backward compaubility with previous versions of NCA, NDR defines representations 
for a structure that contains a sm.all varying array or a small conformant and varying array. 
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Figure 9-23 illustrates a pipe as it ~ppears in the byte stream. 
4 bytes 
•lz• per 
•l•m•nt tvP-
alz• per 
•••~nt typ• 
count first element 
of elements· of chunk ... 
ln chunk 
last element 
of chunk 
' ~ 
~■--
lest 
nonzero 
chunk 
\ 4 bytes 
zero 
Figure 9-29. Pipe Representalion 
A pipe cannot be an element of another pipe, an e~ent of an array, a member of a 
structure or variant structure, or a member of a union. 
9.2.10 Pointers 
NDR defines three classes of pointers that differ both in semantics and in representation: 
• A .. reference pointer" cannot be null and cannot be an alias. 
• A .. unique pointer" can be null but cannot be an alias. 
• A .. full pointer" can be null and can be an alias. 
If a pointer points to nothing, it is null. 
If the input and output byte sueams pertaining to one remote procedure call contain 
several pointers that point to the sa.me tlùng, the first of these pointers to be transmitted 
is considered primary and the others are considered aliases. 
The scope of aliasing for a pointer extends to all streams transmitted in the ser\'ice of one 
remote procedure call: any inputs in Ùle request that initiates the call, any outputs in the 
respocle 'to the call, and any inputs and outputs associated with callbacks that occur during 
execution of Ùle call. The headers of Ùle packets in which these streams are transmitted all 
have the same sequence number. 
Aliasing does not apply to null pointers. 
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We refer to pointers that are parameters in remote procedure calls as •top level pointers" 
and we refer to pointers that are elements of arrays, members of structures, or members of 
unions as •embedded pointers•. NDR defines different representations for top level and 
embedded pointers. O desc:nl>es the NDR representation for top level pointers. [) describes 
the NDR representation for embedded pointers. 
9.2.11 Top Level Pointers 
This subsection describes the NDR representation for pointers that are parameters in 
remote procedure calls. 
9.1.11.1 Top Level Full Pointers 
NDR represents a nuD full pointer as an WlSigned long lnteger with the value zero. 
NDR represents the first instance in a byte sueam of a non-null full pointer in two pans: 
the first pan is a nomero unsigned long integer that identifies the referent: the second part 
is the representation of the referent. NDR represents subsequent .instances in the sa.me byte 
stream of the same pointer only by the refere.nt identifier. 
Each referent in the input and output streams pertaining to one remote procedure call is 
associated with a referent identifier. A primary pointer and its aliases all have the same 
referent identifier. [Referent identifiers required to be unique? dense? sequential? 
·- Requirements extend to embedded pointers.] 
Figure 9-30 illustrates the three possible representations for top level full pointers. 
null 
non-null, 
first Instance 
ln the byte streem 
non-null, 
subsequent Instance 
ln the byte stream 
• bytes 
referent 
identifier 
• bytes 
referent 
identifier 
slze per 
referent type 
rep of 
referent 
Figure 9-30. Top Level FuII Pointer Representation 
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9.2.11.2 Top Level Unique Pointers 
NDR represents a nuD unique pointer as an unsigned long integer with the value zero. 
NDR represents a non-nuD wûque pointer in two pans. The first pan is an unsigned 
long integer with an arbitrary nonzero value. The second pan is the representation of the 
referent. 
Figure 9-31 Wustrates top Jevel nuI1 and non-null wûque pointers as they appear in the 
byte stream. 
non-null nonzero 
slze per 
nferent type 
rep of 
referent 
Figurt 9-31. Top Ltvel Unique Pointer Representation 
9.2.11.3 Top Level Reference Pointers 
A reference pointer must refer to something and cannot be null. 
NDR represents a top level reference pointer simply as Ùle representation of its referent. 
Figure 9-n illustrates a top Jevel reference pointer as it appears in the byte stream. 
slze per 
referent type 
rep of 
referent 
Figure 9-J2. Top uvel Reference Pointer Representation 
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9.2.12 Embedded Pointers 
This subsection descn'bcs the NDR representation for pointers that are ~ements of arrays, 
members of structures, or members of unions. 
· In the NDR representation of an embedded pointer, the representation of the pointer-
ref erent is sometimes deferred to a later position in the byte stream while the pointer itself 
is represented in place as part of the consuucted type. 1bis method of representation 
makes possible certain optimizadons in implemenwions of NCA. 
9.1.12.1 Embedded Full Pointers 
A full pointer is represented in place by an unsigned long integer. If the pointer is null, the 
integer has the value uro. If the pointer is non-null. the integer is the referent identifier. 
The representation of the referent of a primary pointer may be deferred to a later position 
in the byte Stream. Subsection 9.2.12.4 describes the algorithm for deferral. Except for this 
possible def errai, the representation of an embedded full pointer is identical to that of a 
top level full pointer. 
Figure 9-33 illust:rates the three possible representations for embedded full pointers. 
null 
non-null, 
flrst Instance 
ln the byte stream 
non-nul!, 
subsequent Instance 
ln the byte stream 
4 bytes 
possible 
deferral 
-------·-·-----
referent 
Identifier 
slze per 
referent type 
rep of 
referent 
-----~-------------J 
4 bytes 
referent 
Identifier 
Figure 9-33. Embedded Full PoinJer Representation 
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t.2.12.2 Embedded Unique Pointers 
A unique pointer is represented in place by an unsigned long integer. If the pointer is null, 
the integer bas the value zero. If the pointer is non-nùn, the integer bas an arbitrary 
nomero value. 
The representation of the referent of a unique pointer may be deferred to a later position 
in the byte me.am. Subsection 9.2.12.4 describes the algorithm for deferral. Except for tlùs 
possible def errai, the representation of an embedded unique pointer is identical to that of a 
top level unique pointer. 
Figure 9-34 IDustrates embedded nuil and non-null unique pointers as they appear in the 
byte stream. 
null 
non-null 
possible 
• bytes deferral 
alze per 
referent type' 
1 no-ro [~~~~-..... _r_~8_t~_r_~n_\_.., 
Figure 9-34. Embedded Unique Pointer Representation 
9.2.12.3 Embedded Reference Pointers 
An embedded reference pointer is represented in two parts, a four byte value in place and 
a possibly deferred representation of the referent. 
The reference pointer itself is represented in place by four bytes of arbitrary value. 
The representation of the referent of the reference pointer may be deferred to a later 
position in the byte stream. Subsection 9.2.12.4 describes the algorithm for deferral. 
Figure 9-35 illustrates an embedded reference pointer as it appears in the byte rueam. 
posslble 
4 bytes deferral 
alze per 
referent type 
1 amwa~ 1 ~~~~~-..... _r_~~-~_re_0n_\_ .... 
Figure 9-35. Embedded Reference Pointer Representation 
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9.2.12.4 Algorithm lor Deferral of Referents 
If a pointer is embedded in an array, structure, or union, the representation of its referent 
is def erred to a position in the byte stream following the representation of the construction 
that embeds the pointer. Representations of pointer referents are ordered according to a 
left-to-right, depth-first traversai of the embedding construction. Following is an elaboration 
of the dcf errai algorithm in detail: 
• If an array, structure, or union embeds a pointer, the representation of the refer-
ent of the pointer is deferred to a position in the byte meam following the repre-
sentation of the embedding construction. 
• If an array or 5tructure embeds more tban one pointer, all pointer referent repre-
sentations are deferred, and the order in which referents are represented is the 
order in which their pointers appear in the array or structure. 
• If an array, structure, or union embeds another array, structure, or union, referent 
representations for the embedded construction are further deferred U> a position in 
the byte stream following the representation of the embedding construction. The 
set of ref erent representations for the embedded construction is fnserted among 
the referent representations for any pointers in the embedding ~onstruction, ac-
cording to the order of members in the embedding structure. 
• The deferral of referent representations iterates through all successive embedding 
arrays, structures, and unions to the outermost array, 5tructure, or union. 
9.3 NDR Parameter Representations 
The data type representations defined in Sections 9.1 and 9.2 are applied to the parame-
ters transmitted as inputs and outputs in remote procedure calls. 
NDR defines two modes of parameter representation: • attenuated" representation and 
.. full" representation. 
9.3.1 Attenuated Parameter Representation 
In the attenuated NDR representation of a parameter, the data type representations 
defined in Sections 9 .1 and 9 .2 are applied, but some parts of those representations are 
omineq_. 
" 
Attenuated representation can be used when a receiver does not require the actual value of 
a parameter but requires information about how to store the parameter. Examples of such 
information include the topology of a pointer-based data structure and the length of a 
varying array. 
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An attenuated representation includes only the following infonnation: 
• Union discriminators 
• The •in place• representations of full pointers 
• The .. in place" representations of unique pointers 
• Array conformance information (maximum counts) 
• Array variance information (actual counts) 
9.3.2 Full Parameter Representation 
In the full NDR representation of a parameter, the parameter is represented according to 
its data type exactly as defined in Sections 9.1 and 9.2. 
Full representation is used whenevcr a receiver requires the actual value of a parameter. 
9.4 NDR Input and Output Streams 
NDR represents the set of inputs .or outputs in a remote procedure cail as a byte stream. 
The byte stream consists of two parts; one part represents parameters that are pipes and 
the other part represents parameters that are not. pipes. The first value in each part of the 
byte stream is aligned at a byte stream index that is a multiple of eight. To produce this 
alignment, a gap of bytes of arbitrary value may separate the two parts. The figures in this 
section do not show such gaps. 
In the representation of a set of input parameters, the representations of pipes appear 
last. In the representation of a set of output parameters, the representations of pipes 
appear first. 
Figure 9-36 illustrates the byte stream that represents a set of inputs. Figure 9-37 
illustrates the byte stream th.at represents a set of outputs. 
slze per slze per slze per slze per 
parameter type parameter type parameter type parameter type 
,, rep of first rep of iast rep of rep of 
non-pipe 
••• non-pipe first pipe • •• last pipe parameter parameter parameter parameter 
Figure 9-36. An NDR Input Stream 
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slze per slze per slze per slze per 
p .. rameter type parameter type parametor type parameter type 
rep of rep of rep of first rep of last 
first pipe ••• last pipe non-pipe ••• non-pipe parameter rameter arameter paremeter 
Figure 9-37. An NDR Output Stream 
The byte stream representing a set of inputs or outputs is transmitted either as the body of 
one packet or as the bodies of several packets, as descnbed in []. 
9.5 Data Representation Format Label 
The NDR format label is a \'CCtor of byteS that identifies the particular data representation 
formats used to represent scalar values in both the header and the body of an NCA/RPC 
packet. The format label is itsclf part of the packet header. See the NCA/RPC packet 
definition in [). 
Figure 9-38 illustrates the NDR format label. The four most significant bits of the first byte 
indicate integer format. The four least significant bits of the first byte indicate character 
format. The second byte indicates fioating-point representation format. The third and 
fourth bytes are reserved for future use and must contain Os. 
8 bits 
integer I character 
representation representation 
floating-point 
representation 
reserved for future use 
reserved for future use 
0 
1 
2 
3 
Figure 9-38. Data Represeruation Format Label 
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Table 9-3 lists the values usociated with integer. character. and fioating-point formats. 
Table 9-3. Format Labtl Values 
Data Type Value in Label Format 
character 0 ASCII 
1 EBCDIC 
intcger 0 big-endian 
1 little-cndian 
noating-point 0 IEEE 
1 VAX 
2 Cray 
3 IBM 
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Annexe E: 
Exemple SINOP 
binop.idl 
luuid141979f30a000.0d . OO . OO . fb . 40 . 00 . 00.00), port{dds : (19], ip : (6677]), 
version(lll 
interface binop 
[idempotent] 
void binopSadd( 
handle_t (in) h, 
long (in) a, 
long (in] b , 
long [out) •c 
) ; 
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lmpl / Stubs 
binop.h 
lifndef binop_included 
ldefine binop_included 
linclude "idl_base.h" 
linclude •rpc.h" 
static rpc_Sif_spec_t binopSif_spec • 
l, 
(0, o . 6677 , o. o. 0, o . o . 0, 0, 0, 0 , 0 , 19, o . 0, 0, 0, 0, 0, 0, 
o . 0, o . o . o . o . 0, 0 , o. 0, 0), 
l, 
{0x◄ l979f30 , 
0xaooo . 
o. 
0xd, 
} ; 
{OxO , 0x0, 0xfb, Ox◄0, 0x0, 0x0, 0x0}} 
extern void binopSadd 
#ifdef _STDC_ 
( 
;• [in] •; handle_t h , 
;• [in] •; ndr_Slong_int a, 
;• [in] •; ndr_Slong_int b, 
;• [out] •; ndr_Slong_int • c); 
#el.se 
(); 
lendif 
typedef struct bi nopSepv_t 
void (*binopSadd) 
lifdef _STDC_ 
( 
1 · [in) •; handle 
-
t h. 
1• [in) •; ndr 
_Slong_int 
;• [in] •; ndr_Slong_int 
a, 
b , 
Nelse 
1• [out) •; ndr_Slong_int • C) 
() 
#end if 
binopSepv_t; 
- globalref binopSepv_t binopSclient_epv; 
globalref bi nopSepv_t binopSmanager_epv ; 
globalref rpc_Sepv_t binopSserver_epv; 
lendif 
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binop _ cswtch.c 
ldefine NIOL_GENERATED 
Ndefine NIOL_CSwrCH 
Ninclude "binop . h" 
void binopSadd(h , a , b , cJ 
handle_t h ; 
ndr_Slong_int a ; 
ndr_Slong_int b ; 
ndr_Slong_int *c ; 
t*binopSclient_epv . binopSadd) (h , a , b, c) ; 
NCS Tutorial 8 lmpl / Stubs 
binop _ cstub.c 
ldefine NIDL_GENERATED 
ldefine NIDL_CSTUB 
linclude "binop . h" 
lifndef IDL_BASE_SUPPORTS_Vl 
The version of idl_base . h is not compatible with this stub / switch code. 
#endif 
#ifndef RPC_IDL SUPPORTS Vl 
The version of rpc.idl is not compatible with this stub / switch code . 
lendif 
lifndef NCASTAT_IDL_SUPPORTS_Vl 
The version of ncastat . idl is not compatible with this stub / switch code . 
#endif 
#include "pfm . h" 
static void binopSadd_csr 
#ifdef _STDC_ 
( 
1• 1 in) •1 handle 
-
t h 
-· 1• [in] */ ndr _Slong_int 
1• [in] */ ndr _Slong_int 
;• [out] •1 ndr _Slong_int 
#else 
Ch_, a 
-· 
b 
-· 
c_) 
#endif 
Nifndef _sroc_ 
;• parameter declarations •; 
handle_t h_; 
ndr_Slong_int a_; 
ndr_Slong_int b_; 
ndr_Slong_int •c_ : 
#endif 
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binop _ cstub.c, cont'd. 
;• rpc_Ssar arguments*/ 
volatile rpc_Sppkt_t *ip; 
ndr_Sulong_int ilen : 
rpc_Sppkt_t •op ; 
rpc_Sppkt_t •routs ; 
ndr_Sulong_int olen ; 
rpc_Sdrep_t drep; 
ndr_Sboolean free_outs; 
status_St st; 
;• other client side local variables*/ 
rpc_Sppkt_t ins ; 
rpc_Sppkt_t outs : 
pfm_Scleanup_rec cleanup_rec; 
status_St cleanup_status; 
ndr_Sushort_int data_offset; 
ndr_Sulong_int bound ; 
rpc_Smp_t mp; 
rpc_Smp_t dbp ; 
ndr_Sushort_int count ; 
volatile ndr_Sboolean free_ins; 
cleanup_status • pfm_cleanup(cleanup_rec); 
if (cleanup_status.all !• pfm_Scleanup_set) 
if , free_ins) 
rpc_Sfree_pkt(ip); 
pfm_signal(cleanup_status); 
;• marshalling init */ 
data_offset • h_->data_offset; 
bound • 0 ; 
;• bound calculations */ 
bound +• 8 ; 
/* buffer allocation•; 
if 1free_ins = (bound + data_offset > sizeof(rpc_Sppkt_t) ) ) 
ip • rpc_Salloc_pkt(bound); 
else 
ip • &ins; 
rpc_Sinit_mp(mp, dbp , ip, data_offset) ; 
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binop _ cstub.c, cont'd. 
;• marshalling •; 
rpc_Smarshall_long_int(mp, a_J; 
rpc_Sadvance_mp(mp, 4) ; 
rpc_Smarshall_long_int(mp, b_); 
rpc_Sadvance_mp(mp, 4) ; 
;• runtime call •; 
ilen ~ mp - dbp; 
op• &outs ; 
rpc_Ssar(h_ , 
(long) 0 + rpc_Sidempotent, 
&binopSif_spec, 
OL , 
ip, 
ilen , 
op, 
(long) sizeof(rpc_Sppkt_tl, 
&routs, 
&olen, 
(rpc_Sdrep_t *l & drep, 
&free_outs , 
&st): 
; • unmarshalli1c init •; 
rpc_Sinit_mp(mp , dbp, routs, data_offset); 
if (rpc_Sequal_drep(drep, rpc_Slocal_drepJ) 
;• unmarshalling •; 
rpc_Sunmarshall_long_int(mp , (•c_)J ; 
else { 
rpc_Sconvert_long_int(drep , rpc_Slocal_drep, mp, (*c_)) ; 
;• buffer deallocation •; 
if (free_outsJ 
rpc_Sfree_pkt(routs); 
if ( free_ins) 
rpc_Sfree_pkt(ip ); 
pfm_rls_cleanup(cleanup_rec, cleanup_sta t us); 
globaldef binopSepv_t binopSclient_epv • { 
binopSadd_csr 
} ; 
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binop _ sstub.c 
#define NIOL_CENERATEO 
#define NIOL_SSTUB 
#include "binop.h• 
#ifndef IOL_BASE_SUPPORTS_Vl 
The version of idl_base.h is not compatible with this stub / switch code . 4'endif 
Nifndef RPC_IOL_SUPPORTS_Vl 
ThP. version of rpc . idl is not compatible with this stub / switch code. #endif 
#ifndef NCASTAT_IOL_SUPPORTS_Vl 
The version of ncastat . idl is not compatible with this stub / switch code . 1endif 
#include •pfm .h• 
static void binopSadd_ssr 
lifdef _STOC_ 
"else 
handle_t h , 
rpc_Sppkt_t • ins, 
ndr_Sulong_int ilen, 
rpc_Sppkt_t • outs, 
ndr_Sulong_int omax, 
rpc_Sdrep_t drep, 
rpc_Sppkt_t •• routs, 
ndr_Sulong_int • olen , 
ndr_Sboolean • free_outs , 
status_St • st 
h, 
ins , ilen , 
outs, omax. 
drep, 
routs, olen, 
free_outs, 
St) 
h11ndle_t h ; 
rpc_Sppkt_t *ins : 
ndr_Sulong_int ilen : 
rpc_Sppkt_t •outs; 
ndr_Sulong_int omax ; 
rpc_Sdrep_t drep; 
rpc_Sppkt_t ••routs; 
ndr_Sulong_int *olen ; 
ndr_Sboolean *free_outs; 
status_St •st ; 
tendif 
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binop _ sstub.c, cont'd. 
/* marshalling variables*/ 
ndr_Sushort_int data_offset ; 
ndr_Sulong_int bound ; 
rpc_Smp_t mp; 
rpc_Smp_t dbp : 
ndr_Sushort_int count ; 
/ * local variables*/ 
ndr_Slong_int c_ : 
ndr_Slong_int b_; 
ndr_Slong_int a_ : 
/* unmarshalling init */ 
data_offset • h->data_offset ; 
rpc_Sinit_mp(mp, dbp, ins, data_offsetl : 
if (rpc_Sequal_drep(drep , rpc_Slocal_drep)l 
/* unmarshalling */ 
rpc_Sunmarshall_long_int(mp , a_): 
rpc_Sadvance_mp(mp, 4) ; 
rpc_Sunmarshall_long_int(mp, b_J ; 
else { 
rpc_Sconvert_long_int(drep, rpc_Slocal_drep , mp , a) ; 
rpc_Sadvance_mp(mp, 41 : 
rpc_Sconvert_long_int(drep , rpc_Slocal_drep, mp , b_) ; 
/* server call */ 
binopSadd(h , a_, b_, &c_): 
bound = O; 
/* bound calculations */ 
bound +• 4 ; 
/* buffer allocation*/ 
if (*free_outs • (bound > omax)l 
•routs • rpc_Salloc_pkt(bound) : 
else 
•routs = outs : 
rpc_S i nit_mp(mp , dbp, •routs, data_offset): 
/* marshalling • ; 
rpc_Smarshall_long_int(mp, c_l : 
rpc_Sadvance_mp(mp , 4); 
•olen - mp - dbp ; 
st->all - status_Sok ; 
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Annexe F: 
Etudes et mesures 
Annexe F.I : 
Fiabilité 
4. Dependability 
What are the chances an RPC call will be silently ignored 
or executed more than once?* 
If an RPC system is implemented on top of TCP, then i ts 
dependability is guaranteed by TCP. Netwise and Sun (tep) were 
therefore assumed dependable, and were not tested. If an RPC 
system is implemented on top of UDP, however, then the RPC system 
must guarantee each server call is executed exactly once, since 
UDP packets can be lost or duplicated. In order to test dependa-
bility a simple client was written which sent an integer to the 
* Note: this is nota measure of RPC errors, but rather errors 
which are not reported to the program issuing the RPC. 
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server, and then incremented it. The server compared the integer 
sent by the client toits own counter, printing a message if they 
were different, and incrementing its internal counter. Losing or 
duplicating an RPC call would cause the counters to become out of 
sync, triggering an error message from the server. 
This program was run on the same network on which the speed 
tests were run under, except only the server was a 3/140. The 
clients were either 3/140s or 3/60s with 12 megabytes of RAM. 
The load on the server machine was artificially raised. This was 
done by running small programs which were infinite loops and had 
no disk operations. 
Dependabili ty 
(errors/1,000,000 calls) 
server load average: -5.0 0 -
4 . 1 . Di scussion 
Apollo 
Sun (udp) O* 
-10.0 0-
10* 
-20.0 t-
300 
The major danger is that a server routine will be executed 
twice. This can happen in two situations. If the data returning 
from the server to the client is lost (which can happen with 
UDP), ~he client will time out and resend the reguest, causing 
the server to execute its routine twice. Or, the initial data 
from the client to the server could arrive twice (this can also 
happen with UDP), also causing the server to execute the service 
routine twice. 
To see how dependability can affect an application, consider 
a simple banking system. Assume the average user will have 10 
bank transactions a week, and each transaction reguires 20 RPC 
calls. For this application an RPC system which •fails every mil-
lion calls will cause one failure per customer per 95 years, 
which sounds inconsequential. But, if the bank has five million 
customers, that becomes over fifty thousand errors a year. 
Another example would be an engineering application which makes 
1000 RPC calls a day and is used every working day (250 in a 
year). A failure rate of one in a million translates to one 
f Apollo's RPC can not operate at this load. It fails, caus-
ing acore dump after 2,000 to 30,000 RPC calls. 
*Atone point there was · a network error while running the 
test suites and all of the servers died. (Both Sun and Apollo 
with loads of 5, 10, and 20 were running at the time.) The Apol-
lo servers died "clean" but the Sun servers returned 3 or 4 er-
rors. These were not counted. 
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failure every four years. 
With Sun (udp) it is important to realize that these silent 
errors can occur and take appropriate action. 
(1) Switch to a dependable RPC system. 
(2) Decide the rate of errors is acceptable and does not need to 
be fixed. 
(3) Have the server routine check for duplicates (add an ID 
number to each RPC request). 
(4) Define the server routine(s) to be idempotent+. 
An example of ''tuning'' an application to be more depend-
able is Sun's Network File System (NFS). Obviously, a file sys-
tem must be very reliable, even under overloaded conditions, or 
its users will revolt. Sun achieved this while using their UDP 
based RPC by making most NFS server routines idempotent, and hav-
ing the server check the rest to make sure they could not be exe-
cuted twice. 
+ An idempotent routine can be executed more than once with 
out disturbing the system Examples: gethostname, fseek. Counter 
Examples: unlink, lockf. 
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RPC Timing Performance 
The Raw Speed Numbers 
location of server and client (s): 
Implementation Clients Size 
Sun (udp) 1 12 
Sun (tep) 1 12 
Apollo 1 12 
Netwise l 12 
Sun (udp) 2 12 
Sun (tep) 2 12 
Apollo 2 12 
Netwise 2 12 
Sun (udp) 4 12 
Sun (tep) 4 12 
Apollo 4 12 
Netwise 4 12 
Sun (udp) 1 512 
Sun (tep) 1 512 
Apollo 1 512 
Netwise 1 512 
Sun (udp) 2 512 
Sun (tep) 2 512 
Apollo 2 512 
Netwise 2 512 
Sun (udp) 4 512 
Sun (tep) 4 512 
Apollo 4 512 
Netwise 4 512 
Sun (udp) 1 8K 
Sun (tep) 1 8K 
Apollo 1 8K 
Sun (udp) 2 8K 
Sun (tep) 2 8K 
Apollo 2 8K 
Sun (udp)* 4 8K 
Sun (tep) 4 8K 
Apollo 4 8K 
Sun (tep) 1 16K 
Apollo 1 16K 
Sun (tep) 2 16K 
Apollo 2 16K 
Sun (tep) 4 16K 
Apollo 4 16K 
same machine 
Speed 
4.2 
5.6 
4.0 
11.1 
6.4 
11.7 
7.2 
15.7 
13.9 
22 . 6 
14.1 
30.1 
4.3 
6.0 
5.3 
13.4 
7.9 
15.8 
11. 0 
20.2 
14.0 
27.4 
19.3 
38.0 
5.9 
11.4 
42.0 
16.8 
23.1 
81.6 
38.0 
46.3 
152. 9 
18.2 
91.5 
34.2 
161.4 
68.2 
298.6 
different machine 
Speed 
4 . 3 
6.0 
4.4 
11.9 
6.0 
9.0 
7.5 
15.3 
12.3 
17.3 
12.1 
25.7 
4.7 
6 . 7 
5.7 
14.2 
6 . 4 
10.3 
8.0 
19.3 
12.5 
19.9 
15.9 
53.4 
9.6 
13 .4 
43.2 
23.2 
23 . 4 
70 . 8 
34.6 
42.0 
126.1 
21.8 
84.0 
34.4 
147.2 
69.2 
248 . 5 
Clients is the nurnber of processes accessing the server at once. 
Size is the packet size, in byt es. 
* One timeout error occurred during this test. 
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Spee~ is seconds, rounded to the nearest tenth, for 100 remote procedur, 
c 1989 Joshua Levy. This page may be reprinted only in its entirety. 
All tests run on Sun 3/140s with 8 Megs of memory on a lightly loaded e 
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Remote Procedure Call Perfonnance 
A Review of Current Product Offerings 
Introduction 
This paper presents preliminary results of an ongoing 
perfonnance study of the major commercial remote·procedure 
call (RPC) products. The testing thus far has measured 
round-trip tirnes for rernote procedure calls using a variety 
of simple data types, as well as the basic code size 
overhead for a simple remote procedure call. 
The products used for this cornparison are: 
• Netwise C Language RPC TOOL, version 2.02 
• Apollo NCS, version 1.1 
• Sun/RPC, version 3.9 
Testing Environment 
All tests were perfonned on a Sun 3/280 system running SunOS 
3.5 in single-user mode. Client and server processes 
executed within the same system. Each test run measured the 
elapsed real time for 500 calls. The tirnes shown represent 
the average of five such test runs. 
We attempted to measure only the remote procedure call 
overhead itself. In each case, client/ server bincting 
overhead was minimized by using the most optimal binding 
method and excluding any set-up calls from the measured 
time . In addition, all procedures were declared as 
"idempotent " for the Apollo tests. 
The tests used are as follows: 
void 
add 
integer 100 
integer 1000 
string 
Netwise, Inc. 
void procedure with no parameters 
adds two integers and returns the result 
integer array of 100 elements as the 
sole input parameter; returns an integer 
same as above but with 1000 elements 
concatenates two nu ll-tenninated string 
parameters and returns the result; input 
strings are 15 and 18 characters long 
June 9 , 1989 
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opaque 4000 passes and returns a buffer of 4000 
bytes; also returns an integer 
opaque 8000 passes and returns a buffer of 8000 
bytes; also returns an integer 
opaque 16000 passes and returns a buffer of 16000 
bytes; also returns an integer 
The tests were implemented as uniformly as possible a.cross 
the three products tested. In some cases an output 
parameter was used instead of a return value due to RPC 
compiler restrictions, but no significant changes were 
required for any of the RPC compilers. 
Testing was done for both TCP and UDP transports wherever 
possible. 
Timing Results 
The following table shows the measured round-trip per-call 
ti.mes (in milliseconds) as measured in the client process, 
excluding extraneous binding and set-up overhead. 
TCP Transport UDP Transport 
Round-Trip Time (ms) Round-Trip Time (ms) 
Sun Apollo Netwise Sun Apollo Netwise 
Void 5.01 
-
5.34 4 .• 11 5.95 4.37 
Add 5.22 
-
5.47 4.22 6.82 4.48 
Inteqer 100 10.37 
-
11.42 8.60 10.38 9.99 
Integer 100 57.03 
-
65.35 46.41 81.04 59.01 
Strinq 6.38 
-
7.11 5.17 11.49 6.00 
Opaque 4000 28.30 
-
72.38 15 .38 131.66 61.15 
Ooaaue 8000 62.05 
-
140.40 25.09 353.06 116. 82 
Opaque 1600 105.27 
-
272. 05 
-
431.31 
-
Sorne of the RPC times above warrant further explanation. No 
TCP ti.mes are presented for Apollo because NCS supports only 
datagram transports such as UDP. Times are also missing for 
Netwise and Sun for UDP in the "opaque 16000" test case. 
This is because of the size limit for UDP messages. Apollo 
has avoided this limit through additional protocole 
implemented above UDP. 
The Netwise UDP ti.mes were measured using a pre-release 
product. All other ti.mes represent currently available 
products. 
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Annexe F.3: 
Taille des exécutables 
. ' 
The slower performance of Netwise with respect to Sun in the 
opaque tests is due to the use of a suboptimal ASN.l 
constructed encoding. Future releases will use a simpler 
ASN.l encoding, bringing the numbers more in line with Sun. 
Code Size Results 
Code sizes for a minimal distributed application (the void 
test from above) were measured. The sizes were broken down 
into the following categories: 
• Application Code 
User-written application code. On the client side, this 
includes any binding calls required by the RPC system. 
• Server Initialization 
This is the server program's main routine, which 
generally performs some network initialization and 
begins waiting for RPC requests. In the case of 
Apollo's NCS, this code is written by the user. 
• Generated Code 
Code generated by the RPC compiler for client/server 
stubs, data transfer procedures, and so forth. 
dl Libraries 
Code obtained by linking with runtime libraries 
provided by the RPC vendor. This does not include any 
code · from the standard C runtime library. 
The observed code sizes are as follows: 
Client Server 
Object Code Size (bytes) Object Code Size 
Code Type Sun Apollo Netwise Sun Apollo 
Aoolication 304 452 264 16 20 
Server Init 
- - -
300 35p 
Gen'd Code 100 132 132 276 52 
Libraries 12216 38836 9964 17884 38836 
TOTAL 12620 39420 10360 18476 39264 
Netwise, Inc. June 9, 1989 
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(bytes) 
Netwise 
20 
ll08 
984 
9396 
ll508 
The slower performance of Netwise with respect to Sun in the 
opaque tests is due to the use of a suboptimal ASN.l 
constructed encoding. Future releases will use a sirnpler 
ASN.l encoding, bringing the numbers more in line with Sun. 
Code Size Results 
Code sizes for a minimal distributed application (the void 
test from above) were measured. The sizes were broken down 
into the following categories: 
• Application Code 
User-written application code. On the client side, this 
includes any binding calls required by the RPC system. 
• Server Initialization 
This is the server program's main routine, which 
generally performs some network initialization and 
begins waiting for RPC requests. In the case of 
Apollo's NCS, this code is written by the user. 
• Generated Code 
Code generated by the RPC compiler for client/server 
stubs, data transfer procedures, and so forth. 
• Libraries 
Code obtained by linking with runtirne libraries 
provided by the RPC vendor. This does not include any 
code from the standard C runtirne library. 
·rhe observed code sizes are as follows: 
Client Server 
Object Code Size (bytes) Object Code Size 
Code Type Sun Apollo Netwise Sun Apollo 
Annlication 304 452 264 16 20 
Server Init 
- - -
300 35p 
Gen'd Code 100 132 132 276 52 
Libraries 12216 38836 9964 17884 38836 
TOTAL 12620 39420 10360 18476 39264 
Netwise, Inc. June 9, 1989 
~ . 
.. ; 
(bytes) 
Netwise 
20 
1108 
984 
9396 
11508 
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Chapter 5 
NCA/RPC Finite State Machine 
Definitions, Notations, 
and Conventions 
The NCA/RPC request-response protocol is divided into client and &erver &ides. nus 
specification defines the client and server as finite state machines (FSMs). The client 
consists of four FSMs, while the server consists of one FSM. The client and server FSMs 
are designed to operate together: the output of the client FSMs is input to the server FSM, 
and the output of the server FSM is input to the client FSMs. 
Chapters [] and [] specify the client and server FSMs, respectively. This chapter defines 
the components of the FSMs and describes the conventions we use in state transition 
tables. 
5.1 Definitions 
An FSM defines a &et of states and state transitions. An FSM bas a current state which 
changes as a result of inputs. The next &tate is determined by reference to a set of possible 
state transitions. A state transition is a (state, input. condition, next state, action) tuple. 
A transition is considered poSSible if and only if its condition is true. All transitions for a 
state are ordered. If an FSM in state S receives input I, the next state is the state that 
results from the first possible transition of the form (S, I, ••• ), and the action associated 
with thàt_ transition is executed. -· 
The rest of this section defines the inputs, conditions, and actions associated with state 
transitions. 
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S.1.1 Inputs 
FSM inputs can be 
• Messages. Message input occurs when an NCA/RPC pack.et anives. The set of 
messages is the set of NCA/RPC packet types. We define pack.et types in []. 
• Timeouts. Timeout inputs are associated with cenain states and occur aft.er a 
certain amount of time bas passed in ihat state with no other inputs. We define 
the set of client timeouts in [] and the set of server timeouts in []. 
• Oient actions. A client action is eithcr a request to cxecute a remote procedure 
call (CJientCall) or a request to terminate a call in progress (CUentQuit) . 
• Server cxecution cngine notifications. The ex.ecution cngine is the model for the 
cxecution of a remotc operation. The engine cxecutes an operation when invokcd 
by the server FSM; it returns amy results as notification input to the server FSM. 
Execution engine notification input indicates that the cxecution engine has 
changed its state. We list notification inputs in []. Server FSM primitives that 
invoke the cxecution engine are listed in [] and defined in [) . 
Messages, client actions, and scrver cxecution engine notifications have structured bundles 
of data associated with them. The nature of the data in a bundle depends on the type of 
FSM input. 
5.1.1.1 Message Input Bundles 
The bundle associated with message input consists of 
• NCA/RPC packet header field values, as described in []. Table S-1 lists the 
packet header field bundle data and the packet header fields to which they corre-
spond. 
• NCA/RPC packet flag values, as descnbed in []. A packet flag value is a boolean 
expression whkh is true if and only ü the named flag is set in the pack.et header. 
Table 5-2 lists the packet flag bundle data and the packet flags to which they 
corrrespond. 
• The source address of the message sender, which is a sockct addrcss, as defined 
in nbase. idl and described in l] [7]. The source address bundle data identifies 
, the location from which the message input originated. 
" 
• The NCA/RPC pack.et body, which contains the input or output parameters for a 
remote procedure call. 
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6.5 Client Constants 
Table 6-5 descnoes the constants used in the client FSMs. 
· Tablt 6-5. Clitnl Constants 
Name Type Meaning 
ActMtytD UUID The activity ID of the calier making the request. 
MaxBodylen integer Maximum number of bytes in the body of a single-
packet requut. 
MaxPings integer Maximum number of unacknowledged pings that should 
be sent in a row. Suggested value: 30. 
MaxQults integer Maximum number of unacknowledged quits that should 
be sent before entering the donc state. Suggested 
value: 3. 
MaxRequests integer Maximum number of requests that sbould be sent for a 
single remote call. Suggested value: 5: 
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6.6 Client Global Variables 
Table 6-6 descnbes the global variables used in the client FSMs. 
(Give initial value for bootîime?] 
Tablt 6-6. CJient Global Variables 
Name 1ype Meaning 
bootnme intcger The client', record of the time the server last 
booted. 
callSpec aggregate type A copy of the NDR representation of the call 
specification from the ClitntCall [callSpec) 
bundle. 
idempotent Boolean True if and only if the current call is to an 
idempotent operation. 
lnFragNum integer The fragment number of the last fragment of 
input data sent (rero-based). 
. 
inParams array of bytes A copy of the NDR representation of the input 
parameters· from the CüentCall [inParams) input 
bundle. 
outFragNum integer The fragment number of the last fragment of 
output data rcceived in order (zero-based). 
outParams array of bytes The reassembled (unfragmented) output data 
associated with the current request. 
pingCount integer The number of consecutively sent unacknow-
ledged ping packcts. 
quitCount integer The number of times a quit pàcket bas been 
sent. 
requestCount integer The number of rimes a request packet bas been 
sent for the currcnt call. 
seqNum integer The sequcnce number of the current call. Irtitial 
value: O. 
wait~ount integer The nurnber of rimes the FSM has entered the 
wait statc without send.ing a request packet first. 
This variable determines how long the FSM waits 
in the wait state. 
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6. 7 Client Primitives 
Table 6-7 lists the primitives used in client FSM actions. (1 defines thefr syntax. 
Tablt 6-7. Cütnt Prlmltlvts 
Primitive Meanlng 
RalseExceptlon Reflect an error that occ:urred in the FSM to the calling 
client. 
SendPkt Build a packet and send ft over the communications 
medium. 
SendBroadcastPkt Build a packet and broadcast it over the communications 
medium. 
SendMaybePkt Build a packet and send it over the communications 
medium. 
SendBroadcastMaybePkt Build a packet and broadcast it over the communications 
medium. 
6.8 Client FSM Tables 
The tables in this section define the send-await-reply, broadcast, maybe, and broadcast/ 
maybe finite state machines. 
Changes to Client SAR FSM since 1.5 .1 version: 
done @FragTimeout 
changed to 
done @AckTimeout 
I 
I 
added 
done ClientCall lengthlnFrag([inParams]) > 1 
done send eck 
lnit send ack 
fack_walt send frag request 
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Table 6-8. Stnd-Await-Reply FSM 
State Input Condition Next State Action 
lnit Client Quit I lnit I 
lnlt Client Cali lengthlnFrags([lnParems]) > 1 fack_walt send frag request 
lnit ClientCal/ I wait send request 
lnlt response I lnlt send ack 
walt I requestCount > MaxRequests done comm f allure 
walt CüentQuit I quit_walt send quit·· 
· wait @WaltTimeout I plng walt stert plnglng 
wait fault I done handle error 
wait reject I done hendle error 
wait working I wait welt longer 
wait nocall I wait resend request 
wait response [frag] & wait I 
[fragNum] =;/= outFragNum+1 & 
[nofack] 
wait response [fragJ & wait frag ack 
(fragNum] =;/= outFragNum+1 
wait response [lastFrag] done handle response 
wait response [frag] & [nofack] wait handle frag 
wait response [frag] wait handle frag; frag ack 
wait response I done handle response 
ping_wait I pingCount > MaxPings done comm fallure 
ping_wait Client Quit I quit wait send quit 
ping_wait working I wait walt longer 
ping_wait nocal/ I wait resend request 
ping wait fau/t I done handle error 
ping wait rejecr.... .... I done handle error 
(continued) 
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Table 6-8. Send-Await-Reply FSM (continued) 
11 State Input Condition Next State Action 
plDLW&it response [frag] & walt I 
[fragNum] ,JI: outFragNum+ 1 & 
[nofeck] 
plDLW&lt response [freg] & watt frag ack 
[fragNum] ,JI: outFragNum+ 1 
plnLwalt response [lastFreg] done handle response 
ping walt response [freg] & (nof ack] walt handle frag 
ping wait response [freg] walt handle frag; frag eck 
pinLwait response I done handle response 
ping wait @PingTimeout I pinLwalt send plng 
• 
· fack_wait ClientQuit I quit_wait aend quit 
fack_wait Jack [fregNum] ,JI: lnFregNum fack_wait walt longer 
fack_wait Jack inFragNum < lengthinFrags {lnPerams) 
fack_wait send next frag 
fack_wait Jack I walt send last frag 
fack_wait nocall I fack_wait resend request 
:-·~ rack_wait @FragTimeout I fack_wait resend request 
quit_wait I quitCount > MaxQuits -· done I 
quit_wait @QuitTimeout I quit_wait · send quit 
quit_wait quack I done I 
quit wait response I done I 
quit_wait nocall I done I 
' 
done I Idempotent init I 
done · ClientCall lengthlnFregs ( [inParems]) > 1 fack_wait send frag request 
done ClientCall I wait send request 
done @AckTimeout I init send ack 
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Table 6-9. Send-Await-Rtply FSM Actions 
send frag request 
setup request 
SendPkt (rtqutst, (frag], Idempotent, seqNum, lnFregNum, callSpec, 
inParams [inFragNum]) 
,end request 
setup request 
SendPkt (requtst, (], Idempotent, seqNum, 0, callSpec, inParams) 
setup request 
seqNum++ 
Idempotent := [idempotent] 
callSpec := (callSpec] 
inParams := [inParams] 
requestCount := 0 
lnFragNum := 0 
outFragNum := -1 
waitCount := 0 , 
quitCount := 0 
requestCount := O 
outParams := NULL . 
send ack 
SendPkt (ack, [], false, seqNum, 0, callSpec, NULL) •!❖j 
comm failure 
RaiseExceptlon (CommFailure) 
send quit . 
quitCount++ 
SendPkt (quit, IJ. taise, seqNum, 0, callSpec, NULL) 
·. 
start plnglng 
pingCount := 0 
send plng 
send ping 
pingCount++ 
S~t:1.._dPkt (ping, [], taise, seqNum, 0, callSpec, NULL) 
(continued) 
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Table 6-9. Send-Await-Reply FSM Actions (continued) 
handle error 
Ra/se Exception (NDRtoStatus( [body))) 
watt lonr;er 
waltCount++ 
resend request 
requestCount++ 
waltCount := 0 
SendPkt (request, [), Idempotent, seqNum, lnFragNum, catlSpec, 
lnParams [inFragNum]} 
frag ack 
SendPkt (f ack, [], false, seqNum, outFragNum, callSpec, NULL) 
handle response 
outParams := outParams (B [body] 
bootîime := [bootîime] 
handle frag 
-
outParams := outParams œ [body] 
outFragNum := [fragNum] 
send next frag .. 
requestCount := 0 
waitCount := 0 
-inFragNum++ 
SendPkt (request, [freg], idempotent, seqNum, inFragNum, callSpec, 
inParams [inFragNum]) 
send lest frag 
requestCount := 0 
waitCount := 0 
inFragNum++ 
SendPkt (request, [freg, lastFrag]. Idempotent, seqNum, inFregNum, callSpec, 
inParams [inFragNum]) 
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Table 6-10. Broadcast FSM 
State Input Condition Next State Action 
lnlt ClientCaU I walt aend request 
wait @BrdcstTimeout I done comm fa/Jure 
walt Jault I done handle error 
wait reject I done handle error 
wait response I done hendle response 
done ClientCa/1 I walt send request 
done I I lnit I 
Table 6-11. Broadcast FSM Actions 
send request 
setup request 
SendBroadcastPkt ([], seqNum, 0, callSpec, lnPare.ms) 
setup request 
seqNum++ 
broadcast := [broadcast] 
callSpec := . [callSpec] 
--,;, 
. 1 1, ' 
inParams := [inParams] 
requèstCount := 0 
outParams := NULL 
comm feilure 
RelseException (CommFailure) 
·. 
hendle error 
Rai se Exception (NDRtoStatus ([body])} . . 
hendle response 
outParams := outParams EB [body] 
bootnme := [bootTime] 
. 1 
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Table 6-12. Maybe FSM 
State Input Condition Next State 
lnlt ClientCall I done 
done Client Ca// I done 
done I I lnit 
Table 6-13. Maybt FSM Actions 
send request 
setup request 
SendMaybePkt ((], seqNum, 0, callSpec, lnParams) 
setup request 
seqNum++ 
maybe := [maybe] 
callSpec := (callSpec] 
lnParams := [inParams] 
outParams := NULL 
Table 6-14. Broadcast/Maybe FSM 
State Input Condition Next State 
init ClientCall I done 
done ClientCall I done 
done I I init 
Table 6-15. Broadcast/Maybe FSM Actions 
send request 
setup request 
SendBroadcastMaybePkt ([], seqNum, 0, callSpec, inParams) 
setup request 
sèqNum++ 
broadcast := [broadcast] 
maybe := (maybe] 
callSpec := [callSpec] 
inParams := [inParams] 
outParams := NULL 
Action 
send request 
send request 
I 
Action 
send request 
send request 
I 
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6.9 Client Primitive Syntax. Description 
This section gives the syntax for the client FSM primitives. 
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Ra/se Exception 
RalseE)fception 
NAME 
RelseExceptlon - Reflect an error to the client that is using the FSM. 
SYNTAX 
RelseException (status) 
INPUT PARA.METER 
status A reject statuS code (from ()). 
DESCRIPTION 
Re/se Exception reflects an error that occwred in the FSM to the client that is using the FSM, 
following the error signaling conventions that the client employs. 
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SendBroadcsstPkt SendBroadcastPkt 
NAME 
SYNTAX 
SendBroadcsstPkt - Build an NCA/RPC packet and broadcast it over the communications 
medium. 
SendBroadcastPkt {pktflags, seqnum, fragnum, callspec, data) 
INPUT PARAMETERS 
pktflags One or more fiags (from []). Dctermines the packet fiags field in the packet 
header. The· [broadcast] fiag is always set in broadcast request packets. 
seqnum 
fragnum 
callspec 
data 
DESCRIPTION ' ·" 
An integer. Determines the sequcnce number field in the packet header. 
An integer. Determines the fragment number field in the packet hcader. 
A call specification defined in the ClientCall input bundle [callSpec] that 
identifies the interface specification, . object UUID, and destination of the 
remote procedure call. [] defines the values passed in [callSpec]. The values 
in [callSpec] deterniine the followiµg packet header fields: 
[callSpec] 
[callSpec.if_id] 
[callSpec.if_vers) 
[ callSpec. opnum] 
[ callSpec.object] 
Packet Header Fields 
if id 
if_vers 
opnum 
object 
SendBroadcastPkt passes the values in callspec through to, the destination 
without interpretation. 
A variable-length string of bytes. Determines the body portion of the packet. 
The length of data determines the body length field in the packet header. 
SendBroadcastPkt builds the packet header and body with values specified in its input 
parameters and broadcasts the packet over the communications medium to the target 
destinations specified in [callSpec]. SendBrosdcastPkt detennines the destinations from 
[callSpec] in the same ·manner as the SendPkt primitive. [Elaborate7] 
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SendBroadcastMaybePkt SendBroedcastMeybePkt 
NAME 
SYNTAX 
SendBrosdcastMaybePkt - Build an NCA/RPC packet and broadcast it over the communi-
cations medium. 
SendBroadcastMaybePkt (pktflags, stqnum, fragnum, callsptc, data) 
INPUT PARAMETERS 
pktflags One or more flags (from [)). Determines the packet flags field in the pack et 
hcader. The [broedcast] and [meybe] flags are always set 1n broadcast/ 
maybe requt~t packets. 
seqnum 
/ragnum 
callspec 
data 
DESCRIPTION "' "' 
An integer. Determines the sequcnce number field .in the packet hcadcr. 
An integer. Determines the fragment number field in the packet header. 
A cail specification defined in the CüentCalJ input bwu:lle [callSpec] that 
identifies the interface specification, object UUID, and destination of the 
remote procedure call. [] defines the values passed in [callSpec]. The values 
in [callSpec] determine the following packet _hcader fields: 
[callSpec] 
[callSpec.if_id] -
[callSpec.if_vers) 
(callSpec.opnum] 
[callSpec.object] 
Packet Header Fields 
if_id 
if_vers 
opnum 
object 
SendBroadcastMaybePkt passes the values in calJspec through to the destina-
tion without interpretation. 
A variable-length string of bytes. Determines the body portiqn of the packet. 
The length of data determines the body length field in the pack et header. 
SendBroadcastMaybePkt builds the packet header and body with values specified in its input 
parameters and broadcasts the packet over the communications medium to the target 
destinations specified in [callSpec]. SendBroedcestMaybePkt detemùnes the destinations 
from[callSpec] in the same manner as the SendPkt primitive. (Elaborate?] 
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SendMaybePkt SendMaybePkt 
NAME 
SYNTAX 
SendMaybePkt - Build an NCA/RPC packet and send it over the communications 
medium. 
SendMaybePkt (pJr.tflags, stqnum, fragnum, caUspec, data) 
INPUT PARAMETERS 
pl:tflags One or more flags (from [)). Determines the packet flags field in the packet 
header. The (maybe] flag is always set in maybe packets. 
seqnum 
fragnum 
data 
DESCRIPTION"" 
An integer. Determines the sequence number field in the packet header. 
An integer. Determines the fragment number field in the packet header. 
A call specification defined in the CUentCall input bundle [callSpec] that 
identifies the interface specification, object UUID, and destination of the 
remote procedure call. [) defines the values passed in [callSpec]. The values 
in [callSpec] determine the following packet header fields: 
[callSpec] 
[callSpec. if_id] 
[callSpec.if_ vers] 
[callSpec.opnum] 
[callSpec.object] 
Packet Header Fields 
if_id 
if_vers 
opnu.m 
object 
SendMaybePkt passes the values in callspec through to the destination without 
interpretation. 
A variable-length string of bytes. Determines the body portion of the packet. 
The length of data determines the body length field in the packet header. 
SendMaybePkt builds the packet header and body with values specified in its input parameters 
and sends the packet over the communications medium to the target destination specified in 
[callSpec]. SendMsybePkt determines the destination from [callSpec] in the sarne manner as 
the SendPkt prùnitive . 
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SendPkt SendPkt 
NAME 
SendPkt - Build an NCA/RPC pack.et and send it over the communications medium. 
SYNTAX 
SendPkt (pl;ttype, pl;tflags, Jdempoteru, seqnum, /rag,wm, callspec, data} 
INPUT PARAMETERS 
pkttype 
pktflags 
idempotent 
seqnum 
fragnum 
callspec 
data 
A client-initiated pack.et type (from (1). Detennines the pack.et type field in 
the packet header. 
One or more flags (from [)). Determines the pack.et flags field in the pack.et 
header. 
A Boolean. Determines whether the [idempotent] flag is set in the pack.et 
header. 
An integer. Determines the sequence number field in the pack.et header. 
An integer. Determines the fragment number field in the packet header. 
A call specification defined in the CüentCall input bundle [callSpec] that 
identifies the interface specification, object UUID, and destination of the 
remote procedure call. [] defines the values passed in [callSpec]. The values 
in [callSpec] determine the following packet header fields: 
[callSpec] 
[callSpec.if_id] 
[callSpec.if vers] 
[callSpec.opnum] 
[callSpec.objectJ 
Packet Header Fields 
if_id 
if_vers 
opnum 
object 
SendPkt passes the values in callspec through to the destination without 
interpreta tion. 
A variable-length string of bytes. Determines the body portion of the packet. 
The length of data determines the body length field in the packet header. 
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SendPkt SendPkt 
DESCRIPTION 
SendPkt builds the packet header and body with values spedfied in its input parameters and 
sends the packet over the communications medium to the target destination specified in 
[callSpec]. 
[Better story on forwarding1] 
SendPkt determines the destination from [ce.llSpec] as follows: 
1. If (callSpec.loce.tion] specifies a port. SendPkt sends the packet to that port. 
2. If (callSpec.location] speclfies a port of •unspecified". SendPkt uses the address 
family specified in (callSpec.location] as an index · into the port vector 
(cellSpec.port_list] ~d sends the packet to the indexed port. 
3. If t!ie P.Ort in (callSpec.port_list] is •unspecified". SendPkt uses a forwarding pon 
vector (for example, the LLB forwarding port specified in the port attnbute of the 
Local Location Broker (LLB) interface definition beader) and ~es the address fam-
Dy specified in (callSpec.loce.tlon] as an index into that list. 
Note that SendPkt only neèds to use a forwarding port on the first remote call. On subsequent 
calls to the same destination, the client will use the port sent in the reply packet it received 
from the server as a response to the initial request. 
---88---
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Chapter 7 
NCA/RPC Server Protocol 
Specification 
The NCA/RPC server protocol consists of one finite state machine that charac:terizes the 
server's response to a single cliént. The server FSM handles one client .activity at a time. It 
does not specify how a particular client is selected: the mechanism used is implementation-
dependent. lmplementations of the NCA/RPC server protocol can be written to allow the 
server to handle multiple clients simultaneously; that is, they can choose to implement 
multiple instances of the server FSM's single-client handling in the same process. This 
chapter defines the timeouts, input data, constants, global variables, and subroutine primi-
tives used in the server FSM table: · · 
7.1 Server Timeouts 
Table 7-1 defines the timeouts that the server FSM uses. 
Table 7-1 . Serve, 1îmeouts 
Timeout State Meaning 
@ldleTimeout final How long the server will hold information about the 
client activity (the sequence number, the activity 
UUID, and so on) . Suggested time: 5 minutes. 
@ResendTimeout replied How long the server will wait for acknowledgement 
replying from the client before retransmitting a response . 
Suggested time: 3 seconds. 
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7.2 Execution Eng!ne Notifications 
Table 7-2 defines the notifications that the execution engine retums to the server FSM. 
Table 7-2. Execution Engine Notification 
Event Meaning 
CalJbkCompletes The callback that the execution engine initiated in response to 
the StsrtCallbsclc primitive has completed. The bund.le retumed 
with this notification is [seqNum]. 
JnvocationE"or The execution engine cannot execute the operation that the 
StartAppllcstlonProcedure primitive requested. The bundle 
retumed with this notification is [rejectStatus]. 
ProcCompletes The execution engine has executed the operation that the 
StartAppllcstlonProcedure primitive requested. The bundle 
retumed ~ this notification is [outParams]. 
ProcFaults The execution engine has executed the operation that the 
StartAppllcstlonProcedure primitive requested. 'fhe bundle 
retumed with this notification is [faultStatus]. 
7.3 Execution Engine Notification Input Data 
Table 7-3 defines the bundle data associated with execution engine notification input. 
Table 7-3. Execution Engine Notification Input Bundles 
Name Type Meaning ·. 
[faultStatus] integer A 32-bit fault starus associated with the 
ProcFaults notification. 
[outParams] array of bytes The NDR representation of the output parameters 
associated with the ProcCompletes notification. 
[rejectStatus] integer A 32-bit reject starus associated with the 
"' 
InvocationError notification. Reject status codes 
are defined in []. 
[seqNum] integer A 32-bit sequence number associated with the 
CallbkCompletes notification. The sequence 
number that represents the client's record of the 
current remote call. 
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7 .4 Server Constants 
Table 7-4 defines the constants used in the server FSM and actions tables. 
Table 7-4. Constants 
Name Type Meanlng 
BootTime tnteger A 32-bit value that indicates the time the server last 
booted, in UNIX time format (time tn seconds sincc 
1 January 1970). ,. 
MaxBodyLen integer Maximum length allowcd for a singlc-packct rtsponse. 
Me.xReplies tntcgcr Maximum numbcr of times a response should be sent. 
WrongBootTime integcr A 32-bit value that indicatcs that the client's record 
of the server's booÙimc is incorrect. [A status code?] 
7.5 Server Global Variables 
Table 7-5 defines the global variables used in server FSM and actions tables. 
l 
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Tablt 7-5. Global Variables 
Name Type Meaning 
e.ctMtylD UUID The universal unique identifier of the client 
activity that is making the remote call. This value 
is initially O. 
broadcast Boolean Truc only if the current call was broadcast. 
fragNum integer The fragment number received in the packet 
header. 
idempotent Boolean True only if the current call is to an idempotent 
procedure. 
lnFragNum integer The number of the 1ast fragment of lnParams 
received in order (zero-based). 
lnParams array of bytes The reassembled (unfragmented) input data 
associatcd with the current request. 
isFrag Boolcan True only if the frag bit in the packet flags field 
is set in the current request packet. 
maybe Boolcan True only if the current call is to a maybe proce-
dure. 
noFack Boolean True only if the nofack bit in the packet flags 
field is set in the current request packet. 
outFragNum integer The number of the last fragment of output data 
sent (:tero-based). 
-
outParams array of bytes The unfragmented output data associated with 
the current response. 
.. 
replyCount integer The number of ti.Ines a reply packet bas been 
sent for the current call. 
replyType integer The packet type of the packet being returned to 
Ûle client. Packet types are defined 
in []. 
seqNum integer The sequence number of the call that the server 
'' 
is currently processing for the client. Titls value 
is initially -1. 
sourceAddress integer The location of the packet's sender. 
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7.6 Server Primitives 
Table 7-6 lists the primitives used in server FSM actions. [J defines their syntax . 
. ·- ._-_. _  
Tobit 1-6. Strvtr Primitivts 
Primitive Meanlng 
KJI/AppllcatlonProœdure Direct the executlon engine to stop executing a remote 
operation. 
SendPkt Build a packet and send it over the communications 
medium. 
StartAppllcatlonProcedure Direct the execution engine to execute a remote opera-
tion and to retum any outpUt data from that operation. 
StartCallbsck Direct the execution engine to make a remote procedure 
call to the Conversation Manager running on the host 
from which a client rtqutst originated. 
7. 7 Server FSM Tables 
The tables in this section define the server FSM. 
Changes to Server FSM since 1.S.1 version: 
replying ping 
changed to 
replying ping 
-[seqNum] = seqNum 
[seqNum] > seqNum 
replying send nocsfl 
replying send nocsfl 
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Tablt 7-7. Serve, FSM 
State Input Condition Next State Action 
lnit request {bootTime] IF Bootîime lnlt send boot tlme error 
init request {broadcast] worklng do request 
lnit request {maybe] worklng do request 
init request [freg] & {fregNum] IF 0 lnlt I 
lnit request {freg] & [Idempotent] & {nofack] frag do first lnlre.g 
lnit request [freg] & [Idempotent] frag do first lnlre.g; freg ack 
lnit request {Idempotent] worklng do request 
init request I callback do callbtJck 
callback quit I init send que.ck 
callback CallbkCompletes [seqNum] IF seqNum lnit I 
callback Callbk.Completes lsFrag & noFack frag do lirst lnlrag 
callback Callblr.Completes lsFrag . frag do fli'st lnlrag; frag ack 
callback Callblr.Completes I working do request 
frag quit (seqNumJ i;,f seqNum frag I 
frag quit I final send que.ck 
frag request [frag] & [seqNum] :;i; seqNum frag I 
frag request [frag] & frag I 
[fragNum] :;i; inFragNum+ 1 
frag request (frag] & [lastFrag] working do request 
frag request [frag] & [nofack] frag do -next lnlre.g 
frag request [frag] frag do nèxt lnlre.g; lre.g ack 
working quit [seqNum] 'F seqNum working I 
.. 
working quit I final quit cati,· send quack 
working ping [bootTime] :;i; BootTime done he.ndle effor 
working ping [seqNum] > seqNum working send nocall 
. ' 
(continued) 
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State 
working 
worklng 
working 
working 
working 
working 
worklng 
working 
working 
working 
working 
replying 
replying 
replying 
replying 
replying 
replying 
replying 
replying 
replying 
replying 
replied 
replied 
replied 
Input 
ping 
InvocationE"or 
InvocationE"or 
lnvocatlonError 
ProcFaults 
ProcFaults 
ProcCcmpletes 
ProcCcmplt~ts 
ProcComplttts 
ProcCcmpletes 
ProcCcmpletes 
I 
@ResendTimeout 
quit 
quit 
ping 
ping 
jack 
Jack 
jack 
Jack 
I 
@Resendîimeout 
quit 
~ -------- - -
Preliminary end HP/Digit.al Confidentiel 
Table 7-7. Server FSM (continued) 
Conditjon Next State Action 
I ::• worklng send worklrltj 
broadcast lnlt lree client 
Idempotent final send re/ect,· free reply 
I replied send re/ect 
Idempotent f"u1al 
I replied send fault 
maybe inlt free client 
lengthlnFrags([outParemsl) > 1 replying send flrst outfrag 
broadcast final send reply 
Idempotent final send reply 
I replied send reply 
replyCount > MaxReplies final free rep/y 
I replying resend outf rag 
[seqNum] = seqNum final free reply 
I f'mal I 
[seqNum] > seqNum replying send nocall •.. 
I replying resend outfreg 
(seqNum] :j,/; seqNum replying I 
[fragNum] # outFragNum replying resend outfreg 
outFragNum > lengthlnFrags ( [outParams]) 
replying send next outfrag 
I replied send last outf rag 
reptyCount > MaxReplies C-mal free reply 
I replied resend reply 
(seqNum] # seqNum final I 
(continued) 
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Table 7-7. Server FSM (contirwed) 
State Input .~ Condition Next State Action 
replied quit I final free reply 
replied request lseqNum] IF seqNum repiied I 
replfed request I replied I 
replied ad: (seqNum] IF seqNum replied I 
replied aclc I final free reply 
replied ping [seqNum] > seqNum replied send nocall 
replied ping I replied resend reply 
f'mal @ldleTimeout I lnlt free client 
final ping I final send nocall 
final request [seqNum] <= seqNum final send nocall 
final request [bootTime J ·IF BootTime final send boot tlme error 
final request [broadcast] working do rèquest 
final request (maybe] working do request 
final request [frag] & [fragNum] ~ O final I 
final request [frag] & [nofack] & [idempotent] frag do first /nfrag 
final request [frag] & [idempotent] frag do flrst lnfrag; frag ack 
final request [idempotent] working do request 
final request I callback do cal/back 
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Table 7-8. Suver FSM Actions 
send boot tlme error 
do request 
SendPkt (reject, [), seqNum, O, StatustoNDR(WrongBootTlme), sourceAddress) 
sourceAddress := [sourceAddress] 
outParams := NULL 
outFragNum := 0 
lnParams :a lnParams EB [body] 
Idempotent :a:: [Idempotent] 
maybe := [maybe] 
broadcast := [broadcast] 
seqNum :a:: [seqNum] 
lflD := [lflD] 
lfVers := [lfVers] 
objectlD := [objecttD] 
opNum := [opNum] 
StartAppllcatlonProcedure (iftD, tfVers, objectlD, opNum, inParams) 
do first lnfrag 
frag ack 
do cal/back 
send quack 
sourceAddress := [sourceAddress] 
lnParams := NULL 
inParams := [body] 
seqNum := [seqNum] 
inFragNum := 0 
SendPkt (Jack, [], seqNum, lnFragNum, NULL, sourceAddress) 
isFrag := [frag] 
noFack := [fack] 
sourceAddress := [sourceAddress] 
activitylD := [activitylD] 
seqNum := [seqNum] 
StartCallback (bootTime, actlvitylD} 
inParams := NULL 
outParams := NULL 
SendPkt (quack, [], seqNum, 0, NULL, sourceAddress) 
"' 
(continued) 
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Table 7-8. Server FSM Actions (continued) 
do next lnfrag 
inParams := lnParams œ [body] 
lnFragNum := [f ragNum] 
quit cal/ 
KJI/AppllcatlonProcedure () 
send quack 
.. . 
send noce// 
SendPkt (nocall, [], seqNum, 0, NULL, sourc_eAddress) 
send worklng 
SendPkt (working, [], seqNum, 0, NULL, sourceAddress) 
free client 
This is the point at wlùch the implementation is free to delete all information 
it is keeping about the client activity (activity ID, sequence number, and so on) 
so that it can optimize the amount of space available to a server that band.les 
multiple clients simultaneously. 
send reject 
outParams := StatustoNDR([rejectStatus] 
replyType := reject 
SendPkt (reject, [], seqNum, 0, outParams, sourceAddress) 
free reply 
outParams := NULL 
send fault ' 
outParams := StatustoNDR ( [faultStatus] 
replyType := f ault . 
SendPkt (fault, []. seqNum, 0, outParams, sourceAddress) 
send first outfrag 
setup reply 
SendPkt (response, [frag], seqNum, outFragNum, outParams [outFragNum], 
"' 
sourceAddress) 
(continued) 
10 N CA IRPC Server Protocol Specification 
Prelimlnary end HP/Olglt81 Confidentlal 
Table 7-8. Strvtr FSM Actions (continued) 
: 
: 
send reply 
setup reply 
: 
replyType :c response 
SendPlct (response, [), seqNum, O, outPerams, sourceAddress) 
setup reply 
outParems :c [outP8rams] 
inFragNum :c -1 
replyCount := O 
resend outfrag 
1 replyCount++ 
SendPkt (ruponse, (frag], seqNum, outFragNum, outParams[outFregNum], 
sourceAddress) 
1 
' 
1 
· send next outfrag 
outFragNum++ 
SendPkt (response, [frag], seqNum, outFragNum, outParams [outF.ragNum], 
sourceAddress) 
send fast outfrsg 
outfragNum++ 
SendPkt (response, [frag; lastFrag], seqNum, outFragNum, outParams[outFragNum], 
sourceAddress) • · 
resend reply 
replyCount++ -
SendPkt (replyType, [], seqNum, outFragNum, outParams[outFragNum], 
sourceAddress) 
! 7.8 Server Primitive Syntax Descriptions 
This section defines the syntax of the primitives used in server FSM actions. 
', 
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KI//ApplicatlonProcedure KII/Appl/catlonProcedure 
NAME 
KII/AppllcatlonProcedure - Abort execution of a remote operation. 
SYNTAX 
KII/AppllcatlonProcedure () 
DESCRIPTION 
KII/AppllcatlonProcedure directs the execution engine to stop executing a rcmote operation. 
The scrver FSM invokes t1ùs primitive in response to a client quit message. 
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SendPkt SendPkt 
NAME 
SendPkt - Build an NCA/RPC packet and send it over the communications medium. 
SYNTAX 
SendPkt (pkttype, pktflags, seqnum, fragnum, data, location) 
INPUT PARAMETERS 
pkttype 
pktflags 
seqnum 
fragnum 
data 
location 
A server-initiated packet-type (from [)). Determines the packet type field in 
the pack et header. 
One or more flags (from []). Determines the packet flags field in the pack et 
header. 
An integer. Determines the sequence number field in the packet header. This 
value is obtained from the [seqNum] portion of the message input to the 
server FSM. 
An integer. Determines the fragment number field in the packet header. 
A variable-length string of bytes. Determines the body portion of the packet. 
The length of data determines the body length field in the packet header. 
A socket address. Determines the destination address for the packet. This 
value is obtained from the [sourceAddress] portion of the message input 
bundle to the server FSM. 
j DESCRIPTION 
SendPkt builds the packet header and body with values specified in its input parameters and 
sends the packet over the communications medium to the target destination specified in tlle 
[sourceAddress] portion of the message input bundle. All packet fields not modifiable by Ùle 
server must retain Ùlc values established by Ùle client FSM. 
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StartAppllcatlonProcedure StartAppllcatlonProcedure 
NAME 
StartAppl/catlonProcedure - Execute the operation specified in the client request . 
. SYNTAX 
StartAppllcatlonProcedure (interface, version, object, operation, lnparams) 
INPUT PARAMETERS 
interface 
version 
object 
operation 
inparams 
DESCRIPTION 
A UUID. The universal unique identifier of the interface as specified in the 
request packet header. 
An unsi&I)ed long integer. The version number of the interface as specified in 
the request packet header. 
A UUID. The universal unique identifier of the object as specified in the 
request packet header. 
An unsigned short integer. The number of the operation within the interface 
as specified in the request packet header. 
An array of bytes. The data received in the request body (the re-assembled 
data, ü the client request was sent in fragments) for input to the operation. 
StartApp/icationProcedure directs the execution engine to execute the operation requested by 
the client and to return any output data from that operation. ·. 
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StartCallback St art Cal/back 
NAME 
StartCallback - Start the callback mechanism. 
SYNTAX 
StartCallback (rtqutst_sourct, boot_t/me, activity) 
INPUT P ARAMETERS 
request_source A socket address. The location from which the client request was sent. 
boot_time 
activity 
DESCRIPTION 
An unsigned long integer. The time the server last booted, as specified in the 
global variable bootTime. 
A UUID. The activity identifier contained in the request pack.et beader. 
StartCallback directs the execution engine to m.ake a remote procedure call to the 
conv_who_are_you operation in the Conversation Manager running on the host that gener-
ated the client request. StartCallback supplies as request_sourct the socket address given in 
the [sourceAddress] portion or the requtst message input bundle; the execution engine uses 
the value in request_source to construct a band.le for input to the conv _ who_are_you call. 
---~---
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