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ABSTRACT 
A matrix T is said to co-transpose a square matrix A if ‘I-‘AT=A’ and 
T-‘A’T=A. For every n > 3 there exists a real nX n matrix which cannot be 
co-transposed by any matrix. However, it is shown that the following classes of real 
matrices can be co-transposed by a symmetric matrix of order two: 2 X 2 matrices, 
normal matrices, and matrices whose square is symmetric. 
In 1910 Frobenius [l] proved that every square matrix can be expressed 
as the product of two symmetric matrices A = TR, where T is non-singular. 
See [2] for a discussion of the importance of this result. Note that A = TR 
implies T -‘AT= A’. That is, every matrix A can be transposed by a 
similarity operation. 
DEFINITION. If together with T-‘AT=A’ the equation T-‘A’T=A 
holds, then T co-transposes A. 
Not every matrix can be co-transposed (see Theorem 1). It is the object 
of this paper to find easily verifiable conditions which imply that a real 
matrix can be co-transposed by a symmetric matrix of order two (Theorems 5 
and 6). All matrices considered are real. 
Repeated use will be made of the following: 
LEMMA. Let A=S+K where S=i(A+A’) and K=i(A-A’) are the 
symmetric and skew-symmetric parts of A. Then T co-transposes A if and 
only if T-‘ST= S and T-‘KT= - K. 
The proof is a simple calculation. 
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THEOREM 1. If n > 3 there exists an n X n matrix A which cannot be 
co-transposed by any matrix T (syrnmtric or not). 
Proof. Let S = diag( si, ss, . . . , sJ, where si=sj only if i=j. Let K={$} 
be skew-symmetric with kii = 0 only if i = j. Let A = S + K. If T is any matrix 
which co-transposes A, then T commutes with S and hence must be 
diagonal. Say T= (t,, tz, . . . , t,,). The relation T - ‘KT= - K implies that 
tip’t&= -kii and hence ti= -tj (ti#O; i,j=l,...,n). This is impossible if 
n >3. W 
If A = S + K, then there always exists an orthogonal matrix H such that H’SH 
is diagonal. Thus in principle one could use Theorem 1 as a test: A cannot be 
co-transposed if the diagonal elements of H’SH are distinct and the non-di- 
agonal elements of H’KH are non-zero. This test would require much 
calculation if the size of A were large. By way of contrast, Theorems 5 and 6 
below require relatively little calculation to show that certain matrices can 
be co-transposed. 
The special case of 2x2 matrices is treated next. 
THEOREM 2. Zf A is the (2X2) matrix 
then A is co-tranposed by 
where tane=(b+c)(a-d)-‘. Zf a=d, Tshould be taken as 
The proof is a simple direct calculation. 
Since transposition is an operation of order two, the next theorem is a 
natural result. 
THEOREM 3. If A can be co-transposed by a symmetric matrix T, then 
A can be co-transposed by a symmetric matrix of order two. 
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Proof. From T-‘AT= A’, it follows that AT”= T”A’ for any odd n. 
Hence, if p(x) is any odd polynomial, then Ap( T)=p( T)A’, and likewise 
A’T” = T”A implies A’p( T) = p( T)A. If t,, ta,. . . , t, are the eigenvalues of T, 
let q(x) be the Lagrange interpolation polynomial that maps 1 til onto 1 and 
--Iti] onto -1 (i=l,..., n). Let p(x)=i[q(x)--q(-x)]. Then p(r) is an odd 
polynomial; p( ti) = 1 if ti > 0, and p( ti) = - 1 if ti < 0. Hence p(T) is of order 
two and co-transposes A. n 
The next theorem is a direct analogy of Frobenius’s result. 
THEOREM 4. A can be co-transposed by a symmetric matrix T if and 
only if A = TR, where T and R are symmetric and T2= I. 
Proof. If A = TR and T2 = I, then TAT= RA = A’ and TA’T= TTATT= 
A. If T co-transposes A, then A = TA’T. Let R = A’T. By Theorem 3, T may 
be chosen so that T2= I. Then R’= TA= TATZ’=A’T= R. Hence R is 
symmetric. n 
The result of Theorem 2 can be extended to those matrices which are 
direct sums of 2 x 2 matrices. The most interesting case being the normal 
matrices. 
THEOREM 5. Every normal matrix A can be co- transposed by a symmet- 
ric matrix T. 
Proof. It is known that there exists an orthogonal matrix H such that 
H’AH = B has the block diagonal form B = diag( B,, . . . , Bk) where each Bi is 
2x2 or 1 x 1. (See, for example, [3], p. 185.) The result now follows by 
taking H’TH=diag(T,,...,T,) with each Ti either the matrix given by 
Theorem 2, if Bi is 2 X 2, or otherwise simply equal to one. n 
The following result was first given by Frobenius [l]. Although it is fairly 
well known a new proof is given here as an application. 
COROLLARY. Every orthogonul matrix H can be factored H = TR where 
T and R are both symmetric and of order two. 
Proof. In view of Theorems 4 and 5 the only thing to be shown is that 
R2=Z.But,byTheorem5,R=H’T,thusR2=H’TH’T=H’H=Z. n 
The last theorem covers matrices of order two, nilpotent matrices of 
index two, and many others. 
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THEOREM 6. If A2 is symmetric, then A can be co-transposed by a 
symmetric matrix. 
Proof. Let A = S + K as before. The elementary identity A2 - (A’)2 = SK 
+ KS shows that if A2 is symmetric then SK = - KS. If S is non-singular, 
then the lemma shows that S co-transposes A. If S is singular, let U be its 
range and V its null space. Since S is symmetric U and V are orthogonal 
complements. Moreover, since SK = - KS, U and V are invariant under K, 
hence they completely reduce A. This means there exists an orthogonal 
matrix H which transforms A, S, and K into the block diagonal forms 
H’AH=diag(A,,A,), H’SH=diag(S,,O), and H’KH=diag(K,,K,). Since A, 
is skew-symmetric (A, = K,), it is normal and by Theorem 5 can be co-trans- 
posed, say by T,. Since S, is non-singular and co-transposes A,, the matrix 
H’TH = diag( S,, T,) co-transposes H’AH. Hence, T co-transposes A. n 
A slight generalization of this theorem is given as a corollary. 
COROLLARY. Zf for some real number c, (A+ ~1)~ is symmetric, then A 
can be co- transposed by a symmetric matrix T. 
Proof. By Theorem 6, A+ cZ can be co-transposed by a symmetric 
matrix T. Clearly, T also co-transposes A. n 
Remarks and open questions. The above theorems give sufficient condi- 
tions for a matrix to be co-transposed by a symmetric matrix. A 3 X 3 matrix 
A can be co-transposed by a symmetric matrix if and only if AA’ - A’A is 
singular. This condition does not generalize. Is there a simple necessary and 
sufficient condition which determines when any size matrix can be co-trans- 
posed? 
If K is skew-symmetric and K 2 = - Z and if L is also skew-symmetric 
with LK # KL, then the matrix M = KL can be co-transposed by the 
skew-symmetric matrix K. Is there a symmetric matrix which co-transposes 
M? 
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