Distance Geometry for Kissing Spheres by Chen, Hao
ar
X
iv
:1
20
3.
21
31
v3
  [
ma
th.
M
G]
  2
3 O
ct 
20
12
DISTANCE GEOMETRY FOR KISSING SPHERES
HAO CHEN
Abstract. A kissing sphere is a sphere that is tangent to a fixed reference
ball. We develop in this paper a distance geometry for kissing spheres, which
turns out to be a generalization of the classical Euclidean distance geometry.
1. Introduction
Distance geometry studies the geometry based only on knowledge of distances.
We develop in this paper a distance geometry for kissing spheres following the
approach of Euclidean distance geometry. We first establish a distance space by
defining a distance function (Section 2) on the set of kissing spheres. Then we study
two basic problems of distance geometry: the embeddability problem (Section 3)
and the distance completion problem (Section 5).
The key observation of this paper is that the distance matrix for kissing spheres
also plays the role of Cayley-Menger matrix. It is then possible to adapt the proof
techniques from Euclidean distance geometry for our use. Our main results (Theo-
rem 3.1 and 5.2) are similar to the results in Euclidean distance geometry (Theorem
1.2 and 1.4). We also notice that the distance geometry for kissing spheres may
degenerate to Euclidean distance geometry in different ways. In this sense, the dis-
tance geometry developped in this paper generalizes Euclidean distance geometry.
At the end of the paper, we will introduce some previous works on spheres, and
point out the similarity and relations to our results.
1.1. Euclidean distance geometry. Let X be a set. A non-negative symmetric
function d : X × X → R≥0 is called a distance function on X . The pair (X, d)
is called a distance space. A first example would be the Euclidean distance space
(En, dE).
Euclidean distance geometry studies the geometry of points only with knowledge
of Euclidean distances. It answers questions like this: Is it possible to find three
points A, B, C in a plane such that the distances between them are dE(AB) = 3,
dE(BC) = 4 and dE(CA) = 5?
In the language of distance geometry, this is an embeddability problem:
Definition 1.1 (Isometric Embedding). Let (I, d) and (I ′, d′) be two distance
spaces. We say that (I, d) is isometrically embeddable into (I ′, d′), if there exists an
isometric embedding σ : I → I ′, such that d′(σ(x), σ(y)) = d(x, y) for all x, y ∈ I.
The set I is often finite in distance geometry. In this case, we label the elements
of I by integers 0, . . . , k where |I| = k + 1, and write σi instead of σ(i). So the
embeddability problem asks: Given a finite distance space (I, d), is it isometrically
embeddable into the Euclidean distance space (En, dE)?
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There are two powerful tools for solving this problem. One is the distance matrix
DI , defined as a (k + 1) × (k + 1) matrix whose i, j entry is the squared distance
d(i, j)2 for i, j ∈ I. The other is the Cayley-Menger matrix MI , defined as MI =(
DI e
eT 0
)
, where e denotes the all-ones vector.
The following theorem combines some important results mentioned in [Men54,
HW88,GW85,Gow85].
Theorem 1.2. Let (I, d) be a distance space. Consider the following statements
(i) (I, d) is isometrically embeddable into (En, dE).
(ii) (−1)|J| detMJ ≥ 0 for all J ⊆ I, and the rank of MI is at most n+ 2.
(iii) MI has exactly one positive eigenvalue, and at most n+1 negative eigenvalues.
(iv) DI has exactly one positive eigenvalue, and at most n+1 negative eigenvalues.
Then, (i)⇔ (ii)⇔ (iii)⇒ (iv)
The Euclidean distance matrix also provides information on the cosphericity of
the points, we refer to [Gow85] for more details.
If we are not given a complete information about the distances, the right question
to ask is the distance completion problem: can we complete the unknown distances
so that the completed distance space is embeddable into (En, dE)? This problem
can be formulated as follows in the language of graph theory:
Definition 1.3 (Distance completion). Given an undirected graph G = (V,E) and
a length function ℓ : E → R≥0, we say that (G, ℓ) is completable in a distance
space (I, d) if there is a pre-metric dV on the vertex set V , such that (V, dV ) is
isometrically embeddable into (I, d), and d(u, v) = ℓ(u, v) for all (u, v) ∈ E.
So the Euclidean distance completion problem asks: Given a graph G and a
length function ℓ on G, is (G, ℓ) completable in (En, dE)?
We define two sets of length functions as follows
CnE(G) = {ℓ : E → R≥0 | (G, ℓ) is completable in (En, dE)}
KnE(G) = {ℓ : E → R≥0 | for all cliques K ∈ G, (K, ℓ) is completable in (En, dE)}
In general they are not equal, but we have the following theorem
Theorem 1.4 ([Lau98]). CnE(G) = KnE(G) if and only if G is chordal.
Here, a chordal graph is a graph without chordless cycles longer than 3, or
equivalently, every cycle longer than 3 has an edge joining two vertices not adjacent
in the cycle.
Therefore, for a choral graph, in order to tell if a length function is completable
or not, we only need to check all the cliques.
1.2. Kissing spheres. We now define kissing spheres, the main object of study of
this paper.
We work in the extended n-dimensional Euclidean space Eˆn = En ∪ {∞}, with
Cartesian coordinate system (x0, . . . , xn−1). A sphere centered at o ∈ Eˆn with
diameter φ is the set {x | dE(x,o) = φ/2}. We consider (n − 1)-hyperplanes as
spheres of infinite diameter.
Let κ be a real number, a ball of curvature κ may be one of the followings: i) A
set {x | dE(x,o) ≤ 1/κ} if κ > 0; ii) A set {x | dE(x,o) ≥ −1/κ} if κ < 0; iii) A
closed half-spaces if κ = 0. In the first two cases, o ∈ En is the center of the ball.
A sphere is said to be tangent to a ball at a point t ∈ En, if t is the only element
in their intersection. We call t the tangent point, which can be at infinity if it
involves a ball of 0 curvature and a sphere of infinit diameter.
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Definition 1.5 (Kissing sphere). Fix a ball in Eˆn as the reference ball, a kissing
sphere is a sphere tangent to the reference ball.
Our main concern is the combinatorics, i.e. relations like tangency, intersection,
or disjointness between the kissing spheres. These are defined as follows: two kissing
spheres are tangent to each other if their intersection consists of a single point which
is not on the boundary of the reference ball; two kissing spheres intersect if their
intersections consists of more than one point, or if they are tangent to the reference
ball at a same tangent point; the disjointness is defined as usual.
Without loss of generality, we can assume the reference ball to be the half-space
x0 ≤ 0. If it is not the case, a Mo¨bius transformation can send the reference ball
to the half-space without any change to the combinatorics.
Therefore we define a kissing sphere alternatively as follows
Definition 1.6 (Kissing sphere). A kissing sphere in Eˆn is a sphere in the half-space
x0 ≥ 0 tangent to the hyperplane x0 = 0.
Note that the tangent point can be at infinity. In this case, the kissing sphere is
a hyperplane x0 = h > 0, and we say that it is a hyperplane at distance h.
p ∈ Kn
reference ball
t(p)
φ
(p
)
Figure 1. A kissing sphere as defined in Definition 1.6.
We denote by Kn the set of kissing spheres in Eˆn as defined in Definition 1.6.
For a kissing sphere p ∈ Kn, as shown in Figure 1.2 for n = 2, we denote by
t(p) ∈ Eˆn−1 the tangent point on the (n− 1)-dimensional hyperplane x0 = 0, and
by φ(p) ∈ R∪{∞} the diameter of p. The pair (φ(p), t(p)) is then the “north pole”
of p, situated in the half-space x0 > 0.
2. Distance function
Mo¨bius transformations on Eˆn are diffeomorphisms 1 that map spheres to spheres.
They form a group called the Mo¨bius group, denoted by Mo¨b(n).
A Mo¨bius transformation T ∈ Mo¨b(n) that preserves the half-space x0 ≤ 0 maps
kissing spheres to kissing spheres. It also maps between spheres centered on the
hyperplane x0 = 0, therefore the restriction of T on the hyperplane x0 = 0 is a
Mo¨bius transformation on Eˆn−1. Conversely, by Poincare´ extension [Bea83, Section
3.3], each Mo¨bius transformation on Eˆn−1 can be naturally extended to a Mo¨bius
transformation on Eˆn that preserves the half-space x0 ≤ 0. We thus define the
action of T ∈Mo¨b(n− 1) on Kn to be the action of its Poincare´ extension.
We define a distance dK on K
n as follows:
1 As in [HJ03], we don’t require a Mo¨bius transformation to preserve the orientation, therefore
reflections and inversions are also Mo¨bius transformations.
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Definition 2.1 (Distance for kissing spheres). Let p, q be two elements of Kn.
Let T ∈ Mo¨b(n − 1) be, if there exists, a Mo¨bius transformation preserving the
half-space x0 ≤ 0, such that
φ(Tp) = φ(Tq) = 1
Then the distance between p and q is dK(p, q) := dE(t(Tp), t(Tq)). If such a T
does not exist, dK(p, q) := 0.
p
q
T
Tp T q
dK(p, q)
Figure 2. Definition of the distance, if T exists.
Theorem 2.2. dK is well defined, independent of the choice of T .
That is, dK defined on K
n is invariant under the action of Mo¨b(n− 1).
As a warm-up before the proof, we shall look at the effect of an inversion pre-
serving the half-space x0 ≤ 0 on a kissing sphere. Let s be a sphere centered at a
point o on the hyperplane x0 = 0 with radius r. For a kissing sphere p ∈ Kn, we
denote by ps the image of p under the inversion transform with respect to s. We
have
φ(ps) =
r2φ(p)
dE(o, t(p))2
(1)
dE(o, t(p
s)) =
r2
dE(o, t(p))
(2)
where dE(x,y) is the Euclidean distance on the hyperplane x0 = 0.
The effect of such an inversion on p is then the same as the effect of a dilation
of scale factor r2/dE(o, t(p))
2. The scale factor does not depend on the diameter
of p. This will be a useful fact.
Proof of Theorem 2.2. An explicit calculation is not necessary, but may help un-
derstanding the situation.
Let p, q be two kissing spheres such that φ(p), φ(q) <∞ and dE(t(p), t(q)) > 0.
The infinite case and the degenerate case will be discussed later.
Choose a point o on the line segment t(p)t(q), such that dE(o, t(p))/dE(o, t(q)) =√
φ(p)/φ(q), i.e.
dE(o, t(p)) =
dE(t(p), t(q))
√
φ(p)√
φ(p) +
√
φ(q)
dE(o, t(q)) =
dE(t(p), t(q))
√
φ(q)√
φ(p) +
√
φ(q)
Let s be a sphere centered at o with radius
r =
dE(t(p), t(q))√
φ(p) +
√
φ(q)
DISTANCE GEOMETRY FOR KISSING SPHERES 5
Then, by (1) and 2, we have φ(ps) = φ(qs) = 1, and
dK(p, q) = dE(t(p
s), t(qs)) = dE(o, t(p
s)) + dE(o, t(q
s))
=
dE(t(p), t(q))√
φ(p)φ(q)
(3)
A Mo¨bius transformation is generated by reflections and inversions. For details,
see [Bea83, Definition 3.1.1] where inversions are thought as reflections with respect
to a sphere, or [Cec08, Theorem 3.8] where reflections are thougth as inversions with
respect to a plane. Theorem 2.2 is obviously true for reflections. We shall study
the inversions in detail.
An inversion preserving the half-space x0 ≤ 0 must have its inversion sphere
centered at a point o on the hyperplane x0 = 0. Let s be such an inversion sphere
of radius r. By (2), we have dE(o, t(p
s)) = r2/dE(o, t(p)) and dE(o, t(q
s)) =
r2/dE(o, t(q)). Thanks to the independence of the scale factor of the diameter, the
triangle ot(p)t(q) and the triangle ot(qs)t(ps) are similar, and
dE(t(p
s), t(qs)) =
r2dE(t(p), t(q))
dE(o, t(p))dE(o, t(q))
We then have
dK(p
s, qs) =
dE(t(p
s), t(qs))√
φ(ps)φ(qs)
=
dE(t(p), t(q))√
φ(p)φ(q)
= dK(p, q)
Which proves the theorem.
We now extend the calculation to the infinite case. Let p be a hyperplane at
distance h. Consider again a sphere s centered at a point o on x0 = 0 with
radius r. Then φ(qs) = r2φ(q)/dE(o, t(q))
2, φ(ps) = r2/h, and dE(t(p
s), t(qs)) =
r2/dE(o, t(q)). Since the inversion preserves the distance dK , by (3), we have
(4) dK(p, q) =
dE(t(p
s), t(qs))√
φ(ps)φ(qs)
=
√
h
φ(q)
Finally we study the degenerate case, i.e. t(p) = t(q) but p 6= q.
Since a Mo¨bius transformation is bijective, it is impossible to transform p and
q into spheres of same diameter. According to the definition, dK(p, q) = 0. This
is reasonable, since it’s the limit of (3) as dE(t(p), t(q)) tends to 0, or the limit of
(4) as φ(q) tends to infinity. This is Mo¨bius invariant since t(p) = t(q) holds under
any Mo¨bius transformation. 
Remark. dK is not a metric, but a pre-metric, i.e. for all p, q ∈ Kn, we have
i) dK(p, p) = 0; ii) dK(p, q) ≥ 0 (non-negativity); and iii) dK(p, q) = dK(q, p)
(symmetry). However, the triangle inequality may not be satisfied, and there may
be p, q ∈ Kn such that p 6= q but dK(p, q) = 0.
We notice that dK reflects the combinatorics. More specifically, dK = 1 if two
kissing spheres are tangent to each other, > 1 if they are disjoint, < 1 if they
intersect, and = 0 if they are tangent to the reference ball at a same point.
We notice from (3) that the distance space for a set of kissing spheres is discretely
conformally Euclidean:
Definition 2.3 (discrete conformal equivalence [Luo04,BPS10]). Two discrete dis-
tance spaces (I, d) and (I ′, d′) are conformally equivalent, if there exists a map-
ping ξ : I → I ′ and a real valued function f : I → R≥0, such that d′(ξi, ξj) =
f(i)f(j)d(i, j) for all i, j ∈ I. We say that ξ is a conformal mapping with the
conformal factor f .
(I, d) is conformally Euclidean, if it is conformally equivalent to Euclidean dis-
tance space.
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In fact, if (I, d) is embeddable into (Kn, dK), we can choose an isometric embed-
ding σ such that φ(σi) <∞ for all i ∈ I. We recognise in (3) that t◦σ conformally
maps (I, d) to (En−1, dE), with conformal factor
√
φ ◦ σ. We also notice that, if
φ(σi) = 1 for all i ∈ I, dK degenerates to Euclidean distance.
3. Embeddability problem
We now prove our first main theorem,
Theorem 3.1. Let (I, d) be a finite distance space. The following statements are
equivalent
(i) (I, d) is isometrically embeddable into (Kn, dK).
(ii) (−1)|J| detDJ ≤ 0 for all J ⊆ I, and the rank of DI is at most n+ 1.
(iii) DI has exactly one positive eigenvalue, and at most n negative eigenvalues.
Our proof is inspired by the proofs in [DL97, Sect. 6.2]. It will use the notion
of Schur complement : Consider a block matrix
(
A B
C D
)
, where A and D are square
matrices. After a block Gaussian elimination, it becomes
(
P 0
0 D
)
, where P = A −
BD−1C is called the Schur complement of D.
Proof. Let |I| = k+1 and label the elements of I by 0, . . . , k. If (I, d) is isometrically
embeddable into (Kn, dK), we can choose an embedding σ : I → Kn such that σk
is the hyperplane at distance 1. This is always possible, because dK is invariant
under the action of Mo¨b(n − 1). We then write the distance matrix DI explicitly.
It will be in the form
(5) DI =
(
DI\{k} Φ
Φt 0
)
where Φ denotes a k × 1 column matrix whose i-th entry is 1/φ(σi) for 0 ≤ i < k.
Consider the sub-distance-matrix D{0,k}, one can easily verify that its Schur
complement, denoted by PI , is in the form
(PI)ij =
dE(t(σi), t(σj))
2 − dE(t(σi), t(σ0))2 − dE(t(σ0), t(σj))2
φ(σi)φ(σj)
= −2
〈
t(σi)− t(σ0)
φ(σi)
,
t(σj)− t(σ0)
φ(σj)
〉
for i, j ∈ I \ {0, k}, where 〈·, ·〉 is the Euclidean inner product. Since I \ {k} is
embedded by σ into Kn, vi = t(σi) − t(σ0) are vectors in the (n− 1)-dimensional
hyperplane x0 = 0. Therefore, PI is negative semi-definite, whose rank is at most
n− 1.
Conversely, let PI be the Schur complement of the submatrix D{0,k}. If it is
negative semi-definite with rank at most n − 1, it can be written in the form
(PI)ij = −2〈vi,vj〉 for 0 < i, j < k, where vi are vectors in an (n− 1)-dimensional
hyperplane, which can be, without loss of generality, assumed to be x0 = 0. Then
an embedding can be constructed by setting σk as the hyperplane at distance 1,
and
φ(σi) = 1/(DI)ik
t(σi) =
{
vi/(DI)ik if i > 0
0 if i = 0
for 0 ≤ i < k.
We have proved that (I, d) is isometrically embeddable into (Kn, dK), if and only
if PI is negative semi-definite of rank at most n − 1. We also have the following
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relations for the Schur complement
detDI = − detPI
φ(σ0)2
(6a)
InDI = (1, 1, 0) + InPI(6b)
rkDI = rkPI + 2(6c)
where rkM is the rank of M , and InM is the inertia of matrix M , which is a triple
indicating (in order) the number of positive, negative and zero eigenvalues of M .
Here we use the convention that the determinant of an empty matrix is 1.
These relations allow us to express the negative semi-definiteness and the rank
of PI by the distance matrices.
A principal submatrix of PI is of the form PJ for some subset J of I such that
J ⊇ {0, k}. PI is negative semi-definite, if and only if for any principal submatrix
PJ , (−1)|J| detPJ ≥ 0. Notice that the choice of {0, k} is totally arbitrary, since
we can always apply a permutation on I, to bring any index to 0 or k. So we have
(−1)|J| detPJ ≥ 0 for all J ⊆ I (the case |J | ≤ 1 is trivial). Then Relations (6a)
and (6c) prove (i)⇔ (ii).
PI is negative semi-definite, if and only if all its eigenvalues are nonpositive.
Then Relations (6b) and (6c) prove (i)⇔ (iii). 
Equation (5) shows that the distance matrix for kissing spheres is playing dual
roles: It combines the power of the distance matrix and the Cayley-Menger matrix.
Alternatively, this can be seen by comparing Theorem 1.2 and Theorem 3.1,
We also notice from (5) that if φ(σi) = 1 for all i ∈ I \ {k}, Φ = e and DI
degenerates to an Euclidean Cayley-Menger matrix.
4. Embedding into the lightcone
We now show that the kissing spheres in Eˆn can be embedded into the Minkowski
space Rn,1, which will be useful later for the study of distance completion problem.
The Minkowski space Rn,1 is an (n + 1)-dimensional vector space with an in-
definite inner product of signature (n, 1). Explicitely, with the coordinate system
x = (x0, . . . , xn−1, t), the Minkowskian inner product 〈·, ·〉n,1 is defined as
〈x,x′〉n,1 = x0x′0 + . . .+ xn−1x′n−1 − tt′
for two vectors x and x′ in Rn,1. A vector x is space-like (resp. null, time-like) if
〈x,x〉n,1 is positive (resp. zero, negative). The lightcone is the set of null vectors,
i.e. Ln = {x | 〈x,x〉n,1 = 0}. A vector x is future- (resp. past-) directed if t is
positive (resp. negative).
Let (I, d) be a distance space isometrically embeddable into (Kn, dK). Since
DI has exactly one positive eigenvalue and at most n negative eigenvalues, we can
decompose it into DI = Q
tΛQ, where Λ is an (n+1)×(n+1) diagonal matrix, with
1 as its last entry, and all other entries being −1. The columns of Q are vectors in
the Minkowski space Rn,1, indexed by the elements of I. We can therefore write
(DI)ij = −〈xi,xj〉n,1 for a system of vectors {xi}i∈I in Rn,1.
Since 〈xi,xi〉n,1 = −(DI)ii = 0, all the vectors xi are on the lightcone Ln.
Since for all i 6= j
−〈xi,xj〉n,1 = 1
2
〈xi − xj ,xi − xj〉n,1 = (DI)ij ≥ 0
the difference between any two vectors can not be time-like. Therefore, {xi}i∈I
have to be either all future-directed, or all past-directed. The Minkowskian inner
product induces a pre-metric
dM (x,x
′)2 := −〈x,x′〉n,1
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on the future-directed lightcone Ln+. We can therefore view DI as the Minkowskian
distance matrix for a set of future-directed null vectors.
In fact, we just proved the following theorem:
Theorem 4.1. (Kn, dK) is isometric to (L
n
+, dM ).
Explicitly, let Ψ be the isometry, then for a kissing sphere p ∈ Kn of finite
diameter, we have
(7) Ψ(p) =
√
2
2φ(p)
(
1− ‖t(p)‖22, 2t(p), 1 + ‖t(p)‖22
)
It is easy to verify that 〈Ψ(p),Ψ(p)〉n,1 = 0 and dK(p, q) = dM (Ψ(p),Ψ(q)). We
can extend Ψ to kissing spheres of infinit diameter, by setting
Ψ(p) =
√
2
2
(−h, 0, . . . , 0, h)
if p is a hyperplane at distance h.
We now make some remarks about this embedding:
Remark. If the reference ball has a non-zero curvature κ, we can either make it
zero by a Mo¨bus transformation before applying the isometry in (7)), or directly
apply the following embedding to a kissing sphere p:
(8) Ψ(p) =
(√
2
2
+
√
2
κφ(p)
)
(tˆ(p), 1)
where φ(p) is now the signed diameter, negative if the sphere surrounds the reference
ball, while tˆ(p) now means the unit direction vector of the tangent point, taking
the center of the reference ball as the origin. This can be used to define a distance
function for kissing spheres to a reference ball of non-zero curvature.
Remark. In the projective model of Mo¨bius geometry, points are mapped to null
directions [Cec08, Equation 2.3]. In fact, our isometry maps the tangent points of
kissing spheres to null directions in the same way, and use the vector lengths to
distinguish different kissing spheres with a same tangent point.
Remark. The invariance of DI under the action of Mo¨b(n−1) is reflected in Rn,1 as
the invariance under Lorentz transformations that preserves the direction of time.
Indeed, Mo¨b(n − 1) is isomorphic to the orthochronous Lorentz group O+(n, 1)
[Cec08, Corollary 3.3].
Remark. A continuous version of Theorem 4.1 can be found in [Bri23], which states
that a Riemann space is conformally Euclidean if and only if it can be embedded
into the lightcone. A generalisation for conformally flat Riemann manifolds can be
found in [AD89]
We now show again that distance geometry for kissing spheres may degenerate
to Euclidean distance geometry.
A normal vector y and a real number c determines a hyperplane H = {x |
〈x,y〉n,1 = c}. A hyperplane is said to be space-like (resp. null, time-like) if its
normal vector is time-like (reps. null, space-like).
Let I be a set of kissing spheres. If for all p ∈ I, Ψ(p) lies on a same null-
hyperplane H , H can be written in the form H = {x | −〈x,y〉n,1 = 1}, where
y is a null vector. Therefore Ψ−1(y) is tangent to all the elements of I. We can
find a Lorentz transformation L that sends y to (−
√
2
2
, 0, · · · , 0,
√
2
2
), then for all
p ∈ I, Ψ−1LΨ(p) is a unit kissing sphere (kissing spheres of unit diameter) since
they are tangent to the hyperplane at distance 1 from the reference ball. Therefore
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DI degenerates to Euclidean distance geometry, as discussed in the end of Section
3.
If for all p ∈ I, Ψ(p) lies on a same space-like hyperplane H , then we can find
a Lorentz transformation L that sends H to a time-constant hyperplane. The
intersection of LH with the lightcone is an (n− 1)-sphere, and dM degenerates to
Euclidean distance dE . This is also observed in [Sei95, Theorem 4.5.3]. One way to
view this is to consider unit kissing spheres kissing a reference ball of finite radius.
It turns out that dK , induced by (8), equals the Euclidean distance between their
centers.
5. Distance completion problem
We now study the distance completion problem in (Kn, dK). The results for
embeddability problem tell us that
Theorem 5.1. (G, ℓ) is completable in (Kn, dK), if and only if there is a non-
negative symmetric matrix D satisfying
(C1) Duv = 0 if u = v.
(C2) Duv = ℓ(u, v)
2 if and only if (u, v) ∈ E.
(C3) the rank of D is at most n+ 1.
(C4) D has exactly one positive eigenvalue.
D is in fact the distance matrix corresponding to a distance function realising
the given edge lengths. We call D a target matrix.
This theorem transforms the distance completion problem to the matrix com-
pletion problem: some entries of the matrix being given (C1 and C2), find the
value for the other entries, so that the rank of matrix is low (C3). We refer to
[Joh90,CR09] for more details about matrix completion.
Comparing to the classical matrix completion problem, C4 is new. The target
matrix is usually positive semi-definite, but here we need it to be indefinit. The
result in the previous section can help here.
If (G, ℓ) is completable in (Kn, dK), then for every clique K of G, (K, ℓ) is
completable in (Kn, dK). The inverse is in general not true. Define two sets as in
Euclidean case,
CnK(G) = {ℓ : E → R≥0 | (G, ℓ) is completable in (Kn, dK)}
KnK(G) = {ℓ : E → R≥0 | for all cliques K ∈ G, (K, ℓ) is completable in (Kn, dK)}
We now prove our second main theorem
Theorem 5.2. CnK(G) = KnK(G) if and only if G is chordal.
This is almost the same as Theorem 1.4. In fact, we have employed the proof
techniques in [Lau98], but with some necessary adaptions.
Proof of “only if”. If G is not chordal, consider a chordless cycle C of length at
least 4, and pick an edge e0 ∈ C. Construct a length function ℓ by setting ℓ(e) = 1
if e has exactly one end in C or if e = e0, otherwise ℓ(e) = 0. Then ℓ ∈ KnK(G) but
ℓ /∈ CnK(G). 
If two graphs each has a clique of a same size, the clique-sum glues them together
by identifying that clique. In the language of mathematics, consider a graph G =
(V,E) and two of its subgraphs G1 = (V1, E1) and G2 = (V2, E2). G is the clique-
sum of G1 and G2, if V = V1 ∪ V2 and W = V1 ∩ V2 induces a clique in G, and
there is no edge joining a vertex in V1 \W and a vertex in V2 \W .
Lemma 5.3. Let G be a clique-sum of G1(V1, E1) and G2(V2, E2). If CnK(Gi) =
KnK(Gi) for i = 1, 2, then CnK(G) = KnK(G).
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We use Theorem 4.1 to prove this lemma.
Proof of Lemma 5.3. Let ℓ be an element in KnK(G). Obviously, ℓ ∈ KnK(Gi) =
CnK(Gi), for i = 1, 2. Since (G1, ℓ) and (G2, ℓ) are n-completable, let D1 and D2
be the corresponding target matrices. We can find a system of future-directed null
vectors xu ∈ Ln+ for u ∈ V1 such that (D1)uv = dM (xu,xv)2 for u, v ∈ V1, and
yu ∈ Ln+ for u ∈ V2 such that (D2)uv = dM (yu,yv)2 for u, v ∈ V2. On the common
clique, for all u, v ∈ V1∩V2, we have dM (xu,xv) = dM (yu,yv) = l(u, v). Therefore,
there is a Lorentz transformation L, such that Lxu = yu for u ∈ V1 ∩ V2. Now
we construct a system of vectors by setting zu = Lxu for u ∈ V1, and zu = yu for
u ∈ V2 \ V1. The matrix Duv = dM (zu, zv) is a target matrix for (G, ℓ), therefore
ℓ ∈ CnK(G). 
This proves the “if” part of Theorem 5.2, since a chordal graph can be built up
by clique-sums. Therefore, for a choral graph, in order to tell if a length function
is completable or not, we only need to check all the cliques.
6. Distance geometry for spheres
We would like to mention some previous works that actually established a dis-
tance geometry for spheres.
We denote by Sn the set of (n−1)-spheres in Eˆn. For a sphere p in Sn, we denote
its center by c(p), and its radius by r(p). Therefore (r(p), c(p)) is a point in the
(n+ 1)-dimensional half-space x0 > 0.
The following equation defines an analogue of the distance in Section 2:
d2S(p, q) =
d2E(c(p), c(q)) − r2(p)− r2(q)
2r(p)r(q)
It seems to be first used by Darboux [Dar72], and was referred to as “separation”
in [Boy73]. By abuse of language, we call dS a “distance” for spheres, even though
it is not positive. Related terms, such as “distance space”, “distance matrix” and
“isometric embedding”, are also abused.
It is easy to verify that dS > 1 if the two spheres are externally disjoint, = 1 if
they are tangent from outside, = −1 if they are tangent from inside, < −1 if one is
inside the other, and −1 < dS = − cosα < 1 if the two spheres intersect, where α
is the angle of intersection, so dS = 0 if they intersect orthogonally.
We have the following results:
Theorem 6.1. Let (I, d) be a “distance” space (symmetric but not necessarily
non-negative). The following statements are equivalent
(i) (I, d) is “isometrically” embeddable into (Sn, dS).
(ii) (−1)|J| detDJ ≤ 0 for all J ⊆ I, and the rank of DI is at most n+ 2.
(iii) DI has exactly one positive eigenvalue, and at most n + 1 negative eigen-
values.
The equivalence between (i) and (ii) seems to be first proved in [Dar72] for
dimension 2 and 3. A proof of the equivalence between (i) and (iii) was sketched
in [Boy73].
We now show that Theorem 6.1 is intuitive in the framework of Mo¨bius geometry.
There is a conventional way [HJ03,Cec08,Max82] to represent a spheres in Sn by
vectors on the future directed one-sheet hyperboloid
H
n+1
+ = {x | 〈x,x〉n+1,1 = 1, t > 0}
Explicitely, a sphere (r, c) is represented by the vector
1
2r
(
1− ‖c‖22 + r2, 2c, 1 + ‖c‖22 − r2
)
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One can verify that this is an “isometry” between (Sn, dS) and the Minkowski space
(Hn+1+ , dM ).
This “isometric” embedding was used in [Max82] for studying sphere packings.
It is invariant under Lorentz transformations, reflecting the fact that combinatorics
of spheres are Mo¨bius invariant.
With this representation, we can derive the result in Section 4 in another way:
Let p be a sphere represented by a vector xp sucht that 〈xp,xp〉n+1,1 = 1. a sphere
tangent to p is represented by vector such that 〈x,x〉n+1,1 = 1 and 〈x,xp〉n+1,1 =
−1. We then have 〈x+xp,x+xp〉n+1,1 = 0 which defines an n-dimensional cone. In
fact,
√
2
2
(x+xp) is an embedding of spheres kissing p onto a lightcone as described
in Section 4.
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