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A GENERALIZED HERMITE CONSTANT FOR IMAGINARY
QUADRATIC FIELDS
WAI KIU CHAN, MARI´A INE´S ICAZA, AND EMILIO A. LAURET
Abstract. We introduce the projective Hermite constant for positive defi-
nite binary hermitian forms associated with an imaginary quadratic number
field K. It is a lower bound for the classical Hermite constant, and these two
constants coincide when K has class number one. Using the geometric tools
developed by Mendoza [6] and Vogtmann [15] for their study of the homology
of the Bianchi groups, we compute the projective Hermite constants for those
K whose absolute discriminants are less than 70, and determine the hermitian
forms that attain the projective Hermite constants in these cases. A compar-
ison of the projective hermitian constant with some other generalizations of
the classical Hermite constant is also given.
1. Introduction
Let K be an imaginary quadratic field and OK be its ring of integers. We regard
K as a subfield of C by identifying K with its image under an embedding into C.
For any binary hermitian form S and any column vector v ∈ C2, S(v) denotes the
value of S at v. The (2-dimensional) Hermite constant γK for K is defined as
(1.1) γK = max
S∈P
min
v∈O2
K
\{0}
S(v)
det(S)1/2
,
where P is the set of all positive definite binary hermitian forms. In the subsequent
discussion we often identify a binary hermitian form axx¯+bx¯y+ b¯xy¯+cyy¯ with the
2× 2 hermitian matrix ( a b
b¯ c
)
, and the determinant of a hermitian form will be the
determinant of its associated hermitian matrix. The constant γK has been studied
by many authors, and we will give a brief summary of some of the earlier results
later in this section.
From now on, all hermitian forms are assumed to be positive definite. As an at-
tempt to take the ideal class group of K into consideration, we define the projective
minimum of a binary hermitian form S to be
µpK(S) := min
v∈O2
K
\{0}
S(v)
NK(〈v〉) ,
where NK(〈v〉) denotes the norm of the ideal generated by the coordinates of v. As
an analogy of (1.1), we define the projective Hermite constant γpK of K by
(1.2) γpK := maxS∈P
µK(S)
det(S)1/2
= max
S∈P
min
v∈O2
K
\{0}
S(v)
NK(〈v〉) det(S)1/2 .
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It is clear that in both (1.1) and (1.2), the maximum can be taken over only those
S with determinant 1.
It is not hard to see that γpK ≤ γK , and the equality holds when the class number
hK of K is one. However, these two constants could be different when hK is greater
than one, and γpK becomes a nontrivial lower bound for γK in these cases.
A binary hermitian form S is called projective extreme (with respect to K) if
γpK attains a local maximum at S, and is called absolutely projective extreme if the
maximum is absolute.
Suppose that K = Q(
√−D), where D is a square-free positive integer. An
integral basis for OK is given by {1, ω}, where ω =
√−D or (1 + √−D)/2 if
D ≡ 1, 2 mod 4 or D ≡ 3 mod 4 accordingly. We denote the discriminant of
K by dK . The constant γK has been already determined for many D. The case
D = 1 was due to Speiser [13], which was extended by Perron [10] to the cases D =
1, 2, 3, 7, 11, 19. Oberseider [7] treated all imaginary quadratic fields of class number
one by completing the cases D = 43, 67, 163, and he completed the additional cases
D = 5, 6, 10, 13, 15 (class number 2) and D = 14, 17 (class number 4).
On the other hand, since OK is a free Z-module of rank two, a binary hermitian
form over K of determinant ∆ can be viewed as a quaternary quadratic form over
Q of determinant (∆|dK |)2/16. This idea was exploited by Oppenheim [9] to show
that
(1.3) γK ≤
√
|dK |
2
,
and that the equality holds if and only if −2 is a quadratic residue modulo D or,
equivalently, every odd prime divisor of D is congruent to 1 or 3 modulo 8.
Since γpK = γK for every K of class number one, γ
p
K is determined for the
nine imaginary quadratic number fields of class number one. Our main result is
the computation of γpK and the corresponding projective extreme forms for every
imaginary quadratic field K with class number not one and |dK | < 70.
Theorem 1.1. Let K be an imaginary quadratic number field whose absolute dis-
criminant is less than 70. Then γpK and the associated absolutely projective extreme
forms of determinant 1, modulo the action of SL2(OK), are given in Table 1 and
Table 2, respectively.
In Table 1, we also record the value of γK whenever it is known for the sake
of comparison. For the convenience of presentation, in Table 2 we use [a, b, c] to
denote the hermitian form
(
a b
b¯ c
)
. Every absolutely projective extreme form in that
table attains its projective minimum at ( 10 ), except when it has a column vector v
as a subscript. In that case, the projective minimum of that form is attained at v.
Remark 1.2. Our computation shows that when |dK | < 70, γK attains the upper
bound
√
|dK |/2 if and only if γpK is also equal to
√
|dK |/2 (there are twelve of
these K). Although our sample size is small, the results we have here do lead to
the following interesting question:
If γK =
√
|dK |
2
, is γpK also equal to
√
|dK |
2
?
The proof of Theorem 1.1 relies heavily on the geometric tools developed by Men-
doza [6] and Vogtmann [15] for their study of the homology of the Bianchi groups.
Our idea is to make use of the classical bijection between the binary hermitian
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Table 1. Projective Hermite constants for |dK | < 70
−dK D hK γpK γK
3 3 1
√
3/2
√
3/2
4 1 1
√
2
√
2
7 7 1
√
7/3
√
7/3
8 2 1 2 2
11 11 1
√
11/2
√
11/2
15 15 2
√
3 2
√
5/3
19 19 1
√
19/2
√
19/2
20 5 2
√
5 4
√
5/11
23 23 3
√
23/5
24 6 2 2
√
3 2
√
3
31 31 3
√
31/3
35 35 2
√
7
−dK D hK γpK γK
39 39 4
√
13
40 10 2 6
√
5/13 8
√
10/39
43 43 1
√
43/2
√
43/2
47 47 5
√
47/5
51 51 2
√
51/2
√
51/2
52 13 2
√
52/3 8
√
3/35
55 55 4 4
√
11/19
56 14 4 2
√
7/3 8
√
14/41
59 59 3
√
59/2
√
59/2
67 67 1
√
67/2
√
67/2
68 17 4
√
34
√
34
163 163 1
√
163/2
√
163/2
Table 2. Absolutely projective extreme forms for |dK | < 70
−dK hK abs. proj. extreme forms
3 1 [
√
2√
3
, ± i√
2
,
√
2√
3
]
4 1 [
√
2, ± 1+ i√
2
,
√
2]
7 1 [
√
7√
3
, ± 2 i√
3
,
√
7√
3
]
8 1 [2, ±
√
2+2 i√
2
, 2]
11 1 [
√
11√
2
, ± 3 i√
2
,
√
11√
2
]
15 2 [
√
3, ±√5 i, 2√3]
19 1 [
√
19√
2
, ± 6 i√
2
, 2
√
19√
2
]
20 2 [
√
5, ±√5 i, 3√5]
23 3 [
√
23√
5
, ±
√
8 i√
5
,
√
23√
5
]
24 2 [
√
12, ±
√
6+4 i√
2
,
√
12]
31 3 [
√
31√
3
, ±
√
8 i√
5
, 4
√
31√
3
]
35 2 [
√
7, ± 10 i√
5
, 3
√
7]
39 4 [
√
13, ± 6 i√
3
,
√
13]
40 2
[
3
√
20√
13
, − 3
√
10±22 i√
26
, 10
√
10√
13
][
3
√
20√
13
, ±
√
10±18 i√
26
, 3
√
20√
13
]
43 1 [
√
43√
2
, ± 16 i√
2
, 6
√
43√
2
]
47 5
[√
47√
5
, ± 18 i√
5
, 7
√
47√
5
][
2
√
47√
5
, ± 29 i√
5
, 9
√
47√
5
]
(ω2 )
−dK hK abs. proj. extreme forms
51 2
[√
51√
2
, ± 7 i√
2
,
√
51√
2
][√
51√
2
, ± 10 i√
2
, 2
√
51√
2
]
52 2
[√
52√
2
, ± 7 i√
3
,
√
52√
2
][√
52√
2
, −
√
52±6 i√
3
,
√
52√
2
]
55 4
[
4
√
11√
19
, ± 35 i√
95
, 6
√
11√
19
][
5
√
11√
19
, ± 7
√
11+5
√
19 i
2
√
19
, 11
√
11√
19
][
5
√
11√
19
, ±
(
3
√
11
2
√
19
+
√
19 i√
5
)
, 9
√
11√
19
]
56 4
[√
28√
3
, −
√
7+6
√
2 i√
3
, 79√
84
]
[√
28√
3
, − 11
√
7+53 2
i√
3
, 2155
√
3
11
√
28
]
(
1+ω
3
)
59 3
[√
59√
2
, ± 23 i√
2
, 9
√
59√
2
][√
108, − 59+23
√
59 i√
108
, 5
√
59√
2
]
(
2+ω
3
)
67 1 [
√
67√
2
, ± 20 i√
2 i
, 6
√
67√
2
]
68 4
[√
34, −
√
17+7 i√
2
,
√
34
][
9
√
34, − 9
√
17+95 i√
2
, 17
√
34
]
(
1+ω
3
)
163 1 [
√
163√
2
, ± 18 i√
2
, 2
√
163√
2
]
forms of a fixed determinant and the upper-half space H3, which is equivariant un-
der the action of the Bianchi group Γ = SL2(OK) (see Theorem 2.1). Mendoza [6,
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Definition 2.1.6] constructs a set M, which is a 2-dimensional cellular retract of
H3 and is invariant under Γ. His result [6, Page 30] implies that the function
S 7→ µpK(S)/ det(S)1/2 attains its local maxima at the vertices of M [6, Page 30].
Our main task is to apply Vogtmann’s theorem to build an appropriate cellular
fundamental domain of M under the action of Γ and to recover its vertices.
The paper is organized as follows. In Section 2 we introduce the well-known geo-
metric relationship between the set of binary hermitian forms of a fixed determinant
and the upper-half space, and we recall some results in [6] by Mendoza. Section 3
describes Vogtmann’s theorem [15]; it determines a convenient cellular fundamental
domain which will be used for the computation of γpK and the projective extreme
forms. In Section 4 we discuss the idea behind the computations needed in the
proof of Theorem 1.1, and illustrate it by working out in detail the particular case
K = Q(
√−39) which has class number four and whose calculation is already quite
involved. In Section 5, we define the n-dimensional projective Hermite-Humbert
constant for an arbitrary number field K and any n ≥ 2, which can be viewed as
a generalization of γpK . A comparison of this constant with other generalization of
the Hermite constant given by Icaza [5], Thunder [14], and Watanabe [16, 17] will
be given.
2. Geometric tools
The group GL2(C) acts on P by
S 7→ g · S = | det g| (g−1)∗ S (g−1),
where ∗ denotes the conjugate transpose of a matrix. The set P(∆) of binary
hermitian forms with a fixed determinant ∆ is invariant under this action, for
every ∆ > 0. Let H3 denote the 3-dimensional (real) hyperbolic space which is
realized as the upper half-space of C× R, that is,
H3 = {(z, ζ) ∈ C× R : ζ > 0}.
There is a natural action of GL2(C) on H
3 given by
g · (z, ζ) =
(
(az + b)(cz + d) + ac¯ζ2
|cz + d|2 + |c|2ζ2 ,
| det g| ζ
|cz + d|2 + |c|2ζ2
)
.
The subgroup SL2(C) of GL2(C) acts on H
3 as isometries. In fact, PSL2(C) is
the full group of orientation preserving isometries of H3. The next theorem relates
these two actions.
Theorem 2.1. [3, Proposition 1.1] The map Φ : P → H3 defined by
Φ
(
a b
b¯ c
)
=
(
−b
a
,
√
ac− |b|2
a
)
is GL2(C)-equivariant, and Φ∆ := Φ|P(∆) : P(∆)→ H3 is a bijection for all ∆ > 0.
The inverse of this map is given by
Ψ∆(z, ζ) =
√
∆
ζ
(
1 −z
−z¯ |z|2 + ζ2
)
.
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The action of GL2(C) on H
3 extends to the boundary of H3. We identify this
boundary with P1(C) = C ∪ {∞}, where the elements in C correspond to the
elements in C × R with second component equal to zero. Via this identification,
the action of GL2(C) on this boundary is precisely the classical Mo¨bius action.
An element λ ∈ P1(C) is called a cusp if either λ ∈ K ⊂ C or λ = ∞. The set
of cusps can be identified with P1(K) and, from now on, we will write λ = α/β
with α, β ∈ OK if λ ∈ K, or λ = 1/0 if λ = ∞. Note that the subgroup GL2(K)
preserves the set of all cusps. Following the classical theory we associate to each
cusp λ = α/β the element of the ideal class group JK containing the fractional
ideal 〈α, β〉. It is easy to see that this map is well-defined and it induces a bijection
between SL2(OK)\P1(K) and JK (see [4, §7.2]).
We are now ready to describe Mendoza’s work [6]. The distance between a point
P = (z, ζ) ∈ H3 and a cusp λ is given by
d(P, λ) =
|βz − α|2 + |β|2ζ2
ζ NK(〈α, β〉) .
This definition does not depend on the choices of α and β, as we shall see in the
following remarks.
Remark 2.2 (geometric interpretation). It follows immediately that for any λ ∈ K,
Nλ := NK(〈α, β〉)/|β|2 does not depend on the choices of the integers α and β as
long as λ = α/β ∈ K. This gives d(P, λ) = |P − λ|2/(ζ Nλ).
If λ and µ are two cusps, let S(λ, µ) be the set of points in H3 that are equidis-
tant from these cusps. These sets are hemispheres or planes perpendicular to the
boundary C. In other words, they are geodesic planes in H3. In particular, S(∞, λ)
is a hemisphere centered at λ with radius
√
Nλ.
Remark 2.3 (arithmetic interpretation). Write S = Ψ∆(P ) ∈ P(∆) and v = ( αβ ) ∈
O2K where λ = α/β. Then
(2.1) d(P, λ) =
S(v)√
∆ NK(〈α, β〉)
.
As an easy application of (2.1) we have the following proposition, which can also
be obtained from combining Propositions 3.2 and 3.3 of [15].
Proposition 2.4. If g =
(
a b
c d
) ∈ M2(OK) with det(g) 6= 0, P ∈ H3 and λ =
α/β ∈ P1(K), then
d(g · P, g · λ) = | det g| NK(〈α, β〉)
NK(〈aα+ bβ, cα+ dβ〉) d(P, λ).
In particular d(g · P, g · λ) = d(P, λ) for all g ∈ SL2(OK).
In view of (1.2) and (2.1), the projective Hermite constant γpK can be computed
by
(2.2) γpK = sup
P∈H3
inf
λ∈P1(K)
d(P, λ).
A positive number c ∈ R is called an upper reduction constant for K if for each
P ∈ H3 there is at least one cusp λ of K such that d(P, λ) ≤ c. The optimal upper
reduction constant for K is the infimum of all upper reduction constants for K.
Theorem 2.5. [6] For P a point in H3, the following hold.
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(1) For any real number c > 0, there are only finitely many cusps λ of K such
that d(P, λ) ≤ c.
(2)
√
|dK |/2 is an upper reduction constant for K.
(3) Consider the function ηK : H
3 → R defined by
(2.3) ηK(P ) = inf
λ∈P1(K)
d(P, λ).
Then ηK is continuous and invariant under the action of SL2(OK).
(4) The function ηK attains a maximum on H
3, which is equal to the optimal
upper reduction constant for K.
Note that Part (2) of the above theorem can be seen from (1.3).
Definition 2.6. Let λ be a cusp of K. The minimal set H(λ) of λ is the set of
points in H3 such that the distance from λ is smaller than or equal to the distance
from any other cusp, that is,
H(λ) = {P ∈ H3 : d(P, λ) ≤ d(P, µ) for all µ ∈ P1(K)}.
Remark 2.7. It follows from the definition that ηK(P ) = d(P, λ) for all P in H(λ).
The set H(∞) is easily seen to be the set of points in H3 which lie above all
hemispheres S(∞, λ) for all finite cusps λ.
We denote by Γ the Bianchi group SL2(OK), and by Γ(λ) the stabilizer of λ
in Γ. Let {λ1, λ2, . . . , λhK} be a set of representatives of the SL2(OK)-orbits in
the set of cusps. From Proposition 2.4 and Theorem 2.5 one can easily see that
Γ ·(H(λ1)∪· · ·∪H(λhK )) = H3. Note that this set is far from being a fundamental
domain of the action of Γ on H3, since Γ(λi) preserves H(λi) for each i.
The minimal incidence set [6, Definition 2.1.6] is
(2.4) M =
⋃
λ
∂H(λ) =
⋃
λ6=µ
H(λ) ∩H(µ),
This M has been used in the computation of integral and rational homology of
Bianchi groups, since it is a 2-dimensional cellular retract of H3 which is invariant
under SL2(OK). The readers are referred to [6], [15], and the references therein for
more information.
Lemma 2.8. [6, Proposition 2.1.7] If the function ηK defined in (2.3) attains its
maximum at a point P , then P is in M.
Now, (2.2), Proposition 2.4, Theorem 2.5 and Lemma 2.8 allow us to write γpK
as
(2.5) γpK = maxP∈M
ηK(P ) = max
1≤i≤hK
max
P∈T˜i
d(P, λi),
where T˜i denotes a fundamental domain of ∂H(λi) under the action of Γ(λi). In
the next section we shall use the work of Vogtmann in [15] to construct the sets T˜i.
A point at which ηK attains a local maximum is called a projective extreme
point. A point is called an absolutely projective extreme point if ηK attains the
global maximum there. It is explained in [6, Page 30] that the projective extreme
points are the vertices ofM. By definition, projective extreme points and projective
extreme forms of a fixed discriminant are in bijective correspondence.
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Proposition 2.9. The map Φ defined in Theorem 2.1 identifies projective extreme
forms (resp. absolutely projective extreme forms) of a fixed determinant with pro-
jective extreme points (resp. absolutely projective extreme points).
3. Vogtmann’s results
This section contains a brief summary of results of Vogtmann in [15]. The
next theorem gives an effective method to find a cellular fundamental domain of
Γ(λ)\∂H(λ). Given a finite cusp λ of K, let n be the smallest positive integer such
that α = nλ ∈ OK , and let
Lλ =
(
α 1
n 0
)
.
For λ = ∞, we set α = 1, n = 0 and L∞ the identity matrix. The matrix Lλ will
be regarded as an element in GL2(C) and so acting on H
3.
Theorem 3.1. [15, Theorem (4.9)] Suppose that |dK | > 4. Let λ be a cusp of K,
and D be a fundamental domain of the lattice n〈α, n〉−2 (or OK if λ =∞) in C. A
fundamental domain for the action of Γ(λ) on ∂H(λ) is given by the union of the
cells H(λ) ∩H(Lλ(γ/m)) such that
(i) m is a rational integer satisfying 0 < m < NK(〈α, n〉)(−dK/2);
(ii) γ ∈ OK and γ/m ∈ D;
(iii) dim
(
H(λ) ∩H(Lλ(γ/m))
)
= 2.
The fundamental domain for Γ(λ) given in the above theorem will be denoted
by I(λ).
Remark 3.2. The case λ = ∞ is missing in the statement of [15, Theorem (4.9)].
However, the assumption |dK | > 4 implies that Γ(∞) is the group of translations
of C by elements in OK . As a result, D can be chosen to be a fundamental domain
of OK in C when λ =∞.
Remark 3.3. When |dK | = −4 and −3, Γ(∞) contains isometries other than the
translations by elements of OK , namely the rotations by pi and 2pi/3 respectively.
In these two cases, we obtain a fundamental domain of Γ(λ) on ∂H(λ) by first
applying the theorem and then taking the quotient of the resulting space by the
rotations.
When K has class number one, there is only one SL2(OK)-orbit of cusps. To
compute γpK in this case, it follows from (2.5) that it is sufficient to determine a
cellular fundamental domain for Γ(∞)\M, and Theorem 3.1 tells us how to do
exactly that. Moreover, for determining the projective extreme points, we have to
locate the vertices of this fundamental domain, modulo the action of Γ(∞).
In the general case when the class number hK of K is not one, we should de-
termine the hK fundamental domains Γ(λi)\∂H(λi) for each λi. If λ 6= ∞, the
minimal set H(λ) is not as nice as H(∞), graphically speaking, because H(λ) can-
not be seen directly from the top. For these λ, we will follow the proof of [15,
Theorem (4.9)] to construct a cellular fundamental domain for a conjugate of Γ(λ)
which is visible directly from the top, and then apply an isometry to obtain a cel-
lular fundamental domain of Γ(λ) on ∂H(λ). We briefly explain this procedure
below.
The λ-distance from a point P ∈ H3 to a cusp µ is defined to be
dλ(P, µ) = d(Lλ(P ), Lλ(µ)).
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For µ, ν ∈ P1(K) we define
Sλ(µ, ν) = {P ∈ H3 : dλ(P, µ) = dλ(P, ν)}, and
Hλ(µ) = {P ∈ H3 : dλ(P, µ) ≤ dλ(P, ν) ∀ ν ∈ P1(K)}.
The set Hλ(µ) is called the λ-minimal set of µ.
Remark 3.4. As in Remark 2.7, Sλ(∞, µ) is a hemisphere centered at µ = γ/δ with
radius the square root of NK(〈Lλ(γ, δ)〉)/(NK(〈α, n〉)|δ|2). Furthermore, Hλ(∞)
is the set of points in H3 which lie above all hemispheres Sλ(∞, µ) for every finite
cusp µ. Therefore, Hλ(∞) is visible directly from the top.
Remark 3.5. Note that
(3.1) Lλ(Hλ(µ)) = H(Lλ(µ)).
Since Lλ(∞) = λ, we have Lλ(Hλ(∞)) = H(λ); thus the cell structure of ∂H(λ)
is the same as that of ∂Hλ(∞). This means that if Iλ is a fundamental domain
for L−1λ Γ(λ)Lλ on ∂Hλ(∞), then Lλ(Iλ) will be a fundamental domain for Γ(λ) on
∂H(λ). Typically we will take Iλ to be the union of the sets Hλ(∞) ∩ Hλ(γ/m)
over the cusps γ/m which satisfies (i), (ii) and (iii) in Theorem 3.1. Note that
L−1λ (H(λ) ∩H(Lλ(γ/m))) = Hλ(∞) ∩Hλ(γ/m) by (3.1), and so this Iλ is indeed
a fundamental domain for L−1λ Γ(λ)Lλ on ∂Hλ(∞).
In some occasions, however, we can exploit the symmetries between the cusps
and obtain Iλ in a more conveniently manner. For example, using the equality
dλ¯((z¯, ζ), µ¯) = dλ((z, ζ), µ), one obtains the following lemma.
Lemma 3.6. [15, Corollary (5.5)] Hλ(∞) is the reflection of Hλ¯(∞) through the
plane Im(z) = 0.
For µ = γ/δ ∈ K, let [µ] be the class of the ideal 〈γ, δ〉. One finds a useful
application of Lemma 3.6 when the ideal class group JK is {[∞], [λ], [λ¯]} for some
cusp λ. In this case, finding γpK requires only the maximum of ηK in ∂H(∞) and in
∂H(λ). A less obvious type of symmetry follows from the following theorem which
is essentially Proposition 5.2 and Theorem 5.6 in [15] together. We provide a sketch
of its proof since certain features of it will be used in the next section.
Theorem 3.7. [15] Let λ be a cusp of K, and suppose that [λ]2 = 1. If µ and
ν are cusps of K such that [µ][λ] = [ν], then there exists h ∈ GL2(OK) such that
h(µ) = ν and h is an isomorphism sending H(µ) to H(ν). In particular, ∂H(µ) is
isomorphic to ∂H(ν).
Sketch of proof. Write λ = α/β. Since [λ]2 = 1, one can prove that there is a
matrix
(3.2) g =
(
x y
z w
)
∈ GL2(OK) such that
{
〈α, β〉 = 〈x, y〉 = 〈z, w〉,
| det(g)| = NK(〈α, β〉),
inducing an isomorphism g : OK⊕OK −→ 〈α, β〉⊕〈α, β〉. It follows that 〈g(s, t)〉 =
〈xs + yt, zs + wt〉 = 〈s, t〉〈α, β〉 for all (s, t) ∈ O2K , and hence [g · µ] = [µ][λ] =
[ν] and NK(〈g(s, t)〉) = NK(〈s, t〉)NK(〈α, β〉). Writing µ = γ/δ and applying
Proposition 2.4, it follows that
d(g · P, g · µ) =
( | det g|NK(〈γ, δ〉)
NK(〈g(γ, δ)〉)
)
d(P, µ) = d(P, µ),
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and therefore g is an isomorphism taking H(µ) to H(g · µ). Since [g · µ] = [ν],
there exists g′ ∈ SL2(OK) such that g′g(µ) = ν. Thus h := g′g is an isomorphism
sending H(µ) to H(ν). 
Remark 3.8. Assume that [λ]2 = 1. Then we can apply the above theorem to obtain
an h ∈ GL2(OK) such that h(∞) = λ. Then h(I(∞)) is a fundamental domain for
Γ(λ)\∂H(λ). Therefore,
max
P∈∂H(λ)
d(P, λ) = max
P∈I(∞)
d(g · P, g · ∞) = max
P∈I(∞)
d(P,∞).
Hence there is no need to consider the maximum of ηK on ∂H(λ) in (2.5). Similarly,
if [ν] = [λ][µ], then the maximum of ηK on ∂H(ν) is equal to its maximum on
∂H(µ).
We conclude this section with a lemma from algebraic number theory which will
help us bound the size of the hemispheres Sλ(µ, ν).
Lemma 3.9. [15, Lemma 4.3] Let λ be a cusp of K, and n be the smallest positive
integer such that nλ ∈ OK . Then, for any finite cusp µ of K,
NK(〈Lλ(γ,m)〉) = NK(〈αγ +m,nγ〉) ≤
{
m if λ =∞;
n2m if λ 6=∞,
where m is the smallest positive integer such that mµ ∈ OK .
4. Computations
We have already laid down all necessary background to compute γpK and to de-
termine the projective extreme forms for an arbitrary imaginary quadratic number
field K. Our method for computing γpK can be summarized in the following steps:
(I) Find cusps λ1, . . . , λhK such that [λ1], . . . , [λhK ] are all the elements in the
class group of K.
(II) For each 1 ≤ i ≤ hK , determine the set I(λi) using Theorem 3.1.
(III) Find the minimum of ηK on the set of vertices of each I(λi).
Step (I) is the easiest, and Step (III) will follow immediately once we construct
I(λi) in Step (II). For this step, we will use graphical aid (e.g. Sage) to help us
produce a candidate Jλi for Iλi . Once we prove that Jλi is indeed Iλi , we may
apply Lλi to obtain I(λi) (see Remark 3.5). This will be further explained in (II.1)
to (II.4) below.
In what follows, if we write a cusp µ as δ/k, then k is the smallest positive integer
such that kµ ∈ OK . Fix a cusp λ = α/n, and let {pi1, pi2} be an integral basis for
the ideal n〈α, n〉−2 (or OK if λ =∞). If λ =∞, we choose pi1 and pi2 to be 1 and
ω respectively. Recall that ω =
√−D or (1 +√−D)/2 if D ≡ 1, 2 mod 4 or D ≡ 3
mod 4 accordingly. Let D be {xpi1 + ypi2 : 0 ≤ x, y < 1}.
(II.1) Use Sage to draw all hemispheres Sλ(γ/m,∞), with 0 < m < −N(〈α, n〉)dK2
and γ/m ∈ D. The number of such hemispheres is in the order of |dK |2.
However, most of them will be covered by the others.
(II.2) For each Sλ(γ/m,∞) drawn in (II.1), use Sage to draw the additional
hemispheres Sλ(γ/m+µ,∞) for all µ ∈ {±pi1,±pi2,±(pi1+pi2),±(pi1−pi2)}.
As in (II.1), most of these hemispheres are covered by the others.
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(II.3) For the sake of discussion, we call the hemispheres from (II.1) and (II.2)
black and white, respectively. The result of (II.1) and (II.2), when seen
directly from the top, will be a picture showing a set Jλ, which is a union
of subsets Aλ(γ/m) of some black hemispheres Sλ(γ/m,∞), surrounded by
some white hemispheres. Figure 1 shows the resulting picture for the case
K = Q(
√−39) and λ =∞.
(II.4) Show that Jλ is indeed Iλ. This is done by showing that every hemisphere
Sλ(δ/k,∞) does not cover strictly any point on Jλ, and the orthogonal
projection of Jλ on C is a fundamental domain of L
−1
λ Γ(λ)Lλ. The later
is quite straightforward, since the main difficulty involves only the deter-
mination of the intersections of hemispheres. For the former, let ζ be the
height of the lowest point of Jλ. The radius of Sλ(δ/k,∞) is smaller than
or equal than
√
1/k by Lemma 3.9. Therefore, we only need to check those
Sλ(δ/k,∞) such that k is bounded above by 1/ζ2 and δ/k is close enough
to some Aλ(γ/m). There are only finitely many these hemispheres, and
hence the checking can be done in a finite number of steps.
The above indicates that the complexity of Step (II) increases when |dK | increases
since more hemispheres will be needed. However, sometimes the computation can be
simplified by exploiting the symmetries explained in Lemma 3.6 and Theorem 3.7.
As an illustration of our method, we determine γpK and the corresponding projective
extreme forms when K = Q(
√−39), whose class number is four.
Fix K = Q(
√−39) from now on. We follow the notation introduced in the
previous sections. In particular, for δ, β ∈ OK , [δ/β] denotes the class of the ideal
〈δ, β〉. The class group of K is cyclic of order 4 generated by θ = [ω/2] with
ω = (1 +
√−39)/2. More precisely,
JK =
{
θ0 = [∞], θ1 =
[ω
2
]
, θ2 =
[
1 + ω
3
]
, θ3 =
[
1 + ω
2
]}
.
Case λ0 :=∞ As is explained in Remark 3.2, we may choose D to be {x+ yω ∈
C : 0 ≤ x, y < 1}. We need to consider H(∞)∩H(γ/m) for 0 < m < 39/2 = 19.5
and γ ∈ OK such that γ/m ∈ D.
Figure 1 shows all the black and white hemispheres from (II.1) and (II.2) that
are visible directly from the top, and the resulting subset J∞ from (II.3) which is
the union of five A∞(γ/m), where γ/m are 0, 1+ω3 ,
ω
2 ,
1+ω
2 , and
2+2ω
3 . Note that
for each of these five γ/m, A∞(γ/m) is the subset of S(∞, γ/m) which contains
points that are outside all the other black and white hemispheres from (II.1) and
(II.2). The orthogonal projection of J∞ onto C is shown in Figure 2. It is not hard
to check that J∞ is a fundamental domain for the action of Γ(∞) on C.
We checked that (see Figure 2) the height of the lowest point of J∞ is 1√13 . Now,
the radius of S(δ/k,∞) is
√
NK(〈δ, k〉)/k2, which is ≤ 1/
√
k by Lemma 3.9. Thus
we only need to check finitely many S(δ/k,∞) for which k ≤ 13 and |δ/k − z| <
1/
√
13 for some (z, ζ) ∈ J∞. After carrying out these computations, which we
do not include here for brevity, we conclude that J∞ is indeed the I(∞) given by
Theorem 3.1.
Case λ1 := ω/2 For this cusp,
Lλ1 =
(
ω 1
2 0
)
and 2〈ω, 2〉−2 = 2Z⊕ 1−ω2 Z.
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Figure 1. I(∞) for K = Q(√−39)
In this case, D = {x+ y(1− ω)/2 ∈ C : 0 ≤ x, y < 1} is a fundamental domain of
2〈ω, 2〉−2 in C.
From (II.1), (II.2), and (II.3), we obtain Jλ1 as the union of Aλ1(0), Aλ1(ω/2),
and Aλ1(1). Here for µ ∈ {0, ω/2, 1}, Aλ1(µ) is the subset of Sλ1(∞, µ) which
contains points that are outside all the other hemispheres from (II.1) and (II.2).
The orthogonal projection of Jλ1 to C is shown in Figure 3, which can be seen to
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Figure 2. Projection of I(∞) onto C for K = Q(√−39)
P1
P4
P3
P6
P2
P5 P8
P7
P9 P11
P10 P13
P12
0
1+ω
3
2+2ω
3
ω
2
1+ω
2
P1 = (−z6, ζ6), P2 = (−z5, ζ5),
P3 = (−z6 + 1, ζ6), P4 = (z6 − 1, ζ6),
P5 = (z5, ζ5) =
(
6 i√
39
,
√
3√
39
)
,
P6 = (z6, ζ6) =
(
1
2 +
9 i
2
√
39
,
√
9√
39
)
,
P7 = (−z9 + ω, ζ9), P8 = (z5 + 1, ζ5),
P9 = (z9, ζ9) =
(
12 i√
39
,
√
12√
39
)
,
P10 = (−z5 + ω, ζ5), P11 = (z9 + 1, ζ9),
P12 = (−z6 + ω, ζ6), P13 = (−z5 + 1 + ω, ζ5).
Figure 3. Projection of Iλ1 onto C for K = Q(
√−39)
0 1
1+ω
4
Q1
Q2
Q3
Q4
Q5
Q6
Q7
Q8
Q9
Q1 = (w1, ξ1) =
(
− 14 − 9 i4√39 ,
√
12√
39
)
,
Q2 = (−w5, ξ5), Q4 = (w1 + 2, ξ1),
Q3 = (w5 + 2− 1+ω2 , ξ5),
Q5 = (w5, ξ5) =
(
− 14 + 15 i4√39 ,
√
3√
39
)
,
Q6 = (−w1, ξ1), Q7 = (w1 + 1+ω2 , ξ1),
Q8 = (−w5 + 1+ω2 , ξ5), Q9 = (w5 + 2, ξ5).
be a fundamental domain for the action of L−1λ1 Γ(λ1)Lλ1 on C. With an argument
similar to the one used in the previous case, we obtain that
Iλ1 = Aλ1(0) ∪ Aλ1(ω2 ) ∪ Aλ1(1) and I(λ1) = Lλ1(Iλ1 ).
Case λ2 := (1 + ω)/3 Note that [λ2]
2 = 1. Following the proof of Theorem 3.7,
we take
g2 =
(
1 + ω 2− ω
3 −1− ω
)
.
This matrix satisfies the requirements given in (3.2) since 〈1+ω, 3〉 = 〈2−ω,−1−ω〉
and det(g) = 3 = NK(〈1 + ω, 3〉). Furthermore, g(∞) = λ2 and g (λ2) = ∞. Fi-
nally, Theorem 3.7 implies that H(λ2) = g2(H(∞)) and g2(I(∞)) is a fundamental
domain for the action of the group Γ(λ2) on ∂H(λ2).
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Figure 4. Proj. extreme points under SL2(OK)-equivalence, K = Q(
√−39)
The vertices labeled by the same figure (circles, horizon-
tal and vertical elipses) are equivalent under the action of
GL2(OK). In addition, if the colors of the labels (black or
white) are the same, they are SL2(OK)-equivalent.
Case λ3 := (1 + ω)/2 Lemma 3.6 now yields that ∂Hλ3(∞) is the reflection of
∂Hλ1(∞) through the plane Im(z) = 0, since [λ3] = θ−3 = θ = [λ1]. Thus
Lλ3
(
Iλ1
)
= Lλ3
(
L−1λ1 (I(λ1))
)
is a fundamental domain for Γ(λ3) on ∂H(λ3).
Summarizing, we have determined the fundamental domains (given by Theo-
rem 3.1)
I(∞) and I(λ1) = Lλ1(Iλ1 ) = ( ω 12 0 ) · Iλ1
for ∂H(∞)/Γ(∞) and ∂H(λ1)/Γ(λ1) respectively, and also we have proved that
g2(I(∞)) and Lλ3
(
Iλ1
)
=
(
1+ω 1
2 0
) · Iλ1
are fundamental domains for ∂H(λ2)/Γ(λ2) and ∂H(λ3)/Γ(λ3) respectively. Let I
be the union of these four sets.
We cannot assert that I is a fundamental domain for Γ = SL2(OK) on the
minimal incidence set M (see (2.4)), but it is evident that every point in M is
SL2(OK)-equivalent to one point in I. Our next goal is to determine a set of repre-
sentatives of the set of vertices of I under the action of Γ. Recall that the vertices
of I are the projective extreme points, which are in a one to one correspondence
with the projective extreme forms by Proposition 2.9.
It is easy to see that {P1, P2, P5, P6, P7, P9} (see Fig. 2) is a set of representatives
of the set of vertices of I(∞) under the action of Γ(∞). Note that the group
GL2(OK) is generated by the elements of Γ and the matrix
(−1 0
0 1
)
which acts on
H3 as (z, ζ) 7→ (−z, ζ). This implies that {P2, P5}, {P1, P6}, and {P7, P9} are
GL2(OK)-orbits, and therefore {P5, P6, P9} is a set of representatives of the set of
vertices of I(∞) under the action of GL2(OK). These facts are illustrated in the
picture on the left in Figure 4.
The vertices of g2(I(∞)) are of the form {g2(Pj) : 1 ≤ j ≤ 13}. It can be
checked that A∞(1+ω3 ) on S((1 + ω)/3,∞) is mapped into itself by g2. More
precisely, g2(P5) = P8, g2(P8) = P5, g2(P6) = P6 and g2(P7) = P7. On the other
hand, it is easy to check that g2hg
−1
2 ∈ Γ for all h ∈ Γ. This implies that two points
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are Γ-equivalent if and only if their images under g2 are Γ-equivalent. Therefore
any vertex in g2(I(∞)) is Γ-equivalent to some vertex in I(∞).
It is easily seen that (or, see [15, Page 406])
L−1λ1 Γ(λ1)Lλ1 =
{(−2 −4x
0 −2
)
: x ∈ 〈ω, 2〉−2
}
.
We now describe the action of L−1λ1 Γ(λ1)Lλ1 on the vertices of Iλ1 in Figure 4. It is
a simple matter to check that any vertex in Iλ1 is equivalent under L
−1
λ1
Γ(λ1)Lλ1
to one of {Q1, Q2, Q5, Q6} (see Fig. 3). One can compute that Lλ1(Q1) = P9,
Lλ1(Q2) = P10, Lλ1(Q5) = P5 and Lλ1(Q6) = P7. This tells us that each of the
vertices of Lλ1(Iλ1 ) is equivalent under Γ to a point in I(∞) and therefore to a
point in {P1, P2, P5, P6, P7, P9}. The same proof works for λ3.
In conclusion, the points P1, P2, P5, P6, P7, P9 are the projective extreme points
up to Γ = SL2(OK)-equivalence. These points contain all the necessary information
to obtain the projective Hermite constant γpK and the projective extreme forms. By
(2.5), γpK = maxP∈I ηK(P ), where ηK(P ) is given by (2.3). On the other hand,
this maximum is attained at a vertex of I. All the vertices have representatives in
I(∞), and the distance is Γ-invariant. Therefore,
γpK = max
j∈{1,2,5,6,7,9}
d(Pj ,∞) = max
j∈{1,2,5,6,7,9}
1
ζj
=
√
39
3
=
√
13.
The maximum is attained at the vertices P2 and P5. By applying the map Ψ = Ψ1
in Theorem 2.1, we obtain the two associated absolutely projective extreme forms
of determinant one:
Ψ(P2) =
( √
13 −√12 i
−√12 i √13
)
, Ψ(P5) =
(√
13
√
12 i√
12 i
√
13
)
.
Both of them attain their projective minima at ( 10 ), which is the vector associated
with the cusp ∞ = 1/0.
5. Comparison with other Hermite constants
In this section we compare the constants γK and γ
p
K given in (1.1) and (1.2)
with other generalizations of the Hermite constant for any number field K. From
now on, K is an arbitrary number field of degree m = r + 2s and OK is the ring
of integers in K. The discriminant and the class number of K are denoted by
dK and hK respectively. Let {σ1, . . . , σm} be the set of embeddings of K into the
complex numbers. Our convention is that σ1, . . . , σr are real and σr+1, . . . , σr+2s
are complex with σr+j = σr+s+j for j = 1, . . . , s.
An (r+ s)-tuple S = (S1, . . . , Sr+s), where S1, . . . , Sr are n×n positive definite
real symmetric matrices and Sr+1, . . . , Sr+s are n × n positive definite hermitian
matrices, is called a Humbert form over K of dimension n. The set of all such
forms is denoted by PK,n. Let S be an n-dimensional Humbert form over K. For
x ∈ OnK ,
S[x] :=
r∏
i=1
Si[x
σi ] ·
(
r+s∏
i=r+1
Si[x
σi ]
)2
,
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where xσi is the column vector with coordinates xσi1 , . . . , x
σi
n and Si[x] = x
∗Six
with x∗ being the conjugate transpose of x. The determinant of S is defined as
det(S) =
r∏
i=1
detSi ·
(
r+s∏
i=r+1
detSi
)2
.
In [5], Icaza defines the n-dimensional Hermite-Humbert constant of K by
(5.1) γ(n,K) = sup
S∈PK,n
min
x∈On
K
r{0}
S[x]
det(S)1/n
.
Humbert reduction theory for positive definite quadratic forms over number fields
implies that γ(n,K) <∞. When K = Q, the Hermite-Humbert constant coincides
with the classical Hermite constant, which is known for 2 ≤ n ≤ 8 and for n = 24.
When n = 2 and K is a totally real quadratic number field, γ(2,K) is known in
several cases (see [1], [2], [11], and [12]).
If b is a fractional ideal of K, let NK(b) be its ideal norm. The fractional ideal
generated by the coordinates of a nonzero vector x ∈ Kn is denoted by 〈x〉. We
define the n-dimensional projective Hermite-Humbert constant of K to be
(5.2) γp(n,K) = sup
S∈PK,n
min
x∈On
K
r{0}
S[x]
NK(〈x〉)2 det(S)1/n
.
It is clear that γp(n,K) ≤ γ(n,K) and they coincide when the class number is
one. Furthermore, it follows that when K is an imaginary quadratic field, we have
γ(2,K)
1
2 = γK and γ
p(2,K)
1
2 = γpK
Thus, γp(n,K)
1
2 can be viewed as the generalization of γpK in the context of Hum-
bert forms.
On the other hand, using the twisted height on the Grassmanian manifold, Thun-
der [14] defines constants that are analogs of the Hermite constants. For any place
v of K, let Kv be the completion of K with respect to v, and let | |v be the absolute
value on Kv normalized so that µ(αC) = |α|vµ(C) where µ is a Haar measure on
Kv and C is a compact subset of Kv with nonzero Haar measure. For any x ∈ Knv ,
the local height Hv(x) is defined by
Hv(x) =

(
n∑
i=1
|xi|2v
)1/(2m)
if v is real ;(
n∑
i=1
|xi|v
)1/m
if v is complex ;(
max
1≤i≤n
|xi|v
)1/m
if v is finite.
Let A be the ring of adeles of K, and | · |A be the adelic norm given by the product
over all places. For any g ∈ GLn(A), the global twisted height Hg is defined by
Hg(x) =
∏
vHv(gx) for any x ∈ Kn. Now, as is described in [8], there is a double
coset decomposition
GLn(A) =
hK⋃
i=1
GLn(A∞)λiGLn(K)
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with λ1 ∈ GLn(A∞) = GLn(K∞)
∏
v∤∞GLn(OKv ). Under this notation, Thun-
der’s constant is defined by
(5.3) γT (n,K) := max
g∈GLn(K∞)
min
x∈Knr{0}
Hgλi(x)
2
| det gλi|2/(nm)A
.
Let S be an n-dimensional Humbert form over K. We may interpret S as a
sequence {Sv : v | ∞}, with Sv a positive definite n × n symmetric or Hermitian
matrix, depending on whether v is real or complex. Then each Sv can be written as
g∗vgv for some gv ∈ GLn(Kv), andNK(〈x〉) =
∏
v∤∞Hv(x)
−1 for every x ∈ Knr{0}.
Therefore,
(5.4) γp(n,K) = max
g∈GLn(K∞)
min
x∈Knr{0}
Hg(x)
2m
| det g|2/nA
,
where GLn(K∞) =
∏
v|∞GLn(Kv) regarded as a subgroup of GLn(A). As a result
of comparing (5.3) and (5.4), we have the inequality
γp(n,K) ≤ γT (n,K)m,
and the equality holds if the field K has class number one.
In [16, 17], Watanabe introduces a constant γW (G, pi) attached to a connected
linear algebraic group G defined over K and an absolutely irreducible strongly K-
rational representation pi of G, which can be viewed as an analog of the classical
Hermite constants. Indeed, when G = GLn and pi = ρ is the standard representa-
tion of GLn, then γ
W (GLn, ρ) is exactly Thunder’s constant γ
T (n,K). If we take a
maximal K-parabolic subgroup Q of G and a representation pi : G→ GL(Vpi) such
that the stabilizer of the highest weight line of pi is Q, then
(5.5) γW (G, pi) = max
g∈G(A)1
min
x∈Q(K)\G(K)
Hpi(xg)
2
where Hpi is the global height function on Vpi .
Let g ∈ GLn(K∞) be given. For each v | ∞, there exists av ∈ Kv such that
det(avgv) = 1. In particular, the matrix hv := avgv is in SLn(Kv). Define h ∈
SLn(K∞) ≤ SLn(A) by setting hv = avgv for all v | ∞ and, of course, hv = 1 for
all v ∤∞. Then for each v | ∞,
Hhv (x)
2 = Hv(avgvx)
2/m = |av|2/mv Hv(gvx)2/m =
Hgv (x)
2
| det gv|2/(nm)v
.
Since SLn has the strong approximation property (assuming n ≥ 2), therefore
SLn(A) = SLn(A∞)SLn(K). As a result, we can rewrite (5.4) as
(5.6) γp(n,K) = max
h∈SLn(A)
min
x∈Knr{0}
Hh(x)
2m.
If we specialize (5.5) to the group G = SLn and ρ the natural representation of
SLn, then, in view of (5.6) and the observation that SLn(A) = SLn(A)
1 because
SLn is semisimple, we have
γp(n,K) = γW (SLn, ρ)
m.
We therefore obtain the exact values of γW (SL2, ρ) for imaginary quadratic fields
covered by Theorem 1.1.
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