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Abstract
We propose a time-exact Krylov-subspace-based method for solving linear ODE (ordinary
differential equation) systems of the form y′ = −Ay + g(t) and y′′ = −Ay + g(t), where y(t)
is the unknown function. The method consists of two stages. The first stage is an accurate
piecewise polynomial approximation of the source term g(t), constructed with the help of the
truncated SVD (singular value decomposition). The second stage is a special residual-based
block Krylov subspace method.
The accuracy of the method is only restricted by the accuracy of the piecewise polynomial
approximation and by the error of the block Krylov process. Since both errors can, in prin-
ciple, be made arbitrarily small, this yields, at some costs, a time-exact method. Numerical
experiments are presented to demonstrate efficiency of the new method, as compared to an
exponential time integrator with Krylov subspace matrix function evaluations.
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1 Introduction and Problem formulation
Consider initial-value problem (IVP){
y′ = −Ay + g(t),
y(0) = v, t ∈ [0, T ],
(1)
where y(t) is the unknown vector function, y : R→ Rn, and the matrix A ∈ Rn×n, vector function
g : R→ Rn, and vector v ∈ Rn are given.
Let y˜(t) ≡ y(t)−v (meaning that y˜(t) = y(t)−v for all t). Note that the function y˜(t) satisfies
IVP {
y˜′ = −Ay˜ + g˜(t),
y˜(0) = 0, t ∈ [0, T ],
(2)
where g˜(t) ≡ g(t) − Av. We will assume that the IVP (1) is brought to the equivalent form (2)
and, for simplicity, we omit the tilde sign ·˜ in (2).
Problems of type (2) appear in numerous applications, in particular, in the context of numerical
solution of partial differential equations (PDEs) by the method of lines. This means that a
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discretization of a PDE in space is followed by a time integration of the resulting ODE system (2).
We are thus interested in problems (2) where A is a large, typically sparse matrix.
The time step size in explicit time integration methods can often be unacceptably small, for
instance, due to the stiffness of the ODE system or due to a locally refined spatial mesh. In this
case implicit time integration is of interest. Since recently, a lot of research has been carried out on
the so-called exponential time integration schemes, see a recent comprehensive survey [15]. These
are time integration schemes involving the matrix exponential and related matrix functions. The
interest in exponential time integration is due to the new, challenging applications [20, 19, 16]
as well as to the recent progress in techniques to compute actions of matrix functions for large
matrices (see e.g. [30, 6, 25, 7, 12, 5, 29, 26, 14, 8, 1]).
In some applications in which explicit time integration is by far inefficient, a gain with implicit
or exponential time integration is not guaranteed [28, 32]. A typical situation is then as follows.
Assume a maximum time step size allowed by an explicit scheme is τexpl. One would like to use
a time step up to, say, 100τexpl as a further step size increase would yield an accuracy loss. A
reasonable gain with an implicit time integrator is then only possible if its costs are well below
the costs of the explicit time integrator times 100. In such situations, the gain is not guaranteed
because a linear solver in the implicit time integrator can be quite expensive. In these problems,
there is thus only a small niche to for implicit or exponential time integration.
One way to extend this niche, making exponential time integration more attractive is explored
in this work. Our idea is to exploit the property of exponential time integrators to produce exact
solutions to IVP (2) in certain situations, for example, if g(t) is a vector polynomial. In fact this
paper is inspired by an interesting talk given by Hillel Tal-Ezer in Moscow in summer 2011 [27].
Tal-Ezer proposed to approximate g(t) by a Taylor polynomial, so that an exact solution to (2) can
be computed with the help of the so-called ϕk matrix functions (see e.g. [15] for a definition). This
approach has two restrictions. First, a Taylor polynomial approximation is likely to deteriorate
for large time intervals. Second, actions of r+1 matrix functions (r being the polynomial degree)
have to be computed every time step.
Here we follow another approach, namely, we cast g(t) into the form g(t) ≈ Up(t) where U is
a tall skinny n×m matrix, m≪ n. This is followed by a single block Krylov subspace projection.
Although an accurate approximation g(t) ≈ Up(t) is not possible for long time intervals in all
cases, there are several classes of problems where our approach can be very efficient. These
include problems with spatially localized sources g(t) [10], time dependent boundary conditions
(see Section 4.2) and problems where g(t) is a slowly varying function.
The paper is organized as follows. The approximation procedure g(t) ≈ Up(t) based on
truncated SVD (singular value decomposition) is described in Section 2. Section 3 is devoted
to the new block Krylov subspace method, Section 4 presents numerical experiments and, finally,
Section 5 draws conclusions.
2 Truncated SVD approximation
We now describe the first stage of the method, the truncated SVD piecewise polynomial approx-
imation of the source term g(t). Choose s points 0 = t1 < t2 < · · · < ts−1 < ts = T on the
time interval [0, T ]. The polynomial approximation is based on the truncated SVD (singular value
decomposition) of the matrix
G˜ =
[
g(t1) g(t2) . . . g(ts)
]
∈ Rn×s,
whose columns are samples g(ti), i = 1, . . . s, of the vector function g(t). More precisely, let
G˜ = U˜ Σ˜V˜ T , Σ˜ = diag(σ1, . . . , σs) ∈ R
s×s, σ1 > . . . > σs > 0, (3)
be the thin SVD [11, Section 2.5.4], where the matrices U˜ ∈ Rn×s and V˜ ∈ Rs×s have orthonormal
columns u1, . . . , us and v1, . . . , vs, respectively. An approximation to G˜ can be obtained by
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truncating the SVD as
G˜ = U˜ Σ˜V˜ T =
s∑
i=1
σiuiv
T
i ≈
m∑
i=1
σiuiv
T
i = UΣV
T , m 6 s, (4)
where Σ ∈ Rm×m = diag(σ1, . . . , σm) and the matrices U ∈ R
n×m and V ∈ Rs×m are formed
by the first m columns of U˜ and V˜ , respectively. Note that the approximation sign “≈” in (4)
should be replaced by the equality sign if m = s. Denote the obtained approximate matrix by
G = UΣV T . If follows from (4) that the SVD of G˜ − G is readily available as
∑s
i=m+1 σiuiv
T
i .
Hence, for the 2-norm and Frobenius norm of the error G˜−G holds [11, Section 2.5.3]:
‖G˜−G‖2 = σm+1, ‖G˜−G‖
2
F = σ
2
m+1 + · · ·+ σ
2
s .
Looking at SVD identity (3) columnwise, we see that every sample value g(ti) of the function g(t)
can be approximated by a linear combination of the vectors u1, . . . , um:
g(ti) = (σ1vi1)u1 + (σ2vi2)u2 + · · ·+ (σsvis)us
≈ (σ1vi1)u1 + (σ2vi2)u2 + · · ·+ (σmvim)um,
where vij are the entries of the unitary matrix V . Following the approach of [4], we consider the
coefficients of these linear combinations, namely σjvij , j = 1, . . . ,m, as values of some unknown
functions fj(t) at ti. These functions can be easily approximated, at a low cost (typically m≪ n)
and with a very high accuracy, by a polynomial best fit (as done in [4]) or by piecewise interpolation
polynomials. The latter approach is followed in this paper. More specifically, we approximate
g(t) ≈ f1(t)u1 + f2(t)u2 + · · ·+ fm(t)um
≈ p1(t)u1 + p2(t)u2 + · · ·+ pm(t)um, t ∈ [0, T ],
(5)
where piecewise polynomials pj(t), j = 1, . . . ,m, are obtained by cubic spline interpolation of the
functions fj(t) in points ti. Packing the polynomials pj(t), j = 1, . . . ,m, in one polynomial vector
function p(t) = (p1(t), . . . , pm(t))
T , we obtain a polynomial approximation
g(t) ≈ Up(t). (6)
There are three sources contributing to the approximation error here. First, the quality of the
approximation is influenced by the choice of the sample points t1, . . . , ts (typically, it is sensible
to use Chebyshev of Leja points for interpolation). Second, by the number of terms m in the SVD
truncation (4) and, finally, by the piece wise polynomial interpolation in (5). The first two sources
of the error are by far dominant but can be easily controlled when the approximation is constructed
(see [4] and Section 4), thus giving possibility for an adaptive approximation procedure. With (6),
the original initial-value problem (2) takes the form{
y′ = −Ay + Up(t),
y(0) = 0, t ∈ [0, T ],
(7)
We now introduce a block Krylov subspace method to solve this problem.
3 Residual-based block Krylov subspace methods
In this section we first present our new exponential block Krylov method and then extend it for
two situations: acceleration by rational Krylov subspaces and solution of the second order ODE
system y′′ = −Ay + Up(t). We also discuss implementation of the new methods.
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3.1 EBK: exponential block Krylov method
Define residual rk(t) of an approximate solution yk(t) of (7) as
rk(t) ≡ −Ayk(t)− y
′
k(t) + Up(t).
This residual concept (well known in the ODE literature [9, 23, 19, 17]) can be used as a stopping
criterion and for restarting in Krylov subspace methods for matrix exponential [2]. The methods
presented here are based on this residual-based restarting approach.
Choosing the initial guess y0(t) to be a zero vector function, we see that the corresponding
initial residual is
r0(t) = Up(t). (8)
The approximate solution yk(t) at Krylov iteration k is then obtained as
yk(t) = y0(t) + ξk(t).
Here the vector function ξk(t) is the Krylov subspace approximate solution of the correction
problem {
ξ′ = −Aξ + r0(t),
ξ(0) = 0, t ∈ [0, T ],
(9)
Note that if ξk(t) solves (9) exactly then yk(t) is the sought-after exact solution of (7). It is natural
to solve (9) by projecting it onto a block Krylov subspace defined as
Kk(A,U) ≡ span
{
U,AU,A2U, . . . , Ak−1U
}
,
with dimension at most k ·m. An orthonormal basis for this subspace can be generated by the
block Arnoldi or Lanczos process (see e.g. [31, 22]). The process produces, after k block steps,
matrices
V[k+1] =
[
V1 V2 . . . Vk+1
]
∈ Rn×(k+1)m, H[k+1,k] ∈ R
(k+1)m×km.
Here Vi ∈ R
n×m, and V1 is taken to be the matrix U produced by the truncated SVD (4) and
V[k+1] has orthonormal columns spanning the Krylov subspace, namely,
colspan(V[k]) = Kk(A,U).
The matrixH[k+1,k] is block upper Hessenberg, withm×m blocksHij , i = 1, . . . , k+1, j = 1, . . . , k.
The matrices V[k+1] and H[k+1,k] satisfy the block Arnoldi (Lanczos) decomposition [31, 22]
AV[k] = V[k+1]H[k+1,k] = V[k]H[k,k] + Vk+1Hk+1,kE
T
k , (10)
where Hk+1,k is the only nonzero block in the last k + 1 block row of H[k+1,k] and Ek ∈ R
n×k is
formed by the last m columns of the km× km identity matrix.
Once the Krylov basis matrix V[k] is built, the Krylov subspace solution ξk(t) of (9) can be
computed as
ξk(t) = V[k]u(t), (11)
where u(t) solves the projected IVP{
u′(t) = −H[k,k]u(t) + E1p(t),
u(0) = 0, t ∈ [0, T ],
(12)
where E1 ∈ R
km×m is formed by the first m columns of the km× km identity matrix. Note that
E1p(t) = V
T
[k]r0(t) = V
T
[k]V1p(t).
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Using (8), (10) and (12), we see that for the exponential residual rk(t) of the solution yk(t) holds
rk(t) = −Ayk − y
′
k + Up(t) = −Ay0 − y
′
0 −AV[k]u(t)− V[k]u
′(t) + Up(t) =
= r0(t)−AV[k]u(t)− V[k]u
′(t) =
= r0(t)− (V[k]H[k,k] + Vk+1Hk+1,kE
T
k )u(t)− V[k]u
′(t) =
= r0(t)− V[k](H[k,k]u(t) + u
′(t))− Vk+1Hk+1,kE
T
k u(t) =
= r0(t)− V[k]E1p(t)− Vk+1Hk+1,kE
T
k u(t) = −Vk+1Hk+1,kE
T
k u(t).
(13)
A similar expression for the exponential residual is obtained in [2] for a non-block Krylov subspace
method. There are two important messages relation (13) provides. First, the residual can be
computed efficiently during the iteration process because the matrices Vk+1 and Hk+1,k are readily
available in the Arnoldi or Lanczos process. Second, the residual after k block steps has the same
form as the initial residual (8), namely it is a matrix of m orthonormal columns times a time
dependent vector function. This allows for a restart in the block Krylov method: set y0(t) := yk(t),
then relation (8) holds with U := Vk+1 and p(t) := −Hk+1,kE
T
k u(t). The just described correction
with k block Krylov iterations can then be repeated, which results in a restarted block Krylov
subspace method for solving (7).
We will refer to the just described scheme as EBK, exponential block Krylov method.
3.2 An extension to rational Krylov subspaces
Being essentially a matrix exponential method, the new block Krylov method can be generalized
to rational Krylov subspaces. We now show how this can be done for the shift-and-invert (SaI)
Krylov subspace methods for the matrix exponential [21, 29]. SaI Krylov subspace methods for
the matrix exponential converge faster because they emphasize the important small in magnitude
eigenvalues in the built up Krylov subspace. More specifically, the Krylov subspace is constructed
with respect to the matrix (I + γA)−1, with γ > 0 being a parameter. This means that every
Arnoldi or Lanczos step a linear system with the matrix I+γA has to be solved. For SaI methods,
the block Arnoldi decomposition (10) transforms into
(I + γA)−1V[k] = V[k+1]H˜[k+1,k] = V[k]H˜[k,k] + Vk+1H˜k+1,kE
T
k , (14)
where the notation of (10) is kept and we added the ·˜ sign to the matrix H˜[k,k] to emphasize that
it is a projection of the shifted and inverted A (and not anymore of A). A projection H[k,k] of A
can be recovered from H˜[k,k] as
H[k,k] =
1
γ
(H˜−1[k,k] − I),
where I is the km× km identity matrix. In practice it is convenient to use relation (14) rewritten
as [29, formula (4.1)]
AV[k] = V[k]H[k,k] −Rk, Rk =
1
γ
(I + γA)Vk+1H˜k+1,kE
T
k H˜
−1
[k,k]. (15)
There are essentially two simple modifications needed in the EBK method to adapt to the SaI
subspace. First, the small projected problem (12) should be adjusted and, second, the expression
for the residual (13) should be changed. Rewriting IVP (7) in an equivalent form involving the
matrix (I+γA)−1 and forming its Galerkin projection onto the SaI Krylov subspace colspan(V[k]),
we arrive at the SaI projected IVP (cf. (12)){
u˜′(t) = −H[k,k]u˜(t) + H˜
−1
[k,k]E1p(t),
u˜(0) = 0, t ∈ [0, T ],
(16)
which yields the SaI Krylov subspace correction (11) with u(t) = H˜[k,k]u˜(t).
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We now derive an expression for the SaI exponential residual. Proceeding as in derivation (13),
we have
rk(t) = r0(t)−AV[k]u(t)− V[k]u
′(t) =
= r0(t)− [V[k]H[k,k] −Rk]u(t)− V[k]u
′(t) =
= r0(t)− V[k][H[k,k]u(t) + u
′(t)] +Rku(t) =
= r0(t)− V[k][H[k,k]H˜[k,k]u˜(t) + H˜[k,k]u˜
′(t)] +Rku(t) =
= r0(t)− V[k]H˜[k,k][H[k,k]u˜(t) + u˜
′(t)] +Rku(t) =
= r0(t)− V[k]H˜[k,k][H˜
−1
[k,k]E1p(t)] +Rku(t) = r0(t)− V[k]E1p(t) +Rku(t) =
= Rku(t) =
1
γ
(I + γA)Vk+1H˜k+1,kE
T
k H˜
−1
[k,k]u(t),
(17)
where we used the Arnoldi decomposition (15) and the fact that the matrices H˜[k,k] and H[k,k]
commute.
Again, just as for the relation (13), the message provided by (17) is two-fold. First, the residual
can easily be computed in the block iterative process. Second, the residual can be cast in the form
Up(t) by computing the thin QR factorization of Rk =: QR and setting U := Q, p(t) = Ru(t).
Thus, the residual-based restarting strategy is still possible with the SaI technique.
3.3 A block method for the second order ODE systems
The just introduced block Krylov method can be easily adapted to the second order IVP{
y′′ = −Ay + g(t),
y(0) = v, y′(0) = w, t ∈ [0, T ],
(18)
where notation is the same as in (1) and w ∈ Rn is given. We first transform the problem to
an equivalent form with homogeneous initial values. This can be done by the introducing a new
variable y˜(t) ≡ y(t)−v−tw, similarly to the transformation from (1) to (2). Again, for simplicity of
the presentation, we omit the ·˜ in the transformed IVP. The approximation procedure g(t) ≈ Up(t)
of the (transformed) g(t) then leads to a problem{
y′′ = −Ay + Up(t),
y(0) = 0, y′(0) = 0, t ∈ [0, T ].
(19)
Galerkin projection of (19) onto the block Krylov subspace results in a projected IVP{
u′′(t) = −H[k,k]u(t) + E1p(t),
u(0) = u′(0) = 0, t ∈ [0, T ].
(20)
The only remaining modification with respect to the EBK scheme concerns the residual update.
Proceeding as in (13), we obtain:
rk(t) = −Ayk − y
′′
k + Up(t) = −Ay0 − y
′′
0 −AV[k]u(t)− V[k]u
′′(t) + Up(t) =
= r0(t)−AV[k]u(t)− V[k]u
′′(t) =
= r0(t)− (V[k]H[k,k] + Vk+1Hk+1,kE
T
k )u(t)− V[k]u
′′(t) =
= r0(t)− V[k](H[k,k]u(t) + u
′′(t))− Vk+1Hk+1,kE
T
k u(t) =
= r0(t)− V[k]E1p(t)− Vk+1Hk+1,kE
T
k u(t) = −Vk+1Hk+1,kE
T
k u(t).
(21)
We refer to the just derived method as EBK2, exponential block Krylov method for the second
order ODE systems.
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3.4 Implementation of the EBK methods
We now sketch an algorithm for the EBK method presented in Section 3.1. The adjustments for
the EBK/SaI and EBK2 schemes are straightforward.
1. Switch to homogeneous initial conditions (see (1),(2)).
Approximate g(t) ≈ Up(t).
2. Set y0(t) := 0 and r0(t) := Up(t). Stop if ‖r0(t)‖ is small enough.
Otherwise set V1 := U .
3. main Krylov subspace loop:
for k = 1, . . . , restart
(a) Perform step k of the block Arnoldi/Lanczos process (10):
compute Vk+1 and the block column k of H[k+1,k],
AV[k] = V[k+1]H[k+1,k] = V[k]H[k,k] + Vk+1Hk+1,kE
T
k .
(b) Find solution u(t) of the projected IVP (12) approximately,
compute residual with (13): rk(t) := −Vk+1Hk+1,kE
T
k u(t).
(c) if k = restart or ‖rk(t)‖ is small enough
solve the projected IVP (12) accurately,
update solution yk(t) := y0(t) + V[k]u(t)
if ‖rk(t)‖ is small enough
stop
endif
if k = restart
y0(t) := yk(t), U := Vk+1, p(t) := −Hk+1,kE
T
k u(t)
return to step 2.
endif
endfor
Several remarks are in place. In all the experiments presented in the paper, the samples g(ti)
were computed at the Chebyshev points in [0, T ]. If desired, the Leja points can also be used.
As mentioned above, the number of sample points s and the number of SVD terms m can be
easily chosen adaptively by checking the SVD error a posteriori, after the approximation stage
g(t) ≈ Up(t) is carried out. Recomputing the SVD approximation for adjusted values of s and m
does not lead to a loss in efficiency because the approximation stage is hardly visible in the total
costs and CPU time.
It is important to stop only if ‖rk(t)‖ is small enough for several values t ∈ [0, T ], checking only
‖rk(T )‖ is not enough. For example ‖r0(T )‖ turns out to exactly zero in the test of Section 4.2.
Ideally, one should check the L2[0, T ] integral norm of ‖rk(t)‖. Furthermore, note that the pro-
jected problem is not solved to a full accuracy most of the time. This is only necessary when the
solution is updated due to a restart or satisfied stopping criterion. In EBK the projected IVP
is solved with the ode15s MATLAB ODE solver. For the numerical experiments presented here,
when solving the projected IVP approximately, we set the absolute tolerance atol in ode15s to
one percent of the current residual norm:
atol = resid_norm/100;
atol = max([1e-10, abs_tol]);
atol = min([1e-03, abs_tol]);
When solving the problem accurately, the atol is set 1e-12. The relative tolerance is in both
cases set to min([atol(1)*1e3,1e-2]).
In EBK2, using the stiff MATLAB solver ode15s for the nonstiff second order projected
IVP (20) is not necessary and can be inefficient. The projected problem is then transformed
to an equivalent first order IVP and solved by the explicit ode45 MATLAB ODE solver. The
tolerances for the projected solver are chosen in the same way as in EBK.
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Figure 1: Relative error norm of the SVD approximation error for test problem 1. Mesh 102×102
is used. The time averaged errors on these plots are: 2.5e-04 for s = 24 (dashed line), 4.0e-05
for s = 36 (dash-dotted line), 1.2e-05 for s = 48 (dotted line).
4 Numerical experiments
In this section we present several numerical experiments with the new block Krylov subspace
method.
4.1 Test 1: convection–diffusion problem
In the first test we solve IVP (1) where the matrix A stems from the standard five point finite-
difference discretization of the two-dimensional convection–diffusion operator
L[u] = −(D1ux)x − (D2uy)y + Pe(v1ux + v2uy),
D1(x, y) =
{
103 (x, y) ∈ [0.25, 0.75]2,
1 otherwise,
D2(x, y) =
1
2
D1(x, y),
v1(x, y) = x+ y, v2(x, y) = x− y,
where Pe is the Peclet number. The spatial domain is [0, 1]× [0, 1] and the L is set to satisfy homo-
geneous Dirichlet boundary conditions. Before discretization the convection terms are rewritten as
1
2 (v1ux+v2uy)+
1
2 ((v1u)x+(v2u)y), which is possible because the velocity field is divergence free.
The convection terms yield an exactly skew-symmetric matrix when discretized in this form [18].
Building up the matrix A, we scale all its entries with h21, the grid size in x-direction. This means
that, if the grid sizes in x- and y-directions are the same (h1 = h2), the diffusion contributions
to A are grid-independent and the convection contributions scale with the grid-size as 1/h1. The
source function g(t) is chosen such that IVP (1) has exact solution y(t) = cos(2πt)v with v ∈ Rn
taken to be a vector of equal entries and a unit Euclidean norm. The IVP is solved for t ∈ [0, T ],
T = 1.5.
We emphasize that this first test problem presumably presents an easy case for the new EBK
scheme. Indeed, note that g(t) is, for any t, an element of a two-dimensional subspace span{v,Av},
so that there are only two nonzero singular values in the SVD (3) of the matrix containing the
samples of g(t). Therefore, we take m = 2 in the truncated SVD (4). As an illustration, in
Figure 1 we plot the error of the SVD approximation for this test problem. The error is computed
as ‖Up(tj)− g(tj)‖/g(tj)‖ for 10s points tj evenly distributed in [0, T ].
It is natural to compare performance of the new block Krylov method against another expo-
nential time integration scheme based on Krylov subspace approximations. For this purpose we
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take the well-known exponentially fitted Euler scheme (see e.g. [13]). Since for non-autonomous
problems the scheme has the first order accuracy only, we apply the scheme with global extrap-
olation. Although the resulting exponential time integration scheme is second order accurate, it
involves the evaluation of a matrix function ϕ1(−τA) only, with
ϕ1(x) =
exp(x)− 1
x
,
A being the matrix of the IVP (1) and τ > 0 the time step. Doing so, we avoid, for efficiency
reasons, using schemes with more than one evaluations of the matrix functions ϕk. (For a definition
of ϕk see e.g. [15]). Furthermore, having only the ϕ1 function allows to employ the EXPOKIT
package [24] for computing actions ϕ1(−τA) on a vector. Using EXPOKIT within the globally
extrapolated exponentially fitted Euler scheme seems to result in a very competitive exponential
time integrator, which we denote by EE2/EXPOKIT. This is because EXPOKIT, at least in our
limited experience, is quite robust and efficient for not too large τ‖A‖. For comparisons of modern
Krylov subspace matrix exponential solvers against EXPOKIT see e.g. [3]. Throughout this paper,
we use EXPOKIT with the default value of the Krylov subspace dimension (which is 30) and varied
tolerance as indicated in the experiments. For alternative exponential time integrators suitable
for large scale problems see a comprehensive recent survey [15].
In the test runs the tolerance is set to toler = 10−8. For EBK this means that the scheme
stops as soon as the exponential residual norm gets below toler. The block Arnoldi process
is restarted every 20 block steps (the total Krylov dimension is thus at most 20m = 40). For
EE2/EXPOKIT the chosen tolerance toler is given as an input parameter to EXPOKIT every
time an action of the ϕ1 function has to be computed. The results of the comparison of EBK
and EE2/EXPOKIT are presented in Table 1. The new EBK is a clear winner here in terms
of both CPU time, number of matrix-vector multiplications (matvecs) and achieved accuracy.
The error is measured as the relative error norm with respect to the known exact solution. As
we see, the more accurate the SVD approximation is, the smaller the error gets and the fewer
iterations are needed by EBK to converge. Thus, apparently, an accurate SVD approximation
has a regularization effect of the Krylov subspace convergence. Finally, as we see from Table 1,
the efficiency of the EBK/SaI scheme depends on how fast the linear systems with (I + γA) can
be solved. In this two-dimensional test the systems are solved by the backslash operator, which
appears to be faster than computing a sparse LU factorization once and using it every time the
system has to be solved. Using an iterative solver is definitely possible and advisable. In fact, an
efficient strategy for stopping these inner iterations is proposed in [29]. However, since we have a
block Krylov method, the inner iterative solver should accept multiple right hand sides. A natural
choice for a linear iterative solver accepting multiple right hand sides would be a block Krylov
subspace solver. We are not aware of such solvers available for MATLAB but plan to implement
and test them within the EBK framework in the future.
4.2 Test 2: wave equation
Our second test problem is an IVP for a spatially discretized wave equation with time-dependent
boundary conditions: 

utt = ∆u, (x, y) ∈ Ω ≡ (0, 1)
2,
u(x, y, 0) = 0, ut(x, y, 0) = 0,
u
∣∣
x=0
= ub(y, t), u
∣∣
∂Ω\{x=0}
= 0,
ub(y, t) = sin(2πt)e
−100(y− 1
2
(1+ 1
4
sin(2πt)))2 .
(22)
A time snapshot of the solution for this problem is plot in Figure 2. The standard five-point
discretization of (22) yields a second order IVP (18) where g(t) contains the contributions from
the time dependent boundary conditions. Note that the boundary condition function ub and,
hence, g(t) can not be represented as a time-dependent scalar function times a constant vector.
Thus, there is no reason to assume that the time samples g(ti), i = 1, . . . s, should span a subspace
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Table 1: Numerical results for test problem 1. Please note that the CPU time is measured in
MATLAB and thus gives only an indication of the actual performance.
Scheme: EBK(s,m) or CPU total # error
EE2/EXPOKIT(τ) time, s matvecs
mesh 102× 102, Pe = 103
EBK(24,2) 2.7 196 9.2e-05
EBK(36,2) 2.5 152 1.6e-05
EBK(48,2) 2.2 112 4.7e-06
EBK(48,2), SaI 1.0 “10” 4.7e-06
EE2/EXPOKIT(τ = 1.5/100) 20 22400 7.3e-04
EE2/EXPOKIT(τ = 1.5/200) 35 38400 1.8e-04
EE2/EXPOKIT(τ = 1.5/400) 70 76800 4.6e-05
mesh 402× 402, Pe = 104
EBK(24,2) 30 328 9.2e-05
EBK(36,2) 26 272 1.6e-05
EBK(48,2) 23 212 4.7e-06
EBK(48,2), SaI 26 “12” 4.7e-06
EE2/EXPOKIT(τ = 1.5/100) 671 22400 7.4e-04
EE2/EXPOKIT(τ = 1.5/200) 1096 38400 1.8e-04
EE2/EXPOKIT(τ = 1.5/400) 2086 76800 4.6e-05
of a small dimension. The only reason to expect the dimension of this subspace to be restricted
is the fact that the function is defined on the domain boundary only. However, as we will see in
the experiments, the number of the truncated SVD terms necessary to parametrize the function
turns out to be much smaller than the number of boundary degrees of freedom in the spatial
discretization of (22). As an illustration, the SVD approximation error, computed in the same
way as for test problem 1, is plot in Figure 3.
With this test problem, we compare the new EBK2 scheme (presented in Section 3.3) against
the EE2/EXPOKIT scheme. The results are obtained for the final time T = 0.5 and toler = 10−6.
The EE2/EXPOKIT scheme is applied to an equivalent first order IVP. This does not give any
advantage to the EBK2 scheme: in fact, similar results can be obtained with the EBK scheme
applied to the equivalent first order IVP. However, for EBK a special care has to be taken to avoid
large real Ritz values, which are spurious since the eigenvalues the equivalent first order system
matrix are purely imaginary. These spurious Ritz values can be both negative or positive and thus
harmful for the solution accuracy of the projected IVP. However, they do not seem to harm the
EXPOKIT which relies on the Pade´ approximations of the projected matrix functions.
The results of the test runs of EBK2 and EE2/EXPOKIT are given in Table 2. In the tests,
EBK2 is restarted every 20 Krylov steps. Thus, the total Krylov dimension size is at most 20×m,
i.e. 200 in this test. The error given in the Table is measured as the relative error norm with respect
to a reference solution obtained with MATLAB ODE solver ode15s run with stringent tolerances.
The reference thus contains essentially the same spatial error and the reported error is merely
the time integration error. We see that the new EBK2 solver clearly outperforms the exponential
integrator EE2/EXPOKIT in terms of CPU time, total number of matvecs and obtained accuracy.
A nice property we observe in the EBK2 scheme is that its convergence does not seem to
strongly depend on how often the scheme is restarted. For an illustration see Figure 4 where
the convergence plots are given for restart values 10 and 20, for the 51 × 51 spatial mesh. This
nice feature of the scheme can be apparently explained by the block structure of the scheme: the
scheme is restarted with the last block of Krylov vectors rather than with a single vector, as in
conventional Krylov subspace methods. This effect is similar to the so-called thick restarts used
in Krylov subspace matrix function computations [8].
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Figure 2: Solution of test problem 2 at t = 0.5
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Figure 3: Relative error norm of the SVD approximation error for test problem 2 on meshes 51×51
(left) and 101× 101 (right). Note different scales of the y-axes.
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Figure 4: Convergence plots of the new EBK2 scheme restarted every 10 or 20 steps (left/right
plots), with either s = 24, m = 4 or s = 48, m = 8 (top/bottom plots)
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Table 2: Numerical results for test problem 2. Please note that the CPU time is measured in
MATLAB and thus gives only an indication of the actual performance.
Scheme: EBK2(s,m) or CPU total # error
EE2/EXPOKIT(τ) time, s matvecs
mesh 51× 51
EBK2(24,4) 5.5 184 1.4e-03
EBK2(24,8) 6.5 368 6.5e-05
EBK2(48,8) 6.8 368 2.9e-06
EBK2(48,10) 8.3 450 2.9e-06
EE2/EXPOKIT(τ = 0.5/100) 9.0 19296 2.9e-04
EE2/EXPOKIT(τ = 0.5/200) 18 38496 7.3e-05
EE2/EXPOKIT(τ = 0.5/400) 35 76800 1.8e-05
mesh 101× 101
EBK2(24,4) 21 400 1.5e-03
EBK2(24,8) 24 800 8.2e-05
EBK2(48,8) 27 800 2.9e-06
EBK2(48,10) 31 1000 2.9e-06
EE2/EXPOKIT(τ = 0.5/100) 47 19200 3.2e-04
EE2/EXPOKIT(τ = 0.5/200) 95 38400 8.0e-05
EE2/EXPOKIT(τ = 0.5/400) 192 76800 2.0e-05
5 Conclusions
A new block Krylov subspace method is presented for solving linear ODE systems of the form
y′ = −Ay + g(t) and y′′ = −Ay + g(t). In situations where g(t) can be accurately represented
by a low rank matrix U times a time dependent function p(t), the method appears to work very
well. For the presented test problems it turns out to be by far more efficient than the second order
accurate exponential time integrator EE2/EXPOKIT.
Further research can be concentrated on efficient updating the approximation g(t) ≈ Up(t) to
avoid the approximation accuracy loss with a growing time interval. Such an efficient approxima-
tion update, possibly combined with a restarting procedure in the block Arnoldi/Lanczos process,
should make it possible to extend the approach to nonlinear problems.
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