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ENUMERATIVE GALOIS THEORY FOR CUBICS AND QUARTICS
SAM CHOW AND RAINER DIETMANN
Abstract. We show that there are order of magnitude H2(logH)2 monic quartic poly-
nomials with integer coefficients having box height at most H whose Galois group is D4.
Further, we prove that the corresponding number of V4 and C4 quartics is O(H
2 logH).
We also show that the count for A4 quartics is O(H
2.95). Finally, we prove that the corre-
sponding count for A3 cubics is Oε(H
1.5+ε). Our work establishes that irreducible non-S4
quartics are less numerous than reducible quartics, and similarly in the cubic setting: these
are the first two solved cases of a 1936 conjecture made by van der Waerden.
1. Introduction
Consider monic polynomials
f(X) = Xn + a1X
n−1 + · · ·+ an−1X + an
of a given degree n > 3, with integer coefficients. Recall that the Galois group Gf of f is
the Galois group of its splitting field. As Gf acts on the roots of f , it can be embedded into
Sn (the symmetric group on n elements). The enumeration of polynomials with prescribed
Galois group is an enduring topic.
1.1. Van der Waerden’s conjecture. Van der Waerden [27] showed that a generic poly-
nomial has full Galois group, and a popular objective has been to sharpen his bound on the
size
En(H) := #{(a1, . . . , an) ∈ (Z ∩ [−H,H ])n : Gf 6≃ Sn}
of the exceptional set, where H is a large positive real number. Van der Waerden obtained
En(H)≪n Hn−
1
6(n−2) log logH ,
and made the following conjecture. We write Rn(H) for the number of monic, reducible
polynomials of degree n, with integer coefficients in [−H,H ].
Conjecture 1.1 (van der Waerden, 1936). For n > 3, we have
En(H) = Rn(H)(1 + o(1)).
We have paraphrased slightly: van der Waerden suggested that monic, irreducible, non-Sn
polynomials of degree n are rarer than monic reducibles, counted in this way. From [26], we
know that if n > 3 then
Rn(H) = cnH
n−1 +On(Hn−2 logH),
for some constant cn > 0. Van der Waerden’s conjecture may therefore be equivalently stated
as follows.
Conjecture 1.2. For n > 3, the number of monic, irreducible, non-Sn polynomials of degree
n, with coefficients in Z ∩ [−H,H ], is o(Hn−1) as H →∞.
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Hitherto, no case of this conjecture was known. In the cubic case n = 3, Lefton [20]
showed that E3(H) ≪ε H2+ε, a record that has stood unbeaten for over four decades. We
establish the following asymptotic formula for E3(H), thereby resolving the cubic case of
van der Waerden’s conjecture.
Theorem 1.3. For any ε > 0 we have
E3(H) = 8
(pi2
6
+
1
4
)
H2 +Oε(H
1.5+ε).
Note from [4] that c3 = 8(
pi2
6
+ 1
4
), so we draw the following equivalent conclusion.
Theorem 1.4. The number of monic, irreducible, non-S3 cubic polynomials
f(X) = X3 + aX2 + bX + c (1.1)
with a, b, c ∈ Z ∩ [−H,H ] is Oε(H1.5+ε).
It was thought that the second author [11] had come close to settling the quartic case
n = 4 over a decade ago, asserting the estimate
E4(H)≪ε H3+ε. (1.2)
However, we have discovered an error in Eq. (7) therein, which appears to damage the
argument beyond repair—see [14, p. 613] for the correct expressions. To our knowledge,
the strongest unconditional bound to date is E4(H) ≪ε H2+
√
2+ε, obtained in [13]. The
inequality (1.2) is known conditionally [30, Theorem 1.4].
We establish the following asymptotic formula for E4(H), thereby settling the quartic case
of van der Waerden’s conjecture.
Theorem 1.5. For any ε > 0 we have
E4(H) = 16
(
ζ(3) +
1
6
)
H3 +Oε(H
5
2
+ 1√
5
+ε
).
Note that 5
2
+ 1√
5
≈ 2.947, and note from [4] that c4 = 16(ζ(3) + 16), so if only irreducible
polynomials are considered then the exponent is lower than 3.
Theorem 1.6. The number of monic, irreducible, non-S4 quartic polynomials
f(X) = X4 + aX3 + bX2 + cX + d (1.3)
with a, b, c, d ∈ Z ∩ [−H,H ] is Oε(H
5
2
+ 1√
5
+ε
).
Theorem 1.6 shows that irreducible non-S4 quartics are less numerous than reducible quar-
tics, and is equivalent to Theorem 1.5.
1.2. Specific groups. We now address the general problem of counting polynomials with
prescribed Galois group. For G 6 Sn, let us write NG,n = NG,n(H) for the number of monic,
integer polynomials, with coefficients bounded by H in absolute value, whose Galois group
is isomorphic to G. The second author showed in [12] that
NG,n ≪n,ε Hn−1+
1
[Sn:G]
+ε, (1.4)
and in [13] that
NAn,n ≪n,ε Hn−2+
√
2+ε.
The latter article established that if n > 3 then
En(H)≪n,ε Hn−2+
√
2+ε,
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breaking a record previously held by van der Waerden [27], Knobloch [18], Gallagher [15] and
Zywina [31]. We witness that Theorem 7.1 of Rivin’s preprint [23] sharpens the inequality
(1.4) to NG,n ≪n,ε Hn−1+ε when n > 12 and G /∈ {Sn, An}.
Recall that f is irreducible if and only if Gf acts transitively on the roots of f . Thus,
in the cubic case n = 3, the only possibilities for the Galois group of an irreducible cubic
polynomial are S3 and A3. The polynomials counted in Theorem 1.4 are the A3 cubics,
and the others are either reducible or have full Galois group. Our bound NA3,3 ≪ε H1.5+ε
dramatically improves upon Lefton’s longstanding record of NA3,3 ≪ε H2+ε.
Now consider the quartic case n = 4. In this case there are five possibilities for Gf , namely
S4, A4, D4, V4 and C4, see [17]. Here D4 is the dihedral group of order 8, and A4, V4 are
respectively the alternating and Klein four groups. As usual C4 is the cyclic group of order
4. We write SH for the set of monic, irreducible quartics with coefficients in Z ∩ [−H,H ],
and for G ∈ {S4, A4, D4, V4, C4} we define
NG = NG(H) = #{f ∈ SH : Gf ≃ G}.
We ascertain the order of magnitude for the number of D4 quartics. To our knowledge,
this is the first time that the order of magnitude of NG,n has been obtained, for G 6≃ Sn.
Theorem 1.7. We have
ND4 ≍ H2(logH)2.
In addition, we show that V4 and C4 quartics are less numerous.
Theorem 1.8. We have
NV4 +NC4 ≪ H2 logH.
Finally, to complete the proof of Theorem 1.6, we establish the following upper bound for
A4 quartics.
Theorem 1.9. We have
NA4 ≪ε H
5
2
+ 1√
5
+ε
.
We searched the literature for constructions that imply lower bounds for these quantities.
Working from [22], one obtains NA4 ≫ H , see §7.2. We can deduce from [24, §12] and
[7, Theorem 2.1] that NC4 ≫ H ; the latter cited result is based on a quantitative version of
Hilbert’s irreducibility theorem. We can construct a family of quartics that implies a sharper
lower bound for NV4 than what we were able to find in the literature: the construction given
in §7.1 shows that NV4 ≫ H3/2.
We summarise our state of knowledge concerning the quartic case as follows:
NS4 = 16H
4 +O(H3)
ND4 ≍ H2(logH)2
H3/2 ≪ NV4 ≪ H2 logH
H ≪ NC4 ≪ H2 logH
H ≪ NA4 ≪ε H
5
2
+ 1√
5
+ε
.
The story is still far from complete. We expect that in time asymptotic formulas will
emerge for every NG,4(H). Below we provide the values of NG,4(150), evaluated using the C
programming language (for the code, see the appendix).
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G NG,4(150)
S4 8128593894
A4 60954
D4 4501148
V4 45953
C4 11818
f is reducible 75327434
This suggests that the upper bounds for A4, V4 and C4 quartics may be far from the truth.
We remark that our counting problem differs substantially from the corresponding prob-
lem for quartic fields, for which Cohen, Diaz y Diaz and Olivier [5] showed that in some
sense a positive proportion of quartic fields have Galois group D4. For an explanation of
why the results are consistent, see [30, Remark 5.1].
Using the C programming language, we also found that
NA3,3(2000) = 355334
(for the code, see the appendix). From the additional data point NA3,3(500) = 52420, one
might empirically estimate the exponent as log(355334/52420)/ log 4 ≈ 1.38. The best lower
bound that we know of is
NA3,3(H)≫ H,
coming from the one-parameter family X3+ tX2+(t−3)X−1 given for example in Smith’s
tables [24, §12]. So the correct exponent, if well-defined, lies between 1 and 1.5.
1.3. New and old identities. Our investigation of the quartic case begins with classical
criteria [17] involving the discriminant and cubic resolvent of a monic, irreducible quartic
polynomial (1.3). When the Galois group is D4, V4 or C4, the cubic resolvent has an integer
root, which we introduce as an extra variable x. Changing variables to use e = b−x instead
of b, we obtain the astonishing symmetry (2.3), which we believe is new. For emphasis, the
identity is
(x2 − 4d) · (a2 − 4e) = (xa− 2c)2.
Using ideas from the geometry of numbers and diophantine approximation leads to the upper
bound
ND4 +NV4 +NC4 ≪ H2(logH)2. (1.5)
The proof then motivates a construction that implies the matching lower bound
ND4 +NV4 +NC4 ≫ H2(logH)2. (1.6)
The analysis described above roughly speaking provides an approximate parametrisation
of the D4, V4 and C4 quartics, by certain variables u, v, w, x, a, where a is as in (1.3). To
show that NV4 and NC4 satisfy the stronger upper bound O(H
2 logH), we use an additional
piece of information in each case; this takes the form of an equation y2 = Pu,v,w,a(x), where
Pu,v,w,a is a polynomial and y is an additional variable. We require upper bounds for the
number of integer solutions to this diophantine equation in (x, y), and these bounds need to
be uniform in the coefficients. We are able to ascertain that the curve defined is absolutely
irreducible, which enables us to apply a Bombieri–Pila [2] style of result by Vaughan [28,
Theorem 1.1].
Our study of A4 quartics begins with the standard fact that the discriminant is in this
case a square. Deviating from previous work on this topic, we employ the invariant theory
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of GL2 actions on binary quartic forms (or, equivalently, unary quartic polynomials), see [1].
The discriminant can then be written as (4I3 − J2)/27, where
I = 12d− 3ac+ b2, J = 72bd+ 9abc− 27c2 − 27a2d− 2b3. (1.7)
Our strategy is first to count integer solutions (I, J, y) to
4I3 − J2 = 27y2, (1.8)
and then to count integer solutions (a, b, c, d) to the system (1.7). In the latter step, we
require upper bounds that are uniform in the coefficients. Further manipulations lead us
to an affine surface YI,J , which we show to be absolutely irreducible. A result stated by
Browning [3, Lemma 1], which he attributes to Heath-Brown and Salberger, then enables
us to cover the integer points on the surface by a reasonably small family of curves. By
showing that YI,J contains no lines, and using this fact nontrivially, we can then decompose
each curve in the family into irreducible curves of degree greater than or equal to 2, and
finally apply Bombieri–Pila [2].
The miracle that our exponent for NA4 is lower than 3 comes about because the degree of
YI,J exceeds 4; this is carefully arranged. For us YI,J has degree 5, but more sophisticated
manoeuvres would have provided us with a degree 6 surface, leading in principle to an even
lower exponent of roughly 2.91. However, in that case the calculations to show that there are
no lines would have been substantially more involved. Having reduced the exponent below
the key threshold of 3, we have decided not to pursue this minor improvement.
For convenient reference, we record below a version of the Kappe–Warren criterion [17],
as given in an expository note of Keith Conrad’s [8, Corollary 4.3]. The distinction between
D4 and C4 is done slightly differently between those two documents; Conrad’s description
of this is readily deduced from [9, Theorem 13.1.1] and the identity (2.2). We will see in §2
that the cubic resolvent of a monic, quartic polynomial with integer coefficients is a monic,
cubic polynomial with integer coefficients. Also note that if f(X) ∈ Z[X ] is irreducible then
its discriminant ∆ is a non-zero integer.
Theorem 1.10 (Kappe–Warren criterion). For a monic, irreducible quartic f(X) ∈ Z[X ],
whose cubic resolvent is r(X), the isomorphism class of the Galois group Gf is as follows.
∆ ∈ Z r(X) ∈ Z[X ] (x2 − 4d)∆, (a2 − 4(b− x))∆ ∈ Z Gf
6=  irreducible S4
=  irreducible A4
6=  unique root x ∈ Z at least one 6=  D4
6=  unique root x ∈ Z both =  C4
=  reducible V4
1.4. Parametrisation, concentration, and root separation. Cubics with Galois group
A3 have square discriminant, and we can again find expressions I and J , respectively qua-
dratic and cubic in the coefficients of f , such that the discriminant is (4I3 − J2)/27. This
leads us to the diophantine equation
J2 + 3Y 2 = 4I3,
and we can parametrise the solutions using algebraic number theory. This equation is dis-
cussed in [6, §14.2.3] and elsewhere [10], but here we also need to deal with common divisors
between the variables, and these can be enormous. Accounting for the common divisors es-
sentially gives rise to a five-parameter family for (I, J, Y ). The broad idea is to count those
pairs (I, J) with the parameters lying in given dyadic ranges, and then to count possibilities
for the corresponding a, b, c subject to those ranges.
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To illustrate the concentration method, consider the discriminant. On one hand, it has
size O(H4), because it is quartic in the coefficients of the original cubic polynomial. On the
other hand, I is cubic and J is quadratic so, based on our parametrisation, it ought to have
size H6. For example, if I and J are coprime then there are only two parameters s, t≪ H ,
and the discriminant is a sextic form in s and t. By decomposing the sextic form into linear
factors, we find that one of the linear factors must be small, imposing a constraint on the
ratio of s to t. Specifically, this ratio must concentrate around a root of the corresponding
univariate polynomial. This is an oversimplification, owing to the presence of potentially
large common divisors between the variables I, J, and Y .
Four instances of concentration arise in our proof. In the first, the concentrating poly-
nomials are linear, and the rewards are easily harvested. In the second, the concentrating
polynomials are cubic, but the roots are well-separated, owing to (i) Mahler’s work [21] in-
volving what is now known as the Mahler measure [25], and (ii) the discriminant always being
bounded well away from zero. In the third, the concentrating polynomials are quadratic,
and we can consider a difference of perfect squares. In the final instance, the concentrat-
ing polynomials are cubic, but are “close” to being quadratic, and we can again consider a
difference of perfect squares.
Organisation. In §2 we establish (1.5), and in §3 we prove the complementary lower bound
(1.6). In §4, we establish Theorem 1.8, thereby also completing the proof of Theorem 1.7. In
§5 we prove Theorem 1.9, thereby also completing the proof of Theorem 1.6. The cubic case
is handled in §6. Finally, in §7, we show that NV4 ≫ H3/2 and NA4 ≫ H . The appendix
contains the C code used to compute the values of NG,4(150), for G ∈ {S4, A4, D4, V4, C4},
and also the code used to compute NA3,3(2000).
Notation. We adopt the convention that ε denotes an arbitrarily small positive constant,
whose value is allowed to change between occurrences. We use Vinogradov and Bachmann–
Landau notation throughout, with the implicit constants being allowed to depend on ε. We
write #S for the cardinality of a set S. If g and h are positive-valued, we write g ≍ h if
g ≪ h ≪ g. Throughout H denotes a positive real number, sufficiently large in terms of
ε. We let µ(·) be the Mo¨bius function. For x ∈ R and q ∈ N, we write e(x) = e2piix and
eq(x) = e(x/q).
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2. A remarkable symmetry
In this section, we establish (1.5). Theorem 1.10 tells us that if f is irreducible and Gf is
isomorphic to D4, V4 or C4 if and only if the cubic resolvent
r(X) = r(X ; a, b, c, d) = X3 − bX2 + (ac− 4d)X − (a2d− 4bd+ c2)
has an integer root. Moreover, it follows from the triangle inequality that if H > 150, f ∈ SH
and r(x) = 0 then |x| 6 2H . The proposition below therefore implies (1.5).
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Proposition 2.1. Write R(H) for the number of integer solutions
(x, a, b, c, d) ∈ [−2H, 2H ]× [−H,H ]4
to the equation
r(x; a, b, c, d) = 0. (2.1)
Then
R(H)≪ H2(logH)2.
We set about proving this. Multiplying (2.1) by 4, we obtain
(x2 − 4d) · (a2 − 4(b− x)) = (xa− 2c)2. (2.2)
Change variables, replacing b− x by e, so that (2.2) becomes
(x2 − 4d) · (a2 − 4e) = (xa− 2c)2, (2.3)
with |e| 6 3H . Observe that the equation (2.3) exhibits a great deal of symmetry. We need
to count integer solutions (x, a, c, d, e) with
|a|, |c|, |d| 6 H, |x| 6 2H, |e| 6 3H.
We begin with the case in which both sides of (2.3) are 0. For each c there are at most
τ(2c) choices of (x, a). Therefore, by an average divisor function estimate, the number of
choices of (x, a, c) is O(H logH). Having chosen x, a, c with xa = 2c, there are then O(H)
possible (d, e). We conclude that the number of solutions for which xa = 2c is O(H2 logH).
It remains to treat solutions for which xa 6= 2c.
Write x2 − 4d = uv2 with u ∈ Z \ {0} squarefree and v ∈ N. This forces a2 − 4e = uw2
and xa − 2c = ±uvw for some w ∈ N. Our strategy will be to upper bound the number of
lattice points (u, v, w, x, a) with u 6= 0 in the region defined by |x|, |a| 6 2H and
|x2 − uv2| 6 12H (2.4)
|a2 − uw2| 6 12H (2.5)
min{|xa− uvw|, |xa+ uvw|} 6 2H. (2.6)
At most two values of (c, d, e) are then determined by (u, v, w, x, a).
For the case u < 0, choose p = −u in the range 1 6 p ≪ H . Then (2.4) implies
x2 + pv2 ≪ H , which has O(H/√p) solutions (x, v). Similarly there are O(H/√p) choices
of (a, w). As ∑
16p≪H
H2/p≪ H2 logH,
we find that the total contribution from this case is O(H2 logH).
It remains to deal with the case u > 0. Arguing by symmetry, it suffices to count solutions
for which
u > 0, x, a > 0, 1 6 w 6 v.
Now (2.6) is equivalent to
|xa− uvw| 6 2H. (2.7)
Choose u and v to begin with, so that uv2 ≪ H2. First suppose uv2 6 40H . Then
x, a≪√H , so the contribution from this case is bounded above by a constant times
H
∑
v6
√
40H
∑
u640H/v2
∑
w6v
1≪ H2 logH.
This is more than adequate, so in the sequel we assume that uv2 > 40H .
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Now (2.4) implies that x ≍ v√u. There are v choices of w, and since
|x− v√u| 6 12H
x+ v
√
u
≪ H
v
√
u
there are O(1 + H
v
√
u
) = O( H
v
√
u
) choices of x. Using (2.7), observe that
x(a− w√u) + w√u(x− v√u) = xa− uvw ≪ H.
As w 6 v, we now have
a− w√u≪ H
v
√
u
+ w
√
u
|x2 − uv2|
(x+ v
√
u)2
≪ H
v
√
u
.
In particular, there are O(1+ H
v
√
u
) = O( H
v
√
u
) possibilities for a. We obtain the upper bound
∑
16u,v≪H2
v
( H
v
√
u
)2
= H2
∑
16u,v≪H2
1
uv
≪ H2(logH)2,
completing the proof.
3. A construction
In this section, we establish (1.6). Our construction is motivated by the previous section.
Let δ be a small positive constant. We shall choose positive integers
x, a, u, w ≡ 12 mod 18, v ≡ 4 mod 6
with u squarefree, in the ranges
1 6 u 6 H2−2δ
δ−1
√
H 6
1
2
v
√
u 6 w
√
u 6 v
√
u 6 δ2H
v
√
u < x 6 v
√
u+
δH
v
√
u
w
√
u < a 6 w
√
u+
δH
v
√
u
.
Let us now bound from below the number of choices (u, v, w, x, a). If we choose u, v ∈ N
with u 6 H2−2δ, v > 99 and
2δ−1
√
H 6 v
√
u 6 δ2H,
then the number of choices for (w, x, a) is bounded below by a constant times v( H
v
√
u
)2 = H
2
uv
.
Thus, the number of possible choices of (x, a, u, v, w) is bounded below by a constant times
X(H) := H2
∑
u∈U
u−1
∑
v∈V(u)
v−1,
where
U = {u ∈ N : |µ(u)| = 1, u ≡ 12 mod 18, u 6 H2−2δ}
and
V(u) = {v > 99 : v ≡ 4 mod 6, 2δ−1
√
H 6 v
√
u 6 δ2H}.
We compute that
X(H) = H2
∑
u∈U
u−1
∑
v∈V(u)
v−1 ≫ H2 logH
∑
u∈U
u−1.
ENUMERATIVE GALOIS THEORY FOR CUBICS AND QUARTICS 9
Observe that the conditions
u ≡ 12 mod 18, |µ(u)| = 1
on u are equivalent to the conditions
r ≡ 5 mod 6, |µ(r)| = 1
on r = u/6. It thus follows from work of Hooley [16, Theorem 3] that
#{u ∈ U : u 6 t} = c0t+O(
√
t),
for some constant c0 > 0. Partial summation now gives∑
u∈U
u−1 ∼ c1 logH,
where c1 = c1(δ) = (2− 2δ)c0, so in particular X(H)≫ H2(logH)2.
Given such a choice of (u, v, w, x, a), define b, c, d ∈ Z by
4d = x2 − uv2, 4(b− x) = a2 − uw2, 2c = xa− uvw.
We claim that the polynomial f defined by (1.3) lies in SH , and that Gf is isomorphic to
D4, V4 or C4. We now confirm this claim.
Plainly |a| 6 H . Moreover, since
4d = x2 − uv2 = (x− v√u)(x+ v√u),
we have
0 < 4d 6
δH
v
√
u
(
2v
√
u+
δH
v
√
u
)
< H,
and similarly 0 < 4(b − x) < H . Now the triangle inequality gives |b| 6 x + H/4 < H .
Finally, we check that
0 < 2c = xa− uvw 6
(
v
√
u+
δH
v
√
u
)(
w
√
u+
δH
v
√
u
)
− uvw < H.
We have shown that |a|, |b|, |c|, |d| 6 H .
Since x, a and u are divisible by 3, we have a ≡ b ≡ c ≡ d ≡ 0 mod 3. Furthermore
4d = x2 − uv2 ≡ −3v2 mod 9,
so 9 ∤ d. Thus, by Eisenstein’s criterion, the polynomial (1.3) is irreducible. Hence f ∈ SH .
Moreover, since x ∈ Z is a root of the cubic resolvent of f , we know from Theorem 1.10 that
Gf is isomorphic to D4, V4 or C4.
Finally, we verify that the number of distinct polynomials f(X) arising from this construc-
tion is at least a constant times H2(logH)2. We achieve this by showing that a polynomial
f(X) occurs for at most three different choices of (u, v, w, x, a). Suppose the quadruple
(a, b, c, d) is obtained via this construction. Then x is a root of the cubic resolvent of f , so
there are at most three possibilities for x. Since u, v, w ∈ N with u squarefree, the equations
x2 − 4d = uv2, a2 − 4(b− x) = uw2
now determine the triple (u, v, w). Thus, a quadruple (a, b, c, d) can be obtained from
(u, v, w, x, a) in at most three ways via our construction, and so we’ve constructed at least a
constant times H2(logH)2 polynomials in this way. This completes the proof of (1.6).
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4. V4 and C4 quartics
In this section we prove Theorem 1.8, and thereby also establish Theorem 1.7. From §2,
we know that if f ∈ SH and Gf is isomorphic to V4 or C4 then, with O(H2 logH) exceptions,
there exist integers u, v, w > 0 and x ∈ [−2H, 2H ] such that
d =
x2 − uv2
4
, b = x+
a2 − uw2
4
, c =
xa± uvw
2
. (4.1)
4.1. V4 quartics. By Theorem 1.10, the discriminant ∆ of f is a square. We have the
standard formula [14, §14.6]
∆ = −128b2d2 − 4a3c3 + 16b4d− 4b3c2 − 27a4d2 + 18abc3
+ 144a2bd2 − 192acd2 + a2b2c2 − 4a2b3d− 6a2c2d
+ 144bc2d+ 256d3 − 27c4 − 80ab2cd+ 18a3bcd.
We make the substitutions (4.1) using the software Mathematica [29], obtaining the factori-
sation
64∆
u2(2v2 ± avw + w2x)2 = a
4 − 64uv2 ∓ 32auvw − 2a2uw2
+ u2w4 − 16a2x− 16uw2x+ 64x2. (4.2)
Note that the denominator of the left hand side is non-zero, for the irreducibility of f implies
that ∆ 6= 0. We now equate the right hand side with y2, for some y ∈ Z. Given u, v, w, a,
the integer point (x, y) must lie on one of the two curves C±u,v,w,a defined by
(8x− (a2 + uw2))2 − (4a2uw2 + 64uv2 ± 32auvw) = y2. (4.3)
Therefore NV4 is bounded above, up to a multiplicative constant, by H
2 logH plus the num-
ber of sextuples (u, v, w, x, a, y) ∈ N3 × Z3 satisfying |x|, |a| 6 8H , (2.4), (2.5), (2.6) and
(x, y) ∈ C+u,v,w,a ∪ C−u,v,w,a.
We first consider the contribution from (u, v, w, a) for which C±u,v,w,a is reducible over Q.
In this case
(8x− (a2 + uw2))2 − (4a2uw2 + 64uv2 ± 32auvw)
is a square in Q[x], so
4a2uw2 + 64uv2 ± 32auvw = 0.
As u 6= 0 we now have (aw ± 4v)2 = 0, so
aw = ∓4v. (4.4)
(1) For the case uw2 6 40H , we first choose u ∈ [1, 40H ], then there are O(√H/u)
choices of w, and by (2.5) there are O(
√
H) possibilities for a. This then determines
at most two possible v, via (4.4). Since
|x| − v√u≪ H|x|+ v√u,
there are now O(1 + H/
√
u) = O(H/
√
u) choices of x. The contribution from this
case is therefore bounded above by a constant times
∑
u640H
√
H
u
√
H
H√
u
≪ H2 logH.
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(2) If instead uw2 > 40H , then |a| ≍ w√u, so from (4.4) we have
v ≫ |aw| ≫ w2√u.
Start by choosing u, w for which 40H < uw2 ≪ H2. There are then
O
(
1 +
H
w
√
u
)
= O
( H
w
√
u
)
possible a, since
|a| − w√u≪ H|a|+ w√u,
and then v is determined by (4.4) in at most two ways. Now
|x| − v√u≪ H
v
√
u
,
so the number of possibilities for x is bounded above by a constant times
1 +
H
v
√
u
≪ H
v
√
u
≪ H
w2u
.
Thus, the contribution from this case is bounded above by a constant times∑
uw2≪H2
H
w
√
u
· H
w2u
≪ H2.
We have shown that there are O(H2 logH) sextuples
(u, v, w, x, a, y) ∈ N3 × Z3
satisfying |x|, |a| 6 8H , (2.4), (2.5), (2.6) and (4.3) such that C±u,v,w,a is reducible over Q.
It remains to address the situation in which C±u,v,w,a is absolutely irreducible. We will
ultimately apply Vaughan’s uniform count for integer points on curves of this shape [28,
Theorem 1.1].
Suppose w 6 v and uv2 6 40H . Then x, a≪√H, so the number of solutions is bounded
above by a constant times
H
∑
v6
√
40H
∑
u640H/v2
∑
w6v
1≪ H2 logH.
Similarly, if v 6 w and uw2 6 40H then there are O(H2 logH) solutions.
Next, we consider the scenario in which w 6 v and uv2 > 40H . Using (2.4), this implies
x2 >
1
2
uv2,
so |x| > 1
2
v
√
u. Using (2.6) gives
||x|(|a| − w√u) + w√u(|x| − v√u)| = ||xa| − uvw| 6 2H.
As |x| > 1
2
v
√
u and w 6 v, we now have
||a| − w√u| 6 2H + w
√
u||x| − v√u|
|x| 6
4H
v
√
u
+ 2||x| − v√u|.
Since
||x| − v√u| = |x
2 − uv2|
||x|+ v√u| 6
12H
v
√
u
, (4.5)
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we arrive at the inequality
|a| − w√u≪ H
v
√
u
.
In particular, given u, v, w there are
O
(
1 +
H
v
√
u
)
= O
( H
v
√
u
)
possibilities for a.
Choose u, v, w ∈ N and a ∈ Z such that C±u,v,w,a is absolutely irreducible. Note (4.5), and
put L = 12H
v
√
u
+1. Now [28, Theorem 1.1] reveals that (4.3) has O(L1/2) solutions (x, y), with
an absolute implied constant. As w 6 v, the number of solutions is therefore bounded by a
constant multiple of
∑
uv2≪H2
v
H
v
√
u
√
H
v
√
u
≪ H3/2
∑
u≪H2
u−3/4
∑
v≪H/√u
v−1/2
≪ H2
∑
u≪H2
u−1 ≪ H2 logH.
The final case, wherein v 6 w and uw2 > 40H , is very similar to the previous one. We
have considered all cases, and conclude that
NV4 ≪ H2 logH.
4.2. C4 quartics. We follow a similar strategy to the one that we used for V4. The root of
the cubic resolvent is x, so from Theorem 1.10 we find that (x2 − 4d)∆ is a perfect square.
Observe from (4.1) that x2 − 4d = uv2. Factorising the right hand side of (4.2), we thus
obtain
u
(
(8x− (a2 + uw2))2 − 4u(aw ± 4v)2
)
= y2,
for some y ∈ Z. Given u, v, w, a, this defines a pair of curves Z±u,v,w,a. As u 6= 0, the
curve Z±u,v,w,a is absolutely irreducible if and only if the curve C
±
u,v,w,a defined in (4.3) is
absolutely irreducible. The remainder of the proof can be taken almost verbatim from §4.1.
We conclude that
NC4 ≪ H2 logH,
and this completes the proof of Theorem 1.8. In light of (1.5) and (1.6), we have also
completed the proof of Theorem 1.7.
5. A4 quartics
In this section, we establish Theorem 1.9. We again use Theorem 1.10, which in particular
asserts that A4 quartics have square discriminant. It remains to show that the diophantine
equation
disc(X4 + aX3 + bX2 + cX + d) = y2
has O(H
5
2
+ 1√
5
+ε
) integer solutions for which |a|, |b|, |c|, |d| 6 H and y ∈ Z \ {0}. We have
the standard formula [1]
∆ := disc(X4 + aX3 + bX2 + cX + d) =
4I3 − J2
27
,
where I and J are as defined in (1.7). The idea now is to count integer triples (I, J, y) solving
(1.8) with I ≪ H2 and y 6= 0, and to then count quadruples of integers (a, b, c, d) ∈ [−H,H ]4
corresponding via (1.7) to a given (I, J). Each integer I ≪ H2 defines via (1.8) a quadratic
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polynomial in (J, y) with non-zero discriminant. Thus, by [20, Lemma 2], the diophantine
equation (1.8) admits O(H2+ε) solutions (I, J, y) with I ≪ H2. It therefore remains to show
that if 4I3 − J2 6= 0 then there are O(H 12+ 1√5+ε) integer quadruples (a, b, c, d) ∈ [−H,H ]4
satisfying (1.7).
First we deal with the case a = 0. In this case (1.7) becomes
I = 12d+ b2, J = 72bd− 27c2 − 2b3,
so
c2 = − 1
27
(8b3 − 6Ib+ J). (5.1)
Given I and J , the right hand side has odd degree in b, and is therefore not a square in Q[b].
Hence (5.1) defines an absolutely irreducible curve in b, c, and so by [28, Theorem 1.1] there
are O(H1/2) solutions (b, c) ∈ (Z ∩ [−H,H ])2. As d = (I − b2)/12 in this case, we conclude
that there are O(H1/2) integer quadruples (a, b, c, d) ∈ {0} × [−H,H ]3 satisfying (1.7). We
may therefore assume in the sequel that a 6= 0.
Fix I, J for which 4I3 6= J2. Substituting c = b2+12d−I
3a
into the expression (1.7) for J
yields
72a2bd+ 3a2b(b2 + 12d− I)− 3(b2 + 12d− I)2 − 27a4d− 2a2b3 − a2J = 0. (5.2)
This defines an affine surface YI,J in the variables a, b, d. It remains to show that there are
O(H
1
2
+ 1√
5
+ε
) integer solutions (a, b, d) ∈ [−H,H ]3 to (5.2).
Lemma 5.1. The affine surface YI,J contains no rational lines.
Proof. A line has the form
L = {(α, β, δ) + t(A,B,D) : t ∈ Q}
for some (α, β, δ) ∈ Q3 and some (A,B,D) ∈ Q3 \ {0}. There are three types of line to
consider:
I. L = {(0, β, δ) + t(1, B,D) : t ∈ Q}
II. L = {(α, 0, δ) + t(0, 1, D) : t ∈ Q}
III. L = {(α, β, 0) + t(0, 0, 1) : t ∈ Q}.
Case I. Substituting (a, b, d) = (0, β, δ) + t(1, B,D) into (5.2) yields
72t2(β +Bt)(δ +Dt) + 3t2(β +Bt)((β +Bt)2 + 12(δ +Dt)− I)
− 3((β +Bt)2 + 12(δ +Dt)− I)2 − 27t4(δ +Dt)− 2t2(β +Bt)3 − t2J = 0. (5.3)
Regarding this as a polynomial in t, and equating constant coefficients, yields
β2 + 12δ − I = 0. (5.4)
Dividing (5.3) by t2 now gives
72(β +Bt)(δ +Dt) + 3t(β +Bt)(2βB + 12D +B2t)
− 3(2βB + 12D +B2t)2 − 27t2(δ +Dt)− 2(β +Bt)3 − J = 0.
Now equate tj coefficients for j = 3, 2, 0, obtaining
B3 − 27D = 0 (5.5)
−3B4 + 3βB2 − 27δ + 108BD = 0 (5.6)
−J − 12β2B2 − 2β3 + 72βδ − 144βBD − 432D2 = 0. (5.7)
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From (5.4) and (5.5) we have
δ =
I − β2
12
, D =
B3
27
.
Substituting these into (5.6) yields
−3B4 + 3βB2 − 9
4
(I − β2) + 4B4 = 0,
and so
9β2 + (12B2)β + (4B4 − 9I) = 0.
Therefore
I > 0, β = Z − 2
3
B2, Z = ±
√
I.
Next, we substitute
β = Z − 2
3
B2, δ =
Z2 − β2
12
, D =
B3
27
into (5.7). After some simplification, checked using the computer algebra package Mathe-
matica [29], we obtain
−J − 2Z3 = 0.
Now J2 = 4I3, contrary to hypothesis. We conclude that YI,J has no lines of Type I.
Case II. Substituting (a, b, d) = (α, 0, δ)+ t(0, 1, D) into (5.2) yields a quartic in t, which
cannot vanish identically. This case provides no lines.
Case III. Substituting (a, b, d) = (α, β, t) into (5.2) yields a quadratic in t, which cannot
vanish identically. This case provides no lines.
Having checked all cases, we find that YI,J contains no rational lines. 
Lemma 5.2. The affine surface YI,J is absolutely irreducible.
Proof. Observe that YI,J is the zero locus of the polynomial
g(a, b, d) = c2d
2 + c1(a, b)d+ c0(a, b),
where
c2 = −432, c1(a, b) = 108a2b− 72(b2 − I)− 27a4
c0(a, b) = a
2b3 − 3a2bI − 3(b2 − I)2 − a2J.
Assume for a contradiction that YI,J is not absolutely irreducible. Then there exist polyno-
mials g0(a, b) and h0(a, b), defined over Q, for which
c2d
2 + c1(a, b)d + c0(a, b) = (d+ g0(a, b))(c2d+ h0(a, b)).
Now
c1(a, b) = c2g0(a, b) + h0(a, b) (5.8)
and
c0(a, b) = g0(a, b)h0(a, b). (5.9)
From (5.8) we have
max{dega(g0), dega(h0)} > dega(c1) = 4.
This violates (5.9), since dega(c0) = 2. This contradiction confirms that YI,J is absolutely
irreducible. 
Finally, we complete the proof of Theorem 1.9. By [3, Lemma 1], there exist polynomials
g1, . . . , gJ ∈ Z[a, b, d] with J ≪ H
1√
5
+ε
, and a finite set of points Z ⊆ YI,J such that
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(1) Each gj is coprime to g, and has degree O(1)
(2) |Z| ≪ H 2√5+ε
(3) For (a, b, d) ∈ YI,J ∩ (Z ∩ [−H,H ])3 \ Z there exists j 6 J for which
g(a, b, d) = gj(a, b, d) = 0.
Next, we let G(a, b, d) ∈ Z[a, b, d] be coprime to g, and count solutions to
g(a, b, d) = G(a, b, d) = 0. (5.10)
Our first task is to show that F (a, b) = 0 for some non-zero polynomial F . One can take F
to be the resultant of g and G in the variable d, however in our setting we can easily perform
the elimination explicitly, as we now explain. From g(a, b, d) = 0 we have
d2 = −c−12 c1(a, b)d− c−12 c0(a, b). (5.11)
We substitute this repeatedly into G(a, b, d) = 0, and stop when the degree in d is at most
1. To describe each step of the process more precisely, regard G(a, b, d) as a polynomial in
d with coefficients in Z[a, b], and if D = degd(G) > 2 then replace d
D by
dD−2(−c−12 c1(a, b)d− c−12 c0(a, b)).
We always obtain something relatively prime to g, and in particular we do not end up with
the zero polynomial. We finally obtain
G1(a, b)d = G2(a, b),
for some relative prime polynomials G1, G2 with integer coefficients. Thus, for each solution
(a, b, d) to (5.10), we have F (a, b) = 0, where
F (a, b) = c2G2(a, b)
2 + c1(a, b)G2(a, b)G1(a, b) + c0(a, b)G1(a, b)
2
is not the zero polynomial.
Observe that F (a, b) = 0 if and only if we have F(a, b) = 0 for some irreducible factor
F(a, b) ∈ Q[a, b] of F (a, b). So let F(a, b) ∈ Q[a, b] be an irreducible factor of F (a, b). If
F(a, b) is nonlinear, then Bombieri–Pila [2] gives
#{(a, b) ∈ (Z ∩ [−H,H ])2 : F(a, b) = 0} ≪ H 12+ε.
Then d is determined by (5.11) in at most two ways, so the number of solutions (a, b, d)
counted in this case is O(H
1
2
+ε).
Suppose instead that F(a, b) is linear. Now
αa+ βb+ γ = 0,
for some (α, β, γ) ∈ (Q2 \ {(0, 0)}) × Q. If β 6= 0 then substitute b = −β−1(αa + γ) into
(5.11), giving
d2 + P1(a)d+ P0(a) = 0,
where
Pi(a) = c
−1
2 ci(a, β
−1(αa+ γ)) ∈ Q[a] (i = 1, 0).
Factorise the left hand side over Q, and let P(a, d) ∈ Q[a, d] be an irreducible factor. Note
that P(a, d) is nonlinear, for if it were linear then
P(a, d) = F(a, b) = 0
would define a rational linear subvariety of YI,J , of dimension greater than or equal to 1,
violating Lemma 5.1. Now Bombieri–Pila yields
#{(a, d) ∈ (Z ∩ [−H,H ])2 : P(a, d) = 0} ≪ H 12+ε.
If β = 0 then substitute a = −γ/α into (5.11) and apply essentially the same reasoning.
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In both cases, the number of integer solutions (a, b, d) ∈ [−H,H ]3 to (5.10) is O(H 12+ε).
We conclude that
|YI,J ∩ (Z ∩ [−H,H ])3| ≪ JH 12+ε +H
2√
5
+ε ≪ H 1√5+ 12+2ε.
This concludes the proof of Theorem 1.9. Theorems 1.7, 1.8 and 1.9 imply Theorem 1.6.
6. A3 cubics
In this section, we establish Theorem 1.4. As discussed in the introduction, this is counting
monic, A3 cubic polynomials with integer coefficients bounded by H in absolute value, and
we will show that NA3,3 ≪ H1.5+ε. Let
f(X) = X3 + aX2 + bX + c ∈ Z[X ]
be an irreducible cubic polynomial withGf ≃ A3 and a, b, c ∈ [−H,H ]. Then its discriminant
∆ is a non-zero square. A short calculation reveals that
∆ = a2b2 − 4b3 − 4a3c+ 18abc− 27c2 = 4I
3 − J2
27
,
where
I = a2 − 3b, J = 27c− 9ab+ 2a3. (6.1)
In particular, there exists Y = 3
√
∆ ∈ 3N such that
J2 + 3Y 2 = 4I3. (6.2)
6.1. Parametrisation. Let
uv3 = g = (J, Y ),
where u, v ∈ N with u cubefree, and let
g˜ = uv2.
As u is cubefree, observe that g˜ | 2I. Write
J = gx, Y = gy, 2I = g˜z, (6.3)
where x, y, z ∈ Z with y > 0 and (x, y) = 1. The equation (6.2) becomes
2(x2 + 3y2) = uz3. (6.4)
We factorise the left hand side of (6.4) in the ring R := Z[ζ ] of Eisenstein integers, where
ζ = −1+
√−3
2
, giving
2(x+ y
√−3)(x− y√−3) = uz3.
Note that R is a principal ideal domain, and is therefore a unique factorisation domain. The
greatest common divisor of x+ y
√−3 and x− y√−3 divides both 2x and 2y√−3, and so it
divides 2
√−3. Write
x+ y
√−3 = dα3, x− y√−3 = eβ3,
for some d, e, α, β ∈ R with d, e cubefree.
Note that R has discriminant −3, so 3 is the only rational prime that ramifies in R. Thus,
either u is cubefree in R, or else u = 9u′ for some cubefree u′ ∈ R not divisible by √−3. The
cubefree component of an element ρ of R is well defined up to multiplication by the cube of a
unit, that is, up to sign: one prime factorises ρ and divides by a maximal cubic divisor. Now
u is the cubefree component of 2de, up to multiplication by ±1 or ±(√−3)3. As d, e ∈ R
are cubefree and gcd(d, e) | 2√−3, we conclude that
2de
u
∈ {A2B√−3C : A ∈ {−1, 1}, B ∈ {0, 3}, C ∈ {−3, 0, 3}}.
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Consider the multiplicative function
N : R ⊂ Q+Q√−3→ Q>0, q1 + q2
√−3 7→ q21 + 3q22.
As N(d), N(e) ≫ 1 and N(d)N(e) ≪ N(u) = u2, we must have N(d) ≪ u or N(e) ≪ u.
Let us assume that N(d)≪ u; the other case N(e)≪ u is similar.
As any element of R is uniquely represented as a 1
2
Z-linear combination of 1 and
√−3,
we may write
d =
q + r
√−3
2
, α =
s+ t
√−3
2
,
with q, r, s, t ∈ Z, and so
16x = q(s3 − 9st2) + 9r(t3 − s2t), 16y = 3q(s2t− t3) + r(s3 − 9st2). (6.5)
As (x, y) = 1, we must have (s, t) 6 2, and our bound q
2+3r2
4
= N(d)≪ u ensures that
q, r ≪√u.
In fact we can say more. From (6.4) and (6.5), we compute—using N(·) or otherwise—
that
u(8z)3 = 4(q2 + 3r2)(s2 + 3t2)3.
Recall that either u is cubefree in R, or else u = 9u′ for some cubefree u′ ∈ R not divisible
by
√−3. Therefore u is the cubefree component of 4(q2 + 3r2), up to multiplication by ±1
or ±(√−3)3, and in particular u ≪ 4(q2 + 3r2). We already saw that q2 + 3r2 ≪ u, so we
conclude that
u ≍ q2 + r2, z ≍ s2 + t2. (6.6)
6.2. Scales, and Lefton’s approach. We consider solutions for which A 6 |a| < 2A,
where A ∈ [1, H ] is a power of two. In the main part of the proof we only wish to choose the
coefficient a at the end, however it is convenient to fix the scale A from the outset. There
are O(logH) such scales.
Lefton’s approach [20] is to choose a≪ A and b≪ H , and then to observe [20, Lemma 2]
that the equation
a2b2 − 4b3 − 4a3c+ 18abc− 27c2 = 3Y 2
has O(Hε) integer solutions (c, Y ), uniformly in the relevant ranges. This shows that if
1 6 A 6 H then there are O(H1+εA) solutions for which a ≪ A. Thus, if A ≪ √H then
there are O(H1.5+ε) solutions.
We assume henceforth that 999
√
H < A 6 H and A 6 |a| < 2A. This ensures that
I = a2 − 3b is positive, and that I ≍ A2. Furthermore, we have
∆ = a2b2 − 4b3 − 4a3c+ 18abc− 27c2 ≪ H2A2.
As Y = 3
√
∆, we may write this as
Y ≪ HA.
We also choose scales G, V, T ∈ N, powers of 2, in O((logH)3) ways; these constrain our
parameters to
g˜ ≍ G, |v| ≍ V, s2 + t2 ≍ T 2.
Note from (6.3) and (6.6) that
GT 2 ≍ I ≍ A2. (6.7)
The plan is to count pairs (I, J) of integers subject to the above ranges and satisfying (6.2)
for some Y ∈ N with Y ≪ HA, and then to count (a, b, c) ∈ Z3 with |a| ≍ A and |b|, |c| 6 H
corresponding to our choice of the pair (I, J). We need a method that is efficient when T
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is reasonably small, and another method that is efficient when G is reasonably small. Note
that
q, r ≪√u≪
√
G/V.
In the previous subsection, we saw that given I, J with (4I3 − J2)/3 a square there exist
parameters v, q, r, s, t with certain properties. The pair (I, J) is determined in O(Hε) ways
by v, q, r, s, t, uniformly in the relevant ranges. Indeed, the variables x and y are as in (6.5),
and uz3 is then determined via (6.4). Next, the variable u is a divisor of uz3, of which there
are O(Hε), and finally we know g˜, g, I, J . The upshot is that we have reduced our task of
counting pairs (I, J) to that of upper bounding the number of quintuples (v, q, r, s, t) that
can possibly arise in this way.
6.3. A linear instance of the concentration method. From (6.3) and (6.5), we have
GV |3q(s2t− t3) + r(s3 − 9st2)| ≪ Y ≪ HA. (6.8)
We begin by considering the case s2t− t3 = 0. Since (s, t) 6 2, this case is only possible
if |s|, |t| 6 2. There are O(√G/V ) possibilities for q and O(V ) possibilities for v. See from
the positivity of y that s3 − 9st2 is a non-zero integer. Now (6.8) implies that
r ≪ HA
GV
,
so this case allows at most O
((
HA
V
√
G
+
√
G
)
Hε
)
possibilities for the pair (I, J).
We now assume that s2t− t3 6= 0, whereupon
q − r(s
3 − 9st2)
3(t3 − s2t) ≪
HA
GV |t(t− s)(t+ s)| .
The contribution from this case is therefore bounded above by
CεH
εV
√
G
V
∑
s,t≪√T
t/∈{−s,0,s}
( HA
GV |t(t− s)(t+ s)| + 1
)
≪ H2ε
( HA
V
√
G
+ T
√
G
)
.
By (6.7) we conclude that there are O(H1+εT ) possibilities for (I, J) in total.
6.4. Root separation. The approach in the previous subsection is effective when T is
reasonably small. Here we develop an approach that works well when G is reasonably small.
We assume that |t| > |s|, so that |t| ≍ T ; the other scenario is similar. We begin by choosing
v ≪ V and q ≪√G/V .
We begin with the case r 6= 0. Choose r 6= 0 with r ≪ √G/V , and write α = s/t. From
(6.8) we obtain
F(α) := rα3 + 3qα2 − 9rα− 3q ≪ HA
GV T 3
. (6.9)
Using what is now known as the Mahler measure [25], Mahler analysed the separation of
roots of polynomials. It is this that enables us to capitalise efficiently on the concentration
inherent in the cubic inequality (6.9). Mahler established, in particular, a lower bound for
the minimum distance between two roots, in terms of the degree, discriminant, and the sum
of the absolute values of the coefficients of the polynomial [21, Corollary 2]. Applying this
to the polynomial F with roots α1, α2, α3 yields
min
16i<j63
|αi − αj | ≫ (disc F)1/2(|q|+ |r|)−2.
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One might not immediately realise that the discriminant of F should necessarily be positive
and fairly large. However, this is indeed the case, and it happens to be a constant multiple
of N(d)2. From the formula for the discriminant of a cubic polynomial, we compute that
disc F = (3q)2(−9r)2 − 4r(−9r)3 − 4(3q)3(−3q)− 27r2(−3q)2 + 18r(3q)(−9r)(−3q)
= (18(q2 + 3r2))2 ≫ (|q|+ |r|)4.
We now have
min
16i<j63
|αi − αj | ≫ 1.
As ∏
i63
|α− αi| ≪ HA
rGV T 3
,
there must therefore exist i ∈ {1, 2, 3} such that
α− αi ≪ HA
rGV T 3
,
and so
s− αit≪ HA
rGV T 2
.
The upshot is that the other parameters determine O
(
HA
rGV T 2
+1
)
possibilities for s. Bearing
in mind (6.7), this case contributes at most
CεH
εV
√
G
V
∑
0<|r|≪√G/V
T
( HA
rGV T 2
+ 1
)
≪ Hε(H1+ε + A
√
G)
solutions.
If instead r = 0, then (6.6) implies that q ≍ √G/V , and with α = s/t we obtain
α2 − 1≪ HA
(GT 2)3/2
≪ H
A2
.
Then
|α| − 1≪ H
A2
,
and so
|s| − |t| ≪ HT
A2
.
This case permits at most
CεH
εV
√
G
V
T
(HT
A2
+ 1
)
≪ H1+ε
solutions.
We conclude that there are O(Hε(H + A
√
G)) possibilities for the pair (I, J).
6.5. An approximately quadratic inequality. From the previous two subsections, we
glean that the number of allowed pairs (I, J) is at most
CεH
εmin{HT,H + A
√
G} ≪ Hε(H + (HT )1/2(A
√
G)1/2)
≪ Hε(H + A
√
H)≪ HεA
√
H,
since A≫√H .
Now suppose that we have chosen I and J , with 0 < I ≍ A2 and 4I3 − J2 > 0. Our final
task is to count the number of triples (a, b, c) of integers such that a ≍ A and b, c ≪ H ,
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and satisfying the equations (6.1). The idea is to extract concentration from the inequalities
b≪ H and c≪ H .
We have
a2 − I = 3b≪ H,
so the shifted integer variable x = |a|−√I will necessarily be small, and in the first instance
x≪ H|a|+√I ≪
H
||a| − √I| =
H
|x| ,
so x≪ √H. There are at most two solutions (a, b, c) with x = 0, so we assume in the sequel
that x 6= 0. Now
|x(|a|+
√
I)| = |3b| > 3,
so x ≫ H−1. We introduce a scale X ∈ R>0, of the form 2m for some integer m, with
H−1 ≪ X ≪ √H , and consider solutions (a, b, c) with |x| ≍ X . There are O(logH)
possibilities for the scale X , and
X ≪ H|a|+√I ≪
H
A
.
We also have
J − 3aI + a3 = 27c≪ H.
As A > 999
√
H, we know that J = 27c− 9ab+ 2a3 and a have the same sign, so
|J | − 2I3/2 + 3
√
Ix2 + x3 = |J | − 3|a|I + |a|3 ≪ H.
The left hand side above is cubic in x, but x is fairly small, so we can approximate the cubic
by a quadratic in order to exploit concentration. The triangle inequality gives
x2 − x20 ≪
X3 +H
A
,
where
x0 =
√
2I3/2 − |J |
3
√
I
.
Observe that x0 is a positive real number, since
(2I3/2 + |J |)(2I3/2 − |J |) = 4I3 − J2 > 0.
Now
|x| − x0 ≪ X
3 +H
A(|x|+ x0) ≪
X3 +H
AX
=
X2
A
+
H
AX
.
Recall that x ∈ Z−√I is a discrete variable. The number of possibilities for x is therefore
bounded above by a constant times
min
{
X,
X2
A
+
H
AX
+ 1
}
≪ X
2
A
+
√
X
√
H
AX
+ 1≪ H
2
A3
+
√
H
A
.
Once we know x, the triple (a, b, c) is determined in at most two ways. The total number of
monic, A3 cubics with |a| ≍ A is therefore bounded above by
CεH
εA
√
H
(
H2
A3
+
√
H
A
)
≪ H
2.5+ε
A2
+H1+ε
√
A≪ H1.5+ε,
since
√
H ≪ A≪ H , and this completes the proof of Theorem 1.4.
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7. Lower bounds
7.1. Construction for V4. Consider
f(X) = X4 + bX2 + t2,
where b, t ∈ N with
b ≡ 0 mod 4, t ≡ 1 mod 4
and
1
2
H 6 b 6 H, t 6
√
H.
Observe that the cubic resolvent
r(X) = X3 − bX2 − 4t2X + 4bt2 = (X − b)(X − 2t)(X + 2t)
splits into linear factors over the rationals. If we can show that f is irreducible over Q, then
it will follow from Theorem 1.10 that Gf ≃ V4.
Plainly f(x) > 0 whenever x ∈ R, so f(X) has no rational roots, and therefore no linear
factors. Suppose for a contradiction that f(X) is reducible. Then by Gauss’s lemma
f(X) = (X2 + pX + q)(X2 + rX + s),
for some p, q, r, s ∈ Z. Considering the X3 coefficient of f gives r = −p.
We begin with the case p 6= 0. Then considering the X coefficient of f gives s = q. Now
X4 + bX2 + t2 = (X2 + pX + q)(X2 − pX + q) = X4 + (2q − p2)X2 + q2,
so q = ±t and 2q − b = p2 > 0. This is impossible, since
b > H/2 > 2
√
H > 2t = |2q|.
It remains to consider the case p = 0. Now
X4 + bX2 + t2 = (X2 + q)(X2 + s),
so
q + s = b, qs = t2.
In particular b2 − 4t2 is a square, which is impossible because
b2 − 4t2 ≡ 12 mod 16.
Both cases led to a contradiction. Therefore f is irreducible, and we conclude thatGf ≃ V4.
Our construction shows that NV4 ≫ H3/2.
7.2. Construction for A4. We use a construction motivated by [22, Theorem 1.1]. Consider
the family of quartic polynomials
f(X) = fu,v(X) = X
4 + 18v2X2 + 8uvX + u2.
Observe that f(X) is irreducible in Z[X, u, v], as f1,0(X) = X
4 + 1 is irreducible in Z[X ].
Next, consider the cubic resolvent of f , given by
r(X) = ru,v(X) = X
3 − 18v2X2 − 4u2X + 8u2v2.
This is also irreducible in Z[X, u, v], as r1,1(X) = X
3 − 18X2 − 4X + 8 is irreducible in
Z[X ]. Hence, by Hilbert’s irreducibility theorem [7, Theorem 2.5], almost all specialisations
u, v ∈ N with u, v 6 √H/5 give rise to an irreducible f(X) ∈ Z[X ] whose cubic resolvent is
also irreducible. Finally, a short calculation reveals that
disc(f(X)) = (16(27uv4 + u3))2,
so these polynomials have Galois group Gf ≃ A4. They are distinct, so NA4(H)≫ H .
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Appendix
We used the C programming language to compute the values of NG,4(150) provided in the
introduction, using GCC 4.2.1 as a compiler. The code is given below.
#include <stdio.h>
#include <math.h>
#include <stdlib.h>
#define RANGE 150 /* be careful of space for divisors */
char irred[2*RANGE+1][2*RANGE+1][2*RANGE+1][2*RANGE+1];
int divisors[RANGE*RANGE*RANGE+5*RANGE*RANGE+1][100];
/* again be careful of space for divisors */
/* irred entry is 1 if X^4+a*X^3+b*X^2+c*X+d irreducible otherwise 0
** divisors[i][0]: number of divisors of i
** divisors[i][j]: j-th divisor of i
** int needs to be at least 32 bit, long at least 64 bit */
void mark(int a, int b, int c, int d) {
irred[a+RANGE][b+RANGE][c+RANGE][d+RANGE]=0;
}
void generate_irred() {
/* generate table of all irreducible monic quartic polynomials of height \le H
** first all having constant term zero
** next those splitting as (X+a)(X^3+b*X^2+c*X+d), where |a|, |d| \le H, |b|,|c| \le 2H
** finally those splitting as (X^2+a*X+b)(X^2+c*X+d), where |b|, |d| \le H, |a|, |c| \le 2H */
int a, b, c, d;
for (a=-RANGE; a<=RANGE; a++)
for (b=-RANGE; b<=RANGE; b++)
for (c=-RANGE; c<=RANGE; c++)
for (d=-RANGE; d<=RANGE; d++)
irred[a+RANGE][b+RANGE][c+RANGE][d+RANGE]=d!=0;
for (a=-RANGE; a<=RANGE; a++)
for (b=-2*RANGE; b<=2*RANGE; b++)
for (c=-2*RANGE; c<=2*RANGE; c++)
for (d=-RANGE; d<=RANGE; d++)
if (abs(a+b)<=RANGE && abs(a*b+c)<=RANGE && abs(a*c+d)<=RANGE && abs(a*d)<=RANGE)
mark(a+b, a*b+c, a*c+d, a*d);
for (a=-2*RANGE; a<=2*RANGE; a++)
for (b=-RANGE; b<=RANGE; b++)
for (c=-2*RANGE; c<=2*RANGE; c++)
for (d=-RANGE; d<=RANGE; d++)
if (abs(a+c)<=RANGE && abs(b+d+a*c)<=RANGE && abs(a*d+b*c)<=RANGE && abs(b*d)<=RANGE)
mark(a+c, b+d+a*c, a*d+b*c, b*d);
}
void generate_divisors() {
/* generate divisor list, see above; the range covers all potential divisors of the
** constant term of the cubic resolvent of a monic quartic polynomial of height \le H */
int i, j, n;
for (i=1; i<=RANGE*RANGE*RANGE+5*RANGE*RANGE; i++) {
for (n=0, j=1; j<=2*RANGE; j++) {
if (i%j==0)
divisors[i][++n]=j;
}
divisors[i][0]=n;
}
}
int is_square(long x) {
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/* returns 1 if x is a square, 0 otherwise */
long double y;
y=ceil(sqrt(x));
return y*y==x;
}
long discr(int a, int b, int c, int d) {
/* returns the discriminant of X^4+a*X^3+b*X^2+c*X+d */
long a2, a3, a4, b2, b3, b4, c2, c3, c4, d2, d3;
a2=a*a; b2=b*b; c2=c*c; d2=d*d;
a3=a*a2; a4=a2*a2; b3=b*b2; b4=b2*b2; c3=c*c2; c4=c2*c2; d3=d*d2;
return a2*b2*c2-4*b3*c2-4*a3*c3+18*a*b*c3-27*c4-4*a2*b3*d+16*b4*d+18*a3*b*c*d \
-80*a*b2*c*d-6*a2*c2*d+144*b*c2*d-27*a4*d2+144*a2*b*d2-128*b2*d2-192*a*c*d2+256*d3;
}
int resolvent_reducible(int a, int b, int c, int d, int *root) {
/* returns 1 if the cubic resolvent X^3-b*X^2+(ac-4d)X-(a^2d-4bd+c^2) of X^4+a*X^3+b*X^2+c*X+d
** is reducible, in which case root will be an integer root of the resolvent;
** otherwise return 0, root undefined. For C4 and D4 the root is unique */
int i, x, y, q, r, ra;
r=a*a*d-4*b*d+c*c;
if (r==0) {
*root=0; return 1;
}
q=a*c-4*d;
ra=abs(r);
for (i=1; i<=divisors[ra][0]; i++) {
x=divisors[ra][i];
if (x*x*x-b*x*x+q*x-r==0) {
*root=x; return 1;
}
y=-x;
if (y*y*y-b*y*y+q*y-r==0) {
*root=y; return 1;
}
}
return 0;
}
void loop_over_b_c_d(long *s4, long *a4, long *d4, long *c4, long *v4, long *red, int a, int f) {
long disc;
int b, c, d, res_red, root;
for (b=-RANGE; b<=RANGE; b++)
for (c=-RANGE; c<=RANGE; c++)
for (d=-RANGE; d<=RANGE; d++)
if (irred[a+RANGE][b+RANGE][c+RANGE][d+RANGE]) {
res_red=resolvent_reducible(a,b,c,d,&root);
if (res_red && (abs(root)>2*RANGE))
printf("!!!%d,%d,%d,%d,%d\n", a,b,c,d, root);
disc=discr(a,b,c,d);
if (is_square(disc))
res_red ? (*v4+=f) : (*a4+=f);
else {
if (res_red)
is_square((root*root-4*d)*disc) && is_square((a*a-4*(b-root))*disc)?(*c4+=f):(*d4+=f);
else
*s4+=f;
}
}
else
*red+=f;
}
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int main() {
/* Following the criteria in our paper, loop a,b,c,d over the height RANGE, each time compute
** the Galois group of X^4+a*X^3+b*X^2+c*X+d and print the resulting statistics */
long s4=0, a4=0, d4=0, c4=0, v4=0, red=0;
int a;
generate_irred();
generate_divisors();
loop_over_b_c_d(&s4, &a4, &d4, &c4, &v4, &red, 0, 1);
for (a=1; a<=RANGE; a++)
loop_over_b_c_d(&s4, &a4, &d4, &c4, &v4, &red, a, 2);
printf("Number of \033[1mreducible\033[22m polynomials of height at most %d: %ld\n", RANGE, red);
printf("Number of \033[1mS4\033[22m polynomials of height at most %d: %ld\n", RANGE, s4);
printf("Number of \033[1mA4\033[22m polynomials of height at most %d: %ld\n", RANGE, a4);
printf("Number of \033[1mD4\033[22m polynomials of height at most %d: %ld\n", RANGE, d4);
printf("Number of \033[1mV4\033[22m polynomials of height at most %d: %ld\n", RANGE, v4);
printf("Number of \033[1mC4\033[22m polynomials of height at most %d: %ld\n", RANGE, c4);
}
Below is the code to compute NA3,3(2000).
#include <stdio.h>
#include <math.h>
#include <stdlib.h>
#define RANGE 2000
char irred[2*RANGE+1][2*RANGE+1][2*RANGE+1];
/* 1 if X^3+a*X^2+b*X+c irreducible otherwise 0 */
void mark(int a, int b, int c) {
irred[a+RANGE][b+RANGE][c+RANGE]=0;
}
void generate_irred() {
/* generate table of all irreducible monic cubic polynomials of height <= H
** first all having constant term zero
** next those splitting as (X+a)(X^2+b*X+c), where |a| <=H, |b|<=2H, |c|<=H */
int a, b, c;
for (a=-RANGE; a<=RANGE; a++)
for (b=-RANGE; b<=RANGE; b++)
for (c=-RANGE; c<=RANGE; c++)
irred[a+RANGE][b+RANGE][c+RANGE]=c!=0;
for (a=-RANGE; a<=RANGE; a++)
for (b=-2*RANGE; b<=2*RANGE; b++)
for (c=-RANGE; c<=RANGE; c++)
if (abs(a+b)<=RANGE && abs(a*b+c)<=RANGE && abs(a*c)<=RANGE)
mark(a+b, a*b+c, a*c);
}
int is_square(long x) {
/* returns 1 if x is a square, 0 otherwise */
long double y;
y=ceil(sqrt(x));
return y*y==x;
}
long discr(long a, long b, long c) {
/* returns the discriminant of X^3+a*X^2+b*X+c */
return (b*b-4*a*c)*(a*a-4*b)+c*(2*a*b-27*c);
}
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int main() {
long s3=0, a3=0, red=0;
generate_irred();
for (int a=-RANGE; a<=RANGE; a++)
for (int b=-RANGE; b<=RANGE; b++)
for (int c=-RANGE; c<=RANGE; c++)
if (irred[a+RANGE][b+RANGE][c+RANGE])
if (is_square(discr(a,b,c)))
a3++;
else
s3++;
else
red++;
printf("Number of \033[1mreducible\033[22m polynomials of height at most %d: %ld\n", RANGE, red);
printf("Number of \033[1mS3\033[22m polynomials of height at most %d: %ld\n", RANGE, s3);
printf("Number of \033[1mA3\033[22m polynomials of height at most %d: %ld\n", RANGE, a3);
}
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