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Abstract
The relational complexity, introduced by G. Cherlin, G. Martin, and
D. Saracino, is a measure of ultrahomogeneity of a relational structure. It
provides an information on minimal arity of additional invariant relations
needed to turn given structure into an ultrahomogeneous one. The orig-
inal motivation was group theory. This work focuses more on structures
and provides an alternative approach. Our study is motivated by related
concept of lift complexity studied by Hubicˇka and Nesˇetrˇil.
1 Introduction
A relational structure (or simply structure) A is a pair (A, (Ri
A
: i ∈ I)), where
Ri
A
⊆ Aδi (i.e., Ri
A
is a δi-ary relation on A). The family (δi : i ∈ I) is called
the type ∆. The type is assumed to be fixed and understood from context
throughout this paper. The class of all (countable) relational structures of type
∆ will be denoted by Rel(∆). If the set A is finite we call A a finite structure.
We consider only countable or finite structures.
We see relational structures as a generalization of graphs and digraphs, and
adopt standard graph theoretic terms (such as isomorphism, homomorphism or
connected structures). We also use standard model theoretic notation, see [11].
A relational structure A is called ultrahomogeneous (or simply homogeneous)
if every isomorphism between two induced finite substructures of A can be ex-
tended to an automorphism of A. This property represents high degree of sym-
metry. Most of the usual properties of symmetry are implied by ultrahomogene-
ity — for example, in the finite case, the vertex-transitivity, the edge-transitivity
∗The Computer Science Institute of Charles University (IUUK) is supported by grant ERC-
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Figure 1: Two types of independent sets of size 3 in the Petersen graph.
or even the distance transitivity are implied by ultrahomogeneity. On the other
hand usual examples of highly symmetric graphs are not necessarily ultraho-
mogeneous. The Petersen graph is a well known example of a symmetric and
non-ulrahomogeneous graph; it contains two independent sets of size three (de-
picted in Figure 1) that cannot be mapped one to another by an automorphism.
There exists a long standing classification program of ultrahomogeneous
structures, see for example [17, 3]. The results are nontrivial even in the seem-
ingly simple case of finite undirected graphs without loops. Catalog of those
graphs was given by Gardiner [10]: a finite graph is ultrahomogeneous if and
only if it is isomorphic to one of the following: (1) disjoint union of finitely many
copies of a complete graph Kr, (2) complete multipartite graph (complement of
(1)), (3) a 5-cycle, and (4) a line graph L(K3,3) of the complete bipartite graph
K3,3.
By the above classification cycles are ultrahomogeneous up to size 5 (C3
is a complete graph, C4 is a complete bipartite graph, C5 is a sporadic case).
Similarly as the Petersen graph, C6 has two different independent sets of size 2
(a pair of vertices of distance 2 and a pair of vertices of distance 3). C6 can be
turned into an ultrahomogeneous structure by introducing another type of edges,
say red edges, and by connecting every pair of vertices of distance 2 by a red
edge. Resulting structure is ultrahomogeneous and we consider such extended
structure to be a homogenization of structure. Cherlin [4], when explaining more
general theory of ultrahomogeneous structures [16], notices that such a process is
more general — classifications of ultrahomogeneous structures usually contain
sporadic ultrahomogeneous structures that can be considered as members of
regular ultrahomogeneous families in an extended language. Althrough C5 is
a sporadic case of ultrahomogeneous graph, it is a part of a family of graph
cycles that are all ultrahomogeneous as metric graphs. Homogenization is also
important concept of constructing universal structures [8, 12].
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2 Complexity of relational structures
We introduce our two notions of complexity; the relational complexity and the
lift complexity. First, however, we take time to review the process of adding
new types of relations into a structure more formally.
Let ∆′ = (δ′i : i ∈ I
′) be a type containing type ∆. (By this we mean I ⊆ I ′
and δ′i = δi for i ∈ I.) Then every structure X ∈ Rel(∆
′) may be viewed as
a structure A = (A, (Ri
A
: i ∈ I)) ∈ Rel(∆) together with some additional
relations for i ∈ I ′ \I. To make this more explicit, these additional relations will
be denoted by X i
X
, i ∈ I ′ \ I. Thus a structure X ∈ Rel(∆′) will be written as
X = (A, (RiA : i ∈ I), (X
i
X : i ∈ I
′ \ I)),
and, abusing notation, more briefly as
X = (A, X1X, X
2
X, . . . , X
N
X ).
We call X a lift of A and A is called the shadow of X. In this sense the class
Rel(∆′) is the class of all lifts of Rel(∆). Conversely, Rel(∆) is the class of all
shadows of Rel(∆′). If all extended relations are unary, the lift is called monadic.
In the context of monadic lifts, the color of vertex v representing unary relation
is the set {i; (v) ∈ X i
X
}. Note that a lift is also in the model-theoretic setting
called an expansion (as we are expanding our relational language) and a shadow
a reduct (as we are reducing it). Unless stated explicitely, we shall use letters
A,B,C, . . . for shadows (in Rel(∆)) and letters X,Y,Z for lifts (in Rel(∆′)).
The lift complexity, lc(A), of relational structure A is the least k such that
there exists a lift X = (A, X1
X
, X2
X
, . . . , XN
X
) of A that is ultrahomogeneous and
all the relations X1
X
, X2
X
, . . . , XN
X
have arity at most k.
LetA be a relational structure and let Aut(A) be the automorphism group of
A. A k-ary relation ρ ⊆ Ak is an invariant of Aut(A) if (α(x1), . . . , α(xk)) ∈ ρ
for all α ∈ Aut(A) and all (x1, . . . , xk) ∈ ρ. Let Invk(A) denote the set of
all k-ary invariants of Aut(A) and let Inv(A) =
⋃
k≥1 Invk(A), Inv≤k(A) =⋃
1≤k′≤k Invk′ (A). It easily follows that lift (A, (R
i
A
: i ∈ I), Inv(A)) (possibly of
infinite type) is an ultrahomogeneous structure for every structureA = (A, (Ri
A
:
i ∈ I)). For a structure A the relational complexity rc(A) of A is the least k
such that (A, (Ri
A
: i ∈ I), Inv≤k(A)) is ultrahomogeneous, if such a k exist. If
no such k exists, we say that the relational complexity of A is not finite and
write rc(A) =∞.
3 Basic properties
As a warmup, we state few basic observations about relational and lift complexi-
ties. It easily follows from the definition, that complement of ultrahomogeneous
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structure is also ultrahomogeneous. The same holds for both of our notions of
complexity.
Proposition 3.1. Relational and lift complexity is closed under complementa-
tion.
The relational complexity is determined similarly to a lift complexity more-
over considering further restrictions on adding relations given by automorphism
group. This immediately leads to the following simple fact.
Proposition 3.2. For every structure A, lc(A) ≤ rc(A).
The relational complexity is interesting even for finite structures, while the
lift complexity is trivially 1 for finite structures that are not ultrahomogeneous.
Proposition 3.3. Let A be finite relational structure. Then lc(A) ≤ 1 and
rc(A) ≤ |A| − 1.
Proof. For every finite A an ultrahomogeneous lift can be created by adding
unique unary relation to every vertex. This give lc(A) ≤ 1.
The unary relations may not be invariant. It can be however easily seen
that by adding all invariant relations (i.e. those having arity at most |A|) one
always obtain an ultrahomogeneous structure. The relational structure of arity
|A| do not however contribute into the homogenization of the structure giving
the bound of |A| − 1 on the relational complexity of finite structure.
The following observation allows us to restrict our attention to connected
structures.
Proposition 3.4. Let k ≥ 2 be finite and let A be non-ultrahomogeneous rela-
tional structure with connected components A1,A2, . . . ,Ak. Then
1. lc(A) = max{1, lc(A1), lc(A2), . . . lc(Ak)};
2. if there is a pair of two mutually isomorphic structures Ai and Aj, i 6= j,
such that rc(Ai +Aj) > 1, then
rc(A) = max{2, rc(A1), rc(A2), . . . rc(Ak)},
otherwise
rc(A) = max{1, rc(A1), rc(A2), . . . rc(Ak)}.
(Here A+B denote the disjoint union of A and B.)
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Proof. The ultrahomogeneous lift of the structure A can always be created as
a disjoint union of ultrahomogeneous lifts of A1,A2, . . . ,Ak with k additional
unary relations distinguishing individual components. With this construction
the lift complexity is increased to at least 1. This finishes proof of (1).
To show (2) we need to add only invariant unary and binary relations de-
pending on isomorphism type of components. First we add unary relations
classifying vertices by an isomorphism type of a connected component they be-
long to. If there is no pair of mutually isomorphic components Ai,Aj such that
rc(Ai +Aj) > 1, then the lift is extended by all necessary relations that make
each component ultrahomogeneous which creates an ultrahomogeneous lift.
For every Ai along with one or more components Aj1 , Aj2 , . . .Ajn that are
all distinct and isomorphic toAi, we add two extra binary relations; first relation
used to join all pairs of vertices within the same component, while second joins
all pairs of vertices within two different components.
These additional relations prevents partial isomorphisms exchanging vertices
in between individual connected components leading to an ultrahomogeneous
structure after applying all remaining relations like above.
3.1 Graphs of complexity 1
Our notion of relational complexity of structures is derived from the notion of
relational complexity of groups in [4]. For every structure A, the relational
complexity of Aut(A) (in sense of [4]) corresponds to rc(A) with the exception
of rc(A) being smaller than the maximal arity of relation in A. Our notion
of relational complexity ignore arities of relations already present in A. For
instance, the relational complexity of cyclic group on n ≥ 4 elements in the
sense of [4] is 2, while rc(C4) and rc(C5) is 0. The main motivation for our
definition is to get a finer information on structures with small complexity. We
explore these small complexity classes now. To simplify our presentation, we
will restrict our attention to graphs. (Many of our observations generalize into
relational structures.)
The class of graphs of relational or lift complexity 0 is well studied; those are
the ultrahomogeneous graphs. We now consider the class of graphs of relational
complexity 1 and the class of graphs with lift complexity 1. Both these clases are
closely related to an established notion of n-graph (see [22] for a recent review
of the topic).
Definition 3.1. For n a positive integer, an c-colored n-graph is a graph on n
pairwise disjoint sets of vertices V1, V2, . . . , Vn (called parts) each of which is an
ordinary countable graph, with c edge-types between pairs of parts (cross edges).
Isomorphisms of n-graphs do not permit exchanging vertices of individual
parts [22]. We will consider 2-colored n-graphs to correspond to graphs where
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one of the types of cross edges is an edge and the other type is non-edge.
The unary relations forming an ultrahomogeneous lift (equivalently seen as a
vertex coloring) splits the vertex set of a graph into a finite partition. In analogy
with n-graphs we call classes of this partition parts.
The following observation describe the structure of graphs of complexity 1.
Proposition 3.5. Let G be a graph with rc(G) = 1 or lc(G) = 1 and let
V1, V2, . . . , Vk be its parts. Then the following holds.
1. The subgraph induced by each part is an ultrahomogeneous graph.
2. G corresponds to an ultrahomogeneous 2-colored k-graph with partitions
V1, V2, . . . , Vk.
3. The subgraph induced by each pair of parts corresponds to an ultrahomo-
geneous 2-colored 2-graph.
Proof. The automorphisms of G consists of arbitrary combinations of automor-
phisms of subgraphs induced by the individual parts, consequently, each of the
subgraphs must already be ultrahomogeneous giving (1).
(2) and (3) follows directly from the ultrahomogeneity.
The structural condition given by Proposition 3.5 and the classification of
ultrahomogeneous graphs allows construction of number of interesting examples.
Generally c-colored n-graphs are only partially classified. The classification is
complete for the class of n-edge-colored bipartite graphs that is a special subclass
of an n-colored 2-graphs where every partition is an independent set.
Theorem 3.6 ([14]). If G is a countable ultrahomogeneous n-edge-colored bi-
partite graph such that n is finite and all of the n types of edges are used in G,
then one of the following holds:
• n = 1 and all edges are the same color;
• n = 2 and edges of one color are a perfect matching, and edges of the other
color are its complement;
• n ≥ 2 and G is a generic bipartite n-edge-colored graph.
In the case of graphs (n ≤ 2), we thus have only three types of bipartite
ultrahomogeneous graphs (up to complements); complete or empty bipartite
graphs, matchings and the generic bipartite graph. In Figure 2 we show a
graph of relational complexity 1 that consist of 3 isomorphic ultrahomogeneous
subgraphs.
Observe that not every graph built from finitely many of isomorphic copies
of ultrahomogeneous graphs necessarily have relational complexity 1. In the
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Figure 2: Graph of relational complexity 1 consisting of 3 isomorphic ultraho-
mogeneous graph (K3). The parts are depicted by different vertex markings.
example given it is the use of different bipartite graphs to connect each pair of
subgraphs ensuring the fact that each of the subgraphs forms an independent
cluster. Proposition 3.5 can however be reversed for lift complexity:
Proposition 3.7. Every infinite graph G with n parts (n finite) such that
lc(G) = 1 correspond to a ultrahomogeneous 2-colored n-graph.
Figure 3: Graph of relational complexity 1 using a sporadic 2-colored 2-graph.
The classification of ultrahomogeneous 2-colored n-graphs is still an open
problem, see [22] for partial results. The graph depicted in Figure 3 shows a
graph of relational complexity 1 that is constructed from 4 ultrahomogeneous
subgraphs (K1, K1, K2+K2 and K2+K2) using an sporadic example of ultra-
homogeneous 2-colored 2-graph joining K2 +K2 and K2 +K2 (c.f. [22]).
A special case of graphs of lift complexity 1 can be constructed from a given
finite graph G by replacing every vertex by an ultrahomogeneous graph and
every edge by an ultrahomogeneous 2-colored 2-graph. Such construction is
considered in [12] where homomorphism dual D of graph T is turned into a
countable graph U that is embedding universal for the class of all graphs not
containing homomorphic image of T. Here vertices of D are replaced by infinite
discrete graphs and edges of D by random bipartite graphs. It is well known
result [18] that homomorphism duals exists only when T is an (relational) tree.
For the case of universal graphs with lift complexity 1, the construction can be
extended also for structures constructed from trees by replacing every edge by
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an arbitrary irreducible structure. When the same construction is applied on
any rigid graphD (and this is the case of all cores of graph duals), the expanded
graph has also relational complexity 1. We will further study complexity of
infinite graphs in a greater detail in Section 5.
3.2 Graphs of complexity 2
Given the difficulties of characterizing even graphs of complexity 1, it is not
really reasonable to expect simple characterization of graphs of complexity 2.
We can however show several interesting classes of such graphs.
Given graph G, the graph metric is a function measuring path distance of
two vertices. We call graph metrically ultrahomogeneous if and only if it is
ultrahomogeneous as a metric space with its graph metric. It is not difficult
to see, that relations measuring distance of vertices (i.e. relations connecting
vertices of distance n) are all invariant binary relations. We immediately get the
following observation.
Proposition 3.8. All metrically ultrahomogeneous graphs have relational and
lift complexity at most 2.
The metrically ultrahomogeneous graphs was studied by Cherlin leading to
partial catalog [5]. These include special bipartite graphs, tree-like graphs, an-
tipodal graphs and number of other examples.
On example of a connected graph of relational complexity 2 that is not
metrically ultrahomogeneous can be constructed by aid of Proposition 3.4. Take
complement of graph created as C5+C5. This graph has relational complexity 2,
but it is not metrically ultrahomogeneous. Consider an function mapping edge
within complement of C5 into and edge joining the two subgraphs. Additional
examples can be easily produced by aid of the following two propositions.
Proposition 3.9. Finite (graph) trees have relational complexity at most 2.
Proof. We prove this by induction on the diameter the tree T. Again we will
consider the unary relations to be vertex colorings. To carry the induction, we
prove a stronger result: all finite vertex colored trees have relational complexity
at most 2.
The claim trivially holds for colored tree consisting of a single vertex or an
edge.
Now assume that the claim works for trees of diameter up to k. Fix colored
tree T of diameter k + 2 and consider a tree T′ constructed from T by
1. removing all leaves; and
2. changing color of every new leaf vertex v to an unique representation of
the isomorphism type of a rooted tree induced by T on v and its sons.
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T′ is is a vertex colored tree with diameter k. By the induction hypothesis
rc(T′) ≤ 2 and thus there exists a ultrahomogeneous lift X′ of T′ adding only
invariant unary and binary relations. To make our presentation easier, we also
consider the colors introduced in construction of T′ to be extended unary re-
lations of X′ and edges of T′ to be mirrored in an extended binary relation of
X′.
We extend X′ to a ultrahomogeneous lift X of T. Once again we extend our
language (the type of X) in the following way:
1. for every unary relation X i
X′
we add new unary relation X
u(i)
X
and new
binary relation X
b(i)
X
; and
2. for every binary relation X i
X′
we add new binary relation X
b(i)
X
.
X is a lift of T such that X i
X
= X i
X′
for all relations used by X′. We use the
newly introduced relations in the following way.
1. for every leaf v ∈ T with father v′ such that (v′) ∈ X i
X′
we also put
(v) ∈ X
u(i)
X
;
2. for every pair of distinct leaves v1, v2 ∈ T sharing father v
′ such that
(v′) ∈ X i
X′
we also put (v1, v2) ∈ X
b(i)
X
and (v2, v1) ∈ X
b(i)
X
;
3. for every pair of distinct leaves v1, v2 ∈ T with distinct fathers v
′
1, v
′
2
(respectively) such that (v′1, v
′
2) ∈ X
i
X′
we also put (v1, v2) ∈ X
b(i)
X
.
The ultrahomogeneity ofX′ follows from the fact that automorphisms of T must
map leaves to leaves and non-leaves to non-leaves. The automorphism group of
T acting on non-leaf vertices of T is precisely the automorphism group of X′.
Finally every automorphism can map a leaf vertex v to a leaf vertex v′ if and
only if they have same color and it can map the father of vertex v to the father
of vertex v′.
Because the graphs with relational complexity 2 are closed under comple-
mentation, the Proposition 3.4 give an iterative way to construct non-trivial
examples of such graphs. Consider the following special case. Cograph is a
graph not containing an induced path on 4 vertices. It is well known that all
cographs can be generated from the single-vertex graph K1 by complementation
and disjoint union. We immediately get
Proposition 3.10. Finite cographs have relational complexity at most 2.
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4 Finite graphs with large relational complexity
It is not difficult to construct examples of finite graphs with large relational
complexity showing that the relational complexity of graphs is not bounded.
Consider a permutation group Γ acting on n elements that is k-transitive
but not (k + 1)-transitive. (If Γ is the alternating group on n elements, then
k = n− 2.) Now construct graph GΓ with the following vertices:
1. n control vertices v1, v2, . . . vn;
2. for every permutation p ∈ Γ, n+ 1 additional vertices vp1 , v
p
2 , . . . , v
p
n+1;
and the following edges:
1. {vpa, v
p
a+1} for every p ∈ Γ and 1 ≤ a ≤ n;
2. {vpi , vj} if and only if the permutation p ∈ Γ sends i− th element to j− th
element.
The graph GΓ thus consist of control vertices and paths representing individual
permutations connected to the control vertices by pairings. By the construction,
automorphism of GΓ sends the control vertices to control vertices (these are
the only vertices of large degree). Similarly the automorphism must send a
path vp1 , v
p
2 , . . . , v
p
n+1 corresponding to some permutation p ∈ Γ to another path
v
p′
1 , v
p′
2 , . . . , v
p′
n+1 corresponding to another permutation p
′ ∈ Γ. It easily follows
that the automorphism group of GΓ acting on the control vertices is precisely
Γ. From transitivity of Γ it is necessary to use at least (k + 1)-ary relations to
homogenize it, giving rc(GΓ) > k. We shall remark that this construction in
fact works for all groups with large relational complexity in the sense of [4].
Identifying less artificial families of graphs with large relational complexity
is however challenging. We outline two examples given by [4].
1. The Johnson’s graph Jn,k is the graph whose correspond to the k-subsets
of n element set. Two vertices are adjacent when two corresponding sets
meets in exactly k− 1 elements. [6] give a bound on relational complexity
of Johnson’s graphs: rc(Jn,k) ≤ 2[log2 k]. Equality is achieved when n ≥
2 log2 k + 2.
2. The Knesser graphs KGn,k is the graph whose vertices correspond to the
k-subsets of a set of n elements, and where two vertices are adjacent if and
only if the two corresponding sets are disjoint. For n ≥ 2k the relational
complexity is rc(KGn,k) = 2[log2 k].
In particular, the relational complexity of the Petersen graph is 3 and thus
the problem shown in Figure 1 is in fact the only obstacle its ultrahomo-
geneity.
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It seems that the upper bound of relational complexity given by Proposi-
tion 3.3 is far from reality, since the relational complexity of all examples grows
sublogarithmically in their size. It is reasonable to ask for extremal examples of
graphs with high relational complexity or for better bounds.
Problem 4.1. Estimate f(n) = max|G|=n rc(G).
5 Complexity of infinite structures
We discussed primarily the relational complexity of finite structures. Now we
turn our attention to the infinite case. First we briefly outline the Fra¨ısse´ Theo-
rem that can be seen as a “zero instance” of problems considered in this section.
Let K be a class of finite structures, by Age(K) we denote the class of all
finite structures isomorphic to an (induced) substructure of someA ∈ K and call
it the age of K. Similarly, for a structure A, the age of A, Age(A), is Age({A}).
Let A,B,C be relational structures, α an embedding of C into A, and β
an embedding of C into B. An amalgamation of (A,B,C, α, β) is any triple
(D, γ, δ), where D is a relational structure, γ an embedding A → D and δ an
embedding B → D such that γ ◦ α = δ ◦ β. Less formally, an amalgamation
“glues together” the structuresA andB into a single substructure ofD such that
copies of C coincide. Class K is have amalgamation property if for A,B,C ∈ K
and α an embedding of C into A, β an embedding of C into B, there exists
(D, γ, δ),D ∈ K, that is an amalgamation of (A,B,C, α, β).
A class K of finite relational structures is called an amalgamation class if
it is hereditary (i.e. for every A ∈ K and induced substructure B of A we
have B ∈ K), closed under isomorphism, has countably many mutually non-
isomorphic structures and has the amalgamation property. The following clas-
sical result establishes the connection in between amalgamation classes and ul-
trahomogeneous structures.
Theorem 5.1 (Fra¨ısse´ Theorem [9]). (a) A class K of finite structures is the age
of a countable ultrahomogeneous structureH if and only if K is an amalgamation
class. (b) If the conditions of (a) are satisfied then the structure H is unique up
to isomorphism.
By Fra¨ısse´ Theorem the amalgamation property can be seen as the critical
property of age K such that there exists structureU with Age(U) = K satisfying
rc(A) = 0. Being inspired with this approach we could, for a fixed age K, ask
for bounds of relational complexity for structures U having Age(U) = K or
alternatively having n fixed, we seek for structural properties of age K implying
the existence of structure U with Age(U) = K and rc(U) = n.
Relational complexity is not interesting for rigid structures (with trivial au-
tomorphism group), where it is always 1. Such a structure exists for almost
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every age. We thus restrict our attention to ω-categorical structures. Recall
that countably infinite structure is called ω-categorical if all countable models of
its first order theory are isomorphic. Equivalently the ω-categorical structures
can be characterized as structures whose automorphism group has only finitely
many orbits on n-tuples, for every n, and thus also there are only finitely many
invariant relations of arity n, see [11].
Moreover countable ω-categorical structure U contains as an induced sub-
structure every countable structure A, Age(A) ⊆ Age(U), see [1]. We say that
U is universal for the class of all structures of age at most Age(A) (also called
structures younger than U).
There is no 1-1 correspondence in between ω-categorical structures and their
ages. We will demonstrate this on the class of bipartite graphs.
Consider class K of lifts of finite bipartite graphs with one partition distin-
guished by an extended unary relation. K is an amalgamation class and thus
there is an (up to isomorphism unique) infinite ultrahomogeneous liftX,Age(X) =
K. Now consider a bipartite graph B2 that is shadow of X. Graph B2 is not ul-
trahomogeneous, it is however universal bipartite graph (because X is universal
for bipartite graphs with one partition distinguished). All vertices of B2 have
infinite degree and B2 is connected. Age of B2 is the class of all finite bipartite
graphs. Every countable bipartite graph can be found as an induced subgraph
of B2 (it is an universal bipartite graph). Because B2 is vertex transitive, there
are no non-trivial invariant unary relations. It is possible to turn B2 into a ul-
trahomogeneous lift by aid of 2 invariant binary relations. First relation connect
every two vertices within the same partition. Second relation connect every pair
of vertices in different partitions. Consequently rc(B2) = 2 while lc(B2) = 1.
Denote by L the set of all vertices of X in the partition distinguished by the
unary relation. Now consider graph B1 created from X by adding a new vertex
of degree 1 for every v ∈ L along with an edge connecting both vertices. The
automorphism of B1 necessarily maps vertices of degree 1 to vertices of degree
1 and thus can not swap the partitions. It is thus possible to turn B1 into a
ultrahomogeneous structure with 2 unary relations and rc(B1) = lc(B1) = 1.
The age is however unchanged.
Finally it is possible to construct, for given n > 2, a connected bipartite graph
Bn, rc(Bn) = n. Take any connected bipartite graph An, rc(An) = n. (Such a
graph can be constructed by techniques of Section 4; non-bipartite graphs can
be turned into bipartite by subdividing every edge by an vertex). Construct Bn
as a disjoint union of Bn and An with one vertex unified.
It follows that an ω-categorical relational structure with age consisting of
all finite bipartite graph can have relational complexity anywhere in between 1
and infinity. This is not a sporadic example and we thus need to add extra re-
strictions on the structures in consideration. Among all ω-categorical structures
12
with a given age we can turn our attention to the “most ultrahomogeneous like”
in the following sense. Structure A with Age(A) = K is existentially complete
if for every structure B, such that Age(B) = K and the identity mapping (of
A) is an embedding A → B, every existential statement ψ which is defined in
A and true in B is also true in A. By [7] for every age K defined by forbid-
den monomorphisms with ω-categorical universal structure there is also up to
isomorphism unique ω-categorical, existentially complete, and ω-saturated uni-
versal structure. This in fact holds more generally. In such cases, for a given
age K, the canonical universal structure of age K is the unique ω-categorical,
existentially complete, and ω-saturated structure U such that Age(U) = K.
Given an age K we can thus ask:
I. What is the minimal relational complexity of an ω-categorical structure U
such that Age(U) = K?
II. What is the relational complexity of the canonical universal structure of
age K?
We consider universal structures for class Forbh(F) where F is a family of
connected structures. Forbh(F) denotes the class of all structures A for which
there is no homomorphism F → A, F ∈ F . Classes Forbh(F) are among the
most natural ones where the existence of a universal structure is guaranteed for
every finite F , see [7]. For such F we can fully answer the questions above.
For a structure A = (A, (Ri
A
, i ∈ I)), the Gaifman graph (in combinatorics
often called 2-section) is the graph GA with vertices A and all those edges which
are a subset of a tuple of a relation of A, i.e., G = (A,E), where x, y ∈ E if and
only if x 6= y and there exists a tuple ~v ∈ Ri
A
, i ∈ I, such that x, y ∈ ~v
For a structure A and a subset of its vertices B ⊆ A, the neighborhood of set
B is the set of all vertices of A \ B connected in GA by an edge to a vertex of
B. We denote by GA \ B the graph created from GA by removing the vertices
in B.
Figure 4: Two minimal g-separating g-cuts of the Petersen graph.
A g-cut in A is a subset C of A that is a vertex cut of GA. A g-cut C
is minimal g-separating in A if there exists structures A1 6= A2 induced by A
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on two connected components of GA \ C such that C is the intersection of the
neighborhood of A1 and the neighborhood of A2 in A.
All minimal separating cuts of the Petersen graph (up to isomorphisms) are
depicted in Figure 4.
A family of structures is called minimal if and only if all structures in F are
cores and there is no homomorphism between two structures in F .
Theorem 5.2. Let F be a finite minimal family of finite connected relational
structures and U an ω-categorical universal structure for Forbh(F). Denote by
n the size of the largest minimal g-separating g-cut in F . Then (a) rc(U) ≥ n;
(b) if U is the canonical universal structure for Forbh(F), then rc(U) = n.
In the rest of the paper we show the upper bounds and lower bounds given
by Theorem 5.2. We prove more general statements in fact.
5.1 Upper bounds on relational complexity
It appears that relational complexity is closely related to the homogenization
method of constructing universal structures as used in [8]. The main result of
[8] is in fact a variant of Fra¨ısse´ Theorem with the amalgamation reduced to
so-called local failure of amalgamation.
The Amalgamation failure of a given age K is a triple (A,B,C) such that
A,B,C ∈ K, the identity mapping (of C) is an embedding C→ A and C→ B,
and there is no amalgamation ofA and B overC in K. (i.e. (A,B,C) shows that
K has no amalgamation property). Amalgamation failure is minimal if there is
no another amalgamation failure (A′,B′,C′) such that identity mappings are
embeddings A′ → A, B′ → B and C′ → C.
Theorem 5.3. Let U be the canonical universal structure for age K and S the
set of isomorphism types of minimal amalgamation failures of U. If S is finite
then rc(U) and lc(U) is bounded from above by the largest size of C such that
(A,B,C) ∈ S.
Proof. Given an age K and set S, [8] provide construction of ultrahomogeneous
lift X such that its shadow U is universal for the class of structures of age K.
Moreover this lift is constructed using relations invariant in the automorphism
group of U (Lemma 2.7 in [8]) and their arities correspond to the sizes of C
such that (A,B,C) ∈ S. Because U is an shadow of X, it is ω-categorical. The
existential completeness and ω-saturation follows directly from the construction.
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Figure 5: Amalgamation failures of the class of graphs not containing an induced
path of length 3.
Example. Determining the minimal set of amalgamation failures of a given
age can be difficult. [8] shows only one non-trivial example, the cographs (i.e.
graphs without induced path on 4 vertices.) The minimal amalgamation failures
are depicted in Figure 5. This class has only 2 minimal failures both with 3
vertices in C. The resulting lift use relation of arity 3. This is in contrast with
the fact that all finite cographs have complexity at most 2 (Proposition 3.10).
In the special case of K = Age(Forbh(F)) one can prove a stronger result.
Theorem 5.4. Let F be a (finite or infinite) family of connected structures
such that there exists U, the canonical universal structure for Age(Forbh(F)).
Then rc(U) and lc(U) is bounded from above by the size of the largest minimal
g-separating g-cut in F .
Proof (sketch). This is a consequence of [12]. The main construction in [12]
builds lift of the class Forbh(F) similar to one in [8]. The new relations corre-
sponds to individual g-separating g-cuts of structures in F . This immediately
give the bound on lift complexity (stated as [12], Theorem 3.1).
There is however important difference in between [8] and [12]. The lifts
produced in [12] are built in fully algorithmic way and they avoid the existential
completeness argument. In our case this is an complication; indeed the shadows
of lifts introduced in [12] are not existentially complete. To fully show Theorem
5.4 one needs to re-prove [12] with existential completeness argument. This will
appear elsewhere.
Examples. Theorem 5.4 can be easily applied to many families F . For exam-
ple:
1. Let F be family of relational trees and U the canonical universal structure
for Forbh(F) (if it exists). By Theorem 5.4 rc(U) ≤ 1. In fact U can be
seen as a “blown up” core of a homomorphism dual D (given by [18] even
for some infinite families F) where each vertex is replaced by infinitely
many vertices and each edge by a random bipartite graph. In this case
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the bound given by Theorem 5.3 is not tight even for F consisting of an
oriented path on 4 vertices.
2. Let FCn contain a single odd graph cycle on n vertices. The relational
complexity the canonical universal structure for Forbh(FCn) is at most 2.
3. Let Fodd be the class of all odd graph cycles. The canonical universal
structure for Forbh(Fodd) is the random bipartite graph B2. By Theorem
5.4 rc(B) ≤ 2.
5.2 Lower bounds on relational complexity
We obtain the following bound:
Theorem 5.5. Let F be a finite minimal family of finite connected structures
and U an ω-categorical universal structure for Forbh(F). Then rc(U) and lc(U)
is bounded from bellow by the size of largest minimal g-separating g-cut in F .
We use of the following result proved by a special Ramsey-type construction.
This is not a technical finesse but this is in a way necessary. It has been shown
by [20, 21] that Ramsey classes are related to ultrahomogeneous structures. This
connection has been elaborated in the context of topological dynamics in [15].
Theorem 5.6 ([13]). Let F be a finite minimal family of finite connected rela-
tional structures and K a lift of class Forbh(F) adding finitely many new rela-
tions of arity at most r. If K contains ultrahomogeneous lift U that is universal
for K then the size of minimal g-separating g-cuts of F ∈ F is bounded by r.
The Theorem 5.5 follows directly. Fix ω-categoricalU universal for Forbh(F).
By ω-categoricity ofU we know that Invk(A) is finite and we apply Theorem 5.6.
Examples.
1. Let FP consist of the Petersen graph and let U be the canonical structure
for Forbh(FP ). Then rc(U) = lc(U) = 4. Recall that the minimal g-
separating g-cuts of the Petersen graph are shown in Figure 4.
2. The complexity of an ω-categorical graph universal for Forbh(FCn), n ≥ 5,
(of graphs without odd cycles of length at most n) is at least 2. Combining
with Theorem 5.4 we know that relational complexity of the canonical
universal structure for the class Forbh(FCn) is 2. On the other hand,
however, this does not hold for the class Fodd. We have already shown
that the canonical universal graph for the class of all bipartite graphs have
relational complexity 2 and lift complexity 1. Finiteness and minimality
assumptions are thus both essential in Theorem 5.5.
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6 Concluding remarks
We have shown examples of ages K where the relational complexity of the canon-
ical universal structure for K agrees with its lift complexity. This is the case of
Forbh(F) classes where F is finite family of finite connected structures. In the
case of bipartite graphs the complexities disagree by one (relational complexity
is 2, while lift complexity is 1). It is also possible to construct examples where
relational complexity is finite and lift complexity is 1. One such example is the
bow-tie free graph considered in [7]. To see this fact however an careful analysis
of its structure is needed that is out of scope of this paper.
Cameron and Nesˇetrˇil [2] recently introduced concept of homomorphism-
homogeneous relational structures. It would be interesting to study the topic of
this paper in the context of this type of homogeneity.
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