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Abstract 
The application and functional scope of digital assembly planning tools have been permanently increasing in order to deal with product and 
process complexity. Consequently a large amount of assembly-related data is stored in different systems alongside the product emergence 
process. By means of data mining techniques an intelligent utilization of this data can be accomplished for future assembly planning. This 
paper presents an approach for data mining-supported generation of assembly process plans to enhance planning efficiency. The approach is 
based on the classification and clustering of both product and process data as well as on the identification of their correlations. 
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1. Introduction 
Manufacturing companies are facing the challenge of 
developing and producing a continuously rising number of 
product variants in shorter periods of time in order to be 
competitive. Especially in assembly planning the resulting 
process complexity becomes apparent [1] and is difficult to 
keep under control, as all product and process variants have to 
be kept at the same time. Manufacturing industry and the 
automotive industry as a pioneer, has consequently been 
concentrating on the application of digital manufacturing 
systems in order to counteract these challenges as they allow 
to support simultaneous engineering processes and to cope 
with the multitude of product variants. As a result, big digital 
databases concerning product and assembly process planning 
are available nowadays. These databases possess the potential 
for an improvement of the assembly planning process: By 
identifying correlations and recurrent patterns, data mining 
techniques provide an opportunity to discover tacit planning 
knowledge in these databases, which subsequently can be 
reintegrated into new assembly planning workflows to 
enhance planning efficiency and facilitate decision making.  
This paper presents a novel approach for the data mining-
supported generation of assembly process plans based on the 
data compiled during the product emergence process. 
Therefore Section 2 reviews the current state of the art in 
assembly planning, classification and clustering methods as 
well as their integration in the procedure of knowledge 
discovery in databases (KDD). Section 3 subsequently 
summarizes the challenges and requirements for the 
improvement of modern assembly process planning. Sections 
4 and 5 present the concept of data mining-supported 
assembly planning and demonstrate first application results in 
the automotive industry. Section 6 summarizes the results and 
identifies future research activities.  
2. Knowledge discovery based on assembly-related data 
The intensified application of digital manufacturing and 
product data management (PDM) systems results in a large 
amount of data allowing to document the product emergence 
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process thoroughly. The utilization of this product and process 
data by application of data mining techniques provides a basis 
for the discovery of the hidden assembly relevant knowledge.  
2.1. Product and process data in assembly planning  
Product data represents a relevant input dataset for the 
assembly planning process and is typically stored in PDM 
systems, which have been developed in the context of 
Computer Aided Design to support product development and 
construction. They provide the central storage and 
management of product-related data [2]. The enhancements of 
PDM systems are nowadays represented by Product Lifecycle 
Management solutions, which focus on the system application 
alongside the entire product lifecycle including process 
planning, production and after sales management.  
First support functions for assembly planning have been 
developed in the context of the Computer Aided Process 
Planning systems, which are able to generate work plans 
based on the product description. The required planning 
knowledge is provided in an organized and formalized way, 
e.g. in the form of “if-then-else”-rules [3] or in form of 
decision trees [4]. However, with an increasing number of 
rules, these systems often lack transparency and reach their 
limits with regard to efficiency and maintainability. Since the 
1990s the idea of an integrated product- and process planning 
and consequently of the central storage of product, process 
and resource information has been focused in digital 
manufacturing systems [5]. Thereby, product, process and 
resource data is interlinked in order to describe the assembly 
processes thoroughly in the phases of assembly planning and 
production.  
The databases composing the backbones of the modern IT 
tools mentioned above can be utilized to support the assembly 
planning process. Depending on the nature of the new 
planning task, [6] distinguishes the repetitive, adaptive, 
variant or new planning approach. Repetitive planning is 
applied in the case a former process plan for the exact same 
part and manufacturing process already exists. Adaptive 
planning is used, if a similar assembly process plan for the 
same part is available, but the planning premises have been 
different at the time. In the case of production-technical 
similarity, variant planning can be applied. Completely new 
products imply the generation of a novel process plan [6]. 
Especially in the case of adaptive and variant planning data 
mining approaches are potentially useful to identify similar 
structures in product and process data, e.g. in order to form a 
part family [7, 8]. 
2.2. Reduction of product and process complexity by data 
mining application 
Data mining describes the concept of applying data 
analysis and discovery algorithms to produce a particular 
enumeration of patterns or models over data [9]. In general, 
predictive and descriptive data mining tasks can be 
distinguished. While predictive data mining is applied to find 
relationships between a dependent (target) variable and the 
independent variables in the dataset in order to make 
predictions on new and unlabeled data, descriptive data 
mining serves to produce understandable and useful patterns 
describing a complex dataset, yet without any prior knowledge 
of what patterns exist [10]. To reuse existing knowledge for 
future product generations and to reduce product and process 
complexity in assembly planning, classification and clustering 
as representatives of predictive resp. descriptive data mining 
methods can be used.  
In terms of classification, the input dataset consists of n  
examples ),...,( 1 nxxx   with each thi example 
representing a vector of observed variables ),...,( 1 imii xxx   
of the total set of independent variables ),...,( 1 mXXX   
and having a class label ig  [11]. The input dataset serves as 
the basis for the learning of the function gxf ˆ)(  , which 
describes the relationship between the input variables x  and 
their correspondent class label .g gˆ represents the target value 
predicted by the learning function. The extracted relationships 
between attribute values and class labels are used to assign 
labels to previously unseen data. 
A wide spread classification method is the naive Bayes 
classifier. Hereby, the learning function f  is interpreted as a 
classifier which predicts the class of a given observation ix  
based on the probability )( igp  of the class and on the 
likelihood )|,...,( 1 iimi gxxp  of the feature values given the 
class ig [12]. It assumes independency of the attributes 
),...,( 1 imi xxp : 
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In contrast, clustering is a typical approach for the 
reduction of data complexity by dividing a population of n  
examples ),...,( 1 nxxx   into smaller subpopulations 
(clusters), so that the pairwise dissimilarities between the 
examples in one cluster tend to be smaller than those in 
different clusters [11]. 
The k -means clustering algorithm optimizes this criterion 
and is one of the most popular iterative clustering methods 
[11]. The parameter k representing the number of clusters 
must be specified in advance [12]. Being applied to datasets 
with quantitative variables, the algorithm begins to choose k
random data points as cluster centroids. Subsequently, all 
examples of the input dataset ),...,( 1 nxx  are assigned to their 
closest cluster center using the Euclidean distance as 
dissimilarity measure. Then the centroid (mean)  
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of each newly formed cluster kS  is calculated, with kn  
being the number of points in kS . The centroids are set to be 
the new cluster centers. This process of minimizing the sum of 
squared errors [13]  
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is executed iteratively until the same examples of the input 
dataset are assigned to the same corresponding cluster in 
consecutive rounds.  
Since assembly planning faces the challenge of high 
variance, cluster building techniques can be used to identify 
similar products or assembly processes and to group them 
according to the similarity of their characteristics. Beyond 
that, classification mechanisms are required to classify new 
and unseen assembly structures into the identified clusters in 
order to make use of the discovered correlations. Accordingly, 
adaptive and variant planning are promising use cases for data 
mining application in the assembly planning context. To 
realize and assess the potential of the data mining-supported 
assembly process planning the entire process of knowledge 
discovery in databases must be proceeded. 
2.3. Knowledge discovery in databases  
KDD describes the nontrivial process of identifying valid, 
novel, potentially useful, and ultimately understandable 
patterns in data [14]. The procedure of KDD is described in 
different process models and has been developed for both 
scientific and practical contexts. These models differ by the 
number, names and presentation of their iteratively performed 
steps, but describe substantially similar procedures of 
knowledge discovery. One of the leading models with high 
practical relevance is the Cross-Industry Standard Process for 
Data Mining (CRISP-DM) consisting of six major steps [15]: 
Business Understanding, Data Understanding, Data 
Preparation, Modeling, Evaluation and Deployment (Figure 
1). 
 
Fig. 1. CRISP-DM process steps [15]. 
Within Business Understanding the description of the 
knowledge acquisition objectives and the definition of data 
mining tasks (predictive or descriptive) are focused. The 
existence, availability, possibilities of access and quality of 
relevant data are reviewed during Data Understanding. The 
next step (Data Preparation) comprises the often time- and 
personnel-consuming transformation of data to a data mining 
method-suitable format, e.g. by selecting specific datasets and 
variables or by removing noisy data. The application of 
specific data mining techniques, e.g. classification or 
clustering, to extract patterns from data is performed in the 
Modeling step. Results are assessed and interpreted by experts 
of the future application area within the Evaluation step. 
Assuming positive and valid results the developed model can 
be deployed in the considered field and consequently be used 
e.g. for planning- and decision-making support.   
3.  Need for research 
The KDD approach is based on the assumption that large 
and merged homogeneous databases exist, which is not 
always fulfilled in the production context. Here both the 
integration of heterogeneous sources, such as the PDM or 
digital manufacturing systems, and the harmonization of 
various data formats have to be ensured beforehand.  
In contrast to the production phase, where a continuous 
data collection can be achieved due to the application of 
sensors and manufacturing execution systems, the assembly 
planning phase bases on manually generated data with smaller 
volume. Nevertheless, the data contains valuable knowledge. 
At present its utilization in order to support the assembly 
process planning procedure is limited [16]: The prevailing 
method to draft an assembly process plan reverts in the first 
instance to expert know-how to select a resembling one from 
the population of existing plans. The selected plan is adapted 
to the latest planning premises in the graphical user interface 
of the digital manufacturing system as data source and regular 
working environment of the process planner in the next step.  
The current demand for the improved support arises due to 
the increasing planning complexity and the skill-intensive 
selection of existing assembly process plans. To meet the 
relevant challenges of assembly process planning as well as to 
manage and assess planning knowledge with decreased 
efforts, data mining techniques can be utilized in KDD 
process. 
4. Concept of data mining-supported generation of 
assembly process plans 
The process planning environment in the manufacturing 
industry is characterized by an increased demand for 
intelligent solutions to assist process planners in the efficient 
design of assembly process plans [17]. For this purpose, data 
from the PDM and digital manufacturing system can be 
analyzed in order to identify hidden and yet unknown patterns 
in the parameters that determine assembly processes. These 
patterns represent a basis for the creation of suitable assembly 
process templates for future product generations.  
The formation of these templates is set up in four main 
processes regarding Data Preparation and Modeling: First 
product data, initially represented by the bill of materials and 
3D shape metadata, is aggregated to subassembly specific 
feature vectors. These are used to train a classification model 
which is able to differentiate between the various 
subassembly types automatically. Once being differentiated, a 
clustering algorithm is applied to all variants of each 
subassembly type in order to find similar subassembly groups 
within one type and to reduce variant complexity. The 
clustering of process data is performed additionally and 
independently from the product data. Finally, a function is 
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trained to map the product clusters to their respective process 
clusters.  
4.1. Classification of subassembly types 
The final product is composed of a number of subassembly 
types, with each of them providing a specific function. 
Regarding e.g. engine assembly, cylinder head, crankcase and 
electric generator are just a few examples for subassembly 
types. In order to generate reasonable clusters, a classification 
model is required to distinguish between the various 
functional subassembly types tT ,...,1 .  
 Consequently, a preliminary focus is set on establishing 
feature vectors to characterize and differentiate the 
subassembly types. Features vectors are required to be 
independent from specific part identification numbers and 
contain information such as outer dimensions, weight, center 
of gravity and amount of both designed and standard 
components of the entire subassembly. Furthermore, the 
distribution of outer dimensions and weights for the single 
components of one subassembly is represented by the top n  
of the largest and heaviest parts.  
In the training phase, the subassembly type is added 
manually to product data and serves as target variable for the 
classification model. The exemplarily input dataset for 
product data is shown in Table 1.  
 
Table 1. Exemplary input dataset for product data 
Sub- 
assembly 
 ID 
Sub-
assembly 
type 
Dimension 
Weight 
Center of 
Gravity 
Part 
1 
Part 
2 
…
X Y Z X Y Z 
ID1  u           
ID2  v           
…            
IDn w           
4.2. Clustering of same type subassemblies  
Each subassembly type is prone to variant multiplicity. 
Having differentiated various subassembly types, complexity 
of subassemblies is reduced by clustering them according to 
the similarity of their characteristics with agglomerative and 
k –means clustering. Prior to this, all attribute values are 
normalized to the interval [0, 1] to achieve equal attribute 
weights during the clustering.  
As a result, a partition },...,,{ 21 tkt SSSS   of the 
collectivity of subassemblies of the same type t  is created, 
where a single cluster iS of subassemblies is referred to as 
product cluster in the following text. tk  is the number of 
clusters determined individually for each subassembly type t  
with the help of a supplemental agglomerative clustering 
algorithm. These clusters that resemble the most are merged 
consecutively until a single big cluster remains [11]. A 
dendrogram is used to visualize the tree structure arising 
during the agglomerative clustering process and to determine 
a suitable number of clusters.  
The assumption of the data mining model is that 
subassemblies being sufficiently similar concerning their 
characteristics also require similar assembly processes. 
Hence, clustering of assembly processes is realized 
independently from product clustering for each subassembly 
type t . The input data for the process clustering consists of 
existing assembly process plans and is composed of both 
textual process descriptions and detailed predetermined 
motion time system (PMTS) analyses. Thereby, each process 
description is broken down to its basic movements and the 
total number of basic movements is summed up for each 
subassembly. The resulting table shown exemplarily in Table 
2 serves as input for the application of the k -means clustering 
algorithm, which is executed on the normalized frequencies of 
PMTS codes.  
 
Table 2. Exemplary input dataset for process data 
Sub-
assembly  
ID 
Sub-
assembly 
type 
Process 
Description 
Process 
Execution 
Time 
Time 
Study 
ID 
PMTS 
Code 
1 
PMTS 
Code 
2 
PMTS 
Code 
3 
… 
ID1 Type u        
ID2 Type v        
…         
IDn Type w        
The process clustering results in a partition 
},...,,{ '21 tkt RRRR   for the collectivity of assembly 
processes required to assemble subassembly type t  with tk '  
being the number of process clusters determined individually 
for assembly type t . A cluster iR  of assembly processes is 
referred to as process cluster.  
4.3. Product-process-mapping 
Due to the existing single linkages between subassemblies 
and their required assembly processes, which are available in 
the digital manufacturing system, a mapping function is 
derived to assign product clusters containing subassemblies 
with similar characteristics to their respective process clusters. 
This is done separately for each subassembly type t  and is 
illustrated exemplarily in Table 3.  
Table 3. Exemplary input dataset for the computing of the product-
process mapping for assembly type t  
Subassembly ID Product Cluster Process Cluster 
ID1 S1 R2 
ID2 S4 R3 
… … … 
IDn S3 R3 
The generation of the mapping function is done by means 
of a naive Bayes classifier, where the process cluster is set to 
be the target variable (product-process-mapping).  
In future application as an assistance function, a 
subassembly of a future product generation is classified into 
an existing product cluster. Based on the product cluster, 
product-process-mapping deduces the process cluster with the 
highest probability. With the help of the process cluster, a 
suitable assembly process template can be generated.  
5. Case study in the automotive industry 
The described concept for the data mining-supported 
generation of assembly process plans was applied to multi-
variant subassembly types of the automotive industry 
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according to the CRISP-DM process steps. Product data of 
three subassembly types (13000 datasets, 24 attributes) and 
the corresponding assembly work plans describing manual 
assembly tasks for different product variants in series 
production (700 datasets, 200 attributes) were analyzed with 
RapidMiner 5.3, an open source software tool for data mining 
and machine learning [18].   
5.1. Data preparation  
The clustering data is extracted from the PDM and the 
digital manufacturing system. Since both product and process 
data are organized in hierarchical structures, the 
transformation into a flat data table is the first step to be 
performed.  
In order to provide subassembly features, outer 
dimensions, weight and center of gravity for the position of 
installation are extracted from the 3D shape representation. 
Additional information describing the bill of materials content 
is gathered from the various hierarchical levels of the bill of 
materials and stored in a flat example set (Figure 2). 
 
Fig. 2. Transformation of product data into a flat table.  
A similar transformation step is realized concerning the 
assembly process data from the digital manufacturing system, 
which additionally is enriched with the detailed itemization of 
process steps from PTMS.  
5.2. Modeling  
Subsequent to the generation of feature vectors, value 
differences in the feature attributes for different subassembly 
types are analyzed. Exemplarily, this is shown as a deviation 
plot in Figure 3.  
The lines depict mean attribute values for each 
subassembly type. Deviations are added in order to 
demonstrate the attribute value ranges. Based on this input 
data, a classification model is trained, which is able to extract 
and formalize the differences in the attribute values and to use 
this knowledge to classify new and unseen subassembly types. 
The model is trained on one product generation and applied to 
a second one in order to validate the approach. The obtained 
overall accuracy is 97.83% on three different subassembly 
types. 
In the next step, a k -means clustering algorithm is 
performed separately for each subassembly type and the 
results are checked for plausibility. They are satisfying in the 
way that the applied algorithm differentiated the product data 
in valid subject-specific groups, e.g. concerning the distinct 
country or operation editions of the subassembly. 
 
 
Fig. 4. Visualization of feature vectors. 
Data for process cluster formation is extracted from a 
digital manufacturing system listing the basic movements of 
the diverse assembly processes that each variant of one 
subassembly type requires.  
After accomplishing product and process clustering, the 
subassembly ID is extracted together with the affiliation to the 
respective cluster separately for each subassembly type (Table 
3). To derive the most probable assembly process cluster for 
the subassembly type, a naive Bayes classifier is trained to 
assign product clusters to the process cluster with the highest 
probability. A resulting product-process-mapping for one 
subassembly type is presented in Figure 5. 
The figure indicates the matching probability of a process 
cluster given a certain product cluster. In the cases of product 
clusters 0, 1, 2, 6 and 7, the process clusters 0, 1 resp. 3 can be 
deduced with maximum likelihood. As to product clusters 3 
and 4, the mapping is not entirely decisive, yet process cluster 
0 is a lot more probable than process clusters 2 resp. 1. 
Concerning product cluster 5, no process cluster could be 
mapped. Since productive data is used, the work plans for 
series production of these subassemblies have not yet been 
released.  
  
 
Fig. 5. Product-process-mapping. 
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5.3. Evaluation 
The product-process-mapping probabilities show a 
comprehensive connection between product and process 
clusters. The assumption that subassemblies being sufficiently 
similar concerning their characteristics also require similar 
assembly processes can consequently be affirmed. Data 
mining techniques allow the revelation of these connections 
and permit the application to future product generations.  
5.4. Deployment 
Once the model generation is completed successfully, it 
can be applied to future product generations. After 
development of a new subassembly, the bill of materials 
including the 3D shape representations is uploaded to the 
PDM system and represents the starting point for assembly 
process planning. Correspondingly, the process planner uses 
this data as input for the model application, which selects the 
product cluster that fits the input data with the highest 
similarity and probability and deduces the process cluster with 
maximum likelihood. The process cluster serves as basis for 
the following generation of the process template, which can 
be transferred directly to the current digital planning project. 
The process planner reviews the proposed template and adapts 
it to the latest premises of the planning context. Thereafter the 
adjusted new planning data is added to the analysis datasets 
for the recalculation of product and process clusters. In this 
way, the mapping model will be refined with every iteration 
loop.  
6. Conclusion and further developments 
The developed approach for the data mining-supported 
generation of assembly process plans provides a new assistant 
function in the field of digital assembly process planning. The 
former routine work of identifying a similar and suitable 
process plan that has to be adapted manually is primarily 
based on expert knowledge. Due to the fact that the presented 
approach is based on planning data compiled during the entire 
product emergence process, this routine becomes more 
transparent and leads to a partial automation of the assembly 
planning process as well as a faster and easier attainment of a 
comparable planning level. In this way a first assembly 
process plan can be established at a very early stage of the 
product emergence process.  
In future the detailed configuration of templates should be 
focused and the applicability to different production and 
assembly domains needs to be investigated. The integration of 
the assistance function in the digital manufacturing system 
has to be ensured in order to provide a fully integrated data 
mining-supported assembly process planning function.  
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