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Abstract
Let Lm,n denote the convex set of completely positive trace preserving oper-
ators from Cm×m to Cn×n, i.e quantum channels. We give a necessary condition
for L ∈ Lm,n to be an extreme point. We show that generically, this condition
is also sufficient. We characterize completely the extreme points of L2,2 and
L3,2, i.e. quantum channels from qubits to qubits and from qutrits to qubits.
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1 Introduction
Denote by Cm×n,Hm ⊃ Hm,+ ⊃ Hm,+,1 the space of complex m×n matrices, m×m
hermitian matrices, the cone of nonnegative definite matrices and the set of density
matrices respectively. For A ∈ Cm×m we denote A ≥ 0 if and if A ∈ Hm,+. Denote
by Pm ⊂ Hm,+,1 the set of all pure states in Hm,+,1, i.e. all rank one hermitian
matrices of order m with trace one. Let [m] = {1, . . . ,m} for any positive integer
m. Recall that L : Cm×m → Cn×n is called completely positive if
L(X) =
k∑
i=1
AiXA
∗
i , Ai ∈ Cn×m, i ∈ [k]. (1.1)
Observe that
L(X) =
k∑
i=1
BiXB
∗
i , Bi = ζiAi, |ζi| = 1, i ∈ [k]. (1.2)
∗Supported by NSF grant DMS–1216393.
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L is called quantum channel if L is completely positive and L : Hm,+,1 → Hn,+,1.
This is equivalent to the statement that
k∑
i=1
A∗iAi = Im, (1.3)
i.e. L is trace preserving: trL(X) = trX for all X ∈ Cm×m. Denote by Lm,n the
convex set of all quantum channels L : Hm,+,1 → Hn,+,1. The aim of this note is
to study the extreme points of Lm,n. We reprove and extend some of the results
in [2, 12, 11]. Some related results are discussed in [1, 14, 15, 4]. One of the novel
features of this paper is the use of the notions and results of complex and real
algebraic geometry, and semi-algebraic geometry.
The paper is organized as follows. In Section 2 we state Choi’s theorem, char-
acterizing a completely positive operator L : Cm×m → Cn×n in terms of a suitable
matrix representation Z(L) in Cmn×mn, and point out a relation between rank Z(L)
and the number of summands in the representation (1.1) of L. In Section 3 extreme
points of the compact convex set Lm,n are considered. We give a necessary and
sufficient condition for L to be an extreme point of Lm,n in terms of the null space
of the matrix Z(L). For this purpose we give a new proof of the result stating that
if L ∈ Lm,n is an extreme point then rank Z(L) ∈ [m].
Conversely, in Section 4 we show that a generic L ∈ Lm,n with rank Z(L) = m
is an extreme point of Lm,n. Information on L when rank Z(L) ≤ m is also given.
In Section 5 we give a dimension condition on L ∈ Lm,n so that L(Hm,+,1) contains
a density matrix of rank at most p. In Section 6 we fully characterize the extreme
points of L2,2, namely we show that L ∈ L2,2 is an extreme point of that set if and
only if either L is a unitary similarity transformation, or rank Z(L) = 2 and L is
not a convex combination of two distinct unitary similarity transformations. This
is known, but our approach is new. In Section 7 we characterize the extreme points
of L3,2. Section 8 contains a brief discussion of entropy of quantum channels.
2 Preliminary results
Let F be the field of real or complex numbers R,C respectively.
Let ei = (δ1i, . . . , δmi)
⊤, i ∈ [m] be the standard basis in Rm. Introduce the fol-
lowing isomorphism φm : C
mn → Cn×m. View z ∈ Cmn as the column vector
z = (z⊤1 , . . . , z
⊤
m)
⊤, where zi ∈ Cn, i ∈ [m]. Then φm(z) = [z1 . . . zm] ∈ Cn×m is
the matrix whose columns are z1, . . . , zm. Vice versa, if Z = [z1 . . . zm] ∈ Cn×m
then φ−1m (Z), denoted as Zˆ, is the vector z = (z
⊤
1 , . . . , z
⊤
m)
⊤. Recall that the stan-
dard inner product in Cmn given as 〈u,v〉 = v∗u corresponds to the inner product
〈U, V 〉 = tr V ∗U in Cn×m, which is preserved under the isomorphism φm.
Let Sm(F),Am(F) ⊂ Fm×m be the F subspases of symmetric and skew-symmetric
matrices respectively. So Sm(F)×Am(F) is viewed as a linear space of tuples (A,T ),
i.e.
Sm(F)×Am(F) ∼ Sm(F)⊕Am(F) ∼ Fm2 .
Recall that Hm can be identified with Sm(R) × Am(R) as follows. We view a
hermitian matrix H = S+ iT , where S = [sij], T = [tij] ∈ Rm×m are real symmetric
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and skew symmetric matrices respectively. So ψ : Hm → Sm(R) × Am(R) is given
by S + iT 7→ (S, T ) ∈ Sm(R)×Am(R).
We next observe that Cm×m is the following complexification of Hm. Namely
C ∈ Cm×m is uniquely represented as S + iT , where S ∈ Sm(C), T ∈ Am(C). So
we have the linear map ψm : C
m×m → Sm(C)×Am(C) that is given as above. The
standard inner product on Cm×m that is given by 〈C1, C2〉 = trC∗2C1 induces the
standard inner product on Sm(C)×Am(C)
〈(S1, T1), (S2, T2)〉 := tr(S∗2S1 + T ∗2 T1) = tr(S¯2S1 − T¯2T1).
This is the standard inner product on Cm
2
. Note that on Hm and Sm(R)× Am(R)
this inner product is real valued.
Denote by L(Hm,Hn) the set of all linear transformations from Hm to Hn. Let
L ∈ L(Hm,Hn). Then L is represented by a real matrix M ∈ Rn2×m2 . We now
consider the adjoint transformation L∨ ∈ L(Hn,Hm). That is, for
〈L(H1),H2〉 = 〈H1, L∨(H2)〉 for all H1 ∈ Hm,H2 ∈ Hn.
So L∨ is represented by M⊤ ∈ Rm2×n2 . Clearly, (L∨)∨ = L. Denote by L∨m,n the
convex set of all linear transformations from Hm to Hn which are completely positive
and unital, that is, send the identity to the identity. It is well known that if L is
given by (1.1) then L∨ is given by
L∨(Y ) =
k∑
i=1
A∗i Y Ai, Y ∈ Cn×n. (2.1)
Clearly, L ∈ L(Hm,Hn) extends to a linear transformation from Cm×m to Cn×n,
which we denote by L, and no confusion will arise. Clearly,
L(X∗) = L(X)∗. (2.2)
Hence, with any L ∈ L(Hm,Hn) we can associate the following matrix
Z(L) := [Zij(L)]
m
i=j=1 ∈ Cmn×mn, where Zij(L) = L(eie⊤j ) ∈ Cn×n, i, j ∈ [m].
(2.3)
Clearly, Z(L) is hermitian. Vice versa, it is straightforward to show that any Z =
[Zij ]
m
i=j=1 ∈ Hmn induces a unique L ∈ L(Hm,Hn) such that Z = Z(L). rank Z(L)
is sometimes called Choi rank of L [12, 11].
The following theorem is well known. It includes Choi’s necessary and sufficient
condition for a completely positive operator [2], which is part 4 of this theorem. We
bring its proof for completeness.
Theorem 1 Let L ∈ L(Hm,Hn) and assume that Z(L) is given by (2.3). As-
sume that l = rank Z(L).
1. Let λ1, . . . , λl be the l nonzero eigenvalues of Z(L) with the corresponding
orthonormal eigenvectors Bˆ1, . . . , Bˆl. Then
L(X) =
l∑
i=1
λiBiXB
∗
i . (2.4)
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2.
L∨(Y ) =
l∑
i=1
λiB
∗
i Y Bi. (2.5)
So Z(L∨) has rank l, l nonzero eigenvalues λ1, . . . , λk with with the corre-
sponding orthonormal eigenvectors B̂∗1 , . . . , B̂
∗
l .
3. An operator L : Cm×m → Cn×n is completely positive if and only if the matrix
Z(L) is nonnegative definite.
4. Assume that L is completely positive and nonzero. Then for any representation
(1.1) one has inequality k ≥ l(≥ 1). For k = l there exists a representation
of L of the form (1.1) where A1, . . . , Ak are nonzero orthogonal matrices in
C
n×m:
trA∗jAi = 0 for i 6= j, trA∗iAi > 0 for i ∈ [k]. (2.6)
5. Vice versa, suppose that L is given by (1.1) and the conditions (2.6) hold.
Then l = k and the set Aˆ1, . . . , Aˆk is a set of k orthogonal eigenvectors of
Z(L) corresponding to the eigenvalues trA∗1A1, . . . , trA
∗
kAk respectively.
In particular if trA∗iAi 6= trA∗jAj for i 6= j then the representation (1.1) of L,
where the conditions (2.6) hold, is unique up to the change (1.2) and permuting
the order in the summation in (1.1).
Proof. For A ∈ Cn×m \ {0} we define the operator LA(X) := AXA∗. Clearly,
Z(LA) = [(Aei)(Aej)
∗]i,j∈[m] = Aˆ(Aˆ)
∗. Hence Z(LA) is hermitian, nonnegative
definite, rank one and trZ(LA) = trA
∗A. That is, the nonzero eigenvalue of Z(LA)
is trA∗A. Clearly, Z(aLA) = aAˆ(Aˆ)
∗ for a ∈ R. Assume that a ∈ R \ {0}. Then
rank Z(aLA) = 1 and the nonzero eigenvalue of Z(aLA) is a trA
∗A. Vice versa, if
Z ∈ Hmn and rank Z = 1 then Z = auu∗ for a ∈ R \ {0},u ∈ Cmn \ {0}. Hence
Z = Z(aLA) where A = φm(u).
Recall that we defined l = rank Z(L). Then spectral decomposition of Z(L) is
Z(L) =
l∑
i=1
λiuiu
∗
i , u
∗
jui = δij , λi ∈ R \ 0}, i, j ∈ [l]. (2.7)
Let Bi := φm(ui) for i ∈ [l]. The above arguments yield (2.4). This establishes 1.
It is easily seen that (2.5) follows from (2.4). As λi 6= 0, trBiB∗j = δij for i, j ∈ [l]
we deduce that Z(L∨) has rank l, l nonzero eigenvalues λ1, . . . , λl and corresponding
orthonormal eigenvectors B̂∗1 , . . . , B̂
∗
l . This establishes 2.
Suppose that L = aLA for some a ∈ R \ {0}, A = [aij ] ∈ Cn×m \ {0}. Then
Zij(aLA) = a[apia¯qj ]p,q∈n. Clearly, L
∨ = aLA∗ . So Zpq(L
∨) = a[a¯piaqj ]i,j∈[m]. This
proves 3 for L = aLA. Use 1 to deduce 3 for any L ∈ L(Hm,Hn).
Assume now that L has a representation (1.1), where we assume that each Ai is
nonzero. Then Z(L) =
∑k
i=1 Z(LAi). Hence Z(L) is hermitian nonnegative definite
and l ≤ k.
Suppose now that Z(L) ∈ Hmn,+. Consider the spectral decomposition (2.7).
Since Z(L) is nonnegative definite λi > 0 for i ∈ [l]. So each λiuiu∗i induces the
linear operator LAi where Ai = φm(
√
λiui). Hence L =
∑l
i=1 LAi . This establishes
4.
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Recall that
√
λiλju
∗
jui = trA
∗
jAi. This establishes 5.
Assume we have a decomposition (1.1) and (2.6), then we have the decomposi-
tion (2.7) where ui = Aˆi for i ∈ [k]. Suppose that trA∗iAi 6= trA∗jAj for i 6= j. Then
the spectral decomposition (2.7) is unique up to a permutation of summands. This
shows that the representation (1.1) of L, where the conditions (2.6) hold is unique
up to the change (1.2) and the order in the summation in (1.1). This establishes 6. ✷
Note that Choi’s theorem characterizes completely positive L ∈ L(Hm,Hn) by
considering a hermitian matix Z(L), which has (mn)2 real parameters. So Z(L)
induces a corresponding matrix M ∈ Rn2×m2 which we discussed above.
3 Extreme points of quantum channels I
In this section we give a necessary and sufficient condition for L ∈ Lm,n to be an
extreme point, stated in terms of the null space of Z(L). The proof depends also on
a subspace W defined in the next theorem, whose proof follows from Theorem 1.
Theorem 2 Let
C(m,n) = {Z = [Zij ]i,j∈[m] ∈ Hmn,+, Zij ∈ Cn×n, trZij = δij , i, j ∈ [m]}, (3.1)
D(m,n) = {Z = [Zij ]i,j∈[n] ∈ Hmn,+, Zij ∈ Cm×m, i, j ∈ [n],
n∑
i=1
Zii = Im}. (3.2)
Then C(m,n) and D(m,n) are compact convex sets of dimension (mn)2 − m2 =
m2(n2 − 1). The map L 7→ Z(L) is an isomorphism of Lm,n and C(m,n). In par-
ticular, each quantum channel L has a decomposition (1.1) such that the conditions
(2.6) and (1.3) hold. Furthermore, if trA∗iAi 6= trA∗jAj for i 6= j then the represen-
tation (1.1) of L, where the conditions (2.6) hold, is unique up to the change (1.2)
and the order in the summation in (1.1). Similar to the isomorphism L 7→ Z(L)
there is an isomorphism from L∨m,n onto D(m,n).
Proof. Let C(m,n) be given by (3.1). Clearly, C(m,n) is closed. Since for any
T ∈ C(m,n) the trace of T is m and T ≥ 0 it follows that C(m,n) is compact. Let
L : Cm×m → Cn×n. By Choi’s theorem Z(L) ∈ Hmn,+ if and only if L is completely
positive. Suppose that L is a completely positive trace preserving transformation.
So trL(eie
⊤
j ) = tr eie
⊤
j = δij for i, j ∈ [m]. Hence Z(L) ∈ C(m,n). Vice versa,
suppose that Z = [Zij ]i,j∈[m] ∈ C(m,n). Define a linear map L : Cm×m → Cn×n by
the equalities L(eie
⊤
j ) = Zij for i, j ∈ [m]. Clearly, L : Hm → Hn. As trL(eie⊤j ) =
trZij = δij for i, j ∈ [m] it follows that L is trace preserving. Choi’s theorem yields
that L is completely positive. Hence L ∈ Lm,n.
Clearly, 1
n
Imn ∈ C(m,n). Let
W := {W = [Wij]i,j∈[m] ∈ Hmn, Wij ∈ Cn×n, trWij = 0, i, j ∈ [m]}. (3.3)
Hence W is a (real) subspace of Hmn of dimension (mn)2 − m2. Note that Z =
1
n
Inm +W ∈ C(m,n) if and only if W ∈ W and λmn(W ), the smallest eigenvalue
of W , greater or equal − 1
n
. Hence dim C(m,n) = m2(n2 − 1). Other claims for L
follow from Theorem 1.
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The isomorphism from L∨m,n onto D(m,n) is proved similarly. ✷
The next theorem is not new (see Theorem 5 and the remarks preceding and
following it), but the proof is new and needed in our characterization of extreme
points of Lm,n.
Theorem 3 Assume that L is an extreme point of Lm,n. Then rank Z(L) ∈ [m].
Proof. Assume that L ∈ Lm,n. Since L 6= 0 we must have that rank Z(L) ∈
[mn]. Assume that k = rank Z(L) > m. Let L have the form (1.1), and assume that
the conditions (2.6) hold. Let uk+1, . . . ,umn be an orthonormal basis of eigenvectors
of Z(L) corresponding to the zero eigenvalue. Consider the subspace
U(uk+1, . . . ,umn) := {U ∈ Hmn, Uui = 0, i = k + 1, . . . ,mn}. (3.4)
We claim the above set is k2 dimensional subspace in Hmn. Indeed, by assuming that
u1, . . . ,umn are standard orthonormal vectors in C
mn we get thatU(uk+1, . . . ,umn) =
Hk ⊕ 0.
The assumption that k > m implies that W ∩ U(uk+1, . . . ,umn) 6= {0}. Let
U ∈ W ∩ U(uk+1, . . . ,umn) \ {0}. Then for ε > 0 small enough Z(L) ± εU ≥ 0.
Hence Z(L) ± εU ∈ C(m,n). So there exist L1, L2 ∈ Lm,n such that Z(L1) =
Z(L) + εU,Z(L2) = Z(L)− εU . Since U 6= 0 it follows that Li 6= L for i = 1, 2. As
1
2(L1 + L2) = L we deduce that L is not an extreme point of Lm,n. ✷
We now give a necessary and sufficient condition for an extremality of L ∈ Lm,n.
Theorem 4 Let m,n ≥ 2 and assume that L ∈ Lm,n and k := rank Z(L) ≤ m.
Then L is an extreme point of Lm,n if and only if W ∩ U(uk+1, . . . ,umn) = {0},
where uk+1, . . . ,umn is an orthonormal basis for the null space Z(L). In particular
for k = m L is an extreme point if and only if the m2 linear functionals on hermitian
matrices of order mn of the form [Zij ]i,j∈[m], where Zij ∈ Cn×n, i, j ∈ [m],
trZii, ℜ trZij , ℑ trZij, j = i+ 1, . . . ,m, i ∈ [m], (3.5)
are linearly independent on U(um+1, . . . ,umn).
Proof. Suppose first that W ∩ U(uk+1, . . . ,umn) 6= {0}. Then the proof of
Theorem 3 yields that L is not extreme. Suppose now thatW∩U(uk+1, . . . ,umn) =
{0}. Assume to the contrary that L is not extreme. So L = 12(L1+L2), L1, L2 ∈ Lm,n
and L1, L2 6= L. Then Z(L) = 12(Z(L1) + Z(L2)). Since Z(Li) ≥ 0 for i = 1, 2
it follows that Z(Li) ∈ U(uk+1, . . . ,umn). As Z(Li) ∈ C(m,n) it follows that
U := Z(L1)−Z(L2) ∈ W ∩U(uk+1, . . . ,umn). As U 6= 0 we obtain a contradiction
to our assumption that W ∩U(uk+1, . . . ,umn) = {0}.
Suppose that k = m. Since dimU(um+1, . . . ,umn) = m
2 the assumption
W ∩ U(um+1, . . . ,umn) = {0} is equivalent to the assumptions that the m2 lin-
ear functionals (3.5) are linearly independent on U(um+1, . . . ,umn). ✷
The next result is due to Choi [2].
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Theorem 5 Let L ∈ Lm,n be of the form (1.1). If the k2 matrices A∗iAj , i, j ∈
[k] are linearly independent then L is an extreme point in Lm,n. Vice versa, if L is an
extreme point of Lm,n and A1, . . . , Ak are linearly independent, i.e. rank Z(L) = k,
then A∗iAj, i, j ∈ [k] are linearly independent.
Proof. Consider the convex set L∨m,n ∈ L(Hn,Hm). This is the convex set of
completely positive unital transformations. Clearly, L is an extreme point of Lm,n
if and only if L∨ is an extreme point in L∨m,n.
Assume that L is of the form (1.1) such that A1, . . . , Ak are linearly independent.
Then L∨ is given by (2.1). [2, Theorem 5] implies that L∨ is extreme if and only
if {A∗iAj}i,j∈[k] are linearly independent. (See [2, Remark 4].) Observe next that
if {A∗iAj}i,j∈[k] are linearly independent then A1, . . . , Ak are linearly independent.
Combine the above results to deduce the theorem. ✷
Since any {A∗iAj}i,j∈[k] for k > m are linearly dependent in Cm×m, the above
theorem yields Theorem 3. This is essentially pointed out in [2, Remark 6], see also
[12, 11].
4 Extreme points of quantum channels II
Let
Lm,n,k := {L ∈ Lm,n, rank Z(L) ≤ k}. (4.1)
The aim of this section is to show that most L ∈ Lm.n,k, where k ∈ {⌈ mmin(m,n)⌉, . . . ,m},
are extreme points of Lm,n,k. For that we need to recall a few notions of algebraic
and semi-algebraic geometry in RN . A good reference on semi-algebraic geometry
is [3].
Denote by R[RN ] the ring of polynomials with N variables over R. For p ∈ R[RN ]
denote
Z(p) := {x ∈ RN , p(x) = 0}, P+(p) := {x ∈ RN , p(x) > 0}.
Assume that p1, . . . , pk, q1, . . . , ql ∈ R[RN ]. An algebraic variety in V ⊆ RN is the
set ∩i∈[k]Z(pi). A semi-algebraic set is a finite union of basic sets, where each basic
set is (∩i∈[k]Z(pi))∩ (∩j∈lP+(qj)). Let O ⊂ RM be a semi-algebraic set. The image
of a semi-algebraic set by a polynomial map F : RN → RM is semi-algebraic. If
O,O1 ⊂ RN are two semi-algebraic sets than O ∪O1, O \O1 are semi-algebraic. We
call a semi-algebraic set O1 ⊂ O a strong subset of O if the closure of O \O1 in the
standard topology contains O.
Let zj = xj + iyj ,xj ,yj ∈ RM , j ∈ [K] be an orthonormal set in CM . The or-
thonormality condition is equivalent to the following system of quadratic equations.
x⊤j xj + y
⊤
j yj = 1, x
⊤
j xl + y
⊤
j yl = x
⊤
j yl − y⊤j xl = 0, l = j + 1, . . . ,K, j ∈ [K].
(4.2)
Hence, the set of K orthonormal vectors in CM is a real algebraic variety in R2kM .
Observe next that HM can be identified with R
M2 . Hence the set HM,+ is a
semi-algebraic set given by the inequalities: all principal minors of X ∈ HM are
nonnegative. The set of all nonnegative definite matrices of order M of rank k
at most, denoted by R(M,k) is a semi-algebraic set given by the conditions: all
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principal minors of order r are nonnegative if r ≤ k and are zero if r > k. The set
R(M,k)o ⊂ R(M,k) of all nonnegative definite hermitian matrices of order M of
rank k is an open semi-algebraic set in R(M,k). (It is given by the condition: the
sum of all principal minors of order k is positive.) That is, for each X ∈ R(M,k)o
there exists an open ball O ∈ HM centered at X such that O∩R(M,k) ⊂ R(M,k)o.
Note that R(M,k)o is an open manifold, which is an open orbit under the action of
a general complex linear group of order M , which can be identified with a subgroup
of the real general linear group of order 2M . It is well known the dimension of
R(M,k)o is equal to the dimension of all hermitian matrices of rank k in HM , which
is k(2M − k).
Lemma 6 Lm,n,k 6= ∅ if and only if
kmin(m,n) ≥ m. (4.3)
Furthermore L ∈ Lm,n,k if and only if (1.1) and (1.3) hold.
Proof. Consider the equality (1.3). Since rank Ai ≤ min(m,n) for i ∈ [k]
we deduce (4.3). Since Lm,n,k ⊆ Lm,n,k+1 it is enough to show that Lm,n,k 6= ∅
for k = ⌈ mmin(m,n)⌉. Suppose first that n ≥ m. So k = 1 . Let U ∈ Cm×m be
a unitary matrix. Set A∗1 = [U 0]. Then A
∗
1A1 = Im and Lm,n,k is nonempty.
Assume now that 1 ≤ n < m. Let x1, . . . ,xm be an orthonormal basis in Cm. Let
A∗i = [x(i−1)n+1 . . .xin] ∈ Cm×n for i ∈ [k − 1] and A∗k = [x(k−1)n+1, . . . ,xm, 0].
Then (1.3) holds.
Suppose that L ∈ Lm,n,k, where k satisfies (4.3). Let rank Z(L) = l ≤ k. Then
(1.1) and (1.3) hold, where we can assume that Ai = 0 for i > l. Vice versa if (1.1)
and (1.3) hold then rank Z(L) ≤ k. ✷
The following lemma is needed to prove the main result of this section.
Lemma 7 Letm,n, k ∈ N and assume that (4.3) holds. Let B1, . . . , Bk ∈ Cn×m.
Denote
B =


B1
...
Bk

 ∈ Cnk×m. (4.4)
View B = X + iY , where X,Y ∈ Rnk×m as a real point in R2nkm. Then
1.
B∗B =
k∑
i=1
B∗iBi > 0 (4.5)
if and only if the matrix B has rank m. In particular all matrices B of the
form (4.4) which do not satisfy (4.5) form a real algebraic variety in R2nkm.
2. Assume that k ≤ m. Then the set of B’s of the form (4.4) such that the k2
matrices B∗iBj, i, j ∈ [k] are linearly dependent is a real algebraic variety in
R
2nkm.
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3. Assume that k ≤ m. Let A = [A⊤1 . . . A⊤k ]⊤ ∈ Cm×nk. Suppose that A∗A =
Im, i.e. A1, . . . , Ak ∈ Cn×m satisfy (1.3). Then there exits a sequence of
matrices A(l) = [A⊤1,l . . . A
⊤
k,l]
⊤ ∈ Cm×nk for l ∈ N such that the following
conditions hold.
(A(l))∗A(l) =
k∑
i=1
A∗i,lAi,l = Im,
A∗i,lAj,l for i, j ∈ [k] are linearly independent, (4.6)
lim
l→∞
Ai,l = Ai, i ∈ [k].
Proof. 1. Clearly, (4.5) holds if and only if Bx = 0⇒ x = 0. So (4.5) holds if
and only if rank B = m. (4.3) yields that kn ≥ m. So rank B < m if and only if all
minors of B of order m are zero. This is an algebraic variety in the real entries of
X,Y ∈ Rnk×m, where B = X + iY .
2. The k2 matrices B∗iBj , i, j ∈ [k] are linearly dependent if an only if the
corresponding k2 vectors φ−1m (B
∗
i Bj) ∈ Cm
2
are linearly dependent. Let C =
[φ−1m (B
∗
1B1) . . . φ
−1
m (B
∗
kBk)] ∈ Cm
2×k2 . Then the k2 matrices B∗iBj , i, j ∈ [k]
are linearly dependent if and only if all minors of order k2 of C are zero. To show
that this condition is not satisfied for all X,Y ∈ Rnkm we need to produce a set
of k matrices B1, . . . , Bk ∈ Cn×m such that the k2 matrices B∗iBj, i, j ∈ [k] are
linearly independent. Let y ∈ Cn be a vector of unit length. Let e1, . . . , em ∈ Rm
be the standard orthonormal basis in Rm. Define Bi = ye
⊤
i , i = 1, . . . , k. Then
B∗iBj = eie
⊤
j . Clearly, B
∗
1B1, . . . , B
∗
kBk are linearly independent.
3. The results of 2 yield that there exist B1,l, . . . , Bk,l satisfying the following
conditions. First, B∗i,lBj,l for i, j ∈ [k] are linearly independent for each l. Second,
liml→∞Bi,l = Ai for i ∈ [k]. Hence we can assume without loss of generality that
Dl :=
∑k
i=1B
∗
i,lBi,l > 0 for l ∈ N. Note that liml→∞Dl = Im. Let Fl ∈ Hm,+
the unique positive square root of Dl, i.e. F
2
l = Dl. Clearly, liml→∞ Fl = Im. Set
Ai,l := Bi,lF
−1
l for i ∈ [k] and l ∈ N. Hence the first condition of (4.6) holds. Simi-
larly, the third condition of (4.6) holds. As A∗i,lAj,l = F
−1
l (B
∗
i,lBj,l)F
−1
l for i, j ∈ [k]
we deduce the second condition of (4.6). ✷
Theorem 8 Let m,n, k ∈ N and assume that k ∈ {⌈ mmin(m,n)⌉, . . . ,m}. Then
1. Lm,n,k is a semi-algebraic set. Let L′m,n,k be the set of all nonextreme points
of Lm,n which are in Lm,n,k. Then L′m,n,k is a strong semi-algebraic subset
of Lm,n,k. In particular, Lm,n,k \ L′m,n,k, the set of extreme points of Lm,n in
Lm,n,k, is a semi-algebraic set which is dense in Lm,n,k.
2. The set of extreme points Z ∈ C(m,n) of rank m is a nonempty open semi-
algebraic set in C(m,n) ∩R(mn,m)o, each of whose connected components is
of dimension 2m2(n− 1).
Proof. 1. Let
C(m,n, k) := {Z ∈ C(m,n), rank Z ≤ k}, C(m,n, k)o := {Z ∈ C(m,n), rank Z = k},
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for k ∈ [mn]. Consider all B ∈ Cnk×m of the form (4.4). Then ∑ki=1B∗iBi = Im
if and only if B∗B = Im. So the set of all B ∈ Cnk×m satisfying B∗B = Im is
an algebraic variety V ⊂ R2nkm given by quadratic polynomials. We now define
F : Cnk×m → Hmn. Namely
F (B) =
k∑
i=1
Bˆi(Bˆi)
∗.
Again, this map is a polynomial map, where each coordinate is quadratic. Clearly,
F (V ) = C(m,n, k). Hence C(m,n, k) is semi-algebraic. Let C(m,n, k)′ be all non-
extreme points of C(m,n) which are in C(m,n, k). Let V ′ ⊂ V be the following
strict subvariety of V . Namely, it consists of all B ∈ V , such that the k2 blocks
B∗iBj, i, j ∈ [k] are linearly dependent. (See 2 of the proof of Lemma 7.) [2, The-
orem 5] yields that F (V ′) = C(m,n, k)′. The claim that C(m,n, k) \ C(m,n, k)′ is
dense in C(m,n, k) follows from part 3 of Lemma 7 and [2, Theorem 5].
2. Since Lm,n and C(m,n) are isomorphic, (Theorem 2), Lemma 4 implies that
X ∈ C(m,n,m)o is an extreme point if and only if the following condition hold. Let
Y(X) ⊂ Hmn be the set of hermitian matrices whose kernel contains the kernel of
X. Then the m2 linear functionals given by (3.5) on Y(X) are linearly independent.
We first show that C(m,n,m)o 6= ∅. Let X = [Xij ]i,j∈[m] be of the form Xij =
δij(e1e
⊤
1 ), i, j ∈ [m]. Clearly X ∈ C(m,n,m)o. It is straightforward to show that
Y(X) = {Y = [Yij ]i,j∈[m] ∈ Hmn, Yij = aij(e1e⊤1 ), i, j ∈ [m], A = [aij ] ∈ Hm}.
Clearly, the m2 linear functionals (3.5) are linearly independent on Y(X).
Recall that R(mn,m)o is a manifold of dimension m2(2n − 1). Assume that
X ∈ C(m,n,m)o is an extreme point. Let T (X) be the tangent hyperplane to
R(mn,m)o at X. Then Y(X) is an m2 dimensional subspace of T (X). As the
m2 linear functionals given by (3.5) on Y(X) are linearly independent it follows
that these m2 conditions are linearly independent on T (X). Observe next that
C(m,n,m)o locally at X is a submanifold of R(mn,m)o given by the linear con-
ditions stated in (3.1). Hence the tangent hyperplane of C(m,n,m)o at X is the
subspace of T (X) consisting of all Y = [Yij ]i,j∈[m] ∈ Hmn such that trYij = 0 for
i, j ∈ [m]. Since X is an extreme point it follows that the dimension of the tan-
gent hyperplane of C(m,n,m)o at X is m2(2n − 1) − m2. As a nonempty open
semi-algebraic set in C(m,n,m)o is a union of a finite number of connected compo-
nents, it follows that each connected component is an open manifold of dimension
2m2(n− 1). ✷
Note that the claim that the closure of all extreme points in Lm,n is Lm,n,m, i.e.
the case k = m of part 1 of the Theorem 8, was observed in [11, Theorem 1].
The following theorem characterizes the sets of extreme points of Lm,n which
belong to special Lm,n,k.
Theorem 9 Let 2 ≤ m,n ∈ N. Denote k0 := ⌈ mmin(m,n)⌉. Assume that k ∈
{k0, . . . ,m}. Then
1. Suppose that L ∈ Lm,n with rank Z(L) = k is not an extreme point. Then L
is a convex combination of some L1, L2 ∈ Lm,n,k−1.
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2. Each L ∈ Lm,n,k0 is an extreme point of Lm,n.
3. L ∈ Lm,n with rank Z(L) = k0 + 1 is not an extreme point if and only if it is
a convex combination of two distinct extreme points given in 2.
Proof. Assume that L ∈ Lm,n and rank Z(L) = k. Suppose that L is not
an extreme point of Lm,n. So there exist M1,M2 ∈ Lm,n,M1 6= M2 such that
L = 12(M1 +M2). As Z(M1), Z(M2) ≥ 0 it follows that rank Z(M1) ≤ k. Since
2Z(L) ≥ Z(M1) it follows that the null space of Z(L) is contained in the null
space of Z(M1). Let W = Z(L) − Z(M1). So W = [Wij ]i,j∈[m] ∈ Hmn is nonzero
and satisfies the conditions trWij = 0 for i, j ∈ [m]. Furthermore, the null space
of W contains the null space of Z(L). Consider the matrix Z(L) + tW . It is
straightforward to see that there exists ǫ > 0 such that for each t ∈ [−ǫ, ǫ] the matrix
Z(t) := Z(L)+tW is nonnegative definite. Since trW = 0 it follows that there exists
t1, t2 > 0 such that Z(t1), Z(−t2) ≥ 0 and rank Z(t1), rank Z(−t2) < k. Clearly,
Z(t1), Z(−t2) ∈ C(m,n). Hence Z(t1) = Z(L1), Z(−t2) = Z(L2) for corresponding
L1, L2 ∈ Lm,n. Furthermore, L1, L2 ∈ Lm,n,k−1. As L = t2t1+t2M1 + t1t1+t2M2 we
deduce 1.
Lemma 6 yields that Lm,n,k0−1 = ∅. Assume that L ∈ Lm,n,k0 . Hence rank Z(L) =
k0. Part 1 yields that L is an extreme points. This proves 2.
Suppose that L ∈ Lm,n,k0+1 and rank Z(L) = k0 + 1. If L is a convex combina-
tion of L1, L2 ∈ Lm,n,k0 , L1 6= L2 then L is not an extreme point of Lm,n. Assume
now that L is not an extreme point. Combine 1-2 to deduce that L is a convex
combination of two extreme points given in 2. ✷
Definition 10 Let 2 ≤ m,n ∈ N. L ∈ Lm,n is called decomposable if the
following conditions are satisfied. There exist two unitary matrices U ∈ Cm×m, V ∈
C
n×n and p, q ∈ N, p + q = m with the following properties. Let L˜ ∈ Lm,n be given
as L˜(X) = V L(UXU∗)V ∗. Then there exists L1 ∈ Lp,n, L2 ∈ Lq,n such that
L˜(
[
X11 X12
X21 X22
]
) = L1(X11) + L2(X22), (4.7)
X11 ∈ Cp×p,X12 ∈ Cp×q,X21 ∈ Cq×p,X22 ∈ Cq×q.
Equivalently, Z(L˜) is a block diagonal matrix diag(Z(L1), Z(L2)). We denote L˜ by
L1 ⊕ L2 if the above equality holds.
(It is straightforward to see that L˜ is indeed quantum channel if L1, L2 are quantum
channels.)
The following Lemma gives sufficient conditions for a decomposable quantum
channel to be a nonextreme point in Lm,n.
Lemma 11 Let L ∈ Lm,n be a decomposable channel as defined in Definition
10. Then L is not an extreme point if one of the following conditions hold.
1. L1 is a nonextreme point in Lp,n.
2. L2 is a nonextreme point in Lq,n
3. rank Z(L1)rank Z(L2) > pq.
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Proof. Suppose that L1 is nonextreme. So L1 =
1
2(M + N), where M,N ∈
Lp,n,M 6= N . Then L˜ = 12(M ⊕ L2 + N ⊕ L2). Hence L˜ and L are not extreme.
This proves 1. 2 is proved similarly.
We now show 3. Assume that rank Z(L1)rank Z(L2) > pq. So either rank Z(L1) >
p or rank Z(L2) > q. Theorem 3 yields that either L1 or L2 are nonextreme. Part
1 or 2 yield that L is nonextreme. ✷
5 A condition on the image of L ∈ Lm,n,k
Theorem 12 Let m,n, k ∈ N. Assume that m,n ≥ 2, k ≥ 1 be integers. Sup-
pose that L is of the form (1.1), where Ai 6= 0 for i ∈ [k]. Let l = dim span(A1, . . . , Ak).
Assume for simplicity of notation that A1, . . . , Al are linearly independent.
Define
Bj := [A1ej . . . Alej] ∈ Cn×l, j ∈ [m], r = dim span(B1, . . . , Bm). (5.1)
Then L(Pm) contains a nonzero matrix of rank at most min(n, l). Moreover, if
l ≥ 2 then
1. Each matrix in L(Pm) has rank at most min(n, l).
2. L ∈ Lm,n implies that r = m.
3. If r ≥ max(n, l)−min(n, l)+ 2 then L(Pm) contains a nonzero matrix of rank
strictly less than min(n, l). More precisely, let p be the smallest positive integer
satisfying
p(n+ l − p) + r ≥ nl + 1. (5.2)
Then L(Pm) contains a nonzero matrix of rank p at most. In particular,
L(Pm) contains a matrix of rank one if r ≥ (n− 1)(l − 1) + 1.
Proof. Clearly, the range of Z(L) is spanned by Aˆ1, . . . , Aˆk. Hence rank Z(L) =
l. So L(X) =
∑l
i=1 CiXC
∗
i for some linearly independent C1, . . . , Cl ∈ Cn×m.
Therefore
L(uu∗) =
∑l
i=1(Ciu)(Ciu)
∗. So rank L(uu∗) ≤ l. Since L(uu∗) ∈ Cn×n it follows
that rank L(uu∗) ≤ n. This establishes 1.
For x = (x1, . . . , xm)
⊤ ∈ Cm let M(x) = [A1x . . . Alx] ∈ Cn×l. Observe first
that y∗L(xx∗) = 0 ⇐⇒ y∗M(x) = 0. Hence rank L(xx∗) = rankM(x). Observe
next that M(x) =
∑m
i=1 xiBi.
Assume that L ∈ Lm,n. Then trL(xx∗) = x∗x. Suppose that B1, . . . , Bm are
linearly dependent. So the there is x 6= 0 so that 0 = ∑mi=1 xiBi = M(x). Hence
L(xx∗) = 0 which is impossible. This establishes 2.
Let Φ(n, l, p) ⊂ Cn×l be the complex variety of matrices of rank at most p (<
min(n, l)). It is well known that this is an irreducible variety of complex dimension
p(n+l−p). (Choose first p rows linearly independent, and all other rows to be linear
combinations of the first p rows.) Let Ψ ⊂ Cn×l be a subspace of complex dimension
d. Then Φ(n, l, p)∩Ψ 6= {0} if p(n+l−p)+d ≥ nl+1. Note that the set of allM(x) for
x ∈ Cm is a subspace of dimension r. Clearly (min(n, l)−1)(n+l−min(n, l)+1)+r ≥
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nl + 1 if and only if r ≥ max(n, l) − min(n, l) + 2. Furthermore, there exists a
nonzero M(x) of rank at most p, where p is the minimal solution of (5.2). Finally
1 · (n+ l− 1)+ r ≥ nl+1 if and only if r ≥ (n− 1)(l− 1)+1. This establishes 3. ✷
Corollary 13 Each L ∈ Lm,2,m maps some pure state to a pure state.
For m = 2 this result follows from [12, Theorem 16].
6 Extreme points of L2,2
The results of this section essentially appear also in [12], but the approach there is
different.
Theorem 14 Let L be a quantum channel in L2,2 such that rank Z(L) = 2.
Then one of the following conditions hold.
1. L(H2,+,1) = {R}, where R is rank one hermitian matrix of trace one.
2. L(H2,+,1) is the convex hull of two distinct rank one hermitian matrices R1, R2,
called an interval [R1, R2]. More precisely, there exist two orthogonal rank one
matrices D1,D2 ∈ H2,+,1 such that L(Di) = Ri, i = 1, 2 and L(T ) = 0 for any
T ∈ H2 which is orthogonal to D1,D2.
3. L(H2,+,1) contains exactly two distinct rank one matrices R1, R2 and strictly
contains the interval [R1, R2].
4. L(H2,+,1) contains exactly one rank one matrix R, whose preimage is a unique
rank one matrix D ∈ H2,+,1.
Proof. Corollary 13 implies that there exists a rank one matrix A ∈ H2,+,1
so that L(A) is a rank one matrix. In what follows we assume that L has the
property L(e1e
⊤
1 ) = e1e
⊤
1 . (This can always be achieved by replacing L with L1,
where L1(X) = V
∗L(U∗XU)V for some unitary U, V ∈ C2×2.) The assumption
that Z(L) ∈ H4,+, trL(e1e⊤2 ) = 0 and rank Z(L) = 2 yields that
Z(L) =


1 0 0 y
0 0 0 0
0 0 1− c s
y¯ 0 s¯ c

 , |y|2 ≤ c ≤ 1, (1 − c)(c− |y|2) = |s|2. (6.1)
Suppose first that y = 0, i.e. L(e1e
⊤
2 ) = 0. Then L(e2e
⊤
2 ) is a rank one matrix.
If L(e2e
⊤
2 ) = e1e
⊤
1 we are in the case 1 of our theorem. If L(e2e
⊤
2 ) 6= e1e⊤1 we are
in the case 2 of our theorem.
Assume now that y 6= 0. Since we assume that rank Z(L) = 2 it follows that
|y| < 1. We now discuss the conditions when L(H2,+,1) contains a rank one matrix
C different from e1e
⊤
1 . Assume that L(B) = C,B ∈ H2,+,1. So B is a solution to
the minimal problem discussed in beginning of the proof. If rank B = 2 then B
is a convex combination of two rank one matrices B1, B2 ∈ H2,+,1. Since λ2(·) is
a concave function on H2 it follows that rank L(B1) = rank L(B2) = 1. Hence we
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deduce that if L(H2,+,1) contains at least two different rank one matrices L(B) is a
rank one matrix for some B of the form B = (v, w¯)⊤(v¯, w), |v|2 + |w|2 = 1, w 6= 0.
Observe
L(B) =
[ |v|2 + |w|2(1− c) vwy + |w|2s
v¯w¯y¯ + |w|2s¯ |w|2c
]
.
Suppose first that c = 1. Then s = 0 and detL(B) > 0 for v 6= 0. For v = 0 we
obtain that B = e2e
⊤
2 . Then L(e2e
⊤
2 ) = e2e
⊤
2 . This corresponds to the case 3 of
our theorem. (Note that here R1 and R2 are orthogonal.)
Assume now that c < 1. Then detL(e2e
⊤
2 ) = (1 − c)c − |s|2 = (1 − c)|y|2 > 0,
so rank L(e2e
⊤
2 ) = 2. So it is enough to consider the above rank one matrix B with
v,w 6= 0. Taking into account the equality (1− c)(c − |y2|) = |s|2 we deduce.
detL(B) = |vw|2(c− |y|2 + |w′|2(1− c)c− |w′|2|s|2 − 2ℜ(w′ys¯)) =
|vw|2( |s|
2
1− c + (1− c)|u|
2 − 2ℜ(us¯)) =
|vw|2(1− c)|u− s
1− c |
2, w′ =
w
v¯
, u = w′y.
If s = 0, i.e. c = |y|2, then detL(B) > 0. This corresponds to the case 4 of our
theorem.
Suppose that s 6= 0. Then L(B) has rank one for a unique value of w′ = s
y(1−c) .
Since |w| < 1 we deduce that |w|2c < c. Hence L(e2e⊤2 ) can not be a convex combi-
nation of R1 = e1e
⊤
1 and R2 = L(B). This corresponds to case 3 of our theorem. ✷
Theorem 9 yields.
Corollary 15 Let L ∈ L2,2. Then L is an extreme point of L2,2 if and only if
one of the following conditions hold.
1. L(X) = UXU∗ for some unitary matrix U , i.e. rank Z(L) = 1.
2. rank Z(L) = 2 and L is not a convex combination of two extreme points given
in 1.
Corollary 16 Let L ∈ L2,2,2 and and assume that L is not unital. Then L is
an extreme point of L2,2.
7 Extreme points of L3,2
In this section we characterize the extreme points of L3,2.
Definition 17 For t ∈ (0, 1] denote by Mt all completely positive M : C2×2 →
C
2×2 satisfying
trM(f1f
⊤
1 ) = 1, trM(f2f
⊤
2 ) = t, trM(f1f
⊤
2 ) = 0, f1 = (1, 0)
⊤, f2 = (0, 1)
⊤. (7.1)
Note that M1 = L2,2. For completeness we characterize the extreme points of Mt,
although this characterization will not be used in the proof of Theorem 20. The
proof of the following lemma follows straightforward from the arguments of the proof
of Theorem 9.
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Lemma 18 For t ∈ (0, 1] the set Mt is compact and convex. M is an extreme
points if and only if one of the following conditions hold.
1. rank Z(M) = 1, i.e., M(X) = AXA∗, where A ∈ C2×2 and A∗A = diag(1, t).
2. rank Z(M) = 2 and M is not a convex combination of two extreme points
given by 1.
The following lemma is well known and we bring its proof for completeness.
Lemma 19 Let A ∈ Hm,+,u ∈ Cm \ {0}. Then
1. The range of B := A+ uu∗ contains u.
2. Assume that the range of A contains u. Then there exists ǫ > 0 such that
A− ǫuu∗ ≥ 0.
3. Assume that A has the following block form A =
[
1 v∗
v D
]
, where v ∈
C
m−1,D ∈ Hm−1,+. Then
D − vv∗ ≥ 0. (7.2)
Proof. 1. If the range of A contains u then the range of B contains u. Suppose
that the range of A does not contain u. Let P be the orthogonal projection on the
range of A. Clearly B(I − P )u = u(u∗(I − P )u) 6= 0. So u in the range of B.
2. By restricting A to its range it is enough to assume that A > 0. Then
A− ǫuu∗ ≥ 0 for some ǫ > 0.
3. Clearly,[
1 0
0 D − vv∗
]
=
[
1 0
−v Im−1
] [
1 v∗
v D
] [
1 −v∗
0 Im−1
]
.
Hence (7.2) holds. ✷
Theorem 20 Let L ∈ L3,2,3. Then there exist pure states B ∈ H3,+,1, C ∈
H2,+,1 such L(B) = C. By choosing orthonormal bases e1, e2, e3 ∈ C3, f1, f2 ∈ C2
such that B = e1e
∗
1, C = f1f
∗
1 we can assume that
Z(L) =


1 0 0 x 0 y
0 0 0 0 0 0
0 0 1− c s a b
x¯ 0 s¯ c d −a
0 0 a¯ d¯ 1− e f
y¯ 0 b¯ −a¯ f¯ e


= [Wij ]i,j∈[3], Wij ∈ C2×2, i, j ∈ [3],
(7.3)
where c, e ∈ [0, 1] and |x|2 ≤ c, |y|2 ≤ e. Furthermore, we can assume that x = 0.
Let L2 ∈ L2,2 be defined by
Z(L2) :=


1− c s a b
s¯ c d −a
a¯ d¯ 1− e f
b¯ −a¯ f¯ e

 . (7.4)
Let gi := (δi1, . . . , δi4)
⊤, i ∈ [4] be the standard basis in C4.
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1. |y| = 1. Then e = 1, a = b = d = f = 0. L is extreme if and only if W22 has
rank one.
2. |y| ∈ [0, 1). Let M ∈ M1−|y|2 be given by Z(M) = Z(L2) − |y|2g4g⊤4 .
Then rank Z(M) ≤ 2. L is extreme if and only if either rank Z(M) = 1
or rank Z(M) = 2, M is an extreme point in M1−|y|2 and one of the following
conditions hold.
(a) y = 0 and the range of Z(L2) does not contain a nonzero vector of the
form zg2 + wg4.
(b) |y| ∈ (0, 1) and there does not exist (z, w)⊤ 6= 0 such that the following
two inequalities hold.
Z(L2) ≥ (zg2 + (y + w)g4)(zg2 + (y + w)g4)∗,
(7.5)
Z(L2) ≥ (−zg2 + (y − w)g4)(zg2 + (y − w)g4)∗.
Proof. Assume that L ∈ L3,2,3. Observe first that there is no A ∈ C2×3 such
that A∗A = I3. Hence rank Z(L) ∈ {2, 3}. So the value of l in Theorem 12 is either
2 or 3. Corollary 13 yields that there are pure states B ∈ H3,+,1, C ∈ H2,+,1 so that
L(B) = C. Choose orthonormal bases e1, e2, e3 and f1, f2 in C
3 and C2 respectively
so that A = e1e
∗
1, B = f1f
∗
1 . Assuming that e1, e2, e3 and f1, f2 are the standard
bases in C3 and C2 respectively we obtain that Z(L) is of the form (7.3). Hence
c, e ∈ [0, 1]. Since Z(L) ≥ 0 part 3 of Lemma 19 yields that Z(L) is congruent to
f1f
⊤
1 ⊕N , where
N := Z(L2)− (x¯g2 + y¯g4)(x¯g2 + y¯g4)∗ ≥ 0. (7.6)
Since the diagonal entries of N are nonnegative we deduce that |x|2 ≤ c, |y|2 ≤ e.
We now show that by changing an orthonormal basis in C3 to e1, e˜2, e˜3 we may
assume that x = 0. Suppose that x 6= 0. Let w := −y¯e2 + x¯e3. Then
L(e1w
∗) = L(−ye1e∗2 + xe1e∗3) = −y
[
0 x
0 0
]
+ x
[
0 y
0 0
]
= 0.
Let e˜2 :=
1
‖w‖w and e˜3 be a unit vector orthogonal to e1, e˜2. Assuming that e1, e˜2, e˜3
is now the standard basis in C3 we deduce that Z(L) has the form (7.3) with x = 0.
1. Clearly, |y| ≤ √e ≤ 1. Assume that |y| = 1. Then e = 1 and 1 − e = 0. As
N ≥ 0 it follows that e = 1, a = b = d = f = 0. Let hi = (δi1, . . . , δi6)⊤, i ∈ [6] be
the standard basis in C6. So
Z(L) = (h1 + y¯h6)(h1 + y¯h6)
∗ + diag(0,W22, 0), 0,W22 ∈ H2,+,1.
If W22 is a rank one matrix then rank Z(L) = 1 + rank diag(0,W22, 0) = 2 and L
is extreme. Suppose rankW22 = 2. So W22 = tU1 + (1 − t)U2, t ∈ (0, 1) for some
distinct rank one matrices U1, U2 ∈ H2,+,1. Then L is nonextreme since Z(L) equals
to:
t((h1+y¯h6)(h1+y¯h6)
∗+diag(0, U1, 0))+(1−t)((h1+y¯h6)(h1+y¯h6)∗+diag(0, U2, 0)).
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This proves part 1.
2. Assume now that |y| ∈ [0, 1). Let N be defined by (7.6), where x = 0. Then
N = Z(M) for some M ∈ M1−|y|2 . If rank N = 1 then rank Z(L) = 2 and L is
extreme. Suppose now that rank N = 2. Assume M is nonextreme in M1−|y|2 . Let
M = 12(M1 +M2),M1,M2 ∈ M1−|y|2 ,M1 6= M2. So Z(M) = 12(Z(M1) + Z(M2)).
Let Pi := Z(Mi)+ |y|2g4g⊤4 , i = 1, 2. Clearly P1, P2 ∈ C(2, 2). Denote Qi ∈ H6,+ the
matrix obtained from Z(L) be replacing the submatrix Z(L2) by Pi respectively.
Lemma 19 yields that Q1, Q2 ∈ H6,+. Clearly, Q1, Q2 ∈ C(3, 2) and Q1 6= Q2.
Hence there exists L˜1, L˜2 ∈ L3,2 such that Z(L˜i) = Qi for i = 1, 2. By construction
Z(L) = 12 (Q1 +Q2). Hence L =
1
2(L˜1 + L˜2) and L is nonextreme.
Assume now that M is an extreme point in M1−|y|2 .
a. Suppose that y = 0. Then N = Z(L2). Assume first that the range of N
contains a nonzero vector zg2 + wg4. Lemma 19 yields that there exists ǫ ∈ (0, 1)
such that N1 := N − ǫ2(zg2 + wg4)(zg2 + wg4)∗ ≥ 0. Let G1, G2 be obtained
from Z(L) by replacing the entries (1, 4), (1, 6), (4, 1), (6, 1) by the following entries
respectively
ǫz¯, y + ǫw¯, ǫz, y¯ + ǫw
−ǫz¯, y − ǫw¯, −ǫz, y¯ − ǫw. (7.7)
(Recall that y = 0.) Since N1 ≥ 0 Lemma 19 that G1, G2 ∈ C(3, 2). As Z(L) =
1
2(G1 +G2) we deduce that Z(L) is nonextreme in C(3, 2). Hence L is nonextreme.
Vice versa, assume that L is nonextreme. So L = 12(L˜1 + L˜2) for some L˜1, L˜2 ∈
L3,2. Let Gi = Z(L˜i) for i = 1, 2. Since Z(L2) was extreme in M1 it follows that
G1, G2 are obtained from Z(L) by replacing the entries (1, 4), (1, 6), (4, 1), (6, 1) with
the entries given by (7.7), where y = 0, ǫ = 1 and (z, w)⊤ 6= 0. Hence Z(L2) −
(zg2 + wg4)(zg2 + wg4)
∗ ≥ 0. Therefore the range of Z(L2) contains a nonzero
vector zg2 + wg4.
b. Assume now that |y| ∈ (0, 1). Suppose first that there exists (z, w)⊤ 6= 0 such
that the two inequalities (7.5) hold. Let G1, G2 be obtained from Z(L) by replacing
the entries (1, 4), (1, 6), (4, 1), (6, 1) with the entries given by (7.7), where ǫ = 1. It
is straightforward to see that G1, G2 ∈ C(3, 2). As Z(L) = 12(G1 + G2) we deduce
that L is nonextreme.
Vice versa, assume that L is nonextreme and M is extreme in M1−|y|2 . So
L = 12 (L˜1 + L˜2) for some L˜1, L˜2 ∈ L3,2. Let Gi = Z(L˜i) for i = 1, 2. Since M
is extreme in M1−|y|2 it follows that G1, G2 are obtained from Z(L) by replacing
the entries (1, 4), (1, 6), (4, 1), (6, 1) with the entries given by (7.7), where ǫ = 1 and
(z, w)⊤ 6= 0. Apply Lemma 19 to G1 and G2 to deduce (7.5). ✷
8 Remarks on the additivity conjectures
Recall that for a density matrix X ∈ Hn,+,1 the von Neumann entropy S(X) :=
− trX logX [10]. Clearly, S(X) ≥ 0 and S(X) = 0 if and only if X is a pure state,
i.e. rank X = 1. The minimum entropy output of a quantum channel L ∈ Lm,n is
defined as
Smin(L) := min
X∈Hm,+,1
S(L(X)).
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Clearly, Smin(L) ≥ 0 and equality holds if and only if L(Hm,+,1) contains a pure
state. Given two quantum channels Li ∈ Lmi,ni for i = 1, 2 it is well known that
one can define a tensor product L1⊗L2, which is a quantum channel in Lm1m2,n1n2
[13]. The minimal characterization of Smin(·) yields
Smin(L1 ⊗ L2) ≤ Smin(L1) + Smin(L2). (8.1)
The famous additivity conjecture claimed equality in the above inequality. See [13]
for several equivalent forms of this conjecture. It was shown in [7] that the min-
imum entropy output of a quantum channel is locally additive. Hastings gave a
nonconstructive counterexample to the additivity conjecture [8]. A detailed analy-
sis of Hastings’ counterexamples show that it exists in a very high dimension [6]. So
it is of great interest to find counterexamples to the additivity conjecture in small
dimensions.
An obvious question is: do the additivity conjectures hold for any pair L1, L2 ∈
L2,2, i.e. qubit channels? For Holevo capacity the additivity holds if L1 ∈ L2,2 is
unital, (L1(I2) = I2), and L2 ∈ Ln,n is arbitrary [9].
Corollary 21 Let Lj ∈ Lmj ,2,mj be a quantum channel from qu-mj to qubit of
Choi rank at most mj for j = 1, 2 . Then
Smin(L1) = Smin(L2) = Smin(L1 ⊗ L2) = 0. (8.2)
In particular, the minimum entropy output is additive in this case.
Proof. Corollary 12 yields that L1(Hm1,+,1), L2(Hm2,+,1) contain pure states
Y1, Y2 respectively. Hence (L1 ⊗ L2)(Hm1m2,+,1) contains a pure state Y1 ⊗ Y2.
Therefore (8.2) holds. So Smin(L1) + Smin(L2) = Smin(L1 ⊗ L2). ✷
We do not know if the Holevo capacity is additive for two qubit channels if
neither of the channels is unital.
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