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Abstract
Limited by the challenge of insufficient training data, research into lifelog analysis,
especially visual lifelogging, has not progressed as fast as expected. To advance research
on object detection on visual lifelogs, this thesis builds a deep learning model to enhance
visual lifelogs by utilizing other sources of visual (non-lifelog) data which is more readily
available.
By theoretical analysis and empirical validation, the first step of the thesis identifies the
close connection and relation between lifelog images and non-lifelog images. Following
that, the second phase employs a domain-adversarial convolutional neural network to trans-
fer knowledge from the domain of visual non-lifelog data to the domain of visual lifelogs.
In the end, the third section of this work considers the task of visual object detection of
lifelog, which could be easily extended to other related lifelog tasks.
One intended outcome of the study, on a theoretical level of lifelog research, is to iden-
tify the relationship between visual non-lifelog data and visual lifelog data from the per-
spective of computer vision. On a practical point of view, a second intended outcome of
the research is to demonstrate how to apply domain adaptation to enhance learning on vi-
sual lifelogs by transferring knowledge from visual non-lifelogs. Specifically, the thesis
utilizes variants of convolutional neural networks. Furthermore, a third intended outcome
contributes to the release of the corresponding visual non-lifelog dataset which corresponds
to an existing visual lifelog one. Finally, another output from this research is the suggestion
that visual object detection from lifelogs could be seamlessly used in other tasks on visual
lifelogging.
Source code can be found at https://github.com/tengerye.
Chapter 1
Introduction
Humans have always had a desire to log and record their life experience. The phenomenon
could be traced back as early as prehistory period when our ancestors created cave paintings
to convey their impression and understanding of their surroundings. After written language
becomes widespread, the diary became a common way for people to document everyday
life and their personal emotion and analysis. In modern society, social networks take over,
not only because of convenience, but also because of the social interaction functionality.
The recent advances in digital technologies mean that it is now becoming possible to au-
tomatically log (record) much of life experience, whether for personal (diary) use or as a
source of data for social sharing. This automatic logging of life activity is called lifelogging
and is the focus of this research.
Lifelogging is the ambient, digital capture of several possible data sources which log
the ordinary day to day activities of a person in daily life [62]. The person that performs
lifelogging is referred as lifelogger and the outcome of lifelogging are data archives called
lifelogs. Depending on the means of data collection, lifelogs could be in the form of nu-
merical data, multimedia data, documents; most sources of digital data about the individual
could be included. Visual data, in the form of images or videos, is one of the most im-
portant data streams. When the visual signal is the only one recorded, it is referred to as
visual lifelogging [15] and most of this research is based on the idea that visual lifelogging
will produce vast archives of visual data that needs to be processed and enriched in order to
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support higher-level access. In this work, we distinguish between images or videos that are
captured automatically by lifelogging devices (e.g., wearable cameras) which we refer to as
visual lifelogs and images or video that are captured from non-wearable devices, which we
call visual non-lifelogs.
Apparently, not all visual non-lifelogs data is beneficial to learning tasks on visual
lifelog data. For example, medical images or satellite images are unlikely useful for recog-
nizing objects from lifelog images. The visual non-lifelog data in the rest of the thesis is the
data that is helpful by default. Therefore, I created a useful visual non-lifelog dataset which
is detailed in Appendix A. This terminology will be used throughout this dissertation.
The last several centuries have seen an unprecedented explosion in the vision capture
development, including devices that collect visual lifelog data. The visual lifelog data, in
the form of images or videos, receives much welcome and attention for its expressiveness.
People could generate digital diaries automatically by segmenting visual lifelog streams into
events [115]. Such visual lifelog data is also used for the study of social interaction [41]
and analyzing attention patterns [103].
The development of computer vision could greatly help the visual lifelogging, since it
provides a means to extract semantic value from the visual data. Computer vision deals
with how computers can be made to achieve high-level understanding from digital images
or videos. From the aspect of engineering, it seeks to automate tasks that the human visual
system can do [5]. Recent progress reports that attributes such as hand appearance, object
attributes, local hand motion and camera ego-motion are important for characterizing the
real-world actions of lifelogger [81, 99].
Visual object detection, finding and localizing objects from an image, on visual lifelogs
is a promising research topic and is a necessary building-block for many other lifelog stud-
ies. For example, content-based lifelog image retrieval [79] needs to know what objects are
in the lifelog images and uses the objects as the vocabulary for images. Another example
is scene understanding [20], which also needs the information of the content of the lifelog
images. The scene understanding labels the scene type based on the kinds of objects in
the images and the conditional probability of the objects and the scenes. The object detec-
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tion is well-defined and is well-studied in the long history of computer vision [51, 97, 117],
however, there are not enough studies [16] of the object detection on the lifelog images.
1.1 Motivation
From its beginning, lifelog research was held back by two types of handicaps [8,19]: hard-
ware and software. Visual lifelogging is not an exception. Because visual lifelog data
unavoidably takes tremendous space, massive storage has to be small enough to carry and
cheap to purchase. Batteries are expected to enable digital cameras never stop taking photos
or even videos and can run all day. The more sensors the lifelog devices have, the better
they will be. Fortunately, the continuous development of electronics has relieved the prob-
lem of hardware. Some lifelog devices, such as Autographer wearable cameras and Google
Glass, can capture images continuously for hours (reference Section 2.1.2 for more details).
It seems we get closer to the total capture—capture everything we do and see [106].
However, in reality, modern people are suffering from information explosion. Collect-
ing huge amounts of personal data — even large numbers of pictures — simply creates a
problem instead of solving one.
On the one hand, people have limited inspiration to practice lifelogging if they can’t
see much benefit from it (reference more details in Section 2.2.1). For example, lifelog
researchers hope that lifelogging could help people monitor their health (like weight, blood
pressure, etc.), hence people would improve their health by more frequent exercising. But
how can you expect people, who find it hard to exercise for their health, to collect data? It
takes great effort to collect so much data, to analyze it, to maintain and curate it.
Another obvious obstacle rises from the great concern for privacy. Not too many lifel-
oggers are willing to share their lifelog images, even if those who are willing to do so, they
share only a subset of their images. Therefore, the amount of lifelog data accessible for
research purposes is much less than that has been collected, which will be explained later
why it is a serious problem for further analysis. Bystanders, who are not lifeloggers, may
be worried the lifeloggers also may violate the privacy of bystanders when they visually
17
record their surroundings [127], which further poses challenges for scholarly research.
Just as the hardware of lifelogging (e.g., cameras, storage) depends on the develop-
ments in the field of electronics engineering, the software of lifelogging (e.g., visual content
automatically understanding, GPS trajectories analysis) depends on the advancement of ar-
tificial intelligence. In recent years, we witness the fast improvement of machine learning,
especially in the field of deep learning. Its success benefits from a series of factors, such as
effective training approaches, a large number of hyper-parameters, and a necessary context
— the birth of big data. A famous milestone of deep learning is the deep convolutional
neural network [71], which reported considerably better results for object recognition than
the previous state-of-the-art on ImageNet. The ImageNet (2016 version), one of the biggest
visual non-lifelog dataset, with 22 thousand categories and 14 million images. It describes
each category by an average of 650 images collected from the Internet and verified by mul-
tiple humans [34].
Another important reason for the success of deep learning is big data. Predictive error
has two components, and while more powerful learners reduce one (bias) they increase the
other (variance) [37]. Machine learning models with more hyper-parameters have a better
chance to challenge the problems with larger feature spaces, but they need more data at
the same time. The tasks with large feature spaces but with small amounts of training data
poses a big challenge [14, 38]. Smaller training set provides less information. Decreasing
the size of the data set increases the over-fitting problem.
Due to the free motion of the camera and the passive acquisition of lifelogging data,
objects in the lifelog images mostly fluctuate and their appearance may vary broadly. The
freedom of positions and shapes make the tasks in visual lifelogging more difficult than
for visual non-lifelog data because the visual lifelog has larger feature space (reference a
similar study case of digit recognition, as the first example in Chapter 12 of [14]). Moreover,
the occurrences of objects in lifelog images have much higher variance than that of non-
lifelog images in most datasets, e.g., ImageNet. The objects of non-lifelog image databases
usually have the close frequency for each kind for better training, but the frequency of
lifelog images depends on real-life collecting. We can conclude that for some objects in
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lifelog images, their available training examples are small.
Therefore, current state-of-the-art tasks of objects in lifelog images have a lot of restric-
tions. Some work constrains the desired objects to be within specific positions (for example,
objects on the hand [99]); others need extra manual effort to aid their tasks (for example,
manually select object candidates [16]).
1.2 Aim and Scope
Given the abundant visual non-lifelog data, such as ImageNet, in this research we pose the
question; is it possible to transfer prior knowledge from sufficient visual non-lifelog data
to insufficient visual lifelog data? As mentioned in above, the lifelog images have larger
feature space than non-lifelog images. While in the meantime, because for some objects,
we see them much less than other objects, there are not as many training examples as the
former ones. It is intuitive to explore the ways to transfer the knowledge from non-lifelog
images to lifelog images.
Inspired by the fact that human intelligence has the ability to store knowledge obtained
while solving a task and applying it to a different yet similar problem. For example, the
human can recognize a new object by reading its linguistic description without seeing the
object in real life beforehand. The thesis set its paramount aim as enhancing the visual
object detection from lifelog data with the help of sufficient volumes of visual non-lifelog
data.
Limits to the research are noted from the start. The thesis does not suggest a panacea
that could apply to all tasks of visual lifelogging. Instead, the thesis explores the solution to
challenges that are caused by a deficiency in the volume of visual lifelog data and the task
focuses on visual object detection of lifelogs because the task is well-defined and could be
investigated using state-of-the-art approaches.
The following three research questions intend to display the checkpoints of the the-
sis and corresponding answers are cornerstones of the thesis. Each of them forms a core
chapter:
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Research Question 1. What is the relation between visual non-lifelog data and visual
lifelog data for machines?
The research question (corresponding to Chapter 3) starts the study. There are three
potential answers to the research questions: they are totally different, which means visual
non-lifelogs can not help visual lifelogs; they are identical from the perspective of the ma-
chine, which means no extra effort is required to supplement visual lifelog using visual
non-lifelog; they are similar to some extent, and knowledge from visual non-lifelog could
help tasks on visual lifelog. Whatever the answer to the research question is, it will create
new knowledge in the field of visual lifelog.
Intuitively, we may guess visual lifelog and visual non-lifelog are similar. But that is far
from enough. We need rational analysis to show the similarity comes from some obvious
reasons and it is not accidental. Furthermore, experiments are necessary to support the
intuition and validate the analysis.
Research Question 2. How could we transfer useful knowledge from visual non-lifelogs to
help tasks on visual lifelogs?
As mentioned above, the question (corresponding to chapter 4) depends on the answer
of Research Question 1. Not until we confirm the visual lifelogs and visual non-lifelogs
are similar but not identical, we can set off to explore this research question. There-
fore, Research Question 2 actually seeks for a solution or a strategy that could transfer
the knowledge from visual non-lifelog to visual lifelog, namely, machine learning mod-
els could jointly be trained on the visual non-lifelog and performs equally well on visual
lifelog.
This research question aims to explore an effective transfer learning algorithm for the
object detection task on visual lifelogs. An expected challenge is that the non-lifelog image
typically contains exactly one pre-defined object while the lifelog image contains arbitrary
objects. The lifelog images can not be used directly for the object recognition. In this
sense, we can crop objects from the lifelog images and explore the research question in
the task of the object detection. Experiments are expected to show the effectiveness of the
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corresponding transfer learning algorithm.
Research Question 3. How could we convert the object recognition task to the object
detection for the lifelog images?
This research question follows the success of the Research Question 2. If there is no
effective way to transfer the knowledge from the objects of the visual non-lifelog to the
objects of the visual non-lifelog, it is infeasible to address the object detection task of lifelog
images. The challenge of the Research Question 3 is that most current transfer learning
aims at the object recognition task. Analysis and experiments are required to show the
effectiveness. This work is discussed in Chapter 5.
1.3 Contributions
There are four proposed contributions of the thesis. One intended outcome of the study, on
an impacting theoretical level of lifelog research, is to identify the relation between visual
non-lifelogs and visual lifelogs from the perspective of computer vision. On a practical
level, a second intended outcome of the study is to demonstrate how to apply domain adap-
tation to enhance learning on visual lifelogs by transferring knowledge from visual non-
lifelog. Specifically, the thesis focuses on the model of the convolutional neural networks.
Further, although the non-lifelog images are widely available, there is no ad-hoc dataset of
visual non-lifelog. A third contribute is the release of the corresponding visual non-lifelog
dataset which corresponds to a visual lifelog one (EDUB). Finally, a further concern in the
research is the result of visual object detection of lifelog could be seamlessly used in other
tasks on visual lifelog.
1.4 Overview of Thesis
This thesis consists of five more chapters, the middle three (Chapters 3 to 5) of which are
the main body of the work.
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Background (Chapter 2)
Chapter 2 situates the current study in the related literature of lifelogging. This includes
a critical review of the historical context of lifelog research, the up-to-date situation of
visual lifelog research, and current practice of visual object detection of lifelog research.
Chapter 2 argues for the need of research on small examples of lifelog data and the signif-
icant challenge of visual object detection of lifelog. Based on that, the most pressing gaps
in the literature are identified and research questions are posed accordingly. To my best
knowledge, Chapter 2 is the first literature review of lifelog research from the perspective
of artificial intelligence.
Visual Lifelogs are on Different Domain from Visual Non-lifelogs (Chapter 3)
Chapter 3 is the entrance of the whole study and is fundamental for the next two chapters
(Chapter 4 and Chapter 5). It proposes two hypotheses that visual non-lifelogs and visual
lifelogs are of different domains. The chapter further reviews the deep convolutional neural
networks and training tricks for the sake of repeatable implementation. It performs three
experiments to underpin its proposals: trains model on the lifelog images and test on the
lifelog images; trains model on the non-lifelog images and test on the non-lifelog images;
and trains the model on the non-lifelog and evaluates on the lifelog data. Along with the
experiments, Chapter 3 also releases a dataset of non-lifelog images as a contribution.
Enhancing Visual Lifelogs for Object Recognition with Visual Non-lifelogs
(Chapter 4)
Based on the findings in Chapter 3, Chapter 4 starts with the rigorous definition of the
problem and deals with applying domain adaptation to enhance visual lifelogs by transfer-
ring knowledge from visual non-lifelogs. This chapter recaps the research field of domain
adaptation and analyzes how the domain-adversarial training of deep convolutional neural
network could work on visual object recognition task. The experiments display the effec-
tiveness of the proposed approach. Both Chapter 3 and Chapter 4 focus on the task of object
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recognition.
Object Detection in Visual Lifelogs (Chapter 5)
This chapter aims to employ the results from the object recognition task (from above two
chapters, Chapter 3 and Chapter 4) and applies it to the object detection task. Object detec-
tion usually comprises of two parts: the region proposal and the object recognition. This
chapter has to either prove the region proposal will not affect the transfer learning or adjust
the region proposal. Overall performance (from original lifelog images to object regions)
will also be shown in the experiments. Potential extensions to other lifelogging tasks are
discussed in the chapter.
Conclusion (Chapter 6)
Finally, Chapter 6 contains the conclusions and reflective evaluation of the study and sug-
gests a future research agenda.
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Chapter 2
Background to Lifelogging
In this chapter, we turn to a more exhaustive background study of lifelogging. Firstly, the
history of work in the area of lifelogging will be outlined and summarised. This is presented
as a series of three “ages” for research and development in lifelogging, covering digitization,
the emergence of a variety of applications, and the current interest in mining and using data
derived from lifelogs. The second topic covered in the chapter is the introduction and
discussion of several important related research topics. Finally, the third contribution of the
chapter is a review of related challenges and research developments.
2.1 History of Lifelog Research
Based on the popularity of different research topics, I believe the history of lifelog research
can be categorized into roughly three ages namely the early vision and device improvement,
the emergence of lifelog applications and finally the resurgence of interest in data mining
on lifelog data.
Before we examine each of these three “ages” in turn, we first look at how lifelogging
and diary recording became “digital lifelogging”.
24
2.1.1 From Life-log to Digital Lifelogs
The term lifelog is literally based on the combination of “life” and “log”, a form of com-
pound or portmanteau which naturally refers to logging or recording of everyday life. In
my opinion, humans have always had a natural inclination to record what is happening in
their lives. The phenomenon can be traced back as early as to cave paintings. Cave paint-
ings (also known as “parietal art”) are painted drawings on cave walls or ceilings, mainly
of prehistoric origin, created some 40,000 years ago in both Asia and Europe. One guess
from scholars in this field is that the cave paintings carry the records of knowledge about
animals and the everyday lives of ancient people.
The original cave painting was ultimately replaced by the diary when written languages
were invented and became accessible to many people. A diary is a record (handwritten or
digital) arranged by date reporting on what has happened over the course of a day, which
may include a person’s experiences, thoughts or feelings. It is my belief that writing a
diary as a regular activity became a popular activity or pastime for many people, creating a
personalized archive which could be used for reflection or other purposes.
With advances in digital technology, the form of lifelogging or the creation of personal
diaries has changed. Social media and social networking services (e.g., Facebook) now
provide multiple ways of digital lifelogging, though normally people do not share details
of many everyday experiences by posting on Facebook1 or tweeting on Twitter2. Instead,
people post or tweet about their more unusual or self-enhancing experiences. Blogging or
Vlogging is a type of on-line based recording of experiences/memories where the record-
ings of everyday activities are intended for sharing and reliving. While the traditional diary
has typically been private and intended just for the use of its author for personal reflection,
blogging is the opposite in that the blog or diary equivalent is usually open to the pub-
lic and the primary purpose is for sharing ones experiences, feelings, opinions, comments,
etc [118]. More recently the idea of an automated digital diary based on lifelogging has
been proposed [95].
1https://www.facebook.com
2https://twitter.com
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So as we can see, the lifelog is a broad and adaptive concept which is not new and
reflects the nature of human beings’ desire to capture, record, and share our everyday expe-
riences.
The idea of electronic lifelogging was first proposed by Vannevar Bush in his paper
“As we may think” [19], proposing that digital devices and technology could be employed
to record life experiences. Since then, the term “lifelog” has gradually expanded to refer
to a diverse range of technologies including capture [13], processing [96], storage and re-
trieval [3], summarisation [55], and so on. The term “lifelog” now commonly refers to a
digital lifelog by default.
Figure 2.1: Number of lifelog related publications in the Web of Science, per year.
Figure 2.1 shows the number of lifelog related peer-reviewed publications filtered by
the subject of computer science and recorded in the Web of Science, per year up to the
present date. The red line indicates the number of articles retrieved based on a search using
keywords “lifelogging” or “lifelog”, while the green line indicates the number of articles
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based on using “egocentric” or “first-person”. Because we limit the search to papers in the
subject area of computer science, the keywords from the latter search are closer to computer
vision (which is called visual lifelogging in the thesis), and in particular about egocentric
or first-person (computer) vision. The publication and interest trends for lifelogs and visual
lifelogs are similar to an increasing number of publications appearing that are related to
lifelogging. Moreover, the increasing interest in first person video analysis [13] and in
articles based on using photos or video cameras as a source of imagery [15] are similar to
that in figure 2.1.
Lifelogging has witnessed three different ages of lifelog since Vannevar Bush’s mile-
stone paper more than 70 years ago. The following three ages of lifelog research (including
visual lifelog) have no clear boundary but are each triggered by some important papers.
This chapter has no intention to cover all of the literature, but provides a summary and
comments for better understanding the developments and latent motivations for each age.
2.1.2 First Age: Early Vision and Device Improvement
Vannevar Bush, in 1945, imagined a device called “memex” in which we could potentially
store an individual’s lifetime media consumption, including all of his or her books read,
records captured, and communications with others such as letters [19]. Bush’s work was
innovative and important, but even during that time, it was realized that the most important
aspect of lifelogging is how to make the first step and make a lifelog device to collect data.
One of the key challenges to lifelogging today is how to miniaturize devices that are
used to capture everyday activities, which usually means miniaturizing wearable comput-
ing devices. This has required the development of specialized hardware used to enhance
the contents of the lifelog. Steve Mann, as a famous example, developed wearable head-
mounted displays, cameras, and wireless communications, which enable computer-assisted
forms of interaction in ordinary everyday situations in 1997 [82]. Subsequent to that work,
Kiyoharu Aizawa noticed that some widely available computing devices, like TVs, phones
or glass-type wearable CCD cameras, could be used for capturing and even accessing a
lifelog [4].
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Steve Mann [82], as one of the most famous early pioneers, was the first to develop
customised lifelogging and ubiquitous computing hardware, which he called EyeTap3. This
EyeTap enables interaction for lifeloggers by allowing ”the user’s eye to operate as both a
monitor and a camera as the EyeTap intakes the world around it and augments the image
the user sees.” Despite its innovation, Eyetap is not produced or available to purchase. The
GoPro4 is a type of action cameras and it is available on the market since 2005. The camera
can be used in various hostile environmental conditions, even in deep water. The SenseCam
(2005) is another wearable camera designed to capture a digital record of the lifelogger’s
life, by recording a series of images and a log of sensor data [59]. It was introduced to
the market after 2007. It is a wearable digital camera that is designed to take photographs
passively, without user’s intervention, while it is being worn around the neck5. A similar
device, the Autographer6 based on the principles from the SenseCam, is also a hands-free,
wearable digital camera, which also embeds multiple sensors to record activities. More
recently, Google Glass7, designed in the shape of a pair of eyeglasses, even provides a
platform for developers to change its facility of interaction with the wearer [127]. The
Google Glass has a similar goal to the EyeTap but was openly sold in the market.
Figure 2.2 shows a range of currently available commercial wearable cameras, most of
them with embedded sensors. Such devices can be grouped into three categories [13]:
• Smart Glasses: These have several sensors, their own processing capabilities, and a
heads-up display screen, making them ideal to develop real-time applications and to
improve the interaction between the user and its device. In addition, smart glasses
are nowadays seen as the starting point for an augmented reality system. The survey
published in [13] is of the view that it is difficult to make such products mature, but
the reality is proving this assertion wrong. An example of a wearable Smart Glass is
Google Glass (shown in figure 2.2d).
3https://en.wikipedia.org/wiki/EyeTap#cite_note-19
4https://gopro.com/
5http://research.microsoft.com/en-us/um/cambridge/projects/sensecam/
default.htm
6http://autographer.com/
7https://en.wikipedia.org/wiki/Google_Glass
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(a) GoPro (2005), image is from Official website of
GoPro.
(b) Autographer (2013), image is from a blog about
Autographer.
(c) Narrative (2013), image is from Official website
of Narrative.
(d) Google Glass (2013), image is from Wikipedia
of Google Glass.
Figure 2.2: Four examples of wearable cameras available on the market today and shown
chronologically: GoPro, Autographer, Narrative, and Google Glass. The sources of the
images are given in the captions.
• Lifelogging Cameras: Wearable cameras have been available for over a decade since
the release of the original Microsoft SenseCam, which was a small wearable camera
with a wide-angle (fish-eye) lens which captured images from the viewpoint of the
wearer at VGA resolution in an automated manner at a number per minute. There
have been a number of wearable cameras brought to market since then (e.g. OMG
Autographer and Narrative Clip) which operate on the same basic principle.
• Action Cameras: These wearable cameras are popular among sportsmen and among
lifeloggers. The lifelogging research community has been using them as a capture de-
vice to develop methods and algorithms, while expecting the commercial availability
of the smart glass in future years. Anecdotally, more people prefer smart glasses to
action cameras even though action cameras are becoming cheaper and are starting to
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exhibit their own (albeit still somewhat limited) processing capabilities. An example
of an Action Camera is the GoPro (shown in figure 2.2a).
• Eye Trackers: Wearable eye trackers have been successfully applied to analyze con-
sumer behaviors in commercial environments [56] and [13]. Prototype eye track-
ers are available mainly for research purposes and in the form of spectacles or eye
glasses, where multiple applications have been proposed in conjunction with first-
person video. Although they are potentially useful, they are too expensive to be
popular. Moreover, detecting where the users’ eye is directed is not an easy job.
In addition to wearable cameras as a source for lifelogs, there are also cases where
surveillance cameras (a.k.a. CCTV) are used to record activities taking place at a specific
place. This creates a third-person perspective on the events taking place instead of the
first-person perspective we get from a wearable camera. CCTV is widely used in a variety
of conditions, including crime prevention, traffic monitoring, and sports events, though it
is also used for applications like ambient monitoring of homes especially for the elder in
order to detect falls or other emergency situations [45], and so it does form a class of (visual)
lifelogging device, though not wearable.
Figure 2.3 lists different kinds of sensors used in some commercial wearable lifelogging
devices [13]. The capability of these devices decreases in the figure from top to bottom.
Since the capture and devices are not the focus of the thesis, we will not examine them
in a lot of detail. However, readers could reference the Section 2.1 of a thesis [62] for more
details of the development of lifelogging devices.
Without data, it is infeasible to study lifelog research. At the present time, with new data
sources (sensors) and opportunities for large-scale data storage and processing, researchers
are addressing challenges which were previously held back because of the devices. This
brings us to the point of this work, the urgent problem of making lifelog data suseful.
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Figure 2.3: Commercial Approaches to Wearable Devices with First Person View Video
Recording Capabilities [13].
2.1.3 Second Age: Lifelog Applications and Human-Computer Interaction
Very little attention from the research community had been paid to how to use lifelogs to
improve or impact on people’s lives, e.g., aiding memory for an aging population [22] or
allowing a review of one’s own life for reminiscence as in MyLifeBits [49], which fulfilled
the Memex vision until years ago. In 2010, Sellen and Whittaker proposed a viewpoint
that research into lifelog systems should focus on an explicit description of their potential
value for users instead of the focus being on the technology behind lifelogging [106]. With
this perspective, they advocate “the five Rs” for lifelogging — recollecting, reminiscing,
retrieving, reflecting and remembering intentions.
The work by Sellen and Whittaker [106] triggered a chain of subsequent research. To
better understand how and why different types of lifelog system could aid memory, one
piece of work [69] extended lifelogging to include location information. In this work,
streams of lifelog images with geographic data were augmented to examine how differ-
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ent types of data (e.g., visual, location) might affect memory. It turned out that visual
cues promote detailed memories (akin to recollection), while location information allows
participants to reconstruct habits in their behavior.
Some very recent similar research investigated the incorporation of lifelogging tech-
nology into a therapeutic approach aimed to support people with dementia by using the
Case Study method, an exploratory and descriptive approach. This research offers several
suggestions from an individual person’s visual lifelog as part of a form of Reminiscence
Therapy. On a weekly basis, subjects with early-stage dementia can review selected images
from their own personal lifelog, and these images are used as a trigger for reminiscence
and dialogue of recent events. This seems to be one of the most useful applications of
lifelogging technology for use with people with dementia [92].
Another study [95] introduced a lifelogging system which received several sensors’ data
collected through detecting contexts, segmenting events, generating narratives and repre-
senting results to users. During analysis of multimodal lifelog data, this study revealed that
events could be effectively segmented by detecting the changes in sensor data. A meaning-
ful textual narrative that accurately represents an event can be generated automatically and
different access devices can benefit from different representations of lifelog data.
Because lifelog data amasses quickly, addressing the problem of how to manage a vast
collection of personal data (especially images) [36] has been broken into four steps: iden-
tifying distinct events, retrieving similar events from a given event, ranking those events
based on their importance, and augmenting images with higher quality from the Internet.
An effort by Caprani [21] explores the importance of technology to aid social connection,
the interest of the elder in learning to use computers, the practical difficulty of household
devices, and a general understanding of the devices for underpinning daily tasks and fre-
quently use.
In the second age, lifelog research received attention from the discipline of human-
computer interaction (HCI). From the insight of everyday recording devices, a paper [84]
studied recording technologies focusing on those situations in which people might or might
not know whether such recording exists. This work [84] contributes lifelogging by not only
32
evaluating grounded reactions to current technologies but also using these responses to per-
form research and design considerations for new technologies. Another paper [29] argues
that fixed infrastructure cameras like the CCTV mentioned earlier in sub-section 2.1.2, can
be a useful source for lifelog capture which offers a complementary or alternative approach
to existing wearable devices. Notably, such an approach can allow a fully-descriptive third-
person view of human experiences rather than the more restricted first-person views.
2.1.4 Third Age: The Resurgence of Data Mining
During the second age of lifelog research, a series of publications contributed feedback,
suggestions, and insights into lifelog applications and products.
This brief discussion of the third age of lifelog research will highlight three different
aspects: non-sequential data mining, sequential data mining, and computer vision.
A necessary step in interpreting lifelogs is to perform some forms of semantic enrich-
ment. To perform semantic interpretation of events in lifelog, a thesis [118] and some
subsequent publications analyze the data based on segmenting each day’s lifelog data into
discrete and non-overlapping events corresponding to activities in the wearer’s life. It ad-
dressed the problem of methods to select semantic concepts for indexing and representing
events and proposed a semantic, density-based algorithm to cope with concept selection
issues for lifelog data. Activity detection is also applied to classify everyday activities by
employing the selected concepts as high-level semantic features. In the end, the activity
from the lifelog is modeled by multi-context representations and enriched by semantic web
technologies. With such semantic representation of lifelogs, this opens the possibility to
mine the semantic representations for patterns, highlights, summaries, etc. The most recent
advance in the automatic content analysis of visual lifelog data employs a training-free al-
gorithm for enhancing semantic indexing of visual media based solely on concept detection
results. In this work, an initial assignment of concepts with probabilities, is made to lifelog
images and then these are collectively refined and improved based on statistical distribu-
tion of image concepts across the lifelog, making the refinement of initial concept detection
based on semantic enhancement, practical and flexible [120].
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Focusing on mining information from longitudinal lifelog data instead of concentrating
on lifelog data over a short period of time, another recent Ph.D. thesis [62] studied the
detection of periodicity or regularly repeating patterns in lifelog data, and the corresponding
applications for detection of such periodicities. This work is the first in lifelog research that
discovers and identifies periodicity in lifelog data. In addition, the work further proposed
several metrics to capture periodicity intensity [63] which represents part of the frontier in
current lifelog research.
Another important piece of work [70] presented a complete computational framework
for discovering human actions and modeling human activities from videos, to enable intel-
ligent computer systems to effectively recognize human activities. This was the first work
that robustly recognized overlapped human activities using a syntactic framework. It con-
tributed a bimodal learning approach that used both motion and visual context without the
use of prior scene knowledge, whereas previous work used only motion or relied on a priori
knowledge of the appearance of objects or actors. It also created a new unsupervised algo-
rithm for learning syntactic structure from data with a lot of noise (potentially all negative
examples), whereas previous work on grammatical induction used a training set of positive
examples.
The mining of useful information from lifelog data initially occurred a long time ago,
but for most of this work, data mining operates on the lifelogs of others and the useful in-
formation is not generally made available in an advantageous way, to the originator of the
lifelog. There are many such examples, including accelerometer data, used to recognize ac-
tivity [96] and [78]; visual lifelog or egocentric data, used to recognize handled objects [99],
etc. Up to the year 2017, many of the most important lifelogging device manufacturers have
stopped selling lifelog products including Autographer (2013-2016), Google Glass8 (2013-
2015). In addition, GoPro is reported to be struggling over its camera business9.
One possible explanation for the apparent downturn in interest in the manufacture of
lifelog devices is that people can not yet effectively process and then take benefit from their
8Although Google Glass has received a lot of negative press, it is worth noting that Google Glass version
2 has been released to market with a focus on industrial and assistive applications, rather than as a wearable
technology for widespread market adaption.
9www.theverge.com/2016/11/30/13792014/go-pro-job-cuts-restructuring-november-2016
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own lifelog data as expected, due to the currently available techniques. The hype cycle10 is
a well-known phenomenon in the development and uptake of many kinds of technologies
and provides a potential approach to explain the concession. According to the Gartner hype
cycle, a technology’s life cycle can be divided into 5 phases: technology trigger, the peak of
inflated expectations, the trough of disillusionment, the slope of enlightenment, and plateau
of productivity. If the hype cycle is applied to the development of lifelogging devices, one
opinion is that the devices can be said to be in the trough of disillusionment phase currently,
but we can expect it to emerge with a defined set of hardware and services with beneficial
use-cases.
2.2 Three Important Research Topics
The previous sections of this chapter reviewed the history of lifelogging based on time,
but there are some topics that are explored and investigated but under other larger research
fields. Regardless of whether they are mentioned in the previous section (Section 2.1),
this section will discuss important research topics in lifelog data capture, lifelog content
retrieval, and visual lifelog analysis.
2.2.1 Lifelog Data Capture
Lifelogging cameras were discussed in detail in Section 2.1. Here we will investigate other
aspects of capture, including non-camera based data collection, annotation, the difficulties
that lifelog wearers encounter and ethical issues.
The capture of a lifelog (a.k.a., data collection or acquisition) has different features ac-
cording to the specific device and the task. Wearable devices for lifelogging, like the Google
glasses with a camera, are usually designed to be free from other sensors considering their
weights. As a comparison, a common non-camera based collector of lifelog data is the
smartphone [95]. The mobile smartphone has not been regarded as a collector of images or
videos for lifelogs because wearers need to hold the phone to take a picture or video, or to
10http://www.gartner.com/newsroom/id/3412017
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wear it all the time. However, the smartphone is ideal as a device to collect data from its
other on-board sensors like GPS, light meter, compass or accelerometer. This makes it a
perfect complement to wearable lifelog cameras.
There are two ways to capture a lifelog for research purposes. The first is passively per-
forming lifelog activities (an example is [109]), where a researcher supervises and observes
the participant during the set of activities and this corresponds to the data collecting process
where the researcher annotates while observing. This is only useful in lab-type settings or
other controlled environments where the aim is not to do ambient lifelogging of a subject
in ordinary settings. The second way is to use manual annotation protocols on automati-
cally collected data, such as [62]. In this approach, a vocabulary of labels for annotation is
created in advance. Then the subject could subsequently look over their data, perform the
data annotation process using an annotation tool, and annotate the meta-data based on the
controlled vocabulary. The second way of capture is easier and more popular (examples are
[16], [68] and [107]).
Digital lifelogging is greatly beneficial for some situations (e.g., diabetics who need to
know their recent activities and their blood sugar levels, so lifelogging and health tracking
may be an important aspect of health and wellness for some), which reflects the popular-
ity of the quantified-self movement [85], but this is still the domain of the interested few
and early-adapters. In some cases,lifeloggers and enthusiasts have stopped tracking alto-
gether. Take for example Chris Anderson, who recently found his many-years self-tracking
as pointless and stopped it in 201611. One of the reasons for this is that using current data
mining techniques it is hard to extract something important from a lifelog which cannot
be done in a simpler way. Other possible reasons could be that lifelogging takes the trou-
ble, even slightly, and both lifeloggers and bystanders can take lifelogging as a threat to
privacy11.
Lifeloggers stop lifelogging maybe because they think the reward not worth the effort.
At least, lifeloggers have to remember to charge, to carry, and to copy data from their
devices. However, not everyone may think it is necessary to record so much information
11https://www.technologyreview.com/s/601300/life-logging-is-dead-long-live-life-logging/
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from themselves (“If a device could capture every moment in life for your easy recall later,
would you want it to? There are plenty of things I’d rather forget.”12 by Rachel Metz,
2014).
The psychological burden from lifelogging is for both lifeloggers (“What one-eyed ***
** * ***** decided to measure everything anyway?”11 by Antonio Regalado, 2016) and
by-standers who are captured in the lifelog data [127]. Since the camera is quite noticeable
when worn, many by-standers may inquire about it, and some will try to remain out of view
from it once they learn that it is a camera taking pictures. For some lifeloggers there were
also some embarrassing situations in which other people felt uncomfortable to be standing
in front the lifelogger while they were wearing a SenseCam, and required the lifelogger
to turn it off, or even to delete the images that had recently been captured, containing the
person in question. For lifeloggers, they have to remember to carry the device, turn it on,
charge it and take data from the device.
Privacy is also an important issue in lifelogging, especially with visual lifelogging [64].
Privacy concerns involve both the lifeloggers and third parties,such as the by-standers. This
first point related to privacy is quite obvious as the behavior of the lifeloggers is recorded
digitally and can be replayed many times. If their data is leaked, information which they
may wish to keep private could be exposed to others. As for third party privacy, examples
of data that are relevant include emails, text messages or conversations between another
person and the lifelogger. Some of this information is only expected to be seen by the two
of them. Therefore, the leaking of lifelog data, or if the lifelog data was given to others,
would violate the privacy of others also [127].
Lifelog technology could also reduce the privacy of people besides the lifelogger. Re-
ductions of privacy caused by active lifeloggers to others have distinctive importance. The
lifelogger could have decided autonomously that, despite the negative consequences of us-
ing lifelogs, recording information was in his best interests. A non-lifelogger may not have
chosen to have his privacy reduced (or may not have had a choice at all) and, therefore,
reductions of his privacy are unlikely to be the result of an autonomous decision by him. If
12https://www.technologyreview.com/s/528076/my-life-logged/
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the choice to lifelog and reduce one’s privacy are the result of an autonomous choice, then
respect for autonomy can become a prima facie principle in favor of lifelogging. In case the
reduction or violation of privacy was not the result of an autonomous choice, the principle
of respect for autonomy could become a prima facie principle against lifelogging [64].
As can be seen, there are a number of restrictive challenges that lifelogging faces, and
the work reported in this thesis is not meant to alleviate the effort needed for lifelogging,
but instead dedicates itself to leverage the values of lifelogging.
2.2.2 Context-based Lifelog Retrieval
Retrieving images from a large personal database allows us to browse, search or find images
of previously seen objects or places and thereby has the potential to solve a broad range of
problems in egocentric vision, including searching for elements (Have I seen this before?);
navigating (How often do I visit this place?); and understanding the environment (Where
am I right now?) [15]. In these cases, the situation is that a user wants to find desired scenes
efficiently from a potentially vast quantity of lifelog videos or images. The retrieval agent
provides a convenient interface for browsing and retrieving the lifelog images efficiently.
Of course, the retrieval agent has the general functions of a standard media player software,
for example, “play, stop, pause, fast-forward, and fast-rewind”.
Following these premises, a recent Ph.D. thesis [118] built a system for content-based
searching and browsing that starts by splitting the stored data into segments and extracting
three kinds of information: time and other relevant attributes; low visual features; and audio
features. Then, in the retrieval step, they applied time-based filtering by comparing the time
attributes of the images in the database with a query introduced by the user. A clustering
step then extracts a representative clip from each cluster; and finally, the user can provide
one or more query images for the system to refine the search based on visual features and
improve the query result.
With this work, several open issues remain: in many situations, it is difficult to recall
the time or location where a photo we are looking at was taken. Visual features are too
simple to capture real object shape and texture differences and furthermore, when we are
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using video then audio features are not captured by the majority of wearable lifelogging
devices. A more up-to-date extension of the work [119] proposes an activity classification
method for visual lifelogs based on Fisher kernels. It extracts discriminative embeddings
from Hidden Markov Models of occurrences of semantic concepts. By using the gradients
as features, the resulting classifiers can better distinguish different activities and from that
we can make inferences about human behavior. Work in [24] represented millions of ego-
centric images on a sparse graph. The authors represented each image as a node in the
graph, and added an edge between two nodes when they belonged to the same bag in a
Bag of Words (BoW) representation. Relying on this representation, they showed that lo-
cal density clustering is more suitable than global clustering methods, considering the high
redundancy that lifelogging data inherently possess. Other work [2] proposed to retrieve
novel scenes and actions with respect to a previously acquired egocentric dataset by using
a set of “alignment” sequences, and matching them with a new “query” sequence by using
dynamic time warping.
Additionally, experiences from multimedia retrieval [67,89]highlight the importance of
object detection to the successful provision of multimedia retrieval facilities. The relation
of multimedia retrieval and object detection will be further discussed in Section 3.3.
2.2.3 Visual Lifelog Data Discussion
Visual lifelog research (a.k.a., first-person [81] or egocentric [33] vision) studies common
tasks such as object recognition [98], object detection [16], or unique tasks such as activity
recognition [81], summarization [33] on images or videos [109] and [129] captured by
lifeloggers. As with all research on multimedia data analytics and retrieval, there is an
underlying necessity to ensure that appropriate and accessible data is employed. This sub-
section will briefly discuss visual lifelog data from three aspects: passive vs. active; first-
person vs. third person; and total capture vs. situation-specific capture. Afterwards, the
sub-section will detail the object related tasks of visual lifelog research.
• Passive vs. Active
Most current lifelogging activities involve passive, continuous, and non-intrusive cap-
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ture. This type of logging is usually carried out by using small-sized, wearable de-
vices attached to or carried by the lifelogger and software running on computing
devices. This is an example of passive capture, where the wearer does not need to
actively trigger data capture; it is automatic once the device is being worn. Actively
captured “lifelogs” can be traced back to diary keeping, in which people record their
experiences and thoughts through writing. In the current age, although many people
still write regular diaries, they are not the main forms of “active lifelog”. At present,
the prevalence of digital cameras, camcorders and micro blogs such as Twitter are
making the active form of lifelogging increasingly popular.
• First person vs. Third person
Lifelogs can be recorded or generated from the first-persons perspective, e.g. record-
ing what is in front of a persons view (assuming that the recording is what the person
sees) or what one hears, as a digital copy of the information one encounters in the
physical world. Third-person perspective recording captures scenes where the lifel-
ogger is present but not from their viewpoint. For example, this type of third per-
son lifelogging may include photos taken by others which include the lifelogger, or
CCTV recordings containing images of the lifelogger.
• Total capture vs. Situation-specific captures
Total capture lifelogging aims to digitally capture as many aspects of a persons life
as possible. In total capture lifelogs, multi-modal methods (e.g. a combination of
visual, audio, textual) are usually used to continually capture a rich digital trace of
life activities [55]. Situation-specific lifelogging captures only certain aspects or spe-
cific moments of a persons life. Examples include video recordings of meetings,
diet monitoring to record times when food or drink is consumed, sport or exercise
monitoring, and the monitoring of work or project progress in the office to improve
work efficiency. Situation-specific lifelogging is limited in scope compared to the to-
tal capture type, although people also try to make the capturing process as automatic
and complete as possible for these specific aspects or situations. In the context of this
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thesis, we use the term lifelogging to refer to the total-capture type of lifelogging.
Lifelogging thus refers to the activity of electronically capturing and storing every
possible piece of information that a person (lifelogger) has encountered during the
capturing period, and details of context as well as their experiences.
Before completing our coverage of the topic of lifelog data, we must mention NTCIR-
Lifelog 13, which is a core task of the NTCIR-13 conference [54]. This core task aims to im-
prove the state-of-the-art research in lifelogging as an application of information retrieval.
The methodology employed for the lifelog task at NTCIR-13 is based on the successfully
deployed methodology from NTCIR-12 and previous editions of this annual benchmarking
activity, which released initial datasets [53]. This benchmarking activity has most recently
created a large dataset of 90 days of multimodal lifelog data and has set a number of chal-
lenges (sub-tasks) for participants to participate in. These four sub-tasks are the lifelog se-
mantic access task [104] and [105], a lifelog event segmentation task, a lifelog insight gen-
eration task, and lifelog visual annotation task. Once the NTCIR-Lifelog task at NRCIR-13
is completed later in 2017, it will provide, for the first time, a sharable lifelog collection
with tasks and ground truth data, which will open up lifelog research to researchers who do
not have themselves, have direct access to lifelog data.
13ntcir-lifelog.computing.dcu.ie
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Chapter 3
Lifelogs: A New Domain for Visual
Image Processing
The chapter will introduce a range of techniques used to analyze and then index visual
lifelogs in terms of their semantic concepts appearing in the images. Before the hypotheses,
we examine the fundamental concepts of transfer learning and domain adaptation. They are
included in order to set out the problem of object discovery within a visual lifelog from the
perspective of machine learning where a model learned on one domain, is then transferred
to another domain (the lifelog domain). Afterwards, we will discuss the idea of indexing
images and videos by semantic “tags”, which is popular in major search services such as
Google and Facebook. The remainder of the chapter is devoted to proving the hypotheses
by analysis and experiment.
3.1 Background to Transfer Learning
Most research in machine learning, theoretical or empirical, assumes that models are trained
and tested using data drawn from the same feature space and the same distribution of fea-
tures. In many cases, however, we have a plentiful supply of labeled training data from
a source domain but we wish to perform the same or similar machine learning tasks (e.g.,
classification, regression) on a related domain — a target domain — with a different feature
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space or different distribution of features and with little or no labeled training data [91].
Cross-language text classification is an example of transfer learning from the natural
language processing [7, 94] area, and it refers to the challenges that address content-based
tasks (e.g., spam filtering, topic categorization, sentiment classification) on a language with
few training samples while the training examples on another language are sufficient. It is
widely acknowledged that collecting, annotating and maintaining corpus data is costly in
natural language processing [7] hence the motivation for trying to use transfer learning.
Computer vision has its own challenges of transfer learning [72, 121]. A real-world
application considered in [123], is an autonomous agriculture application that manages the
growth of grapes in a vineyard. Robots are developed to take images of the crop throughout
the growing season (generating example data) and the product is weighed at harvest at the
end of each season (generating labels), and the task is to predict yield for each vine. The
challenge introduced in [123] is that farmers would like to know their yield in advance so
they can make better decisions on selling the produce or nurturing its growth. Acquiring
training labels early in the season is very expensive because it requires a human to go out
and manually estimate the yield.
Transfer learning can be used to take a step forward in other popular machine learning
topics by simply alternating or augmenting some settings. Multi-task learning is a form of
transfer learning which tries to learn multiple different machine learning tasks simultane-
ously [6] while more conventional transfer learning techniques try to transfer knowledge
from one label space to another. An assumption made about the connection between the
source and the target domains is, for the same class label, the conditional distributions of
examples of that label are identical between the two domains. Note, however, that the label
distributions (the difference is referred as the class imbalance) of the two domains are not
guaranteed to be the same, though the domains are of the same label space [66].
A more widely studied and practically useful setting in this area is known as domain
adaptation. This assumes that the machine learning task is identical (i.e. the source domain
and the target domain share the same label space), or the features spaces of two domains are
the same, but the marginal probability distributions of observations of class label occurrence
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vary between the two domains [9, 91].
Among the two examples aforementioned to illustrate transfer learning, the example of
autonomous agriculture is a domain adaptation problem, because the task (estimating the
harvest) is the same and the feature space (the collection of images) is the same. Neverthe-
less, images of a vineyard taken during different seasons do look different because of the
presence of foliage (leaves) and grapes in summer, and the vines are bare in winter. In the
case of cross-language learning, it is not a domain adaptation problem in the perspective
of machine learning since different languages own a unique set of vocabulary items which
leads to different feature spaces. As an exception explicitly mentioned, domain adapta-
tion follows the above definition and perspective of machine learning and has priority for
terminology conflict1.
3.2 Hypotheses
The section of the thesis introduces two hypotheses. The first hypothesis asks why machine
learning algorithms for identifying within-image content tend to perform much worse on
lifelog images than on the non-lifelog images. This then motivates the second hypothesis
which states that transferring domain knowledge from non-lifelog images to lifelog images
can be considered as a domain adaptation task. Illustrations and arguments follow the two
hypotheses individually, and the experiments later in the chapter will support them.
Hypothesis 1. For an object recognition task, a visual lifelog desires more effective in-
formation (training data) than can be extracted from an image taken from the non-lifelog
domain.
Generally speaking, for machine learning applications, we can say that the more data we
have, the better. Intuitively, more data provides more information, providing more opportu-
nity for models to learn. A simple example is the law of large numbers from the statistics
field. According to the law, the average of the observers collected from a large number of
1In natural language processing, “domain adaptation” can be used as terminology for a cross-language
problem in the way that, sometimes, a language is mentioned as a “domain” in history.
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experiments should be near to the expected value and will tend to become closer as more
trials are performed. The statement also agrees on some common senses of machine learn-
ing, for example, a dumb algorithm with lots and lots of data beats a clever one with modest
amounts of it [38].
Theoretically, a visual lifelog needs much more effective information (training data)
than a visual collection from a non-lifelog domain, for the same model to reach similar
performance.
Note that lifelog images permit and support more tasks than a standard collection of
non-lifelog images. For example, in figure 3.1, the non-lifelog images are on the left column
and lifelog images on the right. Compared to the lifelog domain, there is no need for non-
lifelog images to be used to support many kinds of machine learning task except perhaps
object recognition (what is the object in the image?) while lifelog images could support
many more tasks, such as activity recognition (what was I doing?) or scene recognition
(where was I?). Because each task has a set of labels, therefore the label space for a visual
lifelog is more complex (bigger) than that for a collection of non-lifelog images.
The hypothesis 1 points out that a visual lifelog collection calls for more labeled data
than a non-lifelog visual collection. The current reality, however, is that a visual lifelog will
has less available labeled data. There are two reasons for this: lifelog images have limited
sources and the effective information contained within them is less. Capture of visual lifel-
ogs is currently only performed among a small sub-population of lifeloggers and is not that
convenient as discussed in Section 2.2.1. It is unlikely to be feasible for everyone to be a
lifelogger for three reasons: visual lifelog devices can be awkward to use (inconvenient);
not much valuable information can be extracted at present (techniques); visual lifelogging
records the surroundings of the wearer without the permission of others (privacy). Visual
lifelog capture risks more interference because the capture is usually performed during a
variety of activities, i.e., running, driving, etc. Moreover, because people can be stationary
while performing some tasks like attending meetings or driving, we can get hundreds of
lifelog images which may be similar or even identical when a simple activity lasts several
hours, like working. In this case, those images have the same information as each other.
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In the context of lifelog computer vision tasks, even if lifelog images have good quality,
cropping an object from a lifelog image is unsuitable for generating training data as it
is usually too small or similar to its background. For instance, the persons appearing in
figure 3.1d and figure 3.1b are barely distinguishable while figure 3.1a is an image taken
for a more natural case where the persons are clearer.
The first hypothesis (hypothesis 1) lays the challenge for the whole thesis. Following
this, we will focus on more specific tasks, namely object recognition and object detection.
Hypothesis 2. Visual lifelogs and visual non-lifelogs are essentially two separate domains.
Visual non-lifelogs can be regarded as a source domain while visual lifelogs can be regarded
as the target domain.
The first hypothesis (hypothesis 1), to some extent, also hints at the second hypothesis
(hypothesis 2), because if the visual lifelog and visual non-lifelog come from the same dis-
tribution, a machine learning algorithm should have similar performance on both of them.
However, according to Section 3.1, visual lifelogs and visual non-lifelogs could be consid-
ered as having different distributions because they are not sampled (collected) under the
same conditions. Moreover, any difference could be observed directly from the comparison
between lifelog images and non-lifelog images, such as in figure 3.1 and in the first figure
of [15]. Furthermore, affected by the environment’s interference and shortcomings of de-
vices, the lifelog images look distinct from non-lifelog images (as in figure 3.1), i.e., the
marginal distributions of images are different.
Since we admit that the visual lifelog domain has limited training examples (the target
domain) while the visual non-lifelog domain has an abundance of training examples (source
domain), then we want to exploit information from the sufficient source domain and apply
this in the target domain. Since the images can surely be used for the same task, the tasks
between the source domain and target domain are the same.
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(a) A non-lifelog example of a person. (b) A lifelog image contains person and lamp.
(c) A non-lifelog example of a lamp (d) A lifelog image contains car, person and lamp.
(e) A non-lifelog example of a car (f) A lifelog image contains car and lamp.
Figure 3.1: Comparison of visual non-lifelog (left column) and visual lifelog (right col-
umn). An obvious distinction is lifelog images have distortion because of various interfer-
ences. A lifelog image usually composes several objects, thus it is difficult to train models
directly on visual lifelog.
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3.3 Indexing Images By Semantic Concepts
This section studies the case of image indexing to explain the importance of object recog-
nition and manually labeled data. In this context, we will also introduce content-based
image retrieval and show the difference between manually labeling and automatic image
annotation as the basis for image retrieval.
3.3.1 Semantic Labels are Necessary for Image Retrieval
The invention of the digital camera and the ease with which digital photographs are taken,
stored and shared, has given ordinary people the opportunity to capture their world in pic-
tures, and to conveniently share them with others. One can today generate huge volumes
of images with content as diverse as family get-togethers and national park visits. Because
of low-cost storage and easy web hosting, the common people were a passive consumer of
photography in the past. However, they are current-day active producer nowadays.
It is almost impossible to reconstruct a perfect image solely from the literal description
of the image. But it may be easier to find such a picture by looking through the collection
and making unconscious “matches” with the one drawn by imagination, than to use literal
descriptions that fail to capture the very essence of perfection. However, in the real-world
image search, people expect to search desired images by literal keywords (description).
Manual indexing of text documents for retrieval which was the initial way that informa-
tion retrieval operated, is essentially where each book or text item in a library or a collec-
tion has been individually indexed or reviewed to determine its contents [12]. This is quite
different from image retrieval. In the very early pre-web days of text-based information re-
trieval, automatic indexing (or using algorithms/software to extract terms for indexing) has
been proposed to cope with the large volume of data existing in the digital world. Instead of
reading and understanding the content manually, automatic indexing extracts information
mainly via document purification (making decisions of what information to be indexed)
and term extraction (which terms to be used to represent documents). Some successful
vector space models, e.g., latent semantic analysis [32], benefit from the foundation of the
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term-document organization.
Information extraction in image indexing is much harder than in text document index-
ing. Text index construction usually adopts some linguistic pre-processing of tokens [83]:
tokenization, normalization, stemming, etc. The reason that the procedure is even more
difficult is the basic units of text documents are words (in English or some other language)
while basic units of images are pixels. Words on their own each provides simple semantic
information to represent the content of text documents while it is unlikely that pixels can
provide any direct semantic information.
A straightforward approach for content-based image retrieval is to assign some semantic
labels [31,89]. For example, if every image has labels of objects (the objects in the image),
it would then be rather easy to build a search engine with keywords or terms from an object
vocabulary.
Today, searchable image data exist with extremely diverse visual and semantic content,
spanning geographically disparate locations, and these are rapidly growing. Because of all
these factors, researchers have to consider innumerable possibilities for real-world image
search system. Despite the efforts made by image retrieval research, it is hardly believable
that we may create a universally acceptable algorithmic by characterizing human vision,
more specifically in the context of interpreting images. Owing the digital representation
of an image is an array of pixel values, it corresponds poorly to our visual sense, let alone
semantic understanding of the image.
There are two approaches to automatically or semi-automatically learning semantic
information from images: unsupervised and supervised (this terminology can be found
in [14]). Unsupervised approaches include clustering with similarity and zero-shot learn-
ing. The clustering approach [31] derives its idea from the fact that with a proper similarity
measure, images of the same content will be automatically clustered together. Zero-shot
learning, which is to classify instances of an unseen visual class, is based on the idea that
visual classes that have a similar look will have similar semantic meaning [108], e.g., dog
and cat, or will have similar attributes [74]. An inspiring example of the semi-supervised
approach is active learning [87]. Supervised learning is the biggest part of the visual recog-
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nition technologies, and it can be regarded as a classification task [14]. The area of the study
of classification as a research topic pre-dates even from the invention of the first computer.
For supervised learning of classes, one of the downsides is that manual labels are necessary,
and we will explore labeling in the next section.
3.3.2 Manually Labelling vs Automatic Image Annotation
It is notably that the term “automatic image annotation” has a different meaning for labeling
in the machine learning context. In machine learning, we usually use the word “prediction”
instead of “automatic annotation” while the latter one (“labeling”) is, by default, referring
to manually labeling of images. In this sense, the labels produced from automatic image
annotation cannot be used as ground truth labels because they will include errors and when
building on such annotation data which has errors, the subsequent predictions will surely
make further mistakes. Note that in this thesis, the term annotation can be considered as
labeling unless it appears in the term “automatic image annotation”. The reason is impor-
tant and repeated in data selection as we shall see in Appendix A. The difference could also
be recognized in online systems. Automatic image annotation systems currently available
include Google Photos2 and the Instagram Search Engine3. A famous example of labeling
system is LabelMe [102]. Labelling has now become a paid service on Amazon’s Mechan-
ical Turk [110].
Figure 3.2 illustrates the interfaces for two applications. Online content-based image
search engines have to index a lot of images. Such systems have to employ automatic image
annotation to extract information about images, nevertheless the information extracted is
not always absolutely correct. Labelling tools aim to provide reliable labels for supervised
learning, hence the labels have to be totally correct.
Manual labeling of some images is an important requirement in supervised learning
for automatic image annotation because performance results in terms of accuracy are ex-
pected to reach the levels of human judgment. Moreover, the more complex or more hyper-
2https://www.google.com/photos/about/
3https://mulpix.com/
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(a) Google Photos, an online content-based image search
engine with automatic image annotation. Source:
https://www.google.com/photos/about/
(b) LabelMe, an online manually labelling tool [102].
Figure 3.2: Online tools for content-based image search and manual labelling.
parameters a model for learning or classification has, the more annotation data it needs. A
very recent success in image annotation is the great improvement in accuracy brought about
by the use of deep learning in image recognition [71]. Though the use of the deep learning
network model is the key to the breakthrough, this could not have been accomplished with-
out the ImageNet collection of image annotations. Without this large amount of labeled
data, the 9 layers neural network with 60 million parameters and 650,000 neurons would
have over-fitted. Pairing with the parameters in a deep convolutional neural network, the
ImageNet based deep learning classifier has more than 22,000 categories and 14 million
images [34]. The rationale for requiring so many parameters for this process comes from
the fact that the human brain itself has devoted more than half of its neurons for visual
recognition [43]), so this level of numbers of parameters is no real surprise.
In the next section, we look at how the ability to assign semantic concepts or tags to
images, can be applied to images from visual lifelogs, using a principle called “transfer
learning”.
3.4 Models for Experiments
The section will introduce the fully-connected neural networks and convolutional neural
networks, and the training methods used to train these machine learning implementations.
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Following that, the structures of the models employed in the experiments will be detailed.
Finally, several tricks which help in the training process will be discussed. All the numbers,
vectors and matrices in the section are computed in the real set by default.
3.4.1 Fully-connected Neural Network and Convolutional Neural Network
A fully-connected neural network, the basic neural network model, can be described a series
of functional transformations [14]. Figure 3.3 depicts the data flow of a neuron in a fully-
connected neural network where z(l)i is the output value of the i
th neuron on the lth layer.
An arbitrary neuron jth on the l + 1th layer takes the weighted summation of previous
layers a(l+1)j =
∑
iw
(l)
i,jz
(l)
i + b
(l+1)
j , and then output z
(l+1)
j = h(a
(l+1)
j ), where h(·) is an
activation function, w(l)i,j is a weight, b
(l+1)
j is a bias.
Figure 3.3: Data flow in a fully-connected neural network where a circle represents a neu-
ron.
Here, despite previous deduction of single symbols [14, 101], we adopt the matrix no-
tation to represent a feed-forward neural network, because it is not only computationally
52
expressive, but it could be fitted into a computational graph [1, 11].
For a fully-connected neural network which has L layers:
A(l+1) =W(l)Z(l) (3.1)
Z(l+1) = h(A(l+1)) (3.2)
where we combine the weights with biases as W(l) of the layer l, since
∑
iw
(l)
i,jz
(l)
i +
b
(l+1)
j =
∑
iw
(l)
i,jz
(l)
i + b
(l+1)
j · 1 = [w(l)1,j , · · · , w(l)i,j , · · · , b(l+1)j ][z(l)i , · · · , z(l)1 , · · · , 1]>4.
The activation function h(·) is performed element-wise, which could be linear or non-
linear, continuous or discrete. For input X, a column is an instance i and a row represents
a feature j:
Z(1) = X (3.3)
As a consequence, for outputY, every column is an instance i and every row is a feature
k:
Y = Z(L) (3.4)
The square loss is usually adopted for a feed-forward neural network [14]:
E(W ) =
1
2
Tr((Y −T)(Y −T)>) (3.5)
whereY is the predicted result whileT is the ground-truth. Obviously,T has the same size
asY.
Based on equation 3.5 and the chain rule of back-propagation, it is easy to deduce the
back-propagation formulas:
∂E(W )
∂Z(l)
= (W(l))>
∂E(W )
∂A(l+1)
(3.6)
and
4MatrixM> is the transpose of matrixM
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∂Z(l+1)
∂A(l+1)
=
∂h(A(l+1))
∂A(l+1)
(3.7)
Therefore, the equation to update weights is:
∂E(W )
∂W(l)
=
∂E(W )
∂A(l+1)
(A(l))> (3.8)
Convolutional neural networks combine three architectural ideas to ensure some de-
grees of the shift, scale, and distortion invariance: local receptive fields, shared weights (or
weight replication), and spatial or temporal sub-sampling [75]. A typical structure for a
convolutional network containing a convolutional layer and a sub-sampling layer, is illus-
trated in figure 3.4.
Figure 3.4: Convolutional Neural Network, including a convolutional layer, and a sub-
sampling layer. (Source comes from [14])
Local receptive fields can extract elementary visual features such as orientation edges,
endpoints, and corners. Information from such features can then be merged in the lat-
ter stages of processing to detect higher-order features and ultimately to yield information
about the image as the whole. In addition, elementary feature detectors that are useful in
one part of the image are likely to be useful across the entire image, even to have identical
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weight vectors. Once a feature has been detected, its exact location becomes less important
as only its approximate position about other features is relevant.
During feedforward, max-pooling layers pass the maximum values only. Therefore,
there is no gradient with respect to non maximum values. Moreover, the maximum value
is locally linear with slope 1, with respect to the input that actually achieves the maximum
value. Hence, the gradients from the next layer are passed back to only that neurons which
achieved the maximum value. All other neurons get zero gradients. In this sense, the max-
pooling layers do not do any learning themselves, and they have no parameters to tune for
better performance.
The only slight difference among convolutional neural networks lies at convolutional
layers. The symbols listed have different meanings from the above. All indexes start from
0 and m : n represents the list m,m+ 1, · · · , n− 1.
Because convolution layers have essentially sliding operations, equations of convolu-
tional neural networks (convolutional layers and pooling layers) cannot strictly display re-
garding matrix operations. The following equations focus more operations between two
layers than the kind of patterns across layers. As distinct from layers from fully-connected
neural networks, the layers of convolutional neural networks could be regarded as three-
dimensional.
For the sliding operation, suppose there are two convolutional layers L1[M1, N1,K1]
and L2[M2, N2,K2] (normally K1 = 3), and the shape of kernel W is [Fr, Fl,K1,K2]. In
addition, the strides are [Sr, Sc], then for the arbitrary neuron L2[m2, n2, k2] on layer L2:
L2[m2, n2, k2] = vec(L1[Srm2 : Srm2 + Fr, Scn2 : Scn2 + Fl, :])
T vec(W [:, :, :, k2])
(3.9)
where vec(·) is the vectorization that flattens a matrix into column vector. Notice there are
some constraints between the shapes of two layers M2Sr < M1 and N2Sc < N1. Likewise
equation 3.1, W contains bias.
The back-propagation on the neural networks is still suitable for convolutional neural
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networks with a slight modification. The gradients of the kernel in equation 3.9 are:
∂E(W )
∂W [:, :, :, k2]
=
∑
m2,n2,k2
∂E(W )
∂L2[m2, n2, k2]
L1[Srm2 : Srm2 + Fr, Scn2 : Scn2 + Fl, :]
(3.10)
and the gradient from the layer L2 to layer L1 is:
∂E(W )
∂L1[Srm2 : Srm2 + Fr, Scn2 : Scn2 + Fl, :]
=
∂E(W )
∂L2[m2, n2, k2]
W [:, :, :, k2] (3.11)
There are different types of pooling operations which are possible, including max pool-
ing, average pooling, Lp pooling, etc. Here, we give the forward propagation format of max
pooling only, and the other methods are more or less the same. Given an arbitrary neuron
L3[m3, n3, k3], which performs max pooling on the convolutional layer L1:
L3[m3, n3, k3] = max(L1[S
′
rm1 : S
′
rm1 + F
′
r, S
′
cn1 : S
′
cn1 + F
′
l , k3]) (3.12)
where max(·) selects the maximum element from a matrix or a vector. The size of the
window is [F ′r, F ′l ]; the stride of sliding windows is [S
′
r, S
′
c]. The equation 3.12 tells us that
the pooling layer does not contain parameters for tuning itself, i.e., it does not learn any
knowledge during the training process.
3.4.2 Structure
Figure 3.5 displays the structure of a deep convolutional neural network employed in the
experiment. The rounded blue rectangles (first row) are convolutional units and red rect-
angles (second row) are fully-connected units. Convolutional units extract features and
fully-connected layers transform representation to labels. The structure enables good per-
formance and takes care of efficiency as well, which has been adopted in [1, 71]. During
feature extraction, two convolutional layers are embedded, and each follows a max pool-
ing layer. Afterwards, two fully-connected layers transform the representation to a softmax
layer, which performs the linear transformation to produce logits.
The size of input, is a 112 × 112 × 3 (color image). The feature maps on the first
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Figure 3.5: The structure of deep convolutional neural network employed in the experiment.
convolutional layer are 5× 5 in size and total 64 of them (the first blue rounded rectangle).
This is followed by a max pooling layer which has 3× 3× 1 windows for each dimension,
and the stride of the sliding window for each dimension has size 2 × 2 × 1 (the second
blue rounded rectangle). Then, local response normalization [71] is performed. A second
convolutional layer has the feature maps at size 5× 5 and totally 64 of them (the third blue
rounded rectangle). Local response normalization goes before a max pooling layer, which
has the same windows and sliding sizes. The red rounded rectangles on the second row of
figure 3.5 are fully-connected layers. The first two fully-connected layers employ rectified
linear units [88] as activation functions, and the last one uses the soft-max function for final
predicted labels. The first fully-connect layer has 576 × 384 connections of weights while
the second one has 384× 192.
The structure (e.g., the number of convolutional layers, the number of fully-connected
layers) and most hyper-parameters (e.g., the size of layers, the size of kernels) follow the
AlexNet [71]. The number of outputs is different because we have 21 objects need to
classify.
During the training process, the same layer is deployed across two GPUs (computations
are isolated on different mini-batches) and the gradients are averaged for the final update.
The experimental settings will be detailed later.
3.4.3 Training
The Section 3.4.1 has discussed the general neural networks, including feed-forward and
back-propagation (the state-of-the-art method to train artificial neural networks [14]). This
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section will talk about some techniques of the training, e.g., loss function, optimization,
over-fitting.
Because the object recognition task deals the classes that are mutually exclusive (each
image has only one label), multi-class logistic regression [14] applies a softmax non-linearity
to the output of the network and computes the cross-entropy between the normalized pre-
dictions and a 1-hot encoding of the ground truth label [1]. Namely, equation 3.4 is replaced
by:
Y(m,n) =
Z(m,n)∑
m
Z(m,n)
(3.13)
where Z(m,n) is any entry in matrix Z(l). Because the entry t(n,k) of the matrix T has
to satisfy t(n,k) ∈ {0, 1} (0 indicates the n instance does not belong to the k label) for
multi-class logistic regression, the likelihood function of equation 3.13 is:
p(T|W ) =
∏
n
∏
k
y
t(n,k)
(n,k) (3.14)
Then, equation 3.5 is replaced by the error (cross-entropy error) function:
E(W ) = − ln p(T|W ) = −
∑
n
∑
k
t(n,k) ln y(n,k) (3.15)
The partial derivatives of ∂yk with respective to ∂aj is:
∂yk
∂aj
= yk(Ikj − yj) (3.16)
3.4.3.1 Network training: Early stopping
When training a neural network, we are usually interested in obtaining a network with
optimal generalization performance. However, all standard neural network architectures
such as the fully connected multi-layer perceptrons are prone to over-fitting [48]. While the
network seems to get better and better, i.e., the error on the training set decreases, at some
point during training it actually begins to get worse again, i.e., the error on unseen examples
increases.
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A standard way to solve this problem is to split data into training and validation sets
and as over-fitting will increase the error. As we see, the validation error can still go further
down after it has begun to increase — plus in a realistic setting we do never know the exact
generalization error but estimate it by the validation set error instead.
There are three ways to apply an early stopping criterion [93]:
1. Stop training as soon as the generalization loss on the validation set exceeds a certain
threshold;
2. Stop training as soon as the quotient of generalization loss (on the validation set) and
progress exceeds a certain threshold;
3. Stop training when the generalization loss (on the validation set) increased in certain
successive strips.
Although the systematic differences between the three criteria are only small, the first cri-
terion usually maximizes the probability of finding a good solution [93]. This thesis adopts
the first way to implement early stopping. Note that the validation set is never used for
weight adjustment.
3.4.3.2 Network training: Dropout
As the neurons of a neural network can be interpreted as parameters, the more neurons
a neural network possess, the more likely it over-fits. The key idea of dropout is to ran-
domly drop units (along with their connections) from the neural network during train-
ing [111]. There are two steps of dropout. At the training, dropout samples from some
different “thinned” networks. At test time, it is infeasible to average the predictions from
too many thinned models explicitly. Nevertheless, a very simple approximate averaging
method works well in practice. The idea is to utilize a single neural net during test time
without dropout. The parameters of the network are essentially scaled-down versions of the
trained weights.
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3.5 Experiments
Experiments were conducted to validate the aforementioned hypotheses. The first experi-
ment used the model trained from a visual lifelog and perform object recognition on that
visual lifelog. The second experiment employed a model trained from a visual non-lifelog
and perform object recognition on a visual non-lifelog. If the performance of the first ex-
periment is much worse than the second one, then the hypothesis 1 is confirmed. The third
experiment adopted a model trained from a visual non-lifelog and perform object recogni-
tion on the visual lifelog. If the performance of the third experiment is extremely bad, then
hypothesis 2 is supported, i.e., the visual lifelog and visual non-lifelog are two domains.
The second experiment serves as a baseline for performance in the object recognition prob-
lem.
3.5.1 Design
Three experiments were performed to support the three research questions correspondingly.
The first experiment, in order to explain the poor performance of the object recognition task
on a lifelog with insufficient label data, we trained a model on a training set of visual non-
lifelog and performed tests on a set of visual non-lifelog as well. The second and third
experiments can be taken as a comparison to illustrate that model, trained from visual non-
lifelog, will generalize poorly onto a visual lifelog if directly applied. Both of the models
were trained on visual non-lifelog data, while the second one was used to predict on the
non-lifelog, and the third one was used to predict on the lifelog.
As a consequence, the experiments feed on two domains of data: visual non-lifelog and
visual lifelog. The non-lifelog images are split into three sets: the training set, validation
set and test set. The visual lifelog has too little data to provide a validation set, and there is
no standard solution for that. Considering that a validation set is used to select best hyper-
parameters, a training set of visual lifelog data was re-used to make up the loss. In this
sense, the visual lifelog data has only two parts: the training set and test set. The training
set of visual lifelog data is always used as the validation set, except when used for training
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already. All non-lifelog and lifelog images are of size 112× 112, as described in detail, in
Appendix A.
All experiments in the chapter focus on the object recognition task, essentially multi-
class classification. Although other tasks are able to evaluate the hypotheses, object recog-
nition is what we focus on here as it may explain results in other latent factors, because
in all data sets used in the experiment, each image or example contains one and only one
object and the task of the model is simply to predict which object the example contained,
from the test set.
3.5.2 Settings for Experiments
During the training process, an individual example is employed with a series of random
distortions to artificially increase the data set size: randomly flipping images from left to
right, randomly distorting the image brightness, randomly distorting the image contrast.
The flipping operation is performed with a probability of 0.5. Before random distortions,
the values of pixels are converted into the range [0, 1]. Then δ ∈ [0, 1] is randomly generated
for each image and added to every pixel of the image as a random brightness value. The
sum is rescaled at the end of the process. Random contrast follows the same approach as
random brightness. In random contrast, each pixel value is (x−mean) ∗ factor +mean
where mean is calculated for each channel and factor ∈ [0, 1] is randomly chosen for each
image.
The training set batch size (the number of training examples in one iteration) is set to
be 200. The average moving decay is 0.9999. The number of epochs per decay is 350. The
factor of learning rate is 0.1 and the initial learning rate is 0.1.
3.5.3 Predict Lifelog using Lifelog
This experiment trained models on a training set of lifelog data and recognizing objects
from images on a test set of lifelog data. Figure 3.6 plots the entropy loss of both training
set and test set during training. Note that the test set can not be involved in deciding values
of either model nor hyper-parameters. Owing to weight decay in the training process, the
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model does not over-fit.
We can observe that the F1-score of the learning set rises rapidly as the number of
training examples is small. We can also observe that learning curves oscillate badly because
of several reasons. The first reason is the solution surface is not global convex [18], thus
learning curve is not smooth. The second reason is the number of training iterations is
relatively small, since the curve will look smoother if the number of iterations is larger. The
third reason is the results are plotted on the figure at a step of 1000.
There is a notable phenomenon in the figure: there are several obvious decrements (e.g.,
at an iteration around 15,000, both the training loss and test loss drop). I think it is because
the model learns bad parameters. In addition, the small number of iterations and sparse
points are plotted to make it more obvious.
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Figure 3.6: The learning curve of training using a convolutional neural network.
Table 3.1 displays the performance, in terms of a confusion matrix, at the epoch of
60,000. Despite the small training set, the weight decay employed prevents over-fitting and
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thus overall performance is not too bad. The table suggests the classes with large number
of training examples, usually have good performance while those with a small number of
training examples have bad performance. The table reveals that the model performs much
better on some classes than others. For example, class “bicycle” has no prediction (i.e., it
has no true positive) while class “glass” has very high accuracy. Thus it is likely that the
prediction will be more accurate on classes with more training examples.
true
predicted
air bic bot bui car cha cup dis doo fac gla han lam mob mot pap per sig tra tvm win
aircon 362 0 1 1 1 0 0 0 0 1 15 16 6 1 0 1 0 12 0 7 0
bicycle 0 0 0 2 1 0 0 0 0 0 4 1 0 0 0 0 0 0 0 0 0
bottle 1 0 76 6 4 0 0 1 0 0 25 50 9 0 0 2 8 2 0 24 0
building 0 0 2 300 10 3 1 0 2 5 22 132 18 1 0 5 31 15 0 39 0
car 0 0 2 9 122 1 1 0 0 4 8 77 6 0 1 2 9 1 0 9 0
chair 0 0 3 1 2 85 1 0 0 0 2 35 1 0 0 0 4 9 0 0 0
cupboard 1 0 2 4 1 1 256 0 1 0 4 21 3 0 0 6 4 3 0 7 0
dish 0 0 0 0 0 0 0 3 0 2 4 35 3 0 0 3 0 2 0 0 0
door 0 0 0 23 1 0 6 0 27 2 3 50 12 0 0 5 10 11 0 9 0
face 0 0 0 8 2 1 0 0 0 265 14 128 19 0 0 3 4 4 0 3 1
glass 1 0 3 3 1 1 1 0 0 1 524 79 14 0 0 7 9 5 0 16 0
hand 3 0 7 14 6 4 5 2 1 37 34 779 28 0 0 18 15 12 0 21 0
lamp 1 0 1 1 0 0 5 1 0 4 6 33 1753 0 0 14 0 2 0 17 1
mobilephone 1 0 1 3 1 0 0 0 2 1 9 32 5 22 0 7 5 9 0 18 0
motorbike 0 0 0 4 2 0 0 0 0 2 3 25 0 0 1 0 3 1 0 1 0
paper 0 0 2 8 0 5 5 1 1 5 5 59 45 1 0 126 1 0 0 38 0
person 1 0 1 63 14 4 2 0 4 12 131 368 24 3 0 9 246 18 0 39 1
sign 5 0 2 26 3 2 4 0 3 9 37 96 35 2 0 7 13 117 0 44 0
train 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 1 0
tvmonitor 3 0 5 26 1 2 21 0 3 2 43 76 36 0 0 18 13 35 0 734 1
window 0 0 0 5 0 0 1 0 1 0 17 13 19 0 0 6 2 1 0 29 16
Table 3.1: Confusion matrix produced by training on lifelog data, at 60,000 iterations, and
test on lifelog data.
Figure 3.7 illustrates that there is a positive correlation between the number of training
examples and the accuracy of a class. The evidence approves insufficient training exam-
ples of visual lifelog leading to unsatisfactory performance, which agrees on a common
phenomenon: a dumb algorithm with lots and lots of data beats a clever one with modest
amounts of it [38].
3.5.4 Predict Non-lifelog Data using Non-lifelog Data
A possible concern may arise based on the model used, a convolutional neural network,
instead of the data itself. The experiment trained models on the training set of non-lifelog
images and recognizes objects from images on the test set of non-lifelog data. Table 3.2
displays the performance, as confusion matrix, at epoch of 60,000. The table supports the
fact that although the number of examples for each class of non-lifelog data is also slightly
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Figure 3.7: The correlation of the number of training examples and corresponding accuracy
of each class in the experiment of using lifelog data to predict lifelog data.
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imbalanced, all classes are of satisfactory performance. The reason is that no class has a
very small number of training examples.
true
predicted
air bic bot bui car cha cup dis doo fac gla han lam mob mot pap per sig tra tvm win
aircon 101 2 0 7 2 2 6 2 8 2 6 1 5 4 0 0 0 9 8 7 5
bicycle 0 116 5 11 3 4 2 4 3 0 4 1 3 2 4 1 1 3 17 3 1
bottle 2 6 113 7 5 4 1 4 6 0 2 1 10 3 0 1 0 2 11 2 5
building 1 0 5 147 1 0 3 1 10 1 5 2 8 1 1 0 1 4 9 2 1
car 0 5 1 6 75 3 0 1 0 1 4 0 2 1 0 0 0 3 5 0 0
chair 2 6 3 9 3 111 2 0 2 3 3 1 3 2 0 1 3 7 16 3 1
cupboard 0 1 2 12 0 8 102 2 10 0 3 0 4 0 3 1 0 6 3 3 1
dish 0 3 4 8 5 4 2 120 8 5 12 3 3 2 3 0 2 6 4 2 2
door 2 3 1 12 0 2 7 2 161 4 5 2 8 3 5 0 3 10 6 3 4
face 0 4 4 8 2 3 0 2 4 129 2 2 7 1 2 0 4 5 5 5 1
glass 0 2 6 9 1 4 1 2 7 4 134 1 5 1 0 0 2 7 2 5 2
hand 0 2 10 4 2 4 0 3 0 9 5 131 8 3 3 0 0 3 5 4 2
lamp 0 2 4 17 1 2 2 4 8 3 6 4 138 5 1 1 2 8 7 3 4
mobilephone 3 2 2 6 1 5 3 1 5 4 7 2 6 118 2 0 0 5 5 4 2
motorbike 0 7 3 8 1 6 0 4 1 5 5 0 5 1 108 0 4 3 9 1 0
paper 1 1 1 2 1 2 0 0 2 1 0 0 4 0 0 28 0 3 0 1 1
person 1 5 5 11 3 3 3 3 8 11 4 4 3 1 2 1 92 2 11 2 1
sign 0 3 4 15 2 5 4 3 9 1 1 0 6 1 1 1 2 127 12 5 0
train 0 3 3 9 3 0 1 0 6 1 2 1 1 1 2 0 0 2 143 2 1
tvmonitor 0 4 3 6 2 2 2 4 3 0 3 2 4 0 3 0 0 5 7 142 0
window 0 2 1 4 1 1 0 2 9 2 2 0 1 1 0 1 0 4 5 2 67
Table 3.2: Confusion matrix produced by training on non-lifelog data, at 60,000 iterations,
and test on non-lifelog data. All classes in the table achieve satisfactory performance.
By performing the object recognition task entirely on visual non-lifelog data, the exper-
iment defends the scrutiny of convolutional neural networks on the task, and meanwhile,
it suggests inadequate training leads to models that cannot generalize well. Moreover, the
performance on non-lifelog data here is expected to be the best that the lifelog experiment
can reach.
3.5.5 Predict Lifelog using Non-lifelog
An intuitive solution to supplement the training set of lifelog data is directly using the
model, which is trained on non-lifelog data, to perform tasks on non-lifelog data. The
model was used to predict labels of non-lifelog shared in the last experiment, as detailed in
figure 3.8. The figure plots the entropy loss of the non-lifelog training set, the non-lifelog
validation set, and the lifelog training set. As we mentioned in Section 3.5.3, the points
are plotted every 1,000 iterations. Because test sets are unseen during the training session,
validation sets were used to estimate. Note also, as previously mentioned, in lifelog data,
the training set is used as a validation set because of a lack of data. From the figure, we can
see that the learning curve of the training set (blue line) approach is rather low because back-
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propagation works only on the loss of training examples. Obviously, the loss of validation
set of non-lifelog data oscillates below training set of lifelog data.
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Figure 3.8: The learning curve of training using a convolutional neural network.
The figure tells us that, during the training session, the loss of training set of lifelog
is minimal, which is within expectation, because the loss function minimizes the loss of
training set. More importantly, the loss of the validation set of non-lifelog data is always
smaller than the loss of the training set of lifelog data, which indicates the distribution of
lifelog data is different to that of non-lifelog data.
Table 3.1 displays the performance, as a confusion matrix, at epoch of 60,000. The
result from the table is much worse than Table 3.2, despite the fact they derived from the
same model trained on the same data set. The table and figure confirm the hypothesis 2
that visual non-lifelog and visual lifelog data are of different domains and have different
characteristics.
The experiment also points out that it is implausible to perform the task on a visual
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true
predicted
air bic bot bui car cha cup dis doo fac gla han lam mob mot pap per sig tra tvm win
aircon 6 0 4 51 0 8 16 93 0 79 49 11 16 7 0 12 14 0 48 10 0
bicycle 0 0 0 0 0 0 0 0 0 4 0 1 1 0 0 0 0 0 2 0 0
bottle 0 0 0 2 0 9 15 21 0 17 33 6 26 2 0 0 8 0 60 9 0
building 2 0 4 20 0 8 54 7 5 77 56 30 12 4 2 0 48 0 235 21 1
car 0 0 0 10 0 6 3 4 0 71 23 60 7 0 0 0 21 0 36 11 0
chair 0 0 1 0 0 6 4 18 0 39 12 8 8 1 0 0 3 0 31 12 0
cupboard 3 0 12 7 0 7 20 1 17 68 60 20 18 1 0 5 12 0 33 27 3
dish 0 0 0 0 0 0 1 13 0 10 7 11 2 0 0 0 0 0 8 0 0
door 1 0 0 5 0 4 45 5 3 14 16 8 9 1 0 0 5 0 14 29 0
face 0 0 0 19 0 1 13 30 0 187 63 50 54 0 0 0 13 2 19 1 0
glass 0 0 4 15 2 46 23 68 2 79 150 9 7 4 3 1 28 0 195 29 0
hand 1 0 1 8 1 13 29 77 1 280 113 235 29 4 0 0 72 0 101 21 0
lamp 3 0 20 282 0 2 14 29 1 482 146 528 122 0 0 53 102 2 38 15 0
mobilephone 0 0 2 0 0 2 0 12 0 34 12 22 3 0 0 0 12 0 8 9 0
motorbike 0 0 0 0 0 2 0 5 0 7 12 0 1 0 0 0 5 0 10 0 0
paper 6 1 5 6 1 9 6 48 3 34 24 81 18 0 0 10 13 3 26 8 0
person 1 0 3 6 0 19 31 98 0 253 127 63 10 3 0 0 93 0 209 24 0
sign 3 0 4 14 0 3 18 67 3 96 47 31 23 1 0 2 18 5 39 30 1
train 0 0 0 0 0 0 1 0 0 2 0 0 0 0 0 0 0 0 0 0 0
tvmonitor 6 0 9 30 10 12 89 47 20 82 68 95 37 11 2 13 25 13 225 223 2
window 0 0 1 1 0 1 4 15 0 23 8 15 4 1 0 0 4 1 18 14 0
Table 3.3: Confusion matrix, which is produced by training on non-lifelog data, at 60,000
iterations, and tested on lifelog data. Prediction results for all classes are poor.
lifelog dataset using a model built from a visual non-lifelog training data.
3.6 Discussion and Conclusions
The chapter pioneers the insight that a visual lifelog can be considered to be in a different
domain to a visual non-lifelog and validates the hypothesis using experiments across a
visual lifelog and a visual non-lifelog. Experiments are carefully designed to support the
hypothesis. The chapter also contributes the format of vectorization computation for fully-
connected neural networks and convolutional neural networks which usually appear in the
form of summation in most publications.
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Chapter 4
Enhancing Visual Lifelog for Object
Recognition with Visual Non-lifelog
Chapter 3 introduced the concept of domain adaptation and used several examples from the
areas of natural language processing and computer vision to help present the background to
how it operates. Moreover, chapter 3 indicated that visual lifelogs and visual non-lifelogs
are two separate domains and that visual lifelogs require a much larger dataset than does
visual non-lifelogs for learning powerful models, typically with millions of parameters.
This chapter (chapter 4) starts from the perspective of domain adaptation and reveals
how cross-domain algorithms could help the object recognition task on visual lifelogs sup-
plemented with non-lifelog images.
4.1 Definitions and Problem Formulation
Following the perspective of machine learning, a rigorous definition of domain adaptation
derives from chapter 3, along with the symbolic expressions used in Section 4.2 and Sec-
tion 4.3. Later in this chapter, the problem of solving the object recognition task for lifelogs
using visual non-lifelogs is formulated using domain adaptation concepts.
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4.1.1 A Rigorous Definition of Domain Adaptation
Consider the classification task where X denotes the features space (i.e. the set of all
possible observations) and Y the output space (i.e. the set of all possible labels). Over
X ×Y , the source domain Ds is abundant with the labeled data while the target domain Dt
has insufficient labeled data.
The joint distribution of the source domain Ps(X,Y ) and the joint distribution of the
target domain Pt(X,Y ) are different (Ps(X,Y ) 6= Pt(X,Y )), despite the fact that both
joint distributions are unknown [66]. Observations sampled from the same domain are
considered to be independent and identical distributed. Ps(X), Pt(X), Ps(Y ) and Pt(Y ),
respectively, standing for the true marginal distributions of X and Y in the source and
the target domains. Similarly, Ps(X|Y ), Pt(X|Y ), Ps(Y |X) and Pt(Y |X) denote the
corresponding true conditional distributions in the two domains.
Lowercase x (an observation) and y (a class label) denote a specific value of X and of
Y respectively. A pair (x, y) is referred to as a labelled instance. Without any ambiguity,
P (X = x, Y = y) or simply P (x, y) should refer to the joint probability of X = x and
Y = y. Similarly, P (X = x) (or P (x)), P (Y = y) (or P (y)), P (X = x|Y = y)
(or P (x|y)) and P (Y = y|X = x) (or P (y|x)) also refer to probabilities rather than
distributions.
Ds = {(xsi , ysi )}Nsi=1 is used to denote the set of labelled instances in the source domain.
In the target domain, we assume that we always have access to a large amount of unlabelled
data, and we use Dt,u = {xt,ui }Nt,ui=1 to denote this set of unlabelled instances. Sometimes,
we may also have a small amount of labelled data from the target domain, which is denoted
as Dt,l = {(xt,li , yt,li )}
Nt,l
i=1 . In the case when Dt,l is not available, the problem is referred to
as unsupervised domain adaptation, while when Dt,l is available, the problem is referred to
as supervised domain adaptation.
4.1.2 Problem Formulation in Lifelogging Object Recognition
The machine learning task for object recognition in visual lifelogs is the focus of the chapter.
The regions of objects from images are cropped and re-sized to the same size. The re-sized
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regions are observations. Labels are used to distinguish different objects, and each object
has only one label.
4.2 Background to Domain Adaptation Approaches
4.2.1 Related Fields
Domain adaptation has similar settings with a number of prevalent machine learning direc-
tions, as depicted in Figure 4.1. In this Figure, the difference between tasks is shown as the
vertical column while the difference between observations or availability of training data
is shown horizontally. As Chapter 3 introduced, compared with transfer learning, domain
adaptation targets that the machine learning tasks between the source and target domains
are identical [91].
Figure 4.1: The relationship between domain adaptation and other popular relevant machine
learning topics
Multi-task learning [6,131], a.k.a. predicting multivariate responses, considers the gen-
eralization of models across multiple related machine learning tasks. Considering a spam
filtering application: in a large-scale email system, users create their own email filters (clas-
sifiers), which can hardly amount to a global filter that can be used by all users (tasks).
Multi-task learning solves the problem by creating a collaborative filter that uses labeled
data from individuals.
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Zero-shot learning [90, 100, 108] refers to machine learning scenarios in which new
classes appear after the learning stage (equivalently, the potential class values are omitted
from training examples). A human could easily recognize a new object if s/he obtains the
corresponding description without seeing it beforehand.
Multi-view learning techniques are necessary when the data is described by multiple
distinct feature sets because single-view learning algorithms tend to over-fit on these high-
dimensional datasets [124, 128]. For example, in video classification, the videos can be
characterized with respect to vision, audio and even attached comments. For example, most
article search engines consider titles, keywords, authors, publishers, dates and content.
4.2.2 Approaches to Domain Adaptation
There are several ways to categorize domain adaptation algorithms [66, 76, 91]. Relevant
relation is adopted to categorize domain adaptation approaches1: instance-based methods
(re-weighting), iterative methods (adjustment), and feature-based methods (representation
learning).
Instance-based approaches to domain adaptation assume that distribution shift is caused
by sampling bias/shift between marginals and certain parts of the data in the source domain
can be re-used for learning in the target domain by re-weighting [123]. Re-weighted or
selected instances can reduce the discrepancy between the source and target domains. To
correct a sample bias by re-weighting the source labeled data, the source instances close to
the target instances are more important.
The parameter-transfer approach transfers knowledge across different domains by shar-
ing some parameters or prior distributions of the hyper-parameters of the models, which is
highly dependent on the employed model. The basic assumption of the relational-knowledge-
transfer is that some relationships among the data in the source and target domains are
similar but overly strong.
Chapter 5 will detail the representation learning and only highly-correlated parts are
discussed here. The intuitive idea is to build a common representation between the two
1Part of the inspiration for this comes from https://epat2014.sciencesconf.org/
conference/epat2014/pages/slides_DA_epat_17.pdf
71
domains, which makes the two domains appear to have similar distributions, thus enabling
effective domain adaptation [10]. Corresponding models [121, 122] directly minimize a
trade-off between source-target similarity and source training error (i.e., minimizing the
difference between the source and target domains, while at the same time maximizing the
margin of the training).
As previously discussed, the cause of the domain adaptation problem is the difference
between Pt(X,Y ) and Ps(X,Y ). Note that while the representation of Y is unchanged, the
representation ofX can change if we use different features. Such a representation change of
X can affect both the marginal distribution P (X) and the conditional distribution P (Y |X).
One can assume that under some change of representation of X , Pt(X,Y ) and Ps(X,Y )
will become the same.
Formally, let g : X → Z denote a transformation function that transforms an observa-
tion x representing the original form into another form z = g(x) ∈ Z . We define variable
Z and an induced distribution of Z that satisfies P (z) =
∑
x∈X ,g(x)=z P (x). The joint
distribution of Z and Y is then:
P (z, y) =
∑
x∈X ,g(x)=z
P (x, y).
If a transformation function g can be found so that under this transformation, we have
Pt(Z, Y ) = Ps(Z, Y ), then we no longer have the domain adaptation problem since the two
domains have the same joint distribution of the observation and the class labels. The optimal
model P (Y |Z, θ∗) we learn to approximate Ps(Y |Z) is still optimal for Pt(Y |Z). Note that
with a change of representation, the entropy of Y that is conditional on Z is likely to rise
from the entropy of Y conditional onX , becauseZ is usually a simpler representation of the
observation than X , and thus less information is encoded. In other words, the Bayes error
rate typically increases under a change of representation. Accordingly, the criteria for good
transformation functions include not only the distance between the induced distributions
Pt(Z, Y ) and Ps(Z, Y ) but also the incremental amount of the Bayes error rate.
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4.3 Domain-Adversarial Training by Back-Propagation
4.3.1 Inspiration from Representation Learning
The idea is that projecting domains of different distributions to same space could be traced
back to canonical correlated analysis (CCA) [61], which is a linear algorithm [112]. Lin-
ear representations [27,61, 121] cannot generate sufficiently flexible representations. Thus,
more recently, non-linear representations have been studied, including neural network rep-
resentations [80] and, most notably, the state-of-the-art mSDA [26]. This has mostly fo-
cused on exploiting the principle of robust representations, based on the denoising auto-
encoder paradigm.
Inspiration was drawn from the theory of domain adaptation, which suggests that for
the effective domain transfer to be achieved, predictions must be made based on features
that cannot distinguish between the training (source) and test (target) domains [9,10]. Rep-
resentation learning for domain adaptation may follow the principle that the learned rep-
resentations should help the label prediction (discriminativeness) but fight against domain
prediction (domain invariance). In other words, the label predictor that predicts class la-
bels is used during training and testing time, and the domain classifier that discriminates
between the source and the target domains are used only during training. Whereas the clas-
sifier parameters are optimized to minimize their error on the training set, the parameters
of the latent deep feature mapping are optimized to minimize the label classifier loss and to
maximize the domain classifier loss.
Figure 3.1 shows that the similar but still different pixel distributions on the visual non-
lifelog and visual lifelog belong to different domains. The standard convolutional neural
networks commit to learning effective representations for only one domain (visual lifelog
or visual non-lifelog), and features that are effective to only one domain are discarded. Em-
ployed with domain-adversarial concepts, the convolutional neural network can transform
features that work well on only one domain to the same space that can be applied to both
domains. In this way, those features that are thrown away by the standard convolutional
neural network are kept and transformed to fit both the visual lifelog and non-lifelog; i.e.,
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features are extracted and transformed at the same time.
4.3.2 Structure and Mathematical Expressions
From the discussion of Section 4.3.1, we can see that feature-based domain adaptation
approach is favorable because it separates knowledge transfer from a specific task. In order
to keep the consistency of experiments, neural networks are preferred as models for the
rest experiments. A paper [47] proposed a representation learning model based on neural
networks which perfectly fits.
Domain-adversarial networks depend on the following three components: feature ex-
tractor, label classifier, and domain predictor. Based on this principle, the arbitrary archi-
tectures could be fabricated depending on specific tasks. The adopted concrete model is
displayed in Figure 4.2, which extends the model from chapter 3 to make reasonable com-
parisons. In the figure, the blue components act as non-linear representation learning; and
the green ones perform label classification while the red ones perform domain prediction.
Representation learning comprises convolutional and max-pooling layers. Both label clas-
sifier and domain predictor consist of perceptions.
Figure 4.2: The concrete domain-adversarial model
Let Gf (·; θf ) be the D-dimensional neural network feature extractor, with parameters
θf . Additionally, let Gy(·; θy) be the part that computes the label prediction (output layer
of networks), with parameters θy, and Gd(·; θd) now corresponds to the computation of the
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domain prediction output of the network, with parameters θd. The prediction loss is:
Liy(θf , θy) = Ly(Gy(Gf (xi; θf ); θy), yi) (4.1)
and the domain loss is:
Lid(θf , θd) = Ld(Gd(Gf (xi; θf ); θd), di) (4.2)
where the xi is the input. Combined with Figure 4.2 and the definition in equation 3.9 and
equation 3.12, Gf = L
(4)
3 (L
(3)
2 (L3
(2)(L
(1)
2 (xi)))).
The training is actually optimized as follows:
E(θf , θy, θd) =
1
n
n∑
i=1
Liy(θf , θy)− λ(
1
n
n∑
i=1
Liy(θf , θd) +
1
n′
N∑
i=n+1
Liy(θf , θd)) (4.3)
by finding the saddle points θˆf , θˆy, θˆd such that:
(θˆf , θˆy) = argmin
θf ,θy
E(θf , θy, θˆd) (4.4)
and
θˆd = argmin
θd
E(θˆf , θˆy, θd) (4.5)
The first term in equation 4.3 is the label classifier loss, and the latter term is the domain
predictor loss on both the labelled and unlabelled data of the target domain.
The saddle points defined by equations 4.3 and equation 4.4 can use the following gra-
dient updates to find:
θf ← θf − µ(
∂Liy
∂θf
− λ∂L
i
d
∂θf
) (4.6)
θy ← θy − µ
∂Liy
∂θy
(4.7)
θd ← θd − µ∂L
i
d
∂θd
(4.8)
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where µ is the learning rate and λ is the adaptation factor. Notably, the trivial equations(
equation 4.3, equation 4.4, equation 4.5, equation 4.6, equation 4.7, and equation 4.8) can
be found in this paper [47].
It is easy to understand that both the label classifier (equation 4.7) and domain predictor
(equation 4.8) try to perform good predictions given the new representations. The second
term in equation 4.6 contains two parts: the first part makes it easier for the new repre-
sentation to perform label classification (discriminativeness), and the second part leads to
difficulty in distinguishing the new representation of domains (domain invariance).
Unlike many previous papers on domain adaptation that used fixed feature representa-
tions [26, 27], combining domain adaptation and deep feature learning within one training
process makes the learning of representations and classifiers as a whole. The goal is to
embed domain adaptation into the learning representation process, such that the final clas-
sification decisions are made based on features that are both discriminative and invariant to
the change of domains, i.e., so they have the same or very similar distributions in the source
and the target domains.
As distinct from the introduction of gradient reversal layer [46], this chapter runs ex-
periments on the code implemented exactly as in the gradient updates equations 4.6, 4.7,
4.8.
4.4 Experiments
As in chapter 3, the task recognizes 21 objects from images, and each object contains one
object occupying most of the image space. The F1-score is adopted in order to evaluate the
prediction performance.
Chapter 3 discussed three experiments: predicting the visual lifelog using a visual
lifelog, predicting the visual non-lifelog using a visual non-lifelog, and predicting the vi-
sual non-lifelog using a visual lifelog. Each experiment employed training examples from
a single domain.
In contrast, in this chapter, the proposed algorithm uses training examples from both the
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source and target domains to exploit knowledge from both of them. A baseline approach
shares the same training set but performs a prediction directly by using the trained model.
To provide a justified comparison, the setting of the hyper-parameters is the same as that
used in chapter 3, unless explicitly mentioned.
4.4.1 Experimental Design
The proposed domain adaptation algorithm uses training examples from both domains and
tests on a test set from the visual lifelog. The baseline approach uses the same training set
and directly performs predictions using the trained model to show the effectiveness of the
proposed domain adaptation algorithm. The three experiments from chapter 3 also provide
a comparison.
The first experiment, which directly trains models on the training examples from both
the visual non-lifelog and the visual lifelog, makes predictions using the neural network
structure from chapter 3 and provides a baseline. Two domain adaptation-based model
experiments, one with a fixed learning rate and the other with an adaptive learning rate,
display the efficacy of the domain adaptation approach.
The lifelog data and non-lifelog data used in the experiments are described in Ap-
pendix A.
4.4.2 Experimental Settings
Training examples from the visual non-lifelog and the visual lifelog are randomly mixed,
and the number of training examples from the visual non-lifelog is greater than that from
the visual lifelog. Following the convention of chapter 3, the inputs are objects that have
been cropped from raw images and re-scaled to a size of 112 × 112. The visual lifelog set
cannot provide a validation set, and the final result is evaluated with the model that performs
the best.
The domain-adversarial training model, which follows the default setting [47], trains
with 0.9 momentum of the stochastic gradient descent and an adaptive learning rate as
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follows:
rp =
r0
1 + α · pβ (4.9)
where p is the training progress linearly changing from 0 to 1, r0 = 0.01, α = 10 and
β = 0.75 (the schedule was optimized to promote convergence and low error on the source
domain). The adaptation factor λ is assigned using the following schedule:
λp =
2
1 + e−γ·p
− 1 (4.10)
where γ is set to 10 [47].
The fixed learning rate for the domain-adversarial training model is set to 0.1.
The implementation is easy to run on the two-GPU nodes, where a GPU updates the
gradient of the label classifier and the other updates that of the domain predictor. After
all of the gradients are calculated, their values are constrained between -1 and 1. The
implementation has been tested on two types of GPUs: one is 32 NVIDIA K20X GPU
cards and the other is NVIDIA GTX 660 Ti GPU cards.
4.4.3 The Baseline Training from Training Examples of Both Domains
Figure 4.3 displays the model performance that used the training examples from both the
visual non-lifelog and the visual lifelog on different datasets in terms of their F1-score. The
performance of the training set in both Figure 3.8 and Figure 3.6 (most values above 0.8) is
obviously much higher than that in Figure 4.3 (all values lower than 0.8). The model in this
Figure is trained on a mixture of training examples from both non-lifelog and lifelog data.
The F1-score is adopted to evaluate the performances of the model on different datasets.
The order of performance on a data set is (from best to worst): training examples from both
non-lifelog and lifelog data, test from non-lifelog data, test from lifelog data, and validation
from non-lifelog data. Using the training examples sampled from two distinct distributions,
the neural network structure that works well for data from a single distribution cannot learn
the mixed training examples equally as well as either of the other models.
Figure 4.3 indicates the following long-term tendencies: the F1-scores of the visual
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Figure 4.3: The learning curve for training.
lifelog and the visual non-lifelog become closer, and the F1-scores of both domains grad-
ually decrease. The phenomenon occurs because the robust representations that the convo-
lutional neural network is seeking are feasible for both domains. Those features that work
well on only one domain are removed. In addition, as the training employs batch gradients,
the temporary performance decrease steeply in the middle. Because of the complexity of
convolutional neural networks, it is hard to discuss the reasons precisely. I have to point
out that it is rare when training convolutional neural networks on a single dataset. Several
reasons could raise the phenomenon. Examples in the training set with wrong labels will
destroy well-trained models and increase the loss. Considering the numbers of training ex-
amples of the classes are imbalanced, insufficient sampling may cause the steep decrease,
too.
The training set achieves the best performances, as expected, among the different datasets,
as shown in Figure 4.3. The number of training examples of the non-lifelog overwhelms
that of the lifelog, and the mixture training set tends to act closer to the visual non-lifelog.
The different-domain attribute decides that the test set from the non-lifelog beats that from
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the lifelog. The validation set from the non-lifelog is randomly chosen, and the number of
examples is relatively small. The nature of test set from the non-lifelog cannot be exactly
determined; thus, it could have better or worse performance than the test set from the same
domain. Figure 4.3 illustrates the worst results among all datasets.
Notice that the F1-score of the training set is for the entire selection instead of a batch
selection. In addition, the performance of the visual lifelog test set will not help in valida-
tion, but it does display the overall performance and effectiveness of the result. The model
produced from the last iteration of the training process provides the results.
true
predicted
air bic bot bui car cha cup dis doo fac gla han lam mob mot pap per sig tra tvm win
aircon 354 0 1 1 0 0 0 0 0 1 3 1 12 0 0 0 0 51 0 0 0
bicycle 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 7 0 0 0
bottle 0 0 45 1 0 0 1 0 0 1 11 0 11 0 0 0 0 136 0 2 0
building 0 0 1 55 2 4 0 0 1 0 3 0 14 0 0 0 6 487 0 13 0
car 0 0 2 8 70 14 0 0 0 2 12 1 7 0 0 0 8 127 0 1 0
chair 0 0 4 0 0 2 0 0 0 0 12 2 12 0 0 0 0 111 0 0 0
cupboard 0 0 3 0 0 0 196 0 0 0 4 0 16 0 0 0 1 93 0 1 0
dish 0 0 1 0 0 0 0 0 0 0 11 3 16 0 0 0 3 17 0 1 0
door 1 0 1 0 0 0 1 0 2 0 2 1 6 0 0 0 0 139 0 6 0
face 0 0 1 0 0 0 0 0 0 225 68 5 57 0 0 0 22 74 0 0 0
glass 0 0 42 1 0 0 0 0 0 1 252 3 33 0 0 0 2 329 0 2 0
hand 0 0 6 2 0 0 0 0 0 67 124 187 68 0 0 0 310 222 0 0 0
lamp 2 0 1 0 0 0 0 0 1 2 1 0 1799 0 0 0 0 33 0 0 0
mobilephone 1 0 4 0 0 0 0 0 0 5 5 1 4 0 0 0 12 79 0 5 0
motorbike 0 0 0 2 2 4 0 0 0 0 3 1 1 0 0 0 2 27 0 0 0
paper 5 0 0 0 0 0 0 0 3 0 59 12 112 0 0 1 5 103 0 2 0
person 0 0 19 3 0 3 0 0 0 16 94 3 43 0 0 0 109 646 0 4 0
sign 0 0 4 6 0 0 0 0 0 3 21 9 72 0 0 0 14 265 0 11 0
train 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 2 0 0 0
tvmonitor 1 0 1 14 1 1 5 0 0 0 8 6 51 0 0 0 4 466 1 460 0
window 0 0 0 0 0 0 0 1 4 0 4 0 9 0 0 0 1 86 0 5 0
Table 4.1: Confusion matrix that is produced by convolutional neural network training on
mixed samples, at 60,000 iterations, and tested on non-lifelog data.
Table 4.1 displays the confusion matrix derived from the model at 60,000 iterations.
For every number in the cells of the table, the label on the same row indicates their actual
identities, and the label on the same column is the predicted result. Although the model
trained from the training examples from both domains (performance showed in Table 4.1)
is much better than the model using only training examples from the visual non-lifelog
(performance shown in Table 3.3), it has slightly worse performance than that of the visual
lifelog (performance is shown in Table 3.1). All classes in the table achieve satisfactory
performance. The left text column is the ground truth label while the top text row is the
prediction label. It can be concluded that when using samples from the visual non-lifelog,
the learning of convolutional neural network is affected. As for the visual lifelog, the visual
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non-lifelog plays a role as noise. Furthermore, the explanation from Figure 4.3 fits the table.
The features that only work on the visual lifelog but the visual non-lifelog are abandoned
during training, and the performance of the systems presented in Table 4.1 is slightly worse
than those presented in Table 3.1.
4.4.4 Domain Adaptation by Back-propagation
Figure 4.4 displays the performance of the domain adaptation model with an adaptive learn-
ing rate that was trained on the training examples from both the visual non-lifelog and the vi-
sual lifelog on different datasets in terms of F1-score. The performance order phenomenon
on the different datasets was analyzed in Figure 4.3. Although the learning curve is unsta-
ble, the domain adaptation model performance is apparently better than that of the standard
convolutional neural network structure for every data set, as shown in Figure 4.3. Here the
model is trained on a mixture of training examples from both non-lifelog and lifelog data.
The F1-score is adopted to evaluate the performances of the model on a different data set.
The order of performance on the data set is (from best to worst): training examples from
both non-lifelog and lifelog, test from lifelog, validation from non-lifelog. It benefits from
projecting the data from both domains to a feature space where both domains follow similar
if not identical distribution.
Table 4.2 displays the confusion matrix from the domain adaptation model at 60,000
iterations. For each number in the cells of the table, the label on the same row indicates
their actual identities however, the label on the same column is the predicted result. The
model is trained with an adaptive learning rate.
The prediction is improved from the model trained on only training examples of the
visual non-lifelog (Table 3.3), and it has significantly better performance than the prediction
of the standard convolutional neural network trained from the same training set (Table 4.1).
The latter observation supports the statement that the domain-adversarial training model
can learn a good representation of both the visual non-lifelog and lifelog data to transfer
knowledge from the non-lifelog to the lifelog.
Figure 4.5 displays the domain adaptation model performance with a fixed rate that
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Figure 4.4: The learning curve of domain adaptation model with adaptive learning rate.
true
predicted
air bic bot bui car cha cup dis doo fac gla han lam mob mot pap per sig tra tvm win
aircon 353 0 0 0 3 1 0 11 0 12 0 28 3 1 0 0 4 4 4 0 0
bicycle 0 1 0 0 1 1 0 0 0 1 0 1 0 1 0 0 2 0 0 0 0
bottle 0 1 27 2 28 24 2 13 2 15 46 7 9 2 0 1 23 0 3 3 0
building 5 25 8 170 15 41 7 20 10 77 12 34 29 6 4 0 77 23 22 1 0
car 1 0 0 2 116 10 2 5 1 41 8 31 2 2 0 0 27 3 1 0 0
chair 0 0 0 0 1 74 1 6 3 16 6 22 1 0 0 0 13 0 0 0 0
cupboard 0 0 0 2 0 6 200 1 4 38 4 23 11 1 1 4 10 8 0 1 0
dish 0 0 0 0 0 2 0 1 0 12 2 34 0 0 0 1 0 0 0 0 0
door 5 1 2 1 0 15 2 2 42 14 4 12 13 1 0 7 24 10 1 3 0
face 0 0 0 5 0 0 0 7 0 343 3 80 2 0 0 0 8 4 0 0 0
glass 2 8 3 1 5 18 3 30 3 34 485 34 2 1 0 3 25 7 0 1 0
hand 0 0 0 2 2 19 3 26 1 110 47 678 9 1 0 3 74 6 4 0 1
lamp 1 0 0 1 0 0 1 7 2 8 4 20 1788 0 0 2 1 3 1 0 0
mobilephone 0 0 0 0 2 9 0 1 3 5 18 25 5 18 0 5 9 12 0 4 0
motorbike 0 0 0 0 8 3 1 3 0 1 1 11 1 2 0 0 10 1 0 0 0
paper 6 4 1 1 0 7 1 4 4 38 7 65 20 1 0 123 7 11 2 0 0
person 1 1 4 3 18 45 7 39 1 151 81 138 9 9 1 0 412 11 7 1 1
sign 3 1 5 6 3 14 7 21 4 51 17 80 33 4 0 3 30 113 3 7 0
train 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 0 0
tvmonitor 23 6 1 9 25 69 8 4 52 95 24 38 73 23 1 16 34 124 45 349 0
window 4 0 1 1 3 6 4 1 6 23 11 14 6 0 0 5 7 9 1 4 4
Table 4.2: Confusion matrix produced by training on non-lifelog data, at 60,000 iterations,
and tested on non-lifelog data. All classes in the table achieve satisfactory performance.
The left text column is the ground truth label while the top text row is the prediction label.
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trained on the training examples from both the visual non-lifelog and visual lifelog on dif-
ferent datasets in terms of F1-score. The model is trained on a mixture of training examples
from both non-lifelog and lifelog data. The F1-score is adopted to evaluate the perfor-
mances of the model on different datasets. The order of performance on datasets is (from
best to worst): training examples from both non-lifelog and lifelog, test from lifelog, vali-
dation from non-lifelog. Compared with Figure 4.4, it has overall poorer performance while
the performance steadily increases. The final prediction is similar to model learning with
momentum, which suggests that the model structure works but that the learning strategy is
not important.
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Figure 4.5: The learning curves of domain adaptation model with a fixed learning rate. The
legend is at the center of the figure in case it obstructs the curves.
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4.5 Conclusion and Contributions
Following the conclusion from chapter 3 that visual non-lifelog and visual lifelog are two
domains, this chapter analyzed the domain adaptation problem, related machine learn-
ing fields and adopted a representation-based domain adaptation model for deep learning.
The experiments successfully validate the usefulness of the domain-adversarial learning
algorithm. This chapter answered the second research question in the way that domain-
adversarial models are able to transfer the knowledge from the visual non-lifelogs to visual
lifelogs.
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Chapter 5
Object Detection in Visual Lifelog
The thesis so far has focused on the task of object recognition, including distinguishing the
difference between the visual lifelogs and the visual non-lifelogs individually (in Chapter 3)
and transferring knowledge from the visual non-lifelogs to the visual lifelogs (in Chapter 4).
We turn now to the task of object detection on the visual lifelogs.
In the task of object recognition, any image has one label to indicate which object it
contains. To make the classification easier, such images usually display a dominant fore-
ground object (the remaining pixels are usually referred as background). In comparison,
object detection deals with images with fewer constraints. An image (for object detection)
may contain multiple such objects or none. Object recognition is a component of object de-
tection algorithms adopted in this chapter. The relationships of object detection and object
recognition are detailed in Section 5.3.
Lifelog images may have zero or multiple objects, which is the most common scenario
for the task of object detection. This chapter proposes to detect predefined objects (with
labels and training data provided) from lifelog images and also addresses the challenge that
the distributions of objects in lifelog images and non-lifelog images are different.
Object detection on the visual lifelogs has many applications on other tasks of lifelog-
ging, including content-based information retrieval, scene understanding, etc. More details
will be discussed in Section 5.7.
This chapter will initially introduce the task of object detection, including the similarity
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and difference between the task of object recognition and the history of the development of
object detection techniques. Following that, the approach proposed in this chapter will be
illustrated in two-fold, region proposal and object recognition. In the end, the applications
of object detection on lifelog images will be discussed.
5.1 Object Detection
Humans can easily tell if an object is in an image or not and return the location and extent of
the objects if present. Object detection is an active research area of computer vision [51,52,
117]. Its goal is to tell if an object from a given class exists in an image. The task has many
applications in many fields of computer vision, such as content-based image retrieval [79],
facial expression analysis [126] and self-driving techniques [40]. Note object detection
algorithms cannot detect objects which are not predefined.
In this section, we will compare the task of object recognition and the task of object
detection in their definitions, corresponding machine learning problems, and data. Object
recognition algorithms apply a label from a set of classes to an image while object detection
algorithms return location and extent for each given objects found in an image. For object
recognition, an image will be assigned one and only one label. This is a standard multi-class
classification problem [14]. Because the locations and extents are continuous variables, ob-
ject detection can be approximately regarded as a regression problem [14]. More methods
to be discussed later use some tricks to convert object detection to object recognition. Be-
cause object recognition allows only one object in the images, objects are cropped from
original images and rescaled to be the same size. The object detection task has much looser
restrictions on the data: The images only have to be of equal size. The output of object
recognition is a label indicating the class of the object. The output of object detection is the
locations and extents of all given objects. They are usually marked with rectangles (as red
rectangles in Figure 5.4).
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5.2 A Simple Overview of Object Detection Approaches
Object detection research is best known for its application in face detection [117] and pedes-
trian detection [30]. Both of face detection and pedestrian detection deal with a predefined
class, although an image usually contains multiple faces and pedestrians. Those single
class detection results are intuitively easy to achieve with a high performance because
useful features could be specially designed for the object and binary classification tech-
niques (e.g., SVMs [17]) are mature enough. Nowadays, the research of object detection
has turned to multiple objects detection, i.e., a universal approach that could handle arbi-
trary objects [51, 97, 116]. Multi-class detection is necessary for many scenarios, such as
content-based image retrieval [79] and image caption generation [125], although multi-class
detection is more difficult to address.
Existing object detection algorithms can be classified into two groups: algorithms based
on regression and algorithms based on classification. Regression desires output consisting
of one or more continuous variables. Due to the fact that location and scale (bounding box)
are continuous variables, regression-based algorithms are feasible. For example, research
[114] demonstrated DNN-based regression by replacing the last layer with a regression
layer. Classification-based object detection algorithms are more widely used [51, 116]. As
aforementioned, one of the most popular face detection algorithms [117] is based on this
approach as well. Combination of both approaches can improve the final performance [51].
The second approach intuitively comprises of two components: the region proposal,
proposes potential regions that may contain one and only one object; and object recognition,
distinguishes what object the potential regions contain and the regions that do not contain
objects of interest are categorized as background.
Many single object detection tasks employ exhaustive sliding-window approaches (shift-
ing various scales and locations over the image) and designed efficient classifiers to discard
the most of the false positives [30, 40, 50, 117]. Regarding object detection as a regression
problem is a novel modern approach [114], but this does not work well in practice. Branch
and bound schemes reduce the number of locations to visit, thus reducing the computa-
87
tion cost greatly [73]. Methods based on class independent object hypotheses for segmen-
tation [77], i.e., generating multiple foreground/background segmentation, are helpful to
detection methods to some degree [23].
5.3 Region Proposal
Region proposal approaches generate rectangular regions from an image that may contain
a single object for use in object recognition. The goal of the region proposal is to generate
a class-independent, data-driven, rectangular bounding boxes for each object in the image.
The challenge of region proposal is that the objects can be located at arbitrary locations
with various sizes.
Based on the above reason, exhaustive search approaches usually search every sliding
window, i.e., at anywhere with any size, within the images. However, considering the
visual search space is huge, most exhaustive search algorithms [30, 117] are equipped with
predefined constraints, e.g., setting the maximum size of windows, setting the minimum
size of windows, the length of sliding step. In our experiments, we set the minimum size to
be 3× 3. We don’t set the maximum size because we think the potential object could be as
big as possible.
5.3.1 Selective Search
The exhaustive search algorithms could be further improved based on an insight that images
are intrinsically hierarchical. An object contains several different components; a component
contains several different sections; and a section has corners and edges. In the case of the
pedestrian detection, a pedestrian has heads, body, limbs; the head of the face has eyes,
a mouth, and a nose. Some segmentation algorithms perform well thanks to this princi-
ple [23].
The selective search [116] has three aspects: capture all scales (objects can occur at any
scale within the image), diversification (produce locations with as many image conditions
as possible), and fast to compute.
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The first principle is based on the same consideration as the exhaustive search. Namely,
every sliding window is taken as a candidate. The selective search algorithm takes a hier-
archical bottom-up grouping procedure to form the basis, and it uses region-based features
whenever possible. The algorithm firstly uses a fast graph-based segmentation [44] to create
initial regions. Then a greedy algorithm is used to iteratively group regions together: at the
beginning, the similarities between all neighboring regions are calculated. The two most
similar regions are grouped together, and new similarities are computed between the result-
ing region and its neighbors. The method of grouping the most similar regions is repeated
until the whole image becomes a single region. The procedure is similar to hierarchical
clustering [14].
The second design principle for selective search [116] is to diversify the sampling and
create a set of complementary strategies whose locations are combined later. The algorithm
is diversified using three facilities. Firstly, a variety of color spaces is adopted with different
invariance properties accounting for different scenes and lighting conditions. Secondly,
four complementary, fast-to-compute similarity measures are defined. Thirdly, our starting
regions vary.
The last principle ranks the locations, that are most likely to be an object, highest.
Selective search algorithm [116] order the combined object hypotheses set based on the
order in which the hypotheses were created in each individual grouping strategy.
5.3.2 Visual Lifelog Region Proposal
The selective search algorithm [116] is initially used for effectively generating sliding win-
dows on lifelog images. Recap that chapter 3 points out visual non-lifelogs and visual
lifelogs belong to different domains. In other words, it can not be guaranteed an algo-
rithm performs well on visual non-lifelogs performs equally well on visual lifelogs. So the
question here becomes; could we apply selective search algorithm to the visual lifelogs?
This section intends to offer reasonable argument instead of rigorous mathematical
proof for the sake of simplicity. The expected outputs of region proposal of the visual lifel-
ogs are rectangular regions, the same as the output from the visual non-lifelogs. Namely,
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despite the fact that lifelog images are usually distorted and different from non-lifelog im-
ages, the regions (of lifelog images) proposed for object recognition should still be rect-
angular. Since the region proposal cannot change the distribution of the regions from the
image, the only possible interference is the size of the proposed regions.
Slightly different sizes of the regions have little impact on the performance of object
recognition considering that the object recognition task for allows backgrounds in the im-
ages. If the proposed region contains too much background (even includes other objects),
object recognition algorithms are designed to determine such regions as the background
image. As we can see in figure 5.1, an object will usually be proposed in more than one
regions. There will be one to be chosen as the best for this object. We can imagine the same
result for the small size of the proposed regions.
The lifelog images satisfy the first two basic principles of selective search. For the
first principle, as stated above, the expected outputs of region proposal on visual lifelogs
remains rectangular, so the exhaustive search algorithm applies to lifelog images as well.
Lifelog images do not contradict with the second principle either because the regions on
those images are hierarchical as well.
The following analysis answers the Research Question 3. The selective search could
convert object detection on the lifelog images to object recognition on the lifelog images.
Considering the visual lifelogs is a special domain (different from the visual non-lifelogs),
the several paragraphs above analysis ensure the selective search is still useful.
Figure 5.1 displays the proposed regions generated from the selective search on visual
non-lifelog and visual lifelog data individually (non-lifelog images are one the left column
while the lifelog images are on the right). From the figure, the phenomenon that the regions
containing an object attract more proposed regions, can be observed on both non-lifelog
images and lifelog images. It shows the selective search works equally well on the visual
lifelogs.
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(a) A non-lifelog example of a person. (b) A lifelog image contains person and lamp.
(c) A non-lifelog example of a lamp (d) A lifelog image contains car, person and lamp.
(e) A non-lifelog example of a car (f) A lifelog image contains car and lamp.
Figure 5.1: The regions proposal using selective search for every image corresponding to
figure 3.1 on Chapter 3. For exhaustive search, we can expect to observe the proposed
regions evenly distributed among the whole image. While here, obviously the regions are
uneven. Selective search tends to propose regions which are more likely to contain an
object.
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5.4 Visual Object Recognition of Lifelog using Selective Search
The selective search algorithm proposes a number of rectangular regions of interest from
lifelog images. From the Figure 5.1, we can conclude two phenomena: one is that some
candidates contain no desired objects; the other is that an object attracts multiple windows
of varying sizes. The efforts following selective search are removing candidates that contain
only backgrounds, and selecting one of the regions from all the candidates that overlap with
each other. Due to the fact that it is impossible to tell the best region of interest (it will be
detailed in Section 5.5) among a group of similar region proposals, anyone that contains the
object may be the one we are looking for.
In this chapter, we design two approaches for object recognition. The first classifier
(recognition with pre-trained model) directly employs the classifier (object recognition sys-
tem) trained in Chapter 4; the second classifier (recognition with re-trained model) builds
a new classifier from the model in Chapter 4 and uses the hyper-parameters from the pre-
trained model as initialization. The first classifier is more intuitive than the second one.
5.4.1 Recognition with Pre-trained Model
The domain-adversarial convolutional neural network from Chapter 4 (depicted in fig-
ure 4.2) has two output ends: one predicts the label of objects and the other indicates
whether the input image belongs to the visual lifelog or the visual non-lifelog. The end
that indicates the domain is not the focus of this chapter because we don’t care if the input
image comes from the lifelog or not. The end that predicts the label of objects has the same
number of output neurons as the number of objects (the number is 21 in our case). The
output values of neurons are regarded as prediction value (or confidence) of objects and the
object with the highest prediction value is taken as the label for the input image.
Note that the input of the model in Chapter 4 does not contain backgrounds, but the
input regions contain backgrounds in this chapter. Namely, compared with Chapter 4, the
classifier has an extra challenge: it is possible that the input region does not belong to
any predefined objects. Considering the output of the label recognition end could be inter-
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preted as a likelihood, we could assume that the background will have a low likelihood of
all classes. If we are right, the pre-trained model from chapter 4 still could apply to the
recognition requirement here with an intuitive modification. If the highest prediction value
is below a pre-set threshold, the input region is considered as background.
The threshold is the key for the pre-trained model. A large value for the threshold in-
creases the rate of false negatives, because a region of a real object is rejected by a large
threshold and tagged as background. On the contrary, a small value for the threshold in-
creases the rate of false positives, in the way that a region of background is counted by
a small threshold and acknowledged as an object. We regard the threshold as a hyper-
parameter to tune instead of a parameter to learn, because the threshold is independent of
the recognition model.
The recognition with a pre-trained model does not learn any new knowledge at all, i.e.,
it is not going to change its attached parameters. Except the threshold mentioned just above,
another consequence is that the model is not allowed to take training examples. Namely, the
selection of value for threshold is independent of the data. A simple solution is to utilize
the training examples from chapter 4: feed the domain-adversarial convolutional neural
network with those training examples and for each image, the highest prediction value is
recorded and among them, while the threshold is set to the lowest one.
For an arbitrary input image Xi, we assume the output is yi = f(Xi), where f(·) is the
end predicts label of objects and yi is a vector here. The label is predicted as:
label = argmax(yi) (5.1)
while the threshold is selected as:
threshold = min([max(y1), · · · ,max(yi),max(yn)]) (5.2)
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5.4.2 Recognition with Re-trained Model
Inspired by [51], the pre-trained domain-adversarial convolutional neural network is em-
ployed for object recognition on proposed regions with fine-tuning [130] and the parameters
of the pre-trained model are partly used as initialization for the re-training.
Figure 5.2 depicts the procedure for re-training. Chapter 4 trains the classifier using
regions from the ground truth only (including visual non-lifelog and visual lifelog). In this
strategy, the prediction is only able to produce one and only one object category. Although
the strategy perfectly satisfies the requirement of object recognition, it fails on object detec-
tion considering regions proposed for object detection could be background. Enlightened
by this reason, training examples are supplemented with negative training examples (re-
gions of background) from proposed regions. Intuitively, the negative examples with more
overlapping with positive examples are more challenging for the classifiers [14, 17]; there-
fore, the negative examples are produced from regions that have overlap (in terms of IOU)
0.2-0.4 with the positive examples. Algorithm 1 displays how to calculate IOU. The en-
larged training examples are used to re-train the domain-adversarial convolutional neural
network.
As we discussed above, an object can relate to several regions in the region proposal and
these candidate regions can be of different sizes. Therefore, a necessary step is to change
these regions to a fixed size. Another challenge is we hope to output only one region for
one object as the result of object detection. The solution is to pick a region that has the
highest confidence and then remove those regions that have more than 0.5 overlaps (IOU)
with it. For remaining regions, repeat the action until the end.
The classifier, domain-adversarial convolutional neural network, needs to change as
well. The label predictor of the domain-adversarial convolutional neural network for visual
object recognition of lifelog has 21 output neurons, each of which points to an object cate-
gory. However, in the case of visual object detection of an object, an extra one is necessary
to represent the background. Figure 5.3 details the structure employed for re-training in this
chapter.
The only difference between Figure 4.2 and Figure 5.3 is that the label predictor of the
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Figure 5.2: The procedure of re-training the domain-adversarial convolutional neural net-
work. The ground truth regions supply the true positive training examples. The region
proposal provides the difficult negative which has 0.2-0.4 overlap with the ground truth
positives. Those training examples are combined to re-train the classifier. In the end, re-
move the duplicate regions of interests by getting rid of those have overlap above 0.5 with
the one with the highest confidence.
Figure 5.3: The updated domain-adversarial model. The blue components act as non-linear
representation learning; and the green ones perform label classifier while the red ones per-
form domain predictor. Representation learning comprises convolutional and max-pooling
layers. Both label classifier and domain predictor consist of perceptions. Notice the output
of label predict is 22 now.
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latter one has 22 output neurons instead of 21. In this sense, all parameters of the model
that obtained from Chapter 4 could be used as initialization for re-training except the output
layer of label predictor. Those parameters are highly likely to change during re-training but
the initialization will speed the re-training by providing a good initialization.
It is clear that the re-training approach is much more complicated than pre-training
approach. The pre-training approach wants the calculation of threshold only while the re-
training not only expands the training examples but modifies the classifier and performs
training as well.
Figure 5.4 displays the output of object detection. A potential benefit of the approach
is it not only can handle visual lifelog but visual non-lifelog as well. Note in Figure 5.4d,
only the left pedestrian is detected because the right one is too small.
5.5 Evaluation
Objects present in an image may vary in location, size, and aspect ratio. Evaluation for
object detection is therefore difficult [25, 60]. Firstly, different from object recognition
which is a classification problem, the evaluation value for object detection is continuous.
Secondly, it is hard to tell a better candidate window from a group of similar ones. Thirdly,
as the regions of interest are rectangular, it is natural that parts of objects are out of the
region and some area of the region contains the background. However, it is rather hard
to say to what extent the region should not be considered as the region of interest for that
object.
As to the question of the purpose of object detection algorithms, early work [39] em-
phasizes the category independence, while more recent work [116] focuses on a chosen set
of object classes. It is pointed out that the current evaluation rule for object proposal meth-
ods is suitable for object detection but is a gameable and misleading protocol for category
independent tasks [25]. Though inspiring, the work [25] is still under development.
The Intersection over Union (IOU) algorithm is the consequence of the instinctive idea
mentioned above: the larger the area of overlap and the less area not overlapped between
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(a) A non-lifelog example of a person. (b) A lifelog image contains person and lamp.
(c) A non-lifelog example of a lamp (d) A lifelog image contains car, person and lamp.
(e) A non-lifelog example of a car (f) A lifelog image contains car and lamp.
Figure 5.4: The red rectangles are results of object detections. For each image, every
rectangle comes from one of regions proposed in figure 5.1.
two regions, the more likely they are regions of the same object. For two boxes/regions bi
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and bj , IOU is defined as:
IOU(bi, bj) =
area(bi ∩ bj)
area(bi ∪ bj) (5.3)
Because bi and bj are rectangular boxes, the calculation of intersection over union is
surprisingly easy to implement (depicted in Algorithm 1). The input of Algorithm 1 are
two rectangles to be calculated. Each rectangle contains four elements in the following
order: the biggest x-coordinate value (x-coordinate of the bottom right corner), the smallest
x-coordinate value (x-coordinate of the top left corner), the biggest y-coordinate value (y-
coordinate of the bottom right corner), and the smallest y-coordinate value (y-coordinate of
top left).
Algorithm 1: Calculation of intersection over union (Python)
def IOU(Rct1, Rct2):
""" Calculate the Intersection of Union.
Args:
Rct1: a tuple containing four elements (max_of_x, min_of_x,
max_of_y, min_of_y).
Rct2: a tuple containing four elements (max_of_x, min_of_x,
max_of_y, min_of_y).
"""
x_overlap = max(0, min(Rct1[0], Rct2[0]) - max(Rct1[1],
Rct2[1]))
y_overlap = max(0, min(Rct1[2], Rct2[2]) - max(Rct1[3],
Rct2[3]))
# overlap area
area_overlap = x_overlap * y_overlap
# total area
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area_union = (Rct1[0]-Rct1[1])*(Rct1[2]-Rct1[3]) +
(Rct2[0]-Rct2[1])*(Rct2[2]-Rct2[3]) - area_overlap
return area_overlap/area_union
Intersection over union is suitable for any two regions and it was initially used in set
theory. Based on a necessary assumption that the ground truth annotations are perfect, this
chapter uses IOU to evaluate the quality of effective regions.
Notwithstanding that the higher IOU value does not necessarily ensure the better region
of interest [25], the IOU is adopted for its simplicity and straightforwardness compared to
others (e.g., area under the recall curve, volume under the surface, average best overlap).
5.6 Experiments
The experiments have two components: region proposal and object recognition. Two ap-
proaches to object recognition of the lifelog images are designed: pre-trained model and
re-trained model.
As discussed in Section 5.4.1, the values of the output of the neural network adopted
could be interpreted as the likelihood of the label. It inspired a motivation that the neural
network may output very low probability on all outputs if the input is nothing related to the
given (21) objects. The re-retained model approach regards anything not included in the 21
objects as the 22nd one.
The recognition with pre-trained model does not need re-training, and it does not require
extra training data. The only extra effort is predicting regions proposed from selective
search based on the model detailed in Figure 4.2. Comparatively, the recognition with re-
trained model requires extra training data (the whole procedure is depicted in Figure 5.2),
which is based on the model detailed in Figure 5.3.
The data used in the experiments is illustrated in Appendix A.
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5.6.1 Settings
The experiments conducted two object recognition approaches to lifelog images. In Chap-
ter 4, we have tried to recognize 21 objects from lifelog images. Since each of those images
has one and only one object, we merely need 21 labels. However, for the images obtained
from region proposal, it also may have nothing (only background), object not included in
the 21 classes, or multiple objects. We don’t care that exactly which one happens, so they
are assigned the same label (“No object”, as the 22nd) in this chapter.
The experiments of object detection on the lifelog images consist of region proposal and
object recognition. The performance of region proposal can not be evaluated independently
because the algorithm of the region proposal is unsupervised, so we will just simply mention
the details of the region proposal. The performance of object recognition can be displayed
via learning curve of the training phrase and confusion matrix (as used in previous chapters).
The performance of object detection on the lifelog images will be evaluated using IOU
(which can be calculated using Algorithm 1).
5.6.2 Recognition with Pre-trained Model
Table 5.1 depicts the performance of recognition with a pre-trained domain-adversarial con-
volutional neural network for every object category. The first row of the table lists the
total proposed region (TPR) using selective search. Rest rows appear in pairs, describ-
ing the number of effective regions (ER(x)) and corresponding percentage out of the pro-
posed region (ERP(x)=ER(x)/TPR) for every object category. Namely, a proposed region
is effective if it has an IOU value more than 0.5 with a given ground truth region. The
threshold of a pair of ER(x) and ERP(x) is calculated as 56.71/x, where x is selected from
{1, 2, 4, 8, 16, 32, 64, 128}, so the thresholds correspondingly are {56.71, 28.36, 14.18, 7.09,
3.54, 1.77, 0.89, 0.44}.
The table supports the statement from Section 5.3.2 that the number of effective regions
increases as the threshold decreases. Apart from that, several interesting phenomena could
also be observed. The direct recognition approach performs poorer in some categories
(e.g., train, bicycle, dish) than others (e.g., lamp, tv monitor), because there are relatively
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fewer training examples provided by the former categories. The number of effective regions
between values of 0.89 and 0.44 (ERP(64) and ERP(128)) is similar, which indicates the
values of most confidences are between those intervals. At the same time, the number of
effective regions where the threshold above or equal to 7.09 is zero.
It can be concluded that the values of most confidences are much lower than expected
(56.71). Apparently, recognition with pre-trained domain-adversarial convolutional neural
network could not accomplish the recognition part for visual object detection of lifelog
images.
5.6.3 Recognition with Re-trained Model
The procedure has been discussed in Section 5.4.2. The addition of difficult negative train-
ing examples will also be reshaped to fit the size of input of model depicted in Figure 5.3.
We don’t care the outputs of domain predictor, so they are ignored from the results. The
training phrase adopts same tuning tricks from Chapter 3 and Chapter 4. The initial values
for each layer of the model depicted in Figure 5.3 is loaded from pre-trained model inher-
ited from Chapter 4 except the output layer on the label predictor because the number of
neurons has changed from 21 to 22.
The learning curve of the re-training model is plotted in Figure 5.5. From the figure,
we could see that the after F1-score reaches very high value fast, it is much more robust
compared to learning curves in Chapter 3 and Chapter 4.
Table 5.2 depicts the confusion matrix (the images does not contain any from the 21
objects are labelled “No object”) at 60,000 iterations. It shows similar performance on each
label and displays average good performance.
3136 regions can not be resized because of bugs from the package employed for this
research, so 3219 images from test set remained. Table 5.3 displays the result of recognition
with the re-trained model which has much better improvement than that from Table 5.1. The
object categories that do not perform well (e.g., train, bicycle, dish) still repeat from the re-
trained model.
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aircon bicycle bottle building car chair cupboard dish door face glass
TPR 19160 2957 6184 46858 10534 109571 14366 4291 7357 228746 124236
ER(1) 0 0 0 0 0 0 0 0 0 0 0
ERP(1) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
ER(2) 0 0 0 0 0 0 0 0 0 0 0
ERP(2) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
ER(4) 0 0 0 0 0 0 0 0 0 0 0
ERP(4) 0 0 0 0 0 0 0 0 0 0 0
ER(8) 0 0 0 14 0 0 0 0 0 0 0
ERP(8) 0.0 0.0 0.0 0.0004 0.0 0.0 0.0 0.0 0.0 0.0 0.0
ER(16) 5 0 14 4174 5 120 64 0 0 3466 545
ERP(16) 0.0003 0.0 0.0023 0.0891 0.0005 0.0011 0.0045 0.0 0.0 0.0152 0.0042
ER(32) 217 1 317 12254 270 1627 378 8 47 14271 12445
ERP(32) 0.0113 0.0003 0.0513 0.2615 0.0256 0.0148 0.0263 0.0019 0.0064 0.0624 0.1002
ER(64) 443 2 481 13756 941 2175 481 28 104 16985 23195
ERP(64) 0.0231 0.0007 0.0778 0.2936 0.0893 0.0199 0.0335 0.0065 0.0141 0.0743 0.1867
ER(128) 456 2 496 13868 1030 2210 484 30 110 17119 23948
ERP(128) 0.0238 0.0007 0.0802 0.2960 0.0978 0.0202 0.0337 0.0070 0.0150 0.0748 0.1928
hand lamp mobilephone motorbike paper person sign train tvmonitor window
TPR 527042 1267507 71303 600 208 53778 262990 8523 27603 592
ER(1) 0 0 0 0 0 0 0 0 0 0
ERP(1) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
ER(2) 0 0 0 0 0 0 0 0 0 0
ERP(2) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
ER(4) 0 0 0 0 0 0 0 0 0 0
ERP(4) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
ER(8) 53 16997 0 0 0 0 2 0 15 0
ERP(8) 0.0001 0.0134 0.0 0.0 0.0 0.0 0.0 0.0 0.0005 0.0
ER(16) 20000 197911 35 0 0 61 3946 0 3083 0
ERP(16) 0.0379 0.1561 0.0005 0.0 0.0 0.0011 0.0150 0.0 0.1117 0.0
ER(32) 69726 341877 850 1 3 4596 13049 0 6838 8
ERP(32) 0.1323 0.2697 0.0119 0.0017 0.0144 0.0855 0.0496 0.0 0.2477 0.0135
ER(64) 79528 351055 1234 1 3 8176 17328 0 7851 12
ERP(64) 0.1509 0.2770 0.0173 0.0017 0.0144 0.1520 0.0659 0.0 0.2844 0.0203
ER(128) 79821 351528 1265 2 5 8482 18220 0 7974 12
ERP(128) 0.1515 0.2773 0.0177 0.0033 0.0240 0.1577 0.0693 0.0 0.2889 0.0203
Table 5.1: The first row displays the number of total proposed regions (TPR) for each cat-
egory. From second row, the row ER(x) displays the number of effective regions (ER)
with confidence above the threshold 56.71/x while the row ERP(x) displays the percentage
(ERP) of effective regions from total proposed regions with confidence above the thresh-
old 56.71/x. The parameter x is selected from [1, 2, 4, 8, 16, 32, 64, 128]. The threshold,
calculated from equation 5.2, is 56.71.
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Figure 5.5: The learning curve of re-trained model.
true
predicted
air bic bot bui car cha cup dis doo fac gla han lam mob mot pap per sig tra tvm win non
aircon 372 0 0 0 1 0 0 2 0 0 0 0 3 0 1 2 0 7 0 3 0 33
bicycle 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 6
bottle 2 0 73 0 0 3 0 2 0 0 3 0 3 0 0 0 4 1 0 1 0 116
building 2 4 1 134 1 0 6 0 3 1 1 2 2 1 3 2 4 6 5 1 1 406
car 0 0 0 0 104 0 0 0 0 3 1 5 0 1 1 0 1 0 1 2 0 133
chair 0 0 1 0 0 61 1 1 6 0 0 7 0 0 0 0 2 1 0 2 0 61
cupboard 0 0 0 0 0 2 237 2 5 3 1 1 1 1 0 5 3 0 0 7 1 45
dish 0 0 0 0 0 0 0 9 0 0 2 8 1 0 0 1 0 2 0 0 0 29
door 1 0 0 0 0 0 8 1 61 0 0 0 3 0 0 3 2 2 0 5 1 72
face 0 0 0 0 1 1 0 1 1 323 0 14 0 0 0 0 0 1 0 0 0 110
glass 1 2 8 0 2 1 3 10 2 1 420 6 7 1 0 5 2 3 0 6 0 185
hand 0 0 2 0 0 0 2 7 1 16 2 424 1 0 0 7 10 1 0 0 0 513
lamp 1 0 0 0 0 0 1 0 0 0 0 4 1767 0 0 5 0 1 0 0 0 60
mobilephone 0 0 0 0 2 0 0 0 0 1 0 3 0 26 0 1 1 2 0 12 0 68
motorbike 0 0 1 0 3 0 0 0 0 0 0 0 0 0 3 0 1 0 0 0 0 34
paper 1 0 0 0 0 0 1 1 0 1 1 5 4 0 0 91 0 0 0 0 1 196
person 0 0 2 2 1 2 3 6 3 14 0 11 3 2 1 0 212 1 1 1 0 675
sign 3 2 7 3 1 3 6 9 1 7 3 11 7 5 0 9 7 114 0 18 1 188
train 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 2
tvmonitor 2 2 2 1 4 2 2 1 2 1 7 6 5 3 1 10 0 2 3 676 0 287
window 0 0 0 0 0 1 1 1 4 0 1 3 3 0 0 5 1 1 0 13 20 56
No object 26 27 19 48 18 16 30 22 35 35 45 74 54 43 26 54 56 21 34 76 9 18007
Table 5.2: Confusion matrix of the recognition performance is produced by the re-trained
model, at 60000 iterations, and test on lifelog data.
aircon bicycle bottle building car chair cupboard dish door face glass
GT 245 5 91 413 111 68 125 30 79 196 400
ER 0 0 0 377 0 3 0 15 12 1 0
hand lamp mobilephone motorbike paper person sign train tvmonitor window
GT 575 959 53 20 222 416 212 1 715 60
ER 0 2 0 0 17 0 15 1 6 28
Table 5.3: The prediction performance of recognition with re-trained model
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5.7 The Relation to Other Tasks in Visual Lifelog
Object detection can be extended to many research tasks in the computer vision. For
example, the face detection enables future research efforts in face tracking, pose estimation,
and expression recognition [126]. Similarly, object detection of the lifelog images could
also be extended into many research tasks of lifelog images as well.
The content-based image retrieval [79] of the lifelog images is an important use case.
One of the motivations of the lifelogging is to enable lifelogger easily access and recall
their information, including images and documents. The content-based image retrieval is
expected to return the images which contain the desired objects. It could be easily im-
plemented using object detection. Object detection algorithm marks the objects in each
image, which are used as vocabulary. The rest is then similar to the common document
retrieval [83]. In this case, the content-based image retrieval does not need the information
of the location of each object.
Scene understanding requires a semantic understanding of the elements that surround
the lifelogger, such as objects, people and environments, which are an important factor to
decide the scene [15]. The objects drawn from the lifelog images can form a vocabulary of
concepts which characterizes the surrounding scene. The first work [20] on object recogni-
tion in the domain of lifelogging was able to successfully analyze the temporal consistency,
co-occurrence and relationships within the detected objects. The work also concluded that
the relationships could help the scene or concepts understanding.
The scene understanding could also be extended to aid the memory of the aging pop-
ulation [22]. For example, detection and recognizing a face from a lifelog album tells its
owner when and where the face was met.
5.8 Conclusion and Contributions
In this chapter, we turn the research focus to object detection on lifelog images from object
recognition (of Chapter 3 and Chapter 4). We compared object recognition and object
detection. This chapter proved the selective search algorithm also applies to the lifelog
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images. Moreover, two experiments were conducted to find the best way to perform object
recognition within the detection framework. In summary, this chapter decomposed the
object detection into region proposals and the object recognition. That is the answer to the
last research question.
This chapter has two contributions. On the one hand, the thesis is not a complete work
without this chapter because lifelog images are intrinsically images in the wild [28], i.e., a
lifelog image naturally contains arbitrary objects. On the other hand, visual object detection
of lifelog could be easily extended to other tasks of visual lifelogs.
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Chapter 6
Conclusions and Future Directions
Facing the challenge that visual lifelog is suffering from insufficient training data, the the-
sis explores object detection in lifelog images, introducing information from the abundant
source of visual non-lifelog data. At the start of this work (in Chapter 1), we pointed out
the limitations of this thesis: the thesis neither addresses all the tasks for visual lifelogs, nor
guarantees the approach is useful in other non-visual fields.
From the analysis of Chapter 1, we could see that lifelog images have larger feature
space with many different frequencies of the objects contained therein. Chapter 2 points
out that because of the privacy issues and the difficulties of the collection, the number of
the available lifelog images for training is rather limited. Chapter 1 proposes to use the
non-lifelog images to help the object detection task for the lifelog images.
By answering the three related research questions that were presented in Chapter 1,
the thesis proves the above approach works. The answers to the three research questions
complete a unified framework that could tell which pre-defined objects exist in the lifelog
images. The second research question is raised from the answer to the first research ques-
tion. The third one is based on the second one.
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6.1 Answers to Research Questions
Research Question 1
Research Question 1 asked: What is the relation between visual non-lifelog and visual
lifelog in terms of similarity?
Chapter 1 raises three answers to the question: the same, similar or absolutely different.
Chapter 3 points out the objects in lifelog images have a different distribution in representa-
tion than in non-lifelog images, even if the lifelog images and non-lifelog images have the
same size. In other words, lifelog images are similar to non-lifelog images. This conclusion
hints that it is possible to transfer knowledge from the visual non-lifelog to visual lifelog,
which leads to following two research questions.
The analysis and conclusion above are also proven by experiments. If the visual lifelog
and the visual non-lifelog were the same, then model trained on non-lifelog images is ex-
pected to have similar performance on the test sets between the visual lifelog and the visual
non-lifelog. But the results are distinctly different.
Moreover, an experiment that trains the model on the lifelog images and tests on the
lifelog images indicates that some classes of objects are not well recognized because the
number of training examples is insufficient. As a comparison, another experiment trains a
model on the visual non-lifelog and predicts on the visual non-lifelog. These two experi-
ments support the conjecture that object recognition needs more training data in the visual
lifelogs than that of the visual non-lifelogs because the objects have larger feature space in
the visual lifelogs.
Research Question 2
Research Question 2 asked: How could we transfer useful knowledge from visual non-
lifelogs to help object recognition on visual lifelogs?
The answer to Research Question 1 reveals that it is possible to exploit the knowledge
from the visual non-lifelogs and apply it to the visual lifelogs since they are similar. But it
is still unknown how to transfer.
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Chapter 4 starts by introducing transfer learning and domain adaptation. It then ana-
lyzes the visual lifelogs and visual non-lifelogs from the perspective of domain adaptation.
Following Chapter 3, we have the conclusion that visual lifelogs and visual non-lifelogs
are two different domains. Since the visual non-lifelogs have many more training exam-
ples than visual lifelogs, in our experimental work, the non-lifelog images are taken as the
source domain and the lifelog images is taken as target domain.
Chapter 4 designs an experiment which trains a model from the combination of training
examples from both the visual lifelogs and the visual non-lifelogs. The experiment displays
the performance of the model evaluated on the visual lifelogs and the visual non-lifelogs
individually. Domain adversarial convolutional neural networks are then used to transfer
the knowledge from the visual non-lifelogs to the visual lifelogs.
In theory, a method that works well for the domain adaptation may address our problem.
The domain adversarial convolutional neural networks were state-of-the-art.
Research Question 3
Research Question 3 asked: How could we transfer the object recognition task to the object
detection for the lifelog images?
The goal of the thesis is to handle the object detection task for the lifelog images.
However, the above research questions are discussed within the task of object recognition,
because we can’t perform object detection on the non-lifelog images. Therefore, we know
that we can only transfer the knowledge from objects of the visual non-lifelog to objects of
the visual lifelog.
The last step is how to transform the object recognition task to the object detection task.
Chapter 5 uses selective search which finds potential regions (containing objects). It also
points out we don’t need to worry about the “correct regions” during the selective search
since the transformation remains in the source domain.
To explore which will be best to reduce object detection to object recognition for lifelog
images, Chapter 5 conducts two approaches: pre-trained convolutional neural networks
(interprets the probability produced by the model as distance to a class) and re-trained
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convolutional neural networks (regards the background as another class). The experiments
show that the latter one is much better than the former one.
6.2 Contributions
We identify and summarize what we consider to be four primary contributions from this
research, namely:
1. In Chapter 3, we find out that the non-lifelog images and lifelog images are different
in terms of visual content and content framing, but similar in distributions of pix-
els. We propose that visual lifelogs and visual non-lifelogs belong to two separate
domains. The relationship of lifelogs and non-lifelogs have never been studied be-
fore, as to the best knowledge of the author, the dissertation presents the first study
to explore and discuss the connection and relation between visual lifelogs and visual
non-lifelogs. It lays the foundation not only for the rest of the thesis but new perspec-
tives and potential solutions to the challenge of retrieval from lifelog archives.
2. Chapter 4 focuses on the object recognition task for visual lifelogs. The chapter
successfully transfers the knowledge from non-lifelog images to lifelog images. The
chapter is the first work to discuss the visual lifelogs in the perspective of transfer
learning. The thesis addresses the object recognition problem on visual lifelog images
using domain-adversarial convolutional neural networks, and alternative models can
be developed following this idea.
3. The biggest contribution of chapter 5 is that it converts object recognition to object
detection on the lifelog images. Both object recognition and object detection are com-
mon tasks in computer vision, but object detection has more direct applications, such
as multimedia retrieval. It points out the selective search does not affect the transfer
procedure. The chapter also discusses the application of visual object detection of
lifelog for other tasks of lifelogging.
4. The last contribution from this work is a dataset of non-lifelog images which are
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necessary to lifelog images adopted in the thesis. Most data of the dataset comes
from the ImageNet. The users are able to generate this dataset following the steps in
Appendix A.
6.3 Future Research Directions
Since this is very much exploratory work in the area of lifelogging, there are a number of
future research directions that we can identify from this work. We now present the most
interesting of these challenges.
Label Set Expansion
The direct application of the work is multimedia retrieval. Lifeloggers could utilize en-
hanced search functionality for their visual archives that contain specific objects. Moreover,
the work could be used to indicate which objects may be contained in an image. However,
this work only focuses on 21 objects. As for the common objects encountered in everyday
life, 21 is far from enough. The number 21 is picked because of the limits of the datasets
that we employed in this work. In other words, we have only 21 labels to train with. It is
straightforward to expand the number of objects we can handle by expanding the annotated
objects of the dataset. It is necessary for the desired objects have to be annotated in the
lifelog dataset and corresponding non-lifelog training examples have to be collected. After
that, methods and approaches similar to those presented in this dissertation can be applied.
Model Exploration
The thesis focuses on object detection for lifelog images. However, the methods and algo-
rithms adopted in this thesis are preliminary. Therefore, more cutting edges algorithms or
ad-hoc algorithms could be developed and tested. In other words, with better models, we
may be less likely to miss objects or propose wrong objects.
For example, we used a CNN which is similar to AlexNet [71] for the experiments
of object recognition. But there are more advanced CNNs could take its place, such as
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GoogleNet [113] and ResNet [58]. For the object detection, candidates could be Faster
RCNN [97] and Mask RCNN [57].
Lifelog Search Engine
In the thesis, our goal is detecting objects on lifelog images which is essentially indexing
the lifelog images. Although as mentioned in Chapter 3, indexing is the most important
and most difficult to build a multimedia search engine, more efforts are required to build a
lifelog search engine.
Lifelog search engine is useful in a lot of scenarios in the real world, such as lifelog
digital diary [21], concept detection [118], and digital memory maintenance as an assistive
technology.
Additional Tasks
Although the thesis works on two tasks, object recognition and object detection, the idea
that enhancing lifelogs using non-lifelogs, could be easily employed on any other task as
well. The domain adversarial convolutional neural networks are task-dependent, but there
are different transfer learning algorithms could handle different tasks. Moreover, the trans-
fer representation learning provides a general adapter for further specific algorithms.
Modalities Exploration
This thesis focuses on images only as the source of lifelog data. However, lifelogs are
typically multimodal and as such could also include other sensors’ data, such as GPS, ac-
celeration, and even sound. Those modalities can provide additional information which
images can’t. The idea and methodology proposed in this thesis could be easily adopted in
other modalities.
This work is similar to the above one because when the data changes, the task naturally
must change also. For example, we can perform object detection on the images, but could
not do the same on the GPS data.
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Appendix A
Data Explanation
In this appendix, a brief introduction is given to the data sets used in this thesis. This
includes non-lifelog data used for recognition, lifelog data for recognition, a mixture of
non-lifelog and lifelog data used for recognition (mentioned earlier as a mixture of non-
lifelog and lifelog data) and lifelog data used for detection. The approaches we take to
processing the data and the data sets are independent: the discoveries and models in the
thesis can work on other data sets and the data sets illustrated here could also be used for
other approaches.
Chapter 3 uses both non-lifelog data for recognition and lifelog data for recognition.
Chapter 4 uses lifelog data for recognition, non-lifelog data for recognition and a mixture
of the two. Chapter 5 uses original lifelog images and a mixture of lifelog and non-lifelog
data for recognition.
A.1 Non-lifelog Data for Recognition
The source of non-lifelog data for recognition tasks in this thesis comes from the large-
scale image data sets which contain images that each has one and only one object. Reliable
as they are, great additional efforts were taken due to their limited categories of objects,
copyright issues, inconsistent format, etc.
ImageNet [35], a largescale ontology of images built upon the backbone of the Word-
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Net1 structure, is used as main source of non-lifelog data. Up to this point, it has 14,197,122
images and 21,841 synsets2. ImageNet has benefited from adopting the hierarchical struc-
ture of WordNet. ImageNet considers the rare cases in a class (called “synonym set” in
ImageNet), e.g., “building” synonym set contains the building of the house, office, hall, and
restaurant. Despite the fact that ImageNet covers thousands of classes, the object “hand”
or similar concepts are still missing. Thus in our work images of the object “hand” are
supplemented with images from Flickr3.
ImageNet uses the hierarchical structure of WordNet [86], a lexical database of En-
glish. Each meaningful concept in WordNet, possibly described by multiple words or word
phrases, is called a synonym set or synset. There are approximately 80,000 noun synsets in
WordNet. Figure A.1 provides two rows of image examples and their corresponding synsets
from ImageNet. For each synset, 6 randomly sampled images are presented. In each row,
the direction from left to right follows concepts from root to leaf, i.e., the concepts of the
right synset is a subset of the left synset.
Figure A.1: A snapshot of two root-to-leaf branches of ImageNet: the top row is from the
mammal sub-tree; the bottom row is from the vehicle sub-tree. For each synset, 6 randomly
sampled images are presented in the Figure. The source is from [34].
Figure A.2 displays the statistical information associated with common sub-trees in the
Fall 2011 release of ImageNet [34]. It tells that every synset has different number of images.
1https://wordnet.princeton.edu/
2http://www.image-net.org/
3https://www.flickr.com/
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Figure A.2: Statistics of common sub-trees in the Fall 2011 release of ImageNet. The
sub-trees listed are not mutually exclusive to each other. Source is from [34].
One of the main assets of WordNet [86] lies in its semantic structure, i.e., its ontology
of concepts. Similar to WordNet, synsets of images in ImageNet are interlinked by sev-
eral types of relations, the “is-a” relation being the most comprehensive and useful. The
“is-a” relation forms a hierarchy of synsets, or more specifically a directed acyclic graph
(DAG) [34]. Using ImageNet as a dataset for training concept detection thus has three
obvious advantages: it is large, it has a hierarchical structure and it is relatively easy to
download having been used by many other researchers which means that our work can be
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compared against work of others because we share this training dataset.
To fairly compare non-lifelog images and lifelog images, the same varieties of objects
from non-lifelog images and lifelog images are chosen. Because the ImageNet has a suffi-
ciently wide range of objects, 21 objects are selected because they are the maximum number
of objects that our lifelog dataset can provide. The lifelog dataset will be detailed in Sec-
tion A.3.
As ImageNet does not possess the copyright or ownership of the images that have been
added to WordNet synsets, it merely provides the URL links to images so researchers can
download and use them directly. This means that on occasion, images may be missing and
as a consequence, nothing will be returned when the researcher tries to retrieve the image
or a warning will be returned, as shown in Figure. A.3.
Figure A.3: Examples of downloaded images when original links are missing from Ima-
geNet.
There are other issues as well. A downloaded file may have the wrong file extension,
for example, a file with “.jpg” can be an HTML file. Starting from the file with URL links to
images, four operations are performed to download, filter and pre-process images. Details
of this processing are given for better reproducibility:
Step.1 Requested. The “wget” command downloads images according to the provided URL
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links with a default setting4; however we tried to download images at most twice;
Step.2 Corrected. We check for correct extensions of the downloaded files and only retain
files of format “.jpg”, “.png” and “.gif”;
Step.3 Actual. Manually find a sample of invalid images (as in Figure. A.3) and computa-
tionally remove common duplicates;
Step.4 Final. Discard all 2-dimensional (grey scale) images; while for 4-dimensional im-
ages, only keep the first one as they are similar; discard corrupted images; re-size
images to 112× 112.
The four columns in table A.1 show the number of images obtained after the corresponding
four steps above for each object.
For the work done in this thesis, we focused on 21 specific objects which are described
in Table A.1. This table shows in column 1, the changes of the number of each class
after every operation. Note as Step. 4 does not change the number of images, the final
number of examples is the same after Step. 3. The instances are further split into training,
validation and test sets according to the proportions 6:2:2. Note that in our work we do not
intentionally balance the number of images for each class (“window” has 524 vs “door” has
1,214), because when we train a model for each object/concept then the model itself should
adapt to this common situation of variable amounts of training data.
In some cases on ImageNet, there is an ambiguity in terms of general concepts such as
signs. In our subset of ImageNet, some images have both signs and trains which are labeled
as “sign”. In such cases, we remove these images to avoid ambiguity.
A.2 Lifelog Data for Detection
Table A.2 lists the publicly accessible egocentric datasets which contain the ground-truth
annotation of objects and they are taken from the summary of [15] (see reference [15] for
more datasets). The table provides the overall descriptions, annotation types, modality and
4https://www.gnu.org/software/wget/
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Requested Corrected Actual Final
Step. 1 Step. 2 Step. 3 Step. 4
aircon 1,727 1,008 883 883
bicycle 1,344 1,149 939 938
bottle 1,228 1,034 923 923
building 1,421 1,117 1,017 1,016
car 910 595 534 534
chair 1,460 1,059 909 907
cupboard 1,290 959 806 806
dish 1,186 1,114 992 992
door 1,462 1,428 1,214 1,214
face 1,570 1,459 949 948
glass 1,337 1,143 975 973
hand (flickr) 995 995 994 988
lamp 1,847 1,259 1,114 1,112
mobilephone 1,422 1,181 915 915
motorbike 1,380 1,014 857 856
paper 407 277 241 240
person 1,242 1,179 881 881
sign 1,199 1,177 1,012 1,012
train 1,312 1,167 929 906
tvmonitor 1,399 1,129 960 958
window 1,230 568 525 524
Average 1,303 1,048 884 882
Table A.1: Number of ImageNet Images after each step of the download process
addresses for download. The datasets consisting of images is more usable for our work than
datasets of videos because images are easier to handle and the sequential characteristics of
videos have no benefit for the task of object detection. Although AIHS [68] has much
more data than EDUB [16], the reason EDUB is adopted instead of AIHS is that AIHS has
many more categories of objects: the EDUB has 21 object classes while AIHS has only two
objects among 45 concepts including places, objects, and activities. The NTCIR-Lifelog
(100-day) dataset is also not adopted for this work because as it uses the output of the
Caffe [65] as the source of the visual annotation, instead of manual annotations (ground-
truth) and these automatic annotations will have a significant error rate.
The egocentric dataset of the University of Barcelona (EDUB) is a visual lifelog dataset
composed of 4,912 images acquired by 4 people over 2 days using the Narrative5 wearable
5www.getnarrative.com
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Abbreviation Description Annotation
Type
Modality Full Name (down-
load address)
EDUB [16] 4,912 images are
collected by 4 peo-
ple, 2 days per per-
son.
Objects Images Egocentric Dataset
of the University of
Barcelona
AIHS [68] 45,612 images
from 2 weeks.
Objects,
activities,
scenes
images All I Have Seen
IEOD [99] 10 videos from
2 subjects ma-
nipulating 42
objects. Objects
are labelled and
foreground plus
background are
segmented.
Objects in
hands
Videos Intel Egocentric
Object Dataset
GTEA [42] 10 videos from
2 subjects ma-
nipulating 42
objects. Objects
are labelled and
foreground plus
background are
segmented
Objects in
activities
Videos GeorgiaTech Ego-
centric Activities
ADLD [42] 10 video clips are
collected for each
activity and each
clip spans 30 sec-
onds.
activities,
object
tracks, hand
positions,
and in-
teraction
events
Videos Activities of Daily
Living Dataset
NTCIR-
Lifelog [67]
100-day dateset
collected from
3 lifeloggers
and 1,000–1,500
images per day.
Images,
time, au-
tomatic
annotation
of visual
concepts, lo-
cations and
motions (the
automatic
annotation
is defined in
chapter 3).
Images
and other
data
Lifelog for NTCIR
Table A.2: Summary of important available public egocentric datasets for object detection,
recognition, or segmentation.
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camera. The dataset is divided into 8 different days which capture daily life activities like
shopping, eating, riding a bike, working, attending meetings, commuting to work, etc. The
actual number of images collected may be lower than the device is able to collect because
some images would be deleted considering privacy and lifeloggers may forget to turn on
the device sometimes. The objects appearing in the images were annotated using the online
tool LabelMe [102] and their annotation files include the bounding contour of objects and
the name of objects.
The original lifelog images allocated for training in the task of object detection turns
out to be 1,693 (accounting for 34%), while the number of lifelog images for the test is
3,219 (accounting for 66%). The number of blank (no object contained) lifelog images is
875.
A.3 Lifelog Data for Object Recognition
The expected input into the object recognition task is different from that of the object de-
tection task. Object detection allows multiple objects or no object at all on the image, but
object recognition requires its input have one and only one object. Section A.2 makes the
decision to take EDUB [16] as the lifelog dataset. The original lifelog image may have mul-
tiple objects or no object, so it is necessary to crop regions of objects from lifelog images.
The EDUB dataset offers the coordinates for each object.
In order for better recognition and evaluation, the original contour annotations are con-
verted to rectangular annotations. The stratagem here is to find the minimum square area
that could cover all coordinates from the annotation. The advantage of the stratagem is that
it contains all the necessary pixels, while the disadvantage is that the cropped area may
carry pixels not belonged to the object. The processing python code is given below:
Algorithm 1: Counter annotations to rectangular annotations (Python)
# The annotated contour (obj) consists of a series of points,
each has x and y to indicate the coordinates.
x = [points.text for points in obj.iter(’x’)]
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y = [points.text for points in obj.iter(’y’)]
x = map(int, x)
y = map(int, y)
# The biggest rectangular annotation of contour annotation is
decided by its top left and bottom right points.
max_x = max(x)
min_x = min(x)
max_y = max(y)
min_y = min(y)
The cropped bounding boxes are re-scaled to the consistent size of 112× 112, because
the cropped areas have different sizes while classifiers will work better when the dimensions
of inputs are consistently the same.
Total Training set Test set
aircon 530 106 424
bicycle 10 2 8
bottle 260 52 208
building 732 146 586
car 315 63 252
chair 179 36 143
cupboard 392 78 314
dish 65 13 52
door 199 40 159
face 565 113 452
glass 831 166 665
hand 1,232 246 986
lamp 2,299 460 1,839
mobilephone 145 29 116
motorbike 53 11 42
paper 377 75 302
person 1,175 235 940
sign 506 101 405
train 4 1 3
tvmonitor 1,274 255 1,019
window 138 28 110
average 537.2 107.4 429.8
Table A.3: Total number of EDUB data and the numbers of training and test sets for each
class.
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Because lifelog data is insufficient, especially for some classes, it is only divided into
training and test sets, in proportion 1:4, and the validation set is left vacant. Table A.3 lists
the numbers for the EDUB data when splitting the results. The first column records the
total amount, the second and third columns are the numbers of images from training and
test sets respectively. From the table, there is an obvious fact: the numbers of images in
each class are obviously imbalanced (e.g., the object “train” has only 4 instances while the
object “lamp” has thousands), which is caused by the occurrences of objects encountered in
everyday life. By default, they are all used as part of the test set unless explicitly mentioned.
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Appendix B
Author’s Publications
Up to 2017, I have published six papers.
1. Dancheng Li, Weipeng Jin, Guoqi Liu, Xiang Shen, Tengqi Ye, and Zhiliang Zhu
(2010). The research on automatic generation of testing data for Web service. In:
Information Science and Engineering (ICISE) 2010 2nd International Conference on
(pp. 1629-1632). IEEE.
2. Ying Liu, Tengqi Ye, Guoqi Liu, Cathal Gurrin, and Bin Zhang. Demographic at-
tributes prediction using extreme learning machine. In Extreme Learning Machines
2013: Algorithms and Applications, pages 145-165. Springer, 2014.
3. TengQi Ye, Brian Moynagh, Rami Albatal, and Cathal Gurrin. Negative faceblurring:
A privacy-by-design approach to visual lifelogging with google glass. In Proceed-
ings of the 23rd ACM International Conference on Conference on Information and
Knowledge Management, pages 2036-2038. ACM, 2014.
4. Lijuan Marissa Zhou, Brian Moynagh, Liting Zhou, TengQi Ye, and Cathal Gurrin.
Memlog, an enhanced lifelog annotation and search tool. In MultiMedia Modeling,
pages 303-306. Springer, 2015.
5. TengQi Ye, Tianchun Wang, Kevin McGuinness, Yu Guo, and Cathal Gurrin. Learn-
ing multiple views with orthogonal denoising autoencoders. In International Confer-
123
ence on Multimedia Modeling, pages 313-324. Springer, 2016.
6. Tianchun Wang, TengQi Ye, and Cathal Gurrin. Transfer nonnegative matrix fac-
torization for image representation. In MultiMedia Modeling, pages 3-14. Springer,
2016.
The first two works (paper 1 and paper 2) took place when I was undergraduate at
Northeastern University, China. The settings of paper 2 is improper. Some formulations
of paper 5 are incorrect. I found those error long time after they published. Paper 4 and
paper 3 are demo papers. I developed software for paper 1 and paper 4. I did limited work
on paper 6.
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Glossary
Accuracy Accuracy is a measurement to describe the percentage of the true values. 63
Activation function Activation function is the last operation before the data fed into next
layer. It usually does not change the shape of inputs. 52
Bias The bias is an offset to neurons. 52
Bystander People who get involved while lifelogger perform lifelogging. 17
Convolutional neural network Convolutional neural network are a subset of neural net-
works. They are a family of machine learning models which are widely adopted in
computer vision. Convolutional neural networks usually have convolutional layers as
first several layers. 51
Domain adaptation Domain adaptation is a subcategory of transfer learning. It focuses on
the problem when feature spaces of source domain and target domain are different.
42
Exhaustive search It is a method to propose regions in object detection. Its idea is to
proposes regions everywhere given some guidance. 88, 141
Fully-connected neural network Fully-connected neural network are a subset of neural
networks. Every neuron has a connection to every enuron on adjacent layers. 51
Lifelog The data produced during lifelogging. 15
140
Lifelogger People who perform lifelogging. 15, 140
Lifelogging An activity which is related to capturing, recording, and sharing everyday life.
15, 140, 141
Max pooling Max pooling is a way of pooling. Max pooling chooses the maximum value
from several values of previous layer. 56
Neural network Neural networks in the thesis are artifical neural networks by default.
They are a family of machine learning models. 51, 140, 141
Selective search Just as exhaustive search, it is a method to propose regions in object de-
tection, too. It is a more advanced techniques which could produce more effective
regions. 88
Total capture The complete record of everyday life. It is an ideal mode of lifelogging. 17
Transfer learning Transfer learning is a research topic in machine learning that focuses on
utilizing knowledge gained from solving one problem and applying it to a different
but related problem. 42, 140
Weight A weight is the value of a connection between two neurons of neural networks. 52
141
