The aim of this work is to provide bounds connecting two probability measures of the same event using Rényi α-Divergences and Sibson's α-Mutual Information, a generalization of respectively the Kullback-Leibler Divergence and Shannon's Mutual Information. A particular case of interest can be found when the two probability measures considered are a joint distribution and the corresponding product of marginals (representing the statistically independent scenario). In this case a bound using Sibson's α−Mutual Information is retrieved, extending a result involving Maximal Leakage to general alphabets. These results have broad applications, from bounding the generalization error of learning algorithms to the more general framework of adaptive data analysis, provided that the divergences and/or information measures used are amenable to such an analysis (i.e., are robust to post-processing and compose adaptively). The generalization error bounds are derived with respect to high-probability events but a corresponding bound on expected generalization error is also retrieved.
I. INTRODUCTION
Let us consider two probability spaces (Ω, F , P), (Ω, F , Q) and let E ∈ F be a measurable event. Given some divergence between the two distributionsD(P, Q) (e.g., KL, Rényi's α−Divergence, ...) our aim is to provide bounds of the following shape: P(E) ≤ f (Q(E)) · g(D(P, Q)),
for some functions f, g. E represents some "undesirable" event (e.g., large generalization error), whose measure under Q is known and whose measure under P we wish to bound. To that end, we use some notion of "distance" between P and Q. Of particular interest is the case where Ω = X × Y, P = P XY (the joint distribution), and Q = P X P Y (product of the marginals). This allows us to bound the likelihood of E ⊆ X × Y when two random variables X and Y are dependent as a function of the likelihood of E when X and Y are independent (typically easier to analyze). Indeed, an immediate application can be found in bounding the generalization error of a learning algorithm and, when the proper measure is chosen, in adaptive data analysis. In order to be used in adaptive data analysis, such measure needs to be robust to post-processing and to compose adaptively (meaning that we can bound the measure between input and output of the composition of a sequence of algorithms if each of them has bounded measure). Results of this form involving mutual information can be found in [1] - [3] . More recently, a different measure satisfying these properties, maximal leakage [4] , has been used in [5] , [6] . More specifically, it was shown that Equation (1) holds for the following choice of f (P X P Y (E)) = max y (P X (E y )) and g(D(
is the Sibson mutual information of order infinity. In this work, we derive a general bound in the form of (1) and focus on two interesting special cases. In particular, one specialization of the bound leads to a family of bounds in terms of α-divergences. The other specialization leads to a family of bounds in terms of Sibson's α-mutual information, thus generalizing the previous maximal leakage bound (which corresponds to α → ∞).
II. BACKGROUND AND DEFINITIONS

A. Sibson's α−Mutual Information
Introduced by Rényi as a generalization of entropy and KL-divergence, α-divergence has found many applications ranging from hypothesis testing to guessing and several other statistical inference problems [7] . Indeed, it has several useful operational interpretations (e.g., the number of bits by which a mixture of two codes can be compressed, the cut-off rate in block coding and hypothesis testing [8] , [9] [10, p. 649]). It can be defined as follows [8] .
Definition 1. Let (Ω, F , P), (Ω, F , Q) be two probability spaces. Let α > 0 be a positive real number different from 1. Consider a measure µ such that P ≪ µ and Q ≪ µ (such a measure always exists, e.g. µ = (P + Q)/2)) and denote with p, q the densities of P, Q with respect to µ. The α−Divergence of P from Q is defined as follows:
Remark 1. The definition is independent of the chosen measure µ. It is indeed possible to show that p α q 1−α dµ = q p 1−α dP, and that whenever P ≪ Q or 0 < α < 1, we have p α q 1−α dµ = p q α dQ, see [8] .
It can be shown that if α > 1 and P ≪ Q then D α (P Q) = ∞. The behaviour of the measure for α ∈ {0, 1, ∞} can be defined by continuity. In general, one has that D 1 (P Q) = D(P Q) but if D(P Q) = ∞ or there exists β such that D β (P Q) < ∞ then lim α↓1 D α (P Q) = D(P Q) [8, Theorem 5] . For an extensive treatment of α-divergences and their properties we refer the reader to [8] . Starting from the concept of α−divergence, Sibson built a generalization of mutual information that retains many interesting properties. The definition is the following [7] : Definition 2. Let X and Y be two random variables jointly distributed according to P XY , and with marginal distributions P X and P Y , respectively. For α > 0, the Sibson's mutual information of order α between X and Y is defined as:
Moreover, lim α→1 I α (X; Y ) = I(X; Y ). On the other hand when α → ∞, we get:
.
For more details on Sibson's α-MI we refer the reader to [7] .
B. Learning Theory
In this section, we provide some basic background knowledge on learning algorithms and concepts like generalization error. We are mainly interested in supervised learning, where the algorithm learns a classifier by looking at points in a proper space and the corresponding labels.
More formally, suppose we have an instance space Z and a hypothesis space H. The hypothesis space is a set of functions that, given a data-point s ∈ Z give as an output the corresponding label Y. Suppose we are given a training data set Z n ∋ S = {z 1 , . . . , z n } made of n points sampled in an i.i.d fashion from some distribution P. Given some n ∈ N, a learning algorithm is a (possibly stochastic) mapping A : Z n → H that given as an input a finite sequence of points S ∈ Z n outputs some classifier h = A(S) ∈ H. In the simplest setting we can think of Z as a product between the space of datapoints and the space of labels, i.e., Z = X ×Y and suppose that A is fed with n data-label pairs (x, y) ∈ Z. In this work we will view A as a family of conditional distributions P H|S and provide a stochastic analysis of its generalization capabilities using the information measures introduced above. The goal is to generate a hypothesis h : X → Y that has good performance on both the training set and newly sampled points from X . In order to ensure such property the concept of generalization error is introduced.
Definition 3. Let P be some distribution over Z. Let ℓ : H × Z → R be a loss function. The error (or risk) of a prediction rule h with respect to P is defined as
while, given a sample S = (z 1 , . . . , z n ), the empirical error of h with respect to S is defined as
Moreover, given a learning algorithm A : Z n → H, its generalization error with respect to S is defined as:
The definition above considers general loss functions. An important instance for the case of supervised learning is the 0 − 1 loss. Suppose again that Z = X × Y and that H = {h|h : X → Y}; given a pair (x, y) ∈ Z and a hypothesis h : X → Y the loss is defined as follows:
where ½ is the indicator function. The corresponding errors become:
Another fundamental concept we will need is the sample complexity of a learning algorithm. For more details we refer the reader to [11] .
III. MAIN RESULTS
Our main theorem is a general bound on P XY (E) in terms of P X P Y (E), parameterized by two real numbers α and α ′ . For particular choices of α and α ′ , we demonstrate bounds in terms of α-divergence, as well as α-mutual information. The latter is a generalization of the maximal leakage bound in [6] .
be two probability spaces, and assume that P XY ≪ P X P Y . Given E ∈ F , let E y := {x : (x, y) ∈ E}, i.e., the "fibers" of E with respect to y. Then for any E ∈ F ,
where γ, α, γ ′ , α ′ are such that 1 = 1
Proof. We have that:
where (14) and (16) follow from Holder's inequality, given that γ, α, γ ′ , α ′ ≥ 1 and 1
It is clear from the proof that one can similarly bound E[g(X, Y )] for any positive function g(X, Y ) such that g(X, Y ) is P X P Y -integrable. But the shape of the bound becomes more complex as one in general does not have that g(X, Y ) γ = g(X, Y ) for every γ ≥ 1.
Based on the choices of α, α ′ , one can derive different bounds. Two are of particular interests to us and rely on different choices of α ′ . Choosing α ′ = α and thus γ ′ = γ in Theorem 1, we retrieve:
be two probability spaces, and assume that P XY ≪ P X P Y . Let E ∈ F we have that:
Choosing α ′ → 1, which implies γ ′ → +∞, we retrieve:
Let (X ×Y, F , P XY ), (X ×Y, F , P X P Y ) be two probability spaces, and assume that P XY ≪ P X P Y . Given E ∈ F , we have that:
where I α (X; Y ) is the Sibson's mutual information of order α [7] . Remark 3. An in-depth study of α−mutual information appears in [7] , where a slightly different notation is used. For reference, we can restate Eq. (19) in the notation of [7] to obtain:
Moreover, for a fixed α due to the property that Holder's conjugates need to satisfy, we have that 1 γ = α−1 α and the bound in (20) can also be rewritten as:
(22) Considering the right hand side of (22), because of the nondecreasability of Sibson's α−Mutual Information with respect to α [7] we have that, for 1 ≤ α 1 ≤ α 2 :
Thus, choosing a smaller α yields a better dependence on I α (X; Y ) in the bound, but given that 1 γ = α−1 α we also have that 1 γ1 ≤ 1 γ2 and being ess sup
with a worse dependence on ess sup PY P(E Y ) 1 γ on the bound. This leads to a trade-off between the two quantities. If we focus on Corollary 2, letting α → ∞ we recover a result involving maximal leakage [5] , [6] , but extending it to general alphabets: Corollary 3. Let (X × Y, F , P XY ), (X × Y, F , P X P Y ) be two probability spaces, and assume that P XY ≪ P X P Y . Let E ∈ F we have that:
where L (X→Y ) is the maximal leakage [4] .
The bound follows from the fact that L (X→Y ) = I ∞ (X; Y ) [12] . A comparison between the bound for maximal leakage and some analogous result obtained for mutual information (through a different approach [1] , [2] ) can be found in [6] .
IV. APPLICATIONS
In this section, we consider some applications of the above bounds in the context of the generalization error. In the bounds of interest P X (E y ) is typically exponentially decaying with the number of samples and the trade-off between α and γ can be explicitly seen in the sample complexity of a learning algorithm:
Corollary 4. Let X × Y be the sample space and H be the set of hypotheses. Let A : X n × Y n → H be a learning algorithm that, given a sequence S of n points, returns a hypothesis h ∈ H. Suppose S is sampled i.i.d according to some distribution P over X × Y, i.e., S ∼ P n . Let ℓ be the 0 − 1 loss function as defined in (7) . Given η ∈ (0, 1), let E = {(S, h) : |L P (h)− L S (h)| > η}. Fix α ≥ 1. Then,
Proof. Fix η ∈ (0, 1) and α ≥ 1. y 1 ) , . . . , (x n , y n )) andŜ = ((x 1 ,ŷ 1 ), . . . , (x n ,ŷ n )). If S,Ŝ differ only in one position j, i.e., (x i , y i ) = (x i ,ŷ i ) ∀i ∈ [n]\{j} and (x j , y j ) = (x j ,ŷ j ) we have that for every h ∈ H, 
Then it follows from Corollary 2 and Ineq. (28) that:
Corollary 5. Let X × Y be the sample space and H be the set of hypotheses. Let A : X n × Y n → H be a learning algorithm that, given a sequence S of n points, returns a hypothesis h ∈ H. Suppose S is sampled i.i.d according to some distribution P over X × Y, i.e., S ∼ P n . Let ℓ be the 0 − 1 loss function. Given η ∈ (0, 1), let E = {(S, h) : |L P (h) − L S (h)| > η}. Fix α ≥ 1 then, in order to ensure a confidence of δ ∈ (0, 1), i.e., P(E) ≤ δ, we need a number of samples m satisfying:
Proof. From Corollary 4 we have that
Fix δ ∈ (0, 1), our aim is to have that:
solving the inequality wrt n gives us Equation (30).
Smaller α means that I α (S; A(S)) will be smaller, but it will imply a larger value for γ = α α−1 and thus a worse dependency on log(1/δ) in the sample complexity. Let Z be the sample space and H be the set of hypotheses. An immediate generalization of Corollary 4 follows by considering loss functions such that for every fixed h ∈ H, the random variable l(h, Z) (induced by Z) is σ 2 −sub Gaussian 1 for some σ > 0. 
Proof. Fix η ∈ (0, 1). Let us denote with E h the fiber of E over h for some h ∈ H, i.e., E h = {S : |L P (h)−L S (h)| > η}.
By assumption we have that l(h, Z) is σ−sub Gaussian for every h. We can thus use Hoeffding's inequality for every hypothesis h ∈ H, and retrieve that for every h ∈ H :
Then it follows from Corollary 2 and Ineq. (33) that:
One important characteristic of these bounds is that they involve information-measures satisfying the data processing inequality [7] . This means that all these results about generalization are robust to post-processing, i.e., if the outcome of any learning algorithm with bounded I α is processed further, the value of the information measure cannot increase. Another desirable property that would render the usage of such measures appealing in Adaptive Data Analysis is the Adaptive Composition property [14] . Alas, the lack of a definition of conditional Sibson's MI does not allows us, for the moment, to fully address the issue and verify whether or not the measure composes adaptively (like Mutual Information and Maximal Leakage [2] , [6] ). Moreover, a comparison between this and other well-known results in the literature can be found in Table  I . One can immediately see that the Sibson's MI bound and, in particular, the Maximal Leakage one, are the ones that most resemble the VC-Dimension bound both in terms of excess probability decay and sample complexity.
V. BOUNDS ON EXPECTED GENERALIZATION ERROR
So far, when analyzing the generalization error, we have only considered high probability bounds, what can these results tell us about the expected generalization error? In order to provide a meaningful bound, some assumptions on the quantity max h P S (|L S (h) − E[L(h)]| > η) are needed (where S is a random vector of length n, sampled in an iid fashion from some distribution D). More precisely, we will assume this probability to be exponentially decreasing with the number of samples n, as it often happens in the literature [13] , [15] . The following result is inspired by [11, p. 419 ] with a slightly different proof. An interesting application of Theorem 2 can be found by considering L (S→A(S)) and the 0 − 1 loss (hence, 1/4-sub-Gaussian). (42)
