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CENTRAL LIMIT THEOREM AND ALMOST SURE CENTRAL
LIMIT THEOREM FOR THE PRODUCT OF SOME PARTIAL
SUMS
YU MIAO
Abstract. In this paper, we give the central limit theorem and almost sure cen-
tral limit theorem for products of some partial sums of independent identically
distributed random variables.
1. Introduction
Let (Xn)n≥1 be a sequence of independent identically distributed (i.i.d.) positive
random variables (r.v.). Recently there have been several studies to the products of
partial sums. It is well known that the products of i.i.d. positive, square integrable
random variables are asymptotically log-normal. This fact is an immediate conse-
quence of the classical central limit theorem (CLT). This point, up to the knowledge
of the author, was first argued by Arnold and Villasen˜r [1], who considered the lim-
iting properties of the sums of records. In their paper Arnold and Villasen˜r obtained
the following version of the CLT for a sequence of i.i.d. exponential r.v.’s (Xn)n≥1
with the mean equal to one:∑n
k=1 log Sk − n log n+ n√
2n
L−→ Φ, as n→∞,
where Sk =
∑k
j=1Xj, 1 ≤ k ≤ n, and Φ is a standard normal r.v.. Rempa la and
Weso lowski [8] have noted that this limit behavior of a product of partial sums has
a universal character and holds for any sequence of square integrable, positive i.i.d.
random variables. Namely, they have proved the following.
Theorem RW Let (Xn)n≥1 be a sequence of i.i.d. positive square integrable random
variables with EX1 = µ, V arX1 = σ
2 > 0 and the coefficient of variation γ = σ/µ.
Then (∏n
k=1 Sk
n!µn
)1/(γ√n)
L−→ e
√
2Φ. (1.1)
Recently, Gonchigdanzan and Rempa la [4] discussed an almost sure limit theorem
for the product of the partial sums of i.i.d. positive random variables as follows.
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Theorem GR Let (Xn)n≥1 be a sequence of i.i.d. positive square integrable random
variables with EX1 = µ > 0, V arX1 = σ
2. Denote γ = σ/µ the coefficient of
variation. Then for any real x,
lim
N→∞
1
logN
N∑
n=1
1
n
I
((∏n
k=1 Sk
n!µn
)1/(γ√n)
≤ x
)
= F (x), a.s. (1.2)
where F (·) is the distribution function of the r.v. e
√
2Φ.
For further discussions of the CLT, the author refers to [6, 7]. Zhang and Huang
[10] obtained the invariance principle of the product of sums of random variables. It
is perhaps worth to notice that by the strong law of large numbers and the property
of the geometric mean it follows directly that(∏n
k=1 Sk
n!
)1/n
a.s.−−→ µ (1.3)
if only the existence of the first moment is assumed.
Throughout the present paper let Sn,k =
∑n
i=1Xi − Xk for all n ≥ 1, 1 ≤ k ≤ n
and we are interested in the similar results as (1.1) and (1.2).
2. Central limit theorem
Theorem 2.1. Let (Xn)n≥1 be a sequence of i.i.d. positive square integrable random
variables with EX1 = µ, V arX1 = σ
2 > 0 and the coefficient of variation γ = σ/µ.
Then ( ∏n
k=1 Sn,k
(n− 1)nµn
)1/(γ√n)
L−→ eΦ. (2.1)
where Φ is a standard normal r.v.
Proof. Let Yi = (Xi − µ)/σ, i = 1, 2, · · · , then
1
γ
√
n
n∑
k=1
(
Sn,k
(n− 1)µ − 1
)
=
1√
n
n∑
k=1
(∑
i 6=k,i≤n(Xi − µ)
(n− 1)σ
)
=
1√
n
n∑
k=1
Yk. (2.2)
Therefore from the classical central limit theorem and EYi = 0, V ar(Yi) = 1 for all
i = 1, 2, · · · , we know that
1
γ
√
n
n∑
k=1
(
Sn,k
(n− 1)µ − 1
)
L−→ Φ. (2.3)
Furthermore let Cn,k = Sn,k/((n − 1)µ), k = 1, 2, · · · . By the strong law of large
numbers it follows that for any δ > 0, ∃ R such that,
P
(
sup
n≥R,1≤k≤n
|Cn,k − 1| ≥ δ
)
< δ.
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Taking δ < 1/2, for any x ∈ R, we have
P
(
1
γ
√
n
n∑
k=1
log(Cn,k) ≤ x
)
=P
(
1
γ
√
n
n∑
k=1
log(Cn,k) ≤ x, sup
n≥R,1≤k≤n
|Cn,k − 1| ≥ δ
)
+ P
(
1
γ
√
n
n∑
k=1
log(Cn,k) ≤ x, sup
n≥R,1≤k≤n
|Cn,k − 1| < δ
)
:=An +Bn
and
An ≤ δ. (2.4)
Next we will control the term Bn. By the following logarithm:
log(1 + x) = x+
x2
(1 + θx)2
,
where θ ∈ (0, 1) depends on x ∈ (−1, 1), we have
Bn = P
(
1
γ
√
n
n∑
k=1
log(Cn,k) ≤ x, sup
n≥R,1≤k≤n
|Cn,k − 1| < δ
)
=P
{ 1
γ
√
n
n∑
k=1
(Cn,k − 1) + 1
γ
√
n
n∑
k=1
(Cn,k − 1)2
(1 + θk(Cn,k − 1))2 ≤ x, supn≥R,1≤k≤n |Cn,k − 1| < δ
}
=P
{ 1
γ
√
n
n∑
k=1
(Cn,k − 1) +
[ 1
γ
√
n
n∑
k=1
(Cn,k − 1)2
(1 + θk(Cn,k − 1))2
]
I( sup
n≥R,1≤k≤n
|Cn,k − 1| < δ) ≤ x
}
− P
{ 1
γ
√
n
n∑
k=1
(Cn,k − 1) ≤ x, sup
n≥R,1≤k≤n
|Cn,k − 1| ≥ δ
}
:=Dn + Fn,
where θk, k = 1, · · · , n are (0, 1)-valued random variables and Fn ≤ δ. To estimate
the term Dn, by the following elementary inequality: for |x| < 1/2 and any θ ∈ (0, 1)
it follows that x2/(1 + θx)2 ≤ 4x2, then we have[ 1
γ
√
n
n∑
k=1
(Cn,k − 1)2
(1 + θk(Cn,k − 1))2
]
I( sup
n≥R,1≤k≤n
|Cn,k − 1| < δ) ≤ 4
γ
√
n
n∑
k=1
(Cn,k − 1)2 P−→ 0,
(2.5)
as n → ∞. Relation (2.5) is a consequence of the Markov inequality, since for any
r > 0,
P
(
4
γ
√
n
n∑
k=1
(Cn,k − 1)2 ≥ r
)
≤ 4
rγ
√
n
n∑
k=1
V ar(Cn,k − 1) = 4
rγ
√
n
nγ2
n− 1 → 0.
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Therefore Dn
L−→ Φ(x). For any x ∈ R, we have
P
(
log
( ∏n
k=1 Sn,k
(n− 1)nµn
)1/(γ√n)
≤ x
)
= P
(
1
γ
√
n
n∑
k=1
logCn,k ≤ x
)
= An +Dn + Fn
which implies our result since the above discussions.

3. Almost sure central limit theorem
In this section we will consider the almost sure central limit theorem as (1.2).
Starting with Brosamler [3] and Schatte [9], in the past decade several authors inves-
tigated the a.s. central limit theorem and related ”logarithmic” limit theorems for
partial sums of independent random variables. The simplest form of the a.s. cen-
tral limit theorem (Brosamler, [3]; Schatte, [9]; Lacey and Philipp, [5]) states that
if X1, X2, · · · are i.i.d. random variables with mean 0, variance 1 and partial sums
Sn =
∑n
i=1Xi then
lim
N→∞
1
logN
N∑
k=1
1
k
I
(
Sk√
k
≤ x
)
= Φ(x) a.s., ∀x, (3.1)
where I denotes indicator function. Berkes and Csa´ki [2] extended this theory and
show that not only the central limit theorem, but every weak limit theorem for inde-
pendent random variables, subject to minor technical conditions, has an analogous
almost sure version. However under our model we only need the simplest version of
(3.1).
Theorem 3.1. Let (Xn)n≥1 be a sequence of i.i.d. positive square integrable random
variables with EX1 = µ > 0, V arX1 = σ
2. Denote γ = σ/µ the coefficient of
variation. Then for any real x,
lim
N→∞
1
logN
N∑
n=1
1
n
I
(( ∏n
k=1 Sn,k
(n− 1)nµn
)1/(γ√n)
≤ x
)
= F (x), a.s. (3.2)
where F (·) is the distribution function of the r.v. eΦ.
Proof. Let Yi = (Xi − µ)/σ, i = 1, 2, · · · , then EYi = 0 and V ar(Yi) = 1 for all
i = 1, 2, · · · and from (2.2), for any real x, we have
lim
N→∞
1
logN
N∑
n=1
1
n
I
(
1
γ
√
n
n∑
k=1
(
Sn,k
(n− 1)µ − 1
)
≤ x
)
= lim
N→∞
1
logN
N∑
n=1
1
n
I
(
1√
n
n∑
k=1
Yk ≤ x
)
= Φ(x) a.s.
(3.3)
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Note that in order to prove (3.2) it is sufficient to show that for any real x,
lim
N→∞
1
logN
N∑
n=1
1
n
I
(
1
γ
√
n
n∑
k=1
log
Sn,k
(n− 1)µ ≤ x
)
= Φ(x), a.s. (3.4)
To this end let, as before, Cn,k = Sn,k/((n − 1)µ) and note that by the law of the
iterated logarithm we have for n→∞,
max
1≤k≤n
|Cn,k − 1| = O
((
log logn
n
)1/2)
a.s.
Since for |x| < 1 we have log(1 + x) = x+R(x) with limx→0R(x)/x2 = 1/2, thus∣∣∣∣∣
n∑
k=1
logCn,k −
n∑
k=1
(Cn,k − 1)
∣∣∣∣∣≪
n∑
k=1
(Cn,k − 1)2
≪
n∑
k=1
log logn
n
≪ log log n logn a.s.
where ” ≪ ” denote the inequality ” ≤ ” up to some universal constant. Hence for
almost every ω and any ε > 0 there exists n0 = n0(ω, ε, x) such that for n ≥ n0
I
(
1
γ
√
n
n∑
k=1
(
Sn,k
(n− 1)µ − 1
)
≤ x− ε
)
≤I
(
1
γ
√
n
n∑
k=1
log
Sn,k
(n− 1)µ ≤ x
)
≤I
(
1
γ
√
n
n∑
k=1
(
Sn,k
(n− 1)µ − 1
)
≤ x+ ε
)
thus (3.3) implies (3.4). 
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