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Abstract
L2- and L1-norm optimization problems for weighted graphs are discussed and compared in the paper. The standardized
weight matrix W is also regarded as a joint probability distribution of two discrete random variables with equal marginals,
D. In this setting, the re5ned upper bound
√
1(2− 1) for the Cheeger constant gives the relation
1− 1
2
6 min
B⊂R Borel-set
PD (X∈B)61=2
X; X ′ i:d:
PW (X
′ ∈ 7B|X ∈B)6
√
1− 21
with the symmetric maximal correlation 1, provided that it is positive, or equivalently, for the smallest positive eigenvalue
of the weighted Laplacian 16 1 holds.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Let G = (V;W ) be a weighted graph where V = {1; : : : ; n} is the vertex set and W is the n × n symmetric weight
matrix of the edges with nonnegative entries and zero diagonal. We assume that
∑n
i=1
∑n
j=1 wij=1. (Neither the Cheeger
constant nor the studied eigenvalues are a@ected by this assumption.) We set di =
∑n
j=1 wij and let the n × n diagonal
matrix D contain the entries d1; : : : ; dn in its main diagonal. If the graph G is connected then clearly, 0¡di ¡ 1=2 for
all i.
In [5] the Laplacian of G was de5ned by C = D − W , while its weighted Laplacian by CD = D−1=2CD−1=2 = In −
D−1=2WD−1=2. Both are symmetric, positive semide5nite matrices and the number of their zero eigenvalues is equal to
the number of connected components of the graph. Suppose that G is connected. Let 1 denote the smallest positive
eigenvalue of CD with corresponding eigenvector u1 of length one.
With these notations, the following extreme value problems and their relations will be discussed. In the sequel, (I)
and (II) refer to problems involving L2-norm and L1-norm minimum, respectively. In both cases, (i) and (ii) denote the
weighted graph and probabilistic settings, respectively.
(I) In Section 2, the smallest positive eigenvalue of the weighted Laplacian is investigated via Euclidean representation
of vertices. The equivalence of this problem and that of the symmetric maximal correlation is also discussed.
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(i) We look for optimal one-dimensional representatives x1; : : : ; xn of the vertices such that, with them,
min
n−1∑
i=1
n∑
j=i+1
(xi − xj)2wij (1)
is attained with the following constraints:
n∑
i=1
xidi = 0 and
n∑
i=1
x2i di = 1: (2)
The solution of the problem (see [4,5]) is as follows. The minimum of (1) is 1, and an optimal one-dimensional
representation of the vertices is obtained with the help of vector coordinates x∗ = D−1=2u1. The coordinates of x∗ also
satisfy conditions (2). Such a vector is called a harmonic eigenvector of CD.
(ii) If W is regarded as the joint probability distribution of two discrete random variables taking on maximum n di@erent
values and having equal marginals then
min
X; X ′ :V→R i:d:
ED (X )=0
VD (X )=1
EW (X − X ′)2 = min∑
xidi=0∑
x2i di=1
n∑
i=1
n∑
j=1
(xi − xj)2wij = 21 (3)
is equivalent to the extreme value problem (1) with conditions (2). Here the random variables X and X ′ are identically
distributed (i.d.), both take on values x1; : : : ; xn with probabilities d1; : : : ; dn, and their joint distribution is W . ED(X ) and
VD(X ) stand for their expectation and variance, respectively. The minimum is attained at the eigenvector corresponding to
the greatest eigenvalue below 1 of the conditional expectation operator. In fact, the so-called range vector of X ∗ giving
the minimum of (3) is a harmonic eigenvector of In−CD belonging to its second largest eigenvalue 1=1−1. Therefore,
it is just x∗ of part (i). Another equivalent form is
max
X; X ′ :V→R i:d:
ED (X )=0
VD (X )=1
EWXX
′ = 1− 1 = 1; (4)
where 1 is the symmetric maximum correlation. For an arbitrary joint distribution, the notion of maximum correlation was
introduced by Gebelein, and discussed by R%enyi [14] in details. A numerical solution, called ACE algorithm, was proposed
by Breiman and Friedman [6]. Typically, our variables are categorical variables (e.g., X and X ′ are the eye-colors of the
father and son, respectively) that have no pre-assigned values. The coordinates x∗1 ; : : : ; x
∗
n of the range vector belonging
to X ∗ also give rise to a Euclidean representation of the variable categories (like in the correspondence analysis).
(II) In Section 3, the Cheeger constant is studied that characterizes the isoperimetric property of the graph. It is
“small” if there are two-partitions with low-weight cut-edges and with not too di@erent volumes (MIN CUT problem with
constraints). Therefore, it also indicates the two-clustering properties of the graph. The equivalence of this problem and
that of the conditional probability minimization is also discussed.
(i) The Cheeger constant of a weighted graph is de5ned as
h= min
U⊂V
Vol(U )61=2
∑
i∈U
∑
j∈ 7U wij
Vol(U )
; (5)
where Vol(U )=
∑
i∈U di (see e.g., [9]). This kind of isoperimetric constant was originally introduced by Cheeger [8] for
Riemannian manifolds.
(ii) If W is regarded as a joint distribution then h is the following conditional probability minimum:
h= min
B⊂R Borel-set
PD (X∈B)61=2
X; X ′ i:d:
PW (X
′ ∈ 7B|X ∈B): (6)
Here the random variables X and X ′ have the same distribution and their joint distribution is W . We remark that the
values taken on with probabilities d1; : : : ; dn are immaterial here.
The relation between types (I) and (II) minima is also investigated in Section 3. The inequalities
1
2
6 h6
√
21
were proved for unweighted graphs, e.g., in [1,9,11] for Riemannian manifolds in [8], and the conductance of an ergodic
time-reversible Markov-chain with underlying weighted graph G in [10,15]. In Theorem 3.1, we shall prove the upper
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estimate in our framework of joint probability distribution. The re5ned upper bound
h6
√
1(2− 1)
also comes out if 16 1 holds. In fact, a lot of estimates of this kind exist in the literature concerning the comparison of
di@erent combinatorial measures with di@erent kinds of graph spectra. Historically, in [12] Mohar proves a similar result
for the smallest positive Laplacian eigenvalue of an unweighted graph, where the volume of a vertex-set is equal to the
number of vertices in it and the maximum vertex degree is also involved in the bound, in [9] Chung introduces the above
re5nement for unweighted graphs. In this paper, we prove this apparently so far unpublished improved upper bound on
h for weighted graphs. The lower estimate is well-known, and it follows immediately by the representation technique of
(I) (i).
A consequence of the theorem—using the equivalence of problems (i) and (ii)—is that with the symmetric maximal
correlation, the estimation
1− 1
2
6 min
B⊂R Borel-set
PD (X∈B)61=2
X; X ′ i:d:
PW (X
′ ∈ 7B|X ∈B)6
√
1− 21
holds true provided that 1¿ 0 (Corollary 3.1).
In practice, types (I) and (II) problems emerge, e.g., in data mining when analysing the latent structure of large
weighted, undirected graphs, like communication networks or the World Wide Web (see Section 4).
In Section 4, some special cases are also discussed. The notions of weighted Laplacian and Cheeger constant are
generalized for hypergraphs and compared to other measures.
2. Weighted Laplacian and conditional expectation
Throughout this section type (I) problems, i.e., L2-based minima will be discussed. With the notations of Section 1, let
CD be the weighted Laplacian of the weighted graph G = (V;W ). Suppose that G is connected. Then the eigenvalues of
CD are
0 = 0 ¡16 26 · · ·6 n−16 2
in increasing order (the upper bound is discussed later on in this section) with corresponding orthonormal system of
eigenvectors (column vectors)
u0; u1; u2; : : : ; un−1:
It is easy to see that u0 =
(√
d1; : : : ;
√
dn
)T
.
In the weighted graph approach (i), we shall focus on 1 and u1 as they give the solution of the extreme value problem
(1) with constraints (2). To illustrate this, with the notation u = D1=2x, let us transform the quadratic objective function
as follows:
min∑
xidi=0∑
x2i di=1
L(x) = min∑
xidi=0∑
x2i di=1
n−1∑
i=1
n∑
j=i+1
(xi − xj)2wij = min
uTu0=0
‖u‖=1
uTCDu = 1; (7)
where the last minimum is attained at u1, while the 5rst minimum at the corresponding harmonic eigenvector x∗=D−1=2u1.
In the following, we shall refer to L(x) as the cost of the one-dimensional representation x=(x1; : : : ; xn)T, and the minimum
cost representation is obtained with the harmonic eigenvector x∗: L(x∗) = 1.
It is worth noting that in [5], the vertices of G are classi5ed into two clusters by means of the coordinates of x∗. Let
S2 + B = 1
be the ANOVA-decomposition of the total variance of x∗i s into the sum of the inner variances within the two clusters
(S2) and between the cluster-centers (B). For the minimum S2 the relation S∗2 6 1=2 was proved, so the larger the gap
between the two smallest positive eigenvalues is, the better the vertices can be classi5ed into two clusters.
In the probability approach (ii), let the above weight matrix W denote the joint probability distribution of two discrete
random variables taking on maximum n di@erent values. Because of the symmety of W the two marginal distributions
are the same: d1; : : : ; dn, diagonal entries of the matrix D. Sometimes, D also refers to the marginal. The random variable
X taking on values x1; : : : ; xn and satisfying
ED(X ) =
n∑
i=1
xidi = 0; VD(X ) =
n∑
i=1
x2i di = 1 (8)
26 M. Bolla, G. Moln.ar-S.aska /Discrete Mathematics 282 (2004) 23–33
is an eigenvector of the operator taking conditional expectation with respect to the joint distribution W , if D−1Wx =
x holds with some constant  and range-vector x = (x1; : : : ; xn)T. With the notation u = D1=2x, this is equivalent to
D−1=2WD−1=2u=u or CDu=(1−)u with the same . Conditions (8) imply that u is a non-trivial eigenvector of length
one of CD, and it is orthogonal to u0. (See [2] for details.)
Let us suppose that W is a matrix with the properties of a weight matrix of a connected graph G. Then let
1 = 0 ¿1¿ 2¿ · · ·¿ n−1¿− 1 (9)
denote the eigenvalues of the conditional expectation operator, i.e., those of the matrix D−1=2WD−1=2, in decreasing order.
They are like canonical correlations and are at most 1 in absolute value. Their absolute values, i.e., the singular values of
the matrix D−1=2WD−1=2, play an important role in the correspondence analysis on W . (The singular value decomposition
can be done for a nonsymmetric or nonquadratic W too, and the correspondence factors are the corresponding singular
vector pairs.) In [3] it was shown that the multiplicity of the singular value 1 is equal to the number of diagonal blocks
in W . The constant random variable is always an eigenvector of the conditional expectation operator with corresponding
eigenvalue 1, thus 0 = 1 and 1 ¡ 1 if the underlying graph G is connected. Even in the case of a connected G another
singular value 1 can occur if W consists of two diagonal blocks of all zero entries, that is the underlying graph is bipartite
(the vertex-set consists of two independent sets). In fact, this is a suQcient and necessary condition for n−1 =−1.
Since i = 1− i (i= 0; : : : ; n− 1), the range 06 i6 2 is obtained for the eigenvalues of CD. The largest eigenvalue
is 2 if and only if G is bipartite. As a matter of fact, trW = 0, hence tr CD = tr In = n; therefore, 16 n=(n − 1). The
eigenvectors corresponding to is are u0; u1; : : : ; un−1, in the order of (9).
The largest singular value (apart from the 1 belonging to the trivial constant pair) of the conditional expectation
operator was introduced as maximal correlation by Gebelein and discussed by R%enyi [14] for arbitrary absolute continuous
or discrete distributions. For a symmetric, discrete distribution with a 5nite range R%enyi’s de5nition of the maximal
correlation can be formulated in the following way
max = max
X;Y :V→R
ED (X )=0;VD (X )=1;
ED (Y )=0;VD (Y )=1
EWXY; (10)
where EWXY stands for the correlation of the standardized random variables X and Y with respect to the product measure
W . In our case max = maxi|i| = |i∗ | and a pair (X ∗; Y ∗) giving the maximum in (10) can be de5ned as follows.
The range vector of X ∗ is a harmonic eigenvector of D−1=2WD−1=2 corresponding to eigenvalue i∗ , while Y ∗ =−X ∗ if
i∗ ¡ 0 and Y ∗ = X ∗ otherwise.
For a symmetric W one can look for an identically distributed pair (X; X ′) with maximum possible correlation. We
shall call this optimum the symmetric maximum correlation and it is just 1, since
max
X; X ′ :V→R i:d:
ED (X )=0
VD (X )=1
EWXX
′ =
1
2

2− minX; X ′ :V→R
ED (X )=0
VD (X )=1
EW (X − X ′)2

= 1− 1 = 1: (11)
The maximal correlation can also be obtained by the ACE algorithm (see [6]) which starts with an appropriate noncon-
stant X , then alternately takes conditional expectation and standardizes at the same time. Under quite general conditions
the iteration converges to X ∗.
In the discrete case, the range vector of X ∗ giving the symmetric maximal correlation is a harmonic eigenvector of the
weighted Laplacian CD belonging to 1, and its coordinates give optimal one-dimensional Euclidean representation of the
variable categories (in L2-norm). This process is generalized in the correspondence analysis of contingency tables, and as
a result, di@erent representation of the row- and that of the column-categories is obtained (see [3]).
Finally, we mention another equivalent form of (3) to compare it to the extreme value problem of the subsequent
section:
min
X; X ′ :V→R i:d:
X is not constant
EW (X − X ′)2
VD(X )
= EW (X
∗ − X ∗′)2 = 21; (12)
since VD(X ∗) = 1.
3. Cheeger constant and conditional probabilities
Now, let us turn to type (II) problems together with L1-based minima. For graphs, there are combinatorial measures
(e.g., edge density in [12], minimal weighted cut in [4], isoperimetric number and Cheeger constant in [9]) that indicate
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the two-clustering properties of the graph. The so-called Cheeger constant de5ned in (5) for the weighted graph G=(V;W )
can be best compared to the smallest positive eigenvalue of the weighted Laplacian CD. We repeat the de5nition
h= min
U⊂V
Vol(U )61=2
∑
i∈U
∑
j∈ 7U wij
Vol(U )
;
where Vol(U ) =
∑
i∈U di is the weight sum of edges with at least one endpoint in U , while the numerator contains
the weight sum of edges with one endpoint in U and other endpoint in 7U . Therefore, h6 1 is trivial. Note that h can
be “small” if “low-weight” edges connect together two disjoint vertex-sets with “not signi5cantly” di@ering volumes;
therefore, h reSects the clustering ability of the graph.
In the framework of joint distributions, h can be formulated by
h= min
B⊂R Borel-set
PD (X∈B)61=2
X; X ′ i:d:
PW (X
′ ∈ 7B|X ∈B) = min
U⊂V
Vol(U )61=2
EW ( 7U |U ); (13)
where X and X ′ are identically distributed (their values are immaterial here), and their joint distribution is given by W ,
while U is the indicator random variable belonging to the set U .
In [9] it is proved that with our notations
h= min
X :V→R
X is not constant
max
c∈R
∑n−1
i=1
∑n
j=i+1 |xi − xj|wij∑n
i=1 |xi − c|di
=
1
2
min
X; X ′ :V→R i:d:
X is not constant
max
c∈R
EW |X − X ′|
ED|X − c| :
If we take advantage of the fact that the median of X minimizes the expectation ED|X − c|, we can simplify the above
formula to
h=
1
2
min
X; X ′ :V→R i:d:
X is not constant
EW |X − X ′|
ED|X −medX | ; (14)
the denominator containing the absolute deviation of X from its median, medX . Thus (14) is the L1-norm analog of the
L2-norm-based minimum problem in (12). Utilizing this analog, the following proposition can easily be proved.
Proposition 3.1. Let G = (V;W ) be a weighted graph. The diagonal matrix D and the weighted Laplacian CD are
de:ned as in the Introduction. Let 1 denote the smallest positive eigenvalue of CD with harmonic eigenvector x∗. Let
X ∗ : V → R be a random variable with range vector x∗ taking on values with the diagonal entries of D. Then the
Cheeger constant h of G satis:es
h6
√
1√
2ED|X ∗ −medX∗ |
with medX∗ being the median of X ∗.
Proof. Using (14) and HTolder’s inequality in the numerator,
h6
1
2
EW |X ∗ − X ∗′|
ED|X ∗ −medX∗ | 6
1
2
√
EW (X ∗ − X ∗′)2
ED|X ∗ −medX∗ | =
√
21
2ED|X ∗ −medX∗ |
where in the last step we used (12). This implies the statement.
Without using the vector coordinates x∗, the following relation between h and 1 will be proved.
Theorem 3.1. Let G = (V;W ) be a weighted graph. If h denotes its Cheeger constant and 1 is the smallest positive
eigenvalue of its weighted Laplacian CD then
1
2
6 h6min
{
1;
√
21
}
holds true. If 16 1 then the upper estimate can be improved to
h6
√
1(2− 1):
Proof. With the notations used throughout the paper, 1 is the smallest positive eigenvalue of CD, and x∗ is a harmonic
eigenvector belonging to it.
28 M. Bolla, G. Moln.ar-S.aska /Discrete Mathematics 282 (2004) 23–33
Lower bound: It comes out easily using the optimum property of 1 and x∗. Let U∗ denote a vertex-subset at which
the minimum of (5) is attained. Thus Vol(U∗)6 12 holds. Let us de5ne the following representation of the vertices:
xi :=
{
1=Vol(U∗) if i∈U∗;
−1=Vol( 7U∗) if i∈ 7U∗:
Then (12) gives that
16
∑n−1
i=1
∑n
j=i+1 (xi − xj)2wij∑n
i=1 x
2
i di
=
∑
i∈U∗
∑
j∈ 7U∗
(
1
Vol(U∗) +
1
Vol( 7U∗)
)2
wij
1
Vol(U∗) +
1
Vol( 7U∗)
6
Vol(U∗) + Vol( 7U∗)
Vol(U∗)Vol( 7U∗)
∑
i∈U∗
∑
j∈ 7U∗
wij6 2
∑
i∈U∗
∑
j∈ 7U∗ wij
Vol(U∗)
= 2h;
which implies 1=26 h.
Upper bound: Let x∗ be a harmonic eigenvector of CD belonging to the eigenvalue 1. The condition
∑
x∗i di = 0
implies that x∗ has both negative and positive coordinates. We can assume that x∗ is directed in the way that∑
i:x∗i ¡0
di¿
∑
i:x∗i ¿0
di:
(Otherwise, we reverse the sign of every coordinate of x∗, for −x∗ is also a harmonic eigenvector with the same
eigenvalue.) To simplify notation we drop “∗” from x∗ from now on. Now we rearrange the coordinates of x in increasing
order:
x16 · · ·6 xr−1 ¡ 06 xr6 · · ·6 xn:
The number of strictly negative coordinates is r − 1, r¿ 2. The vertex set V = {1; : : : ; n} is rearranged, accordingly. Put
V− := {1; : : : ; r − 1} and V+ := {r; : : : ; n}. In view of our above assumption, we have
r−1∑
i=1
di¿
n∑
i=r
di: (15)
Set y := x+, that is the coordinates of the vector y are
yi =
{
xi if xi¿ 0;
0 otherwise:
We shall choose special two-partitions of the rearranged vertex-set induced by the subsets Uk = {k; : : : ; n} and put
ck =
∑
i∈Uk
∑
j∈ 7Uk
wij (k = 2; : : : ; n): (16)
Obviously,
h6 c = min
26k6n
ck
min{Vol(Uk);Vol( 7Uk)}
: (17)
We remark that in view of (15), the relation
min{Vol(Uk); Vol( 7Uk)}= Vol(Uk) =
n∑
i=k
di for k = r; : : : ; n (18)
is valid.
As x is a harmonic eigenvector of CD = In − D−1=2WD−1=2 with eigenvalue 1,
1Dx = Dx−Wx
holds, equivalently for the coordinates
1dixi = dixi −
n∑
j=1
wijxj =
n∑
j=1
wij(xi − xj) (i = 1; : : : ; n): (19)
Multiplying both sides of (19) by xi and summing up for indices i∈V+ we get that
1
∑
i∈V+
dix
2
i =
∑
i∈V+
xi
n∑
j=1
wij(xi − xj);
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or equivalently,
1 =
∑
i∈V+ xi
∑n
j=1 wij(xi − xj)∑
i∈V+ dix
2
i
=
A∑n
i=1 diy
2
i
: (20)
We shall estimate the numerator (A) from below as follows:
A =
∑
i∈V+
∑
j∈V+
wijxi(xi − xj) +
∑
i∈V+
∑
j∈V−
wijxi(xi − xj)
=
∑
i∈V+ ; j∈V+
i¿j
[wijxi(xi − xj) + wjixj(xj − xi)] +
∑
i∈V+
∑
j∈V−
wijx
2
i −
∑
i∈V+
∑
j∈V−
wijxixj
(1)
=
∑
i∈V+ ; j∈V+
i¿j
wij(xi − xj)2 +
∑
i∈V+
∑
j∈V−
wijy
2
i −
∑
i∈V+
∑
j∈V−
wijxixj
(2)
¿
∑
i∈V+ ; j∈V+
i¿j
wij(yi − yj)2 +
∑
i∈V+
∑
j∈V−
wij(yi − yj)2
(3)
=
∑
i∈V+
∑
j¡i
wij(yi − yj)2 = 12
n∑
i=1
n∑
j=1
wij(yi − yj)2:
In steps (1) and (2) we used the fact that yi is equal to xi on V+ and 0 on V−. We decreased the expression between
the two steps by −∑i∈V+ ∑j∈V− wijxixj that is a nonnegative quantity due to the di@erent signs of xi and xj for indices
i∈V+ and j∈V−. In step (3) we utilized that for such indices i ¿ j automatically holds true. We also used the symmetry
of W several times.
Now, let us go back to (20). Using the lower estimate for A we get that
1¿
1
2
∑n
i=1
∑n
j=1 wij(yi − yj)2∑n
i=1 diy
2
i
= Q: (21)
The quantity Q de5ned above will be important later when we improve the estimate. Q will be further decreased as
follows:
Q =
1
2
[∑n
i=1
∑n
j=1 wij(yi − yj)2
] [∑n
i=1
∑n
j=1 wij(yi + yj)
2
]
∑n
i=1 diy
2
i
[∑n
i=1
∑n
j=1 wij(yi + yj)
2
]
=
1
2
[∑n
i=1
∑n
j=1 wij|yi − yj|2
] [∑n
i=1
∑n
j=1 wij|yi + yj|2
]
∑n
i=1 diy
2
i
[∑n
i=1
∑n
j=1 wij(yi + yj)
2
] ¿ 1
2
[∑n
i=1
∑n
j=1 wij|yi − yj| |yi + yj|
]2
∑n
i=1 diy
2
i
[∑n
i=1
∑n
j=1 wij(yi + yj)
2
]
=
1
2
[∑n
i=1
∑n
j=1 wij|y2i − y2j |
]2
∑n
i=1 diy
2
i
[∑n
i=1
∑n
j=1 wij(yi + yj)
2
]2 = 12
[
2
∑
i¿j wij|y2i − y2j |
]2
∑n
i=1 diy
2
i
[∑n
i=1
∑n
j=1 wij(yi + yj)
2
]
= 2
[∑
i¿j wij(y
2
i − y2j )
]2
∑n
i=1 diy
2
i
[∑n
i=1
∑n
j=1 wij(yi + yj)
2
] = 2 A21
B
: (22)
In the second line we used the Cauchy–Schwarz inequality for the expectation of random variables |Y − Y ′| and |Y + Y ′|
with joint distribution W (Y and Y ′ are identically distributed with range vector y).
To estimate A1 from below, we shall use the fact that yi¿ yj for i ¿ j and write the terms y2i − y2j as a telescopic
sum:
y2i − y2j = (y2i − y2i−1) + · · ·+ (y2j+1 − y2j ) for i ¿ j:
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By this,
A1 =
∑
i¿j
wij(y
2
i − y2j ) =
n∑
k=2
(y2k − y2k−1)
∑
i¿k¿j
wij
(4)
=
n∑
k=2
(y2k − y2k−1)ck
=
n∑
k=r
(y2k − y2k−1)ck
(5)
¿
n∑
k=r
(y2k − y2k−1)c
n∑
i=k
di¿
n∑
k=r
(y2k − y2k−1)h
n∑
i=k
di
= h
n∑
k=r
(y2k − y2k−1)
n∑
i=k
di
(6)
= h
n∑
k=r
y2kdk ;
where in (4) we used the de5nition of ck , in (5) relations (17) and (18) were exploited, while in (6) a partial summation
was performed.
The denominator B is estimated from above:
B =
n∑
i=1
diy
2
i
[
n∑
i=1
n∑
j=1
wij(yi + yj)
2
]
6
n∑
i=1
diy
2
i
[
n∑
i=1
n∑
j=1
wij(2y
2
i + 2y
2
j )
]
=
n∑
i=1
diy
2
i 4
n∑
i=1
y2i di = 4
(
n∑
i=1
y2i di
)2
:
There remains to collect the terms together:
1¿
2A21
B
¿
2h2
(∑n
k=1 y
2
kdk
)2
4
(∑n
i=1 y
2
i di
)2 = h22 ;
and so, the upper estimate h6
√
21 follows.
We can improve this upper bound by using the exact value of B and going back to (21) that implies
n∑
i=1
n∑
j=1
wij(yi − yj)2 = 2Q
n∑
i=1
diy
2
i :
An equivalent form of B is
B=
n∑
i=1
diy
2
i
[
n∑
i=1
n∑
j=1
wij(yi + yj)
2
]
=
n∑
i=1
diy
2
i
[
n∑
i=1
n∑
j=1
wij(2y
2
i + 2y
2
j − (yi − yj)2)
]
=
n∑
i=1
diy
2
i
[
4
n∑
i=1
y2i di −
n∑
i=1
n∑
j=1
wij(yi − yj)2
]
= 2
(
n∑
i=1
diy
2
i
)2
(2− Q):
Starting the estimation of Q at (22) and continuing with the B above, yields
Q¿ 2
A21
B
¿ 2
h2
(∑n
k=1 dky
2
k
)2
2
(∑n
i=1 diy
2
i
)2 (2− Q) =
h2
2− Q :
By (21), Q is nonnegative implying
Q¿
h2
2− Q or equivalently; 1−
√
1− h26Q6 1 +
√
1− h2:
Summarizing, we derive that
1¿Q¿ 1−
√
1− h2 or equivalently;
√
1− h2¿ 1− 1:
For 1 ¿ 1 this is a trivial statement. For 1 ¡ 1 it implies that h6
√
1(2− 1)¡ 1 while for 1 = 1 we get the trivial
bound h6 1. This 5nishes the proof.
In terms of the symmetric maximal correlation the result of Theorem 3.1 can be written in an equivalent form as
follows.
Corollary 3.1. Let W be a symmetric joint distribution of two discrete random variables taking on at most n di=erent
values. If the symmetric maximal correlation (1 of Section 2) is nonnegative then the estimation
1− 1
2
6 min
B⊂R Borel-set
PD (X∈B)61=2
X; X ′ i:d:
PW (X
′ ∈ 7B|X ∈B)6
√
1− 21 (23)
holds.
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Proof. Since 1 = 1− 1, the lower bound trivially follows. 1¿ 0 implies that 16 1, so the improved upper bound of
Theorem 3.1 becomes
√
(1− 1)(1 + 1). This 5nishes the proof.
Consequently, the symmetric maximal correlation somehow regulates the minimum conditional probability that provided
a random variable takes values in a category set (with probability less than 1=2) then another one with the same distribution
(their joint distribution is given by W ) will take values in the complement category set. In particular, if 1 is the eigenvalue
of I−CD with the largest absolute value (apart from 1), then 1 is the usual maximal correlation, and in this case inequality
(23) also holds for it.
4. Concluding remarks
In Theorem 3.1, 16 1 is not a peculiar requirement. We learned that 16 n=(n− 1). It will be shown that one zero
weight is enough for 1 to be at most 1.
Proposition 4.1. Let G = (V;W ) be a weighted graph and let 1 denote the smallest positive eigenvalue of its weighted
Laplacian CD. Suppose that there is at least one a = b pair such that wab = 0. Then 16 1.
Proof. Suppose that wab = 0 with integers 16 a¡b6 n. Consider the following representation of the vertices:
xi :=


db if i = a;
−da if i = b;
0 otherwise:
Then using statement (12) we obtain that
16
∑n−1
i=1
∑n
j=i+1 (xi − xj)2wij∑n
i=1 x
2
i di
=
∑
j =a d
2
bwaj +
∑
j =b d
2
awbj
d2bda + d2adb
= 1
which concludes the proof.
For the complete graph (all nonzero weights are equal) 1 = · · · = n−1 = n=(n − 1) and for even n the lower bound
h= 1=2 for h is attained. If n=3 then h=1 (thanks to 0¡di ¡ 1=2) and for the complete graph, 1 = 3=2. In this case
the upper estimate
√
1(2− 1) does not hold, so it can not be extended to 1 ¿ 1.
If G is bipartite with an independent set of n − 1 vertices and a single vertex (we call it “star graph”) then h = 1
and 1 = 1 at the same time. With a slight perturbation of weights, a Cheeger constant close to the upper bound can be
obtained.
For the d-dimensional grid the upper estimate is asymptotically tight (if the number of vertices is “large” enough). See
also [4] and Buser [7].
We remark that the notion of the weighted Laplacian and that of the Cheeger constant can be extended to hypergraphs
in the following way. Let H = (V; E) be a hypergraph, V and E denoting the set of its vertices and (hyper)edges,
respectively. Loops are excluded. In [4] the Laplacian of H was de5ned as
C = DV − AD−1E AT; (24)
where DV and DE are valency matrices of the vertices and edges, respectively; A is the vertex-edge incidence matrix.
In [5] the weighted graph G=(V;W ) was assigned to the hypergraph H on the same set of vertices with edge-weights
wij =
∑
{e∈E | i∈e; j∈e}
1
|e| i; j∈V; i = j; (25)
and wii = 0 (i∈V ). With this W , we calculate D and the Laplacian D −W as in the Introduction. It is easy to see that
the matrix C de5ned in (24) is identical to D − W . We remark that the sum of the weights is usually not 1 here, but
neither the weighted Laplacian CD = D−1=2CD−1=2 nor the Cheeger constant de5ned below are a@ected by this fact.
De#nition 4.1. Let H = (V; E) be a hypergraph. Its Cheeger constant is
h= min
U⊂V
Vol(U )6Vol(V )=2
∑
i∈U
∑
j∈ 7U
∑
{e∈E | i∈e; j∈e} 1=|e|
Vol(U )
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where
Vol(U ) =
∑
i∈U
∑
{e∈E | i∈e}
1
|e| :
This isoperimetric number also reSects the clustering ability of the hypergraph in the sense that it “punishes” bipartitions
with “too” di@erent volumes and also “punishes” “too many” intersecting hyperedges taking into account their valencies
too. For example, let the vertices be symptoms of an illness and the patients be the edges. (Each of the patients has at
least two symptoms.) We would like to classify the symptoms into two disjoint clusters in such a way that we do not
favour clusters with few rare symptoms, furthermore we want to belong the majority of the patients to one cluster only,
though it cannot be required for patients with too many symptoms.
We also remark that the minimal weighted 2-cut introduced in [4] was de5ned as
(2 = min
U⊂V
(
1
|U | +
1
| 7U |
)∑
i∈U
∑
j∈ 7U
∑
{e∈E | i∈e; j∈e}
1
|e| :
Analogously, a measure using volumes instead of cardinalities will be introduced as
2 = min
U⊂V
(
1
Vol(U )
+
1
Vol( 7U )
)∑
i∈U
∑
j∈ 7U
∑
{e∈E | i∈e; j∈e}
1
|e| :
2 will be called minimal weighted 2-density of H . It is easy to see that with it, the relation 26 2h holds, hence 2 is
also a kind of an isoperimetric number.
We conclude with some remarks on possible applications. In real-world problems, types (I) and (II) minimization comes
together, e.g., in data mining, the symmetric matrix W containing the standardized weights assigned to the edges of a
loopless, undirected, weighted graph. The vertices are web documents or sites of telecommunication systems with wij
representing the “strength of connection” between nodes i and j. The task is twofold:
(I) Find a ranking of the sites in the order of their importance! The ranks are real numbers providing an optimal
one-dimensional representation of the sites in the sense of (1). The solution is given by the vector coordinates x∗. This
is also a solution of the maximum problem (11); therefore, the coordinates of x∗ can be regarded as factor loadings in a
rank 2 approximation of the joint distribution (with the trivial factor excluded).
(II) Find a bipartition of the nodes such that strongly connected nodes belong to the same cluster! One possible solution
is the bipartition giving the minimum in (5).
The two problems have di@erent solutions, but the estimate of Theorem 3.1 establishes a relation of the two kinds
of minima. In fact, the better the matrix D−1=2WD−1=2 can be approximated with a 2-rank matrix, the more perfect the
coincidence between the two tasks is. Roughly speaking, this rank requirement is satis5ed if there is a “large” gap between
1 and 2, see [5] for details. In the vast literature of this topic the above two kinds of problems are discussed in di@erent
frameworks, with di@erent constraints and di@erent notation, see [13]. Though, our guess is that most questions of this
kind can be united and compared in the framework of L2- and L1-minimizations.
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