A class of Monte Carlo algorithms for probability propagation in belief networks is given. The simulation is based on a two steps procedure. The first one is a node deletion technique to calculate the 'a posteriori' distribution on a variable, with the particularity that when exact computations are too costly, they are carried out in an approximate way. In the second step, the computations done in the first one are used to obtain random configurations for the variables of interest. These configurations are weighted following importance sampling methodology. Different particular algorithms are obtained depending on the approximation procedure used in the first step and the way of obtaining the random configurations. In this last case, a stratified sampling technique is used, which has been adapted for application to very large networks without round-off error problems.
Introduction
The problem of probability propagation is defined as the process for calculating the probability values of some variables in a dependence graph, given a set of observed variables. Many algorithms have been proposed in the last few years to solve this problem in an exact way [13, 14, 17, [19] [20] [21] 24] . These methods take advantage of conditional independence among the variables given by the network structure, to perform the propagation by local computations. Although they give exact results, all these algorithms are NP-hard [5] in the worst case. So, if the network is complicated enough, other types of algorithms should be considered.
This has motivated the development of approximate algorithms. Most of them try to obtain a good estimation of the probabilities in the network by using Monte Carlo techniques. Although approximate inference is NP-hard too [6] , the class of resolvable problems is wider.
Monte Carlo algorithms for belief networks can be classified into two different groups: those based on importance sampling and those based on Markov chains. In both cases, the problem of probability propagation may be viewed as obtaining samples from a difficulty to manage probability distribution. Importance sampling algorithms are based on the use of a modified distribution in order to obtain independent samples, that are weighted to resemble the original distribution. The first algorithm in this group, called Probabilistic Logic Sampiing, was developed by Henrion [9] . It provides good results when no evidence is given. One improved algorithm, called Likelihood Weighting, was proposed by Fung and Chang [8] and Shachter and Peot [22] . It performs well, but in some cases, the same problem as in Logic Sampling may arise [3] : all the weights are 0 or 1. A more sophisticated method was proposed by Cano, Hern~indez and Moral, based on entropy criteria [3] . Given the conditional distributions in the network, they use the ones with less entropy (the most informative ones) to obtain the samples, and the ones with more entropy to compute the weights. In this way they try to solve the problem of 0-1 weights.
In the case of Markov Chain-Monte Carlo algorithms, the samples are not independent, but they verify the Markov property. The best known algorithm using this technique is Pearl's stochastic simulation [16] . This method was generalized by Jensen et al. [12] , allowing samples to be generated with a greater degree of independence, but with a higher computational cost.
In this paper we study a general class of importance sampling algorithms, presented in [11] . They make a first approximate propagation based on the con-cept of node removal [24] , similar to D'Ambrosio's symbolic propagation [21] . The results obtained from this first propagation are improved by sampling the functions obtained.
Bouckaert [1] and Bouckaert et al. [2] developed a stratified sampling scheme for probability propagation. It performs well, but when the network is too complex, precision problems make this method infeasible. In this paper, a way is considered for modifying that algorithm to use the same sampling distributions as in importance sampling. A method to avoid rounding errors when simulating is also presented.
In Section 2, the basic notation is established and the general problem is formulated. In Section 3, importance sampling is introduced. The new algorithms are treated in detail, studying several variations over the main scheme, in Sec: tion 4. Section 5 is devoted to the application of stratified sampling to the new algorithms. A new way of performing stratified sampling, avoiding numerical errors, is presented in Section 6 and experimental results are discussed in Section 7. The paper ends with conclusions and suggestions for further research in Section 8.
Notation and problem formulation
A belief network is a directed acyclic graph where each node represents a random variable, and the topology of the graph shows the independence relations among the variables, according to the d-separation criterion [17] . Given the independences attached to the graph, the joint distribution is determined giving a probability distribution for each node conditioned to its parents.
Let X = {Xl,... ,X,} be the set of variables in the network. Assume each variable X~ takes values on a finite set U~. We will denote by Ut the cartesian product 1-Ira U,.. Given x E UI and J c I, x ~J shall denote the element of Us obtained from x dropping the coordinates not in J. Given a function f defined over UI, s(f) will denote the set of indices of the variables for which f is defined (i.e. s0 c) ---I). Under these conditions, the conditional distribution of X~ given its parents in the network, F(i), is denoted by
fi(x) = fi(x'Li, x "LF(i)) Vi E N Vx E Us~),
where N = {1,...,n}, and
Zft(x,,x) = 1 Vx E UF(i).
xiEUi Then, the joint probability distribution for the n-dimensional random variable X can be expressed as
fiei (X) = 0 if ei # X.
The goal of probability propagation is to calculate the posterior probability function p(xle ), for every x E UI, where I c_ N. This probability could be obtained from the joint distribution (3), but we assume that it is difficult to manage. Notice that it is equal to p(x fq e)/p(e), and as p(e) is constant, it is proportional to p(x n e). So, we can know the posterior probability if we compute the value p(x N e) for every x E Ut, normalizing afterwards, p(x N e) may be expressed in the following way:
The following concepts are used throughout the paper. Definition 1 (Marginalization). Given a function f defined over a set of variables X~ and J c_ I, we define the marginalization off over a variable Xj (or the deletion of variables in I -J) as a new function, flJ, defined over the set J given by the expression f~J(x) = Zf(y ) Vx E Vj. (6) yEU/ Definition 2 (Combination). Given r-functions fl,... ,fr each one defined over the sets I1,..., L, a new function, called the combination of them, is defined over the set I = Ui~l Ii as r f(x) = IIf(x +1' ) Vx C U,. (7) i=l Notice that the product above can be done in any order. Thus, combination is a commutative operator.
Definition 3 (Restriction).
Let f be a function defined over a set I of indices, and assume a set of variables Xj, J c I whose values x +J are fixed (x ~J = x0). The restriction off to the values x0 is a new function f' defined on I -J according to the following expression:
(8) such that y E Uz,y ~I J = x l~-J and ylJ = Xo.
Restriction can simplify the problem when observations are provided. Notice that formula (5) is still valid if we replace each function f by its restriction to the evidence e. This way we can work with simpler functions.
Importance sampling
One method to estimate the addition in Eq. (5) is the so-called importance sampling technique (this technique is described in detail in [18] ). It is a Monte Carlo procedure that uses an auxiliary probability distribution P* (x), instead of f(x), to obtain a sample from the space Us.
Afterwards, a weight is assigned to each configuration obtained, x (il E UN. This weight is,
It is necessary that P* (x) > 0 whenever p(x A e) > O. Under these conditions, if (x(ll,..., x (")) is the sample obtained, an unbiased estimator of p(x ~I N e) is given by
where m is the size of the sample. It can be shown that the variance of ~ is minimized when P* (x) is proportional to p(x n e) (see [3, 10, 18, 22] ). However, selecting a probability proportional to p is not always possible, because p is difficult to handle. Notice that the variance of ( is minimal when the weights are constant, so, the best we can do is to select P* as close as possible to p(.le).
Once P* is selected, we can estimate p(x A e) as follows (see [3, 22] 
Importance sampling based on approximate computation
The most important decision when designing an importance sampling algorithm is the selection of the sampling distribution: it should be as similar as possible to the original distribution. In the particular case of a belief network, the original distribution is given as a product of conditional probability distributions. Known importance sampling algorithms [3, 8, 22] use sampling distributions close to the original conditional ones. In this way they try to obtain a sampling joint distribution close to the original joint distribution in order to achieve uniform weights for the configurations of the variables.
Here we propose a new approach to obtain the sampling distributions. The idea is not to use only the conditionals and likelihoods, but all the available information about a given variable. This means using all the functions associated with the variable when we simulate it. This is the ideal case, but if the network is complicated enough, this process is infeasible; more precisely, the complexity of this process would be the same as in exact probability propagation, and this is what we are trying to avoid. In short, the problem is that the cost of the combination of the functions defined for a variable may be too high.
The solution we propose is to perform approximate computations when the exact ones are too difficult. As we are not using the original p(xie) distribution, but rather an approximation P*, we use the importance sampling technique and compute a weight for each configuration. The key point in this procedure is to determine when and how to perform approximate calculations in such a way that the computations are fast and the sampling distribution P* as close as possible to p(x[e) .
The algorithm starts with a family of functions composed by the conditional distributions and the observations, H = {fi,... ,f,} tO {6e,},e~.
The true p(.le) is proportional to the product of all the functions in H (see Eq. (5)).
Then, an order of the variables in the network is considered, given by a permutation tr over the set { 1,..., n}. The next step is to delete the variables in sequence, following the order imposed by a. There are two ways of deleting a variable X~(i): exact and approximate. Now if ilk is the set of functions obtained before deleting X~(~} and H i the set after the deletion, we are going to show that if (13) is true for i = k and Hk, then it is also true for i = k + 1 and H i.
If Eq. (13) is true for i = k then 4 The size of a function h is defined as the product of the number of cases of all the variables for which h is defined.
At this point we are able to formulate a general importance sampling algorithm for probability propagation: At the end of loop 5(b), the weight wj takes the value wj-= where P* is the sampling distribution we use, given by:
After step 5(c) the resulting weight is the correct one for importance sampling (Eq. (11)).
Observe that the efficiency of the algorithm depends on the order of the variables in step 2. Example 1. Consider the network in Fig. 1 , in which all the variables take the values 0 and 1. Assume that we have the following probability tables.
1. 'a priori' probability of X1 : 
fl (xl) = P(X1 = xl),
fl(0) = 0.3, f~(1) --0.7.
Conditional probability of X2 given Xi :
f2(xz,xl) = P(X2 ---x2 lXl =xl), f2(O,O) = 0.2, f2(1,O) = 0.8, f2(O, 1)---0.6, f2(1, 1) = 0.4.
Conditional probability of X3 given Xl:
f3(x3,xl) = P(X3 = x3 [Xl = xl), /3(0,0) ---0.1, /3(1,0) = 0.9, /3(0, 1) = 0.2, f3(1, 1) = 0.8.
Conditional probability of X4 given X2, X3:
Assume also that we have observed that X4 = 1, which is encoded by the potential
We have H = {fl, f2, J3, f4, ~4 }.
The exact deletion algorithm applied to H proceeds as follows. 18 (1998) 
Deletion of X4:
Compute h4(x2,x3,x4 ) = f4(x4,x2,x3)(~4(x4 ). L.D. Hernhndez et al. / Internat. ~L Approx. Reason.
h'l(x, ) = hi(x,) oc P(X, = xite).
So, Sampling a value for )(1 with a probability distribution, P~, proportional to hi we are sampling with P(XI = xele) exactly. So we can calculate an exact sampling distribution for X4 which is equal to:
Now imagine that not every deletion step has been exact. For example, assume that the deletion of X4 is as above, but )(3, X2 and Xl are deleted as follows.
2'. Deletion of X3 (Approximate," we marginalize without combining beforehand). Calculate f3* = f3 ~{1}, h~* = h; ;{2}. Remove f3 and hi from H and add f~*, h~*. Now we have H = {fl,f2,Q,h*4* }, where: Remove f2, h~* from H and add h~** = h; *;{1}, obtaining H = {fl, f3*, h~** }, where h2**(0 ) = 1.12, h2**(1 ) = 1.16.
3'. Deletion of X2 (Exact). Calculate h~*(xl,x2) = f2(x2,x1)h*4*(x2 ).

4'. Deletion of X1 (Exact).
Calculate hT* (Xl) = fl (xl)Q (xl)h;* (Xl).
h~*(0) =0.336, h~*(1) = 0.812.
Calculate hi** = h~ *~° = 1.148. At the end, H = {h~**}. Now, the approximate sampling distributions can be calculated in the following way: Table 1 .
Particular cases of the main algorithm
In this section we shall consider several variations from the main algorithm. The particular algorithms will be determined by the way in which H + (i) is cal- culated; that is, we must define some criteria for selecting the subsets R from H(i) of functions that will be combined before marginalizing, when a variable X,(il is to be deleted.
The first criterion which comes to mind is to take R = H(i). This coincides with the exact deletion algorithm. We shall not take this criterion into account, because if we have been able to delete all the variables in an exact way, in a similar amount of time, the exact probabilities can be computed with no need to simulate.
Alternatively, one may decide not to combine any function, that is, H(i)
does not change in the second step of the approximate scheme. This is the fastest procedure we can consider, because no time is spent on computing the combinations. However, simulation time may grow if many functions are associated with the variables. In this case, when a variable is being simulated, all its attached functions have to be evaluated for the current configuration of the variables. Moreover, the estimations obtained through this method should be the worst, because we lose information in each deletion (remember that the correct way is first to combine and then marginalize). Now we shall study three groups of methods for combining the functions.
Size criteria
In this section we define three criteria regarding the size of the functions resuiting from the combinations.
The first idea is to combine all the functions concerning a variable if the size of the resulting function does not exceed a given threshold. That is, if the fixed size is not surpassed, the exact deletion is done; otherwise, no functions are combined. This threshold can be fixed taking into account the amount of memory available in the system. This method can be improved if we realize that perhaps we cannot combine all the functions, but only some of them. The procedure would be to select R in the approximate deletion by including functions while the resulting combination does not surpass the established limit. Notice that, in this case, the order in which the functions are selected is important. Two approaches can be considered here:
• combine functions in an arbitrary sequence while maximum size is not exceeded (criterion 1), or • combine first those that maximize the size of the common variables (criterion 2) . Notice that functions defined over a single variable can be combined without adding complexity. Thus, unitary functions should be the first to be combined. Following criterion 1, the functions are examined in sequence and combined if possible. We start up with fl and fz; the size of the product of both functions is 81, which is below the threshold, and so, both functions can be combined. Now, we look for another function to combine with the result of the last combination. That function should be such that the result does not surpass the limit of 81 values, f5 is the only one verifying this. Now we continue with f3 and f4. The combination of them both can be done since the size of the result is 27. However, f6 cannot be combined without resulting in a size greater than 81. Thus, after the combination process we have three functions:
hl=fl'f2"fs, h2=f3"f4,
h3=f6
• Following criterion 2, we start off with fl and combine it with fs, since the latter is a unitary function and does not add any complexity. Now we search for those functions able to be combined and for which the common size is larger. These functions are the result off if5 and f4. For that reason, f3 can be combined with the result of the last operation. The remaining functions, f2 and f6 can also be combined. Thus, after applying criterion 2, the resulting functions are hi = fl " fs " f4" f3, h2 = f2 " f6.
Experimental evaluation shows criterion 2 to be the best in this group.
Entropy criteria
We are interested in improving the results given by criterion 2. The solution could be to make a greater effort in the combination process. The approach we propose here is the following: suppose after applying criterion 2, not all the functions have been combined. One way to refine the process could be to select the most "suitable" remaining function, and combine it with that one with a higher common size (as in criterion 2). However, notice that in this case we allow the size threshold considered in the preceding section to be surpassed, but this happens at most once for each variable. In many cases, the increment in the computational cost can be assumed.
The key point here is what we mean by the most suitable function. One approach can be considering the quality of the remaining functions. Namely, the function providing the largest amount of information should be the most likely to be combined. That amount of information can be measured through Shannon entropy, which is defined as follows:
Definition 4. Given a probability mass function f, defined over a finite set f2, its entropy is defined as
The higher the entropy of a function f is, the less informative f is. The maximum (log ]f2l) is reached when f is the uniform distribution. So, the criterion we may consider is to combine the function whose entropy is minimum. This function should be combined with that one whose domain is more similar.
We refer to this as criterion 3. The detailed algorithm is as follows:
1. Let X~(i) be the variable being deleted.
2. Let H(i) be the set of functions resulting from the combination process according to criterion 2.
II~rll is the product of the number of cases of the variables whose indices are in I.
6. Remove h* from H(i).
H(i) = H(i) U {h @ h*}
Dealing with observations
Another important question to be established about the main algorithm is the treatment of the variables observed. In this work, we have decided to incorporate them before calculating the sampling distributions. In this way, the functions are restricted to the values observed. Thus, the size of some functions will be reduced. Moreover, there is no need to distinguish between observed and unobserved variables during the simulation process. This fact reduces the possibility of obtaining null weights. Notice that if the functions are reduced to the values observed, any configuration obtained in the simulation will be consistent with the evidence. One of the causes of null weights in existing simulation algorithms is the discordance between the simulated values and the observations. The bond is that the dynamic inclusion of new evidence requires a new computation of the sampling distributions.
Another option is not to restrict the functions to the evidence. In this case, the variables observed are not simulated; they take directly the observed value. Then, the probability of the evidence is used to weight the simulation. This is the way Likelihood Weighting performs. The advantage is that the inclusion of new evidence is easy, but the counterpart is that in some cases all the weights turn out to be zero.
Selecting an elimination order
The order in which variables are eliminated when computing the sampling distributions determines the efficiency of the propagation algorithm. This prob-lem is similar to the construction of optimal cluster trees in exact propagation algorithms. These algorithms require a previous triangulation of the moral graph associated with the causal network. Triangulation is done by deleting the variables in the network and connecting all the nodes adjacent to the node being deleted. An appropriate selection of the deletion order should lead to the obtainment of cliques with a lower size.
In the case of importance sampling algorithm, an appropriate order may result in functions with a lower size, and this way, more exact computations could be done without exceeding the size threshold.
We think that orders resulting from triangulation processes would produce good results in our algorithms. Alternatively, the variable producing the smallest function can be removed, at each step. In the experimentation carried out in this paper, we have considered a deletion order from leaves to roots. So, the variables will be simulated from roots to leaves. This is the simulation order used in the Likelihood Weighting algorithm. The following proposition establishes when our algorithms and Likelihood Weighting are equivalent.
Proposition 2. Let X = {Xl,.. • ,Xn} be the set of variables in a causal network, and H = {fi, • • •, f, } the conditional probabilities for each variable. Assume there are no observations. Then, if a is an ancestral order 6 of the vertices in the network, and the deletion sequence is from a(n) to a(1), importance sampling algorithm is equivalent to likelihood weighting.
Proof. It is sufficient to prove that for each variable X~, 1 ~< i ~< n, its sampling distribution is just fi, i.e. the conditional distribution for X,. given its parents in the network. It is clear that no variable X~(;) ever appears in functions f~(j), j < i, since a is an ancestral order.
Also, given that a is an ancestral order, the first variables to be removed are those which are leaves in the network. Now, assume X,. is a leaf. Its only attached distribution is f~(x~i,x+F(i)), Vx C U~). After removing X~, the remaining function is f, (x,, x) w c UF(i) xi~U, and, from Eq. (2) it is equal to 1. Now assume that all the leaves have been removed. At this point, the next variables to be removed are those whose only descendants were leaves. Thus, they themselves are leaves now, and their associated distributions are the conditionals combined with those resulting from the deletion of the previous vari-ables, but we have seen that the result of the deletion is 1. So, the sampling distribution for each variable is the conditional distribution of that variable given its parents. []
Applying stratified sampling to the new algorithms
In this section, we apply the stratified sampling technique [2, 18] to the new algorithms proposed in this paper. Stratified sampling is a well known simulation technique in statistics. The basic idea is to divide the sample space into several regions (also called strata) and then choose an optimum number of configurations from each region. In this way, rare samples may be avoided. The theoretical basis for stratified sampling can be found in [18] .
Stratified sampling in belief networks
First propagation algorithms based on stratified sampling were proposed by Bouckaert [1] and Bouckaert et al. [2] . The idea is to consider the space of all possible configurations of the variables in the network, so that most probable configurations are assigned to a larger region. Then, configurations are selected searching across the whole region. The procedure is as follows:
Let X = {X1,... ,X,} be a set of discrete random variables, each variable X~ taking values on a set {0, 1,..., ri -1}. Letfi(xli,x~F(i)), i = 1,..., n be the conditional distributions for each variable given its parents in the network. Under these conditions we can generate all the possible configurations from the variables and compute their associated probabilities. The following order of the configurations is defined 
Based on the order in Eq. (16), a table is constructed representing the sample space. This table is used to search for the configurations. For example, let X = (X1 ,X2,X3) be a set of variables, each one with two possible values. Fig. 2 shows the network associated to X and Table 2 shows the a priori probabilities for the variables in X. In Table 3 we can find the sorted configurations with their probability of occurrence, cumulative probability and associate interval. To obtain a sample of size m, it generates m numbers into [0,1], and retrieve the configuration corresponding to each number according to the region partition (Fig. 3) . Then, each configuration is scored according to the distribution used to compute the intervals (f*) and the original distribution. The m numbers are not random, but they are calculated in a deterministic way as [ Notice that as m grows, the relative frequency for each configuration converges to its probability value. Several sampling distributions can be used. Bouckaert et al. [2] use the same functions as in Likelihood Weighting algorithm. We use the functions developed in Section 4.
Each configuration is attached to an interval [/(i), h(i)) c_
The stratified sampling algorithm
In this section, we formalize the method explained in the previous section. The question to solve is how to obtain the configuration associated to a given number ki e [0, 1]. One procedure consists of computing the cumulative probabilities for all the configurations in sequence until ki is reached. However, this is the same as computing the exact probabilities, which is precisely what we are trying to avoid.
The method proposed by Bouckaert et al. starts with a configuration of the variables, and, for a given ki, determines what variables must change their value to reach ki. For this purpose, associated with each variable there is an interval [l(i), h(i)) representing the "zones" of the region in which the variable X~ changes its value (see Fig. 3 ). Then, it searches for the first variable Xj such that kj C [l(j), h0")), starting from j --n. When j is found, the intervals corresponding to the variables Xj+I,... ,X, are updated for them to contain ki.
One important advantage of stratified sampling is that it is possible to find how many values from the sequence kg correspond to the same configuration. For a given k E [0, 1], this is achieved by [2] ,
where [xJ is the integer part of x for all x E R. The general algorithm is as follows:
The stratified algorithm (ALG SS) 
A --L(h(n)-kj)mJ + 1 (c) Compute
Wj ~-" A [ ~icNfi(x(J)~s(fi))] [1-IrEE (~er(X(/)~r)]
1-I, N (d)j=j+A
Estimate the probabilities p(x M e) according to Eq. (10).
This algorithm is very similar to importance sampling. The differences remain in initialization and configuration generation procedures. These procedures are as follows [2] : 
(i) E X~ then • val(a(i)) = ea(i) • h(i) = h(i-1) Else
• val(a(i)) = 0
* • h(i) = h(i-
)f•(i)(0)
This procedure computes the first configuration and its probability. The configuration is stored in array val (.) . Also, intervals [l(i), h(i)) are initialized according to the probability of the first value of each variable X,..
The procedure to generate configurations is,
Generate configuration x (i)
val(a(J')) = t j:j+l 4. Return configuration x l0 stored in array val(.).
ki is the point in interval [0,1] for which we want to know the associated configuration of the variables. In step (2), the position from which the configuration of the variables have to be updated is computed. This position corresponds to the first variable for which its associated interval [l, h) contains k~. In step (3) the configuration is obtained and intervals are updated. Notice that observed variables do not influence the construction of the intervals. For a detailed explanation of stratified algorithms, see [1, 2] .
3. Problems of stratified sampling
Although stratified sampling is a very efficient algorithm, in practice a very serious problem arises when we deal with large networks. The problem is due to the limited precision of the real numbers in computers. Notice that when computing the intervals [l, h), we use the following expression:
So, we are performing two additions and one product with numbers very close to zero. In general, the larger the network is, the smaller the numbers are. The result is that if we use single floating point numbers to represent the limits of the intervals, they are all rounded to zero, because of the loss of significant digits. Hence, the algorithm is unable to find any configuration for the variables.
The solution might be to increase the number of bits used to represent floating point numbers in the computer, but we can always find a large enough network so that all the intervals are rounded to zero.
In Section 6 we propose an alternative method for carrying out stratified sampling avoiding precision problems.
Recursive stratified sampling
Whether stratified sampling works or not, depends heavily on the size of the network. It would be interesting to find a way in which this method could be applied to any network regardless of its size. Here we propose a propagation scheme where stratified sampling is applied to each variable separately. In each step, the intervals are scaled to [0,1]; hence, no rounding errors appear. We will start with a first rough approach to the algorithm, an example of how it works and finally the detailed algorithm, which can be implemented in a recursive way. A first approach may be like this: If we use Bouckaert's stratified sampling, then we should work on the interval [0,0.6) in order to obtain the configurations of X2 for the values kl and k2. That is, we should apply (17) . But, we want to solve the problem of rounding. For this purpose, we scale the interval [0,0.6) in the interval [0,1), and the values kl and k2 are changed to k' 1 = 0.2083 and k~_ = 0.625 (see Fig. 4) .
Then, we repeat the process for X2, for which we have to generate two values, but now working in the interval [0, 1] . In this case, in the new interval [0, 0.2) there are no k~ for the first configuration of X2. And for the second configuration of X2, and in the new interval [0.2,1), there are two k;. So, we obtain two configurations (xl,x2,x3) with x2 = 1, the ones associated with k' l and k~. Now we repeat the same process for variable X3. That is, we transform the interval [0. Since we have no more variables, then we return to the first variable in order to achieve the complete configurations. Then we can finish off saying that the first two configurations of the final sample are (0,1,0) and (0,1,1).
So we obtain the same result as in the usual stratified sampling but avoiding rounding errors.
At this point, we can give a detailed version of the algorithm, expressed as a recursive procedure.
Recursive stratified algorithm (ALG RSS)
1. Select an order a for the set of indices N = {1,... ,n}. SIMULATE(i, l, h, k, inc, m) . 9 . Estimate probabilities p(x N e) according to Eq. (10), using the weights computed in procedure SIMULATE.
where SIMULATE is a procedure performing like a classical stratified sampling just for one variable at a time, and then calling itself recursively to simulate remaining variables.
• Assign a weight to the configuration stored in array val as in ALG SS step 4(c).
•l=h
We briefly explain the SIMULATE procedure. When this procedure is called, it checks whether all the variables have been simulated. If the answer is affirmative then we have a whole configuration, whose weight can be computed as in ALG SS step 4(c).
Otherwise, we check whether the input variable X~(il is an observation or not. In the first case we do not simulate: the algorithm takes the observed value directly, the parameters remain unchanged and then the next variable X,(i+l / is simulated. This task is done in step 2.
But if the input variable is not an observation, we have to select a value v for it. The third step scales the values of k(0 and inc to the interval [0,I]. That is, we must divide the values by the amplitude of the interval for the former variable. Remember that k (~) is the number that will determine which value of the variable will be selected, according to the cumulative probabilities of such values, and inc is the increment to reach the next value of k (~I.
The interval limits have to be scaled to [0,1] too, and this is determined implicitly by the condition k (~t < 1 in step 6. In this step, we pick the lower k (il and choose a value v for the variable X~(~), later we pick the next k/~/and the process is repeated, and so on, until we take all the values k (~1 for the interval [0,1] associated to the variable X~Ii ).
In order to select a value v for the variable we must fix the intervals
which contain the values k (i). So, given k (~), we must establish its associated interval [l, h] to obtain a value v. This is the aim of the steps 6(a)-(d). When an interval is fixed then we obtain, in step 6(e), the number of configurations, A, that contain the current case v for X,(~). Then, in the step 6(g), we choose the next value k (0 and the process is repeated. Moreover, we must establish the configurations for the selected cases v and, as we know there are A, then A configurations of the following variables should be obtained. This is done by calling again to procedure SIMULATE in step 6(1").
Notice that all the variables are simulated in the interval [0,1], regardless of the size of the network, which makes this stratified algorithm valid for any arbitrary network.
Another advantage of this procedure with respect to classical stratified sampling, is that looking for the current configuration (step 2 in the Generate configuration procedure of the stratified algorithm (Section 5.2)) is not necessary.
The following results show RSS as being equivalent to SS. 
>,<x~l' jet' jet' YEUIt
Proof. Notice that observed variables are not simulated, and thus, they do not change the interval limits l and h.
We prove this by induction. Initially, in the first run of the SIMULATE procedure, l = 0.0 and h = 1.0, hence k (1) = (k-l)/(h -l) = k, and by step 3 in the next call to the SIMU-LATE procedure, with parameters (2, l, h, k 0), ine, A),
which follows from the fact that, for any variable X~(0, the values of l and h are those computed before calling the SIMULATE procedure when simulating the former variable: Thus, the proposition holds for i = 1 and i = 2. Now we will prove that if the proposition holds for any i, then it also holds for i+ 1
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Experimental evaluation
This section presents the results of the empirical analysis carried out to test the performance of the new algorithms. They have been used to propagate in a 50 variables network, with both dense and sparse zones. We have performed three different experiments. In the first one, the probability distributions have been generated following a uniform distribution °//(0, 1), and no observations have been considered. In the second one, the only difference is that seven variables have been instantiated to their first value. In the third experiment, the same seven variables have been observed, and the conditional distributions have Iterations (thousands) Fig. 6 . Experiment l, LW vs. LSS.
been modified in this way: the probability of obtaining the observed value has been set to 0 except for one configuration of the parents, for which it is 1. This is to make likelihood weighting and likelihood stratified sampling fail (see [11] Iterations (thousands) Fig. 8 . Experiment I, importance sampling.
while the resulting function has no more than 512 values. The sampling order considered is from roots to leaves. Each algorithm has been run 100 times, except the stratified ones, given their deterministic character. Mean time and error have been computed. The number of simulations has been set from 1000 to 10,000, in increments of 1000. For one variable Xt, the goodness of the estimation is measured as [7] I 
The experiments have been carried out using an Intel Pentium 75 MHz computer, with 16 MB of RAM. The operating system was Linux 1.2.13, and the programs were implemented in C++ language. figure for each importance sampling algorithm compared to its stratified version, and also, for each experiment, the performance of the importance and stratified sampling algorithms is displayed in separate figures. With regards to the obtained results, the following can be said: • There are no important differences either among importance sampling algorithms or among stratified algorithms when no evidence is given (experiment 1). It can be observed that, in general, applying stratified sampling is always advantageous.
• In experiment 2, importance sampling algorithms perform clearly better than likelihood weighting, due to the observed variables. Also, new stratified algorithms improve the likelihood stratified scheme. !,,,,,,,,,,,,,,,,,, • The extreme case is experiment 3. Here, likelihood weighting and likelihood stratified are not able to give any estimation of the probabilities, because all weights turn out to be zero. However, the new algorithms proposed in this paper perform well even in this extreme case. This good performance is due to a better use of information in the new algorithms; note that Likelihood Weighting only use the conditional distributions to simulate, but our algorithms try to use functions closer to the exact sampling distribution for each variable.
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• There are no major differences between criteria 2 and 3 for combining functions. We think that in more complicated networks these differences should be greater. Iterations (thousands) Fig. 16 . Experiment 3, IS3 vs. SS3.
• Error curves for stratified algorithms are not as uniform as those for importance sampling algorithms. This is due to the way in which samples are selected. In the stratified methods, samples are selected in a deterministic way, whereas in importance sampling methods the samples are selected at random and the error is computed as the average of the errors in each run.
Conclusions
In this paper, we have revisited and expanded the class of importance sampiing algorithms presented in [11], applying them to stratified schemes. An Iterations (thousands) Fig. 18 . Experiment 3, stratified sampling.
important feature is that it can be detected when exact computation is feasible, namely, when all functions can be combined in an exact way. Experimental results show the new algorithms to be less sensitive to close to zero probabilities than Likelihood Weighting and classical Stratified Sampling. However, since we are dealing with an NP-hard problem, several examples can be found where our algorithms do not work. Nevertheless, we think that the methodology proposed here will lead to solving a wide range of problems. As regards to recursive stratified sampling, it is able to work with arbitrary large networks. This is an important step forward. Also it is shown to be equivalent to classical stratified sampling, thus, verifying the same theoretical convergence results as does [2] .
We are now developing a new way for approximating the sampling distributions, using decision trees to represent them. We expect this will lead to a better representation of difficult problems, namely, those in which we have many close-to-zero probabilities.
