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Abstract
In this work, we study two problems: three-user Multiple-Access Channel (MAC) with correlated
sources, and MAC with Feedback (MAC-FB) with independent messages. For the first problem, we
identify a structure in the joint probability distribution of discrete memoryless sources, and define a
new common information called “conferencing common information”. We develop a multi-user joint-
source channel coding methodology based on structured mappings to encode this common information
efficiently and to transmit it over a MAC. We derive a new set of sufficient conditions for this coding
strategy using single-letter information quantities for arbitrary sources and channel distributions. Next, we
make a fundamental connection between this problem and the problem of communication of independent
messages over three-user MAC-FB. In the latter problem, although the messages are independent to begin
with, they become progressively correlated given the channel output feedback. Subsequent communication
can be modeled as transmission of correlated sources over MAC. Exploiting this connection, we develop
a new coding scheme for the problem. We characterize its performance using single-letter information
quantities, and derive an inner bound to the capacity region. For both problems, we provide a set of
examples where these rate regions are shown to be optimal. Moreover, we analytically prove that this
performance is not achievable using random unstructured random mappings/codes.
I. INTRODUCTION
Many coding strategies for processing/transmitting sources of information in a distributed fashion
harness structures in the statistical description of the sources. Common information/randomness can be
This work was presented in part at IEEE International Symposium on Information Theory (ISIT), July 2016 and July 2017.
viewed as an example of such a structure. Efforts in finding a measure of common information among
distributed sources led to several definitions [1]–[4]. A noteworthy definition of common information is
due to Ga´cs-Ko¨rner [1] and Witsenhausen [2], which is an information-theoretic measure of the amount of
common randomness that can be extracted from two sources. Ga´cs-Ko¨rner-Witsenhausen (GKW) common
part between two correlated memoryless sources pS1, S2q is defined as a random variable W with the
largest entropy, for which there exist functions f, g such that W “ fpS1q “ gpS2q with probability one.
The random variable fpS1q (or equivalently gpS2q) represents the “common randomness” generated from
the sources, and the functions pf, gq represent the extraction process applied on the sources.
GKW common part has been found to useful in many problems such as transmission of distributed
sources over channels [5]–[8] and distributed key generation [9]. In MAC with correlated sources, as
shown in Figure 1, there are multiple transmitters, each observing a source, and the sources are correlated
with each other. The transmitters wish to send their observations in a distributed fashion via a MAC to a
central receiver. The receiver reconstructs the sources losslessly. Cover-El Gamal-Salehi (CES) showed
that joint source-channel coding outperforms separation-based coding approaches [10], [11]. This was
done by introducing a novel transmission scheme [7], which exploits the common information between
the sources. In this scheme, GKW common part between the sources is first extracted distributively at the
encoders. The encoders can effectively ‘fully cooperate’ to send this information to the receiver, as it is
done in Point-to-Point (PtP) joint source-channel coding problem. The rest of the sources are transmitted
using distributed unstructured random mappings. In summary, it employs a two-stage encoding strategy.
CES also characterized a set of sufficient conditions, in terms of single-letter information quantities, for
transmission of sources over a MAC. The scheme is known to be suboptimal [12] in general. There are
a set of necessary conditions developed in [13] and [14]. However, characterizing the optimal necessary
and sufficient conditions for transmission of discrete memoryless sources over MAC is still an open
problem.
Another fundamental problem in which common information plays a key role is communication of
independent messages over discrete memoryless MAC-FB. In a MAC-FB setup (see Figure 2), after
each channel use, the output of the channel is received at each transmitter noiselessly. This problem
has been studied extensively in the literature [15]–[22]. Gaarder and Wolf [15] showed that feedback
can expand the capacity region of discrete memoryless MAC. Cover-Leung (CL) [16] studied two-user
MAC-FB, developed a coding strategy using unstructured random codes, and characterized an achievable
rate region in terms of single-letter information quantities. Later, it was shown by Willems [19] that the
CL scheme achieves the feedback capacity for a class of MAC-FB. However, this is not the case for
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Fig. 1. A schematic of a two-user MAC with correlated sources. In this setup, the source sequences pSn1 , S
n
2 q are observed by
the corresponding encoders. The encoders produce pXn1 , X
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Fig. 2. A schematic of a two-user MAC with feedback setup. The output of the channel is available, with one unit of delay,
to the transmitters.
general MAC-FB [22]. There are several improvements over CL achievable region, namely [23] and [18].
A multi-letter characterization of the feedback-capacity of MAC-FB is given by Kramer [17]. However,
the characterization is not computable, since it is an infinite-letter characterization. Finding a computable
characterization of the capacity region remains an open problem.
The main idea behind CL coding scheme is explained in the following. The scheme operates in two
stages. In stage one, the transmitters send the messages with rates that lie outside the no-feedback capacity
region (i.e. higher rates than what is achievable without feedback). The transmission rates are taken such
that each user can decode the other user’s message using feedback. In this stage, the receiver is unable
to decode the messages reliably; however, is able to form a list of “highly likely” pairs of messages. The
transmitters can also recreate this list. In the second stage, the encoders fully cooperate to send the index
of the correct message-pair in the list, and help the receiver decode it.
There is a connection between CES scheme for transmission of correlated sources over MAC and
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CL scheme for communications over MAC-FB. In a MAC-FB setup, after multiple uses of the channel,
conditioned on feedback, the messages become statistically correlated. As explained above, at the end of
the first stage in CL scheme, the messages are decoded at the transmitters. Hence, the decoded messages
can be viewed as a GKW common part available at the two transmitters after the first stage. This common
part is used in the second stage to resolve the uncertainty of the receiver. In connection with CES scheme,
the common part is transmitted using identical random unstructured codebooks.
In this work, we study three-user MAC with correlated sources, and three-user MAC-FB with in-
dependent messages. Motivated by the notion of common information and its imperative role in these
problems, we start by identifying common information among a triplet of sources (say S1, S2, S3). One
can extend GKW common part to define a (mutual) common part for pS1, S2, S3q in a straightforward
way. In addition, one can define the pairwise GKW common parts between any pair pSi, Sjq as a part of
the common information. The mutual common part together with the pairwise common parts characterize
a vector of four components of common information which we refer to as univariate common parts.
We make the following contributions in this work. We, first, identify a new additional structure in the
joint probability distribution of the sources, called “conferencing common part”. This common part can
be viewed as the GKW common part between a source (say S1) and a pair of sources (say S2, S3). More
explicitly, it is defined as the random variable T with the largest entropy for which there exist a function
fp¨q and a bivariate function gp¨, ¨q such that T “ fpS1q “ gpS2, S3q with probability one. Therefore,
for the triplet pS1, S2, S3q, there are three conferencing common parts, one between each source and the
other pair. We also refer to these as bivariate common parts. Hence, in total, we identify the common
parts among a triplet of the sources as a vector of seven components, including four univariate and three
conferencing (bivariate) common parts.
Next, we develop a new coding strategy to exploit a particular form of the conferencing common parts
among the sources, one given by additive functions. Efficient encoding of conferencing common parts
is a more challenging task as compared to the univariate ones — which is done using identical random
unstructured mappings/codebooks. This is because conferencing common parts are not available at any
one transmitter— rather a conference among a subset of the users is needed to extract these common
parts. We develop a multiuser joint-source channel coding methodology based on structured mappings to
encode these common parts efficiently to be transmitted over a MAC.
In particular, we design coding strategies based on random structured mappings for three-user MAC
with correlated sources and MAC-FB. For the former problem, our coding strategy exploits the univari-
ate and the conferencing common information among the sources. We derive a new set of sufficient
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conditions for this coding strategy using single-letter information quantities for arbitrary sources and
channel distributions. For the latter problem, based on our notion for common information, we develop
a new coding scheme for communications over three-user MAC-FB with independent messages. We
characterize its performance using single-letter information quantities and derive an inner bound to the
capacity region. For both problems we provide a set of examples, where these rate regions are shown
to be optimal. Moreover, we analytically prove that this performance is not achievable using random
unstructured mappings/codes. The main results of this paper are given in Proposition 2 and Theorem 1-4.
Prior works on structured codes for multiuser problems: Structured codes have been used in many
problems involving either source coding or channel coding. For example, they have been used in dis-
tributed source coding [24]–[27], computation over MAC [28]–[31], MAC with side information [25],
[32]–[35], interference channels [36]–[41], and broadcast channels [42].
Notations: In this paper, random variables are denoted using capital letters such as X,Y , and their
realizations are shown using lower case letters such as x, y, respectively. Vectors are shown using
lowercase bold letters such as x,y. Calligraphic letters are used to denote sets such as X ,Y . For any set
A, let SA “ tSauaPA. If A “ H, then SA “ H. As a shorthand, we sometimes denote a triple ps1, s2, s3q
by s. We also denote a triple of sequences ps1, s2, s3q by s. Binary entropy function is denoted by hbp¨q.
By Fq, we denote the field of integers modulo-q, where q is a prime number. Modulo-q addition is denoted
by ‘q, and, when it is clear from the context, the subscript q is removed. For any mapping Φ : A ÞÑ B
and any integer n, define the mapping Φn : An ÞÑ Bn such that Φnpanq “∆ pΦpa1q,Φpa2q, ...,Φpanqq for
all an P An. Given a probability distribution PX on a finite alphabet X , let A
pnq
ǫ pXq denote the set of
strongly ǫ-typical sequences of length n. We follow the definition of typical sequences as given in [43],
[44].
The rest of the paper is organized as follows: Section II contains problem formulation and known
results for MAC with correlated sources. We present our contributions for this problem in Section III.
Similarly, we present the problem formulation and known results for MAC-FB in Section IV, and provide
our contributions for this problem in V. Lastly, Section VI concludes the paper.
II. TRANSMISSION OF SOURCES OVER MAC: PRELIMINARIES
A. Problem Formulation
As depicted in Figure 1, the problem of MAC with correlated sources consists of multiple transmitters,
each observing a source sequence statistically correlated to others. The source sequences are sent by the
encoders via a MAC to a central decoder. The objective of the receiver is to reconstruct the source
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sequences losslessly. It is assumed that the channel is a discrete memoryless MAC and the source
sequences are discrete and generated IID according to a known joint PMF. In what follows, we formulate
this problem more precisely.
Definition 1. A discrete memoryless MAC with 3 users is defined by input alphabet X1 ˆ X2 ˆ X3,
output alphabet Y , and a transition probability matrix PY |X1,X2,X3 . The input and output alphabets are
assumed to be finite sets. The MAC is denoted by the triple pX ,Y, PY |Xq.
We assume that the channel is memoryless, stationary and used without feedback, and, hence, the
transition probability of the n-length channel output vector given the n-length channel input vectors is
given by
nź
i“1
PY |X1X2X3pyi|x1i, x2i, x3iq,
for all x P X n and y P Yn.
Definition 2. A discrete memoreless stationary source pS1, S2, S3q is defined by alphabet S1 ˆ S2 ˆ S3
and a distribution PS1,S2,S3 . The source is denoted by the pair pS,PSq
The distribution of n-length source sequences is given by
nź
i“1
PS1S2S3ps1i, s2i, s3iq,
for all s P Sn.
In this paper, the bandwidth expansion factor is assumed to be unity, i.e., the channel is used n times
for transmission of n samples of the sources.
Definition 3. A coding scheme (without bandwidth expansion) with parameter n for transmission of a
source pS,PSq over a MAC pX ,Y, PY |Xq consists of encoding functions ei : S
n
i Ñ X
n
i , i “ 1, 2, 3, and
a decoding function d : Yn Ñ Sn1 ˆ S
n
2 ˆ S
n
3 . The parameter n is called blocklength.
Definition 4. A source pS,PSq is said to be transmissible over a MAC pX ,Y, PY |Xq, if for all ǫ ą 0
and for all sufficiently large n, there exists a coding scheme with parameter n such thatÿ
sPSn
PnS psq
ÿ
y:dpyq‰s
PnY |X
´
y | xi “ eipsiq, i “ 1, 2, 3
¯
ď ǫ.
B. CES Sufficient Conditions: Two-User Case
The two-user version of MAC with correlated sources was investigated in [7] and CES scheme was
proposed based on unstructured random mappings. Further, a sufficient condition for transmissibility is
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derived in terms of single-letter information quantities. In this scheme the notion of GKW common part
plays an important role. The formal definition of such common part and the CES sufficient conditions
are given below.
Definition 5 (GKW Common part). A common part between random variables pS1, S2q is a random
variable W12 with the largest entropy for which there exist functions f, g such that W12 “ fpS1q, and
W12 “ gpS2q with probability one. In this work, such a random variable W12 is called a univariate
common part.
Fact 1 (CES sufficient conditions). A source pS1,S2, PS1S2q is transmissible over a MAC pX1,X2,Y,
PY |X1X2q, if there exist distributions PU12 , PX1|S1,U12 and PX2|S2,U12 such that,
HpS1|S2q ď IpX1;Y |X2, S2, U12q,
HpS2|S1q ď IpX2;Y |X1, S1, U12q,
HpS1, S2|W12q ď IpX1X2;Y |W12, U12q,
HpS1, S2q ď IpX1X2;Y q,
where, U12 is an auxiliary random variable with a finite alphabet U12, and the joint distribution of all
the random variables factors as
PS1,S2,U12,X1,X2,Y “ PS1,S2PU12PX1|S1,U12PX2|S2,U12PY |X1,X2 .
C. A Sufficient Condition Based on Unstructured Mappings: Three-User Case
One can extend CES sufficient conditions for three-user case based on unstructured random codes. For
that, first we need to generalize the definition of GKW common part for more than two random variables.
Definition 6. The common part among random variables pS1, S2, S3q is the random variable W123 with
the largest entropy for which there exist functions fi, i “ 1, 2, 3 such that W123 “ fipSiq holds with
probability one.
It is worth noting that for the triple pS1, S2, S3q there are four common parts namely pW12,W13,W23,
W123q. For the case of multiple sources, say pS1, S2, S3q, a similar idea as in CES can be used to encode
the univariate common parts. In what follows we provide an extension of CES scheme to three-use case
based on unstructured random mappings.
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Definition 7. Given a source pS, PSq and a MAC pX ,Y, PY |X1X2X3q, let PCES be the set of conditional
distributions PU,X|S defined on U ˆ X which factors as
PU123
« ź
bPt12,13,23u
PUb|WbU123
ff « ź
i,j,kPt1,2,3u
jăk,i‰j,i‰k
PXi|SiU123UijUik
ff
, (1)
where, with a slight abuse of notation, U “∆ pU123, U12, U13, U23q and its alphabet is a finite set denoted
by U .
Proposition 1. A source pS, PS1S2S3q is transmissible over a pX ,Y, PY |X1X2X3q, if there exists a condi-
tional distribution PU,X|S P PCES such that for any distinct i, j, k P t1, 2, 3u and any B Ď t12, 13, 23u
the following inequalities hold
HpSi|SjSkq ď IpXi;Y |SjSkXjXkU123U12U13U23q,
HpSiSj|Skq ď IpXiXj;Y |SkU123UikUjkXkq,
HpSiSj|SkWijq ď IpXiXj;Y |SkWijU123U12U13U23Xkq,
HpS1S2S3|W123WBq ď IpX1X2X3;Y |W123WBU123UBq,
HpS1S2S3q ď IpX1X2X3;Y q,
where we have identified Uij “ Uji and Wij “Wji.
The three-user extension of CES involves three layers of coding. In the first layer W123 is encoded at
each transmitter to U123. Next, based on the output of the first layer, Wij’s are encoded to Uij . Finally,
based on the output of the first and the second layers, S1, S2 and S3 are encoded. Figure 3 shows the
random variables involved in the extension of CES.
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Fig. 3. The random variables involved in the three-user extension of CES.
Outline of the proof:
Fix a conditional distribution PU,X|S P PCES . Let the sequence si P S
n
i be a realization of the ith
source, where i “ 1, 2, 3.
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Codebook Generation: The construction of the codebooks at each transmitter is given below:
1) For each realization w123 of the mutual common part, a sequence U123 is generated randomly
according to
ś
lPr1,ns PU123 . Such a sequence is indexed by U123pw123q.
2) Given b P t12, 13, 23u, and for each u123 and wb, a sequence Ub is generated randomly according
to
ś
lPr1,ns PUb|WbU123 . Such a sequence is indexed by Ubpwb,u123q.
3) Given distinct elements i, j, k P t1, 2, 3u, any realization si of the source, the common parts pw123,
wij,wikq, and the corresponding sequences U123pw123q,Uijpwij,U123q and Uikpwik,U123q, a
sequence Xi is generated randomly according to
ś
lPr1,ns PXi|SiU123UijUik . For shorthand, such a
sequence is denoted by Xipsi,U123,Uij ,Uikq.
Encoding: Upon observing a realization si of the ith source, transmitter i first calculates the common
part sequences pw123,wij,wikq, where i, j, k P t1, 2, 3u are distinct. Then, the transmitter finds the
corresponding sequences
pU123pw123q,Uijpwij,U123q,Uikpwik,U123qq
and sends Xipsi,U123,Uij ,Uikq over the channel.
Decoding: Upon receiving the channel output sequence y, the decoder finds a unique triple ps˜1, s˜2, s˜3q
such that
ps˜, U˜123, U˜12, U˜13, U˜23, X˜1, X˜2, X˜3,yq P A
pnq
ǫ pS,U123, U12, U13, U23,X1,X2,X3, Y q,
where U˜123 “ u123pw˜123q, U˜ij “ uijpw˜ij , U˜123q, X˜i “ Xips˜i, U˜123, U˜ij , U˜ikq, and i, j, k P t1, 2, 3u are
distinct. Note that pw˜123, w˜12, w˜13, w˜23q are the corresponding common parts sequences of ps˜1, s˜2, s˜3q.
A decoding error will be occurred, if no unique ps˜1, s˜2, s˜3q is found. Using a standard argument as in
[7], it can be shown that the probability of error can be made sufficiently small for large enough n, if
the conditions in Proposition 1 are satisfied.
III. TRANSMISSION OF SOURCES OVER MAC: STRUCTURED MAPPINGS
In this section, we provide a new sufficient condition characterized using single-letter information
quantities for transmissibility of the sources over MAC using structured mappings. The main results of
this section are given in Proposition 2, Theorem 1 and 2.
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A. Conferencing Common Information
The joint distribution of triple pS1, S2, S3q also has an additional structure which is not captured by
the univariate common parts defined previously. This will be addressed by defining a new common part
as follows.
Definition 8. The conferencing common part of a triple of random variables pS1, S2, S3q is the triple of
random variables pT1, T2, T3q with the largest joint entropy, for which there exist functions fi, gi, i P t1,
2, 3u such that Ti “ fipXiq “ gipXj ,Xkq hold with probability one for all distinct i, j, k P t1, 2, 3u
1 .
From definitions 5 and 8, the common parts among the three random variables pS1, S2, S3q are pW12,
W13,W23,W123, T1, T2, T3q, whereWij is the pairwise common part between pSi, Sjq,W123 is the mutual
common part (all in the sense of Definition 5 ), and pT1, T2, T3q are conferencing common parts (as in
Definition 8) among pS1, S2, S3q. In this work, we focus on a special class of conferencing common part
which is defined as follows.
Definition 9. The additive common part of a triple of random variables pS1, S2, S3q is the triple of
random variables pT1, T2, T3q with the largest entropy for which there exist a finite field Fq and functions
fi, i “ 1, 2, 3 such that Ti P Fq, T1 ‘q T2 ‘q T3 “ 0.
The following example provides a triplet of binary sources with additive common part where the
associated finite field is F2.
Example 1. Let S1, S2 and S3 be three Bernoulli random variables. Suppose S1 and S2 are independent,
with biases p1 and p2, respectively, and S3 “ S1‘2S2 with probability one. It is not difficult to show that
univariate common parts are trivial, i.e., pW12,W13,W23,W123q is a constant. As for the conferencing
common parts, set Ti “ Si, i “ 1, 2, 3. Then pT1, T2, T3q satisfies the conditions in Definition 9 for q “ 2.
Therefore, pT1, T2, T3q is the additive common part of pS1, S2, S3q.
Unlike univariate common information, conferencing common parts are not available at any terminal.
This is due to the fact that conferencing common parts are bivariate functions of the sources. As a result,
to exploit conferencing common information, a new coding technique needs to be developed. For this
purpose, we use affine maps. The key concepts are described in the following.
We construct three affine maps for encoding of such common parts. Let G be a n by n matrix with
1 Note that the conferencing common part random variables are unique upto a relabeling.
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elements in Fq. We, also, select vectors b1,b2,b3 P F
n
q such that b1‘b2‘b3 “ 0. The additive common
parts are encoded as Vni “ T
n
i G‘bi, for i “ 1, 2, 3, and hence, the equality V
n
1 ‘V
n
2 ‘V
n
3 “ 0 holds
with probability one. One may adopt a randomized affine map to encode the additive common parts. For
that, we can select the matrix G and the vectors b1,b2,b3 randomly and uniformly from the set of all
matrices and vectors with elements in Fq.
B. Sub-optimality of Unstructured Mappings
In what follows, we show that applications of affine maps for transmission of additive common parts
improves upon the scheme based on unstructured random mappings given in the previous section.
Example 2. Suppose pS1, S2, S3q are as in Example 1. The sources are to be transmitted via a MAC
with binary inputs X1ˆX2 ˆX3, binary outputs Y1 ˆY2, and a conditional probability distribution that
satisfies
pY1, Y2q “
$’&
’%
pX1 ‘Nδ,X2 ‘N
1
δq, if X3 “ X1 ‘X2,
pN1{2, N
1
1{2q, if X3 ‰ X1 ‘X2,
(2)
where Nδ, N
1
δ , N1{2 and N
1
1{2 are independent Bernoulli random variables with parameter δ, δ,
1
2
, and 1
2
,
respectively.
As explained in Example 1, the univariate common parts are trivial, and the 2-additive common parts are
Ti “ Si, i “ 1, 2, 3. For such a setup, we use random affine maps explained above. The following lemma
provides a necessary and sufficient condition for reliable transmission of pS1, S2, S3q. The achievability
is obtained using the above approach.
Proposition 2. Consider the source given in Example 1 with p1 “ p2 “ p. Such a source is transmissible
over the MAC given in Example 2, if and only if hbppq ď 1´ hbpδq, i “ 1, 2. Moreover, the source with
parameter p “ h´1b p1´ hbpδqq does not satisfy the sufficient condition in Proposition 1.
Proof: The proof for the direct part follows using random affine maps. For that, set Xni “ S
n
i G‘Bi,
i “ 1, 2, 3, where G,B1,B2,B3 are selected randomly, and uniformly with elements from Fq and
satisfying B1 ‘B2 ‘B3 “ 0. In this case, X
n
3 “ X
n
1 ‘X
n
2 which implies that Y
n
1 “ X
n
1 ‘ N
n
δ and
Y n2 “ X
n
2 ‘N
n
δ1 . Hence, from the properties of random linear maps for the point-to-point joint source-
channel setting, pS1, S2q can be decoded with arbitrary small error probability, if hbppiq ď 1 ´ hbpδq,
i “ 1, 2.
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For the converse part, suppose pS1, S2, S3q are transmissible. Therefore, for any ǫ ą 0 there exists a
coding scheme with error probability at most ǫ. Suppose pe1, e2, e3q are the encoders and d is the decoder
of such a scheme. Then, from Fano’s inequality,
2hbppq “
1
n
HpSn1 , S
n
2 q ď
1
n
IpSn1 , S
n
2 ;Y
n
1 , Y
n
2 q ` 2ǫ`
1
n
hbpǫq
paq
ď
1
n
IpXn1 ,X
n
2 ,X
n
3 ;Y
n
1 , Y
n
2 q ` 2ǫ`
1
n
hbpǫq
pbq
ď 2´ 2hbpδq ` 2ǫ`
1
n
hbpǫq,
where paq follows because of the Markov chain pS1, S2, S3q Ø pX1,X2,X3q Ø pY1, Y2q. Inequality pbq
holds as the mutual information does not exceed the sum-capacity of the MAC which equals to 2´2hbpδq.
The proof for the converse is complete as the inequalities hold for arbitrary ǫ ą 0.
Next, we prove the last statement of the proposition by contradiction. Suppose the sources with
parameter p1 “ p2 “ h
´1
b p1 ´ hbpδqq satisfy the conditions in Proposition 1. Then, from the fourth
inequality in Proposition 1,
2´ 2hbpδq ď max
PU,X|SPPCES
IpX1,X2,X3;Y |Uq “ max
PUPX|US
IpX1X2X3;Y |Uq.
where PX |US “
ś3
i“1 PXi|Si,U . The equality holds as there is no univariate common part, and hence, U
is independent of the sources. Since, U appears in the conditioning in the mutual information term, the
above inequality is equivalent to
2´ 2hbpδq ď max
PX1|S1PX2|S2PX3|S3
IpX1X2X3;Y q. (3)
One can verify that IpX1,X2,X3;Y q ď 2 ´ 2hbpδq, with equality, if and only if, X3 “ X1 ‘ X2
with probability one, and X1 and X2 are uniform over t0, 1u. However, we show that such distribution
cannot be generated by taking the marginal of PSPX1|S1PX2|S2PX3|S3 . This is because, to get X1 and
X2 to be uniform over t0, 1u, we need to set PX1|S1px|sq “ PX2|S2px|sq “
1
2
for all x, s P t0, 1u.
This implies that, X1 and X2 are independent of each other and of S1 and S2, respectively. Hence,
PS,X “ PSPX1PX2PX3|S3 , which means that pX1,X2q are independent of X3. This contradicts with the
condition that X3 “ X1 ‘X2.
C. New Sufficient Condition
We use the intuition behind the argument in Subsection III-B and propose a new coding strategy in
which a combination of random linear codes (as in Example 2) and the extension of CES scheme is
used. The coding scheme uses both univariate and additive common information among the sources. In
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the next Theorem, we derive sufficient conditions for transmission of correlated sources over three-user
MAC.
Definition 10. Given a source pS,PSq with an additive common part pT1, T2, T3q, and a MAC pX ,Y,
PY |X1X2X3q, let P be the set of conditional distributions PU,V ,X|S defined on U ˆ F
3
q ˆ X which can
be factored as
PU123
« ź
bPt12,13,23u
PUb|WbU123
ff
PV1V2V3
« ź
i,j,kPt1,2,3u
jăk,i‰j,i‰k
PXi|SiU123UijUikVi
ff
, (4)
where Fq is the finite field associated with the additive common part, the random variables pW123,W12,
W13,W23q are the univariate common parts of the sources, PV1V2V3 “
1
q2
1tV3 ‘q V1 ‘q V2 “ 0u, and
with slight abuse of notation U “∆ pU123, U12, U13, U23q. U and V are finite alphabets associated with the
auxiliary random variables U and V , respectively.
Theorem 1. A source pS,PSq with an additive common part pT1, T2, T3q is reliably transmissible over
a MAC pX ,Y, PY |X1X2X3q, if there exists a conditional distribution PU,V ,X|S P P such that for all
a, b P Fq, any distinct i, j, k P t1, 2, 3u, and for any B Ď t12, 13, 23u the following inequalities hold:
HpSi|Sj , Skq ď IpXi;Y |Sj, SkU123, U12, U13, U23, V1, V2, V3,Xj ,Xkq (5a)
HpSi, Sj |Sk,WBq ď IpXi,Xj ;Y |Sk,WB, U123, Uik, UjkUB, Vk,Xkq (5b)
HpSi, Sj|Sk,WB, T q ď IpXi,Xj ;Y |Sk,WB, U123, Uik, UjkUB, T , V ,Xkq (5c)
HpS1, S2, S3|W123,WB, T q ď IpX1,X2,X3;Y |W123,WB, U123, UB, T , V q (5d)
HpS1, S2, S3|T q ď IpX1,X2,X3;Y |T , V q (5e)
HpS1, S2, S3|aT1 ‘q bT2q ď IpX1,X2,X3;Y |aT1 ‘q bT2, aV1 ‘q bV2q (5f)
HpS1, S2, S3|W123,WB, aT1 ‘q bT2q ď IpX1,X2,X3;Y |W123,WB, U123, UB, aT1 ‘q bT2, aV1 ‘q bV2q
(5g)
Remark 1. The set of sufficient conditions given in Theorem 1 includes the one in Proposition 1. For
that select the joint distribution in (4) such that Xi be independent of Vi for all i “ 1, 2, 3.
Outline of the proof: We use a new approach which is based on affine maps to encode additive
common parts. Suppose the random variables pS,X,U123, U12, U13, U23, V q are distributed according to
a joint distribution that factors as in (4).
Codebook Generation: At each transmitter five different codebooks are defined, one codebook for the
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additive common part Ti, three codebooks for univariate common parts pW123,Wij ,Wikq, where i, j, k
are distinct elements of t1, 2, 3u, and one codebook for generating the total output Xni . Fix ǫ ą 0.
1) The codebooks for encoding of univariate common parts are as in the proof of Proposition 1.
2) The codebook for encoding of pT1, T2, T3q is defined using affine maps. Generate two vectors B1,B2
of length n, and an nˆn matrix G with elements selected randomly, uniformly and independently
from Fq. Set B3 “ ´pB1 ‘q B2q. For each sequence ti P F
n
q , define Viptiq “ tiG ‘ Bi, where
i “ 1, 2, 3, and all the additions and multiplications are modulo-q.
3) Given distinct i, j, k P t1, 2, 3u, any realization si of the source, the common parts pw123,wij,wik,
tiq, and the corresponding sequences
`
U123pw123q,Uijpwij ,U123q,Uikpwik,U123q,Viptiq
˘
generate a random IID sequence Xi according to
ś
lPr1,ns PXi|SiU123UijUikVi . For shorthand, such a
sequence is denoted by Xipsi,U123,Uij ,Uik,Viq.
Encoding: Assume si is a realization of the ith source, where i “ 1, 2, 3. Transmitter i first calculates the
common part sequences pw123,wij ,wik, tiq, where i, j, k P t1, 2, 3u are distinct. Next, the transmitter
finds the corresponding sequences
`
U123pw123q,Uijpwij,U123q,Uikpwik,U123q,Viptiq
˘
and sends Xipsi,U123,Uij ,Uik,Viq to the channel.
Decoding: Upon receiving the channel output vector y from the channel, the decoder finds sequences
s˜i P S
n
i , i “ 1, 2, 3, such that
ps˜, U˜123, U˜12, U˜13, U˜23, v˜, X˜,yq P A
pnq
ǫ pS,U123, U12, U13, U23, V ,X, Y q, (6)
where U˜123 “ u123pw˜123q, U˜ij “ uijpw˜ij, U˜123q, v˜i “ vipt˜iq, X˜i “ Xips˜i, U˜123, U˜ij , U˜ik, t˜iq, and i, j,
k P t1, 2, 3u are distinct. Note that pw˜123, w˜12, w˜13, w˜23q and pt˜1, t˜2, t˜3q are the univariate and additive
common part sequences of ps˜1, s˜2, s˜3q, respectively.
A decoding error will be occurred, if no unique ps˜1, s˜2, s˜3q is found. It is shown in Appendix A that
the probability of error approaches zero as nÑ8, if the inequalities in (5) are satisfied.
Remark 2. The coding strategy explained in the proof of Theorem 1 subsumes the extension of CES
scheme and identical random linear coding strategy.
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TABLE I. DISTRIBUTION OF N
N 0 1 2 3
PN
1
2
´ δ 1
2
δ 0
NS1 ∼ Be(σ)
S2 = S1 ⊕2 S3
S3 ∼ Be(γ)
X1
X2
X3
Y
2 4
Enc.1
Enc.2
Enc.3
Fig. 4. The diagram the setup introduced in Example 3. Note the input alphabets of this MAC are restricted to t0, 1u.
D. Example with Structural Mismatch
In Example 2, the structure in the sources matches with that of the channel. In other words, the
source correlation is captured via the relation given by S3 “ S1 ‘ S2, and when X3 “ X1 ‘ X2, the
channel behaved obligingly. In this section, we consider an example where there is a mismatch between
the structures of the source and the channel. In other words, the source correlation is still governed by
S3 “ S1 ‘ S2, whereas, the channel fuses X3 and X1 ‘X2 in a nonlinear fashion. In what follows, we
provide an application of our coding scheme in scenarios where there is a structural mismatch between
the sources and the channel.
Example 3. Consider the sources denoted by pS1, S2, S3q, where S1 and S3 are independent Bernoulli
random variables with parameter σ, γ P r0, 1
2
s, respectively. Suppose the third source satisfies S3 “
S1 ‘2 S2 with probability one. For shorthand we associate such sources with the parameters pσ, γq. The
sources are to be transmitted trough a MAC with binary inputs as shown in Figure 4. In this channel
the noise random variable N is assumed to be independent of other random variables. The PMF of N
is given in Table I, where the parameter δ P p0, 1
4
s. As a result, HpNq “ 1` 1
2
hbp2δq.
For this setup, we show that there exist parameters pσ, γq whose corresponding sources in Example 3
cannot be transmitted reliably using the CES scheme. However, according to Theorem 1, such sources
can be reliably transmitted. This emphasizes the fact that efficient encoding of conferencing common
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information contributes to improvements upon coding schemes solely based on univariate common
information. In what follows, we explain the steps to show the existence of such parameters.
Remark 3. For the special case in which σ “ 0, the equalities S1 “ 0 and S2 “ S3 hold with probability
one. From Proposition 1, such pS1, S2, S3q can be transmitted using CES scheme, if hbpγq ď 2´HpNq
holds.
Let γ˚ P rh´1b p0.5q,
1
2
q be such that γ˚ “ h´1b p2´HpNqq. Such a γ
˚ exists as 2´HpNq “ 1´ 1
2
hbp2δq
and, thus, is a number between 1
2
to 1. By Remark 3, the sources pS1, S2, S3q with parameter pσ “ 0,
γ “ γ˚q can be transmitted reliably using CES scheme. However, we argue that for small enough ǫ ą 0,
the sources with parameter pσ “ ǫ, γ “ γ˚´ ǫq cannot be transmitted using this scheme. Whereas, from
Theorem 1, this source can be transmitted reliably. This is formally stated as follows.
Theorem 2. There exist σ P p0, 1
2
s and γ P p0, γ˚s such that the triplet sources pS1, S2, S3q with these
parameters satisfies the sufficient condition of Theorem 1, thus, transmissible over the channel in Example
3, but does not satisfy the sufficient condition in Proposition 1.
Proof: The proof is in Appendix B.
IV. COMMUNICATIONS OVER MAC WITH FEEDBACK: PRELIMINARIES
The problem of three user MAC with noiseless feedback is depicted in Figure 5. This communication
channel consists of one receiver and multiple transmitters. After each channel use, the output of the
channel is received at each transmitter noiselessly. Gaarder and Wolf [15] showed that the capacity
region of the MAC can be expanded through the use of the feedback. This was shown in a binary erasure
MAC. Cover and Leung [16] studied the two-user MAC with feedback, and developed a coding strategy
using unstructured random codes.
A. Model and Problem Formulation
In what follows, we formulate the problem of communications over MAC-FB. We restrict ourselves
to three-user MAC with noiseless feedback in which all or a subset of the transmitters have access to the
feedback perfectly. Consider a three-user MAC identified by a transition probability matrix PY |X1,X2,X3
as in Definition 1. Let yn be a realization of the output of the channel after n uses, where xni is the ith
input sequence of the channel, i P r1, 3s. Then, the conditional probability distribution of the channel
output yn given the current and past input and output vectors is given by
PYn|Yn´1,Xn1 ,Xn2 ,Xn3 pyn|y
n´1,xn1 ,x
n
2 ,x
n
3 q “ PY |X1,X2,X3pyn|x1n, x2n, x3nq. (7)
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Enc. 1
Enc. 2
Enc. 3
D
e
la
y
p(y|x1, x2, x3)
X1n
X2n
X3n
S1
S2
S3
Dec.
Fig. 5. The three-user MAC with noiseless feedback. If the switch Si is closed, the feedback is available at the ith encoder,
where i “ 1, 2, 3.
It is assumed that noiseless feedback is made available, with one unit of delay, to a subset T Ď r1, 3s
of the transmitters. In Figure 5, the switches Si, i “ 1, 2, 3 determine which transmitter receives the
feedback. A formal definition of a MAC-FB setup is given in the following.
Definition 11. A 3-user MAC-FB setup is characterized by a 3-user MAC pX ,Y, PY |X1X2X3q and a subset
T Ď r1, 3s determining the transmitters which have access to the feedback. It is assumed that at least one
transmitter has access to the feedback, i.e., |T | ě 1. Such a MAC-FB is denoted by pX ,Y, PY |X ,T q.
Definition 12. For a 3-user MAC-FB pX ,Y, PY |X ,T q, an pN,Θ1,Θ2,Θ3q coding scheme consists of 3
sequences of encoding functions defined as,
ei,n : r1,Θis ˆ Y
n´1 Ñ Xi, for i P T , and ej,n : r1,Θjs Ñ Xj, for j P T
c,
where n P r1, N s and a decoding function denoted by
d : YN Ñ r1,Θ1s ˆ r1,Θ2s ˆ r1,Θ3s.
We use a unified notation ei,npm, y
n´1q to denote the encoders, as it is understood that for i R T the
encoder ei,n is only a function of the message m. Moreover, for shorthand, the encoders of the coding
scheme are denoted by e.
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It is assumed that, transmitter i receives a message index Mi which is drawn randomly and uniformly
from r1,Θis, where i P r1, 3s. Furthermore, the message indexes pM1,M2,M3q are assumed to be
mutually independent. For this setup, the average probability of error is defined as
Perrpeq “
∆
PtdpY N q ‰ pM1,M2,M3qu, (8)
where e denotes the encoders of the coding scheme.
Definition 13. For a 3-user MAC-FB, a rate-tuple pR1, R2, R3q is said to be achievable, if for any ǫ ą 0
there exists, for all sufficiently large N , an pN,Θ1,Θ2,Θ3q coding scheme such that
Perrpeq ă ǫ,
1
N
log2Θi ě Ri ´ ǫ, where i P r1, 3s.
B. CL Achievable Region: Unstructured Coding Approach
The main idea behind the CL scheme is to use superposition block-Markov encoding. The scheme
operates in two stages. In stage one, the transmitters send the messages with rates outside the no-feedback
capacity region, but small enough that each user can decode the other user’s message using feedback.
In the second stage, the encoders fully cooperate to send the messages to disambiguate the information
at the receiver. Using this approach, the following rate-region is achievable for communications over a
MAC with noiseless feedback available at at least on of the transmitters [16].
Fact 2. Given a two-user MAC-FB pX1,X2,Y, PY |X1,X2 ,T Ď t1, 2uq, a rate pair pR1, R2q is achievable,
if there exist distributions PU , PX1|U , and PX2|U such that
R1 ď IpX1;Y |X2, Uq, R2 ď IpX2;Y |X1, Uq, R1 `R2 ď IpX1,X2;Y q,
where U takes values from a finite set U , and the joint distribution of all the random variables factors
as PUPX1|UPX2|UPY |X1,X2 .
It was shown in [20] that, in a two-user MAC-FB, the CL rate region is achievable even if only one
of the transmitters has access to the feedback ( |T | “ 1).
As explained in CL scheme, the decoded sub-messages pM1,b,M2,bq are used as a common information
for the next block of transmission. One can extend this scheme for a multi-user MAC-FB setup (say a
three-user MAC-FB) using unstructured codes. In this setup, the transmitters send the messages with rates
outside the no-feedback capacity region. Hence, the receiver is not able to decode the messages. However,
the transmission rates are taken to be sufficiently low so that each user can decode the sub-messages of
the other users. The decoded sub-messages at the end of each block b are used as uni-variate common
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parts for the next block of transmission. One can derive a single-letter characterization of an achievable
rate region based on such a scheme in a straightforward fashion. For conciseness we do not state this
rate region in this paper.
V. THREE-USER MAC-FB: STRUCTURED CODES
In this section, we propose a new coding scheme for three-user MAC-FB, and derive a computable
single-letter achievable rate region (an inner bound to the capacity region) using structured codes – in
particular, quasi-linear codes that were introduced in [45]. Note that prior to the start of the communi-
cation, the messages are mutually independent; whereas after multiple uses of the channel, they become
statistically correlated conditioned on the feedback. Based on this observation, we make a connection
to the problem of MAC with correlated sources to design coding strategies that exploit the statistical
correlation among the messages. We use the notion of conferencing common information to propose a
new coding strategy for 3-user MAC-FB. The main results of this section are given in Theorem 3 and 4.
A. New Achievable Rate Region
In what follows, we give the intuition behind the use of conferencing common information in MAC-
FB. Consider a three-user MAC-FB setup as depicted in Figure 6. Similar to the two-user version of
the problem, the communications take place in B blocks each of length n. Moreover, the message
at Transmitter i is divided into B sub-messages denoted by pMi,1,Mi,2, ...,Mi,Bq, where i “ 1, 2,
3. Suppose, the transmission rates are such that neither the decoder nor the transmitters can decode
the messages. However, at each block b, the rates are sufficiently low so that each transmitter is able
to decode the modulo-q sum of the other two sub-messages2. For instance, Transmitter 1 can decode
M2,b ‘M3,b with high probability. Let Ti,b denote the decoded sum at Transmitter i, where i “ 1, 2, 3.
Then, for binary messages, T1,b ‘ T2,b ‘ T3,b “ 0 with high probability. As a result, pT1, T2, T3q can
be interpreted as additive conferencing common parts (see Definition 9). Building upon this intuition,
in what follows, we propose a coding strategy for communications over 3-user MAC-FB. Further, we
derive a new commutable achievable rate region for the three-user MAC with feedback problem.
We start by the following definition to characterize an achievable rate region.
2 It is understood that the messages belong to a finite field Fq.
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Enc. 1M1;b; T1;b
M2;b; T2;b
M3;b; T3;b
Enc. 2
Enc. 3
X1;b
X2;b
X3;b
PY jX1X2X3
Y
Fig. 6. Applications of conferencing common information for communications over MAC-FB. The new sub-messages at block
b are denoted by Mi,b. At the end of block b ´ 1, each transmitter decode the modulo-two sum of the other two transmitters.
The decoded sums are denoted by Ti,b, i “ 1, 2, 3. Note that T1,b ‘ T2,b ‘ T3,b “ 0 with probability close to one.
Definition 14. For a prime q and a given set U and a three-user MAC-FB pX ,Y, PY |X ,T q, define P
as the collection of all distributions on U ˆ F6q ˆ X ,Y factoring as
PUPV1V2V3
3ź
i“1
PTiPXi|UTiViPY |X1X2X3 , (9)
where pT1, T2, T3q are mutually independent with uniform distribution over a finite field Fq, pV1, V2, V3q
are pairwise independent each with uniform distribution over Fq, and PV1V2V3pv1, v2, v3q “
1
q2
1tv1 ‘
v2 ‘ v3 “ 0u, and for any i P T
c, we have PXi|UTiVi “ PXi for some distribution on Xi.
Fix a distribution P P P that factors as in (9). Denote Si “ pXi, Ti, Viq for i “ 1, 2, 3. Consider two
sets of random variables pU,S1, S2, S3, Y q and pU˜ , S˜1, S˜2, S˜3, Y˜ q. We describe the joint distribution of
these random variables. The distribution of each set of the random variables is P, i.e.,
PUS1S2S3Y “ PU˜ S˜1S˜2S˜3Y˜ “ P.
In addition, conditioned on pU˜ , S˜1, S˜2, S˜3, Y˜ q we have
PUS1S2S3Y |U˜S˜1S˜2S˜3Y˜ “ PUPV1V2V3|T˜1T˜2T˜3
3ź
i“1
PTiPXi|UTiViPY |X1X2X3 , (10)
with V “ T˜A with probability one, whereA is a 3ˆ3 matrix with elements in Fq and the multiplications
are modulo q. Further, A is chosen such that PV1V2V3 “ PV˜1,V˜2,V˜3 .
Definition 15. Given a MAC-FB pX ,Y, PY |X ,T q, let RMAC-FB be the set of triplets pR1, R2, R3q
for which there exist α P p0, 1q, random variables pU,S1, S2, S3, Y q and pU˜ , S˜1, S˜2, S˜3, Y˜ q distributed
according to (10) for some P P P and matrix A P F3ˆ3q and mutually independent random variables
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pW1,W2,W3q which are also independent of other random variables such that the following inequalities
hold for any subset B Ď t1, 2, 3u and any distinct elements i, j, k P t1, 2, 3u:
αHpWiq “ Ri,
αHpWAi |Wiq ď IpTAi ;Y |UTiViXiq,
αHpWj ,Wk|WAi ,Wiq ď IpT˜jX˜j T˜kX˜k;Y Y˜ |U˜ S˜iUSiV˜jV˜kq,
αHpWBq ď IpXB;Y |USBc V˜1, V˜2, V˜3q ` IpU ;Y q,
where WAi and TAi , i “ 1, 2, 3, are the ith element of the vector WA and TA, respectively.
Theorem 3. For a MAC-FB pX ,Y, PY |X ,T q, the rate-region RMAC-FB is achievable.
Proof: The proof is given in Appendix C.
B. Necessity of Structured Codes for MAC-FB
In this section, we show that coding strategies based on structured codes are necessary for certain
instances of MAC with feedback. We first provide an example of a MAC with feedback. Then, we apply
Theorem 3 and show that the inner bound achieves optimality.
Example 4. Consider the three-user MAC-FB problem depicted in Figure 7. In this setup, there is a MAC
with three pairs of binary inputs, where the ith input is denoted by the pair pXi1,Xi2q for i “ 1, 2, 3.
The output of the channel is denoted by a binary vector pY1, Y21, Y22q. Assume that noiseless feedback
is available only at the third transmitter.
Enc. 1
Enc. 2
Enc. 3
(X11, X12)
Dec.
D
elay
(X21, X22)
(X31, X32)
(Y1, Y21, Y22)
MAC
Fig. 7. The MAC with feedback setup for Example 4.
The MAC in this setup consists of two parallel channels. The first channel is a three-user binary additive
MAC with inputs pX11,X21,X31q, and output Y1. The transition probability matrix of this channel is
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described by the following relation:
Y1 “ X11 ‘X21 ‘X31 ‘ N˜δ,
where N˜δ is a Bernoulli random variable with bias δ, and is independent of the inputs. The second
channel is a MAC with pX12,X22,X32q as the inputs, and pY21, Y22q as the output. The conditional
probability distribution of this channel satisfies
pY21, Y22q “
$’&
’%
pX12 ‘Nδ,X22 ‘N
1
δq, if X32 “ X12 ‘X22,
pN1{2, N
1
1{2q, if X32 ‰ X12 ‘X22,
(11)
where Nδ, N
1
δ , N1{2 and N
1
1{2 are independent Bernoulli random variables with parameter δ, δ,
1
2
, and 1
2
,
respectively. The relation between the output and the input of the channel is depicted in Figure 8. The
channel operates in two states. If the condition X31 “ X12 ‘ X22 holds, the channel would be in the
first state (the left channel in Figure 8); otherwise it would be in the second state (the right channel in
Figure 8). In this channel, Nδ and N
1
δ are Bernoulli random variables with identical bias δ. Whereas,
N1{2 and N
1
1{2 are Bernoulli random variables with bias
1
2
. We assume that N˜δ, Nδ, N
1
δ, N1{2, and N
1
1{2
are mutually independent, and are independent of all the inputs.
Nδ
X12 Y21
X22 Y22
N
′
δ
N1/2
N
′
1/2
X32 = X12 ⊕X22 X32 6= X12 ⊕X22
X12
X22
Y21
Y22
Fig. 8. The second channel for Example 4. If the condition X31 “ X12 ‘X22 holds, the channel would be the one on the
left; otherwise it would be the right channel.
We use linear codes to propose a new coding strategy for the setup given in Example 4. The scheme
uses a large number L of blocks , each of length n. Each encoder has two outputs, one for each channel.
We use identical linear codes with length n and rate k
n
for each transmitter. The coding scheme at each
block is performed in two stages. In the first stage, each transmitter encodes the fresh message at the
beginning of the block l, where 1 ď l ď L. The encoding process is performed using identical linear
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codes. At the end of block l, feedback is received by the third user. In stage 2, the third user uses
the feedback from the first channel (that is Y1) to decode the binary sum of the messages of the other
encoders. Then, it encodes the summation, and sends it through its second output. If the decoding process
is successful at the third user, then the relation X32 “ X12 ‘ X22 holds with probability one. This is
because identical linear codes are used to encode the messages. As a result of this equality, the channel
in Figure 8 is in the first state with probability one. In the following theorem, we show that the rate
p1´ hpδq, 1 ´ hpδq, 1 ´ hpδqq
is achievable using this strategy. Further, we prove in the followng theorem that any coding scheme
achieving these rates must have codebooks that are almost closed under the binary addition. Since
unstructured random codes do not have this property, any coding scheme solely based in them is
suboptimal.
Theorem 4. For the channel given in Example 4, the rate triple p1´hpδq, 1´hpδq, 1´hpδqq is achievable
if and only if 1) user 3 decodes X1‘X2 with average probability of error approaching zero, and 2) the
codebooks in user 1 and 2 must satisfy
lim
NÑ8
1
N
ˇˇ
log ||C12 ‘ C22|| ´ log ||C12||
ˇˇ
“ 0, for i “ 1, 2.
Proof: The proof is given in Appendix D.
VI. CONCLUSION
A new form of common information, called “conferencing common information”, is defined among
triplets of random variables. Based on this notion, two coding strategies are proposed for three-user
version of two problems: transmission of correlated sources over MAC, and MAC with feedback. Further,
achievable rate regions of such strategies are characterized in terms of single-letter information quantities.
It is shown analytically that the proposed strategies outperform conventional unstructured random coding
approaches in terms of achievable rates.
Acknowledgment: We would like to thank Farhad Shirani of New York University for extensive and
insightful discussions related to this work.
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APPENDIX A
PROOF OF THEOREM 1
Proof: There are two error events, E0 and E1. E0 occurs if no triple s˜ was found. E1 occurs if
there exists s˜ ‰ s such that equation (6) is satisfied. We consider a special case in which all the uni-
variate common parts are trivial and that Ti “ Si, i “ 1, 2, 3. This implies that S1 ‘q S2 ‘q S3 “ 0 with
probability one. The proof for the general case follows by adopting this proof and the standard arguments
as in [7].
Suppose vip¨q and xip¨q are the realizations of random functions generated as in the outline of the
proof of Theorem 1. Using standard arguments one can show that E0 Ñ 0 as n Ñ 8. We find the
condition under which P pE1 X E
c
0q Ñ 0. For a given s P Aǫ1pSq, using the definition of E1 and the
union bound we obtain,
P pE1 X E
c
0|sq ď
ÿ
pv,x,yqPAǫ2 pV ,X,Y |sq
1tvi “ vipsiq,xi “ xipsi,viq, i “ 1, 2, 3uP
n
Y |Xpy|xq
ÿ
p˜s,v˜,x˜qPAǫ3 pS,V ,X|yq
s˜‰s
1tv˜j “ vjps˜jq, x˜j “ xjps˜j , v˜jq, j “ 1, 2, 3u
Taking expectation over random vector functions Xip, q and Vipq gives,
pepsq “ EtP pE1|squ ď
ÿ
pv,x,yqPAǫ2 pV ,X,Y |sq
PnY |Xpy|xq
ÿ
p˜s,v˜,x˜qPAǫ3 pS,V ,X|yq
s˜‰s
(12)
P tvl “ Vlpslq,xl “ Xlpsl,vlq, v˜l “ Vlps˜lq, x˜l “ Xlps˜l, v˜lq for l “ 1, 2, 3u
Let
ǫ “ max
iPr1,3s
ǫi, (13)
where ǫi is as in the above summations. Note that Vip¨q and Xip¨, ¨q are generated independently. So the
most inner term in (12) is simplified to
P tvj “ Vjpsjq, v˜j “ Vjps˜jq j “ 1, 2uP txl “ Xlpsl,vlq, x˜l “ Xlps˜l, v˜lq l “ 1, 2, 3u. (14)
Note that j “ 3 is redundant because, v3 ‘q v1 ‘q v2 “ 0 and v˜3 ‘q v˜1 ‘q v˜2 “ 0. By definition,
Vjpsjq “ sjG`Bj , j “ 1, 2, where B1,B2 are uniform and independent of G. Then
P tvj “ Vjpsjq, v˜j “ Vjps˜jq, j “ 1, 2u “
1
q2n
P tps˜j ´ sjqG “ v˜j ´ vj , j “ 1, 2u (15)
The following lemma determines the above term.
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Lemma 1. Suppose G is a nˆm matrix with elements generated randomly and uniformly from Fq. If
s1 or s2 is nonzero, the following holds:
P tsjG “ vj , j “ 1, 2u “
$’’’’’’&
’’’’’’%
1tvj “ 0, l “ 1, 2u, if s1 “ 0, s2 “ 0.
q´n1tvj “ 0u, if sj “ 0, sjc ‰ 0.
q´n1tv1 “ av2u, if s1 ‰ 0, s2 ‰ 0, s1 “ as2, a P Fq.
q´2n, if otherwise.
(16)
Proof: We can write sjG “
řn
i“1 sjiGi, j “ 1, 2, where sji is the ith component of sj and Gi
is the ith row of G. Not that Gi are independent random variables with uniform distribution over F
n
q .
Hence, if sj ‰ 0, then sjG is uniform over F
n
q . Then, given the second condition in (16), P tsjG “ vj ,
j “ 1, 2u “ q´n1tvj “ 0u. If s1 “ as2 with a P Fq, then s1G “ as2G, with probability one and,
thus, P tsjG “ vj, j “ 1, 2u “ q
´n
1tv1 “ av2u.
If s1 ‰ as2 for any a P Fq, then ps1, s2q are linearly independent. This implies that there exist indices
pl, kq such that the 2 ˆ 2 matrix A with elements a11 “ s1l, a12 “ s1,k, a21 “ s2l and a22 “ s2k is
full rank. As a result, s1lGl ‘ s1kGk and s2lGl ‘ s2kGk are independent random vectors with uniform
distribution over Fkq . In this case, one can show that s1G is independent of s2G. The proof follows by
arguing that if a random variables X is independent of Y and is uniform over Fq, then X ‘q Y is also
uniform over Fq and is independent of Y .
Finally, we are ready to characterize the conditions under which pe Ñ 0. Let Lpsq denote the set of
all the variables pv,x,y, s˜, v˜, x˜q included in the summations in (12); more precisely,
Lpsq “∆
!
pv,x,y, s˜, v˜, x˜q : pv,x,yq P Aǫ2pV ,X, Y |sq, p˜s, v˜, x˜q P Aǫ3pS, V ,X|yq, s˜ ‰ s
)
. (17)
Based on the conditions in Lemma 1, we partition this set into five subsets Lipsq, i “ 1, 2, ..., 5. Hence,
if peipsq, i P r1, 5s represents the contribution of each subset, then pepsq “
ř5
i“1 peipsq. In what follows,
we characterize these subsets and provide an upper bound to each term peipsq, i P r1, 5s.
Case 1, s˜1 ‰ s1, s˜2 “ s2:
In this case, using Lemma 1, (15) equals to q´3n1tv˜2 “ v2u. As s2 “ s˜2 and v2 “ v˜2, then
X2ps˜2, v˜2q “ X2ps2,v2q. Therefore, we define
L1psq “
∆
!
pv,x,y, s˜, v˜, x˜q P Lpsq : s˜1 ‰ s1, s˜2 “ s2, v˜2 “ v2,x2 “ x˜2
)
,
where Lpsq is defined as in (17). Thus, the contribution of this case equals to
pe1psq “
∆
ÿ
L1psq
PnY |Xpy|xqq
´3nP txl “ Xlpsl,vlq, x˜l “ Xlps˜l, v˜lq, l “ 1, 2, 3u.
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Note that Xlpsl,vlq is independent of Xkps˜k, v˜kq, if l ‰ k or sl ‰ s˜l or vl ‰ v˜l. Moreover, since
Xlpsl,vlq is generated IID according to PXl|Sl,Vl , then for jointly typical sequences pxl, sl,vlq,
´1
n
log2 P txl “ Xlpsl,vlqu ě HpXl|SlVlqq ´ δ1pǫq,
where ǫ is defined as in (13) and δ1pǫq ě 0 is a continuous function satisfying limǫÑ0 δ1pǫq “ 0.
Therefore,
P txl “ Xlpsl,vlq, x˜l “ Xlps˜l,v˜lq l “ 1, 2, 3u
ď 2´nr2HpX1|S1V1q`HpX2|S2V2q`2HpX3|S3V3q´δ2pǫqs1tx˜2 “ x2u,
where δ2 is a non-negative and continuous function with limǫÑ0 δ2pǫq “ 0. Note that for jointly typical
sequences py,xq, the conditional probability Pn
Y |Xpy|xq is upper bounded by 2
´npHpY |Xq´δ3pǫqq. Hence,
we have:
pe1psq ď |L1psq|2
´nHpY |Xq 1
q3n
2´nr2HpX1|S1V1q`HpX2|S2V2q`2HpX3|S3V3q´δ4pǫqs,
where δ4pǫq Ñ 0 as ǫÑ 0 and |L1psq| is the cardinality of L1psq. Note that for ǫ1-typical sequences s,
the following inequality holds:
1
n
log2 |L1psq| ď HpV ,X, Y |Sq `HpS1, V1,X1, S3, V3,X3|Y S2V2X2q ` δ5pǫq,
where δ5pǫq Ñ 0 as ǫÑ 0. Note
HpV ,X, Y |Sq “ HpV |Sq `HpX|S, V q `HpY |Xq
“ 2 log2 q `
3ÿ
i“1
HpXi|Si, Viq `HpY |Xq, (18)
where the first equality holds by chain rule and the Markov chain pS, V q Ø X Ø Y . The second equality
holds, because, from (4), V are independent of the other random variables and PV1V2V3 “
1
q2
1tV3 “
V1 ‘q V2u. Therefore, pe1 Ñ 0 as nÑ8, if
HpS1, V1,X1, S3, V3,X3|Y S2V2X2q ď log2 q `HpX1|S1V1q `HpX3|S3V3q (19)
Next, we simplify the right-hand side terms in (19). From (4), the Markov chain pSic , Vic ,Xicq Ø Si Ø Xi
holds for all i P t1, 2, 3u, where ic “∆ t1, 2, 3u{tiu. Therefore, the right-hand side above equals to
log2 q `HpX1X3|S, V1V3X2V2q “ HpX1X3V1V3|SX2V2q, (20)
where the equality holds by chain rule and the following argument:
HpV1V3|SX2V2q “ HpV1|SX2V2q “ HpV1|SV2q “ HpV1|V2q “ HpV1q “ log2 q.
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We simplify the left-hand side in (19). Using chain rule
HpS1, V1,X1, S3, V3,X3|Y S2V2X2q “ HpV1,X1, V3,X3|Y S2V2X2q `HpS1S3|Y S2V Xq
“ HpV1,X1, V3,X3|Y S2V2X2q `HpS1|S2V Xq,
where the second equality holds due to the Markov chain S Ø X Ø Y and the assumption that
S1 ‘q S2 ‘q S3 “ 0. Note that
HpS1|S2V Xq “ HpS1|S2X2V2q ´ IpS1;X1V1X3V3|S2V2X2q
“ HpS1|S2q ´ IpS1;X1V1X3V3|S2V2X2q,
where, the last equality holds because V2 is independent of S1 andX2 is a function of pS2, V2q. Therefore,
using the above arguments, the inequality in (19) is simplified to
HpS1|S2q ď IpS1;X1V1X3V3|S2V2X2q ´HpV1,X1, V3,X3|Y S2V2X2q `HpX1X3V1V3|SX2V2q
“ IpX1V1X3V3;Y |S2V2X2q “ IpX1X3;Y |S2V2X2q.
As a result, pe1psq can be made sufficiently small for large enough n, if the inequality
HpS1|S2q ď IpX1X3;Y |S2V2X2q
is satisfied.
Case 2, s˜1 “ s1, s˜2 ‰ s2:
This case corresponds to pe2psq which is defined using a similar expression as for pe1psq; but with
the conditions in the second summation replaced with s˜ ‰ s, s˜1 “ s1, v˜1 “ v1. Therefore, we have
L2psq “
∆
!
pv,x,y, s˜, v˜, x˜q P Lpsq : s˜1 “ s1, s˜2 ‰ s2, v˜1 “ v1, x˜1 “ x1
)
.
By symmetry and using a similar argument as in the first case, we can show that pe2psq Ñ 0 as nÑ8
if the following inequality holds
HpS2|S1q ď IpX2X3;Y |S1V1X1q.
Case 3, s˜1 ‰ s1, s˜2 ‰ s2, s˜1 ‘q s˜2 “ s1 ‘q s2:
In this case
P tvj “ Vjpsjq, v˜j “ Vjps˜jq j “ 1, 2u “ q
´3n
1tv˜1 ‘q v˜2 “ v1 ‘q v2u
P txl “ Xlpsl,vlq, x˜l “ Xlps˜l, v˜lq, l “ 1, 2, 3u
ď 2´nr2HpX1|S1V1q`2HpX2|S2V2q`HpX3|S3V3q´δ6pǫqs1tx˜3 “ x3u.
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By assumption s1 ‘q s2 ‘q s3 “ 0 and v1 ‘q v2 ‘q v3 “ 0. Therefore, the first probability is nonzero
only when v˜3 “ v3. Hence, as s3 “ s˜3, we get X3ps˜3, v˜3q “ X3ps3,v3q. As a result, we can define
L3psq “
∆
!
pv,x,y, s˜, v˜, x˜q P Lpsq :˜s1 ‰ s1, s˜2 ‰ s2,
s˜1 ‘q s˜2 “ s1 ‘q s2, v˜1 ‘q v˜2 “ v1 ‘q v2, x˜3 “ x3
)
.
As a result, the contribution of this case (pe3) is bounded by
pe3psq ď |L3psq|2
´nHpY |Xq 1
q3n
2´nr2HpX1|S1V1q`2HpX2|S2V2q`HpX3|S3V3q´δ7pǫqs,
Note that for ǫ1-typical s, we have
1
n
log2 |L3psq| ď HpV ,X, Y |Sq `HpS1, V1,X1, S2, V2,X2|Y S3V3X3q ` δ8pǫq.
Therefore, from (18) and the above inequality, pe3psq Ñ 0, if
HpS1, V1,X1, S2, V2,X2|Y S3V3X3q ď log2 q `HpX1|S1V1q `HpX2|S2V2q
“ HpX1,X2, V1, V2|S1S2S3V3X3q,
where the inequality above holds using a similar argument applied in (20). By symmetry and using a
similar argument as in the first case, this inequality is equivalent to
HpS1S2|S3q ď IpX1,X2;Y |S3V3X3q.
Case 4, s˜1 ‘ as˜2 “ s1 ‘ as2, a P Fq{t0, 1u:
From Lemma 1,
P tvj “ Vjpsjq, v˜j “ Vjps˜jq j “ 1, 2u “ q
´3n
1tv˜1 ‘q av˜2 “ v1 ‘q av2u.
Therefore, the error probability in this case, i.e., pe4psq satisfies
pe4psq “
∆
q´1ÿ
a“1
ÿ
L4pa,sq
PnY |Xpy|xqq
´3nP txl “ Xlpsl,vlq, x˜l “ Xlps˜l, v˜lq l “ 1, 2, 3u,
where
L4pa, sq “
∆
!
pv,x,y, s˜, v˜, x˜q P Lpsq : s˜1 ‘ as˜2 “ s1 ‘ as2, v˜1 ‘ av˜2 “ v1 ‘ av2
)
.
Also, observe that
P txl “ Xlpsl,vlq, x˜l “ Xlps˜l, v˜lq l “ 1, 2, 3u ď 2
´2nr
ř
3
i“1
HpXi|SiViqs´δ9pǫq.
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where δ9p¨q is a continuous function of ǫ with limǫÑ0 δ9pǫq “ 0. Consequently, for any typical sequences
s, the following upper bound holds:
pe4psq ď
q´1ÿ
a“1
|L4pa, sq|2
´nHpY |Xqq´3n2´2nr
ř
3
i“1 HpXi|SiViqs2nδ10pǫq.
Note that for any non-zero a P Fq and any typical sequence s, the cardinality of L4 satisfies the
inequality
1
n
log2 |L4pa, sq| ď HpV ,X, Y |Sq `HpS, V ,X |Y, S1 ‘q aS2, V1 ‘q aV2q ` δ11pǫq.
Note that
HpV ,X, Y |Sq “ 2 log2 q `
3ÿ
i“1
HpXi|Si, Viq `HpY |Xq.
Therefore, from the above inequalities, pe4psq Ñ 0 as nÑ8, if
HpS, V ,X|Y, S1 ‘q aS2, V1 ‘q aV2q ă log q `
3ÿ
i“1
HpXi|Si, Viq (21)
From the joint probability distribution given in (4), conditioned on pS, V q the random variables pX1,
X2,X3q are mutually independent. Hence,
ř3
i“1HpXi|Si, Viq “ HpX|S, V q and the right-hand side of
the above inequality simplifies to log q `HpX |S, V q. Next, we simplify the left-hand side of the above
inequality. For that we have
HpS, V ,X |Y, S1 ‘q aS2, V1 ‘q aV2q “ HpV ,X |Y, S1 ‘q aS2, V1 ‘q aV2q `HpS|S1 ‘q aS2,X, V q
“ HpS|S1 ‘q aS2, V1 ‘q aV2q ´ IpX,V ;Y |S1 ‘q aS2, V1 ‘q aV2q
`HpX,V |S, S1 ‘q aS2, V1 ‘q aV2q
“ HpS|S1 ‘q aS2q ´ IpX,V ;Y |S1 ‘q aS2, V1 ‘q aV2q `HpX,V |S, V1 ‘q aV2q
where the first equality holds by chain rule and the Markov chain S Ø X Ø Y . The second equality
holds by the definition of the mutual information. The last equality holds as pV1, V2, V3q are independent
of pS1, S2, S3q. As a result of the above argument, the inequality in (21) is equivalent to the following
inequality:
HpS|S1 ‘q aS2q ă IpX,V ;Y |S1 ‘q aS2, V1 ‘q aV2q ´HpX,V |S, V1 ‘q aV2q ` log q `HpX|S, V q
“ IpX,V ;Y |S1 ‘q aS2, V1 ‘q aV2q ´HpV |V1 ‘q aV2q
´HpX|S, V , V1 ‘q aV2q ` log q `HpX |S, V q
“ IpX,V ;Y |S1 ‘q aS2, V1 ‘q aV2q ´HpV |V1 ‘q aV2q ` log q,
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where the first equality holds by the chain rule and the fact that V is independent of S. In what follows,
we show that the last two terms above cancel each other. Since V1 and V2 are independent random
variables with uniform distribution over Fq, then so is V1 and V1 ‘q aV2 for any a P F1{t0u. Therefore,
as V3 ‘q V1 ‘q V2 “ 0 we have
HpV |V1 ‘q aV2q “ HpV1, V2|V1 ‘q aV2q “ HpV1, V1 ‘q aV2|V1 ‘q aV2q
“ HpV1|V1 ‘q aV2q “ log q.
As a result, we showed that pe4psq Ñ 0 as nÑ8, if
HpS|S1 ‘q aS2q ď IpX,V ;Y |S1 ‘q aS2, V1 ‘q aV2q.
Case 5, s˜i ‰ si, i “ 1, 2, 3 and s˜1 ‘ as˜2 ‰ s1 ‘ as2 for all a P Fq:
Observe that,
L5psq “
∆
!
pv,x,y, s˜, v˜, x˜q P Lpsq : s˜1 ‰ s1, s˜2 ‰ s2, s˜1 ‘ as˜2 ‰ s1 ‘ as2,@a P Fq
)
P tvj “ Vjpsjq, v˜j “ Vjps˜jq j “ 1, 2u “ q
´4n
P txl “ Xlpsl,vlq, x˜l “ Xlps˜l, v˜lq l “ 1, 2, 3u ď 2
´2nr
ř
3
l“1
HpXl|SlVlq´δ9pǫqs.
Therefore, the contribution of this case is simplified to pe5psq « q
´2n2nHpS,V ,X|Y q2´n
ř
3
l“1 HpXl|SlVlq. As
a result, one can show that Pe5 Ñ 0, if HpS1S2S3q ď IpX1X2X3;Y q.
Finally, note that Pepsq “
ř5
i“1 Peipsq.Moreover, Peipsq depends on s only through its PMF. Therefore,
for any typical s, Pe approaches zero as nÑ 8, if the following bounds are satisfied:
HpS1|S2q ď IpX1X3;Y |S2V2X2q
HpS2|S1q ď IpX2X3;Y |S1V1X1q
HpS1S2|S1 ‘q S2q ď IpX1X2;Y |S1 ‘q S2, V3X3q
HpS1S2|S1 ‘q aS2q ď IpX1,X2,X3;Y |S1 ‘q aS2, V1 ‘q aV2q
HpS1, S2q ď IpX1X2X3;Y q.
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APPENDIX B
PROOF OF THEOREM 2
Lemma 2. For the MAC in Example 3, IpX1,X2,X3;Y q ď 2 ´ HpNq, with equality if and only if
X3 “ X1 ‘2 X2 with probability one, and X3 is uniform over t0, 1u.
Proof: Note IpX1,X2,X3;Y q “ HpY q ´ HpNq. We proceed by finding all the necessary and
sufficient conditions on PX1,X2,X3 for which Y is uniform over Z4. From Figure 4, Y “ pX1‘2X2q‘4
X3 ‘4N . Denote X
1
2 “ X1 ‘2X2. Let P pX
1
2 ‘4X3 “ iq “ qpiq where i “ 1, 2, 3, 4. Since X
1
2 and X3
are binary, qp3q “ 0. Given the distribution of N is Table I, the distribution of Y is as follows:
P pY “ 0q “ qp0qp
1
2
´ δq ` qp2qδ, (22a)
P pY “ 1q “ qp0q
1
2
` qp1qp
1
2
´ δq, (22b)
P pY “ 2q “ qp0qδ ` qp1q
1
2
` qp2qp
1
2
´ δq, (22c)
P pY “ 3q “ qp2q
1
2
` qp1qδ. (22d)
It’s not difficult to check that the only solution for the equations in (22) is
qp0q “ qp2q “
1
2
, qp1q “ 0.
Note that by definition
qp1q “ P pX 12 “ 0,X3 “ 1q ` P pX
1
2 “ 1,X3 “ 0q.
Therefore, qp1q “ 0 implies that X3 “ X
1
2 with probability one. If this condition is satisfied, then
qp0q “ P pX3 “ 0q and qp2q “ P pX3 “ 1q. Since qp0q “ qp2q “
1
2
then X3 is uniform over t0, 1u. To
sum up, we proved that Y is uniform, if and only if 1) X3 “ X1 ‘2 X2. 2) X3 is uniform over t0, 1u.
Lemma 3. Let P1 be the set of all distributions P
˚
X1,X2,X3
that satisfies the conditions in Lemma 2.
Let P2 be the set of all distributions PX1,X2,X3 which is the marginal of PS1,S2,S3PX1,X2,X3|S1,S2,S3 for
some source triplet pS1, S2, S3q in Example 3 with parameters σ P p0,
1
2
s, γ P p0, γ˚s and conditional
distribution of the form PX1,X2,X3|S1,S2,S3 “
ś3
i“1 PXi|Si . Then the total variation distance between P1
and P2 satisfies
TV pP1,P2q ě
1
6
´
γ˚
3
.
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Moreover, there exists αpγ˚q ą 0 such that IpX1,X2,X3;Y q ď 2´HpNq´αpγ
˚q for all PX1,X2,X3 P
P2.
Proof: Let γ˚ “∆ 1´ γ˚ and assume for some ǫ ě 0 there exist sources with parameters σǫ P p0,
1
2
s
and γǫ P p0, γ
˚s and conditional distributions P ǫ
Xi|Si
, i “ 1, 2, 3 and a distribution P ˚X1,X2,X3 satisfying
the conditions in Lemma 2 such that total variation distance between the resulted PMF P ǫX1,X2,X3 and
P ˚X1,X2,X3 is equal to ǫ. Then for P
ǫ
X1,X2,X3
the following inequalities hold:
P ǫpX3 ‰ X1 ‘X2q ď ǫ, and
ˇˇˇ
P ǫpX3 “ 1q ´
1
2
ˇˇˇ
ď ǫ. (23)
The second inequality implies
γǫ P
ǫ
X3|S3
p1|1q ` γǫ P
ǫ
X3|S3
p1|0q P r
1
2
´ ǫ,
1
2
` ǫs, (24a)
γǫ P
ǫ
X3|S3
p0|1q ` γǫ P
ǫ
X3|S3
p0|0q P r
1
2
´ ǫ,
1
2
` ǫs. (24b)
Since the first terms in (24a) and (24b) are non-negative and γǫ ď γ
˚, then
1
2
` ǫ ě γǫ P
ǫ
X3|S3
p1|0q ě γ˚ P ǫX3|S3p1|0q,
1
2
` ǫ ě γǫ P
ǫ
X3|S3
p0|0q ě γ˚ P ǫX3|S3p0|0q.
Since P ǫ
X3|S3
p0|0q ` P ǫ
X3|S3
p1|0q “ 1, then the above inequalities imply the following
1
2
` ǫ ě γ˚ P ǫX3|S3p1|0q ě γ
˚ ´
1
2
´ ǫ (25a)
1
2
` ǫ ě γ˚ P ǫX3|S3p0|0q ě γ
˚ ´
1
2
´ ǫ (25b)
From the law of total probability, the first condition in (23) is equivalent to
ÿ
s
ÿ
x1,x2
P ǫSpsqP
ǫ
X1|S1
px1|s1qP
ǫ
X2|S2
px2|s2qP
ǫ
X3|S3
px1 ‘ x2|s3q ď ǫ,
where P ǫS is the joint PMF of the sources with parameters σǫ, γǫ, and x1 ‘2 x2 “
∆ 1 ‘2 x1 ‘2 x2. By
considering the case s1 “ s2 “ s3 “ 0, the above inequality implies
ǫ ě
ÿ
x1,x2
γǫ σǫ P
ǫ
X1|S1
px1|0qP
ǫ
X2|S2
px2|0qP
ǫ
X3|0
px1 ‘2 x2|0q
ě
ÿ
x1,x2
γ˚
1
2
P ǫX1|S1px1|0qP
ǫ
X2|S2
px2|0qP
ǫ
X3|0
px1 ‘2 x2|0q
ě
ÿ
x1,x2
1
2
pγ˚ ´
1
2
´ ǫqP ǫX1|S1px1|0qP
ǫ
X2|S2
px2|0q “
1
2
pγ˚ ´
1
2
´ ǫq,
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where the third inequality holds from the bounds in (25). As a result, these inequalities imply that
ǫ ě 1
3
pγ˚ ´ 1
2
q. From Lemma 2 and the continuity of the mutual information in total variation distance
[43], the second statement of the lemma follows.
Lemma 4. For the setup in Example 3, there exists ǫ ą 0 such that any source triple pS1, S2, S3q with
parameters pσ ą 0, γ ě γ˚ ´ ǫq does not satisfy the sufficient conditions stated in Proposition 1.
Proof:We prove the lemma by a contradiction. Suppose @ǫ ą 0 there exist σ ą 0 and γ ě γ˚´ǫ such
that the sufficient conditions in Proposition 1 are satisfied. Consider the fourth inequality in Proposition
1. Since σ ą 0 there is no common part. Let U 1 “ U123U12U13U23. Then, the following holds
hpγq ` hpσq ď max
ppu1qppx|u1sq
IpX1X2X3;Y |U
1q, (26)
where
pps, x, u1q “ ppsqppu1qppx1|s1, u
1qppx2|s2, u
1qppx3|s3, u
1q.
Since U 1 is independent of the sources, and appears in the conditioning in the mutual information term,
the inequality in (26) is equivalent to
hpγq ` hpσq ď max
ppx|sq
IpX1X2X3;Y q, (27)
where pps, xq “ ppsqppx1|s1qppx2|s2qppx3|s3q. From Lemma 3, the right-hand side in (27) is less than
2´HpNq´α, for some α ą 0 (which depends only on γ˚ which is a function of δ). As hpγ˚q “ 2´HpNq,
by the bound above, hpγq ` hpσq ď hpγ˚q ´ α. Thus, as hpσq ą 0, we get hpγq ă hpγ˚q ´ α. By the
continuity and monotonicity of the binary entropy function, γ ă h´1phpγ˚q ´ αq “ γ˚ ´ λpαq, where
λpαq ą 0. Hence, as γ ě γ˚ ´ ǫ, then ǫ must be greater than λpαq which is a contradiction.
Lemma 5. There exists a non-negative function σ0pγq such that 1) σ0pγq ą 0 for all γ P r0, γ
˚q, and 2)
any source with parameters 0 ď γ ď γ˚, 0 ď σ ď σ0pγq is transmissible.
Proof: For the setup in Example 3, the bounds given in Theorem 1 are simplified to
hpγq ď IpX2X3;Y |X1S1V1q (28a)
hpσq ď IpX1X2;Y |X3S3V3q (28b)
hpγq ` hpσq ´ hpσ ˚ γq ď IpX1X3;Y |X2S2V2q (28c)
hpγq ` hpσq ď IpX1X2X3;Y q. (28d)
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Let E1 „ Berpαq, and set X1 “ V1‘E1 and X2 “ V2,X3 “ V3, where pV1, V2, V3q are as in Theorem
1; that is they are pairwise independent Bernoulli random variables with joint PMF PV1,V2,V3 “
1
4
1tV3 “
V1 ‘2 V2u. Next, using these random variables, we further simplify the conditions in (28).
We start by the first condition given in (28a). The right-hand side is simplified to
IpX2X3;Y |X1S1V1q “ HppX1 ‘2 X2q ‘4 X3 ‘4 N |X1V1q ´HpNq
“ HppE1 ‘2 V1 ‘2 V2q ‘4 pV1 ‘2 V2q ‘4 N |E1, V1q ´HpNq
“ P pE1 “ 0qrHppV1 ‘2 V2q ‘4 pV1 ‘2 V2q ‘4 N |V1q ´HpNqs (29)
“ p1´ αqp2 ´HpNqq, (30)
where the first equality holds as Y “ pX1 ‘2 X2q ‘4 X3 ‘4 N and Xi, i “ 1, 2, 3 are independent of
the sources. The fourth equality holds as HpX ‘4X ‘4Nq “ 2 and Hpp1‘2Xq ‘4X ‘4Nq “ HpNq
when X is uniform over t0, 1u. Therefore, from (30), the first condition gives hbpγq ď 2´HpNq. This
condition is always satisfied for any γ ď γ˚. This is due to the monotonicity of the binary entropy
function.
Next, we evaluate the second condition given by (28b). Using a similar argument, the right-hand side
of (28b) is simplified to
IpX1X2;Y |X3S3V3q “ HppX1 ‘2 X2q ‘4 N |X3V3q ´HpNq “ HpE1 ‘4 Nq ´HpNq. (31)
Hence, the second condition gives hbpσq ď η1pαq, where η1pαq “
∆ HpE1 ‘4 Nq ´HpNq. We show that
η1pαq is strictly positive for all α P p0,
1
2
s. For that we have HpNq “ 1` 1
2
hbp2δq and
HpE1 ‘4 Nq “ 1`
1
2
rhbp2αδq ` hbp2p1 ´ αqδ ` αqs
ě 1`
1
2
rhbp2αδq ` p1´ αqhbp2δqs,
where the first inequality holds due to the convexity of binary entropy function and the fact that hbp1q “ 0.
Hence, η1pαq ě
1
2
rhbp2αδq ´ αhbp2δqs. When δ P p0,
1
4
s, the equality hbp2αδq “ αhbp2δq holds if and
only if α P t0, 1u. As a result of this and due to the convexity of binary entropy, the strict inequality
hbp2αδq ą αhbpδq holds.
For the third and fourth conditions, the right-hand sides of (28c) and (28d) are simplified to
IpX1X3;Y |X2S2V2q “ HppV1 ‘2 E1q ‘4 V1 ‘4 Nq ´HpNq (32)
IpX1X2X3;Y q “ HppE1 ‘2 V1 ‘2 V2q ‘4 pV1 ‘2 V2q ‘4 Nq ´HpNq. (33)
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Since V1 and V1 ‘2 V2 are both uniform over t0, 1u, then the above two terms are equal. Let η2pαq “
∆
2´HppV1 ‘2 E1q ‘4 V1 ‘4 Nq. Note that 0 ď η2pαq ď 2´HpNq. Moreover, from Lemma 2, η2pαq is
strictly positive for any α P p0, 1
2
s. With this argument, the third and fourth conditions become
hpγq ` hpσq ´ hpσ ˚ γq ď 2´HpNq ´ η2pαq, and hpγq ` hpσq ď 2´HpNq ´ η2pαq.
Since the right-hand sides are equal and hpσ ˚ γq ě 0, the third condition is trivial.
As a result of the above argument, we obtain the following sufficient conditions:
hpγq ď p1´ αqr2 ´HpNqs (34a)
hpσq ď η1pαq (34b)
hpγq ` hpσq ď 2´HpNq ´ η2pαq (34c)
For any γ ď γ˚, inequality (34a) holds if α ď 1 ´ hbpγq
hbpγ˚q
. Note that η1pαq ą 0 and η2pαq ą 0 for all
α P p0, 1
2
s, and η1p0q “ η2p0q “ 0. Further, they are continuous functions of α with limαÑ0 ηipαq “ 0,
i “ 1, 2. Therefore, for any γ ă γ˚, there exists α0 ą 0 such that for any α P p0, α0q, inequality (34a)
holds and hbpγ
˚q ´ hbpγq ´ η2pαq ą 0. For any γ ď γ
˚, define
σ0pγq “
∆ h´1b
´
max
0ďαď1´hbpγq{hbpγ˚q
min
 
η1pαq, hbpγ
˚q ´ η2pαq ´ hbpγq
(¯
. (35)
Note that the inequalities in (34) are satisfied for γ ď γ˚ and σ “ σ0pγq. Hence, from the monotonicity
of binary entropy function, these inequalities are also satisfied for σ ď σ0pγq. This implies that any
source with such parameters are transmissible.
The final step in our argument is as follows. Fix γ P pγ˚ ´ ǫ, γ˚q, where ǫ is as in Lemma 4. From
Lemma 5, the source with such γ and the parameter σ “ σ0pγq ą 0 is transmissible; whereas from
Lemma 4 it is not transmissible using CES. Figure 9 shows the set of parameters whose sources are
transmissible.
APPENDIX C
PROOF OF THEOREM 3
A. Codebook Construction
We build upon a class of codes called quasi linear codes (QLCs) [45]. A QLC is defined as a subset of
a linear code. By definition, any linear codebook can be viewed as the image of a linear transformation
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γ
∗
σ0(γ)
σ
γ
Fig. 9. The parameters σ and γ described in Lemma 5.
φ : Fkq ÞÑ F
n
q , where q is a prime number. In another words, the codewords of such a linear code are
φpukq,uk P Fkq . In this representation, a QGC over a finite field Fq is defined as
C “∆ tφpuq : u P Uu, (36)
where U is a given subset of Fkq . If U “ F
k
q , then C is a linear codebook.
We begin the proof by generating a QGC for each user. Let pW1,W2,W3q be the random variables
as in the statement of the theorem. For a fixed ǫ P p0, 1q, consider the set of all ǫ-typical sequences wki .
Without loss of generality assume that the new message at the ith encoder is a sequence wki which is
selected randomly and uniformly from A
pkq
ǫ pWiq. In this case Mi “ |A
pkq
ǫ pWiq|, i “ 1, 2, 3.
We generate three codebooks for each user at each block l P r1, Ls. The codebook generations are
described in the following:
Codebook 1: For each block l P r1, Ls generate M0,rls sequences randomly and independently
according to PnU . The parameter M0,rls is to be defined later. Denote such sequences by Urlspmq, where
m P r1,M0,rlss.
Codebook 2: At each user i “ 1, 2, 3 and for any vector wki P F
k
2 , denote
tipw
k
i q “
∆ wkiG‘ b
n
i , i “ 1, 2, 3,
where G is a k ˆ n matrix with elements chosen randomly and uniformly from Fq, and b
n
i is a vector
selected randomly and uniformly from Fnq .
Codebook 3: For each user i “ 1, 2, 3 and given un P Un and tn,vn P Fnq generate Mi sequences
randomly and independently according to the conditional distribution
śn
j“1 P p¨|uj , tj , vjq. Denote such
sequences by xipu
n, tn,vn,miq, where mi P r1 : Mis, i “ 1, 2, 3.
Initialization: Note that we are using the following notation: the subscript with bracket r¨s denotes the
index of a block, subscript without a bracket denotes the index of a user, and in line bracket p¨q denotes
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the index of a codeword in a corresponding codebook. When it is clear from the context, we drop the
index of the codewords.
For block l “ 0, set M0,r0s “ 1. For block l “ 1, set M0,r1s “ 1,vi,r1s “ 0 for i “ 1, 2, 3. For block
l “ 2, set M0,r2s “ 1. Let A P F
3ˆ3
q , and by aij denote the element in ith row and jth column. By
Ai, i “ 1, 2, 3, denote the ith column of A. At each block User i intends to decode a linear combination
of the messages with coefficients determined by Ai.
B. Encoding and Decoding
Block l “ 1: At block l “ 1, a new message wi,r1s P A
pkq
ǫ pWiq, i “ 1, 2, 3, is to observed by the ith
user. Given the message, the ith encoder calculates tipwi,r1sq. This sequence is denoted by ti,r1s. Next,
the encoder sends xipur1s, ti,r1s,vi,r1s,wi,r1sq over the channel. For shorthand, we denote such sequence
by xi,r1s. The encoding and decoding processes in this block are shown in Table II.
Block l “ 2:
At the beginning of this block, each user receives Yr1s as feedback from the channel. User i, i “ 1, 2,
3, wishes to decode the linear combination wAi,r1s “
∆ a1iw1,r1s ‘ a2iw2,r1s ‘ a3iw3,r1s. Since, wi,r1s is
known at User i, then it finds wˆAi,r1s P A
pkq
ǫ pWAi |wi,r1sq such that
pwˆAi,r1sG‘ bAi , Yr1sq P A
pnq
ǫ pTAi , Y |ur1s, t1,r1s,x1,r1sq, (37)
where WAi “
∆ a1iW1‘ a2iW2‘ a3iW3,bAi “
∆ a1ib1‘ a2ib2‘ a3ib3 and TAi “
∆ a1iT1‘ a2iT2‘ a3iT3.
A decoding error Ei,r2s, i “ 1, 2, 3, is declared if wˆAi,r1s is not found or is not unique. If it is unique,
the encoder sets vi,r2s “ wˆAi,r1sG‘ bAi . Otherwise, vi,r2s is generated at random from F
n
q .
Next, a new message wi,r2s, i “ 1, 2, 3, is observed at the ith encoder. Similar to the encoding process
at the first block, the ith encoder calculates ti,r2s and sends xipur2,1s, ti,r2s,vi,r2s,wi,r2sq. For shorthand,
such sequence is denoted by xi,r2s. The encoding and decoding processes in this block are shown in
Table II.
Block l ą 2: Each user performs two decoding and three encoding processes in this block. It is
assumed that each encoder knows the common information given by url´2s and url´1s. For l “ 3, this
is clear because M0,r1ss “M0,r2s “ 1. We will explain how this knowledge is acquired, and how urls is
generated after describing the decoding process.
The first decoding process is the same as the decoding process in block l “ 2. At the beginning of
the block l ą 2, User i observes Yrl´1s as feedback from the channel and wishes to decode the linear
combination wAi,rl´1s “
∆ a1iw1,rl´1s ‘ a2iw2,rl´1s ‘ a3iw3,rl´1s. This decoding process is the same as
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the one in block l “ 2; it is successful, if the sequences wˆAi,rl´1s is unique. Then, the codeword vi,rls
is generated at User i, where i “ 1, 2, 3. If the decoding process at User i, i “ 1, 2, 3, is not successful,
an error event Ei,rls is declared and a codeword vi,rls is generated at random.
Next, we explain the second decoding process. Given pYrl´2s,Yrl´1sq, User i decodes the messages
of the other two encoders from block l ´ 2. For that, User 1 finds unique wˆ2,rl´2s P A
pkq
ǫ pW2q and
wˆ3,rl´2s P A
pkq
ǫ pW3q such that
a1,1w1,rl´2s ‘ a2,1wˆ2,rl´2s ‘ a3,1wˆ3,rl´2s “ wˆA1,rl´1s, and (38a)´
tˆ2,rl´2s, xˆ2,rl´2s, tˆ3,rl´2s, xˆ3,rl´2s, vˆ2,rl´1s, vˆ3,rl´1s,Yrl´2s,Yrl´1s
¯
P Apnqǫ
´
T˜2X˜2T˜3X˜3V2V3Y˜ Y |s1,rl´2s, s1,rl´1s,v2,rl´2s,v3,rl´2s,url´1s,url´2s
¯
(38b)
where url´1s,url´2s,vi,rl´2s are known at the encoder from the previous blocks and
tˆi,rl´2s “
∆ tipwˆi,rl´2sq,
xˆi,rl´2s “
∆ xi
`
url´2s, tˆi,rl´2s,vi,rl´2s, wˆi,rl´2s
˘
,
xˆi,rl´2s “
∆ xi
`
u, tˆi,rl´2s,vi,rl´2s, wˆi,rl´2s
˘
,
vˆ2,rl´1s “
∆ pa1,2w1,rl´2s ‘ a2,2wˆ2,rl´2s ‘ a3,2wˆ3,rl´2sqG‘ bA2 ,
vˆ3,rl´1s “
∆ pa1,3w1,rl´2s ‘ a2,3wˆ2,rl´2s ‘ a3,3wˆ3,rl´2sqG‘ bA3 .
If the messages are not unique, an error event will be declared. This decoding process is repeated for
User 2 and 3. With these decoding processes each user obtains an estimate of the messages of the other
two users. By E˜i,rls denote the error event in the second phase of the decoding process at User i and
block l.
Next, the transmitters and the receiver generate a common list of highly likely messages for block
l ´ 2. In what follows, we define this list. For any triplet of the messages pw˜1, w˜2, w˜3q let
x˜i,rl´2spw˜iq “
∆ xi
`
url´2s, tipw˜iq,vi,rl´2s, w˜i
˘
where url´2s and vi,rl´2s, i “ 1, 2, 3, are known from previous block. For shorthand denote
x˜rl´2spw˜q “
∆
`
x˜i,rl´2spw˜iq
˘
i“1,2,3
, t˜pw˜q “∆
`
tipw˜iq
˘
i“1,2,3
.
Next, given the channel output Yrl´2s, define the list of highly likely messages corresponding to block
l ´ 2 as
Lrl ´ 2s “∆
!
w˜ P Apnqǫ pW1,W2,W3q :
`
Yrl´2s,url´2s, x˜rl´2spw˜q, t˜pw˜q
˘
P Apnqǫ pY˜ , U˜ , X˜, T˜ q
)
(39)
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TABLE II. THE DECODING AND ENCODING PROCESSES FOR USER 1 IN BLOCKS l “ 1, 2, 3.
l “ 1 l “ 2 l “ 3
Decoding 1 v1,r1s “ 0 wˆA1,r1s, v1,r2s “ tA1,r1s wA1,r2s , v1,r3s “ tA1,r2s
Decoding 2 — — pwˆ2,r1s, wˆ3,r1sq
Encoding 1 M0,r1s “ 1,ur1s M0,r2s “ 1,ur2s Lr1s, M0,r3s “ |Lr1s|,ur3s
Encoding 2 w1,r1s, t1,r1spw1,r1sq w1,r2s, t1,r2spw1,r2sq w1,r3s, t1,r3spw1,r3sq
Encoding 3 x1pur1s, t1,r1s,v1,r1s,w1,r1sq x1pur2s, t1,r2s,v1,r2s,w1,r2sq x1pur3s, t1,r3s,v1,r3s,w1,r3sq
where w˜ “∆ pw˜1, w˜2, w˜3q, X˜ “
∆ pX˜1, X˜2, X˜3q and T˜ “
∆ pT˜1, T˜2, T˜3q. Note that the set Lrl´2s represents
the uncertainty of the receiver about the transmitted messages at block l´ 2. This list can be calculated
at the transmitters as well as the receiver. Set M0,rls “ |Lrl ´ 2s| as the size of codebook 1. Index all
members of Lrl ´ 2s by m P r1,M0,rlss.
Suppose the decoding processes in the transmitters are successful, which means the messages are
estimated correctly. Suppose wˆ2,rl´2s, wˆ3,rl´2s are the estimated messages at User 1. If pw1,rl´2s, wˆ2,rl´2s,
wˆ3,rl´2sq P Lrl ´ 2s, then the first encoder finds its index (say m1) in Lrl ´ 2s. Similarly, User 2 and 3
find the index of their estimated messages (say m2 and m3). Since the decoding processes are assumed
to be successful, these indices are equal, i.e., m1 “ m2 “ m3 “ m. Therefore, the transmitters can
calculate the corresponding codeword in codebook 1, i.e., urlspmq. Note that the receiver is not able to
find m. This is because each transmitter knows its own message and has less uncertainty comparing to
the receiver. The objective of Codebook 1 is to resolve the uncertainty at the decoder.
The next step is the encoding process for block l which is similar to the previous blocks. Given a
new message wi,r2s, i “ 1, 2, 3, at User i, the sequence ti,rls is calculated and the codeword xipurls, ti,rls,
vi,rls,wi,rlsq is sent to the channel. For shorthand, the transmitted codeword is denoted by xi,rls. The
encoding and decoding processes in this block are shown in Table II and III.
Decoding at block l: The decoder knows the list of highly likely messages. This list is Lrl ´ 2s
as defined in (39). Given Yrls the decoder wishes to decode Urls using which it can find the transmitted
messages at block l ´ 2. This decoding process is performed by finding an index m P r1 : M0,rlss such
that
pUrl,ms, Yrlsq P A
pnq
ǫ pU, Y q.
If the index is not found or is not unique, then an error event Ed,rls is declared.
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TABLE III. THE DECODING AND ENCODING PROCESSES FOR USER I IN BLOCK l.
block: l
Decoding 1
wˆAi,rl´1s “ a1iw1,rl´1s ‘ a2iw2,rl´1s ‘ a3iw3,rl´1s
vi,rls “ tAi,rl´1s
Decoding 2 pwˆj,rl´2s, wˆk,rl´2sq
Encoding 1 Lrl´2s,urls
Encoding 2 wi,rls, ti,rlspwi,rlsq
Encoding 3 xipurls, ti,rls,vi,rls,wi,rlsq
C. Error Analysis
There are three types of decoding errors:
1. Error in decoding the linear combination of the messages, i.e., Ei,rls, i “ 1, 2, 3, l ě 2.
2. Error in the decoding of the messages of the other encoders, i.e., E˜i,rls, i “ 1, 2, 3, l ě 3.
3. Error at the decoder, i.e. Ed,rls, l ě 3.
The total error probability is the probability of the union of above error events:
Pe “ P
#ď
lě2
´
Ed,rls
Ť ”Ť3
i“1Ei,rls
Ť
E˜i,rls
ı¯+
ď B P
!
Ed,r3s
Ť ”Ť3
i“1Ei,r3s
Ť
E˜i,r3s
ı)
ď B P
!Ť3
i“1Ei,r3s
Ť
E˜i,r3s
)
`B P
!
Ed,r3s
ˇˇˇ Ş3
i“1 E
c
i,r3s
Ş
E˜ci,r3s
)
ď B
3ÿ
i“1
”
PtEi,r3su ` PtE˜i,r3s
ˇˇ
Eci,r3su
ı
`B P
!
Ed,r3s
ˇˇˇ Ş3
i“1 E
c
i,r3s
Ş
E˜ci,r3s
)
, (40)
where B is the number of blocks. The first inequality holds due to the union bound on l and the fact
that l does not change the probability of the error events. The second and third inequality hold because
P pA
Ť
Bq ď P pAq ` P pB|Acq and the union bound on i. Using standard arguments for each type of
the errors we get the following bounds:
The probability of the first type of the errors (PtEi,r3su) can be made arbitrary small for sufficiently
large n, if for any distinct i, j, k P t1, 2, 3u the following bound holds:
k
n
HpWAi |Wiq ď IpTAi ;Y |UTiViXiq ´ δ1pǫq. (41)
The argument follows by standard error analysis for decoding wAi at User i. At User i, with probability
sufficiently close to 1, wAi satisfies (37). Hence, to analyze Ei,r3s, it suffices to find the probability that
a codewrod wˆAi ‰ wAi satisfies (37). Note that wi is known at User i. Hence, there are approximately
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2kHpWAi |Wiq ǫ-typical sequences wˆAi . From standard arguments, one can show that the probability that
each of such sequences satisfies (37) is approximately equals to 2´nI , where I is the mutual information
on the right-hand side of (41). Therefore, the error probability PtE1,r3su approaches zero, if (41) is
satisfied.
The probability of the second type of the errors (PtE˜i,r3s|E
c
i,r3su) approaches zero for sufficiently large
n, if
k
n
HpWj,Wk|Wi,WAiq ď IpT˜jX˜j T˜kX˜k;Y Y˜ |U˜ S˜iUSiV˜j V˜kq ´ δ2pǫq. (42)
For this type of error it is assumed that the linear combinationwAi is decoded correctly. Hence, one needs
to find the probability that (38) is satisfied for a pair pwˆj, wˆkq ‰ pwj ,wkq. There are approximately
2kHpWj ,Wk|Wi,WAiq such jointly typical pairs satisfying (38a). The probability that any of such pairs
satisfies (38b) is sufficiently small for large enough n if the following inequality holds
k
n
HpWj,Wk|Wi,WAiq ď IpT˜jX˜j T˜kX˜kVjVk;Y Y˜ |U˜ S˜iUSiV˜jV˜kq ´ δ3pǫq
The mutual information above equals to the one in (42). This is due to the fact that Vi “ T˜Ai , as stated
below the equation in (10).
The third type of error (PtEd,r3s|
Ş3
i“1 E
c
i,r3s
Ş
E˜c
i,r3su) approaches zero, if |Lrls| ă 2
nIpU ;Y q. It can
be shown that for sufficiently large n,
P
!
|Lrls| ă 2nmaxBĎt1,2,3u FB`opǫq
)
ą 1´ ǫ,
where
FB “
∆ k
n
HpWBq ´ IpXB;Y |USBc V˜1, V˜2, V˜3q, @B Ď t1, 2, 3u. (43)
Therefore, the probability of third type of the errors approaches zero with rate 2´nδ for δ P p0, 1q and
sufficiently large n, if the following bounds hold for any subset B Ď t1, 2, 3u:
FB ď IpU ;Y q ´ δ ´ opǫq,
Using the definition of FB in (43), the above bounds are equivalent to the following:
k
n
HpWBq ď IpXB;Y |USBc V˜1, V˜2, V˜3q ` IpU ;Y q ´ δ ´ opǫq, @B Ď t1, 2, 3u (44)
Consequently, if the bounds in (41), (42), and (44) are satisfied for a fixed δ ą 0, then, from the
inequality in (40), we obtain
Pe ď 7B2
´nδ
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Hence, if B grows sub-exponentially as a function of n, then Pe Ñ 0 as nÑ8.
Note that the effective rate of our coding scheme is Ri “
∆ 1
n
log2Mi “
k
n
HpWiq for i “ 1, 2, 3.
Therefore, from the bounds in (41), (42), and (44), a rate triplet pR1, R2, R3q is achievable if there
exist α P p0, 1q and random variables Wr, Tr, Vr,Xr, T˜r, V˜r, X˜r, r “ 1, 2, 3, distributed as described in
Theorem 2, such that
αHpWiq “ Ri,
αHpWAi |Wiq ď IpTAi ;Y |UTiViXiq,
αHpWj ,Wk|WAi ,Wiq ď IpT˜jX˜j T˜kX˜k;Y Y˜ |U˜ S˜iUSiV˜j V˜kq,
αHpWBq ď IpXB;Y |USBc V˜1, V˜2, V˜3q ` IpU ;Y q
APPENDIX D
PROOF OF THEOREM 4
We begin the proof by the following lemma.
Lemma 6. For the channel given in Example 4, the rate triple p1´hpδq, 1´hpδq, 1´hpδqq is achievable.
Proof: The proof is given in Appendix E-A.
Remark 4. The triple p1´hpδq, 1´hpδq, 1´hpδqq is a corner point in the capacity region of the channel
in Example 4. This implies the optimality of the above coding strategy in terms of achievable rates.
The above coding strategy is different from known schemes in two ways: 1) Identical linear codes are
used to encode the messages, 2) The third user uses feedback to decode only the binary sum others’
messages.
One implication of Remark 4 is that the proposed coding scheme achieves optimality. We show a
stronger result in this Subsection. We prove that every coding scheme that achieves p1´ hpδq, 1´ hpδq,
1´ hpδqq, should carry certain algebraic structures such as closeness under the binary addition.
Suppose there exists a pN,M1,M2,M3q transmission system with rates close to Ri “ 1 ´ hpδq, and
average probability of error close to 0, in particular
P¯ ă ǫ,
1
n
log2Mi ě 1´ hpδq ´ ǫ, i “ 1, 2, 3,
where ǫ ą 0 is sufficiently small. Since there is no feedback at the first and second encoder, the
transmission system predetermines a codebook for user 1 and 2. Note that there are two outputs for
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encoder 1 and 2. Suppose C12 and C22 are the codebooks assigned to the second output of encoder 1 and
encoder 2, respectively.
Let XNi2 be the second output of encoder i, where i “ 1, 2, 3. Let Xi2,l denote the lth component of
XNi2 , where 1 ď l ď N, i “ 1, 2, 3. The following lemmas hold for this transmission system.
Lemma 7. For any fixed c ą 0, define
INc :“ tl P r1 : N s : P pX32,l ‰ X12,l ‘X22,lq ě cu.
Then, the inequality
|INc |
N
ď ηpǫq
2cp1´hpδqq holds, where ηpǫq is a function such that, ηpǫq Ñ 0, as ǫÑ 0.
Proof: The proof is given in Appendix E-B.
The Lemma implies that in order to achieve p1 ´ hpδq, 1 ´ hpδq, 1 ´ hpδqq, the third user needs to
decode X12,l‘X22,l for “almost all” l P r1 : N s. This requirement is necessary to insure that the channel
given in Figure 8 is in the first state.
In the next step, we use the results of Lemma 7, and drive two necessary conditions for decoding
X12 ‘X22.
Lemma 8. The following holds
1
N
ˇˇ
log ||C12 ‘ C22|| ´ log ||C12||
ˇˇ
ď λ1pǫq,
1
N
ˇˇ
log ||C12 ‘ C22|| ´ log ||C22||
ˇˇ
ď λ2pǫq,
where λjpǫq Ñ 0, as ǫÑ 0, j “ 1, 2.
Proof: The proof is given in Appendix E-C.
As a result of this lemma, log ||C12 ‘ C22|| needs to be close to log ||C12|| and log ||C22||. This implies
that C12 and C22 possesses an algebraic structure, and are almost close under the binary addition. Not that
for the case of unstructured random codes ||C12 ‘ C22|| « ||C12|| ˆ ||C22||. Hence, unstructured random
coding schemes are suboptimal in this example.
Remark 5. The three-user extension of CL scheme is suboptimal. Because, the conditions in Lemma 8
are not satisfied.
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APPENDIX E
PROOF OF LEMMA 6 TO 8
A. Proof of Lemma 6
Outline of the proof: We start by proposing a coding scheme. There are L blocks of transmissions
in this scheme, with new messages available at each user at the beginning of each block. The scheme
sends the messages with n uses of the channel. Let Wk
i,rls denotes the message of the ith transmitter at
the lth block, where i “ 1, 2, 3, and 1 ď l ď L. Let Wk
i,rls take values randomly and uniformly from F
k
2.
In this case, the transmission rate of each user is Ri “
k
n
, i “ 1, 2, 3. The first and the second outputs of
the ith encoder in block l is denoted by Xn
i1,rls and X
n
i2,rls, respectively.
Codebook Construction: Select a k ˆ n matrix G randomly and uniformly from Fkˆn2 . This matrix
is used as the generator matrix of a linear code. Each encoder is given the matrix G. Therefore, the
encoders use an identical linear code generated by G.
Encoder 1 and 2: For the first block set Xn
i2,r1s “ 0, for i “ 1, 2, 3. For the block l, encoder 1 sends
Xn
11,rls “W
k
1,rlsG through its first output. For the second output, encoder 1 sends X
n
11,rl´1s from block
l´1, that is Xn
12,rls “ X
n
11,rl´1s. Similarly, the outputs of the second encoder are X
n
21,rls “W
k
2,rlsG, and
Xn
22,rls “ X
n
21,rl´1s.
Encoder 3: The third encoder sends Xn
31,rls “ W
k
3,rlsG though its first output. This encoder receives
the feedback from the block l ´ 1 of the channel. This encoder wishes to decode Wk
1,rl´1s ‘W
k
2,rl´1s
using Yn
1,rl´1s. For this purpose, it subtracts X
n
31,rl´1s from Y
n
1,rl´1s. Denote the resulting vector by Z
n.
Then, it finds a unique vector w˜k P Fk2 such that pw˜
kG,Znq is ǫ-typical with respect to PXZ , where X
is uniform over F2 , and Z “ X ‘ N˜δ. If the decoding process is successful, the third encoder sends
Xn
32,rls “ w˜
k
rl´1sG. Otherwise, an event E1,rls is declared.
Decoder: The decoder receives the outputs of the channel from the lth block, that is Yn
1,rls and Y
n
2,rls.
The decoding is performed in three steps. First, the decoder uses Yn
2,rls to decode W
k
1,rl´1s, and W
k
2,rl´1s.
In particular, it finds unique w˜k1 , w˜
k
2 P F
k
2 such that pw˜
k
1G, w˜
k
2G,Y
n
2,rlsq are jointly ǫ-typical with respect
to PX12X22Y2 . Otherwise, an error event E2,rls will be declared.
Suppose the first part of the decoding process is successful. At the second step, the decoder calculates
Xn
11,rl´1s, and X
n
21,rl´1s. This is possible, because X
n
11,rl´1s, and X
n
21,rl´1s are functions of the messages.
The decoder, then, subtracts Xn
11,rl´1s ‘X
n
21,rl´1s from Y1,rl´1s. The resulting vector is
Y˜n “ Xn31,rl´1s ‘ N˜
n
δ .
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In this situation, the channel from X31 to Y˜ is a binary additive channel with δ as the bias of the noise. At
the third step, the decoder uses Y˜n to decode the message of the third user, i.e., Wk
3,rl´1s. In particular,
the decoder finds unique w˜k3 P F
k
2 such that pw˜
k
3G, Y˜
nq are jointly ǫ-typical with respect to P
X31Y˜
.
Otherwise, an error event E3,rls is declared.
Error Analysis: We can show that this problem is equivalent to a point-to-point channel coding
problem, where the channel is described by Z “ X ‘ N˜δ. The average probability of error approaches
zero, if k
n
ď 1´ hbpδq.
Suppose there is no error in the decoding process of the third user. That is Ec
1,rls occurs. Therefore,
Xn
32,rls “ X
n
22,rls‘X
n
12,rls with probability one. As a result, the channel in Fig. 8 is in the first state. This
implies that the corresponding channel consists of two parallel binary additive channel with independent
noises and bias δ. Similar to the argument for E1, it can be shown that P pE2,rls|E1,rlsq Ñ 0, if
k
n
ď
1´ hbpδq. Lastly, we can show that conditioned on E
c
1,rls and E
c
2,rls, the probability of E3,rls approaches
zero, if k
n
ď 1´ hbpδq.
As a result of the above argument, the average probability of error approaches 0, if k
n
ď 1 ´ hbpδq.
This implies that the rates Ri “ 1´ hbpδq, i “ 1, 2, 3 are achievable, and the proof is completed.
B. Proof of Lemma 7
Proof: Let Ri be the rate of the ith encoder. We have Ri ě 1´hbpδq´ ǫ. We apply the generalized
Fano’s inequality (Lemma 4.3 in [17]) for decoding of the messages. More precisely, as P¯ ď ǫ, we have
1
M1M2M3
HpΘ1,Θ2,Θ3|Y
N q ď hpP¯ q ď hpǫq
By the definition of the rate we have
R1 `R2 `R3 “
1
N
HpΘ1,Θ2,Θ3q
ď
1
N
IpΘ1,Θ2,Θ3;Y
nq ` opǫq
paq
ď
1
N
IpXn1 ,X
n
2 ,X
n
3 ;Y
N q ` opǫq
pbq
ď 3´
1
N
HpYn|Xnq ` opǫq, (45)
where paq is because of (7), and for pbq we use the fact that Y is a vector of three binary random
variables, which implies 1
N
HpY N q ď 3. As the channel is memoryless, and since (7) holds, we have
1
N
HpYn|Xnq “
1
N
Nÿ
l“1
HpYl|X1,lX2,lX3,lq.
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Let P pX32,l ‰ X12,l ‘X12,lq “ ql, for l P r1 : N s. Denote q¯l “ 1´ ql. We can show that,
HpYl|X1,lX2,lX3,lq “ p1` 2q¯lqhbpδq ` 2ql.
We use the above argument, and the last inequality in (45) to give the following bound
R1 `R2 `R3 ď 3´
1
N
Nÿ
l“1
rp1` 2q¯lqhbpδq ` 2qls ` opǫq
“ 3´ 3hbpδq `
1
N
2p1 ´ hbpδqq
Nÿ
l“1
ql ` opǫq
By assumption R1 `R2 `R3 ě 3p1 ´ hbpδq ´ ǫq. Therefore, using the above bound we obtain,
3ǫ` opǫq
2p1´ hbpδqq
ě
1
N
Nÿ
l“1
ql
paq
ě
1
N
ÿ
lPINc
ql,
where paq holds, because we remove the summation over all l R INc . We defined I
N
c as in the statement
of this Lemma. Note that if l P INc , then ql ě c. Finally, we obtain
|INc |
N
ď
3ǫ` opǫq
2cp1 ´ hbpδqq
C. Proof of Lemma 8
Proof: Let INc be as in Lemma 7. The average probability of error for decoding X
N
12 ‘ X
N
22 is
bounded as
P¯e “
1
N
Nÿ
l“1
P pX32,l ‰ X12,l ‘X22,lq
“
1
N
ÿ
lPINc
P pX32,l ‰ X12,l ‘X22,lq `
1
N
ÿ
lRLNc
P pX32,l ‰ X12,l ‘X22,lq
ď
|INc |
N
` cp1´
|INc |
N
q
“ p1´ cq
|INc |
N
` c
ď p1´ cq
ηpǫq
2cp1 ´ hpδqq
` c
As a result as ǫÑ 0, then P¯e Ñ c. Since c ą 0 is arbitrary, P¯e can be made arbitrary small. Hence, for
any ǫ1 ą 0, and there exist ǫ ą 0 and large enough N such that P¯e ă ǫ
1. Note that XN32 is a function of
M3, Y
N
1 , Y
N
12 and Y
N
22 . Next we argue that to get P¯e ă ǫ
1, it is enough for XN32 to be a function of M3,
Y N1 . More precisely, given X32,l, the random variables Y12,l and Y22,l are independent of X12,l ‘X22,l.
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To see this, we need to consider two cases. If X32,l “ X12,l ‘X22,l then the argument follows trivially.
Otherwise, Y12,l “ X12,l ‘N1{2, where N1{2 „ Berp1{2q, and it is independent of X12,l. Hence in this
case, Y12,l is independent of X12,l. Similarly, Y22,l is independent of X22,l.
By subtracting XN31 from Y
N
1 , we get Z
N :“ XN11‘X
N
21‘N
N
δ . Next, we argue that the third encoder
uses ZN to decode XN12 ‘X
N
22. Since M3 is independent of M1 and M2, it is independent of X
N
1j ,X
N
j2
for j “ 1, 2. Therefore ZN is independent of M3. Hence, X
N
32 is function of Z
N . Intuitively, we convert
the problem of decoding XN11‘X
N
21 to a point to point channel coding problem. The channel in this case
is a binary additive channel with noise Nδ „ Berpδq. In this channel coding problem the codebook at
the encoder is C12 ‘ C22. The capacity of this channel equals 1 ´ hbpδq. Since the average probability
of error is small, we can use the generalized Fano’s inequality to bound the rate of the encoder. As a
result, it can be shown that
1
N
log2 ||C12 ‘ C22|| ď 1´ hbpδq ` ηpǫq, (46)
where ηpǫq Ñ 0 as ǫÑ 0.
Lemma 9. The following bound holds
1
N
log2 ||Cj2|| ě 1´ hbpδq ´ γjpǫq, (47)
where j “ 1, 2 and γjpǫq Ñ 0 as ǫÑ 0.
Outline of the proof: First, we show that the decoder must decode M3 from Y
N
1 . We argued in
the above that XN32 is independent of M3. Hence, the message M3 is encoded only to X
N
31. Since X
N
31
is sent though the first channel in Example 1, the decoder must decode M3 from Y
N
1 . Next, we argue
that the receiver must decode M1 and M2 from Y
N
21 and Y
N
22 , respectively. Note that the rate of the third
encoder is 1´ hbpδq, which equals to the capacity of the first channel given X
N
11 ‘X
N
21. Therefore, the
decoder can decode M3, if it has X
N
11 ‘X
N
21. Hence, the decoder must reconstruct X
N
11 ‘X
N
21 from the
second channel. It can be shown that this is possible, if the decoder can decode M1 and M2 from the
second channel. As a result, from Fano’s inequality, the bounds in the Claim hold.
Finally, using (46) and (47) we get
0 ď
1
N
log2 ||C12 ‘ C22|| ´
1
N
log2 ||Cj2|| ď ηpǫq ` γjpǫq, j “ 1, 2.
This completes the proof.
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