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Abstract 
The work presented in this thesis consists of three distinct areas, each of which is 
explored using solution-phase femtosecond transient electronic (ultraviolet/visible) 
absorption spectroscopy. The first area is the effects of the environmental surroundings 
on the intrinsic photodynamics of a molecule. The second area is the photodynamics 
responsible for the apparent photostability of a pair of photoprotective molecules. 
Finally, we explore the effects of two-photon excitation on a ruthenium metal complex. 
The overarching link between these areas, which at face value appear disconnected, is 
the idea of the protection of biological systems from the deleterious effects of exposure 
to solar ultraviolet. 
The first experiment studies the solvation effects on the photodynamics of 4-tert-
butyl-1,2-dihydroxybenzene, a motif of an ultraviolet radiation absorbing chromophore 
subunit of eumelanin, which serves in the body’s natural photoprotection mechanisms. 
This work demonstrates that the level of solvent interaction can have a drastic effect on 
the inherent photodynamics. In the case of a weakly interacting solvent the observed 
dynamics display a similarity to those observed of the molecule in the isolated 
environment of the gas-phase, which consist of an ultrafast O–H bond dissociation. 
However, when placed in a strongly interacting solvent, the dynamics change 
significantly. Rather than an ultrafast dissociation, a multitude of decay pathways occur 
instead and take place on the order of nanoseconds. 
The second experiment studies the ultrafast deactivation route for a pair of 
sunscreening agents, 3-(4-hydroxy-3-methoxyphenyl)-2-propenoic acid and 3-(3,4-
dihydroxyphenyl)-2-propenoic acid. In this work, we highlight an ultrafast 
photoisomerization pathway between the trans- and cis-isomers. This involves a 
population transfer between two excited states, aided by a conical intersection and 
subsequently through a second conical intersection between an excited state and ground 
state along the isomerization coordinate, to regenerate the original trans-isomer or the 
cis-isomer. 
The third experiment studies the role of two-photon activation on a ruthenium poly-
pyridyl complex and compares this to the one-photon activation process. In this work 
we demonstrate that both methods of activation result in the same photoproduct and on 
comparable timescales and yields. In doing so, we demonstrate that the observed excited 
state dynamics appear to be independent of the excitation method, which may have 
repercussions in the design of next generation photochemotherapy drugs. 
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1.1 Spectroscopy  
Spectroscopy is a powerful tool for obtaining information about a variety of systems 
ranging from the properties of individual atoms, to the composition of celestial bodies. 
The origins of spectroscopy can be traced back to Newton with the separation of the 
solar spectrum into its composite colours.1 In 1802 Wollaston expanded upon Newton’s 
work by discerning dark spectral lines within the solar spectrum.2 However, it was not 
until Herschel’s work in 1822 that spectroscopy was used as an apparatus for chemical 
analysis; by burning various compounds the resulting colour of the flame could be used 
to identify the constituent elements.3 This approach used the emission line spectrum for 
identification rather than the absorption lines observed within the solar spectrum. In 
1859 Kirchhoff put forward a theory that linked emission and absorption, stating that 
any atomic species that possessed a strong emission at a particular wavelength would 
also absorb at that same wavelength.4 This theory gave rise to the use of visible 
spectrophotometry, both absorption and emission, as a powerful tool for chemical 
analysis and led to the identification of new elements. The reason behind why the 
absorptions and emissions appeared as distinct lines was not explained until the 
discovery of the electron in 1897 by J. J Thompson,5 followed by the dawn of quantum 
mechanics. Bohr linked the idea that when an electron transitions between two states, it 
will either absorb or emit light equal to the energy gap between the two states, causing 
characteristic spectral lines.6 Not only did this explain the discrete spectral lines, it also 
highlighted the information that could be gained on the inner workings of atoms and 
molecules through spectroscopy. 
Spectroscopy was eventually applied to monitoring the progression of chemical 
reactions in the form of flash photolysis; a rudimentary pump-probe technique.7,8 An 
initial flash of light (pump) is used to initiate a chemical reaction and the progression in 
the reaction is then tracked by the change in absorption (probe) of the sample over time. 
Limitations in the temporal and spectral resolutions limited the amount of information 
that could be gleaned and also limited the types of chemical reactions that could be 
analysed in this way. The development of the laser in the late 1960s led to a stark 
improvement in the information that could be acquired from spectroscopy.9 A laser’s 
ability to produce coherent light with narrower spectral dispersion and shorter pulse 
durations than previous light sources, provided a host of new spectroscopic techniques, 
some of which will be discussed in the ensuing paragraphs and chapters. 
In 1974 the first laser with a pulse duration in the femtosecond (10-15 s, fs) regime 
was produced using the technique of mode-locking.10 This was a particularly noteworthy 
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milestone as nuclear motion occurs on this timescale, providing unparalleled 
information on reaction dynamics. This ability was first exploited by Ahmed Zewail in 
studying the photodissociation of the triatomic molecule, iodine cyanide.11,12 Zewail 
further applied the use of femtosecond pulses to a plethora of systems ranging from 
diatomics to large polyatomic systems, leading to the birth of “femtochemistry”; this 
earned Zewail the Nobel Prize for chemistry in 1999.13 
In this thesis the femtosecond spectroscopic technique, transient electronic 
(ultraviolet (UV)/visible) absorption spectroscopy (TEAS), is used to garner insight into 
three areas. The first is the biologically relevant motif, 4-tert-butylcatechol in several 
differing environments, allowing for the observation of environmental influences upon 
the intrinsic photodynamics of this motif. Using this technique will help to build a clearer 
picture of the photodynamics of the full biomolecule, eumelanin, in its native 
environment. Secondly TEAS is used to study the photodynamical processes that occur 
within UV photoprotective (or sunscreen filter) molecules. Many of these molecules have 
been studied via static irradiation experiments, where they display relatively long-term 
stability to prolonged UV exposure while reducing the effects of UV induced 
photodamage to human skin. However, the underlying photophysics responsible for 
their photoprotective nature is poorly understood, and here we explore the dynamics of 
ferulic acid (3-(4-hydroxy-3-methoxyphenyl)-2-propenoic acid) and caffeic acid (3-(3,4-
dihydroxyphenyl)-2-propenoic acid) as representative cases, to shed-light on their 
apparent photostability. Finally, we build upon previous work on the mechanism of one-
photon (OPA) activation of a potential photochemotherapy drug, a ruthenium poly-
pyridyl complex, [Ru(bipyridine)2(nicotinamide)2]2+ ([Ru(bpy)2(NA)2]2+). Specifically, 
we explore how two-photon absorption (TPA) alters the photoactivation mechanism of 
this drug versus the one-photon absorption counterpart. 
1.2 Absorption 
Any atom or molecule is capable of absorbing light and thereby gaining the energy of the 
incident photon which induces a transition to a higher energy level. Depending on the 
wavelength of the light, this transition can be either electronic, vibrational or rotational. 
The focus of this thesis is on electronic transitions which, for aromatic molecules, are 
usually caused by the absorption of light in the UV-visible region of the electromagnetic 
spectrum.  
Here, an overview is given on the modelling of absorption in a classical manner, 
before moving onto the quantum mechanical interpretation and the various rules 
governing the strength of absorption. 
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1.2.1 Beer-Lambert Law 
When light with intensity 𝐼0 passes through a solution, it can be attenuated by the 
molecules absorbing the incident light. The amount of absorption (𝐴) at a specific 
wavelength (𝜆) is given by log (𝐼0(𝜆) 𝐼(𝜆))⁄ , where 𝐼 is the intensity of light after 
transmission through the sample. The absorption of a sample can be related to the path 
length of the absorbing medium (𝑙) and concentration of the absorber (𝐶) by the Beer-
Lambert law:14 
 
𝐴(𝜆) = log
𝐼0(𝜆)
𝐼(𝜆)
= 𝜀(𝜆)𝑙𝐶 (1.1) 
Here, 𝜀 is the molar absorption coefficient of the sample and, since 𝐴 is dimensionless, 
has the units mol-1 dm3 cm-1. In order to understand where this coefficient comes from 
and how it relates to a particular species, it is best to invoke a quantum mechanical 
interpretation. 
1.2.2 Schrödinger Equation 
A quantum mechanical interpretation first requires consideration of the Schrödinger 
equation.15 Any molecular property can be described by solving its molecular 
Schrödinger equation:15-17  
 H𝜓(𝑟, 𝑅) = E𝜓(𝑟, 𝑅) (1.2) 
In Equation (1.2), H is the Hamiltonian operator, E is the total energy and 𝜓 is the 
wavefunction for the molecule over both the nuclear coordinate (𝑅) and the electron 
coordinate (𝑟). The Hamiltonian is constructed from the sum of potential and kinetic 
energy operators:15-17 
 H = T𝑒 + T𝑛 + V𝑒𝑛 + V𝑒𝑒 + V𝑛𝑛 (1.3) 
V𝑒𝑒 and V𝑛𝑛 are the potential energies arising from the coulombic repulsion between the 
electrons and between the nuclei, respectively; V𝑒𝑛 is the potential energy of the 
coulombic attraction between the electron and the nuclei; Te and T𝑛 are the kinetic 
energies for the electrons and nuclei respectively. 
1.2.3 Born-Oppenheimer Approximation 
Due to the complex nature of polyatomic systems as well as modelling system in an 
adiabatic manner an approximation is required. The approximation that is used 
throughout this thesis is the Born-Oppenheimer approximation,18,19 which exploits the 
mass difference between electrons and nuclei (mproton/melectron ≈ 1836) to justify the 
separation of the nuclear motion from electronic motion. This enables the separation of 
5 | P a g e  
 
the electronic (𝑒) and nuclear (𝑛) terms of the Schrödinger equation. In effect, whenever 
the nuclei move, the electrons rearrange instantaneously, or the electrons can move 
while the nuclear coordinates remain fixed. The electronic Schrödinger equation, which 
takes into account fixed nuclear coordinates is as follows:15-17 
 H𝑒𝜓𝑒 = E𝑒𝜓𝑒 (1.4) 
As the nuclear coordinates are fixed, the Hamiltonian operator is now composed of:15-17 
 H𝑒 = T𝑒 + V𝑒𝑛 + V𝑒𝑒 (1.5) 
V𝑒𝑛 still depends on the nuclei coordinates and so do E𝑒 and 𝜓𝑒 , but since the nuclear 
coordinates are stationary it can be treated as a parametric variable.  
The nuclear Schrödinger equation is given by:15-17 
 H𝑛𝜓𝑛 = E𝑛𝜓𝑛 (1.6) 
Where:15-17 
 H𝑛 =  T𝑛 + V𝑛𝑛 + E𝑒 (1.7) 
As the Born-Oppenheimer approximation separates the electronic and nuclear motion, 
𝐸𝑒 is first calculated using the electronic Schrödinger equation and thus treated as a 
constant in the nuclear Schrödinger equation. 
By combining the values V𝑛𝑛 and E𝑒 at each nuclear displacement, an adiabatic 
potential energy cut (PEC) along a specific displacement coordinate (Figure 1.1) can be 
produced for the molecule. The calculation of these PECs or more generally potential 
energy surfaces (PESs) for multiple displacement coordinates, using computational 
chemistry techniques, can assist in interpreting the experimental data obtained via 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1 A schematic of potential energy cuts of three electronic states along the 
nuclear displacement coordinate a–b. Black, red and blue lines show the potential energy 
of the ground, bound excited and dissociative excited electronic states respectively.  
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spectroscopy. We will use such PECs and PESs in our discussions of the results in the 
proceeding chapters of this thesis.  
1.2.4 Uncertainty Principle 
Another consideration when using a quantum mechanical interpretation is the 
uncertainty principle,15 especially with regards to the ultrafast timescales presented 
within this thesis. While the most prominent example of the uncertainty principle is the 
relationship between the position and momentum of a particle put forward by 
Heisenberg,20 a similar relationship exists between energy and time:†15 
 
∆𝐸∆𝑡 ≥
ℏ
2
 (1.8) 
Here ℏ is the reduced Planck constant which equals h 2𝜋⁄ , where h is the Planck’s 
constant.‡ ∆𝐸 is the uncertainty in energy and ∆𝑡 is the uncertainty in time, therefore in 
order to generate a femtosecond pulse (small ∆𝑡) spectral resolution must be sacrificed 
(large ∆𝐸) in order to satisfy the above relationship. Rather than generating an ensemble 
of molecules within the same vibronic state (vide infra), the broad energy bandwidth of 
the ultrafast pulse will prepare molecules with a variety of energies. This is particularly 
pertinent in systems that exist in a range of conformers with similar absorptions, or 
multiple electronic states possessing similar energies, as the spectral broadness of the 
pulse will cause a reduction in selectivity. Therefore, while ultrafast pulses give 
unparalleled insight into the kinetics of photochemistry, they do so at the sacrifice of 
spectral selectivity.  
The amount of spectral broadening an ultrafast pulse with a Gaussian profile will 
experience can be calculated from: 
 
∆?̃? ≈
0.441
𝑡𝑝𝑐
 (1.9) 
∆?̃? is the full width half maximum (FWHM) of the frequency in wavenumbers, 𝑡𝑝 is the 
FWHM of the pulse duration and 𝑐 is the speed of light in a vacuum. Therefore a Gaussian 
pulse with 100 fs FWHM will have at least a ∆?̃? of ~150 cm-1, while to get a spectral 
bandwidth of 1 cm-1 the pulse duration must be ~15 ps or greater. 
 
                                                          
† However, this is not strictly true as time does not have a time operator, but for the scope 
of this thesis the relationship provided is a good approximation. 
‡ h = 6.626 × 10−34 Js 
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1.2.5 Transition Dipole Moment 
Returning to absorption, the absorption of a photon with energy hν induces an excitation 
from an initial state 𝑖 to some higher state 𝑓, with the energy difference ∆𝐸𝑓𝑖  = hν. The 
probability of absorption occurring has the proportionality:17,21-23  
 𝐴 ∝ |𝜇𝑓𝑖|
2
 (1.10) 
Here, 𝜇𝑓𝑖  is the transition dipole moment of the two states; the square of the transition 
dipole moment is proportional to the probability of absorption. The transition dipole 
moment is given by:15-17,21,22  
 
𝜇𝑓𝑖 = ∫ 𝜓𝑓
∗?̂? 𝜓𝑖𝑑𝜏 (1.11) 
where ?̂? is the electric dipole moment operator, 𝜓𝑖 represents the wavefunction of the 
state 𝑖 and 𝜓𝑓
∗  is the complex conjugate of the wavefunction of state 𝑓. Both of these 
wavefunctions are dependent on the electronic and nuclear coordinates. By applying the 
Born-Oppenheimer approximation, these wavefunctions can be separated into the 
nuclear and electronic component wavefunctions, 𝜓𝑛 and  𝜓𝑒 respectively. In doing so, 
Equation (1.11) can be written as:15-17,21,22  
 
𝜇𝑓𝑖 = ∫ 𝜓𝑓𝑒
∗ ?̂? 𝜓𝑖𝑒𝑑𝜏 ∫ 𝜓𝑓𝑛
∗ 𝜓𝑖𝑛𝑑𝑅 (1.12) 
The first integral in Equation (1.12) is the expectation value of the electronic 
wavefunctions and its dependence on the electric dipole moment (?̂?). The second 
integral is dependent upon the nuclei and their vibrations, involved in the transition, and 
hence is referred to as the vibrational overlap integral. It is this integral that gives rise 
to the Franck-Condon principle. 
1.2.6 Franck-Condon Principle 
The Franck-Condon principle states that the intensity of vibronic transitions are 
dependent on the overlap between the vibrational modes of the initial and final 
electronic states.24-26 A vibronic transition is when a change in the electronic and 
vibrational states occurs within the same transition. The strength of this coupling is 
dependent on the vibrational overlap integral and the probability of transition is given 
by the square of this integral which is called the Franck-Condon factor. The Franck-
Condon principle can also be envisaged in terms of the PEC of both the ground and 
excited states. Generally, the minimum energy geometry of the excited state is different 
to that of the ground state. As previously mentioned, electronic transitions occur before 
any nuclear (geometric) movement, leading to a vertical transition,17 as depicted in 
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Figure 1.2. In this example, a vertical transition from 𝑣0
′′ has the greatest overlap with 𝑣2
′ , 
though weaker overlap exists with other 𝑣𝑛
′ , therefore a spread of vibrational modes can 
be populated with 𝑣2
′  having the highest probability (Figure 1.2 insert). 
1.2.7 Selection Rules 
The possibility of absorption of a photon is also governed by a series of selection rules 
related to the quantum numbers of the photon and electron involved in the transition. 
Not only does the photon’s energy need to be conserved during absorption, it also 
possesses orbital angular momentum which also needs to be conserved, resulting in the 
following selection rule:15,16 
 ∆𝑙 = ±1 (1.13) 
Where 𝑙 is the orbital angular momentum of the absorbing species. 
Another constraint on absorption arises due to an electron’s fundamental property 
of spin. During an absorption, the initial spin state of the excited electron must be 
maintained. Therefore the spin multiplicity (2𝑆 + 1)§ of the final state must equal the 
                                                          
§ 𝑆 = ∑|𝒔|𝑖  where 𝒔 is the spin of the electron (defined as 𝒔 = 1 2⁄ ) and 𝑖 is the number of 
electrons.15 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.2 Graphical representation of the Franck-Condon principle and its effect on the 
transition probability. (left) Demonstrates a vertical transition, from the ground state 𝑣0
′′ to 
an excited state with a differing minimum energy bond-length. (right) A graph showing the 
probability of each vibronic transition. Note that here, prime and double prime on the 
vibrational quantum number 𝑣 refers to a vibrational state belonging to the excited and 
ground electronic states respectively. 
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initial state, though this is not formally forbidden due to the phenomenon of spin-orbit 
coupling.15,16,27 This phenomenon occurs when the spin magnetic moments and orbital 
magnetic moments couple and allows for transitions between states of differing spin 
multiplicity. The probability of spin-orbit coupling allowing a transition to occur is 
proportional to the mass of the atom (𝑝 ∝ 𝑍4),15 hence molecules containing heavy 
atoms have a higher propensity to undergo transitions resulting in a change of spin 
multiplicity. Within this thesis, we will only be concerned by states with a spin 
multiplicity of 1 (𝑆 = 0, singlet, Sn) and 3 (𝑆 = 1, triplet, Tn)  
1.2.8 Two-Photon Absorption 
Currently we have only discussed an electronic transition, 𝑖 to 𝑓, due to absorption of 
one photon equal in energy to ∆𝐸𝑓𝑖 . It is in fact possible that this transition can occur via 
the instantaneous absorption of multiple photons whose combined energy equals ∆𝐸𝑓𝑖 .28 
While this can in principle occur with any number of photons, we shall only focus on TPA 
as this features in Chapter 5. Furthermore, we will only discuss TPA involving photons 
with equal energy i.e. hν = 1 2⁄ ∆𝐸𝑓𝑖. Unlike OPA, which is a linear process, TPA is a 
second order nonlinear process;** absorbance displays a squared dependence with the 
incident light intensity (I2). Another intricacy of TPA is its mediation by a virtual state29 
(𝑤) which can be envisaged as a superposition of the states 𝑖 and 𝑓. Therefore the 
absorption is proportional to:28 
 
𝐴 ∝ 𝐼2 |∫ 𝜓𝑤
∗ ?̂?𝑤𝑖 𝜓𝑖𝑑𝜏 ∫ 𝜓𝑓
∗?̂?𝑓𝑤 𝜓𝑤𝑑𝜏|
2
 (1.14) 
Here, 𝜓𝑤 is the wavefunction the virtual state, ?̂?𝑤𝑖 is the electric dipole moment between 
the states 𝑤 and 𝑖, and ?̂?𝑓𝑤 is the electric dipole moment between the states 𝑓 and 𝑤. 
Given that these two integrals are transition dipole moments, they can be separated out 
into their electronic and nuclear components via the Born-Oppenheimer approximation. 
This highlights the fact that, as in OPA, the vibronic transition strength is determined by 
the Franck-Condon principle. 
As with OPA, TPA is governed by selection rules, though as two photons are 
involved, the rules are slightly modified. As both photons contain one quantum of 
angular momentum, the selection rule for 𝑙 changes to:  
 ∆𝑙 = 0, ±2 (1.15) 
                                                          
** Non-linear processes are explained in more detail in the experimental section (Section 2.2). 
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As can be seen, the difference in the selection rule of 𝑙 means that states that are 
accessible by OPA are not accessible with TPA and vice versa. In the case of spin 
multiplicity, TPA obeys the same restrictions as with OPA. 
While the above describes TPA on a quantum mechanical level, it is more practical 
to determine the attenuation of light passing through a sample in a classical way, akin to 
the Beer-Lambert law for OPA. The change in intensity as the light travels through a 
sample can be modelled by:30,31  
 
𝐼(𝑙, 𝜆) =
𝐼0(𝜆)
1 + 𝛽(𝜆)𝐼0(𝜆)𝑙
 (1.16) 
𝛽(𝜆) is the molecular TPA cross-section, given the units Göppert-Mayer (1 GM = 10-50 
cm4 s photons-1 molecule-1). The value of this unit clearly demonstrates the large 
intensities of light required to induce a measureable number of TPA events. Generally, 
TPA only becomes possible with pulsed lasers as these provide sufficiently high power 
density. 
1.3 Relaxation of Excited States 
Following absorption, the excited molecule now possesses excess energy equal to hν or, 
in the case of TPA, 2hν. As the molecule is in an excited state, it will now want to release 
this excess energy and return to its ground electronic state in order to re-establish an 
equilibrium with its surroundings. It is able to achieve this through a variety of methods. 
Some of these relaxation processes can be destructive to the molecule as the excess 
energy could allow a chemical reaction to occur that was previously inaccessible, or even 
cause bond fission within the molecule. Alternatively, the molecule may relax through 
non-destructive pathways, returning back to its original state. Examples of these latter, 
non-damaging, relaxation pathways are shown in the Jablonski diagram32 in Figure 1.3. 
These relaxation mechanisms generally occur on femtosecond (fs, 10-15 s), picosecond 
(ps, 10-12) or nanosecond (ns, 10-9 s) timescales, however in the case of phosphorescence 
it ranges from microseconds (μs, 10-6 s) to hours.27 
1.3.1 Vibrational Energy Transfer 
As most of these electronic transitions are vibronic in nature, not only will the molecule 
possess excess electronic energy, it will also possess excess vibrational energy due to the 
population of higher vibrational modes 𝑣𝑛
′  (n > 0). From these modes the molecules will 
want to relax back down to the state’s lowest energy vibrational mode (𝑣0
′ ); it can 
achieve this relaxation in two ways. The first is to redistribute this energy throughout 
11 | P a g e  
 
the rest of the molecule’s vibrational modes along differing nuclear coordinates. This is 
referred to as intramolecular vibrational redistribution (see below, IVR).33,34 The other 
process is to transfer the excess energy to the molecule’s surroundings, e.g. the solvent 
bath, and this is termed intermolecular energy transfer (IET).35 As IVR requires access 
to additional vibrational modes, it only occurs within polyatomic molecules, while IET 
only occurs if the molecule is capable of interacting with other molecules. Collectively, 
IVR and IET are termed vibrational energy transfer (VET) and can lead to interesting 
changes to the relaxation dynamics of the molecule; if the initial vibrational mode 
possesses enough energy to access a decay pathway, but lower energy modes do not, the 
pathway will display a dependence on the rate of VET. VET can also occur in ground 
electronic state molecules that have been populated vibrationally hot from an electronic 
excited state (Figure 1.3). 
 
 
Figure 1.3 Jablonski diagram depicting possible relaxation routes of a molecule 
electronically excited to its S2 state from the ground state S0. The thick black lines 
represent the lowest vibrational mode (𝑣0) of the electronic state, while the thin black 
lines resent higher vibrational modes (𝑣𝑛 , 𝑛 > 0). 
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1.3.1.1. Intramolecular Vibrational Redistribution 
As previously mentioned, IVR involves excess vibrational energy transferring across 
other vibrational modes of the molecule. These modes are either equal or lower in 
energy than the initial vibrational modes. As this is a redistribution of the energy, the 
total energy of the molecule is not reduced, but rather distributed across a series of 
orthogonal modes. It is possible to model the rate of vibrational relaxation (𝑘𝑗𝑏) due to 
intramolecular redistribution by Fermi’s golden rule:15,16 
 
𝑘𝑗𝑏 =
2𝜋
ℏ
|𝑉𝑗𝑏|
2
𝜌𝑚 (1.17) 
Here |𝑉𝑗𝑏| is related to the strength of coupling between the vibrational state, 𝑗, and the 
bath of additional vibrational states, 𝑏, and 𝜌𝑚 is the density of states that are 
energetically accessible. The density of states within a molecule is dependent upon the 
vibrational degrees of freedom of the molecule, which is given by 3N-6†† where N is the 
number of atoms,15-17,36 thus larger molecules tend to display faster IVR.37 Due to the 
greater number of vibrational modes for the energy to spread over, the probability of 
coupling back to the initial state once the energy transfers out is near-zero, therefore this 
transfer can be treated as irreversible. In smaller molecules on the other hand, the 
smaller number of states to which the energy can transfer can lead to the possibility of a 
recurrence in the initial state.33 This dependency on the density of states also means that 
the rate of transfer is dependent on the energy the vibrational mode possesses. At higher 
vibrational levels, more vibrational modes are energetically accessible, leading to higher 
rates of IVR early on. As the energy spreads across lower energy vibrational modes, the 
density of states becomes lower, thus reducing the rate of transfer35 which can affect the 
rate of processes that are reliant on the low-energy vibrational modes e.g. fluorescence. 
1.3.1.2. Intermolecular Energy Transfer 
A molecule is also capable of disposing its excess vibrational energy via interaction with 
other molecules, however this process is non-existent in isolated systems, such as the 
gas-phase‡‡ (see Chapter 3). By transferring the energy to another molecule, the excited 
molecule's energy is reduced, “cooling” the excited molecule. Like IVR, the rate of IET is 
dependent on Fermi’s golden rule, but is better described by using a Landau-Teller 
approach; a semi-classical molecular collision theory. Therefore the rate of vibrational 
cooling (𝑘𝑐) of the molecules excess vibrational energy is better modelled by:35 
                                                          
†† In a diatomic, and linear polyatomic molecule, it is given by 3N-5. 
‡‡ Unless molecular clusters are present. 
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𝑘𝑐 =
2 tanh(𝛽ℏ𝑣 2⁄ )
𝜇𝛽ℏ𝑣
𝜁(𝑣) (1.18) 
In the above equation 𝑣 is the frequency of the vibration, 𝜇 is the reduced mass of the 
molecule, 𝛽 =  1 𝑘𝑏𝑇⁄ , where 𝑘𝑏 is the Boltzmann constant and 𝑇 is temperature. This 
only works within the limits of ℏ𝑣 < 𝑘𝑏𝑇. 𝜁 is the friction to the vibration due to the 
solvent forces acting on the vibrational mode and this is inversely proportional to the 
frequency of the vibrational mode. As a consequence, when the molecule is in low 
frequency modes, the rate of IET increases. This is in contrast to IVR which slows down 
when modes with low vibrational quantum numbers are populated owing to the 
decrease in the density of states.35 
1.3.2 Excited State Relaxation 
While VET covers the excess vibrational energy caused by a vibronic transition, it does 
not deal with the excess electronic energy imparted to the molecule.33,35,37 There is an 
array of electronic relaxation methods that an excited electronic state can undergo and 
these shall be discussed below. 
1.3.2.1. Emission 
It is possible that an electronically excited molecule can undergo the spontaneous 
emission of a photon by transitioning from the excited state to the ground state.15,16,38,39 
This transition can be treated as the reverse of absorption, as it is still dependent on the 
Franck-Condon principle and selection rules.15,16,22 However, a few caveats must be 
considered. Generally, the energy of the photon due to spontaneous emission is lower 
than the initial absorbed photon energy, as spontaneous emission tends to occur from 
the lowest excited singlet vibronic state. This is referred to as Kasha’s rule40 and is a by-
product of the difference in rates between VET, internal conversion (IC) (vide infra) and 
spontaneous emission. Spontaneous emission tends to occur on a ns timescale whereas 
VET and IC between excited states occur in the ps regime or faster.27 As the transition is 
vibronic, it is also ruled by the Franck-Condon principle, and the overlap between 𝑣0
′  and 
𝑣𝑛
′′ is generally greater with the higher vibrational modes of the ground state. As 
mentioned above, this manifests as a reduction in the energy of the emitted photon 
compared to the absorbed photon. This phenomenon is best demonstrated by 
comparing the emission spectrum to the absorption spectrum: generally, the two spectra 
appear as near mirror images with the emission spectrum being lower in energy as 
shown in Figure 1.4. There tends to be some spectral overlap between the two spectra 
(absorption/emission) due to the 𝑣0
′′ to 𝑣0
′  transition, though in some cases the two 
spectra do not overlap. This can occur if the molecule undergoes some sort of structural 
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change, e.g. excited state hydrogen transfer, as the new structural rearrangement can be 
more stable in its excited state reducing the energy gap between the excited state and 
ground state.38 
As with emission, the 𝑆 multiplicity of the initial and final states have to be 
maintained, though spin-orbit coupling is again able to lift this restriction.15,16,27 When 
the emission causes a transition between two states with the same multiplicity, normally 
singlet to singlet, it is termed fluorescence. If the states change in multiplicity, commonly 
triplet to singlet, it is referred to as phosphorescence. In the case of phosphorescence, 
the emission spectrum (Figure 1.4 inset) tends to be heavily shifted to lower energies as 
the lowest triplet state tends to be significantly lower in energy than the lowest excited 
singlet. As phosphorescence is a forbidden process, the timescale for this emission can 
range from µs to hours.27 
1.3.2.2. Internal Conversion 
While fluorescence and phosphorescence are radiative processes (i.e. they involve the 
emission of a photon), it is possible for an excited molecule to undergo a transition 
 
Figure 1.4 A graphical representation (left) of the effect of VET and the Franck-Condon 
principle on the wavelength of the emitted photon during fluorescence/phosphorescence. 
The graph (right) shows an example of absorption and emission spectra, the absorption 
(blue) and the fluorescence (green) are almost mirror images that overlap at the 𝑣0
′  to 𝑣0
′′ 
transition, while the phosphorescence is further red-shifted due to the triplet state (PEC 
shown in grey) being lower in energy. 
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between electronic states in a non-radiative manner.41-44 As with absorption and 
emission, any change in 𝑆 is forbidden, though spin-orbit coupling, once again, lifts this 
restriction for transitioning between states of different spin. Transitions between states 
of the same 𝑆 are referred to as undergoing IC, while transitions between states of 
differing 𝑆 undergo intersystem crossing (ISC). 
IC between electronic states is mediated by the coupling of the vibrational modes 
from both states. As would be expected, the probability of the transition is dependent 
upon Fermi’s golden rule,27 though, like IET, it is not the main determinant in the solution 
phase.§§ Instead the energy gap (∆𝐸𝑓𝑖) between the states 𝑖 and 𝑓 is the main factor in 
the rate of IC (𝑘𝐼𝐶). This dependence is given by:44  
 𝑘𝐼𝐶 ∝ 10
−13𝑒(𝛼∆𝐸𝑓𝑖) (1.19) 
where 𝛼 is the proportionality constant. Since the rate is exponentially dependent upon 
∆𝐸𝑓𝑖 , IC between higher lying excited states tends to occur rapidly as the energy gap 
between these states is smaller, due to anharmonicity. In the case of IC between states 
very close in energy, the IC can occur on the timescale of hundreds of femtoseconds. 
However IC between the lowest excited state and the ground state generally occurs on 
timescales of nanoseconds or longer due to the increased energy gap.44 In cases where 
∆𝐸𝑓𝑖  tends towards zero along a particular set of nuclear coordinates, one of two 
situations can arise and is dependent on the nature of the states involved, leading to 
either an avoided crossing or a conical intersection (see below).45-49 
1.3.2.3. Intersystem Crossing 
As mentioned earlier, ISC involves a non-radiative transition between states of different 
spin multiplicity e.g. singlet to triplet. As this is a forbidden process, ISC tends to 
generally occur on a slower timescale (µs to hours) to IC, though in molecules containing 
heavy atoms ISC can be competitive with other relaxation pathways.15 Much like IC, the 
rate of ISC is dependent on the energy gap between the two states. In most cases, ISC is 
irreversible as triplet states are always lower in energy than their corresponding singlet 
states. 
1.3.2.4. Avoided Crossings and Conical Intersections 
In order for two states to become degenerate, they must do so within a 3N-8 subspace 
of the 3N-6 nuclear coordinates space (vide supra),45-49 as it is impossible for two states 
                                                          
§§ However, in the gas-phase Fermi’s golden rule becomes important again as the total vibrational 
energy cannot be reduced. 
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of the same spin multiplicity and symmetry to cross along a one-dimensional coordinate. 
This is due to the non-crossing rule. If a 3N-8 dimensional subspace cannot be formed 
an avoided crossing is formed instead of a point of degeneracy. However, if a 3N-8 
subspace can be formed, a point of degeneracy will occur; these points are referred to as 
a conical intersection (CI). For simplicity it is easier to consider a CI in a two dimensional 
subspace (Figure 1.5), though they are capable of existing in multiple-dimensions. In this 
subspace, the CI can be envisaged as a pair of cones that are coupled at their tips, thus 
the term conical. The subspace consists of two coordinates referred to as the derivative 
coupling (h) and the gradient difference (g). h represents the strength of the non-
adiabatic coupling between the two states, while g represents the steepness of the two 
cones (or multidimensional seam) leading to the point of degeneracy. Furthermore, at 
these tips, the Born-Oppenheimer approximation breaks down as the nuclear and 
electronic motions become strongly coupled. Due to this, the resultant dynamics at a CI 
are referred to as non-adiabatic.45-49 These non-adiabatic dynamics occur rapidly, 
leading to an increased efficiency in transition between the two electronic states. This 
often makes them the dominant driving force in a molecule’s photodynamics. 
An example of a CI playing an important role in the photodynamics of a molecule is 
photoisomerization. It is possible that along an isomerization pathway, a CI is formed 
between the excited state and the ground electronic state. While it is possible that the 
initial ground state molecule is reformed, some of the excited state population can end 
up forming the other isomer of the molecule. Rhodopsin is a classic example of excited 
state relaxation via (cis/trans) photoisomerization and is the initial step in vision.50 
 
Figure 1.5 Representation of a conical intersection between two degenerate states in the 
two dimensional subspace h (derivative coupling) and g (gradient difference). 
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1.3.2.5. Dissociation 
Through the aforementioned processes, it is possible for a molecule to end up within a 
state that possesses anti-bonding characteristics with respect to a specific bond 
coordinate. If the excited state population ends up on this repulsive surface, the molecule 
can undergo bond-fission, leading to fragmentation of the molecule. An example 
schematic is shown in Figure 1.6 demonstrating a molecule (A-B) undergoing an 
excitation to a dissociative state leading to the formation of two fragments A* and B* 
where the excess energy is distributed between the two fragments (denoted by *). The 
excess electronic energy the molecule has gained due to absorption is split between the 
fragments as internal energy and kinetic energy. Mapping of these fragments and their 
kinetic energy can be of great use in gleaning insights into the inner workings of a 
molecule’s photodynamics.51-53 In the isolated gas-phase, once fragmentation occurs, the 
chance of recombination is zero, yet in solution the fragments have the possibility of 
interacting with the solvent environment or even recombining (e.g. geminate 
recombination).54 How these fragments recombine, or interact with the solvent is 
dependent upon several factors. Monitoring the fate of these fragments can give an 
insight into any photoproducts that could be either harmful or beneficial to the role of 
the molecules. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.6 The molecule A–B undergoing photoexcitation to a dissociative excited state, 
leading to fragmentation of the molecule producing the fragments A* and B*. 
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1.3.2.6. Tunnelling 
In some cases, an excited state might encounter an energy barrier to a potential decay 
pathway. Under the classical view of a ball rolling on a surface, if it encounters a barrier 
that cannot be surmounted due to lack of energy, that particular pathway cannot occur.  
However, this classical view fails to take into account quantum mechanical tunnelling. 
Quantum mechanical tunnelling is a phenomenon that allows for a system to pass 
through a barrier without possessing the required energy to surmount it.15 This occurs 
due to the probability of finding the molecule on the other side of the barrier being non-
zero, though this probability drops off exponentially through the barrier. Figure 1.7 
shows an example barrier along a nuclear coordinate (𝑥). The rate of tunnelling through 
this barrier (𝑘𝑡), can be given by the semiclassical Wentzel-Kramers-Brillouin 
approximation:55  
 
𝑘𝑡 = 𝑣 ∙ 𝑒𝑥𝑝 [∫
−2
ℏ
√2𝑚(𝑉(𝑥) − 𝐸)𝑑𝑥
𝑥2
𝑥1
] (1.20) 
Here, 𝑉(𝑥) is the height of the barrier along the 𝑥 coordinate, 𝐸 is the energy of the 
wave, 𝑣 the vibrational period of the mode mediating the tunnelling and 𝑚 is the mass 
of the species undergoing tunnelling. This approximation only works within a one-
dimensional coordinate, so is of limited use within a multi-dimensional system where 
other coordinates are accessible. 
Since 𝑘𝑡 is exponentially dependent upon both the mass of the tunnelling species 
and the size of the barrier, 𝑘𝑡 only tends to be applicable to very light particles, like a 
 
Figure 1.7 Demonstrates the non-zero nature of wavefunctions under a barrier along the 
nuclear coordinate 𝑥. 
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proton or electron, with a small barrier. This dependence on mass in tunnelling can 
prove to be a useful tool in determining whether a process is mediated by tunnelling as 
changing the isotope of an atom will have a noticeable effect on its tunnelling probability. 
However, this is only feasible with hydrogen and its isotope deuterium due to their 
diminutive mass. Considering the rate of dissociation of an O–H bond, by comparing the 
rate of the protonated species (𝑘𝐻) to the rate of the deuterated species (𝑘𝐷), a kinetic 
isotope effect (KIE) can be defined by:55 
 
KIE =
𝑘𝐷
𝑘𝐻
 (1.21) 
From this KIE it is possible to determine if the process is mediated by tunnelling, in 
which case the KIE value will be large (typically >10).55 Any smaller value than this can 
be caused by isotopic effects on the vibrational period of the coupling mode or changes 
to the zero-point energy. 
1.4 Pump-Probe Spectroscopy 
Pump-probe spectroscopy (Figure 1.8) has previously been mentioned within this 
chapter, albeit briefly. Here we shall expand upon the pump-probe techniques used in 
more detail. The fundamental principles of pump-probe spectroscopy are to use a flash 
of light as a pump to initiate a dynamical process which is then monitored using a second 
light source as a probe, e.g. UV-visible absorption.7,8,13 The femtosecond spectroscopic 
techniques encompassed here are: transient (UV/visible) electronic absorption 
spectroscopy (TEAS), time-resolved velocity map imaging (TR-VMI), and time-resolved 
ion yield (TR-IY). These all employ the same pump method, using a femtosecond laser 
 
Figure 1.8 A basic example of pump-probe spectroscopy, where a photoexcitation is 
induced by a pump pulse (purple arrow), and then the evolving dynamics probed using a 
probe pulse (rainbow arrow) after a variable time-delay. 
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pulse to induce electronic excitation within the system of interest, though the probe 
technique differs significantly. While TEAS is the main focus of this thesis, TR-VMI and 
TR-IY are used as comparative gas-phase measurements in Chapter 3, and are therefore 
discussed briefly below. 
1.4.1 Transient Absorption 
Femtosecond transient absorption has been used to monitor the evolution of a wide 
variety of systems after photoexcitation. These include molecules of biological 
importance,56-58 transition metal complexes,59-61 photovoltaics62,63 and a miscellany of 
organic molecules.64-67  In order to gain time resolution, first an ultrafast pump pulse is 
used to prepare the sample into its excited state. Then after a time-delay (∆𝑡) an ultrafast 
probe pulse interacts with the sample, via absorption, taking a snap shot of the system; 
the intensity is then recorded at varying ∆𝑡. This information allows for the progression 
of the photodynamics to be observed and depending on the wavelengths that comprise 
the probe pulse, determine the states that are probed. In this thesis, a probe pulse 
spanning the near UV to the red end of the visible (330 – 675 nm) is used. This probe 
region allows for monitoring of the evolution of electronic states due to the probe pulse 
inducing electronic transitions in the photoexcited molecule; in effect a time-resolved 
UV/visible spectrum of the excited state molecule is taken. Generally, the change in 
intensity in the probe pulse at different ∆𝑡 is minor, therefore, for ease of interpretation 
a difference spectrum is produced. Therefore a probe pulse is used that passes through 
 
Figure 1.9 Schematic showing the pulse ordering used to generate the differential 
spectrum used to unravel the photodynamics of the system of interest. First a probe 
(rainbow arrow) pulse passes through the sample before excitation (𝐼0), the sample is 
then excited by a pump pulse (purple arrow) and after a variable ∆𝑡 a second probe pulse 
passes through the sample (𝐼𝑝𝑢). 
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the sample before it is excited by the pump pulse (𝐼0), this is then compared with a probe 
pulse that has traverses through the sample after excitation (𝐼𝑝𝑢), as shown in Figure 1.9. 
The difference for a particular time and wavelength is given as:68 
 
∆OD(𝜆, 𝑡) = log [
𝐼0(𝜆)
𝐼𝑝𝑢(𝜆, 𝑡)
] (1.22) 
Here, ∆OD is the change in optical density and 𝜆 is the wavelength. A positive ∆OD is 
caused by a reduction in 𝐼𝑝𝑢, while a negative ∆OD is caused by an increase in 𝐼𝑝𝑢. 
Throughout this thesis, the generated differential spectrum is referred to as the transient 
absorption spectrum (TAS). Figure 1.10 is an example TAS demonstrating how the 
overall spectrum is produced from the possible component elements. The four 
components within this example TAS are: the ground state bleach (GSB), stimulated 
emission (SE), excited state absorption (ESA) and photoproduct absorption.69 It is 
through these four elements that dynamical insight can be gained and thus these shall 
be expanded upon below.  
 
 
 
Figure 1.10 A representative TAS, showing how the overall signal is generated from a 
combination of possible features. 
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1.4.1.1. Ground State Bleach 
The GSB is a by-product of the pump pulse photoexciting a number of the molecules 
which depletes the ground state population. Therefore, 𝐼𝑝𝑢, will experience a diminished 
absorption from the ground state compared to, 𝐼0, and thus, the GSB appears as a 
negative ∆OD. This only occurs if the ground state of the molecule absorbs within the 
spectral window of the probe. A GSB can provide useful information about the recovery, 
or lack thereof, of the starting species. Full recovery of the GSB is indicative of the 
molecules’ relaxation pathway(s) occurring in a non-destructive manner. On the other 
hand, the incomplete recovery of the GSB either shows that the molecule has become 
trapped in a state that persists longer than the maximum achievable t of the 
experiment, or that the system has undergone fragmentation leading to destruction of 
the original molecule. The GSB can be used to generate a quantum yield for the fraction 
of molecules that do not return to the initial state. 
1.4.1.2. Excited State Absorption 
Since the excited states of a molecule are capable of further absorptive transitions to 
higher excited states within the molecule, these absorptions can be used to garner 
information about the excited state. If these absorptions are within the probe window, 
they will appear as positive ∆OD features in the TAS, and by tracking the changes in 
intensity, wavelength and broadness of these features, a host of information on the 
excited state dynamics can be recovered. This information can give an insight into the 
rate of VET, IC, ISC and numerous other phenomena. 
1.4.1.3. Stimulated Emission 
SE is an extension of spontaneous emission e.g. fluorescence, as it is also a radiative 
transition between an excited electronic state and the ground state.15 However, unlike 
spontaneous emission that can occur at any time, SE only occurs when another photon, 
of equal energy to the transition, interacts with the excited molecule and induces the 
emission; this emitted photon can provide lifetime and energy information of the excited 
state. As SE causes an increase in photons within the probe pulse, it will appear as a 
negative ∆OD within the TAS. Generally, the region of the TAS where SE appears 
corresponds to the fluorescence spectrum of the molecule, though SE can appear in 
molecules that do not appear to fluoresce. Since the SE is induced by the probe, which is 
in the region of electronic transitions, the emission must occur from an electronically 
excited state. 
 
23 | P a g e  
 
1.4.1.4. Photoproducts 
If the molecule undergoes fragmentation, structural rearrangement or even a chemical 
reaction, the end products of these processes tend to have a different absorption to the 
starting molecule. Therefore, they appear as additional positive peaks within the TAS 
that persist beyond the maximum ∆𝑡 of the experiment. As these photoproducts cause a 
reduction in the number of original molecules, the appearance of a photoproduct is also 
linked to a GSB feature. 
1.4.2 Time-Resolved Velocity Mapped Imaging and Ion Yield 
Both TR-VMI and TR-IY are gas-phase spectroscopic techniques and work by detecting 
charged particles.52,70,71 The probe in both of these techniques is a second UV-pulse that 
is used to ionize either the parent molecule in TR-IY, or any dissociated species in TR-
VMI.45,62,63 These ions are detected through collisional impact onto a micro-channel plate 
(MCP) array and phosphor screen, following their acceleration via ion optics. The 
resultant emission of light by the phosphor screen is then detected by a charge coupled 
device camera. The intensity of light detected at each ∆𝑡, as well as the location point of 
the emission of light from the phosphor screen, can be used to infer the photodynamics 
of the isolated molecule. 
First we shall consider the information that can be provided by TR-IY. As the 
wavelength of the probe is fixed, it can only probe molecules that possess enough 
internal energy to be ionized with this wavelength (ignoring any two-photon effects). 
Therefore, as the molecule relaxes and redistributes the energy, i.e. redistribution as 
internal energy or fragmentation of the molecule, a smaller amount of parent ions are 
produced and detected. This allows an insight into the lifetime of the excited parent 
molecule. One consideration to be taken into account in TR-IY is that if the probe has 
enough energy to induce ionization within any eliminated fragments or contaminants of 
the sample, they will also be detected. Therefore, in order to monitor the parent molecule 
of interest, a time of flight mass spectrometer is used to allow for ion selectivity 
alongside other experimental techniques such as gating the MCP array and deflecting 
ions of higher/lower mass. 
TR-VMI is a technique that allows for probing of species such as hydrogen atoms,72 
methyl fragments,73 and photoelectrons. In order to probe these species with TR-VMI, 
they are first ionized, which can be achieved via single- or multi-photon ionization. In 
the case of hydrogen atoms, the ionization is attained by [2+1] resonance enhanced 
multiphoton ionization74,75 using a wavelength of 243 nm. This induces a two-photon 
absorption in the hydrogen atom, caused by virtue of an excitation from the 1s to the 2s 
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orbital, while a third photon causes ionization from the 2s orbital. The ionised species 
(H+) are then mapped onto a detector using ion optics. This mapping allows for 
information to be collected on the kinetic energy, the anisotropy and relative yield of the 
eliminated species. Using this information it is possible to determine the conditions the 
molecule was in as it underwent dissociation or, in the case of photoelectrons and 
hydrogen atoms, the excited electronic state they originated from.76 
1.5 Environmental Effects on Photodynamics 
The use of a “bottom-up” approach has been an extremely beneficial method in 
attempting to unravel the photodynamics of large complex systems of interest52,70 e.g. 
eumelanin (demonstrated by Figure 1.11).77-80 Generally these larger systems produce 
complex and convoluted spectra hindering the interpretation of the photodynamics. 
Therefore, by extracting the UV chromophore subunits, the section of the molecule 
where the initial excitation is localized, leads to a reduction in the level of complexity in 
the spectra. This allows for clearer interpretation of the dynamics. As many of the 
observed dynamics in biological systems tend to occur on ultrafast timescales, as is 
needed to out-compete dissociative pathways, it may be expected that critical dynamics 
of many systems would occur within the UV-chromophore. This furthers the usefulness 
of studying an isolated system as a model for the complete system. Once the dynamics of 
the simplified system are understood, the complexity of the chromophore can be 
increased and the dynamics built upon with the aim to reach a fuller understanding of 
the larger system.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.11 A graphic demonstrating the bottom-up approached: simplest UV 
chromophore = catechol, functionalized UV chromophore = dihydroxyindole carboxylic 
acid and complete system = eumelanin only three monomers of the large heterogeneous 
polymer that makes up eumelanin are shown here. 
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Another additional complexity within these systems is their interaction with 
their local environment, therefore much work has been performed under vacuum 
conditions to isolate the molecule, in order to isolate these interactions.52,53,65,70,81-86 
While this gives an insight into the intrinsic properties of the molecule, it is further 
distancing the model from the complete system. In recent years there has been a move 
towards understanding the environmental effects upon molecules studied in the gas-
phase.65,66,87,88 A good example of this is phenol (hydroxybenzene). Phenol has attracted 
great interest as it is the chromophore of the amino acid tyrosine and possesses a 
relatively strong UV absorption. Therefore, understanding its photodynamics provides 
a good starting point towards understanding numerous larger systems that incorporate 
the UV chromophore. While the isolated gas-phase dynamics are well established,89-91 
only recently has work begun on investigating the environmental effects on the excited 
state dynamics of phenol.66,87,92 The understanding of phenol’s photodynamics has also 
been invaluable as it is the archetype of other UV chromophores also present as subunits 
in biomolecules. Phenol has been shown to have access to a range of relaxation 
pathways, including radical formation via fission of the O–H bond. The solvation effects 
upon phenol are minimal in the non-polar solvent, cylohexane, with only slight changes 
occurring to the excited state lifetime, while studies in water show that phenol 
undergoes an electron transfer to the solvent.92 Like phenol, guaiacol (2-
methoxyphenol) has been studied in the isolated gas-phase,93,94 and in the solution-
phase.65 In the gas-phase guaiacol differs to the relaxation of phenol as the elimination 
of hydrogen does not occur. This is due to the intramolecular hydrogen bond between 
the hydroxyl and methoxy groups, which prevents the O–H bond undergoing fission. 
Upon solvation, guaiacol displays solvent dependant dynamics. In a non-polar solvent, 
the excited state dynamics of guaiacol are similar to the gas-phase; in contrast, in a polar 
solvent radical formation occurs. As such, studying the role the environment has on the 
photodynamics of such phenolic species is crucial and forms one of the central premises 
of this thesis, best illustrated in Chapter 3.   
1.6 Photoprotection 
Biology has always had to contend with constant exposure to UV radiation.95,96 While the 
majority of solar UV photons are either scattered or absorbed by the atmosphere, mainly 
by ozone, a significant amount still reaches the Earth’s surface. This constant 
bombardment of UV light presents an interesting problem as many biomolecules contain 
UV chromophores and thus have relatively high UV absorption cross-sections.52,70,97,98 
Fortunately, natural selection appears to have led to the construction of biomolecules 
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with relatively high photostability while still maintaining function.82,97,99 This has led to 
great interest into the photodynamics of these molecules, in an effort to unravel their 
photostability, and indeed much work has been performed upon them. The main thrust 
of this work has been towards understanding DNA, ranging from individual nucleobases 
to DNA strands.56,82,99,100 This has highlighted that, while non-destructive pathways occur 
readily with high quantum yields, destructive pathways are still present and occur with 
a non-negligible yield.101,102 Luckily nature has provided cells with a plethora of 
mechanisms to deal with any photodamage inflicted to DNA, via repair mechanisms103 
or programmed cell death.104 Yet even with these preventative measures, the damage 
can lead to severe consequences, e.g. formation of cancerous cells.105-107 As a result, 
natural and synthetic pre-emptive measures are also employed in order to reduce the 
amount of UV exposure that these vital molecules experience.  
The natural photoprotection system employed by human skin is a group of pigments 
called melanins.105,108,109 While several melanin pigments exist in various locations 
within the body, only two are of concern in the skin: eumelanin and pheomelanin. 
Eumelanin is a large heterogeneous polymer that appears brown/black in colour 
depending on the component monomers and is generally considered to be the molecule 
responsible for the skin’s photoprotection, although some studies suggest it has 
phototoxic properties.110 Pheomelanin is another large heterogeneous polymer and is 
pink/red in colour, though unlike eumelanin it is thought to be a photosensitizer, which 
seems counter-intuitive to be used in part of the skins photoprotective mechanism. The 
levels of each melanin pigment are heavily dependent on the phenotype of the individual 
person.102,103 People originating from areas with high levels of UV, like equatorial regions 
of the planet, tend to have high ratios of eumelanin, while people in more northern 
climates where UV levels are comparatively lower tend to have a reduced eumelanin 
level and higher levels of pheomelanin.111,112 The reason for the differing composition 
and ratios of melanin is due to the fact that the body needs a certain amount of UV 
exposure, as UV is used in the body’s production of vitamin D, therefore a trade-off is 
needed.113,114 Under abnormally high amounts of UV exposure, the body will respond by 
expressing an increased amount of these pigments, often referred to as tanning, though 
this is a delayed response.109,115 Due to this delayed response during which damage could 
have occurred, coupled with the potential phototoxicity of melanins, much work has 
been done in the production of synthetic sunscreening agents to bolster the body’s 
natural photoprotection.116,117 
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While there are many studies looking at how effective these synthetic sunscreening 
agents are at protecting against UV, the understanding of the photodynamics of these 
molecules is lacking. The need for understanding these photodynamics has become 
more and more pertinent as recent studies have highlighted possible issues with some 
current sunscreening agents.118-123 These issues include photoallergenic responses, 
interruption of various biological processes and the formation of reactive oxygen species 
due to photodegradation of the sunscreening agent. There has been a push in recent 
years towards unravelling the photodynamics of various sunscreening agents, though 
much work remains to be done.67,124-127 In response to this, the work presented in 
Chapter 4 targets the photodynamics of sunscreening agents. 
1.7 Two-Photon Activation 
Ruthenium poly-pyridyl complexes have garnered interest in several areas such as 
cytotoxic action,128,129 fluorescence imaging,128,130 light-emitting devices,131-133 light-
harvesting134,135 and photodynamic therapy.136-139 The area of interest in this thesis is 
photodynamic therapy, where an inert precursor drug is activated with light, releasing 
or forming the medicinal compound. The afforded spatial control limits possible side 
effects to the immediate area of irradiated tissue,140,141 and also has the potential to 
generate unique reactive species that might otherwise be biologically incompatible i.e. 
caged delivery.142-144 Furthermore these are of particular use in treatments for when the 
above photoprotective mechanisms fail. Here we focus on activation by ligand 
dissociation where the leaving ligand is generally designed to have medical use or 
convert the metal complex into an active compound. Ideally, these light activated 
complexes should be activatable within the spectral window of 620 - 1000 nm; this 
region is commonly referred to as the therapeutic window.145-147 This is the region in the 
electromagnetic spectrum which the tissues within the body have a reduced absorption 
and therefore allow light to penetrate deeper into the body. Unfortunately, the 
absorption of these metal-complexes tends to be towards the bluer region of the visible 
spectrum; outside of the therapeutic window. Serendipitously the TPA region of these 
molecules resides within the therapeutic window making it possible to use this as 
method of activation instead.148,149 Indeed several irradiation studies have shown that 
activation of these complexes occurs via either OPA or TPA,150 though whether the initial 
photodynamics differ between OPA or TPA has yet to be investigated. From a precursor 
drug design point of view, it is imperative to understand the initial activation mechanism 
following TPA for such species. Such knowledge will hopefully provide a platform for the 
future design of more effective PDT agents (e.g. optimum choice of substituents).151 The 
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focus of the third and final results chapter is on developing an appreciation on the 
differences that exist, if any, between OPA and TPA in a well-studied photoactive RuII 
complex.  
1.8 Summary 
To summarize this introductory chapter, we have had a brief historical overview of 
spectroscopy, which has then been followed by the rules governing molecular 
absorption and the various fates of the molecule after absorption. Following this, the 
basic premise of the techniques employed within this thesis have been explained, while 
the solution-phase technique will be examined in much greater depth later in this thesis. 
Finally, a brief introduction has been given on the three areas of interest presented 
within this thesis. These are as follows: the comparison of the gas- and solution-phase 
photodynamics of simple UV-chromophores, the importance of photoprotective 
molecules, and the use of two-photon activation of potentially therapeutic ruthenium 
poly-pyridyl complexes. 
The remaining parts of this thesis are structured in the following way. Chapter 2 
explains the experimental setup used to obtain the solution-phase measurements in the 
ensuing chapters. Chapter 3 focuses on the comparison between the photodynamics of 
the UV-chromophore 4-tert-butylcatechol in the isolated gas-phase, and in the solution-
phase. Chapter 4 explores the photodynamics of the sunscreening agents ferulic and 
caffeic acid in order to improve the understanding of potential photoprotective 
molecules. Chapter 5 builds upon previous OPA studies on the metal complex 
[Ru(bpy)2(NA)2]2+, by performing TPA experiments and then comparing the differences 
in photoactivation methods following one- and two-photon activation. The thesis then 
ends with a conclusion and brief outlook at the future work built off the work presented 
here.  
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2. Experimental 
 
“Any sufficiently advanced technology is indistinguishable from magic.” 
Arthur C. Clarke  
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2.1 Introduction 
In this chapter, a detailed overview of the transient electronic absorption spectroscopy 
(TEAS) setup is given. This setup is used for all the ultrafast solution-phase 
measurements presented in this thesis (Chapters 3-5). The description also covers 
several systems that are shared with the experimental setup of the gas-phase 
measurements presented in Chapter 3, though details are not provided beyond what has 
already being discussed in Chapter 1. 
2.1.1 Laser System 
Here we shall briefly discuss the generation of the laser pulses used within the TEAS 
experiment (Figure 2.1). The initial femtosecond laser pulses are generated by a 
commercially available Tsunami (Newport Spectra-Physics) Ti:sapphire (Ti3+ doped 
Al2O3) oscillator.1 This produces pulses centred at 800 nm with a 35-40 nm bandwidth, 
as shown in Figure 2.2, and a pulse duration of ~80 fs. The repetition rate of the pulses 
is ~75 MHz, with a pulse power of ~3.9 nJ per pulse (~300 mW). To generate these 
pulses, the Ti:sapphire lasing medium is pumped by a 532 nm continuous wave laser 
beam generated by a commercially available Millennia Pro (Newport Spectra-Physics). 
The Millennia Pro is a diode (gallium-aluminium-arsenide, 809 nm) pumped solid state 
laser that uses Nd:YVO4 as the lasing medium, producing an initial wavelength of 1064 
nm. This is then frequency-doubled in a lithium triborate crystal, producing a beam 
power of 40 W at 532 nm. While this system gives us our femtosecond pulses, they are 
produced with too low a pulse power to be useful. Therefore, in order to generate pulses 
of the power required for our experiments, the oscillator feeds its output into a 
regenerative amplifier (Newport Spectra-Physics Spitfire Pro). Rather than amplify 
every pulse produced by the oscillator, 1 in every 75,000 pulses is selected, giving a 1 
kHz amplified pulse train. These pulses are amplified utilising the output of another 
Ti:sapphire lasing medium. This lasing medium is pumped by a commercially available 
laser, Empower (Newport Spectra-Physics), a diode (gallium-aluminium-arsenide, 809 
nm) pumped solid state laser, which uses a laser medium of Nd:YLF, to give a continuous 
wave 1053 nm beam; this beam is again frequency-doubled to give 527 nm. Rather than 
use the continuous wave output to amplify the femtosecond pulses, it is instead 
electronically chopped to produce a 1 kHz pulsed beam with a pulse duration of 100 ns, 
with 15 mJ/per pulse (15 W). With this amplification, the regenerative amplifier outputs 
a pulse power of 3 mJ (3 W) at 800 nm, with a pulse duration of approximately 40 fs. 
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Figure 2.1 A schematic of the TEAS optical table. Various sections of this table are shown in 
greater detail later in this chapter. F denotes that the mirror is mounted on a flip mount. 12 
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This beam is referred to as the fundamental beam, which is used to generate the pump 
and probe pulses described below.  
The fundamental beam produced by the regenerative amplifier is required to seed 
multiple beam lines, therefore it is split into multiple fractions of differing power (Figure 
2.3). First it is split into two beams, one with a power of 1 W and the other with a power 
of 2 W; the 1 W beam is not used in the TEAS experimental setup.8 The 2 W beam is 
further split into two 1 W beams. One of these is used to seed the optical parametric 
amplifier (TOPAS-C, Light Conversion) for the variable wavelength pump source,9 while 
the second is sent to the TEAS setup. Once the 1 W fundamental beam is fed onto the 
TEAS table, it is further split into a 950 mW beam and 50 mW beam by a 95:5 beam 
splitter, with the 50 mW beam used to seed the generation of the white light continuum 
probe pulse. The 950 mW beam is further split by a 1 mm CaF2 window to give two 
beams, one has a power of ~5 mW and is used as a reference and the remaining ~945 
mw is used for harmonic generation, another possible pump pulse source. 
2.2 Non-linear Processes 
The generation of the pump and probe pulses that are used within the spectroscopic 
measurements are reliant on several non-linear processes. Therefore, a brief description 
                                                          
8 This beam is used to seed the pump source, another TOPAS-C or a harmonic generation setup, for 
the TR-VMI and TR-IY experiments. 
9 This TOPAS-C is also used as the probe source for the TR-VMI and TR-IY experiments. 
 
Figure 2.2 Spectral profile of the 800 nm pulse from the Tsunami.13 
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of these non-linear affects is warranted. First, we shall consider how light is typically 
described when travelling through a medium that is linearly polarizable. The electric 
field (𝑬) component of light passing through a medium will have an effect upon the 
medium’s dielectric polarization, (𝑷). This can be approximated by the following 
equation:2,3 
 𝑷 = 𝜀0𝜒𝑬 (2.1) 
where 𝜀0 is the vacuum permittivity and 𝜒 is the electric susceptibility of the medium. 
However, this equation only captures the linear response to light passing through the 
medium. For intense laser pulses, such as those used in the experiments presented in 
this thesis, non-linear responses from the medium become important. Therefore this 
simplified equation can be expanded from the linear model to give a nonlinear model for 
susceptibility that takes higher order electric fields into account:2,3 
 
Figure 2.3 A schematic of the initial fundamental laser beam, followed by the various 
beam-splits that occur. The initial path of the TOPAS-C pump source (vide infra) is also 
shown. The beam paths of the 800 nm fundamental (red line), 527 and 532 nm pump 
laser’s beams (green line), TOPAS-C intermediate beam before final mixing (orange line) 
and the final beam generated by the TOPAS-C with wavelengths 230 – 2100 nm (blue 
line) are shown. (1) First TOPAS-C mixer and (2) second TOPAS-C mixer. The double 
headed arrow shows the pair of mirrors used to match the TOPAS path length with the 
probe path length. BS = beam splitter. 14 
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 (𝑷(1) + 𝑷(2) + 𝑷(3) … + 𝑷(𝑛)) = 𝜀0(𝜒
(1)𝑬 + 𝜒(2)𝑬2 + 𝜒(3)𝑬3 … + 𝜒(𝑛)𝑬𝑛) (2.2) 
Here 𝑷(𝑛) is the nth (n=1,2,3…) order nonlinear polarization and 𝜒(𝑛) is the nth order 
nonlinear susceptibility. It is possible that the electric field component can be provided 
by photons of differing wavelengths i.e. 𝜒(2)𝑬𝜆(1)𝑬𝜆(2) as well as photons of equal 
wavelengths. It is from these higher order terms that non-linear processes are derived.  
2.2.1 Frequency Conversion 
It is possible, through second order non-linear processes, to induce frequency 
conversions in the incident light to higher or lower frequencies under specific criteria.3 
Firstly, the medium has to display a second order non-linear dependence to the applied 
electric field. This requires the medium to be an asymmetric material, otherwise the 
changes in the 𝑷 are symmetrical with changes in 𝑬, leading to even order terms within 
Equation (2.2) becoming zero.3 Secondly the phases of the incident photons need to be 
matched correctly. This can be achieved in several ways: a time-delay can be introduced 
between the photons involved in the conversion; altering the relative orientation of the 
medium’s crystal structure compared to the photons polarization; or changing the angle 
of polarization between the photons.3,4 
The specific non-linear processes invoked within the experimental setup for 
production of the pump-pulses from the fundamental beam are sum frequency 
generation (SFG), difference frequency generation (DFG) and optical parametric 
generation (OPG) (Figure 2.4).10 
2.2.1.1. Sum Frequency Generation 
SFG occurs when two-photons interact within a non-linear medium. The first photon 
induces an oscillation within the electron cloud of the material at the photon’s frequency. 
The second photon then causes this oscillation to occur at a higher frequency that is 
equal to the sum of the two-photons, which is then followed by an emission of a photon 
at this new frequency (Figure 2.4 a)). A special case of SFG is when the two incident 
photons have the same frequency, referred to as second harmonic generation (SHG, 
Figure 2.4 b)). Further harmonics can be generated e.g. third harmonic and these occur 
when SFG occurs between a harmonic and the fundamental.3 
 
 
                                                          
10 The TOPAS-C also makes use of a supercontinuum to generate certain wavelengths.  
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2.2.1.2. Difference Frequency Generation 
DFG is similar to SFG, however, where SFG is the summation of the frequencies of two 
photons, DFG is the subtraction. However, in order to conserve energy, the process relies 
on stimulated emission. Initially the photon with the higher energy produces an excited 
state within the system, either a virtual or real state. Then the second photon with lower 
energy induces a stimulated emission from this state to a virtual state, with the emission 
of a photon with energy that is equal to the energy difference between the two initial 
photons (Figure 2.4 c)).3  
2.2.1.3. Optical Parametric Generation 
Finally, OPG can be envisaged as the reverse of SFG, where instead of two photons being 
combined within a non-linear medium, a single photon is split into two photons (Figure 
2.4 d)). The sum energy of these two photons is equal to the incident photon due to the 
conservation of energy.3 
2.2.2 Supercontinuum 
Another important non-linear phenomenon exploited within the experimental setup, to 
generate the probe pulse, is the generation of a supercontinuum. The exact non-linear 
processes involved in generation of a supercontinuum is still an active area of research.5-
7 The generation of a supercontinuum occurs when the intensity of light passing through 
a transparent medium reaches some critical threshold. Once surpassed, the incident 
beam undergoes significant broadening through both Stoke and anti-Stoke shifts, 
 
Figure 2.4 Schematic of possible 2nd order non-linear processes that are used in this 
thesis, a) SFG, b) SHG, c) DFG and d) OPG.15 
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predominantly the latter. The exact properties of these supercontinua depend heavily 
on the medium and the incident beam wavelength. 
2.3 Probe pulse 
The 50 mw beam that the probe pulse is derived from is first sent into a gold plated 
retroreflector that is mounted upon a translation stage (Physik Instrumente). This 
allows us to generate the variable time-delay (∆t) between the pump and probe pulses. 
The stage has a 307 mm travel that allows for a maximum delay of ~2 ns. The 
retroreflector is employed to make sure the beam pointing is identical at all distances 
along the position of the stage. After reflecting off the retroreflector, the beam is then 
sent to the optical setup responsible for the white light supercontinuum generation 
(Figure 2.5). The first of these optics is a half-wave (λ/2, 800 nm) plate, which is used to 
alter the polarization of the fundamental beam before white light generation occurs, in 
turn this sets the polarization of the generated supercontinuum. The need to alter the 
polarization of the probe is due to anisotropic (rotational) effects. These effects arise due 
to the use of polarized light, since a molecule will predominantly undergo absorption 
when its transition dipole moment is aligned with the polarization of the electric field. 
While the initially excited molecules will be aligned after excitation, they will begin to 
dephase, leading to a change in the signal and thereby introducing extra dynamics due 
to rotational motion of the molecular ensemble. This bias in absorption towards 
molecules of a particular alignment, referred to as the angular distribution (𝐼(𝜃)) can be 
modelled by:8,9 
 
𝐼(𝜃) =
𝜎
4𝜋
[1 + 𝛽
1
2
(3 cos2 𝜃 − 1)] (2.3) 
where 𝛽 is the anisotropy parameter,8 𝜎 is the total cross section and 𝜃 is the angle 
between the molecule’s transition dipole moment and the polarization of the electric 
 
Figure 2.5 Schematic of the supercontinuum generation optical setup. ND = variable 
neutral density filter.16 
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field. Fortunately these anisotropic effects can be negated by setting the angle between 
the pump and probe to be 54.7° (magic angle)10 as this causes the term 3 cos2 𝜃 − 1 to 
equal zero, leading to all orientations of the transition dipole moment being detected 
equally. 
2.3.1 White Light Generation 
The supercontinuum is generated by focusing a portion of the fundamental 800 nm beam 
(50 mW) into a 1 mm thick CaF2 window. This process requires the photon density to 
reach a certain threshold for stable white light generation to occur. Therefore, the 
combination of an iris, variable neutral density (ND) filter and focusing lens are used to 
control the photon density in the window via beam power and tightness of focus. This 
level of control is needed as if the photon density becomes too great the damage caused 
to the window is increased (vide infra). The window and lens are both mounted on x, y 
and z translation mounts to allow positioning of the focus within the window, which 
affects the relative intensity of each wavelength within the supercontinuum as well as 
the stability of the supercontinuum generated. A drawback of using CaF2 as the 
generation medium is that the threshold for supercontinuum generation is greater than 
the damage threshold of the CaF2 crystal. This means that the generation of the 
supercontinuum causes a temporary structural change to the CaF2 crystal structure to 
occur, which eventually leads to permanent damage. Fortunately, it takes time for these 
structural changes in the window to induce instability into the supercontinuum and even 
longer for permanent damage to occur to the window. Therefore, by translating the 
window, this prevents damage building up that would lead to instability in the 
supercontinuum. This translation is achieved by a piezo motor (Newport Corp.) and is 
in the vertical direction as rotation of the crystal leads to changes in the supercontinuum. 
11 The generated supercontinuum is then collimated, before being focussed into the 
sample. The benefit of using CaF2 over another medium like water, sapphire or air is the 
larger anti-Stoke shift that occurs in CaF2.7,12 This allows for wavelengths within the 
near-UV to be produced which can provide a host of dynamical insight into the species 
of interest (see Chapters 3-5) that would otherwise be undetectable with another 
generation medium. The range of our detected probe pulse and the relative intensities 
of the wavelengths are shown in Figure 2.6 but this does not truly show the intensities 
of the continuum. This is due to the fibre coupled spectrometer detector for the 
continuum having a wavelength dependant sensitivity, which is biased towards the 
near-UV. Secondly the mirrors used also have a wavelength specific reflectivity, though 
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this is minimal and finally the continuum is filtered to remove any residual fundamental; 
this also slightly reduces the 400 nm section of the continuum.  
2.4 Pump-Pulses 
The experimental setup has two different methods of producing the pump pulses used 
within the TEAS measurements. One employs the use of harmonic generation which can 
be used to pump at the fundamental, and its second and third harmonic; 800, 400 and 
267 nm, respectively. The second employs the TOPAS-C and can be used to provide pump 
wavelengths in the range of ~230-2100 nm, though it is predominately used in the near-
UV region for the measurements discussed in this thesis. 
2.4.1 Harmonic Generation 
The harmonic generation setup (Figure 2.7) is seeded by the fundamental with a beam 
power of ~945 mW and, depending upon the desired pump wavelength, is constructed 
from a specific set of optics. For all of the wavelengths generated in this harmonic 
generation setup, their powers are controlled via a variable ND filter before any 
frequency conversion occurs.11  When using the fundamental 800 nm as the pump, the 
optical setup consists of two fixed ND filters (optical density = 2 and 3), and four 800 nm 
                                                          
11 This is in order to reduce stretching the pulse in time and due to the ND filter being constructed of 
ground glass which will block the 267 nm. 
 
Figure 2.6 A plot showing the relative intensities of the wavelengths within the detected 
white light supercontinuum. The flat section of the spectrum is due to saturation of the 
detector at these wavelengths (>675 nm), the filtering of the 800 nm can be seen by the 
lack of counts in that particular spectral region.17 
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dielectric mirrors. The ND filters are required to reduce the power of the fundamental 
beam into a useable regime as focussing of the beam into the sample at full power leads 
to deleterious effects. The first of these is the generation of a white light supercontinuum 
as described above, yet it occurs in the air, the CaF2 windows of the sample delivery 
system (vide infra) and the sample itself. Secondly the power of the beam is enough to 
ablate the surface of the CaF2 windows and potentially the optics behind the sample 
depending on the focussing conditions.  
When a pump of 400 nm is required, the setup uses a type I β-barium borate 
(BaB2O4, BBO) crystal to convert the fundamental 800 nm via SHG. This beam then 
reflects off four 400 nm dielectrics in order to filter out any residual 800 nm. Finally, for 
pumping at 267 nm, the setup consists of a type I BBO crystal used for SHG of the 
fundamental, which is then followed by a type II BBO crystal where SFG occurs between 
the fundamental 800 nm and the 400 nm second harmonic. After generation of the 267 
 
Figure 2.7 Schematic of the optics used within the harmonic generation setup and the 
splitting off of the reference beam is also shown. (red line) 800 nm, (blue line) 400 nm or 
800 nm depending on setup, (purple line) 267 nm or 400 nm or 267 nm depending on the 
setup. The double headed arrow represents the pair of mirrors that can be moved to 
match the total path length to equal the probes total path length. The red mirror 
represents an 800 nm dielectric.18 
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nm beam, it is filtered by four 267 nm dielectric mirrors in order to remove any residual 
800 and 400 nm.  
The time-delay between the pump and probe can be increased beyond the limit 
provided by the length of the translation stage in the probe path. This is achieved by 
shortening the beam path of the pump pulse, by virtue of a pair of mirrors on a magnetic 
mount that essentially retroreflects the 800/400/267 nm beam. This mount can be 
placed on one of five magnetic bases which are spaced 305 mm (2034 ps) apart from 
each other (Figure 2.1). 
2.4.2 TOPAS-C 
Since the harmonic generation line is limited to three wavelengths (800/400/267 nm), 
another beam path is set up using the TOPAS-C. This allows for pumping at a range of 
wavelengths limited only by what can be produced by the TOPAS-C itself. The production 
of the various wavelengths involves a combination of second order non-linear processes 
and supercontinuum generation, however the exact processes involved are wavelength 
specific. While this line provides a greater selection of wavelengths compared to the 
harmonic generation, the drawback is inferior beam quality and the limitation of the 
maximum pump-probe delay to 2 ns. Furthermore, as the beam generated by the TOPAS-
C is produced by mixing beams of multiple wavelengths, filtering is required to remove 
these additional wavelengths. If, however, the filtering is insufficient, the residual 
wavelengths will travel collinearly with the pump pulse, though in the experiments 
presented in Chapter 3-5 sufficient filtering was achieved. This could itself cause 
excitation of the sample or more commonly scatter off the sample into the detector, 
essentially blinding the detector to that wavelength. 
2.4.3 Beam Focus and Chopper 
Both of these pump sources share the last mirror before being focussed into the sample 
(Figure 2.1), which is achieved by passing the beam through a lens that is positioned to 
focus the beam to between 12 – 20 mm behind the sample. Generally, this gives a beam 
diameter of 250 µm at the sample which is roughly 2.5 times greater than the probe focus 
diameter. This is due to the different spectral components of the probe having differing 
focusing parameters, i.e. astigmatism. After focusing, the pump beam is chopped to 500 
Hz via an optical chopper, in order to alternate between producing probe alone and 
pump/probe pulse sequences (see Section 1.4.1 and Section 2.7 for further details). 
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2.4.4 Shutters 
The system also employs two mechanical shutters, made from modified hard drives.13 
One of these is placed just before the white light generation for the probe beam and the 
other just after the chopper for the pump beams. These shutters are designed to reduce 
irradiation of the sample when the system is not acquiring data. These shutters also 
allow for automation of background subtraction to remove the dark noise of the detector 
and any scatter. The scatter can arise from multiple sources, but the main sources in this 
experimental setup are using a pump pulse within the probe window, or from 
fluorescence and/or phosphorescence. In the case of scatter from the pump pulse, this 
can be caused by scattering of the pulse from either the sample or the windows of the 
sample holder (see below). Some of the scattered light can propagate along the probe 
path and into the detector. In the case of fluorescence and/or phosphorescence from the 
sample, the emitted light is produced in all directions allowing for some to enter the 
optical fibre leading to the detector (vide infra). This scattered or emitted light can 
further be reduced by a polarizer in front of optical fibre if required. Generally, this 
background subtraction is capable of removing any artefacts in the TAS caused by the 
scattered or emitted light.   
2.5 Sample Delivery 
To provide sample to the pump-probe interaction region, a flow through cell is used 
(Demountable Liquid Cell by Harrick Scientific Products, Inc.). This cell consists of a steel 
housing for a pair of CaF2 windows (thickness: 1 mm front, 2 mm back) with a pair of 
polytetrafluoroethylene (PTFE) spacers to provide the required film thickness (6 μm – 
25 mm). As the pump and probe pulses pass through the sample, they undergo group 
velocity dispersion (GVD, vide infra). To reduce the GVD, the thinnest possible sample 
film is used while providing a usable signal response; the smallest detectable signal is 
100 µΔOD. The thinnest spacer that we use within this system is a 100 μm thick spacer. 
Any thinner spacers (e.g. 50 μm) requires a 2 mm front CaF2 window. In doing so, this 
provides a greater detriment to the temporal resolution of the pulses (i.e. increased GVD) 
than the reduction in GVD from a thinner film.  
2.5.1 Group Velocity Dispersion 
GVD occurs due to each wavelength of light having a different refractive index when 
passing through a medium; this translates to red wavelengths travelling faster than blue 
wavelengths within the medium. The wavelength (𝜆) specific refractive index (𝑛) is 
given by the Sellmeier equation:14 
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 𝑛2 = ∑ 1 +
𝐴𝑖𝜆
2
𝜆2 − 𝐵𝑖
𝑖
 (2.4) 
Here 𝐴 and 𝐵 are the Sellmeier coefficients, the value of these and the value of 𝑖 are 
unique to each transparent material.  
The effect of GVD can be either beneficial or detrimental to the temporal resolution 
of the experiment. GVD can be used beneficially to compress the pulses in time and this 
can be achieved by simply sending the longer wavelengths along a longer path length 
than the short wavelengths e.g. through a prism. This allows for the shorter wavelengths 
to “catch up” to the longer wavelengths. Generally, all the wavelengths in our white light 
supercontinuum probe travel along the same path, which leads to the shorter 
wavelengths trailing behind the longer wavelengths and thus temporally stretching the 
probe pulse; the spread of the wavelengths within the pulse is referred to as chirp. An 
example of the chirp is shown in Figure 2.8 and shows the relative time difference 
between each wavelength. However, the probe is not the only pulse that is affected by 
GVD, the pump pulse is also an ensemble of wavelengths, though less spectrally broad 
compared to the probe. Therefore, the temporal resolution of the system is dependent 
on both pulses, yet it is predominately determined by the pump pulse. This is because 
while the probe pulse’s wavelengths are spread out, each individual wavelength is only 
spread out over a small section of the pulse and each wavelength is detected separately. 
 
Figure 2.8 A plot showing the maximum intensity at each wavelength of the cross-
correlation between the pump and probe pulses. This plot serves to highlight the relative 
temporal spread of the wavelengths in the supercontinuum.19 
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Yet in the case of the pump, each wavelength can potentially excite the molecule, thus 
the total pulse duration effects the temporal resolution.  
The temporal resolution of the experiment can be determined experimentally by 
taking a cross-correlation of the pump and probe pulses at each of the probe 
wavelengths, which generally appears as a Gaussian response12 when plotting Δ𝑂𝐷 
versus time, and extracting the full width half maximum (FWHM) of the Gaussian.15 
Figure 2.9 shows the results of fitting the Gaussian response at each wavelength within 
the supercontinuum probe. As can be seen there is a loss of temporal resolution at redder 
wavelengths, which is related to the relationship between the uncertainty in time and 
energy (Section 1.2.4).15 
2.5.2 Sample 
The sample is drawn to the cell from a custom made glass reservoir, shown in Figure 
2.10 c), capable of holding 25 - 50 ml of sample, via a peristaltic pump (Masterflex) using 
PTFE tubing. This is designed to make sure fresh sample is provided for each laser pulse 
and also that any photoproducts produced are diluted to negligible quantities. A 
minimum flow speed is also required in order to provide the pump-probe interaction 
region with fresh sample each pulse. This flow speed is given by: 
                                                          
12 While normally a Gaussian response is observed, it can be convoluted with other contributions, 
generated through several other phenomena such as sample dynamics, multi-photon effects, 
solvent and window dynamics, and Raman signals. 
 
Figure 2.9 A plot showing the FWHM of the Gaussian response from the cross-correlation 
between the pump and probe.20 
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𝐹𝑙𝑜𝑤 𝑆𝑝𝑒𝑒𝑑 =  
𝑃𝑢𝑚𝑝 𝐵𝑒𝑎𝑚 
𝐷𝑖𝑎𝑚𝑒𝑡𝑒𝑟
𝑇𝑖𝑚𝑒 𝐵𝑒𝑡𝑤𝑒𝑒𝑛 
𝐿𝑎𝑠𝑒𝑟 𝑃𝑢𝑙𝑠𝑒𝑠
𝑆𝑎𝑚𝑝𝑙𝑒 𝑇ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 (2.5) 
Normally the pump FWHM intensity diameter is 250 μm and the laser repetition rate 
gives a time-delay of 1 ms between each pulse, hence if a 100 µm sample thickness is 
used a minimum flow speed of 6.25x10-6 Ls-1 is required. If the flow speed of the sample 
is slower than this, an increase in probe noise occurs. This noise also increases when the 
flow speed is too high as turbulence begins to affect the flow, so the flow speed is set 
optimally. 
The sample delivery system has also been designed to be utilized under vacuum and 
to be filled with dry, inert gases. The system can be used with either dry N2 or dry Ar, 
allowing air and water sensitive analytes to be studied; these gases are dried in situ via 
a drying tube that is shown in Figure 2.10 b) which is between the gas supply and the 
Schlenk line. The vacuum and the dry inert gas are provided to the system by a Schlenk 
line which is shown in Figure 2.10 a), the top tube in this setup supplies the dry inert gas, 
while the bottom tube is under vacuum. This Schlenk line is linked to the glass reservoir, 
shown in Figure 2.10 c), through the use of taps that can link to either the vacuum tube 
or dry inert gas tube. Furthermore, the reservoir is also designed to allow the sample to 
be introduced under a dry inert gas by cannula transfer. 
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Figure 2.10 Images of the Schlenk lines (a)), drying tube (b)) and the sample reservoir (c)). 
The Schlenk line consists of two tubes, the top tube contains the dry inert gas used to keep 
the sample under dry inert atmosphere, while the bottom tube is under vacuum allowing for 
the system to be purged of air and moisture. The taps allow selective control over which 
tube the sample system is connected to at a given time. The sample reservoir consists of four 
tubes: i which connects the reservoir to the Schlenk line using the blue tubes connected to 
the taps, ii connects to the flow cell and is the outlet, iii is the tube which allows for the 
sample to be introduced via cannula transfer and iv is the sample return from the flow 
cell.21 
i
ii
iii
iv
c)b)
a)
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2.6 Detection 
After the pump and probe pass through the sample, the residual pump beam is blocked 
with an iris in order to minimise any scatter into the detector. The probe on the other 
hand passes through the aperture of this iris, which is in front of a 0° 800 nm dielectric 
mirror. This mirror is used as a filter, as any residual 800 nm that is not converted during 
supercontinuum generation is capable of damaging the optics within the detector 
(spectrometer). The probe is then collimated and passes through a variable ND filter, as 
the intensity of the supercontinuum at certain wavelengths is able to saturate the 
detector. Finally, the probe is focussed into an optical fibre, which then feeds into the 
spectrometer (Avantes). This spectrometer has an acquisition rate of 1 kHz allowing for 
collection of every probe pulse, though due to hardware limitations only 2500 pulses can 
be acquired before needing to be read out and stored. As mentioned previously, part of 
the 800 nm fundamental (used for harmonic generation) is split off to create a reference 
beam, which passes through the optical chopper and sent into the optical fibre as well. 
This reference beam is used to determine whether the spectrometer started to collect 
data on a pumped or an unpumped pulse sequence (given it passes through the optical 
chopper along with the pump pulse, it only shows up in every other shot). This also 
bypasses the 0° 800 nm dielectric so it is the only source of 800 nm on the spectrometer 
making it a suitable reference source. 
2.7 System Control 
To programmatically control the various components of the experimental setup with a 
computer, a custom made LabVIEW virtual instrument (VI) is used and fully automates 
the data acquisition. The VI also converts the acquired probe spectra into the 
corresponding TAS in ΔOD. This is achieved by implementing the following formula: 
 
ΔOD(𝑡, 𝜆) = 𝑙𝑜𝑔
𝐼0(𝜆) −  𝐼′(𝜆)
𝐼∗(𝑡, 𝜆) − 𝐼′′(𝜆)
 (2.6) 
where 𝐼0 is the intensity of the probe passing through an unpumped sample, 𝐼
∗ is the 
probe intensity passing through a pumped sample, 𝐼′ is the background arising due to 
the dark charge13 and ambient lighting and 𝐼′′ is the background due to any pump only 
effects. Both 𝐼′ and 𝐼′′ are collected automatically via the use of the automated shutters. 
𝐼′ is acquired from the spectrometer when both the pump and probe beams are blocked 
and 𝐼′′ is recovered from the spectrometer with only the probe blocked. No further post-
processing is performed on the data by the VI. 
                                                          
13 An intrinsic response from the charge-coupled device chip due to electrical noise. 
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2.8 Analysis 
To recover the dynamical information contained within the TAS, a few options are 
available for use and which method used is dependent upon the data collected and 
information desired. 
2.8.1 Single Wavelength Transients 
A transient slice is produced by integrating a range of 5 nm centred on a specific 
wavelength and then plotted against ∆𝑡. This can then be fit (𝐹(∆𝑡)) using the required 
number of exponential decays or rises, each convoluted (∗) with a Gaussian function 
(𝑔(∆𝑡)) to model the instrument response (Section 2.5.1) thus:16 
 
𝐹(∆𝑡) = ∑ [𝑔(∆𝑡) ∗ 𝐴𝑖𝑒𝑥𝑝 (
−∆𝑡
𝜏𝑖
)]
𝑛
𝑖=1
 (2.7) 
where n is the number of exponentials, 𝐴𝑖  is the amplitude of the exponential (a positive 
amplitude represents a decay while a negative indicates a rise) and the time constant of 
the decay is given by 𝜏𝑖. The fits are performed in the Origin software package which 
uses the Levenberg-Marquardt algorithm.17,18 This fitting method is used in Chapter 3 
for the TR-IY, TR-VMI and TEAS measurements. It is also employed in Chapter 5 to fit the 
kinetic traces received from the KOALA spectral decomposition (vide infra). 
2.8.2 Global Fitting 
Instead of fitting just a single wavelength slice, it is possible to fit across the entire probe 
window simultaneously to model any dynamics observed. This is often referred to as a 
global fit. However, rather than just treating each wavelength individually with Equation 
(2.7), it is used for all wavelengths at once, the 𝜏𝑖 value for the fit is produced that best 
represents every wavelength, while the value of 𝐴𝑖  is varied for each wavelength.19,20 A 
plot of the values of 𝐴𝑖  for each individual 𝜏𝑖  versus wavelength is referred to as a decay 
associated spectrum (DAS). This can be useful in showing which processes that drive the 
spectral evolution of the TAS are linked i.e. an excited state absorption that is linked with 
a stimulated emission (see Chapter 4 as an example). As such this approach is 
particularly useful if various spectral features overlap.  
The error analysis performed on the global fit is asymptotic standard error.21 This 
involves varying the value of 𝜏𝑖 systematically while fixing the other parameters of the 
fit, at each value the chi squared (𝜒2) is retrieved. The lowest value of 𝜒2 is referred to 
as the global minimum (𝜒𝑚𝑖𝑛
2 ) where a ratio between the values of 𝜒2 at each value of 𝜏𝑖 
and 𝜒𝑚𝑖𝑛
2  is taken: 
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 𝜒2(𝜏𝑖) 𝜒𝑚𝑖𝑛
2  ⁄  (2.8) 
This ratio is then compared to: 
 1 +
𝑝
𝑓
𝐹(𝑁, 𝑝, 𝑓) (2.9) 
Here 𝐹 is the inverse cumulative distribution function, 𝑝 is the number of parameters 
within the fit, 𝑓is the degrees of freedom and N is the confidence interval. The largest 
deviation of 𝜏𝑖 that satisfies: 
 𝜒2(𝜏𝑖) 𝜒𝑚𝑖𝑛
2  ≤⁄ 1 +
𝑝
𝑓
𝐹(𝑁, 𝑝, 𝑓) (2.10) 
is defined as the as the upper error bound of the fit. The confidence interval that is used 
within error analysis of our global fit values is 95%. 
2.8.3 KOALA 
A drawback of using the global fitting procedure described above, is the probe 
wavelengths have to have the same time-zero (𝑡0). 𝑡0 is the point in time when the pump 
and probe pulse arrive at the sample at the same point in time. However, due to GVD (see 
Section 2.5.1), the various spectral components of the probe (see Figure 2.6) arrive at 
the sample at different times. Therefore each wavelength possess its own 𝑡0. This can be 
corrected however through chirp correction, which shifts each individual 𝑡0 so that they 
occur at the same time-delay. The chirp correction of our TAS is done via the KOALA 
(Kinetics Observed After Light Absorption) software package developed by Dr Michael 
Grubb at the University of Bristol.22 KOALA is also capable of performing kinetic analysis 
of the TAS. 
2.8.3.1. Chirp Correction 
The chirp correction in the KOALA software package is achieved by first designating 
𝑡0 for each wavelength. This is then plotted versus wavelength before being fit with the 
following:22 
 
𝑡0(𝜆) = 𝐴𝑃 + 𝐺𝑉𝐷 (
2𝜋𝑐
𝜆
) +
1
2
𝑇𝑂𝐷 (
2𝜋𝑐
𝜆
)
2
 (2.11) 
where 𝐴𝑃 is the absolute phase and 𝑇𝑂𝐷 is the third order dispersion. This fit is then 
applied to each value of ΔOD(𝑡) thereby providing each wavelength its own time-delay. 
However, giving each wavelength its own time-delay is impractical as it introduces 
another level of complexity into the fitting procedure, so instead the ΔOD(𝜆) are linearly 
interpolated to produce values at the original time-delays.22 To increase the accuracy of 
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this interpolation, a large number of TAS are taken with a small step size (10 fs) in the 
first ps of our measurements. 
2.8.3.2. Kinetic Analysis 
KOALA is also capable of performing spectral decomposition of the TAS data via a linear 
least squares regression with a series of spectral basis sets. These basis sets represent 
the absorption of a particular species [𝑆] within the TAS e.g. a radical absorption, and by 
giving KOALA a basis set for each absorbing species, it can model the contribution from 
each species to the overall TAS. The spectral decomposition is provided by:22 
 [ΔOD]𝜆 = [𝑆]𝑛,𝜆[𝐼]𝑛 + [𝜖]𝜆 (2.12) 
where 𝑛 is the number of spectral species, [𝐼] is a weighting factor that is proportional 
to the concentration of the species [S] and [𝜖] is the residual signal not successfully 
modelled. Thus the best fit from this spectral decomposition occurs when [𝜖] is at a 
minimum, allowing for Equation (2.12) to be rearranged to provide values of [𝐼]:22 
 [𝐼]𝑛 = ([𝑆]𝑛,𝜆 [𝑆]𝑛,𝜆 
𝑇 )
−1
[𝑆]𝑛,𝜆 [Δ𝑂𝐷]𝜆 
𝑇  (2.13) 
By plotting the values of [𝐼]𝑛 against time-delay, a kinetic trace can be acquired, which 
then can be fit in the same manner as a single wavelength transient to retrieve the 
dynamical information contained in the traces. 
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3. Environment Specific 
Photochemistry of 4-tert-
Butylcatechol 
 
 
This chapter is based on the following publication: 
M. D. Horbury, L. A. Baker, W.-D. Quan, J. D. Young, M. Staniforth, S. E. Greenough, 
and V. G. Stavros, Bridging the Gap between the Gas and Solution Phase: Solvent 
Specific Photochemistry in 4-tert-Butylcatechol, J. Phys. Chem. A., 2015, 119, 
11989-11996 
The Time-Resolved Ion Yield and Time-Resolved Velocity Map Imagining data presented 
in Section 3.3.1 was collected by M. Staniforth and J. D. Young. 
The deuteration of 4-tert-Butylcatechol, drying of acetonitrile and cyclohexane and the 
NMR spectra were carried out by W.-D. Quan 
The theory calculation used in Figures 3.1, 3.8 and 3.13 were performed by M. Staniforth.   
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3.1 Introduction 
In this chapter we explore the effects of solvation on the intrinsic photodynamics of 4-
tert-butylcatechol (termed 4-TBC hereon), that have been determined via 
complementary gas-phase measurements. As previously discussed in Chapter 1, 
employing a bottom-up approach, in which the UV chromophore motif (or subunit itself) 
of a larger biomolecule is isolated and studied,1,2 can lend valuable insights from which 
we may begin to understand the photochemistry of the larger biomolecule as a whole. 
One of these UV chromophores is catechol (1,2-dihydroxybenzene), a motif in a range of 
biomolecules, most notably eumelanin. As one of three types of melanin,3 eumelanin is 
largely responsible for skin’s frontline defence against UV exposure.4,5 However, gaining 
a complete understanding of its photodynamics is ongoing, with much progress to be 
made,6-9 evidenced by recent work implicating the long-term (after many hours of UVA 
exposure) phototoxicity of eumelanins.10 Previous gas-phase studies of catechol11 have 
shown that, after excitation to the first excited 1ππ* state (S1), H atom elimination is 
observed from dissociation of the non-intramolecular hydrogen bonded “free” O−H 
bond, leading to the formation of the catechoxyl radical in approximately 10 ps. 
Immediately, this suggests that catechol is not photostable following UV exposure, and 
yet it is a motif of a photoprotective biomolecule.7 In nature, eumelanin resides within 
organelles as large heteropolymer fibrils;12 thus gas-phase studies are unable to fully 
capture the photodynamics of catechol in its native environment. Therefore, we ask, do 
the natural surroundings of catechol influence its photodynamics? In this chapter, we try 
to address this question. Owing to catechol’s poor solubility in nonpolar solvents, the 
functionalized catechol, 4-TBC, is used instead, shown in Figure 3.1. In order to gauge 
how well 4-TBC performs as a proxy for catechol, we performed time-resolved velocity 
mapped imaging (TR-VMI) and time-resolved ion yield (TR-IY) measurements in the 
gas-phase and compared these too previous measurements using these techniques on 
catechol. To model the role that the surrounding solvent plays in the excited state 
dynamics of 4-TBC after excitation to the S1 state, we employ femtosecond transient 
electronic (UV/visible) absorption spectroscopy (TEAS), using the weakly perturbing, 
nonpolar solvent cyclohexane, and the highly perturbing, polar solvent acetonitrile.  
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3.2 Methods 
3.2.1 Experimental Methodology 
The generation of the laser pulses used within these experiments are described in detail 
in Chapter 2, alongside a detailed explanation of the TEAS setup. The nuances for the 
TEAS experiment are as follows: the hνpu is centred at 267 nm with a fluence of 1−2 mJ 
cm−2 and the hνpr spans 330−675 nm. The 4-TBC (≥98%, Sigma-Aldrich) is dissolved in 
either cyclohexane (100%, VWR) or acetonitrile (99.9%, VWR) at a concentration of 35 
mM. The spacer size used in the sample holder (See Section 2.5) was 100 μm. 
Static UV/visible spectra of 4-TBC in the vapour-phase, cyclohexane and acetonitrile 
were taken using a Cary 50 spectrometer. These spectra are shown in Figure 3.2. 
The detailed experimental procedures pertaining to TR-VMI and TR-IY, have been 
extensively described elsewhere.13 For TR-VMI and TR-IY a pump pulse (hνpu) centred 
at 267 nm (∼6 μJ/pulse) and a probe pulse (hνpr) set to 243 nm (∼7 μJ/pulse) are used 
with a maximum temporal delay of 1.2 ns. 
 
 
 
Figure 3.1 ‘Gas-phase’ calculations of the first a) and second b) lowest energy conformers 
(‘closed’ and ‘open’ respectively) in the ground electronic (S0) state of 4-TBC; the open 
conformer is 1662 cm-1 (0.21 eV) higher in energy. Molecular geometries calculated in 
Gaussian09 using the M052X functional with a 6-311G** basis set. The corresponding 
structural drawings are also shown, c) the closed conformer and shows the intramolecular 
hydrogen bond (dash bond) and d) shows the open conformer. 22 
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3.2.2 Deuteration and Characterization 
Comparative TR-VMI, TR-IY and TEAS studies were also carried out on the 
deuterated isotopologue of 4-TBC, i.e., 4-TBC-d2, in which we have selectively deuterated 
both O−H bonds (C10H12O2D2), synthesized and characterized according to the following 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2 UV-Vis of 4-TBC in the vapour (black line), cyclohexane (blue line) and acetonitrile 
(red line).24 
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Figure 3.3 1H NMR spectrum of 4-TBC-d2 (400 MHz, CDCl3), the alcohol hydrogen peak is absent due 
to deuteration.23 
62 | P a g e  
 
procedure. 1 g of 4-tert-butylcatechol (4-TBC) was added to an oven-dried 50 ml round 
bottom flask, which was then evacuated and back filled with dry N2 three times before 
adding 20 ml of D2O. The solution was stirred under dry N2 for 18 hrs. D2O was then 
removed by lipholysation (freeze-drying). This process was repeated twice and the yield 
was assumed to be quantitative. The hydroxyl proton peak in the NMR spectrum of 4-
TBC (5.44-5.79 ppm, 2H) (Figure 3.3) was reduced by 95% as shown Figure 3.4. 
Cyclohexane and acetonitrile, used for the deuterated sample scans, were freshly 
distilled over CaH2 under dry N2, collecting only the middle 80% of the distillate to 
ensure minimum atmospheric water contamination. Distillations were all carried out 
immediately prior to sample preparation. 
An appropriate amount of the 4-TBC-d2 was weighed and placed in an oven-dried 
ampule, which was evacuated and backfilled with dry N2. 5 ml of deuterated methanol 
(MeOD-d4) was then added to the ampule and stirred overnight. MeOD-d4 was then 
removed under high vacuum at room temperature immediately prior to scans. The 
anhydrous solvents were then cannula transferred into the ampule under dry N2 to give 
a sample volume of 50 ml and a 4-TBC-d2 concentration of 35 mM for cyclohexane and 
30 mM for acetonitrile; this lower concentration was due to the amount of 4-TBC-d2 
available. The prepared samples were once again cannula transferred into the airtight 
Figure 3.4 1H NMR spectrum of 4-TBC (400 MHz, CDCl3), the green label denotes the alcohol 
hydrogen peak.25 
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flow set up that had been pre-evacuated and backfilled with dry N2. A positive pressure 
was applied to the sample from the dry N2 line for the duration of the TEAS scans to 
prevent H2O in the atmosphere from leaking into the flow cell line. NMR was performed 
on recovered samples after scans, indicating only 20% of the sample was protonated by 
the end of TAS scans, see Figure 3.5.  
3.2.3 Fitting Procedure 
3.2.3.1. Solution-Phase 
The fits 𝐹(∆𝑡) used for the solution-phase transient slices within this chapter are based 
on the single wavelength transient procedure described detail in Section 2.8.1 (Equation 
2.7) though for ease the equation is repeated here: 
 
𝐹(∆𝑡) = ∑ [𝑔(∆𝑡) ∗ 𝐴𝑖𝑒𝑥𝑝 (
−∆𝑡
𝜏𝑖
)]
𝑛
𝑖=1
 (3.1) 
The fit is convoluted (∗) with a Gaussian function 𝑔(∆𝑡), 𝜏𝑖 is the time constant and 𝐴𝑖  is 
the amplitude of the exponential. The number of exponentials (𝑛) used for the fits varied 
depending on the trace fit. The number of exponential decay functions used for the neat 
cyclohexane solvent response was n = 3 as this was required to accurately fit the 
resulting transient. Both the 4-TBC and 4-TBC-d2 in cyclohexane transients were fitted 
using n = 4 (tetra) exponential decay functions where the first three exponentials were 
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Figure 3.5 1H NMR spectrum of 4-TBC-d2 (400 MHz, CDCl3) after TAS scans. The alcohol hydrogen 
peak labelled green is now present, indicating some protonation of the deuterated sample.26 
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locked to those obtained in the neat cyclohexane solvent response fitting. Finally, 4-TBC 
and 4-TBC-d2 in acetonitrile only required two exponential decay functions to fit the 
transients as negligible solvent response is observed. 
3.2.3.2. Gas-Phase 
All transients obtained from TR-IY and TR-VMI were modelled using slightly altered 
exponential decay functions compared to the solution-phase function; again these are 
convoluted (*) with a Gaussian instrument response function, 𝑔(∆𝑡). All 4-TBC+ and 4-
TBC-d2+ were fitted using a bi-exponential function 𝑃(∆𝑡): 
 𝐻(∆𝑡) = [𝑔(∆𝑡) ∗ (𝐴𝑒𝑥𝑝 (
−∆𝑡
𝜏1
))] + [𝑔(∆𝑡) ∗ (𝐵𝑒𝑥𝑝 (
−∆𝑡
𝜏2
))] (3.2) 
and H+ and D+ transients were fitted using a bi-exponential function 𝐻(∆𝑡): 
 𝑃(∆𝑡) = [𝑔(∆𝑡) ∗ (1 − 𝐴𝑒𝑥𝑝 (
−∆𝑡
𝜏1
))] + [𝑔(∆𝑡) ∗ (1 − 𝐵𝑒𝑥𝑝 (
−∆𝑡
𝜏2
))] (3.3) 
We note that we use 𝜏1 and 𝜏2 here for the rise/decay time constants for simplicity. In 
the main text, these are specifically labelled according to each individual dynamical 
process being probed.  
3.3 Results and Discussion 
3.3.1 Gas-Phase Studies 
Figure 3.6a shows an example total kinetic energy release (TKER) spectrum with the 
image from which it was extracted shown inset; the left half corresponds to the recorded 
H+ image while the right half shows the reconstructed slice through the centre of the 3-
D ion distribution; the black arrow indicates the electric field polarization, ε, of the pump 
pulse. A pump wavelength of 267 nm (4.64 eV) was used to photoexcite 4-TBC to the S1 
state, with any generated H-atoms subsequently ionized via a [2+1] resonance enhanced 
multiphoton ionization (REMPI) scheme using the hνpr wavelength of 243 nm. The 
pump−probe time delay (Δt) used when recording this particular image was set at Δt = 
1.2 ns. A high kinetic energy (KE) feature is apparent in the TKER spectrum centred at 
∼7,500 cm-1, which returns to the baseline by ∼10,000 cm-1. This high-KE signature 
strongly agrees with previous work by the group in catechol,11 and is associated with H 
atoms generated through dissociation of the “free” (non-hydrogen bonded) O−H bond 
(see Figure 3.6a). Alongside the H-atoms produced, the dissociation also yields 4-tert-
butylcatecoxyl radical species, C10H13O2(X) (termed 4-TBC•, or 4-TBC-d1• for the 
deuterated isotopologue, hereon). This dissociation occurs along the 1πσ* surface (S2), 
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Figure 3.7 Calculated potential energy cuts along the extension of the “free” O–H of both the 
open conformer (left) and closed conformer (right) of 4-TBC in the gas-phase. The first three 
states are shown: the S0 ground state (black), the S1 1ππ* state (red) and the S2 1πσ* state 
(blue). Potential energy cuts were calculated in Gaussian 09 using CASSCF with a second order 
perturbation correction CASPT2, using an aug-cc-pVDZ basis set. 28 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.6 a) TKER spectrum of 4-TBC following excitation at 267 nm and probing H-atom 
photoproducts with a 243 nm probe pulse at t = 1.2 ns. Inset: H+ velocity map image, left half 
showing raw image, right half showing reconstructed image. b) Normalized integrated H+ signal 
transient (blue circles) and the corresponding parent ion signal transient (purple diamonds), 
solid lines show the kinetic fits. c) Normalized integrated D+ signal transient (dark brown 
circles) and the corresponding parent (4-TBC-d2+) ion signal transient (light brown diamonds). 
Solid lines show kinetic fits.27 
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localised along the O–H bond coordinate. This is illustrated in the potential energy cuts 
shown in Figure 3.7 for the open and closed conformers, the latter preserving the 
intramolecular hydrogen bond. We return to discuss the significance of the open and 
closed conformers in the proceeding paragraphs.  
Collecting a series of TKER spectra at varying Δt and then integrating the high KE 
feature over the range ∼5,500−8,500 cm-1 results in the H+ transient shown in Figure 
3.6b (blue circles). In order to obtain a time constant for the S2 mediated O−H 
dissociation, a kinetic fit to the data is applied; this fit is shown by the blue line. Two 
(gas-phase, g) time constants (τ) are returned: gτMP < 30 fs, which is associated with 
multiphoton processes (MP),14,15 and a slower rise in the H+ (and thus H atom) signal, 
gτH+ = 5.9 ± 0.3 ps, which is likely due to quantum tunnelling beneath an S1/S2 conical 
intersection (CI, vide infra).11 In addition to the H+ transient, Figure 3.6b also shows a 
complementary TR-IY trace of the 4-TBC+ parent ion signal, as a function of Δt (purple 
diamonds), which provides a measure of the dynamics occurring on the photoprepared 
S1 state following excitation at 267 nm. Cursory inspection of the 4-TBC+ parent transient 
relative to the corresponding H+ transient reveals that the S1 state decays on a similar 
time scale to the appearance of H atoms associated with O−H dissociation. Indeed, fitting 
this transient with a biexponential decay function (purple line) returns time constants 
of gτIVR(H) = 0.4 ± 0.1 ps, associated with rapid intramolecular vibrational redistribution 
(IVR) in the S1 state as seen in our previous investigation in catechol,11 and gτP+ = 4.9 ± 
0.6 ps, which is assigned to excited state population flux from the S1 state, with the P+ 
signifying decay of the nondeuterated isotopologue parent ion signal (and therefore S1 
state population). The difference between gτP+ and gτH+ is attributed to the parent signal 
decaying quicker due to the progression out of the Franck-Condon region, reducing the 
overlap between the excited state and dissociative state. Importantly, this shows a clear 
correlation to the appearance time of H+. 
To establish the role of tunnelling following photoexcitation to S1, we have also 
carried out measurements on 4-TBC-d2. The results of both the D+ and 4-TBC-d2+ 
transients are shown in Figure 3.6c. Kinetic fits to the transients return time constants 
of gτD+ = 98 ± 2 ps and gτDP+ = 102 ± 3 ps and thus an average kinetic isotope effect (KIE, 
where KIE=kH/kD) of ∼19. Here the time constant typography has the same meaning as 
above, but applied to the deuterated isotopologue. The large KIE obtained here is a tell-
tale signifier that the “free” O−H dissociation is very likely mediated through tunnelling 
under the S1/S2 CI. For completeness, we also note that gτIVR(D) = 1.0 ± 0.1 ps compares 
favourably with the value extracted for the nondeuterated isotopologue. Notably, the KIE 
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obtained for 4-TBC is similar to measurements carried out in catechol, which returned a 
KIE of ∼30, supporting the use of 4-TBC as a proxy for catechol (vide supra). 
3.3.2 Solution-Phase Studies 
The nonpolar solvent, cyclohexane, was used as the starting point for unravelling the 
solution-phase dynamics of 4-TBC, as the weakly perturbing environment of 
cyclohexane serves as a good model for the gas-phase environment.1,16 Figure 3.8a 
shows TAS of 4-TBC in cyclohexane, following 267 nm (4.65 eV) excitation, having two 
main features at early Δt (∼1−5 ps): a peak centred around 370 nm and another broader 
feature centred at 495 nm. These features are attributed to the excited state absorption 
 
Figure 3.8 a) Selection of TAS of 35 mM 4-TBC in cyclohexane with an excitation wavelength of 
267 nm. b) Transient slices of 35 mM 4-TBC in cyclohexane (red circles) and 35 mM 4-TBC-d2 
in cyclohexane (blue diamonds) acquired by integrating over a 5 nm window centred at 450 
nm; solid lines are the kinetic fits. c) heat map representation of the cyclohexane TAS d) 
Selection of TAS of 35 mM 4-TBC in acetonitrile and 30 mM 4-TBC-d2 in acetonitrile (bottom 
trace) with an excitation wavelength of 267 nm. e) Transient slices of 35 mM 4-TBC in 
acetonitrile (red circles) and 30 mM 4-TBC-d2 in acetonitrile (blue diamonds) acquired by 
integrating over a 5 nm centred at 450 nm; solid lines are the kinetic fits. Note that optical 
density is plotted in the range mOD = 3-12 to magnify the extended decay. f) heat map 
representation of the acetonitrile TAS. 29 
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(ESA) from the S1 state to higher-lying Sn states.17,18 At Δt = 5 ps, peaks at 375 and 390 
nm appear to lie on top of the S1 absorption; these peaks are the signature absorption of 
4-TBC• (and not the radical cation) in concordance with literature on other phenols.19,20 
The radical and radical cation absorption are shown in Figure 3.9. The peak at 390 nm 
(and to a lesser extent 375 nm) appears to narrow as the spectra evolve over time (Δt = 
5−40 ps). This may be explained by quenching of the initially produced hot radical 
through vibrational energy transfer (VET).21,22  
Within these features, a significant cyclohexane solvent response is also present and 
appears as a flat absorption feature spanning the entire probe window and the evolution 
of this ESA is shown in Figure 3.10a. The origins of this solvent response is due to two-
photon ionization of the cyclohexane which initial generates a geminate pair between 
 
Figure 3.10 a) Selection of TAS of neat cyclohexane at an excitation wavelength of 267 nm. b) 
Transient slice at 450 nm for neat cyclohexane excited at 267 nm. A kinetic fit is shown by the 
red line.31 
a) b)
 
Figure 3.9 The absorption profiles of the catechol radical (solid triangles), the radical cation (open 
triangles) and there combined profile (circles).30 
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the ejected election can cyclohexane cation. This geminate pair than rapidly recombines 
to produce cyclohexane in its first excited singlet state.23 The TAS of neat cyclohexane 
were obtained in an identical manner to 4-TBC in cyclohexane and a transient, shown in 
Figure 3.10b, was acquired by integrating a 5 nm wide slice of the TAS, centred on 450 
nm, as a function of Δt. The reason behind the choice of this integration wavelength is 
provided below. This transient was fitted with a triexponential decay function, revealing 
three lifetimes that we attribute to the solvent (s) response: τs1 = 23 ± 1 fs,†††† τs2 = 408 
± 148 fs and τs3 = 447 ± 55 ps.  
Returning once again to 4-TBC in cyclohexane, Figure 3.8b (red circles) shows a 
transient acquired by integrating a 5 nm wide slice of the TAS, centred on 450 nm, as a 
function of Δt. This wavelength is chosen due to the absence of radical absorption in this 
region, ensuring that signal at this wavelength will come primarily from S1 absorption. 
This transient was fit with a tetraexponential decay function (red line); the first three 
exponentials account for the cyclohexane solvent response (see above). The single time 
constant found for (non-deuterated, i. e., H) 4-TBC in cyclohexane (c), cτ(H) = 18 ± 1 ps, is 
assigned to excited state population flux out of the S1. TAS of 4-TBC-d2 were also 
recorded, as shown by Figure 3.11a, to acquire a corresponding 4-TBC-d2 transient 
centred at 450 nm. This was once again using a 5 nm integration around this spectral 
region; the results are presented in Figure 3.8b (blue diamonds). Our kinetic fit (blue 
line) returns an S1 lifetime for the deuterated (D) species of cτ(D) = 74 ± 9 ps and thus a 
KIE of ∼4. While the KIE returned from the cyclohexane measurements is less than that 
obtained from the gas-phase measurements (cf. KIE ∼19), this still suggests O−H 
                                                          
†††† While generally we cannot quote lifetimes shorter than 40 fs, we quote the exact value here 
due to it being used in the fit for 4-TBC and 4-TBC-d2cyclohexane. 
Figure 3.11 a) Selection of TAS of 35 mM 4-TBC-d2 in cyclohexane and b) 30 mM 4-TBC-d2 in 
acetonitrile with an excitation wavelength of 267 nm.32 
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dissociation is a barriered process with some possible involvement of tunnelling (vide 
infra).24 
 We now begin to evaluate the environmental influence on the excited state 
dynamics of 4-TBC by using a more perturbative, polar solvent. Acetonitrile was selected 
due to its high polarity and (apparent) low reactivity toward 4-TBC.‡‡‡‡ Figure 3.8c 
shows the TAS of 4-TBC in acetonitrile. The main feature at early Δt is a broad ESA across 
the entire probe window, which we once again attribute to absorption from the S1 state 
to higher-lying Sn states.17,18 At Δt = 300 ps, a smaller peak, which is assigned to the 4-
TBC• absorption, sits atop the S1 state absorption at 390 nm. Beyond Δt = 2 ns, this radical 
signature appears more defined and the S1 state absorption has decayed away 
sufficiently to reveal an absorption resembling that of an excited triplet state; these 
absorptions tend to slope up in the blue end of the spectrum.25 By Δt = 10 ns the S1 
absorption appears to have completely decayed yielding the triplet state and radical 
species absorptions, reminiscent of previous studies in guaiacol.18 TAS of 4-TBC-d2 in 
acetonitrile do not show, within the signal-to-noise, the radical absorption; a Δt = 10 ns 
TAS is shown in the lower panel in Figure 3.8c, alongside more expansive TAS collated 
at a range of Δt shown in Figure 3.11b, highlights this. Unlike the transients obtained in 
cyclohexane, the transient in acetonitrile (Figure 3.8d) requires only two exponential 
decay functions to fit the data (red line), both of which are attributed to solute-only 
dynamics. Solvent contribution from acetonitrile was negligible and thus not shown. The 
(acetonitrile, a) time constants returned from the kinetic fit are aτVET(H) = 230 ± 50 fs and 
aτ(H) = 1.7 ± 0.1 ns. The very fast decay manifests due to a decrease in the ESA as the 
Franck−Condon overlap for the Sn ← S1 absorption evolves. This is attributed to both IVR 
and solvent rearrangement, the latter of which has been shown to influence the S1 energy 
of the solute.26 We note we are unable to resolve a similar decay pathway in 4-TBC/ 
cyclohexane due to the very large solvent-only dynamics at short time delays, though it 
would be expected that a similar process to that seen in acetonitrile would occur. 
The second extracted time constant, aτ(H) = 1.7 ± 0.1 ns, is assigned to excited state 
population flux out of the S1 state in accordance with our previous studies on guaiacol.18 
Intriguingly, we note there is a ∼100-fold increase in the lifetime of the S1 state in 
acetonitrile relative to cyclohexane (cf. cτ(H) = 18 ± 1 ps), the significance of which is 
discussed below. TAS of 4-TBC-d2 in acetonitrile collected and then integrated with a 5 
nm wide slice centred around 450 nm yielded a similar transient, and is presented in 
                                                          
‡‡‡‡ In methanol a yellowing of the sample occurred, we believe this to be caused by the solvent 
reacting with the 4-TBC to produce a quinone type species.  
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Figure 3.8d. Our kinetic fit (blue line) returned an S1 lifetime of a τ(D) = 3.3 ± 0.1 ns (as 
well as aτVET(D) = 180 ± 50 fs for completeness) and thus a KIE of ∼1.9, which suggests 
that the rate determining step in the excited state decay is inconclusive regarding 
whether it is a barriered process of not. 
3.3.3 Gas-Phase Versus Solution-Phase Studies 
We now compare our findings between the gas- and solution-phases. In the gas-phase, 
the parent+ transient, which directly reports on the S1 lifetime, returns a time constant 
of gτ(H) = 4.9 ± 0.6 ps while the S1 lifetime in cyclohexane is cτ(H) = 18 ± 1 ps. The almost 
4-fold increase in the S1 lifetime in cyclohexane may be attributed to the very modest 
polarity of cyclohexane (dielectric constant (εr) = 2.02),27 which will perturb, albeit 
weakly, the electronic state energies. The KIE returned from both the gas- and solution-
phases (gas ∼19, solution ∼4) suggests that, following excitation to S1, O−H dissociation 
proceeds along a barriered pathway. Our attribution of tunnelling mediated dissociation 
along the “free” O−H bond (more so for the gas-phase with the larger KIE and a milder 
tunnelling behaviour in cyclohexane), beneath an S1/S2 CI, accords with previous studies 
on phenols in the gas- and solution-phases.2,16-18,28 Studies on substituted phenols have 
also shown the quite dramatic effect substituents have on the topography of either the 
S1 or S2 (or both) potential energy surfaces (PES), resulting in noticeable effects on the 
S1/S2 tunnelling probability and hence S1 lifetime.11,29-32 Similar effects on the local 
topography of the S1 or S2 PESs even from a weakly perturbing solvent will undoubtedly 
have a comparable effect on the S1 lifetime as observed here. Indeed, the increase in the 
S1 lifetime in cyclohexane relative to the gas-phase (see above) suggests that the barrier 
along the O−H bond increases due to a stabilization of the S1 state, destabilization of the 
S2 state, or a combined effect. As discussed previously in Chapter 1 the rate of tunnelling 
displays an exponential dependence on the barrier height, therefore any small change in 
the barrier will have an appreciable effect on the observed time constant. However, this 
is counterintuitive to the observed decrease in KIE in cyclohexane; an increase in barrier 
would imply an increase in KIE (due to the increasing role of tunnelling along the O−H 
or O−D coordinate). One must recognize, however, that the KIE is dependent upon both 
the barrier height along the O−H coordinate and the influence of orthogonal modes and 
zero-point effects which may aid passage across (or through) this barrier. As such, a 
more complete description of the KIE requires proper treatment of the nuclear dynamics 
beyond a simple 1-D picture, which utilizes the multidimensional PES and how these are 
influenced by the nonpolar cyclohexane (and polar acetonitrile−see below).  
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While the gas-phase studies are relatively similar with those in the nonpolar 
cyclohexane, as expected, this is not the case in acetonitrile (εr = 37.5).33 The S1 lifetime 
of 4-TBC in acetonitrile, aτ(H) = 1.7 ± 0.1 ns, is ∼100 times that of 4-TBC in cyclohexane 
and ∼350 times that of gas-phase 4-TBC (cτ(H) = 18 ± 1 ps and gτP+ = 4.9 ± 0.6 ps 
respectively). The polar acetonitrile is thought to induce the same conformer change to 
4-TBC as with catechol, where the intramolecular hydrogen bond is broken, resulting in 
two intermolecular hydrogen bonds with the solvent.34,35 To explore the role of 
conformational change on the observed dynamics, time-dependent density functional 
theory calculations were performed with the Gaussian 0936 package using both the 
M052X37 and CAM-B3LYP38 functionals and a 6- 311G**39 basis set. These calculations 
show that the “open” and “closed” conformers are planar in the S0 state (see Figure 3.12). 
In contrast, in the S1 state, while the “open” conformer retains planarity, the “closed” 
conformer becomes distorted.  
Figure 3.12 Calculated minimum geometries in the ground state (S0) and first excited 
state (S1) of 4-TBC in its intramolecular hydrogen bonded (closed) and non-
intramolecular hydrogen bonded (open) conformers, calculated in Gaussian09 using 
M052X and CAM-B3LYP functionals with a 6-311G** basis set.33 
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In the gas-phase and in cyclohexane, the photoexcited S1 state is nonplanar.40 The 
nonplanar “closed” conformer has been proposed to explain the dramatic decrease in S1 
lifetime in catechol relative to phenol, due to symmetry enhanced tunnelling.11,41 A 
similar reasoning can be applied here for 4- TBC in both “non-perturbing” environments, 
of the isolated gas-phase and non-polar cyclohexane solution. In the polar solvent, 
acetonitrile, the photoexcited S1 state retains its planar geometry (see Figure 3.12). Such 
a conformer change (with solvent polarity) has also been observed in guaiacol,34,35 
resulting in considerably altered photodynamics.18 In 4-TBC we see an analogous 
alteration in the observed photodynamics of the S1 excited state in the form of an 
increased lifetime, an appearance of the triplet state absorption, whose absorption is 
similar to phenol’s triplet absorption profile,25 at large values of Δt, and a smaller radical 
absorption appearing at Δt ∼ 300 ps and beyond. These dynamics are extremely similar 
to those seen for guaiacol in methanol18 as well as bearing a  resemblance to their 
archetype, phenol in cyclohexane.16,17 This leads to the conclusion that a solvent-induced 
conformer change most likely causes the suppression of the O−H bond fission pathway, 
likely due to an enhanced barrier to tunnelling, allowing for additional decay pathways 
such as IC, fluorescence, and ISC to effectively compete with “free” O−H 
dissociation.17,18,42 The absence of 4-TBC-d1• out to Δt = 10 ns in our deuterated studies 
supports this idea; O−D bond fission is kinetically outcompeted by other pathways, 
which will now contribute to the measured KIE of ∼1.9, and is unsurprising given that D 
atom tunnelling through the barrier beneath an S1/S2 CI will be significantly suppressed. 
As such, we see an increase in the triplet state signal. We must recognize that the solvent 
will also modify the S1 and S2 state topographies irrespective of any conformational 
change. Therefore, both processes (conformational change and solvent perturbations) 
are intimately linked in modifying the S1 and S2 state energies. Combined, this leads to 
an enhanced barrier to O−H bond fission and thus suppression of the O−H bond fission 
pathway.  
On the basis of our discussion above, a proposed schematic summarizing the 
various decay pathways in 4-TBC, in both perturbative and non-perturbative 
environments, is given in Figure 3.13. Photoexcitation with 267 nm radiation prepares 
4- TBC in the S1 state. In the gas-phase, the excited state decays through dissociation of 
the “free” O−H bond, along a pathway that has a barrier. The KIE of ∼19 strongly suggests 
that O−H dissociation is mediated through tunnelling beneath the S1/S2 CI. In the weakly 
perturbing cyclohexane solvent, the photoexcited S1 state decay appears to follow a 
similar path: tunnelling mediated O−H dissociation. While a milder KIE of ∼4 makes this 
supposition less conclusive, it is still supportive of a barriered O−H dissociation 
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coordinate. The left side of Figure 3.12 contains a single, dominant process involved in 
the non-perturbative, gas-phase and weakly perturbative, (cyclohexane) solution-phase: 
kH signifies the rate constant of O−H dissociation. In the strongly perturbing acetonitrile 
solvent, we have contrasting dynamics. The “open” conformer, which now dominates, 
displays a diminished 4-TBC• feature. Upon deuteration, the 4-TBC-d1• absorption 
signature is almost completely extinguished. Instead, the excited state decay reveals an 
absorption feature in the TAS that is reminiscent of triplet state absorption. As a 
consequence, we propose that excited state decay in 4-TBC (acetonitrile) is 
multicomponent in nature, including O−H dissociation, ISC, and likely IC and 
fluorescence, characterized by the associated rate constants kH, kISC, kIC, and kF 
respectively. The right side of Figure 3.13 shows these processes.  
We close by returning to the original question regarding whether the natural 
surroundings impact the photostability of biomolecules. In 4-TBC, a close analogue to 
the catechol chromophore, it is clear that the photoinduced dynamics in non-perturbing 
environments compare favourably with those in the gas-phase; both cases involve O−H 
dissociation to yield the phototoxic radical species 4-TBC•.43 When 4-TBC is placed into 
a polar solvent, this pathway is severely suppressed. This is a consequence of a change 
in molecular geometry, as well as electronic structure, through solvent interactions. 
These structural changes reduces the excited state decay, with the phototoxic radical 
pathway becoming less favourable, and opens up alternative (and competitive) 
relaxation pathways, including potentially harmful triplet state formation.10 
Interestingly, the triplet state formation accords with previous studies by Sundström 
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Figure 3.13 Schematic representation of the observed decay processes in 4-TBC. The left side 
demonstrates the S1 decay of the ‘closed’ (non-planar) conformer, which dominates in the gas-
phase and in the non-polar cyclohexane. The right side shows the S1 decay of the ‘open’ 
(planar) conformer, which dominates in the polar acetonitrile. Dashed grey arrows represent 
processes that our current measurements cannot/do not probe and are based on previous 
work in related systems (see text for details).34 
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and co-workers on 5,6-dihydroxyindole,9 one of the main building blocks of eumelanin, 
which incorporates the catechol chromophore motif. Thus, the present bottom-up study 
provides a key stepping-stone between a model UV chromophore (motif) in the gas-
phase and a larger biomolecule within its native environment. This also emphasizes the 
critical role of environment-induced photodynamics. 
3.4 Conclusions 
The excited state dynamics of 4-TBC have been investigated in both the gas- and 
solution-phases using a combination of TR-VMI, TR-IY, and TEAS, following 
photoexcitation of the S1(1ππ*) state at 267 nm. Through the recorded gas-phase TKER 
spectra and associated H+ transient, a time constant for H atom elimination of gτH+ = 5.9 
± 0.3 ps is found. Complementary TR-IY transients of the parent+ results in a time 
constant of gτP+ = 4.9 ± 0.6 ps. Comparative studies in 4-TBC-d2 yield time constants of 
gτD+ = 98 ± 2 ps and gτDP+ = 102 ± 3 ps and thus an average KIE of ∼19. A dominant 
dissociation of the non-intramolecular hydrogen bonded “free” O−H bond is deduced, 
very likely mediated through tunnelling beneath an S1/S2 CI. Solution-phase studies in 
the weakly perturbing cyclohexane solvent yield excited state decay time constants of 
cτ(H) = 18 ± 1 ps and cτ(D) = 74 ± 9 ps for 4-TBC and 4-TBC-d2 respectively. The KIE of ∼4 
implies, together with the emergent 4-TBC-d1• feature, that a similar relaxation pathway 
in 4-TBC/cyclohexane is operative as in 4-TBC in the gas-phase: a barriered pathway to 
O−H dissociation with a milder contribution of tunnelling. In the strongly perturbing, 
polar acetonitrile solvent, excited state decay occurs with time constants of aτ(H) = 1.7 ± 
0.1 ns and aτ(D) = 3.3 ± 0.1 ns for 4-TBC and 4-TBC-d2 respectively, leading to a KIE of 
∼1.9. The dominant decay channel in acetonitrile is no longer solely O−H dissociation, 
but rather multicomponent, involving ISC, IC, and fluorescence together with O−H 
dissociation. The dramatic differences in excited state lifetime in the two solvents is 
largely attributed to a conformational change between 4-TBC (and 4- TBC-d2) in 
cyclohexane and acetonitrile, in which, respectively, the closed and open conformers 
dominate. This result thus serves to highlight the critical importance of the influence of 
environment and structure on dynamics. Furthermore, this work serves as a starting 
point for the work presented in Chapter 4, as caffeic acid is a functionalized form of 4-
TBC. Additionally, the effects of differing solvent environments are explored, which as 
shown in this chapter, can have a drastic impact on the observed dynamics. 
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4. Photodynamics of Potent 
Antioxidants: Ferulic and 
Caffeic Acids 
 
 
This chapter is based on the following submitted work: 
M. D. Horbury, L. A. Baker, W.-D. Quan, S. E. Greenough and V.G. Stavros,
 Photodynamics of Potent Antioxidants: Ferulic and Caffeic Acids, submitted. 
 
Preparation of the buffer solutions was carried out by W.-D. Quan  
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4.1 Introduction 
As discussed in Chapter 1, there is a lack of dynamical insight into the photodynamics of 
various sunscreening agents. Alongside this, there are also several controversies over 
certain molecules currently used within commercial sunscreens, in particular the 
formation of reactive oxygen species (ROS) due to photodegradation of the constituent 
components.1,2 This has led to the concept of including molecules with antioxidant 
properties within sunscreen products, either to increase the photostability of sunscreen 
molecules, or to “mop up” any ROS.2-4 A particularly potent set of antioxidants are 
hydroxycinnamic acids. Within this set, ferulic acid and caffeic acid, shown in Figure 
4.1,5,6 have been shown to stabilize vitamins C and E exposed to ultraviolet (UV) 
radiation.7,8 These molecules also possess strong absorptions in the UVA (400 – 315 nm) 
and UVB (315 – 280 nm) regions (Figure 4.2); this is critical for their use as absorbing 
species in sunscreens. 
Previous time-resolved studies have been performed on other related 
hydroxycinnamic acids, though much of this work has been focused upon the archetypal 
p-coumaric acid (3-(4-hydroxyphenyl)-2-propenoic acid) as either the isolated molecule 
or a functionalized chromophore to mimic the photoactive yellow protein (PYP).9-16 In 
these studies, p-coumaric acid was excited to the first excited electronic state (11ππ*, S1). 
The main relaxation pathway of the S1 state was identified as a trans-cis 
photoisomerization, resulting in the formation of the cis-photoproduct. A two-step 
mechanism was proposed for this photoisomerization. The initial step involved 
geometry relaxation out of the vertical Franck-Condon (vFC) region to a local minimum 
in the S1 state and a solvent reorientation. This was followed by the excited state crossing 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1 Structures of ferulic and caffeic acids in their trans and cis isomeric forms.35 
trans-caffeic acid 
trans-ferulic acid 
cis-caffeic acid 
cis-ferulic acid 
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a barrier along the isomerization reaction coordinate, proceeding to an S1/S0 conical 
intersection (CI) to either form the cis-isomer or return to the original trans-isomer. 
Ferulic acid has also been studied previously, at different pHs, by van Grondelle and 
co-workers.17 In this study, ferulic acid was photoexcited to the S1 state, before probing 
the excited state decay with transient electronic (UV/visible) absorption spectroscopy 
(TEAS). A global analysis of their data required two time constants; except for ferulic 
acid at pH 10.5 which required three, to fully describe the dynamics data. The first time 
constant was attributed to a solvent rearrangement and geometry relaxation out of the 
initially populated vFC region (in accordance to p-coumaric acid, vide supra), which 
manifested as a change in the detected stimulated emission (SE). The second time 
constant was assigned to the decay of the excited state via an aborted isomerization as 
no cis-isomer was detected. This aborted isomerization in the propenoic acid “tail” of the 
molecule leads to a coupling between the S1 state and the electronic ground state (S0) by 
an S1/S0 CI. In contrast, static absorption studies of the effects of UV irradiation on both 
ferulic acid and caffeic acid have observed the formation of the cis-isomer after exposure 
to UV.18-21 This was achieved by using chromatography to separate the two isomers from 
the irradiated solution. 
Recent gas-phase ab initio calculations22 for ferulic and caffeic acids have suggested 
that photoisomerization occurs in the 21ππ* (S3) state (in contrast to occurring on the S1 
as proposed previously21-28) proceeding to a S3/S0 CI. Additionally, this work also 
highlighted a potential dissociation of the hydrogen atom on the phenolic hydroxyl 
group via tunnelling; this mechanism has been previously seen experimentally in the 
building blocks of ferulic and caffeic acids (guaiacol and catechol respectively),23,24 and 
also discussed in Chapter 3. In light of these works, and the need for a better 
understanding of the photodynamics of ferulic acid and caffeic acid as sunscreening 
 
Figure 4.2 Static UV/vis spectra of ferulic (left) and caffeic (right) acids in several solvent 
environments.36 
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agents, we use TEAS to revisit the photodynamics of ferulic acid and provide new insight 
toward the hitherto unstudied caffeic acid, following photoexcitation to the S1 state, in a 
range of solvent environments of varying polarity. 
4.2 Methods 
The detailed experimental procedures pertaining to TEAS have been described in 
Chapter 2. In this section, we therefore provide information on the specifics concerning 
the experiments performed within this chapter. The wavelength range of the 
femtosecond white light continuum used in the probe pulse is 330-675 nm. The pump 
pulse employed the use of the TOPAS-C, using the following wavelengths: 319 nm (3.88 
eV) for ferulic acid; and 314 nm (3.95 eV) for caffeic acid. These photoexcitation 
wavelengths correspond to the first absorption maximum in water at pH 2.2 (Figure 4.2), 
with fluences between 1 – 2 mJ cm-2. The ferulic acid (99%, Sigma Aldrich) and caffeic 
acid (98%, Sigma Aldrich), samples were made to a concentration of 3 mM in: buffer 
solutions at pH 2.2 (50 mM Glygly), pH 7.4 (50 mM HEPES), pH 11 (50 mM Glygly) and 
pH 14 (caffeic acid only, 50 mM KCL) with nano-pure water, acetonitrile (≥99.9%, Sigma 
Aldrich) and dioxane (>99%, Fisher Chemical). A 100 μm optical path length was used 
in our Harrick Cell. The pH values were confirmed via a Accumet® portable AP110 pH 
meter (Fisher Scientific) which was calibrated with pH 4, 7 and 10 stock buffer solutions 
(Fisher Scientific).  
In addition to the transient absorption spectra (TAS), static difference absorption 
spectra, which are referred to as “∆UV/vis spectra” hereon, were collected. These were 
acquired by irradiating the solutions using an arc lamp (OBB, Tunable KiloArc) for 10 
minutes. The desired irradiation wavelength was selected using a monochromator, 
providing light centred at the same wavelength as the pump wavelength in the TEAS 
measurements, with a 10 nm bandwidth and a power of 3 W. The “before” and “after” 
UV-vis spectra were obtained using a UV/vis spectrometer (Cary 300, Agilent 
Technologies). To generate the ∆UV/vis spectra, the “before” spectra were subtracted 
from the “after” spectra and then normalized. 
4.3 Results 
4.3.1 Transient Absorption Spectra 
We first consider the TAS of ferulic and caffeic acids in water at all pH levels studied here, 
which correspond to pH 2.2, pH 7.4, pH 11 and pH 14. The effects of pH on the alcohol 
(OH) and carboxylic acid (CO2H) groups are shown in Figure 4.3 and Table 4.1 shows the 
level of protonation at each pH.25 As one can see, at the lowest pH, both groups are fully 
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protonated. At pH 7.4, the proton on the carboxylic acid group is removed. At pH 11, both 
the proton on the acid and the alcohol groups are removed. Finally, at the highest pH of  
14, this is sufficient to now remove the proton from the second alcohol group on caffeic 
acid (in ferulic acid this is replaced by methyl).   
Having considered the effects of pH on the alcohol and carboxylic acid groups, we 
are now poised to begin to appreciate the TAS collated at these pHs, which are shown in 
Figure 4.4. Broadly speaking, all the TAS display the same general features which we 
label i, ii and iii, in Figure 4.4, albeit their evolution and spectral positions differ. After 
the initial excitation to the S1 state, the TAS possess three dominant features. The first of 
these is a large excited state absorption (ESA, i) centred around ~375 nm. The second is 
a SE (ii) signal spanning from ~425 - 550 nm. Finally, a broad absorption (iii) is present 
in the region of ~550 – 675 nm. The feature i, is attributed to absorption from the 
initially populated S1 state, the feature ii also comes from the S1 state via SE to the ground 
state. As these features evolve, they both experience a slight spectral shift, although the 
direction and extent is dependent on the pH. Both i and ii decay concomitantly and as 
this occurs, a negative-going signal, which we attribute to the ground state bleach (GSB), 
at the blue edge of the spectra and an absorption peak at ~360 nm are uncovered. These 
two features, along with iii, persist out to the maximum experimental time delay of 500 
ps, as shown in Figure 4.5. We return to discuss these long-lived features in the TAS later 
in this chapter. 
Table 4.1: Percentage protonation for each O–H group at the pH values used in the present studies. The labels 
O–H1, O–H2 and O–H3 are expanded upon in Figure 4.3.Valuesare calculated using the equation 𝟏𝟎𝒑𝑯−𝒑𝑲𝒂 =
[𝑨−] [𝑯𝑨]⁄ .26 
 
 pKa 
O–H1 O–H2 O–H3 
F
E
R
U
L
IC
 A
C
ID
  
pH 4.50 8.92 n/a 
2.2 99.50% >99.99% n/a 
7.4 0.13% 96.98% n/a 
11 <0.01% 0.83% n/a 
C
A
F
F
E
IC
 A
C
ID
  
pH 4.38 8.58 11.50 
2.2 99.34% >99.99% >99.99% 
7.4 0.10% 93.40% >99.99% 
11 <0.01% 0.38% 68.28% 
14 <0.01% <0.01% 0.32% 
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To further our grasp of the environmental effects, we also performed TEAS upon 
ferulic and caffeic acids in acetonitrile a polar aprotic environment (εr = 37.5).27 These 
TAS, presented in Figure 4.4, appear very similar to those acquired in aqueous solution, 
possessing both the features i and ii, though iii is now absent. Although not immediately 
evident, a difference exists at early times (<200 fs) however, the TAS displaying a large 
absorption peak at ~395 nm. This peak rapidly decays and corresponds to the 
appearance of i, at ~365 nm, and ii ranging from 425 – 500 nm. A broad absorption is 
also present akin to iii, however, in acetonitrile this absorption decays away with i and 
ii. We therefore attribute this signal to the S1 ESA. At the limit of our time delay (Δt), a 
number of additional differences in the TAS compared to the aqueous measurements are 
also seen (Figure 4. 5). Firstly, the GSB appears to be stronger. Secondly no broad sloped 
absorption in the red-end of the spectrum is seen. Finally, a broad flat absorption is seen 
between 450 – 600 nm. Like the aqueous measurements, the origins of these features
 
 
Figure 4.3 The level of protonation of the O–H groups of ferulic and caffeic acid at pHs 
2.2, 7.4, 11 and 14.37 
Ferulic acid Caffeic acid
pH 2.2
pH 7.4
pH 11
pH 14
1
2 2
1
3
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Figure 4.4 TAS of ferulic and caffeic acids at pH 2.2, pH 7.4, pH 11, pH 14, and acetonitrile, 
and dioxane. The label i designates the large ESA, ii signifies the SE and finally iii shows the 
absorption of the solvated electron.38 
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are discussed below.  
Finally, both ferulic and caffeic acid were studied in dioxane due to its low polarity 
(εr = 2.3).28 The TAS for ferulic and caffeic acids, shown in the lowest panels in Figures 
4.4, display a notable difference to the corresponding TAS in an aqueous environment 
and acetonitrile; the features i, ii and iii are either very different or absent. Conversely, 
as with acetonitrile, an initial large absorption is present at ~400 nm, though unlike 
acetonitrile, this does not swiftly decay away to reveal a second absorption peak. Instead 
it decays over the course of picoseconds and as it decays, a smaller shoulder grows in at 
around 355 nm. The large absorption finally returns to the baseline leaving the shoulder 
peak that has spectrally narrowed and also undergone a small spectral blue-shift, 
centred ~350 nm. This shoulder persists out to the maximum time delay of our 
 
Figure 4.5 Comparison between the TAS spectra at a Δt = 500 ps and the ΔUV/vis 
spectra.39 
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measurements, and is shown in Figure 4.5. The cause of this feature is also revisited and 
discussed in detail below. 
4.3.2 Global Fitting 
In order to recover dynamical information from the TAS, a global fitting technique (see 
Chapter 2 for further details) using the sum of 5 exponentials, is used. One of the 
exponentials represents the instrument response, which includes signal attributed to the 
solvent- and glass-only dynamics (<40 fs). The second exponential represents a baseline 
offset, which we attribute to long-lived species generated following photoexcitation 
(vide infra). This persists beyond the temporal window of our measurements (>500 ps). 
The remaining three exponentials are used to recover the time constants of the observed 
dynamics in ferulic and caffeic acids and are labelled as τ1, τ2 and τ3, as shown in Table 
4.2; corresponding decay associated spectra (DAS) are shown in Figure 4.6. The 
processes these time constants represent are considered in the discussion below guided 
closely by the recent ab initio calculations on ferulic and caffeic acid.22 The residuals of 
these fits are shown in Figure 4.7, to highlight the effectiveness of the global fit to 
reproduce the collected TAS. Furthermore, the accuracy of the recovered time constants 
to 2σ (95%) was obtained using an asymptotic standard error analysis that is described 
in Chapter 2, the resultant graphs of which are also shown for completeness in Figures 
4.8 and 4.9 for ferulic acid and caffeic acid respectively. 
 
Table 4.2 Time constants (τ) for ferulic acid and caffeic acid in varying solvent environments. Values are determined from 
global analysis of the TAS, with the errors calculated using asymptotic standard errors (see Figure 4.8 and 4.9 and Chapter 2 
for details). The errors represent the 95% (2σ) confidence interval. 
 
  τ1 / fs τ2 / ps τ3 / ps 
F
E
R
U
L
IC
 A
C
ID
  
pH 2.2 406 ± 32 2.60 ±  0.19 15.4 ± 0.9 
pH 7.4 275 ± 29 1.13 ± 0.11 17.8 ± 0.5 
pH 11 527 ± 36 4.89 ± 0.33 23.5 ± 1.3 
Acetonitrile 47 − 2
+ 6 0.45 ±  0.04 8.9 ± 0.3 
Dioxane 68 − 2
+ 79 0.97 ±  0.13 6.3 ± 0.4 
C
A
F
F
E
IC
 A
C
ID
  
pH 2.2 279 ±  58 1.05 ± 0.13 4.8 ± 0.4 
pH 7.4 401 ± 76 5.65 ± 1.63 14.6 ± 2.0 
pH 11 286 ± 33 2.90 ± 0.37 15.0 ± 1.2 
pH 14 328 ± 46 1.13 ± 0.11 8.3 ± 0.5 
Acetonitrile 78 ± 6 0.52 ± 0.04 16.7 ± 0.5 
Dioxane 88 − 4
+ 93 1.15 ±  0.12 14.1 ± 0.7 
88 | P a g e  
 
4.3.3 ∆UV/vis Spectra 
The trans- and cis-isomers have been shown to exhibit different ground state UV-vis 
absorption spectra.18  We can therefore use this difference to determine if the cis-isomer 
is present in appreciable quantity in the TAS. We performed steady state UV-vis 
spectroscopy, before and after irradiation with 319 nm and 314 nm radiation for ferulic 
and caffeic acids respectively. Subtraction of the UV-vis absorption spectra before 
irradiation from the UV-vis absorption spectra after irradiation results in the ∆UV/vis 
spectra, and are shown in Figures 4.5, along with the TAS retrieved at the maximum 
experimental time delay, 500 ps, for comparison. 
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Figure 4.6 The DAS of ferulic and caffeic acids in water pH 2.2, pH 7.4, pH 11, pH 14, 
acetonitrile and dioxane.40 
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Figure 4.7 Global fit residuals demonstrating the effectiveness in the reproduction of the 
collected TAS data for ferulic and caffeic acids in water pH 2.2, pH 7.4, pH 11, pH 14, 
acetonitrile and dioxane.41 
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Figure 4.8 Plots of the goodness of fit for ferulic acid produced via asymptotic standard 
error analysis, the time constants τ1 (left), τ2 (middle) and τ3 (right) are shown. The 95% 
confidence interval (red line), the value of τn (blue line) and 𝜒2 𝜒𝑚𝑖𝑛
2⁄  values (black line) 
are shown.42 
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Figure 4.9 Plots of the goodness of fit for caffeic acid produced via asymptotic standard 
error analysis, the time constants τ1 (left), τ2 (middle) and τ3 (right) are shown. The 95% 
confidence interval (red line), the value of τn (blue line) and 𝜒2 𝜒𝑚𝑖𝑛
2⁄  values (black line) 
are shown.43 
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4.4 Discussion 
We now discuss the three extracted time constants and the dynamical processes we 
attribute them to. We reiterate that in the previous study by van Grondelle and co-
workers on ferulic acid,11,17 the authors used two time constants at pH 7 to sufficiently 
model their transient data at similar excitation wavelengths (318 nm here versus their 
319 nm); here two time constants were insufficient to fully model our TAS (including 
our pH 7.4, see ESI) which is likely due to the enhanced time-resolution of the present 
measurements. This, we believe, has enabled us to effectively separate the first time 
constant into two components (τ1 and τ2) leaving the third time constant (τ3) in excellent 
agreement with van Grondelle and co-workers measurements. Considering τ1, we 
attribute this time constant to the population flux from the vFC region, induced by a 
geometry relaxation, as well as any solvent reorientation, lowering the energy of the 
initially excited S1 state. This is in agreement with previous ultrafast studies where 
similar changes to the features occurred within this timeframe.11,17 We also recognise 
that with acetonitrile and dioxane, the values of τ1 are similar to the instrument response 
and time-zero artefacts, which will undoubtedly contribute to this time constant.  
As the TAS evolve over time, the initial features undergo a spectral shift or new 
absorption peaks emerge. These are attributed to the depopulation of the S1 state and 
population of a second electronically excited state. Recent ab initio calculations 
determined that a photoisomerization pathway exists in ferulic and caffeic acids, which 
occurs on another electronically excited state than the S1 state. The state that was 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.10 A representative schematic of the proposed relaxation pathway, based upon 
previously calculated potential energy surfaces along the trans-cis isomerization 
coordinate.22 The S2 has been omitted for visual simplicity.44 
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identified to mediate this isomerization was the S3 state.22 Figure 4.10 shows a schematic 
of the relevant potential energy cuts (PECs) along the isomerization coordinate and the 
relaxation mechanism we begin to outline. The spectral displacement in the ESA, and SE 
seen in the aqueous solutions and acetonitrile, could be due to population of the S3 
excited state, following a nonadiabatic transition via an S1/S3 CI. It should be expected 
then, that following the relaxation of the S1 on the timescale, τ1, we would see a second 
time constant arising from evolution out of it. We believe that τ2 mainly represents the 
flux through this S1/S3 CI, but due to the global fitting method, it will also capture some 
of the early relaxation processes assigned to τ1 along with the initial evolution along the 
S3 surface. One caveat is in order here: these calculations22 suggest that this pathway is 
~8,500 cm-1 above the photoexcitation wavelengths used in the present experiments. 
Therefore, it is possible that instead of τ2 arising due to a S1 to S3 state crossing, it is a 
progression along the initially populated S1 state. Yet, if this were the case, we would 
anticipate the spectral features to undergo minor changes, while in the TAS obtained, 
significant spectral shifts are seen and in some case absorption peaks decay while others 
grow in. Additionally, these ab initio calculations are conducted for a gas-phase 
environment. It is feasible that when in the presence of solvent, the S1 to S3 state crossing 
pathway becomes energetically accessible as suggested in other studies of similar 
molecules.29 
Once the excited state population ends up on the S3 state, a second CI becomes of 
interest which is between the S3 state and electronic ground state, (S3/S0). This CI lies 
along the isomerization coordinate between trans- and cis-isomers.22 Therefore, upon 
reaching the CI, excited state flux is able to progress onto either the trans or cis ground 
state such that the quantum yield for photoisomerization (through this pathway alone) 
is nonzero, as illustrated in the schematic of Figure 4.10. The decay of absorption 
features, i and ii in the TAS, and in the aqueous solutions and acetonitrile the decay of 
SE feature, ii, are attributed to the depopulation of the S3 state through this CI. Since the 
DAS corresponding to the time constant, τ3, demonstrate the decay of these absorption 
(i and iii) and SE (ii) features, we therefore assigned τ3, to the evolution of excited state 
flux along the S3 state and through the S3/S0 CI. As with τ2, we cannot completely rule out 
that the dynamics are occurring on the S1 akin to coumaric acid and proceed via a S1/S0 
CI instead, though one would expect this to require only two time constants to model the 
dynamics like previous works on PYP.11,15,17  
It is clear that the solvent environment has an effect upon the values of τ1, τ2 and τ3, 
yet no trend is apparent which is not unexpected given the highly complex in nature of 
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these molecules. Indeed, the level of interaction from the solvent will affect the energies 
of the S1, S2 (11nπ*) and S3 states and this is exemplified in the UV-vis spectra shown in 
Figure 4.2, at the outset of this chapter. Therefore, it is possible these changes could lead 
to changes in the state ordering causing the positions of the various CIs and topology of 
the states along the isomerization coordinates to change. Additionally, it is conceivable 
that these changes could lead to population being funnelled away from the isomerization 
coordinate, potentially into the S2 state (vide infra). Indeed, calculations have shown the 
possibility that the S2 state crosses both the S1 and S3 states.22 
4.4.1 Photoproducts 
After the decay of the S3 ESA and SE, several features are still present within the TAS and 
persist out to the longest available time delay, as shown in Figure 4.5. By comparing 
these features to the ∆UV/vis spectra, we can determine if these features are potentially 
caused by long-lived photoproducts such as the cis-photoproduct; expected from our 
proposed model. Regarding the 500 ps TAS collected in water, this displays a broad 
absorption in the red that is indicative to the absorption of the solvated electron.30 The 
absorption feature in the blue-end of the spectrum also matches closely to the 
absorption of a phenolic radical species, which has been seen in other hydroxycinnamic 
acids.11,15,17,29 However, as mentioned previously, recent ab initio calculations have 
suggested that the phenolic radical could form through dissociation of the O–H bond via 
a tunnelling mechanism.22  
Therefore, to determine the origin of the radical in the aqueous solutions, power 
dependence measurements were performed in water at pH 2.2, the results of which are 
shown in Figure 4.11. The spectral regions selected for the integration were: (1) a 10 nm 
wide slice centred at 360 nm which corresponds to the absorption maximum; and (2) a 
10 nm slice centred at 670 nm which is within the region the solvated electron absorbs. 
These measurements show a near quadratic dependence upon pump fluence, which is 
indicative of two-photon absorption. Therefore, we can confidently assign the origins of 
the radical and solvated electron absorption to a stepwise two-photon ionization 
involving the following steps, S0→S1→ionization, as seen in other related studies.11,15,17 
We note that two-photon ionization is unlikely to occur from exposure to solar UV, or 
the irradiation used in collecting the ∆UV/vis spectra, and is therefore an unfortunate 
artefact of the experimental setup due to the high photon fluxes of fs lasers. 
Unfortunately, the presence of this two-photon driven process, in the TAS, means that it 
will mask any other transient species which has a spectral signature in this region, 
including the cis-isomer. It is worth mentioning however, in the ∆UV/vis spectra of 
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caffeic acid at pH 11 and 14, that the absorption appears to undergo a significant red-
shift moving it out of the radical’s absorption region. Whether this is due to a large 
spectral-shift in the cis-isomer’s absorption or the appearance of a new photoproduct is 
unknown; yet it is absent within the TAS. While the radical absorption masks any 
potential cis-isomer absorption within the TAS, excluding caffeic acid at pH 11 and 14, 
previous studies have observed the formation of the cis-isomer after UV exposure18-21 
and evidence for the cis-isomer features being present in our ∆UV/vis spectra. Therefore, 
we believe that the cis-isomer is being formed within our experiments, but it is forming 
with a quantum yield too low to be detected within our measurements and is shrouded 
by the non-linear processes. 
In the case of acetonitrile as the solvent, the absorption peak in the TAS shown in 
Figure 4.5 overlays well with the peak in the ∆UV/vis spectrum for both ferulic and 
caffeic acids. However, a discrepancy between the two is still present, making it tentative 
to determine whether the cis-isomer is actually being formed. The peak in the ∆UV/vis 
spectrum is significantly narrower than the absorption peak in the TAS which also 
possesses a long, sloped shoulder in the red end of the absorption. Furthermore the 
broadness of this peak is akin to that of the phenolic radical for both ferulic and caffeic 
acid.31 In order to determine if this feature is the radical absorption, formed through two-
 
Figure 4.11 Power dependence of the absorption peak at 360 nm and 670 nm in ferulic 
acid a) and b) respectively, and caffeic acid c) and d) respectively.45 
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photon ionization analogous to the aqueous solutions, we once again performed power 
dependence measurements, the results of which are presented in Figure 4.12. These 
measurements demonstrate that different spectral regions in the TAS display differing 
dependences upon pump power. Integrating the signal at the peak of the absorption in 
the ∆UV/vis spectrum ferulic acid, shows a linear dependence, while caffeic acid is near-
linear. It is worth noting that the peak maximum in the ∆UV/vis spectrum is at the same 
wavelength as the peak maximum in the TAS. Yet when we integrate signal where no 
absorption is present in the ∆UV/vis spectrum, both ferulic and caffeic acid display a 
power dependence of ~1.6. Therefore, we propose that the long-lived absorption is a 
convolution between the phenolic radical generated by two-photon ionization, akin to 
the aqueous measurements (vide supra), and the absorption from the cis-isomer 
photoproduct.  
We close by discussing the data obtained in dioxane, given in Figure 4.5. Firstly, we 
note that there is a lack of SE in the TAS unlike water and acetonitrile. We believe this is 
caused by either a spectral shift in the emission causing it to be masked by the ESA, or 
the probability of emission is too low and again becomes masked by the ESA. Regarding 
the photoproduct, we see excellent agreement between the 500 ps TAS and ∆UV/vis 
 
Figure 4.12 Power dependence of a) ferulic acid in acetonitrile at 355 nm (red line) and 
394 nm (blue line), b) ferulic acid in dioxane at 360 nm, c) caffeic acid in acetonitrile at 
357 nm (red line) and 383 nm (blue line), and d) caffeic acid in dioxane at 360 nm.46 
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spectrum, providing strong evidence that in dioxane, the cis-isomer is being formed. 
Adding to this, the power dependency measurements show that this peak has a linear 
dependence on power for ferulic acid, while it has a near-linear dependence for caffeic 
acid. Furthermore, if this peak was indeed caused by the radical absorption it would be 
absent in the ∆UV/vis spectrum as the radical is unexpected to be present in solution on 
a second to a minute timescale. This observation of the cis-isomer is in contrast to the 
work of van Grondelle and co-workers17 where no cis-isomer is seen. However, their 
measurements are only performed in water at pH 7.4 and 10.5 and, as with our 
measurements presented, struggle with convolution with the large radical absorption 
feature.  
It is worth mentioning as a closing statement here that while we have determined if 
the cis-isomer is present or not, we are unable to determine the extent to which it is being 
formed. Therefore, it is apparent that further studies are needed that are more sensitive 
to the structural differences between the two isomers. Measurements deploying time-
resolved vibrational spectroscopy would certainly be warranted and will be discussed 
in the final chapter under the outlook section. 
4.5 Conclusion 
The S1 excited state relaxation dynamics following UV photoexcitation of both ferulic and 
caffeic acids, have been studied in a range of solvent environments using transient 
electronic absorption spectroscopy. The relaxation mechanism proposed, is based 
closely on the recent theory on these two systems, and involves a geometry 
rearrangement out of the initial Franck-Condon region with the time constant τ1. This is 
then followed by an internal conversion from the S1 to the S3 state, via an S1/S3 conical 
intersection, assigned the time constant τ2. Once on the S3 state, the excited state flux 
progresses towards an S3/S0 conical intersection, induced by an isomerization motion in 
the “tail” of the acids, leading to either the reformation of the trans-ground state or a cis-
photoproduct on the timescale τ3. 
Finally, we return to briefly assess the sunscreening capabilities of ferulic and 
caffeic acids, in light of the present findings. Both display a photostability induced by the 
molecules’ ability to quickly deactivate the excess electronic energy via a very likely 
isomerization pathway, leading to the reformation of the initial ground state or the cis-
isomer. It is expected that the cis-isomer will display a similar excited state relaxation 
pathway, providing comparable levels of photoprotection as the trans-isomer, though 
further studies are needed to confirm this. 
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5. Photodynamics of cis-
[Ru(bpy)2(NA)2]2+ after Two-
Photon Absorption 
 
 
This chapter is based on the following publication: 
S. E. Greenough, M. D. Horbury, N. A. Smith, P. J. Sadler, M. J. Paterson and V.G. 
Stavros, Excited-State Dynamics of a Two-Photon-Activatable Ruthenium 
Prodrug, ChemPhysChem, 2016, 17, 221-224 
 
The theory calculations were performed by M. J. Paterson. 
The synthesis and characterisation of complex 1 was performed by N. A. Smith and P. J. 
Sadler   
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5.1 Introduction 
In Chapters 3 and 4 we have explored the photodynamics of relatively photostable 
molecules linked with the photoprotection of the skin against solar irradiation. However, 
while these protective measures are highly efficient, they do not always succeed leading 
to potentially harmful effects such as cancers of the skin.1-3 Therefore in the chapter, we 
look at the ruthenium poly-pyridyl complex, cis-[Ru(bpy)2(NA)2]2+ (1, shown in Figure 
5.1 inset, bpy = 2,2’-bipyridine and NA = nicotinamide, pyridine-3-carboxamide) that has 
a potential therapeutic role towards these cancers. 1 has been shown to undergo the loss 
of a ligand after irradiation leading to the formation of the active species.4 Unfortunately 
as mentioned in Section 1.7, the human skin has a spectral window between 620 - 1000 
nm5-7 and as can be seen from Figure 5.1 the absorption of this complex starts ~550 nm. 
However, it is clear that it would be possible to activate the complex via two-photon 
absorption (TPA, Section 1.2.8) within the required spectral window. 
Currently, there is an apparent paucity of photodynamical insight following TPA of 
ruthenium poly-pyridyl complexes. Therefore, in this chapter we aim to investigate the 
photodynamics of 1 after TPA. The photodynamics after excitation via OPA of 1 with 
UV/visible light, are well established.4 The initial photoactivation mechanism has been 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1 Static UV/visible absorption spectra of cis-[Ru(bpy)2(NA)2]2+ (solid line, 1 
structure shown) and its mono-aquated form, cis-[Ru(bpy)2(NA)(H2O)]2+ (dashdot line, 2) 
formed by irradiation of 1 in water with a blue (465 nm) light source which yields 2. DFT 
calculated OPA oscillator strengths, f (blue, right axis) and TPA cross-sections, δ (red, left 
axis) for 1 in the gas phase.47 
1 
103 | P a g e  
 
mapped to the formation of the monoaquated species [Ru(bpy)2(NA)(H2O)]2+ (2), whose 
UV/visible absorption spectrum is shown in Figure 5.1. This transformation occurs on a 
ps timescale, and is mediated via a pentacoordinate intermediary species 
[Ru(bpy)2(NA)]2+, PCI).4 To allow activation of 1 in the photodynamic therapy (PDT) 
window existing between 620 and 1000 nm,5-7 we use 800 nm radiation to induce TPA. 
The work presented in this chapter, addresses whether there are significant differences 
between the one- and two-photon activation mechanisms of 1, by tracking the dynamics 
of photoactivation following TPA. Particularly, it is the role of the excited state 
deactivation pathways that compete with the formation of 2 that are of interest in this 
work and whether they differ between OPA and TPA. The main processes of concern are 
internal conversion of the lowest excited electronic state to the ground state and 
geminate or caged recombination of the nascent pentacoordinate species and free NA 
ligand. While the latter is unlikely to be affected between OPA and TPA, the relaxation of 
excited states following TPA may differ to OPA. The initial populated states are going to 
differ due to TPA and OPA having different selection rules (Section 1.2.8) that govern 
absorption. Therefore, the efficiency of the flow into the ‘desirable’ pathway may be 
lessened. If the OPA vs TPA dynamics are comparable, then TPA drug design may be 
approached using knowledge garnered from the more numerous and easily conducted 
OPA studies. As with Chapters 3 and 4, we have used transient electronic (UV/visible) 
absorption spectroscopy (TEAS) and complementary density functional theory (DFT) 
calculations to elucidate the excited state dynamics of 1 following TPA. 
5.2 Methods 
5.2.1 Transient Electronic Absorption Spectroscopy 
The details pertaining to the TEAS setup can be found in Chapter 2; the experimental 
variables specific to this work are described here. The sample consists of 650 M 
aqueous sample of 1, whose synthesis is briefly provided for completeness.4 NA was 
purchased from Sigma Aldrich and used as received. [Ru(bpy)2Cl2] was prepared 
following the procedure in the literature.8 1·(PF6)2, was synthesized in an analogous 
manner to other ruthenium(II) complexes of the type [Ru(bpy)2(L)2](PF6)2.9 
[Ru(bpy)2Cl2] (104 mg, 0.2 mmol) was added to 10 mL degassed water and the solution 
was heated in the dark at 353 K for 15 min. NA (122 mg, 1 mmol) was added and the 
solution was heated for a further 2 h. The resulting dark red solution was allowed to cool, 
and any insoluble material was removed by filtration. NH4PF6 (163 mg, 1 mmol) was 
added to give an orange precipitate. The solution was cooled for 2 h (ca. 277 K) and 
104 | P a g e  
 
filtered under suction. The precipitate was washed with 40 mL cold water and 40 mL 
diethyl ether. The yield was determined to be 48.5%.  
The spacers between the CaF2 windows were set to 950 m (maximum available 
spacer) in order to provide a useable transient absorption signal, due to the low TPA 
probability. The wavelength of the pump beam was centred on 800 nm (1.55 eV) with a 
pump fluence of 10 – 20 mJ cm-2. The portion of the while light continuum used for the 
probe beam spanned 340 – 675 nm. 
5.2.2 Computational Details 
The ground state geometry of 1 was optimized using DFT and were performed using the 
Gaussian09 program.10 
For calculating the TPA transitions strengths, the CAM-B3LYP functional was 
selected. The calculations were performed using the Dalton2015 program.11 This has 
been shown to give accurate TPA transition-strengths relative to highly correlated 
methods.12 
5.2.3 Kinetic Analysis and Fitting 
The kinetic traces for each of the individual species involved in the photodissociation of 
1 were extracted using a target analysis approach. The reader is directed to Chapter 2, 
Section 2.8.3.2 for further details regarding this approach. Each of these traces were then 
fit using a single exponential decay as described, as shown by the following equation: 
 
𝐹(∆𝑡) = 𝑔(∆𝑡) ∗ 𝐴𝑒𝑥𝑝 (
−∆𝑡
𝜏
) (5.1) 
Here 𝜏 is the time constant, 𝐴 is the amplitude of the exponential and 𝑔(∆𝑡) is the 
convoluted (∗) Gaussian. 
5.3 Results and discussion 
The recorded transient absorption spectra (TAS) for select pump-probe time delays are 
shown in Figure 5.2. The initial 5 ps is dominated by dynamics from heating effects in 
the CaF2 window. In vein we tried to reduce this instrument-artifact through 
manipulating pulse intensity, CaF2 window thickness and increase sample pathlength. 
Unfortunately, this meant that we were blind to the initial excited state evolution, in 
contrast to our previous OPA studies (see below). The UV/visible excitation of this class 
of Ru(II) poly-pyridyl complex (most notably [Ru(bpy)3]2+) has been heavily studied13 
and it is typical for the initial excited singlet metal-to-ligand charge-transfer (1MLCT) 
state to evolve to a manifold of near degenerate triplet states (3MLCT), mediated by 
105 | P a g e  
 
intersystem crossing, with a near-unity quantum yield.14-16 Dissociation may then occur 
via the 3MLCT or a triplet metal-centred (3MC, d-d ligand field) state, if it is of a similar 
energy as seen in similar systems.17-19  
5.3.1 Computational Study 
To further address the nature of the initially populated excited states, we performed DFT 
calculations with the CAM-B3LYP functional for both OPA and TPA. This functional has 
been shown to give accurate TPA transition-strengths relative to highly correlated 
methods,12 due to its ability to better describe transitions to and from intermediate 
states.20,21 The one- and two-photon intensities of the first nine singlet state transitions 
are shown in Figure 5.1. Assessment of the optically bright states, shown in Table 5.1, 
indicates that the dominant contribution of these transitions is of MLCT character, with 
MC states adding very little to either OPA or TPA intensities. It is worth noting that states 
that possess large oscillator strength also display large TPA cross-sections which is in 
contrast to the selections rules described in Sections 1.2.7 and 1.2.8. However, the 
transitions shown here display mixing of state characteristics. While direct population 
of the dissociative state may be possible, i.e. 1MLCT → 3MC, little evidence is found for 
such behaviour in the literature. 
5.3.2 Transient Absorption Study 
The TAS shown in Figure 5.2 comprises three identifiable regions for ∆𝑡 of 1 to 100 ps 
and an additional feature appearing from 200 ps onwards. A strong negative signal is 
observed, centred on 420 nm (Figure 5.2, ii), which we assign to the ground state bleach 
Table 5.1 Calculated CAM-B3LYP transition energies, oscillator strengths, f, and two-photon 
absorption cross-sections, δ, for the first 11 singlet states of complex 1 in the gas-phase. For dominant 
(Dom.) contributions H denotes the HOMO and L designates the LUMO. 
STATE 
Energy / 
eV 
 / nm f δTPA Character Dom. Contribution 
S1 2.93 423 0.0080 182.0 MLCT 78% H→ L 
S2 3.03 409 0.0088 196.0 MLCT 77% H → L+1 
S3 3.12 397 0.0154 94.6 MLCT 57% H-1 → L 
29% H-1 → L+1 
S4 3.22 385 0.0152 138.0 MLCT 59% H-1 → L+1 
23% H-1 → L 
S5 3.33 372 0.0952 442.0 MLCT 86% H-2 → L 
S6 3.52 352 0.0688 1270.0 MLCT 70%  H-2 → L+1 
S7 3.64 341 0.0018 23.7 LF 43% H→ L+16 
S8 3.78 328 0.0002 10.7 LF 23% H-2→ L+15 
S9 3.84 323 0.0003 5.8 LF 30% H-1→ L+15 
S10 4.17 297 0.0311 812.0 MLCT 44% H → L+3 
S11 4.22 294 0.0090 95.3 MLCT 57% H → L+2 
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(GSB), due to its close resembles the static UV/Vis absorption of 1 (Figure 5.1, solid line). 
This GSB is narrowed significantly due to the overlapping of positive signals at ~370 and 
~475 nm. UV/visible spectroelectrochemistry measurements of [Ru(bpy)3]2+ 22 and 
related complexes with functionalized bpy derivatives,23 indicate that the large positive 
feature at ~370 nm (Figure 5.2, i) can be assigned to the excited state absorption (ESA) 
of a 3MLCT excited state. Specifically to the absorption from the bpy anion (bpy–) present 
within the formally charge-separated character of the 3MLCT state i.e. 
[RuIII(bpy)(bpy−)(NA)2]2+.24 The broad positive plateau at  > 550 nm (Figure 5.2, iii) is 
assigned to a PCI complex, [Ru(bpy)2(NA)]2+, in agreement with its previously calculated 
gas-phase absorption spectrum.4,18 Following these features over the first few hundred 
picoseconds, ii recovers back toward zero whilst i, and iii, concomitantly decay. As 
mentioned above, beyond 200 ps, there is a new absorption feature centred at 475 nm 
(Figure 5.2, iv) that reaches a maximum after ~500 ps. Due to its resemblance to the 
static UV/visible absorption spectrum of 2 (Figure 5.1, dash-dot line), this is assigned to 
formation of photoproduct 2; from the aquation of the PCI. The photoproduct signal and 
the corresponding GSB signal remain constant for the remaining probed time delays (up 
to 2 ns). 
5.3.3 Power Dependence 
To confirm that absorption present within the TAS is due to TPA, the dependence of 
the GSB signal (magnitude of GSB signal at 420 nm at Δt = 100 ps) with laser excitation 
power was determined. The laser excitation powers used were 12, 15, 18, 21 and 24 mW 
corresponding to excitation fluences of between ~10 and ~20 mJ cm-2. The retrieved 
GSB signal strength against laser excitation power is shown in a log-log plot in Figure 
5.3, as the gradient of a linear fit provides the GSB dependence to laser power. The 
gradient of the linear fit in Figure 5.3 (red line) has a value of ~2 which is a clear indicator 
 
Figure 5.2 Two-photon excitation (800 nm) transient absorption spectra of cis-
[Ru(bpy)2(NA)2]2+ in water for select time delays (left). The features seen are very similar to 
those seen following OPA (right).48 
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of second order power dependence and hence indicative of TPA. Importantly, we have 
also tried various other methods to generate such log-log plots (integrating each basis 
function and integrating several spectral regions) and they all revealed similar slopes. 
We are therefore confident that the signal present in the TAS, and hence the ensuing 
dynamical studies presented herein, is primarily (if not solely) driven by TPA. 
5.4 Discussion 
From this point on we seek to gain insight into the TPA activation mechanism, and 
identify differences to the OPA activation mechanism, by examining kinetic traces for 
these key features and the timescales involved. These traces are illustrated in Figures 
5.4 and 5.5 for TPA and OPA respectively. Due to the shrouding of early time dynamics 
by the glass-only signal (see above), a full analysis discovering ultrafast (<5 ps) 
processes cannot be performed. In our previous OPA study however (excitation at 340 
nm),4 this time-resolution was available, allowing for a detailed ‘target analysis’ 
approach to be used in order to extract time constants and quantum yields for the 
branched kinetics. This analysis and fitting allowed for the formulation of the general 
photoactivation mechanism, as summarised by Figure 5.6, which we return to discuss in 
the ensuing paragraphs. In the case of TPA, the ‘target analysis’ is used to extract the 
kinetic traces (Figure 5.4) only. In both ‘target analysis’ of OPA and TPA, the basis 
functions are derived from known absorption profiles and fitted to the TAS at each value 
of Δt to extract an integrated signal for each spectral component over time (Section 
 
Figure 5.3 Log-log plot of GSB signal at 100 ps against excitation power.49 
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2.8.3.2). The resulting transients are shown in Figure 5.4 and Figure 5.5, for TPA and OPA 
respectively. The fitting of single exponential decay functions (Equation 5.1) to the TPA 
kinetic traces yields time constants for the evolution of the 3MLCT, GSB, PCI and 2 
recovery, summarised in Table 5.2. It is important to note that for a branched kinetics 
scheme used previously in our OPA studies (see reference 4), there are competing 
relaxation pathways for these features, e.g. the 3MLCT state, which may convert to either 
the ground state or 3MC state. Therefore, there are at least two lifetimes contributing to 
the time constant extracted from a single exponential fits of the TPA kinetic traces. The 
fits return time constants for the evolution of features i, ii, iii and iv shown in Figure 
5.4a), b) c) and d), respectively of 188 ± 2 ps for the 3MLCT state, 198 ± 4 ps for the GSB 
recovery, 167 ± 7 ps for the PCI species and 95 ± 5 ps for the formation of 2. 
Table 5.2 Time constants obtained from the kinetic analysis. 
 3MLCT GSB PCI 2 
OPA 183 ± 2 ps 179 ± 3 ps 168 ± 9 ps 151 ± 9 ps 
TPA 188 ± 2 ps 198 ± 4 ps 167 ± 7 ps 95 ± 5 ps 
 
Figure 5.4 Kinetic traces for time-dependent evolution (following excitation with two 
photons of 800 nm) of a) 3MLCT (i) state population, b) GSB (ii) recovery, c) PCI (iii) 
population, and d) 2 the photoproduct (iv), obtained from integration of basis functions 
used in the ‘target analysis’. The obtained lifetimes are summarized in Table 5.2.50 
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These time constants compare very favourably with the time constants determined 
using the same analysis of OPA data (Figure 5.5) with the exception of the time constant 
for the formation of 2. This is unsurprising given the strong overlap between the spectral 
features of 2 and all other features here, and that population (amplitude) of this signal 
is determined at an early time (< 5 ps) that we do not fully resolve for our TPA data (as 
was done with the OPA experiment). This shows that qualitatively the photoactivation 
of 1 following TPA proceeds via the same (if not, very similar) pathway as that following 
OPA i.e. 1 + h →→ 3MLCT → 3MC → PCI → 2.  While it is only the initially populated states 
that are different for either OPA or TPA, due to the selection rules, the population still 
appears to arrive at the 3MLCT state following intersystem crossing.  
In order to fully assert this, a complete kinetic analysis using fitting functions 
derived from the branched kinetic scheme (not simple exponentials) and fitted 
simultaneously would be needed. For the previously published OPA data, it was possible 
to evaluate all quantum yields for branching of reaction pathways using target analysis 
and simultaneously fitting traces with multi-exponential functions derived from a full 
kinetic scheme, leading to the proposed photoactivation mechanism in Figure 5.6. As 
previously mentioned, the lack of early time data (<5 ps) for TPA, makes it unachievable 
to elucidate critical ultrafast timescales that affect the evolution of the initially excited 
 
Figure 5.5 Kinetic traces for time-dependent evolution (following 340 nm excitation) of 
a) 3MLCT (i) state population, b) GSB (ii) recovery, c) PCI (iii) population, and d) 2 the 
photoproduct (iv), obtained from integration of basis functions used in the ‘target 
analysis’. The obtained lifetimes are summarized in Table 5.2.51 
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states and branching ratios, hence we do not present quantum yields. Certainly, we 
cannot fully rule out other deactivation pathways that compete with intersystem 
crossing of the 1MLCT to 3MLCT, for example, 1MLCT → 3MC → GS.25 However, we can still 
compare the final GSB recovery of both OPA and TPA. Doing so reveals that the GSB 
recovery after TPA is approximately equal to that of the OPA, suggesting that the 
quantum yield for formation of 2 by TPA is similar to OPA ( ≈ 0.4, based on previous 
OPA analysis). 
5.5 Conclusion 
To summarize, we have demonstrated that the evolution of the photoactivatable 
prodrug cis-[Ru(bpy)2(NA)2]2+ following two-photon activation can be probed. 
Surprisingly, TPA and OPA produce the same photochemistry. The fact that the TPA and 
OPA mechanisms are the same (or at the very least very similar) attributed here to 
“funnelling” of excited state flux into the 3MLCT manifold, means that it may be possible 
to alter the structure of 1 and repeat OPA measurements with the intention of employing 
TPA in a final clinical stage.  
The “bottom-up approach” to study and tune these candidate prodrugs with OPA is 
more easily achieved due to the higher absorption strengths and the experimental 
simplicity this provides. Further studies, where the glass response is reduced enabling 
the study of the very early dynamics may, however, prove lucrative. This could be 
achieved through the use of molecules with larger TPA cross-sections, allowing for lower 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.6 Schematic for the photoactivation mechanism of 1. Following excitation with 
either OPA or TPA of energy equivalent to ~3 – 4 eV, 2 is formed via a dissociative 3MC 
state and 5-coordinate intermediary state. Non-reactive pathways are omitted. Coloured 
states correspond to features in the TAS that are used in the kinetic analysis (see Figures 
5.4 and 5.5): GSB of 1, red, feature ii; 3MLCT, violet, feature i; PCI, green, feature iv; and 2, 
blue, feature iii.52 
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laser excitation powers, or glass-free sample delivery such as with a thin-film liquid ‘jet’, 
an approach we have used previously in the laboratory to study guaiacol.26 Additionally, 
photoexcitation to higher energies, where the effects of different selection rules for OPA 
versus TPA are likely to be more pronounced, due to the increased density of states, may 
well result in different excited state dynamics, thus providing interesting results. In 
particularly, if other competing pathways to the main MLCT → GS relaxation are 
identifiable at these excitation energies, the pronounced differences in the 
photodynamics following OPA and TPA could be stark.  
We conclude by noting that the photophysics of Ru(II) complexes are well studied 
and as such provides a fruitful base from which other similar complexes may be 
designed. Particularly, the use of ligands with increased conjugation and thus increased 
TPA cross-section, will prove critical if this type of species is to find clinical use. Such 
complexes have been made and are now being studied using OPA TEAS to evaluate their 
efficacy. We return to discuss this in Chapter 6 under outlook.  
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6. Conclusion and Outlook 
 
 
“The only way of discovering the limits of the possible is to venture a little way past them 
into the impossible.” 
Arthur C. Clarke  
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6.1 Summary 
This thesis has used femtosecond transient electronic (ultraviolet/visible) absorption 
spectroscopy (TEAS) to glean dynamical insight on three different systems. While the 
study on each individual system has its own distinct aim, there still exists a link between 
each study. Each one of these systems plays a potential role in the protection of biological 
systems from the deleterious effects of ultraviolet exposure, whether it is an internal 
protective mechanism within the biological material itself, a preventive measure in the 
case of a sunscreening agent, or a method of treating any damage that might be induced 
when the first two fail. 
The first chapter of this thesis consisted of an introduction into the physics behind 
the initial absorption of ultraviolet light to an electronically excited state, followed by a 
discussion on the various ways in which these excited states can relax. Furthermore, 
information was provided for TEAS, time-resolved ion yield and time-resolved velocity 
map imaging, which can be used to observe the evolution of these relaxation processes 
in real-time, though the main focus was on TEAS. Finally, a brief introduction to the three 
areas of research on which this thesis focuses on was given. 
The second chapter provided a more in-depth overview of the experimental setup 
used to perform the TEAS measurements presented in Chapters 3, 4 and 5. A description 
of the laser system used to generate the femtosecond laser pulses was provided, 
followed by a description of the optical phenomena used to convert the fundamental 
beam into the required pump and probe beams that are used to interrogate our samples. 
This included the optical setup required to induce these phenomena. Alongside this was 
a discussion on the sample delivery system and finally the method for data collection 
and analysis was explained. 
The third chapter demonstrated the environmental effects on the photodynamics of 
4-tert-butylcatechol (4-tert-butly-1,2-dihydroxybenzene, 4-TBC) excited to its first 
excited state (S1, 1ππ*). 4-TBC was used as a proxy for catechol (1,2-dihydroxybenzene), 
an ultraviolet absorbing subunit in the natural photoprotective molecule eumelanin. 
This work demonstrated that the photoexcited dynamics of 4-TBC displayed a 
dependence upon the molecule’s environment. In the isolated gas-phase, 4-TBC 
undergoes a rapid dissociation of the non-intramolecularly hydrogen bonded O–H 
leading to the production of the 4-tert-butylcatecoxyl radical. This process was 
measured to occur in ~5 ps. This was proposed to occur by tunnelling through the 
barrier between the photoexcited S1 state and the dissociative 1πσ* (S2) state, as 
demonstrated by deuteration of the O–H bond and the measured kinetic isotope effect. 
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The ultrafast nature of this tunnelling mechanism is believed to be due to the buckled 
geometry of the S1 excited state. When solvated in the weakly interacting cyclohexane, 
4-TBC displays similar dynamics with a S1 excited state lifetime of ~18 ps. This excited 
state is proposed to decay via a similar mechanism as the gas-phase, leading to the 
formation of the 4-tert-butylcatecoxyl radical as evidenced in the long-time TEAS. Once 
again, deuterated experiments were performed which tentatively suggested O–H fission 
occurred via a tunnelling mechanism (or at the very least a process which involved a 
barrier along the O–H bond). The difference in the excited state lifetime in cyclohexane 
compared to the gas-phase, is believed to be induced by subtle changes to the energies 
of the S1 and S2 state leading to a change in the barrier height between the two electronic 
states. Finally the effects of a strongly interactive environment were investigated by 
using the solvent acetonitrile and in this environment, 4-TBC displayed a drastic change 
in the S1 ESA decay. Instead of a lifetime on the order of picoseconds (as seen in 
cyclohexane), the S1 state exhibited a lifetime of ~1.7 ns, with multiple decay pathways 
being present, though radical formation was still observed. This radical formation 
disappeared however upon deuteration of 4-TBC, suggesting, once again, that the 
mechanism for radical formation is mediated, in part, by tunnelling. It was rationalized 
that this change in dynamics coincided with a structural change, involving the breaking 
of the intramolecular hydrogen bond between the two hydroxyl groups, which 4-TBC 
undergoes in a strongly interacting solvent such as acetonitrile. 
Chapter 4 looked into the photodynamics of a pair of potential sunscreening agents, 
ferulic acid (3-(4-hydroxy-3-methoxyphenyl)-2-propenoic acid) and caffeic acid (3-(3,4-
dihydroxyphenyl)-2-propenoic acid). The TEAS measurements combined with static 
ultraviolet/visible difference spectra demonstrated that both molecules can undergo 
relaxation along a trans-cis photoisomerization coordinate. With the help of recent ab 
initio calculations the states involved in this isomerization and the associated time 
constants were determined. The initial excitation leads to the population of the 11ππ* 
which undergoes a geometry relaxation on a timescale around 50 – 500 fs. Following this 
the excited state population flows through a conical intersection between the 11ππ* and 
the 21ππ* state. Finally once on the 21ππ* state, the excited state flux progresses along 
the trans-cis isomerization pathway towards a conical intersection between the 21ππ* 
state and ground state. This leads to either the formation of the initial trans-isomer or 
the cis-isomer. In the aqueous TEAS measurements it was impossible to determine 
whether the cis-isomer was being formed. This was because of the phenolic radical 
absorption being present and occurring in the same spectral region as the spectral 
signature of the cis-isomer. The phenolic radical was shown to be formed via a two-
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photon ionization process. The formation of the phenolic radical due to two-photon 
ionization also occurred in acetonitrile. Fortunately, the absorption signatures for the 
radical and cis-isomer were separated enough allowing for observation of the cis-isomer. 
Finally the cis-isomer signature was present in the TEAS measurements in dioxane as 
the formation of the phenolic radical via two-photon ionization is evidently strongly 
supressed. 
Chapter 5 explored the photodynamics of the cis-[Ru(bpy)2(NA)2]2+ in water after 
two-photon excitation and compared this to previously determined photodynamics 
after one-photon excitation. These dynamics consist of population funnelling through 
the initially populated singlet metal to ligand charge transfer state into a triplet charge 
transfer state. From this state, the molecule either undergoes vibration cooling, followed 
by relaxation back down to the ground electronic state, or it can undergo a ligand 
dissociation to from a penta-coordinated intermediate species, generated through 
elimination of the nicotinamide (NA) ligand. If the NA ligand does not possess enough 
energy to leave the solvent shell, recombination occurs to reform the initial ground state 
complex, however if it does leave the solvent shell, a solvent molecule will combine with 
this penta-coordinate intermediate to from the mono-aquated species. The formation of 
this mono-aquated species is the desired outcome, i.e. the key initial step involved in 
photoactivation. While the long-time dynamics (> 5 ps, after the formation of the triplet 
metal to ligand charge transfer state) were shown to be akin to that of one-photon 
excitation, it was impossible to observe the ultrafast dynamics (< 5 ps) due to 
experimental constraints. Therefore, we cannot definitively say whether the initial 
dynamics are the same between each activation method.  
6.2 Outlook 
6.2.1 Environmental Effects 
The work on 4-TBC has aided in the progression in our understanding of the effects that 
solvation can have on the intrinsic properties of a molecule. This bolsters the previous 
work done in this area of interest.1-3 These works have highlighted that when using a 
“bottom-up” approach towards understanding, say, the excited state dynamics of large 
molecules, not only does functionalization need to be considered, but so do the 
surroundings and certainly add gravitas to the well-known adage structure determines 
dynamics which determines function. With this in mind, future work on molecules 
should consider performing both gas-phase and solution-phase measurements, in order 
to provide a more in depth, and complete picture of the molecules photodynamics. 
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Indeed, work is currently underway to study the photodynamics of one of the building 
blocks of eumelanin. The molecule in questions is 5,6-dihydroxyindole carboxylic acid, 
one of the dominant monomers present in the eumelanin pigment, which has been 
studied previously,4,5 but several questions still remain e.g. is a phenolic radical species 
being formed or not? This however is only one of the many monomers that make up 
eumelanin, which present a plethora of biologically relevant ultraviolet-chromophores 
for exploration of their photophysics. 
6.2.2 Photoprotection 
While the work within the thesis provided a dynamical insight into two potential 
sunscreening agents, adding to several other studies,6-8 there is still a plethora of other 
sunscreen filter molecules, where there is an evident paucity of dynamical data. 
Therefore, future work will focus on providing this information for a variety of 
sunscreen filter molecules and, combined with the data presented in this thesis, can 
hopefully provide valuable knowledge to help design more efficient and effective 
sunscreens that are more robust to degradation and less phototoxic. 
Directly building upon the work presented in this thesis is determining the 
photodynamics of ethyl ester variants of ferulic and caffeic acids. Secondly in order to 
determine if the cis-isomer is being formed in aqueous solutions for both ferulic and 
caffeic acid, femtosecond transient vibrational (infrared) absorption spectroscopy will 
be performed. As in these measurements, the cis-isomer signature will no longer be 
convoluted with the phenolic radical absorption which hinders our ability to say with 
complete certainty whether the cis-isomer is being formed or not. 
The eventual aim of this work is to slowly add additional molecules present in 
commercial suncreams in order to determine what effect, if any, the interactions 
between the various components have. This will hopefully highlight any detrimental or 
beneficial interactions between molecules to the overall photoprotective nature of the 
suncream.  
6.2.3 Two-photon Activation 
The work presented here showed that in the case of cis-[Ru(bpy)2(NA)2]2+ no major 
difference was apparent in the photodynamics of activation by either one-photon or two-
photon absorption. Therefore, the aim now is to perform similar studies on related metal 
complexes and other light activated compounds, in order to determine if the 
photodynamics are comparable between the two excitation schemes. Furthermore, 
work is being done towards improving the temporal resolution of the experiment in 
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order to observe the initial ultrafast dynamics after two-photon absorption, in order to 
see if any differences are present within this region (< 5 ps). This information will 
hopefully provide an insight into the design of future two-photon activatable complexes 
with an aim to improving the quantum yield of the desired photoproduct. 
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