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Resumen
En este trabajo se demuestra para T suficientemente grande la existencia de una solu-
cio´n T−periodica no trivial al problema de la ecuacio´n no lineal de la cuerda vibrante
bajo condiciones de frontera de Dirichlet sobre un intervalo finito. Soluciones perio´dicas
no triviales quiere decir que la parte no lineal sea distinta de cero sobre un conjunto de
medida positiva; en particular, la solucio´n no sea cero sobre este conjunto.
Palabras claves: Ecuacio´n de onda no lineal, soluciones perio´dicas.
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Abstract
In this paper prove that for T sufficiently large, there is a nontrivial T−periodic solution
to the problem of the nonlinear vibrating string equation under Dirichlet boundary
conditions on a finite interval. By nontrivial T−periodic solutions (in t) of the nonlinear
vibrating string equation we mean that the nonlinear function not is zero on a set of
positive measure, in particular the solution not is zero on that set.
Keywords: Nonlinear wave equation, periodic solutions.
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Introduccio´n
Encontrar soluciones no triviales para la ecuacio´n de onda unidimensional en especial
para el caso no lineal ha sido objeto de estudio en la f´ısica-matema´tica. En el presente
trabajo se estudia [1], en dicho art´ıculo se demuestra para un T suficientemente grande
la existencia de una solucio´n T−periodica no trivial al problema de la ecuacio´n no lineal
de la cuerda vibratoria bajo la condicio´n de frontera de Dirichlet sobre un intervalo
finito. Por no trivial se quiere decir que la funcio´n no lineal sea distinta de cero sobre un
conjunto de medida positiva; en particular , la solucio´n a encontrar es distinta de cero
sobre este conjunto. Se usa para ello, de manera esencial, la teor´ıa de ana´lisis funcional,
que puede ser encontrada en el texto de Brezis [2]. La existencia de soluciones no triviales
para este problema ha sido considerada por varios autores bajo otros supuestos que
difieren de los utilizados en [1] ( ver [4], [5], [6], [7]).
Este trabajo se desarrolla en dos cap´ıtulos. En el primer cap´ıtulo se encuentran algunas
definiciones del ana´lisis funcional tales como espacios duales, espacios reflexivos, espacios
separable, espacios Lp, entre otros, como tambie´n importantes teoremas, proposiciones,
corolarios, cuyas demostraciones se pueden encontrar en [2]. En el segundo cap´ıtulo se
desarrollan cinco pasos para demostrar el teorema de existencia de la solucio´n no trivial
al problema planteado.
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CAP´ITULO 1
PRELIMINARES
1.1. El Espacio dual E?
Sea E un espacio vectorial sobre R. Recordemos que una forma lineal es una aplicacio´n
lineal definida sobre E, o sobre un subespacio vectorial de E, con valores en R.
Definicio´n 1.1. Un espacio normado (E, ‖ ‖) se dice un espacio de Banach, si como
espacio me´trico con la me´trica inducida por la norma es completo, es decir, es un espacio
en el cual toda sucesio´n de Cauchy es convergente.
En lo que sigue E es un espacio vectorial normado (e.v.n) de norma || ||.
Observacio´n 1.1. Se designa por E? el espacio dual (topolo´gico) de E, i.e. el espacio
de las formas lineales y continuas sobre E; E? esta´ dotado de la norma (dual)
||f ||E? = sup
x∈E
||x||≤1
|f(x)| = sup
x∈E
||x||≤1
f(x).
Dado f ∈ E? y x ∈ E escribiremos 〈f, x〉 en lugar de f(x) ; se dice que 〈 , 〉 es el
producto escalar para la dualidad E?, E.
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Observacio´n 1.2. Si M ⊂ E es un subespacio vectorial, se escribe
M⊥ = {f ∈ E?; 〈f, x〉 = 0 ∀x ∈M}
Si N ⊂ E? es un subespacio vectorial, se escribe
N⊥ = {x ∈ E; 〈f, x〉 = 0 ∀f ∈ N}.
Diremos que (M⊥ (resp.N⊥)) es el espacio ortogonal de M (resp.N). Sen˜alemos que
M⊥ (resp.N⊥) es un subespacio vectorial cerrado de E? (resp. E).
1.2. Una Ra´pida Introduccio´n a la Teor´ıa de Fun-
ciones Conjugadas Convexas
Iniciamos con algunas propiedades ba´sicas de funciones semicontinuas inferiores y fun-
ciones convexas. En esta seccio´n consideramos funciones ϕ definidas sobre un conjunto
E con valores en ]−∞,+∞] , as´ı que ϕ puede tomar el valor +∞ (pero −∞ es excluido).
Denotaremos por D(ϕ) el dominio de ϕ es decir, el conjunto
D(ϕ) = {x ∈ E ; ϕ(x) < +∞}.
Se supone ahora que E es un espacio topolo´gico.
Definicio´n 1.2. Una funcio´n ϕ : E −→]−∞,+∞] se dice semicontinua inferiormente
(s.c.i) si para todo x ∈ E se tiene
l´ım inf
y−→x
ϕ(y) ≥ ϕ(x).
Utilizaremos algunas propiedades elementales de las funciones s.c.i:
a. Si ϕ1 y ϕ2 son s.c.i., entonces ϕ1 + ϕ2 es s.c.i.
b. Si (ϕi)i∈I es una familia de funciones s.c.i, entonces la envolvente superior es tambie´n
s.c.i., es decir, la funcio´n ϕ definida por
ϕ(x) = sup
i∈I
ϕ(x)
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is s.c.i.
c. Si E es compacto y ϕ es s.c.i entonces ϕ alcanza su cota inferior sobre E.
Ahora se supone que E es un espacio vectorial.Se tiene la siguiente definicio´n:
Definicio´n 1.3. Una funcio´n ϕ : E −→]−∞,+∞] se dice convexa si
ϕ(tx+ (1− t)y) ≤ tϕ(x) + (1− t)ϕ(y) ∀ x, y ∈ E, ∀ t ∈ ]0, 1[.
Usaremos algunas propiedades elementales de funciones convexas:
1. Si ϕ1 y ϕ2 son convexas, entonces ϕ1 + ϕ2 es convexa.
2. Si (ϕi)i∈I es una familia de funciones convexas, entonces la envolvente superior,
supi ϕi, es convexa.
Ahora se supone que E es un e.v.n
Definicio´n 1.4. Dada una funcio´n ϕ : E −→ ] −∞ , +∞] tal que ϕ 6≡ +∞ ( i.e
D(ϕ) 6= ∅ ). Definimos la funcio´n conjugada ϕ∗ : E? −→ ]−∞ , +∞], a ser
ϕ?(f) = sup
x∈E
{ 〈f, x〉 − ϕ(x) } (f ∈ E?).
Note que ϕ? es una funcio´n convexa s.c.i. sobre E?. En efecto, para cada x ∈ E fijo la
funcio´n f −→ 〈f, x〉−ϕ(x) es convexa y continua (y as´ı s.c.i) sobre E?. Se sigue que la
envolvente superior de estas funciones ( cuando x recorre E) es convexa y s.c.i.
Observacio´n 1.3. Claramente tenemos la desigualdad
〈f, x〉 ≤ ϕ(x) + ϕ?(f) ∀x ∈ E, ∀f ∈ E?,
que es algunas veces llamada la desigualdad de Young.
A continuacio´n enunciamos algunas propiedades y ejemplos de las funciones conjugadas
convexas1:
Propiedades de funciones conjugadas convexas
1. Si f ≤ g, entonces f ? ≥ g?.
2. (ρf)?(x) = ρf ?(x/ρ), ρ > 0.
3. (f + C)? = f ? + C.
1Se pueden encontrar en Convex Analysis, R. T. Rockafellar y en Convex analysis: An introductory
Text, Jhon Wiley .
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Ejemplo 1.1. Sea ϕ = ex
ϕ?(f) = sup
x∈R
{ cx− ex } , f ≡ c ∈ R.
As´ı,
ϕ?(f) =

f ln f − f, si f > 0,
0, si f = 0,
+∞ si f < 0.
Ejemplo 1.2. Considere ϕ = |x|.
ϕ?(f) = sup
x∈R
{ cx− |x| } , f ≡ c ∈ R.
As´ı,
ϕ?(f) =
0 si |f | ≤ 1,+∞ si |f | > 1.
Ejemplo 1.3. Sea ϕ =
|x|2
2
entonces ϕ?(f) =
|f |2
2
.
1.3. Una Introduccio´n a los Operadores lineales no
acotados. Definicio´n de la Adjunta.
Observacio´n 1.4. Sean E y F dos e.v.n. Se designa por L (E,F ) el espacio de los
operadores lineales continuos (= acotados) de E en F dotado con la norma
||T ||L (E,F ) = Sup
||x||≤1
x∈E
||Tx||.
Usualmente se escribe L (E) en lugar de L (E,E).
Definicio´n 1.5. sean E y F dos espacios de Banach. Se llama operador lineal no
acotado de E en F a toda aplicacio´n lineal A : D(A) ⊂ E −→ F definida sobre un
subespacio lineal D(A) ⊂ E con valores en F . El conjunto D(A) es el dominio de A.
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Se dice que A es acotado ( o continuo) si D(A) = E y si existe una constante c ≥ 0 tal
que
||Au|| ≤ c||u|| ∀u ∈ E
La norma de un operador acotado esta´ definida por
||A||L (E,F ) = sup
u6=0
||Au||
||u|| .
Precisemos algunas notaciones y definiciones importantes
Rango de A = R(A) = {Au;u ∈ D(A)} ⊂ F,
Nu´cleo de A = N(A) = {u ∈ D(A); Au = 0} ⊂ E
Observacio´n 1.5. Si A es cerrado, entonces N(A) es cerrado; sin embargo, R(A) no
necesariamente es cerrado.
Observacio´n 1.6. En la pra´ctica, la mayor´ıa de los operadores no acotados que se
encuentran son cerrados y densamente definidos, es decir, con dominio D(A) denso en
E.
Definicio´n 1.6 (Definicio´n de la adjunta A?.). Sea A : D(A) ⊂ E −→ F un ope-
rador no acotado que es densamente definido. Definiremos un operador no acotado
A? : D(A?) ⊂ F ? −→ E? como sigue. Primero, se define su dominio
D(A?) = {v ∈ F ?; ∃ c ≥ 0 tal que |〈v, Au〉| ≤ c||u|| ∀u ∈ D(A)}.
Claramente D(A?) es un subespacio lineal de F ?. Ahora definimos A?v. Dado v ∈ D(A?),
se considera la aplicacio´n g : D(A) −→ R definida por
g(u) = 〈v, Au〉 , ∀u ∈ D(A).
Tenemos
|g(u)| ≤ c||u|| ∀u ∈ D(A).
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Hacemos
A?v = f
El operador lineal no acotado A? : D(A?) ⊂ F ? −→ E? se llama la adjunta de A. En
resumen, la relacio´n fundamental entre A y A? esta´ dada por:
〈v,Au〉F ?,F = 〈A?v, u〉E?,E ∀u ∈ D(A), ∀v ∈ D(A?).
Observacio´n 1.7. Puede ocurrir que D(A?) no es denso en A? (au´n si A es cerrado);
pero esto es una situacio´n bastante patolo´gica. Siempre es verdadero que si A es cerrado
entonces D(A?) es denso en F ? para la topolog´ıa de´bil? σ(F?, F ). En particular, si F es
reflexivo, entonces D(A?) es denso en F para la topolog´ıa usual.
Proposicio´n 1.4. Sea A : D(A) ⊂ E −→ F un operador densamente definido lineal no
acotado entonces A? es cerrado.
A continuacio´n algunas relaciones entre rangos y nu´cleos:
Corolario 1.1. Sea A : D(A) ⊂ E −→ F un operador no acotado, cerrado y densa-
mente definido. Entonces se verifica
(i) N(A) = R(A?)⊥
(ii) N(A?) = R(A)⊥
(iii) N(A)⊥ ⊃ R(A?)
(iv) N(A?)⊥ = R(A).
El principal resultado sobre operadores con rango cerrado es el siguiente:
Teorema 1.5. Sea A : D(A) ⊂ E −→ F un operador lineal no acotado que es densa-
mente definido y cerrado. Las siguientes propiedades son equivalentes:
(i) R(A) es cerrado,
(ii) R(A?) es cerrado,
(iii) R(A) = N(A?)⊥,
(iv) R(A?) = N(A)⊥.
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1.4. Definicio´n y Propiedades Elementales de la To-
polog´ıa De´bil σ(E,E?)
Sea E un espacio de Banach y sea f ∈ E?. Se designa por ϕf : E −→ R la funcional
lineal dada por ϕf (x) = 〈f, x〉. Cuando f recorre E? obtenemos una coleccio´n (ϕf )f∈E?
de aplicaciones de E en R. Ignoraremos la topolog´ıa usual sobre E (asociada a || ||) y
definimos una nueva topolog´ıa sobre el conjunto E como sigue:
Definicio´n 1.7. La topolog´ıa de´bil σ(E,E?) sobre E es la topolog´ıa menos fina sobre
E que hace continuas a todas las aplicaciones (ϕf )f∈E?
Observacio´n 1.8. Si una sucesio´n (xn) en E converge a x en la topolog´ıa de´bil σ(E,E
?)
escribiremos
xn ⇀ x.
Para evitar cualquier confusio´n se dice “xn ⇀ x de´bilmente en σ(E,E
′).” Para ser
totalmente claros se enfatizara´ diciendo, “xn −→ x fuertemente ”, lo que significa que
||xn − x|| −→ 0.
Proposicio´n 1.6. Sea (xn) una sucesio´n en E. Se verifica:
(i) [xn ⇀ x de´bilmente en σ(E,E
?)] ⇔ [〈f, xn〉 −→ 〈f, x〉 ∀ f ∈ E?]
(ii) Si xn −→ x fuertemente, entonces xn ⇀ x de´bilmente en σ(E,E?).
(iii) Si xn ⇀ x de´bilmente para σ(E,E
?), entonces (||xn||) esta´ acotada y ||x|| ≤
l´ım inf ||xn||.
(iv) Si xn ⇀ x de´bilmente en σ(E,E
?) y si fn −→ f fuertemente en E? (es decir,
||fn − f ||E? −→ 0), entonces 〈fn, xn〉 −→ 〈f, x〉.
Nota 1.1. Cuando E es de dimensio´n infinita existen en general sucesiones que conver-
gen de´bilmente pero que no convergen fuertemente.
Todo conjunto cerrado en la topolog´ıa de´bil σ(E,E ′) es cerrado en la topolog´ıa fuerte.
Pero el reciproco es falso en dimensio´n infinita. Sin embargo, para los conjuntos convexos
estas dos nociones coinciden.
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Teorema 1.7. Sea C un conjunto convexo de E. Entonces C es cerrado en la topolog´ıa
de´bil σ(E,E?) si y so´lo si es cerrado en la topolog´ıa fuerte.
1.5. La Topolog´ıa de´bil? σ(E?, E)
Sea E un espacio de Banach y sea E? su espacio dual dotado con norma
||f ||E? = Sup
x∈E
||x||≤1
|〈f, x〉|.
y sea E?? su bidual , es decir, el dual de E? dotado de la norma
||ξ||E?? = Sup
f∈E?
||f ||≤1
|〈ξ, f〉| (ξ ∈ E??).
Existe una inyeccio´n cano´nica J : E −→ E?? definida como sigue: dada x ∈ E fijo, la
aplicacio´n f → 〈f, x〉 de E? en R es una forma lineal continua sobre E?, es decir, un
elemento de E??, que es notado por Jx. Tenemos
〈Jx, f〉E??,E? = 〈f, x〉E?,E ∀x ∈ E,∀ ∈ E?.
Claramente J es lineal y J es una isometr´ıa , es decir , ||Jx||E?? = ||x||E para todo
x ∈ E; en efecto, tenemos
||Jx||E?? = sup
||f ||≤1
|〈Jx, f〉| = sup
||f ||≤1
|〈f, x〉| = ||x||.
As´ı sobre el espacio E? quedan definidas dos topolog´ıas:
a. la topolog´ıa usual (fuerte) asociada a la norma de E?,
b. La topolog´ıa de´bil σ(E?, E??).
Vamos ahora a definir una tercera topolog´ıa sobre E? : La topolog´ıa de´bil? que se nota
con σ(E?, E). Para cada x ∈ E se considera la aplicacio´n ϕx : E? −→ R definida
por f −→ ϕx(f) = 〈f, x〉. Cuando x recorre E se obtiene una familia de aplicaciones
(ϕx)x∈E de E? en R.
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Definicio´n 1.8. La topolog´ıa de´bil?, σ(E?, E), es la topolog´ıa menos fina sobre E? que
hace continua a todas las aplicaciones (ϕx)x∈E.
Ya que E ⊂ E?? resulta claro que la topolog´ıa σ(E?, E) es menos fina que la topolog´ıa
σ(E?, E??); es decir, la topolog´ıa σ(E?, E) tiene menos conjuntos abiertos (respecti-
vamente conjuntos cerrados) que la topolog´ıa σ(E?, E??), que a su vez tiene menos
conjuntos abiertos (resp. conjuntos cerrados) que la topolog´ıa fuerte.
Observacio´n 1.9. Si una sucesio´n (fn) en E
? converge a f en la topolog´ıa de´bil? se
escribe
fn
?
⇀ f
Para evitar cualquier confusio´n a veces se precisa “fn
?
⇀ f en σ(E?, E)”, “fn ⇀ f en
σ(E?, E??), ” y “fn −→ f fuertemente.”
Proposicio´n 1.8. Sea fn una sucesio´n de E
?. Entonces
(i) [fn
?
⇀ f en σ(E?, E)] ⇔ [〈fn, x〉 −→ 〈f, x〉 ∀ x ∈ E].
(ii) Si fn → f fuertemente, entonces fn ⇀ f en σ(E?, E??).
Si fn ⇀ f en σ(E
?, E??), entonces fn
?
⇀ f en σ(E?, E).
(iii) Si fn
?
⇀ f en σ(E?, E), entonces (||fn||) esta´ acotada y ||f || ≤ l´ım inf ||fn||.
(iv) Si fn
?
⇀ f en σ(E?, E) y si xn −→ x fuertemente en E, entonces 〈fn, xn〉 −→ 〈f, x〉.
Observacio´n 1.10. Suponga fn
?
⇀ f en σ(E?, E) ( o au´n fn ⇀ f en σ(E
?, E??) ) y
xn ⇀ x en σ(E,E
?). No se puede concluir, en general, que 〈fn, xn〉 −→ 〈f, x〉 (es muy
fa´cil construir un ejemplo en espacios de Hilbert.)
Observacio´n 1.11. Cuando E es un espacio finito dimensional las tres topolog´ıas coin-
ciden (fuerte, de´bil, de´bil?) sobre E?.
1.6. Espacios Reflexivos
Definicio´n 1.9. Sea E un espacio de Banach y sea J : E −→ E?? la inyeccio´n cano´nica
de E dentro de E?? (ver seccio´n 1.5). El espacio E se dice reflexivo si J es sobreyectiva,
es decir, J(E) = E??.
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Cuando E es reflexivo, E?? es usualmente identificado con E.
Observacio´n 1.12. Muchos espacios importantes en ana´lisis son reflexivos. Claramente,
espacios finitos dimensionales son reflexivos (ya que dimE = dimE? = dimE?? ). Como
veremos es la seccio´n 1.8, los espacios Lp son reflexivos para 1 < p < ∞. En la seccio´n
1.9 veremos que los espacios de Hilbert son reflexivos. sin embargo, importantes espacios
en ana´lisis no son reflexivos; por ejemplo: C(K), el espacio de las funciones continuas
sobre un espacio me´trico compacto infinito K, no es reflexivo.
El pro´ximo resultado enuncia una caracterizacio´n importantes de los espacios reflexivos.
Teorema 1.9 (Kakutani). Sea E un espacio de Banach. entonces E es reflexivo si y
so´lo si BE = {x ∈ E; ||x|| ≤ 1} es compacto en la topolog´ıa de´bil σ(E,E?).
En conexio´n con las propiedades de compacidad de espacios reflexivos se tienen los
siguientes dos resultados:
Teorema 1.10. Supongamos E un espacio de Banach reflexivo y sea (xn) una sucesio´n
acotada en E. Entonces existe una subsucesio´n (xnk) que converge en la topolog´ıa de´bil
σ(E,E?).
Lo opuesto tambie´n se cumple.
Teorema 1.11. Supongamos E un espacio de Banach tal que toda sucesio´n acotada en
E admite una subsucesio´n convergente de´bilmente en σ(E,E?). Entonces E es reflexivo.
Enunciamos algunas propiedades adicionales de espacios reflexivos.
Proposicio´n 1.12. suponga que E es un espacio de Banach reflexivo y sea M ⊂ E un
subespacio lineal cerrado de E. entonces M es reflexivo.
Corolario 1.2. Un espacio de Banach E es reflexivo si so´lo si su espacio dual E? es
reflexivo.
Corolario 1.3. Sea E un espacio de Banach reflexivo. Sea K ⊂ E un subconjunto
acotado, cerrado y convexo de E. EntoncesK es compacto en la topolog´ıa de´bil σ(E,E?).
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1.7. Espacios Separables
Definicio´n 1.10. Diremos que un espacio me´trico E es separable si existe un subcon-
junto D ⊂ E que es contable y denso.
Proposicio´n 1.13. sea E un espacio me´trico separable y sea F ⊂ E cualquier subcon-
junto. Entonces F es tambie´n separable.
Teorema 1.14. Sea E un espacio de Banach tal que E? es separable. Entonces E es
separable.
Observacio´n 1.13. Lo opuesto no es verdadero. Se tiene el espacio L1 es separable
pero su espacio dual L∞ no es separable (ver seccio´n 1.8).
Corolario 1.4. Sea E un espacio de Banach. Entonces
[E reflexivo y separable] ⇔ [E? reflexivo y separable].
Propiedades de separabilidad esta´s muy relacionadas a la metrizabilidad de la topolog´ıas
de´biles. Recordemos que un espacio topolo´gico X se dice metrizable si existe una me´trica
sobre X que induce la topolog´ıa de X.
Teorema 1.15. Sea E un espacio de Banach separable. Entonces BE? es metrizable en
la topolog´ıa de´bil? σ(E?, E).
Opuestamente, si BE? es metrizable en σ(E
?, E), entonces E es separable.
Hay una afirmacio´n “ dual ”.
Teorema 1.16. Sea E un espacio de Banach separable tal que E? es separable. Entonces
BE es metrizable en la topolog´ıa de´bil σ(E,E
?).
Opuestamente, si BE es metrizable en σ(E,E
?), entonces E? es separable.
Corolario 1.5. Sea E un espacio de Banach separable y sea (fn) una sucesio´n acotada en
E?. Entonces existe una subsucesio´n (fnk) que converge en la topolog´ıa de´bil
? σ(E?, E).
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1.8. Los espacios Lp
En lo que sigue, Ω designa un abierto de Rn dotado de la medida de Lebesgue dx. Se
supone que el lector esta´ familiarizado con nociones de funciones integrables y funciones
medibles ; ver, por ejemplo [?]. Se designa por L1(Ω) el espacio de la funciones integrables
de Ω en R. Cuando no hay ambigu¨edad se escribe L1 en lugar de L1(Ω), y
∫
f en lugar
de
∫
Ω
f(x)dx. Tambie´n se usa la notacio´n
‖f‖L1 =
∫
Ω
|f(x)|dx =
∫
|f |.
Como es habitual, se identifican dos funciones de L1 que coinciden c.t.p. ( = excepto en
un conjunto de medida nula).
Se presentan los siguientes resultados de integracio´n.
1.9. Algunos Resultados de Integracio´n que es Ne-
cesario Conocer
Teorema 1.17 (Teorema de la convergencia mono´tona de Beppo Levi). Sea (fn) una
sucesio´n de funciones en L1 que satisfacen
(a) f1 ≤ f1 ≤ ... ≤ fn ≤ fn+1 ≤ . . . c.t.p sobre Ω,
(b) sup
n
∫
fn <∞
Entonces fn(x) converge c.t.p sobre Ω a un l´ımite finito que se denota por f(x); adema´s
f ∈ L1 y ‖ fn − f‖L1 → 0.
Teorema 1.18 (Teorema de la convergencia dominada de Lebesgue). Sea (fn) una
sucesio´n de funciones en L1 que satisfacen
a) fn(x)→ f(x) c.t.p. sobre Ω,
b) Existe una funcio´n g ∈ L1 tal que para todo n, |fn(x)| ≤ g(x) c.t.p. sobre Ω.
Entonces f ∈ L1(Ω) y ‖ fn − f ‖L1→ 0.
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Lema 1.19 (Lema de Fatou). Sea (fn) una sucesio´n de funciones de L
1 que satisfacen
(1) Para todo n, fn(x) ≥ 0 c.t.p.
(2) sup
n
∫
fn <∞.
Para casi toda x ∈ Ω se pone f(x) = l´ımn→∞ ı´nf fn(x) ≤ +∞. Entonces f ∈ L1(Ω) y∫
f ≤ l´ım
n→∞
ı´nf
∫
fn.
Observacio´n 1.14. Se designa por Cc(Ω) el espacio de las funciones continuas en Ω y
con soporte compacto, es decir,
Cc(Ω) = {f ∈ C(Ω); f(x) = 0 ∀x ∈ Ω−K donde K ⊂ Ω es un compacto.}
Teorema 1.20 (Teorema de densidad). El espacio Cc(Ω) es denso en L
1(Ω), es decir:
∀f ∈ L1(Ω) y ∀ > 0 se tiene que ∃f1 ∈ Cc(Ω) tal que ‖f − f1‖L1 < .
Sean Ω1 ⊂ Rn, Ω2 ⊂ Rm abiertos y F : Ω1 ×Ω2 −→ R una funcio´n medible.
Teorema 1.21 (Tonelli). Supongamos que∫
Ω2
|F (x, y)|dy <∞ para casi todo x ∈ Ω1
y que ∫
Ω1
dx
∫
Ω2
|F (x, y)|dy <∞.
Entonces F ∈ L1(Ω1 ×Ω2).
Teorema 1.22 (Fubini). Supongamos que F ∈ L1(Ω1 × Ω2). Entonces para casi todo
x ∈ Ω1, F (x, y) ∈ L1y(Ω2), y
∫
Ω2
F (x, y)dy ∈ L1x(Ω1). Similarmente, para casi todo
y ∈ Ω2, F (x, y) ∈ L1x(Ω1), y
∫
Ω1
F (x, y)dx ∈ L1y(Ω2). Ma´s au´n, se tiene quee∫
Ω1
dx
∫
Ω2
F (x, y)dy =
∫
Ω2
dy
∫
Ω1
F (x, y)dx =
∫∫
Ω1×Ω2
F (x, y)dxdy
A continuacio´n se presentan algunas definiciones y propiedades elementales de los espa-
cios Lp.
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1.10. Definicio´n y Propiedades Elementales De Los
Espacios Lp
Definicio´n 1.11. Sea p ∈ R con 1 ≤ p <∞, se define
Lp(Ω) = {f : Ω −→ R, f medible y |f |p ∈ L1(Ω)}
y se nota
‖ f ‖Lp=
[∫
Ω
|f(x)|pdx
]1/p
.
Definicio´n 1.12. Se define:
L∞(Ω) = {f : Ω −→ R; f medible y existe una constante C tal que |f(x)| ≤ C c.t.p en Ω}
con
||f ||L∞ = Inf {C : |f(x)| ≤ C c.t.p en Ω.}
Observacio´n 1.15. Si f ∈ L∞, entonces |f(x)| ≤ ||f ||L∞ c.t.p en Ω
Observacio´n 1.16. Sea 1 ≤ p <∞; se denota por q el exponente conjugado de p,
1
p
+
1
q
= 1.
Teorema 1.23 (Desigualdad de Young). Sean 1 < p <∞. Entonces
ab ≤ a
p
p
+
bq
q
(a, b ≥ 0)
Teorema 1.24 (Desigualdad de Ho¨lder). Sean f ∈ Lp y g ∈ Lq con 1 ≤ p ≤ ∞.
Entonces fg ∈ L1 y ∫
|fg| ≤ ‖f‖Lp‖g‖Lq .
Corolario 1.6 (Desigualdad de Interpolacio´n). Si f ∈ Lp(Ω)∩Lp(Ω)con 1 6 p 6 q 6∞,
entonces f ∈ Lr(Ω) para todo p 6 r 6 q y se verifica la desigualdad de interpolacio´n
||f ||r 6 ||f ||αp ||f ||1−αq , donde
1
r
=
α
p
+
1− α
q
, 0 ≤ α ≤ 1.
Teorema 1.25 (Desigualdad de Minkowski). Sean 1 6 p 6∞ y f, g ∈ Lp(Ω). Entonces
||f + g||p 6 ||f ||p + ||g||p
Teorema 1.26. Lp(Ω) es un espacio de Banach para cualquier p, 1 ≤ p ≤ ∞.
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1.11. Reflexibilidad. Separabilidad. Dual de Lp
Se consideran separadamente los siguientes tres casos:
(A) 1 < p <∞,
(B) p = 1,
(C) p =∞.
(A) Estudio de Lp para 1 < p <∞.
Este caso es el ma´s “favorable”: Lp es reflexivo, separable, y el dual de Lp es Lq.
Teorema 1.27. Lp(Ω) es separable para cualquier 1 < p <∞.
Teorema 1.28 (Teorema de representacio´n de Riesz). Sea 1 < p <∞ y sea ϕ ∈ (Lp)?.
Entonces existe una u´nica funcio´n u ∈ Lq tal que
〈ϕ, f〉 =
∫
uf ∀f ∈ Lp.
Ma´s au´n,
||u||Lq = ||ϕ||(Lp)? .
Observacio´n 1.17. El anterior teorema es muy importante. Este expresa que toda
forma lineal continua sobre Lp con 1 < p < ∞ se representa “concretamente” como
una integral. La aplicacio´n ϕ −→ u es lineal isome´trico y sobreyectivo, que permite
identificar el “abstracto” espacio (Lp)? con Lq. En lo que sigue sistema´ticamente se
hara´ la identificacio´n
(Lp)? = Lq.
Teorema 1.29. El espacio Cc(Ω) es denso en L
p(Ω) para cualquier 1 ≤ p ≤ ∞.
Teorema 1.30. Suponga que Ω es un espacio medible separable. Entonces el espacio
Lp(Ω) es separable para cualquier 1 ≤ p <∞.
(B) Estudio de L1(Ω).
Comenzamos con una descripcio´n del espacio dual de L1(Ω).
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Teorema 1.31 (Teorema de representacio´n de Riesz). Sea ϕ ∈ (L1)?. Entonces existe
una u´nica funcio´n u ∈ L∞ tal que
〈ϕ, f〉 =
∫
uf ∀f ∈ L1.
Ma´s au´n,
||u||L∞ = ||ϕ||(L1)? .
Observacio´n 1.18. El teorema expresa que toda forma lineal continua sobre L1 se
representa “concretamente” como una integral. La aplicacio´n ϕ −→ u es lineal isome´trico
y sobreyectivo, que permite identificar el “abstracto” espacio (L1)? con L∞. En lo que
sigue sistema´ticamente se hara´ la identificacio´n
(L1)? = L∞.
Observacio´n 1.19. El espacio L1(Ω) no es reflexivo.
(C) Estudio de L∞(Ω).
Ya se conoce (Teorema 1.31) que L∞(Ω) = (L1)?. Siendo un espacio dual, L∞(Ω)
disfruta agradables propiedades. En particular, se tienen las siguientes:
Propiedad (i)
La bola cerrada unitaria BL∞ es compacta en la topolog´ıa de´bil
? σ(L∞, L1).
Propiedad (ii)
Si Ω es medible y (fn) es una sucesio´n acotada en L
∞(Ω), existe una subsucesio´n (fnk)
y algu´n f ∈ L∞(Ω) tal que (fnk) −→ f en la topolog´ıa de´bil? σ(L∞, L1).
Sin embargo L∞(Ω) no es reflexivo. pues L1(Ω) no es reflexivo. Se sigue que el espacio
dual de L∞(Ω) contiene a L1 y es estrictamente ma´s grande que L1.
Finalmente L∞(Ω) no es separable.
1.12. Espacios de Hilbert
Definicio´n 1.13. Un espacio de Hilbert es un espacio vectorial H dotado de un producto
escalar 〈u, v〉 tal que H es completo para la norma 〈u, u〉1/2.
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Ejemplo Ba´sico. L2(Ω) dotado con el producto escalar
〈u, v〉 =
∫
Ω
u(x)v(x)
es un espacio de Hilbert.
En lo que sigue H siempre designa un espacio de Hilbert.
1.13. El Espacio Dual de un Espacio de Hilbert
Teorema 1.32 (Teorema de representacio´n de Riesz-Fre´chet). Dada ϕ ∈ H?, existe
una u´nica f ∈ H tal que
〈ϕ, u〉 = 〈f, u〉 ∀u ∈ H.
Ma´s au´n,
|f | = ‖ϕ‖H? .
Teorema 1.33 (Punto fijo de Banach). Sea X un espacio me´trico completo y sea
S : X −→ X una aplicacio´n tal que
d(Sv1, Sv2) ≤ kd(v1, v2) ∀v1, v2 ∈ X con k < 1.
Entonces S tiene un punto fijo u´nico, u = Su.
1.14. Sumas Hilbertianas. Bases Ortonormales
Definicio´n 1.14 (Suma Hilbertiana). Sea (En)n≥1 una sucesio´n de subespacios cerrados
de H. Se dice que H es Suma Hilbertiana de los (En) y se escribe H =
⊕
nEn si:
(i) Los En son ortogonales dos a dos, es decir,
〈u, v〉 = 0 ∀u ∈ Em, ∀v ∈ En, m 6= n,
(ii) El espacio vectorial generado por los (En) es denso en H (en sentido algebraico es
decir, las combinaciones lineales finitas de elementos de (En).
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Definicio´n 1.15 (Base Hilbertiana). Se llama base Hilbertiana (o simplemente base si
no hay posibilidad de confusio´n2) a toda sucesio´n (en)n≥1 de elementos de H tales que:
(i) |en| = 1 ∀n, 〈em, en〉 = 0 ∀m,n, m 6= n.
(ii) El espacio vectorial generado por los (en) es denso en H.
Teorema 1.34. todo espacio de Hilbert separable tiene una base ortonormal.
1.15. Operadores compactos
Sean E y F dos espacios de Banach.
Definicio´n 1.16. Sea BE = {x ∈ E; ‖ x ‖≤ 1} se dice que un operador T ∈ L (E,F )
es compacto si T (BE) tiene clausura compacta en F (en la topolog´ıa fuerte).
Se designa porK (E,F ) el conjunto de los operadores compactos de E en F y se escribe
K (E) en lugar de K (E,E).
Teorema 1.35. El conjunto K (E,F ) es un subespacio vectorial cerrado de L (E,F )
(en la topolog´ıa asociada a la norma ‖ ‖L (E,F )).
Definicio´n 1.17. Se dice que un operador T ∈ L (E,F ) es de rango finito si el rango
de T , R(T ), es finito dimensional.
Claramente, cualquier operador de rango finito es compacto y de este modo tenemos el
siguiente.
Corolario 1.7. Sea (Tn) una sucesio´n de operadores de rango finito y sea T ∈ L (E,F )
tal que ‖ Tn − T ‖L (E,F )−→ 0. Entonces T ∈ K (E,F ).
Proposicio´n 1.36. Sean E,F y G tres espacios de Banach. Si T ∈ L (E,F ) y
S ∈ K (F,G).[ resp. T ∈ L (E,F ) y S ∈ L (F,G).] Entonces (S ◦ T ) ∈ K (E,G).
Teorema 1.37 (Schauder). Si T ∈ K (E,F ), entonces T ? ∈ K (F ?, E?). Y opuesta-
mente.
2No confundirse con una base algebraica, es decir, una familia (en) de H tal que todo elemento de
H se escribe de forma u´nica como combinacio´n lineal finita de los (ei).
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1.16. El Espectro de un Operador Compacto
A continuacio´n algunas definiciones importantes.
Definicio´n 1.18. Sea T ∈ L (E). El conjunto resolvente, denotado por ρ(T ), esta´ de-
finido por:
ρ(T ) = {λ ∈ R; (T − λI) es biyectiva de E sobre E}.
El espectro σ(T ) es el complemento del conjunto resolvente, es decir, σ(T ) = R− ρ(T ).
Un nu´mero real λ se dice valor propio (o autovalor) de T si
N(T − λI) 6= {0};
donde N(T−λI) es el correspondiente espacio propio asociado a λ. El conjunto de todos
los valores propios es denotado EP (T ).
Proposicio´n 1.38. El espectro σ(T ) de un operador acotado T es un conjunto compacto
y
σ(T ) ⊂ [−‖T‖ , +‖T‖].
Teorema 1.39. Sea T ∈ K (E) con dimE =∞. Entonces tenemos:
a) 0 ∈ σ(T ),
b) σ(T )− {0} = V P (T )− {0},
c) uno de los siguientes casos se cumple:
• σ(T ) = 0,
• σ(T )− {0} es un conjunto finito,
• σ(T )− {0} es una sucesio´n convergente que tiende a 0.
Lema 1.40. Sea (λn);n ≥ 1 una sucesio´n de nu´meros reales distintos tal que
λn −→ λ
y
λn ∈ (σ(T )− {0}) ∀n.
Entonces λ = 0. Es decir, todos los puntos de σ(T )− {0} son aislados.
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1.17. Descomposicio´n espectral de operadores com-
pactos autoadjuntos
En lo que sigue se supone que E = H es un espacio de Hilbert y que T ∈ L (H).
Identificando H ′ y H podemos considerar T ? como un operador acotado de H en si
mismo.
Definicio´n 1.19. Se dice que un operador acotado T ∈ L (H) es autoadjunto si T ? = T ,
es decir,
〈Tu, v〉 = 〈u, Tv〉 ∀ u, v ∈ H.
Proposicio´n 1.41. Sea T ∈ L (H) un operador autoadjunto. Definamos
m = ı´nf
u∈H
|u|=1
〈Tu, u〉 y M = sup
u∈H
|u|=1
〈Tu, u〉.
Entonces σ(T ) ⊂ [m,M ],m ∈ σ(T ) y M ∈ σ(T ).Ma´s au´n ||T || = ma´x{|m|, |M |}.
Teorema 1.42. Supongamos que H es separable. Sea T un operador compacto y au-
toadjunto. Entonces H admite una base Hilbertiana formada por vectores propios de
T .
Teorema 1.43 (Teorema espectral para operadores compactos autoadjuntos). Sea H
un espacio de Hilbert y K : H −→ H un operador compacto auto-adjunto. Entonces
existe un conjunto {φi; i = ±1,±2, . . . } tal que
(i) Existe λi ∈ R y φi ∈ H; con i ∈ I ⊂ Z− {0} tales que K(φi) = λiφi.
(ii) El conjunto {φi; i ∈ I} es un conjunto ortonormal.
(iii) Si {λi; i ∈ I∩N} es finito (respectivamente) el conjunto {λi; i ∈ I∩(−N)} entonces
λi −→ 0 (respectivamente λ−i −→ 0 ).
(iv) Si I = Z − {0}, el conjunto {φi; i ∈ I} es completo en el complemento ortogonal
de N = {u ∈ H;K(u) = 0}.
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1.18. El caso autoadjunto
Sea A : D(A) ⊂ H −→ H un operador lineal no acotado con D(A) = H. Identificando
H? con H, podemos ver A? como un operador lineal no acotado en H.
Definicio´n 1.20. Diremos que
• A es sime´trico si 〈Au, v〉 = 〈u,Av〉 ∀u, v ∈ D(A)
• A es autoadjunto si D(A?) = D(A) y A? = A.
1.19. Definicio´n y Propiedades Elementales de los
Espacios de Sobolev W 1,p(Ω)
Sea Ω ⊂ RN un conjunto abierto y sea p ∈ R con 1 ≤ p ≤ ∞.
Definicio´n 1.21. El espacio de Sobolev W 1,p(Ω) esta´ definido por:
W 1,p(Ω) =
{
u ∈ Lp(Ω)
∣∣∣∣∣ ∃ g1, g2, ..., gN ∈ Lp(Ω) tal que∫
Ω
u ∂ϕ
∂xi
= − ∫
Ω
giϕ ∀ϕ ∈ C∞c (Ω), ∀i = 1, 2, ..., N
}
.
Denotamos
H1(Ω) = W 1,2(Ω).
Para u ∈ W 1,p(Ω) definimos ∂u
∂xi
= gi, y escribimos
∇u = grad u =
(
∂u
∂x1
, ∂u
∂x2
, ...,
∂u
∂xN
)
.
El espacio W 1,p(Ω) esta´ dotado de la norma
||u||W 1,p = ||u||Lp +
N∑
i=1
∥∥∥∥ ∂u∂xi
∥∥∥∥
Lp
o con la norma equivalente
(
||u||pLp +
∑N
i=1
∥∥∥∥ ∂u∂xi
∥∥∥∥p
Lp
)1/p
( si 1 ≤ p <∞ ).
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El espacio H1(Ω) esta´ dotado con el producto escalar
(u, v)H1 = (u, v)L2 +
N∑
i=1
(
∂u
∂xi
,
∂v
∂xi
)
L2
=
∫
Ω
uv +
N∑
i=1
∂u
∂xi
∂v
∂xi
.
La norma asociada
‖u‖H1 =
(
‖u‖2L2 +
N∑
i=1
∥∥∥∥ ∂u∂xi
∥∥∥∥2
L2
)1/2
es equivalente a la norma W 1,2(Ω).
Definicio´n 1.22. Sea (un)n∈N, u ∈ W 1,p(Ω), afirmaremos:
(i) (un)n∈N converge a u en W 1,p(Ω) y se denota:
un −→ u en W 1,p(Ω)
si
l´ım
n−→∞
‖un − u‖W 1,p = 0.
(ii) (un)n∈N converge de´bil a u en W 1,p(Ω) y se denota:
un ⇀ u en W
1,p(Ω)
si
un ⇀ u en L
p(Ω) y
∂un
∂xi
⇀
∂u
∂xi
en Lp(Ω) ∀1 ≤ i ≤ N.
Proposicio´n 1.44. W 1,p(Ω) es un espacio de Banach para todo 1 ≤ p ≤ ∞. W 1,p(Ω)
es reflexivo para 1 < p < ∞, y es separable para 1 ≤ p < ∞. El espacio H1(Ω) es un
espacio de Hilbert separable.
Observacio´n 1.20. En la definicio´n de W 1,p(Ω), igualmente se puede usar C∞c (Ω) como
conjunto de funciones test ϕ (en lugar de C1c (Ω)).
Observacio´n 1.21. Es claro que si u ∈ C1(Ω) ∩ Lp(Ω) y si ∂u
∂xi
∈ Lp(Ω) para todo
i = 1, 2, ..., N (aqu´ı ∂u
∂xi
es la derivada parcial usual de u ), entonces u ∈ W 1,p(Ω).
Adema´s, la derivada parcial usual de u coincide con la derivada parcial en el sentido de
22
W 1,p(Ω), de manera que la notacio´n es consistente. En particular, si Ω esta´ acotado,
entonces C1(Ω) ⊂ W 1,p(Ω) para todo 1 ≤ p ≤ ∞. Opuestamente, uno puede mostrar
que si u ∈ W 1,p(Ω) para algu´n 1 ≤ p ≤ ∞ y si ∂u
∂xi
∈ C(Ω) para todo i = 1, 2, ..., N
(aqu´ı ∂u
∂xi
es la derivada parcial de u en el sentido de W 1,p(Ω)), entonces u ∈ C1(Ω);
ma´s precisamente, existe una funcio´n u˜ ∈ C1(Ω) tal que u = u˜ casi toda parte.
Como caso particular se define el siguiente espacio:
W 2,2(Ω) =
{
u ∈ W 1,2(Ω) ; ∂u
∂x
, ∂u
∂t
∈ W 1,2(Ω)
}
1.19.1. Desigualdades de Sobolev
Si Ω tiene dimensio´n N ≥ 2 se cumple que W 1,p(Ω) ⊂ L∞(Ω) con inyeccio´n continua,
solo para p > N ; cuando p ≤ N se puede construir funciones en W 1,p que no pertenece
a L∞.
Consideremos el siguiente caso:
A. El caso Ω ⊂ RN .
Teorema 1.45 (Rellich-Kondrachov). Suponga que Ω es acotado y de clase C1. En-
tonces se tienen las siguientes inyecciones compactas:
Si p < N entonces W 1,p(Ω) ⊂ Lq(Ω), ∀q ∈ [1, p?), donde 1
p?
=
1
p
− 1
N
,
Si p = N entonces W 1,p(Ω) ⊂ Lq(Ω), ∀q ∈ [p,∞),
Si p > N entonces W 1,p(Ω) ⊂ C(Ω¯).
En particular, W 1,p(Ω) ⊂ Lp(Ω) con inyeccio´n compacta para todo p (y todo N).
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CAP´ITULO 2
SOLUCIONES PERIODICAS DE ECUACIONES DE ONDA NO
LINEALES
Considere la siguiente ecuacio´n de onda no lineal:
utt − uxx + h(u) = 0 0 < x < pi, t ∈ R. (2.0.1)
bajo las condiciones de frontera:
u(0, t) = u(pi, t) = 0, (2.0.2)
donde h : R −→ R es una funcio´n continua no decreciente tal que h(0) = 0.
Se supone
l´ım
|u|→∞
h(u)
u
= 0. (2.0.3)
Existe una constante R tal que h(u) 6= 0 para ≥ R. (2.0.4)
En este trabajo se prueba el siguiente teorema:
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Teorema 2.1. Existe T0 > 0 tal que para todo T ≥ T0, con Tpi racional, el problema
2.0.1, 2.0.2 admite una solucio´n (de´bil) u ∈ L∞ T -periodica no trivial.
Por un resultado de [4], soluciones de´biles son en efecto suaves si h es suave y estricta-
mente creciente.
Prueba del teorema 2.1
La prueba se divide en cinco pasos:
Paso 1 Generalidades acerca de Au = utt − uxx.
Paso 2 Determinacio´n de T0.
Paso 3 Existencia de una solucio´n no trivial para
Au+ h(u) + u = 0 ( > 0 pequen˜o.)
Paso 4 Estimaciones.
Paso 5 Paso al l´ımite cuando  −→ 0.
Se inicia con el paso 1:
2.1. Paso 1 Generalidades acerca de Au = utt − uxx
Ya que T
pi
∈ Q se puede escribir T = 2pib
a
donde a y b son enteros coprimos. SeaH = L2(Ω)
con Ω = (0, pi)× (0, T ). En H se considera el operador Au = utt− uxx1 actuando sobre
funciones en L2(Ω) que satisfacen 2.0.2 y que son T−periodicas en t.
El dominio de A es:
D(A) =
{
u ∈ L2 | existen ∂u
∂x
, ∂
2u
∂x2
, ∂u
∂t
, ∂
2u
∂t2
∈ L2que satisfacen 2.0.2
}
Las derivadas parciales se toman en el sentido de W 2,2(Ω).
Acerca del operador D’Alembertiano se puede afirmar que:
i. Es autoadjunto, es decir, A? = A.
1El operador A se conoce como el D’Alembertiano.
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ii. El nu´cleo de A , que se nota N(A), consiste de funciones de la forma
N(A) =
p(t+ x)− p(t− x), donde p tiene periodo 2pia = Tb y
∫ T
b
0
p = 0
 .
iii. El rango de A, que se nota R(A), es cerrado y R(A) = N(A)⊥.
Adicionalmente,
iv. Se pueden encontrar sus valores y funciones propias.
v. Se puede definir su operador inverso A−1 y sus propiedades.
A continuacio´n se verifican las anteriores propiedades.
i. Primero se prueba que A no es acotado.
En efecto, sea u = sin jx sin kt, dado M > 0, existe j (k fijado) tal que
|j2 − [(2pi/T )k]2| > M,
entonces
||Au||L2 = |j2 − [(2pi/T )k]2|||u||L2 > K.
Ahora se verifica que A es sime´trico, es decir,
∫
Ω
(utt−uxx)v =
∫
Ω
u(vtt−vxx) ∀ u, v ∈ H.
En efecto, ∫
Ω
(utt − uxx)v =
∫
Ω
uttv −
∫
Ω
uxxv ∀ u, v ∈ H
= vut −
∫
Ω
utvt −
(
vux −
∫
Ω
uxvx
)
∀ u, v ∈ H
= −
(
vtu−
∫
Ω
uvtt
)
+ uvx −
∫
Ω
uvxx ∀ u, v ∈ H
=
∫
Ω
uvtt −
∫
Ω
uvxx ∀ u, v ∈ H
=
∫
Ω
u(vtt − vxx) ∀ u, v ∈ H.
Para completar la demostracio´n que A es autoadjunto ver referencias de [4].
ii. Sea u(x, t) = p(t+ x)− p(t− x), se calculan sus repectivas derivadas parciales:
ut = p
′(t+ x)− p′(t− x) ; utt = p′′(t+ x)− p′′(t− x)
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yux = p
′(t+ x) + p′(t− x) ; uxx = p′′(t+ x)− p′′(t− x).
As´ı,
Au = utt − uxx = p′′(t+ x)− p′′(t− x)− (p′′(t+ x)− p′′(t− x)) = 0
Es decir, u ∈ N(A).
La condicio´n
∫ T/b
0
p = 0 fue impuesta por Rabinowitz.
iii. Se aplica la proposicio´n 1.4 y teorema 1.5 de la seccio´n 1.3.
De ahora en adelante se escribe cualquier u ∈ H en su descomposicio´n ortogonal
u = u1 + u2, con u1 ∈ R(A), u2 ∈ N(A).
iv. Sea
u = sin jx sin
(
2pi
T
kt
)
, con j = 1, 2, 3, . . . y k = 0, 1, 2, 3, . . . .
Se calculan las respectivas derivadas parciales de u,
ut =
(
2pi
T
k
)
sin jx cos
(
2pi
T
kt
)
; utt = −
(
2pi
T
k
)2
sin jx sin
(
2pi
T
kt
)
y
ux = j sin jx sin
(
2pi
T
kt
)
; uxx = −j2 sin jx sin
(
2pi
T
kt
)
entonces,
Au = −
(
2pi
T
k
)2
sin jx sin
(
2pi
T
kt
)
+ j2 sin jx sin
(
2pi
T
kt
)
= (j2 − [(2pi/T )k]2)
(
sin jx sin
(
2pi
T
kt
))
= (j2 − [(2pi/T )k]2)u.
De la misma forma para u = sin jx cos
(
2pi
T
kt
)
, con j = 1, 2, 3, . . . y k = 0, 1, 2, 3, . . . .
As´ı, los valores propios de A son j2− [(2pi/T )k]2, con j = 1, 2, 3, . . . y k = 0, 1, 2, 3, . . .
para las correspondientes funciones propias:
sin jx sin
(
2pi
T
kt
)
y sin jx cos
(
2pi
T
kt
)
.
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Se denota por λ−1(T ) el primer valor propio negativo. Se puede ver que λ−1(T ) −→ 0
cuando T −→∞. En efecto, sea µ = j2 − [(2pi/T )k]2 con j = 1 y k = [T/2pi] + 1.
Se tiene
1−
[
1 +
(
2pi
T
)]2
≤ µ
−4pi
T
− 4pi
2
T 2
= −
(
4pi
T
(
1 +
pi
T
))
≤ µ
0 < |λ−1(T )| ≤ |µ| ≤
(
4pi
T
(
1 +
pi
T
))
se pasa al l´ımite y se obtiene λ−1(T ) −→ 0.
v. Dado f ∈ R(A), existe un u´nico u ∈ R(A) tal que Au = f.
Sea
u = A−1f = Kf.
Ahora se mencionan algunas propiedades de K:
||Kf ||L∞ ≤ C||f ||L1 ∀ f ∈ R(A) (1)
||Kf ||H1 ≤ C||f ||L2 ∀ f ∈ R(A) (2)
La desigualdad (1) puede ser fa´cilmente verificada.2
La desigualdad (2) se sigue de la representacio´n de series de Fourier de la solucio´n u.
En particular K : R(A) −→ L2 es un operador compacto autoadjunto in R(A); sus
valores propios son 1/(j2 − [(2pi/T )k]2), j = 1, 2, 3, ..., y k = 0, 1, 2, ..., j 6= [(2pi/T )k]2.
Observacio´n 2.1. La razo´n para tratar racionales b
a
en lugar de irracionales, es que
para el caso racional el rango de A, actuando sobre D(A) en L2, es cerrado mientras
que esto no se cumple para el caso irracional. Para el caso racional el nu´cleo de A es
infinito-dimensional y esto es en realidad la principal dificultad.
Se sigue con el paso 2:
2Ver corolario 19.7 pa´gina 245 del texto Postmodern Analysis de Ju¨rgen Jost.
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2.2. Paso 2 Determinacio´n de T0
Se define
H(u) =
∫ u
0
h(s)ds
H(u) = H(u) +

2
|u|2  > 0
de tal forma que H es convexa. Ahora se calcula su funcio´n conjugada convexa H
∗
 ,
H∗ (f) = sup
x∈R
{fx−H(x)} (∀f ∈ R),
(ver seccio´n 1.2, definicio´n 1.4. y ejemplos 1.1, 1.2 y 1.3).
Sea
F (x) = fx−H(x) = fx−H(x)− 
2
x2,
Para encontrar el sup
x∈R
{F (x)}, se usa el ca´lculo elemental,
F ′(x) = f − h(x)− x = 0,
f − h(x)− x = 0 y h−1 (f) = x,
donde h−1 denota la inversa de h(x) + x.
Se reemplaza en F (x) y queda,
H∗ (f) = fh
−1
 (f)−H(h−1 (f))−

2
[h−1 (f)]
2 ∀f ∈ R.
Es claro que H∗ es C
1. En efecto,
(H∗ )
′ (f) = h−1 (f) + f
(
h−1 (f)
)′ − h(h−1 (f)) (h−1 (f))′ − [h−1 (f)] (h−1 (f))′ .
Ahora, un ca´lculo nos arroja,
(H∗ )
′ (h(x) + x) = x,
es decir, (H∗ )
′ es la funcio´n inversa de h(x) + x.
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Sobre R(A) se define:
F(v) =
1
2
∫
Ω
Kv.v +
∫
Ω
H∗ (v).
El siguiente lema juega un papel crucial:
Lema 1. Existe T0 > 0 tal que si T > T0 y
T
pi
es racional, entonces
ı´nf
R(A)
F ≤ −1, ∀ > 0
Prueba de Lema 1. Por 2.0.4 si u > R el teorema del valor medio nos asegura la
existencia de ξ ∈ (R, u) tal que
H(u)−H(R) = H ′(ξ)(u−R) = h(ξ)(u−R)
≥ h(R)(u−R) = h(R)u− h(R)R
Es decir,
H(u) ≥ h(R)u− h(R)R +H(R).
De manera ana´loga para u < −R. As´ı,
H(u) ≥ h(−R)u+ h(−R)R +H(−R).
Sea ρ = mı´n{h(−R), h(R} y C = mı´n{h(R)R +H(R),−h(−R)R−H(−R)},
se puede deducir,
H(u) ≥ ρ|u| − C ∀u, y para algunas constantes ρ > 0 y C.
Por consiguiente,
H(u) ≥ ρ|u| − C ∀u.
Ahora se aplican las propiedades de la funciones conjugadas convexas (ver seccio´n 1.2
ejemplo 1.2),
H∗ (u) ≤ (ρ|u| − C)∗ ∀u
=(ρ|u|)∗ − C ∀u
=− C para |v| ≤ ρ,
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yH∗ (v) ≤ C para |v| ≤ ρ.
Como una funcio´n de prueba evaluando ı´nf
R(A)
F escogemos una funcio´n propia de A
correspondiente a el valor propio λ−1(T ). Ma´s precisamente, sea
v = ρ sin jx sin[(2pi/T )kt] con j2 − [(2pi/T )k]2 = λ−1(T ).
As´ı,
1
2
∫
Ω
Kv.v +
∫
Ω
H∗ (v) ≤
1
2
∫
Ω
Kv.v +
∫
Ω
C
≤ − 1
2|λ−1(T )|
∫
Ω
|v|2 + C|Ω|
se calcula
∫
Ω
|v|2 = ∫ 2pi
0
∫ T
0
ρ sin jx sin[(2pi/T )kt] ρ sin jx sin[(2pi/T )kt]dxdt = ρ
2piT
4
.
Por consiguiente,
F(v) ≤ − piTρ
2
8|λ−1(T )| + CpiT
≤ − piTρ
2
8|λ−1(T )| + CpiT
≤ piT
(
C − ρ
2
8|λ−1(T )|
)
pero λ−1(T ) −→ 0 cuando T −→∞, luego,
C − ρ
2
8|λ−1(T )| ≤ −1 siempre que T ≥ T0 para algu´n T0 grande,
por lo tanto,
F(v) ≤ −1 y ı´nf
R(A)
F(v) ≤ −1
siempre que T ≥ T0 para algu´n T0 grande.
En lo que sigue se fija T ≥ T0.
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2.3. Paso 3 Existencia de una solucio´n no trivial
En este paso se encuentra la existencia de una solucio´n no trivial para
Au+ h(u) + u = 0 ( > 0 pequen˜o)
Comenzamos con el siguiente lema.
Lema 2. Existen constantes α > 0 y C (independiente de  ) tal que
F(v) ≥ α||v||2L2 − C ∀v ∈ R(A), ∀ ≤ 14 |λ−1|.
Prueba de lema 2. Por 2.0.3 se puede afirmar:
∀ ∃M > 0 tal que si |s| > M entonces
∣∣∣∣h(s)s
∣∣∣∣ < 
de donde
−s < h(s) < s
− 
2
u2 < H(u) <

2
u2
H(u) <

2
|u|2 ∀u.
En este punto existe una constante C tal que
H(u) <

2
|u|2 + C ∀u
H(u) < |u|2 + C ∀u
sea δ = 1
4
|λ−1|,
H(u) ≤ 1
4
|λ−1||u|2 + C ∀u, ∀ ≤ δ.
Ahora se aplican las propiedades de las funciones conjugada convexas (ver seccio´n 1.2,
ejemplo 1.3) y queda
H∗ (v) ≥
(
1
4
|λ−1||v|2 + C
)∗
∀v
H∗ (v) ≥
( |λ−1|
2
|v|2
2
)∗
+ C ∀v
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H∗ (v) ≥
1
|λ−1| |v|
2 − C ∀v.
Por otro lado,
1
2
∫
Ω
Kv.v +
∫
Ω
H∗ (v) ≥ −
1
2|λ−1|
∫
Ω
|v|2 + 1|λ−1|
∫
Ω
|v|2 − C ∀v ∈ R(A)
F(v) ≥ 1|λ−1|
∫
Ω
|v|2 − C ∀v ∈ R(A)
y la conclusio´n se sigue.
Es ahora claro que para  ≤ 1
4
|λ−1|, mı´n
R(A)
F es alcanzado en algu´n v. En efecto, si vn es
una sucesio´n minimizante, por el Lema 2 tenemos
||vn||2L2 ≤
F(vn) + C
α
≤ −1 + C
α
,
es decir, vn es acotada en L
2 y se puede asumir que vn converge de´bilmente a algu´n v
en L2 (ver teorema 1.10, seccio´n 1.6). Entonces
l´ım
∫
Kvn.vn =
∫
Kv.v y l´ım inf
∫
H∗ (vn) ≥
∫
H∗ (v).
Por otro lado, F(v) es C
1 sobre R(A); en efecto,
〈F ′(v), w〉 =
∫
Ω
Kvw +
∫
Ω
(H∗ )
′ (v)w ∀v, w ∈ R(A)
y
〈F ′(v), w〉 =
∫
Ω
Kvw + (H
∗
 )
′ (v)w = 0 ∀w ∈ R(A)
por lo tanto,
Kv + (H
∗
 )
′(v) = χ ∈ N(A).
Sea
u = (H
∗
 )
′(v), as´ı v = h(u) + u y Au + h(u) + u = 0.
Note que v 6≡ 0 ya que F(v) ≤ −1.
Ahora se procede con el paso 4:
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2.4. Paso 4 Estimaciones
En lo que sigue se nota por C varias constantes independientes de  ( ≤ 1
4
|λ−1|).
Por el Lema 2 se conoce que ||v||L2 ≤ C. As´ı,
||Au||L2 ≤ C, (0 = ||Au − (−v)||L2 ≥ ||Au||L2 − ||v||L2 ≥ ||Au||L2 − C, )
||u1||L∞ ≤ C,
(∫
Ω
|Au| =
∫
Ω
|Au1| =
∫
Ω
|λu1| = |λ|
∫
Ω
|u1| ≤ C
)
.
Ahora se verifica el siguiente lema.
Lema 3. ||u||L∞ ≤ C.
Prueba de lema 3. Primero se verifica ||u||L1 ≤ C.
Por el teorema del valor medio existe ξ ∈ (0, u) tal que
H(u)−H(0) = H ′(ξ)(u− 0)
H(u) = h(ξ)u
H(u) ≤ h(u)u.
Por otro lado, H(u) ≥ ρ|u| − C. As´ı,
ρ|u| − C ≤ h(u)u ∀u.
Luego,
ρ
∫
Ω
|u| − C|Ω| ≤
∫
Ω
h(u)u ∀u
=
∫
Ω
(−Au − u)u ∀u
=
∫
Ω
−Auu + 
∫
Ω
−uu ∀u
≤||Au||L2||u||L2 + ||u||L2 ∀u
≤ C ∀u
y se obtiene el resultado.
Ahora se verifica ||u2||L∞ ≤ C. Se escribe
u2(x, t) = p(t+ x)− p(t− x), donde p tiene periodo Tb y
∫ T/b
0
p = 0.
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(p depende solo de , pero se ignora el sub´ındice  para simplificar las notaciones.)
Por el teorema de Pita´goras,
||u1||2L2 + ||u2||2L2 = ||u1 + u2||2L2 = ||u||2L2 ≤ C
en particular tenemos que ||u2||L1 ≤ C.
Es decir, ||u2||L1 = ||p(t+ x)− p(t− x)||L1 ≤ 2||p||L1 ≤ C y ||p||L1 ≤ C.
Por otro lado, dado ψ ∈ L2(Ω), ψ ∈ N(A)⊥ si y so´lo si ∫
Ω
ψ(x, t)[q(t+x)−q(t−x)] = 0
para toda funcio´n q perio´dica con periodo T
b
.
Se usa la misma te´cnica como en [6]. Es decir, ψ ∈ N(A)⊥ si y so´lo si
b−1∑
k=0
∫ pi
0
[
ψ
(
x , t+ kT
b
− x)− ψ (x , t+ kT
b
+ x
)]
dx = 0 para casi toda parte.
Ya que v = h(u) + u ∈ N(A)⊥ entonces h(u) + u2 ∈ N(A)⊥.
Por la igualdad anterior se tiene
b−1∑
k=0
[∫ pi
0

[
u2(x , t+
kT
b
− x)− u2(x , t+ kTb − x)
]
+
[
h
(
u
(
x , t+ kT
b
− x))− h (u (x , t+ kTb + x)) ]
]
dx = 0 casi toda parte.
Se sigue
2bpip(t) +
b−1∑
k=0
∫ pi
0
[
h
(
u
(
x , t+ kT
b
− x))
− h (u (x , t+ kTb + x)) ]dx = 0 casi toda parte.
Pero
|u − u2| ≤ ||u − u2||L∞ = ||u1||L∞ ≤ C
luego,
u
(
x , t+ kT
b
− x) ≥ −C + p(t)− p(t− 2x)
y
u
(
x , t+ kT
b
+ x
) ≤ C + p(t+ 2x)− p(t).
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Por ser h no decreciente se tiene
h(u) ≥ h(−C + p(t)− p(t− 2x)) y −h(u) ≥ −h(C + p(t+ 2x)− p(t)).
Por lo tanto, para casi toda parte
2p(t) +
1
pi
∫ pi
0
[
h(−C + p(t)− p(t− 2x))− h(C + p(t+ 2x)− p(t))
]
dx ≤ 0.
y se puede concluir como en [8] que ||p||L∞ ≤ C.
Finalmente, el paso 5.
2.5. Paso 5 Paso al l´ımite cuando  −→ 0
Por el Lema 3. la observacio´n 1.9 y el caso (C) de la seccio´n 1.11 podemos extraer una
subsucesio´n n −→ 0 tal que
un
?
⇀ u en σ(L∞, L1),
h(un)
?
⇀ v en σ(L∞, L1),
Aun
?
⇀ Au en σ(L∞, L1).
Para cualquier ξ ∈ L2, por la monotonicidad de h, se tiene
〈h(un)− h(ξ), un − ξ〉 ≥ 0.
As´ı,
〈−Aun − nun − h(ξ), un − ξ〉 ≥ 0.
Pasando al l´ımite en la anterior desigualdad nos queda
〈−Au− h(ξ), u− ξ〉 ≥ 0.
Aqu´ı se usa el truco de Minty: para v ∈ L2 y τ > 0, hacemos ξ = u − τv. Despue´s
dividiendo por −τ queda
〈Au+ h(u− τv), v〉 ≤ 0.
Si τ −→ 0 y si v es arbitrario en L2 se deduce que Au+ h(u) = 0.
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Finalmente se prueba que u es una solucio´n no trivial.
En efecto, se tiene
F(v) =
1
2
∫
Kv.v +
∫
H∗ (v) ≤ −1
y en particular
1
2
∫
Kv.v ≤ −1.
Por otro lado,
vn = h(un) + un −→ v y as´ı
1
2
∫
Kv.v ≤ −1.
Por lo tanto, v 6≡ 0.
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