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ABSTRACT
One of the main goals of the feasibility study MOSE (MOdelling ESO Sites) is to
evaluate the performances of a method conceived to forecast the optical turbulence
above the ESO sites of the Very Large Telescope and the European-Extremely Large
Telescope in Chile. The method implied the use of a dedicated code conceived for
the optical turbulence (OT) called Astro-Meso-Nh. In this paper we present results
we obtained at conclusion of this project concerning the performances of this method
in forecasting the most relevant parameters related to the optical turbulence (C2N ,
seeing ε, isoplanatic angle θ0 and wavefront coherence time τ0). Numerical predictions
related to a very rich statistical sample of nights uniformly distributed along a solar
year and belonging to different years have been compared to observations and different
statistical operators have been analyzed such as the classical bias, RMSE, σ and more
sophisticated statistical operators derived by the contingency tables that are able to
quantify the score of success of a predictive method such as the percentage of correct
detection (PC) and the probability to detect a parameter within a specific range of
values (POD). The main conclusions of the study tell us that the Astro-Meso-Nh
model provides performances that are already very good to definitely guarantee a not
negligible positive impact on the Service Mode of top-class telescopes and ELTs. A
demonstrator for an automatic and operational version of the Astro-Meso-Nh model
will be soon implemented on the sites of VLT and E-ELT.
Key words: turbulence - atmospheric effects - methods: numerical - method: data
analysis - site testing - instrumentation: adaptive optics
1 INTRODUCTION
The MOSE (MOdelling ESO Sites) project is a feasibility
study whose principal goal is to prove the possibility to fore-
cast all the most relevant classical atmospheric parameters
for astronomical applications (wind speed intensity and di-
rection, temperature and relative humidity) and the opti-
cal turbulence (OT) that means C2N profiles with the inte-
grated astroclimatic parameters derived from the C2N (i.e.
seeing ε, isoplanatic angle θ0 and wavefront coherence time
τ0) above the two European Southern Observatory (ESO)
sites of Cerro Paranal, the site of the Very Large Telescope
(VLT) and Cerro Armazones, the site of the European Ex-
tremely Large Telescope (E-ELT). The ultimate goal of the
project is to investigate the possibility to implement an au-
tomatic and operational system for the forecast of these pa-
rameters at the VLT and at the E-ELT. In this paper we
will treat the optical turbulence that, as will see later on, is
the most difficult but also the most challenging parameter
? E-mail: masciadri@arcetri.astro.it
to be forecasted among those we treated. In previous papers
related to the MOSE project we treated the abilities of the
model in reconstructing wind speed and direction, temper-
ature and relative humidity all along the atmosphere (∼ 20
km i.e. vertical stratification of the atmospheric parameters)
(Masciadri et al. 2013) and in reconstructing the same atmo-
spheric parameters close to the surface (Lascaux et al. 2013,
2015). In all cases results indicated excellent model perfor-
mances. In this paper we will focus our attention on results
we obtained on the analysis of the model performances in
reconstructing the optical turbulence i.e. the astroclimatic
parameters (C2N profiles, the seeing ε, the isoplanatic angle
θ0 and the wavefront coherence time τ0) that are commonly
used to optimized the observations supported by the adap-
tive optics (AO). This paper completes therefore the whole
feasibility study carried out for ESO.
The forecast of the optical turbulence is crucial for the
success of the new generation telescopes. We refer the reader
to the Introduction of Masciadri et al. (2013) for a detailed
description of the scientific challenges related to the fore-
cast of the optical turbulence. We remind here the key ele-
c© 2016 The Authors
ar
X
iv
:1
61
2.
00
71
1v
1 
 [a
str
o-
ph
.IM
]  
2 D
ec
 20
16
2 E. Masciadri et al.
ments. The traditional scheduling of scientific program us-
ing as a criterion only the quality of the scientific program
has, indeed, important drawbacks and limitations. It has
been widely accepted by the astronomical community that
we had to take into account simultaneously the quality of the
scientific program but also the status of the optical turbu-
lence to optimize the use of the telescope otherwise we risk
that the most challenging scientific programs are not carried
out and the most important potentials of telescopes and in-
strumentation are not exploited as they could. The forecast
of the OT is therefore extremely important to schedule the
scientific programs, to select the typology of instruments
to be used at a specific time of the night and to optimize
the adaptive optics (AO) systems performances. The AO
techniques can be very powerful, at present, in correcting
the perturbations induced by the optical turbulence on the
wavefronts but the AO performances are strongly dependent
on the status of the optical turbulence and, under particu-
lar conditions, they can hardly run or they can even not
run at all. More in general the forecast of the optical tur-
bulence is crucial for the Service Mode i.e. the observation
mode of all the top-class facilities of present time and it will
be the observing mode of all new generation facilities. It is
the observing strategy that will maximize the possibility to
achieve outstanding scientific goals with the ELTs. The Ser-
vice Mode implies the knowledge in advance of the status of
the atmosphere (atmospheric parameters and optical turbu-
lence) and the rank of the scientific programs. The forecast
of these parameters plays therefore a crucial role in the con-
text of the high-angular resolution ground-based astronomy.
Besides, we have not to forget that the cost of a night of ob-
servations is of the order of a hundred thousand US Dollars
and it is therefore immediate to understand that the fore-
casts plays a crucial role not only in scientific but also in
economical terms. The forecast we are dealing about aims
to provide information in advance on a time scale ∆T that is
not inferior to 20 minutes. This is the typical time required
to a beam to be shifted from an instrument to another in
a configuration of permanents instruments placed in differ-
ent focal stations. This is the configuration planned for new
generation telescopes.
Our approach implies the use of atmospheric non-
hydrostatic mesoscale models, more precisely a model called
Meso-Nh (Lafore et al. 1998) for the atmospheric param-
eters joint with a dedicated code developed for the optical
turbulence (Masciadri et al. 1999). For simplicity we call this
model Astro-Meso-Nh model. We refer the reader to the In-
troduction of Masciadri et al. (2013) to know why mesoscale
models are necessary instead of other typologies of models
(General Circulation Models (GCM), Direct Numerical Sim-
ulations (DNS), Large Eddy Simulations (LES)). Mesoscale
model are applied on limited areas of the Earth. There are
different typologies of mesoscale models depending on the
typical extension of the limited area and the horizontal reso-
lution used. We used here limited areas having a size between
800 and 10 kilometers square and a subkilometric horizontal
resolution in the innermost domain in the neighboring of the
site of interest. The optical turbulence (OT) is completely
parameterized in the mesoscale models. These characteris-
tics guarantee to the Astro-Meso-Nh model to reconstruct
the OT maintaining the link with the spatio-temporal evo-
lution of the atmospheric flow external to the limited areas
i.e. to realize a real ’forecast’ of the OT.
The Astro-Meso-Nh model has been applied in the last
decades to many among the most important astronomical
sites such as Cerro Paranal in Chile (Masciadri et al. 1999b),
San Pedro Ma´rtir in Mexico (Masciadri et al. 2002, 2004;
Masciadri & Egner 2006), Roque de los Muchachos in Ca-
naries Islands (Masciadri et al. 2001b), Mt. Graham in Ari-
zona (Hagelin et al. 2011), Dome C in Antarctica (Lascaux
et al. 2009, 2010, 2011). For completeness we remind that
other studies concerning the OT forecast on the whole atmo-
sphere have been carried out using other mesoscale or gen-
eral Circulation Models and similar (or different) approaches
in the astronomical context (Cherubini et al. 2011; Ye 2011;
Giordano et al. 2013; Liu et al. 2015).
We highlight three important considerations: (1) the
paper contains necessarily only a selection of the most rel-
evant results obtained for the OT related to an extended
study lasted a few years (and completed recently) that pro-
vided a clear indication of the good efficiency of the Astro-
Meso-Nh model for an application to the Service Mode.
These convincing results have induced ESO to propose us
to implement a demonstrator for an automatic operational
version of the Astro-Meso-Nh model applied to the sites of
the VLT and the E-ELT. This project will start in the next
months. Even if the research on the ’OT forecast’ is in a con-
tinuum evolution (as well as that of the ’weather forecast’)
and there is always space for improvements, in this feasibility
study we achieved important steps ahead in terms of estima-
tion of the model performances. Due to the fact that we are
entering in the new phase of the operational demonstration
and more and more Observatories are interested on such a
kind of application it is important to provide the state of the
art of the performances of our system. (2) Thanks to the de-
velopment of our most recent algorithm of the C2N we could
prove to be able to achieve a vertical resolution of the C2N all
along the whole atmosphere up to roughly 150 m. This is a
crucial achievement that opens interesting new perspectives
for the most sophisticated adaptive optics systems i.e. the
wide field adaptive optics (WFAO) such as the Ground Layer
Adaptive Optics (GLAO) (Rigaut 2002), Multi Conjugated
Adaptive Optics (MCAO) (Beckers, J.M. 1988; Johnston &
Welsh 1994), Laser Tomography Adaptive Optics (LTAO)
(Foy & Labeyrie 1985) and Multi Objects Adaptive Optics
(MOAO) (Assemat 2003). (3) As expected, the model per-
formances in forecasting the optical turbulence are not as
good as in forecasting the atmospheric parameters (at least
so far). This is due to the fact that the spatio-temporal scales
on which the OT fluctuates are much smaller than the grid-
size and also to the fact that the turbulence is a stochastic
quantity. This means that it is more difficult to describe nu-
merically the optical turbulence. However, in spite of these
intrinsic difficulties, we will see that results we achieved are
very impressive and, even more important, are objectively
already of great support for the Service Mode.
The plan of the paper is the following: in Section 2 we
will describe the observations that we used as a reference
to calibrate and to validate the model. In Section 3 we will
described the model configuration used for this study. In
Section 4 we will describe the strategy used to calibrate and
validate the model and in Section 5 we will show the results
obtained. In Section 6 we show the model performances in re-
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constructing C2N profiles with very high vertical resolution.
In Section 7 we will present the conclusions and perspectives
of this study.
2 OBSERVATIONS
Measurements provided by different instruments have been
used to carry out this study. Considering the scarcity of
OT measurements related to Cerro Armazones, in agreement
with ESO the study on the optical turbulence has been per-
formed only above Cerro Paranal. An important preliminary
analysis having the goal to assure and test the reliability of
the measurements has been performed with part of the in-
struments of the PAR2007 site testing campaign (Dali Ali
et al. 2010) useful in our context: (1) a generalized-SCIDAR
(more precisely the CUTE-SCIDAR III1) developed by the
Istituto de Astrofisica de Canarias (IAC) team (Va´zquez
Ramio´ et al. 2008) and corrected by Masciadri et al. (2012)
to eliminate the error induced by the normalization of the
autocorrelation of the scintillation maps by the autocorre-
lation of the mean pupil (problem identified by Johnston
et al. (2002) and Avila et al. (2009)), (2) a Multi-Aperture
Scintillation Sensor (MASS) developed by the Kornilov &
Tokovinin team (Kornilov et al. 2003) and (3) a Differential
Image Motion Monitor (DIMM) an instrument that since
1988 is running at Cerro Paranal to monitor the seeing i.e.
the integration of the optical turbulence developed all along
the whole atmosphere (Sarazin & Roddier 1990). We had
simultaneous GS and DIMM measurements related to 20
nights. MASS measurements were simultaneous to GS on a
sub-sample of 14 nights. We note that the three instruments
are located at basically the same height (GS at 5 m above
ground level (a.g.l), DIMM and MASS at 6 m a.g.l.). More-
over the VLT is basically a plateau and this guarantees a
fair comparison between measurements. The re-calibration
of the GS measurements was fundamental to assure us a reli-
able reference. As we will see later on, we decided to use the
GS as a reference for the calibration of the Astro-Meso-Nh
model. Besides, a detailed analysis of comparisons of mea-
surements from the GS, MASS and DIMM (Masciadri et al.
2014) permitted us to conclude that the MASS could not
be taken as a reference because of three main problems: (1)
it underestimates the integrated turbulence (J or seeing) in
the free atmosphere with respect to the GS with a relative
error of -32% in terms of the seeing (-48% in terms of J); (2)
we found important discrepancies between MASS and GS in
all the individual layers (reaching relative errors as high as
-65% in terms of seeing and -82% in terms of J) with ex-
ception of the layers located at 2 and 16 km (layers 3 and
6) in which the relative error remains limited to +18% in
terms of seeing (+20% in terms of J). A previous study on a
similar topic (Tokovinin et al. 2005) (even if it was applied
on a poorer statistical sample) found relative errors on indi-
vidual layers as large as those we found in Masciadri et al.
(2014); (3) the particular weighting functions (WFs) of the
MASS, having a triangle shape, do not permit to identify
precisely the height of the boundary layer and in general
1 Hereafter we will call the generalized-SCIDAR ’CUTE-
SCIDAR III’ simply GS.
Table 1. Astro-Meso-NH model grid-nesting configuration for the
OT simulation. In the second column the number of horizontal
grid-points, in the third column the domain extension and in the
fourth column the horizontal resolution ∆X.
Domain Grid Domain size ∆X
Points (km) (km)
Domain 1 80×80 800×800 ∆X = 10
Domain 2 64×64 160×160 ∆X = 2.5
Domain 3 150×100 75×50 ∆X = 0.5
the height separating a layer from the contiguous one. This
represents an important limitation for the calibration of the
Astro-Meso-Nh model.
Thanks to DIMM measurements (a third independent
instrument during the PAR2007 campaign together with GS
and MASS) we could prove that the problem causing the dis-
crepancies between GS and MASS came from the MASS. We
cite here just the elements useful to justify why MASS mea-
surements could not be used to calibrate the Astro-Meso-Nh
model2. An accurate estimate of the C2N is indeed impor-
tant for the model calibration and, because of the reasons
we have just discussed, the MASS could not assure that.
Besides, we remind that Masciadri et al. (2014) proved
that the isoplanatic angle θ0 coming from the MASS is re-
liable (mainly thanks to the good reliability of the OT es-
timate in layer 6 located at 16 km above the ground) and
the τ0 measurements are reliable too (just a few warnings
with respect to this parameter - see the cited paper). This
information is useful for the analysis done in this paper.
With these elements in mind we concluded we could use
MASS measurements of θ0 and τ0 to validate the model with
respect to these parameters (see Section 4.1). MASS is, in-
deed, an instrument currently running above Cerro Paranal
at VLT Observatory. After the model calibration, we could
therefore validate the model with a more extended sample
of nights not belonging to the PAR2007 campaign.
2 We refer the reader to Masciadri et al. (2014) for further de-
tails/discussion on the GS/MASS comparison. This is not part of
the content of this paper.
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Figure 1. Orography (altitude in m) of the region of interest as
seen by the Meso-NH model for all the embedded domains of the
model grid-nested configuration. (a) Domain 1 (digital elevation
model i.e. orography data from GTOPO), (b) Domain 2 (digital
elevation model from GTOPO), (c) Domain 3 (digital elevation
model from ISTAR), ’P’ stands for Cerro Paranal, ’A’ stands for
Cerro Armazones. The black square in Domain 1 represents the
surface of Domain 2. The black rectangle in Domain 2 represents
the surface of Domain 3. See Table 1 for the specifications of
the domains (number of grid-points, domain extension, horizontal
resolution).
MNRAS 000, 1–23 (2016)
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3 MODEL CONFIGURATION
As previously said we used the Meso-Nh model3 inter-
faced with the Astro-Meso-Nh code. Both models/codes
can simulate the temporal evolution of three, two or mono-
dimensional parameters over a selected limited area of the
globe. In the Astro-Meso-Nh code, the C2N is a 3D param-
eter, all the integrated astroclimatic parameters (ε, θ0 and
τ0) are 2D parameters. The two codes are run together. For
this reason we provide the configurations of both models.
For what concerns Meso-Nh the system of hydrodynamic
equations is based upon an anelastic formulation that per-
mits an effective filtering of acoustic waves. The model uses
the Gal-Chen & Sommerville (1975) coordinates system on
the vertical and the C-grid in the formulation of Arakawa
& Messinger (1976) for the spatial digitalization. The model
version used for this study employs an explicit three-time-
level leap-frog temporal scheme with a time filter (Asselin
1972). The model employs a one-dimensional 1.5 turbulence
closure scheme (Cuxart et al. 2000) and we used a one-
dimensional mixing length proposed by Bougeault et al.
(1989). The surface exchanges are computed using the inter-
action soil biosphere atmosphere (ISBA) module Noilhan &
Planton (1989). The OT and derived integrated parameters
are simulated with the Astro-Meso-Nh code developed by
Masciadri et al. (1999) and since there in continuous devel-
opment by our group. The geographic coordinates of Cerro
Paranal are (24◦37’33.117” S, 70◦24’11.642 W). We used the
grid-nesting techniques (Stein et al. 2000) consisting in us-
ing different embedded domains of the digital elevation mod-
els (DEM i.e. orography) extended on smaller and smaller
surfaces, with increasing horizontal resolution but with the
same vertical grid. We employed the two-way grid-nesting
that guarantees a better thermodynamic balance of the at-
mospheric flow because it takes into account the feedback be-
tween each couple of father and son domain. Gravity waves
propagation is also better reconstructed than the one-way
option. Simulations of the OT consisted on three embedded
domains where the horizontal resolution of the innermost
domain was ∆X = 500 m (Table 1). Fig. 1 shows the three
domains as seen by model. The model is initialized with
analyses provided by the General Circulation Model (GCM)
HRES of the European Center for Medium Weather Fore-
cast (ECMWF) having an intrinsic horizontal resolution of
16 km4. All simulations we performed with Astro-Meso-Nh
start at 18:00 UT of the day before (J-1) and they last in
total 15 hours. We reject the first 6 hours from our analysis
because we are interested on data after the sunset and we
therefore take into account Astro-Meso-Nh outputs starting
from 00:00 UT of the day J. During the 15 hours the model
is forced each six hours (synoptic hours) with the analyses
provided by the GCM related to the correspondent hours.
In the grid point of the summit of Cerro Paranal we print
out the C2N profiles with a temporal sampling of 2 minutes
from the innermost domain5. We selected 2 minutes because
this corresponds more or less to the sampling of typical ver-
3 http://mesonh.aero.obs-mip.fr/mesonh52 - we used the Mas-
dev4.8 version of the code.
4 Starting from March 2016 ECMWF products have an horizon-
tal resolution of roughly 9 km.
5 The C2N is calculated obviously by the model each time step.
tical profilers. There are no major constraints in shortening
it but, at present, neither a particular interest in doing that.
The vertical grid is the same for all the domains. We have a
62 vertical levels with a first grid point of 5 m, a logarithmic
stretching of 20 per cent up to 3.5 km above the ground and
almost constant vertical grid size of ∼600 m up to 23.8 km.
The heigh of the first grid point is determined by the height
above the ground at which the Generalized SCIDAR, that
we used to compare measurements and simulation, is located
(5 m). It is important to highlight that this model config-
uration guarantees the implementation of the model in an
operational set-up.
4 METHOD OF ANALYSIS
4.1 Astro-Meso-Nh model calibration and
validation
We considered in total three completely independent sam-
ples of nights (20, 36 and 53 nights). The 20 nights of
the PAR2007 campaign (all concentrated in the months
of November and December 2007) have been used for the
model calibration because we had GS and DIMM simulta-
neous measurements. Only measurements from the GS have
been used in reality to calibrate the model but DIMM mea-
surements have been very useful to assure us the reliability
of the GS measurements (see Section 2). To calibrate the
Astro-Meso-Nh model we need a vertical stratification of
the OT i.e. C2N profiles. For the model validation we could
no use GS measurements since no measurements on long
sample size are available for Cerro Paranal. We therefore
considered for the model validation simulations done in the
period [06/2010 - 05/2011; a solar year] for which DIMM and
MASS measurements of the seeing were available. MASS and
DIMM are routinely used by ESO to monitor atmosphere at
Cerro Paranal. For the validation sample, for each month we
selected the nights corresponding to the 1st, 5th, 15th and
25th of the month. In case the constraint was not respected
we looked for the nearest night to the sequence reported
above respecting this criterion. A sample of 53 nights has
been selected. A second set of 36 nights has been selected
in 2007 (but completely independent from the calibration
sample of 20 nights of the PAR2007 campaign used for the
model calibration) to investigate a specific effect observed in
results obtained in our analysis of the 53 nights6.
The technique of the Astro-Meso-Nh model calibration
has been proposed by Masciadri & Jabouille (2001) and val-
idated later on by Masciadri et al. (2004). The calibration
aims at fixing the value of the minimum turbulent kinetic
energy (Emin) to be given at each fixed vertical slab of the
model (or each vertical model level)7. The Emin is the mini-
mum turbulent kinetic energy required by the model to move
6 The period in which we selected the 53 nights of the the fi-
nal validation was more recent (2010-2011) than that related to
the calibration sample (2007). We decided therefore to perform
a validation of the model also on a second sample of 36 nights
(independent from the calibration sample) but belonging to the
same year (2007). This exercise to be sure to exclude effects due
to the initialization data.
7 We refer the reader to Hagelin et al. (2011) for a discussion on
the difference between the two approaches.
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Figure 2. Temporal evolution of the C2N (z) during the night of 24/12/2007 in its standard form (Eq.1) (top left) and with the new
algorithm (Eq.5, Eq.6 and Eq.7) (top center). On top right is shown the temporal evolution of the factor A2. The x-axis report the time
in hours from 00:00 UT (six hours after the initialization at 18:00 UT i.e. more or less the beginning of the night). The temporal interval
shown in the three figures corresponds to the local night. For all figures a moving average of 1 hour has been applied.
from its state of equilibrium. Once the Emin value is fixed
(result of the calibration), all the simulations are run again
with this Emin (the same for all simulations). Emin can be
considered a sort of background climatologic noise. In re-
gions in which the dynamic turbulence is well developed the
model rapidly forgets the Emin (more frequent in the low
part of the atmosphere). However, in stable regions of the
atmosphere, Masciadri & Jabouille (2001) proved that C2N
∝ Emin2/3 therefore Emin can be retrieved through the min-
imization of the difference of observed and simulated C2N
profiles (see Eq.8 in Masciadri & Jabouille (2001)). In each
C2N profile typically we can identify more than one vertical
slab in which turbulence is in stable regimes (see Masci-
adri & Jabouille (2001) - Fig.1). Different values of Emin
means we are assuming that the atmosphere has more or
less inertia in different regions of the atmosphere and the
thermodynamic instabilities require more or less energy to
trigger turbulence in some regions of the atmosphere. Sup-
ported by these arguments the model calibration proposed
by Masciadri & Jabouille (2001) has been applied with some
different variants, such as the number and the extension of
the verticals slabs, in several studies (Masciadri et al. 2004;
Masciadri & Egner 2006; Cherubini et al. 2011; Hagelin et
al. 2011). In this study we minimized the number of the ver-
tical slabs so to get the model less dependent on the size of
the calibration sample. We divided the 20 km in just three
vertical slabs: [0-600 m], [600 m-14 km] and [14 km-20 km].
The first threshold (∼600 m) discriminates regions of the
atmosphere in which the model is more or less active and
weakly/strongly dependent from the calibration procedure.
The second threshold (∼14 km) corresponds, in average, to
the height at which there is a more rapid change of the struc-
ture of the C2N at low spatial frequencies. This is also due
to the fact that the stratosphere is characterised by differ-
ent dynamic of the atmosphere than the troposphere. After
the calibration, inside these three vertical slabs, the value
of the Emin assumes three different constant values: Emin,1,
Emin,2 and Emin,3.
In conclusion, the strategy of our analysis is therefore
summarised in the following sequence of steps: (1) we per-
form the model calibration using the GS measurements; (2)
we fix the free parameters Emin,i in the model; (3) we re-
peat the whole set of simulations on the calibration sample
with the same Emin,i; (4) we perform a preliminary valida-
tion i.e. we quantify the model performances with respect to
the sample of night used for the calibration; (5) we perform
a model validation i.e. we quantify the model performances
with respect to a totally independent sample of nights. Step
(4) revealed useful in some circumstances because, as we will
see in Section 5, in coincidence of the calibration sample we
could access, in some cases, to measurements taken simul-
taneously with different and independent instruments (GS,
DIMM and/or MASS). This permitted us to better appre-
ciate the model performances and model uncertainties.
4.2 C2N algorithm
The algorithm used for the C2N is described in Eq.1:
C2N (z) = 0.58 ·ϕ3(z)
[
80 · 10−6 · P (z)
T (z) · θ(z)
]2
·L(z)4/3 ·
[
∂θ(z)
∂z
]2
(1)
where P is the atmospheric pressure, T the temperature, θ
the potential temperature, ϕ3 is a dimensionless function
depending on the thermal and dynamic stability of the at-
mosphere proportional to the inverse of the Prandtl number
and introduced in Meso-Nh by Redelsperger & Sommeria
(1981) and L the mixing length (more precisely the BL89
mixing length defined as follow: at any level z in the atmo-
sphere a parcel of air of given turbulence kinetic energy e(z)
can move upwards (lup) and downwards (ldown) before being
stopped by buoyancy forces. These distances are defined by:
∫ z+lup
z
g
θv,ref
(
θv(z)− θv(z
′
)
)
dz
′
= e(z) (2)
and∫ z
z−ldown
g
θv,ref
(
θv(z
′
)− θv(z)
)
dz
′
= e(z) (3)
where L is defined as:
L =
[
(lup)
−2/3 + (ldown)
−2/3
2
]−3/2
(4)
where θv is the virtual potential temperature and θv,ref is
θv of reference related to the anelastic system. It represents
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the hydrostatic conditions (where the density depends just
on the height z). We will call hereafter this algorithm ’C2N
reference algorithm’ that is very similar to that proposed by
Masciadri et al. (1999). For completeness we refer to Annex
A to discuss the few technical differences among the two,
that are however irrelevant for the rest of the analysis. To
improve the peak-to-valley temporal evolution of some as-
troclimatic parameters (free-atmosphere seeing, isoplanatic
angle), we corrected the C2N algorithm of Eq.1 by a factor
that takes into account the wind shear according to Eq.5,
Eq.6 and Eq.7:
for z < 700 m, C2N (z)
∗ = C2N (z) (5)
for z > 700 m, C2N (z)
∗ = A(z) · C2N (z) (6)
with
A(z) =
A1(z) = [(
dVx
dz
)2 + (
dVy
dz
)2]β/ < [( dVx
dz
)2 + (
dVy
dz
)2]β >
or
A2(z) = [(
dV
dz
)2]β/ < [( dV
dz
)2]β >
(7)
with β ∈ [ 1
2
,1, 3
2
]. Vx(z) and Vy(z) are the horizontal com-
ponents of the wind speed. V (z) is the module of the hori-
zontal wind. A forthcoming technical paper focused on this
new C2N algorithm will treat in detail the motivation for the
modification of the C2N algorithm, scientific justifications for
such a modified algorithm, impact on model performances
and perspectives for further improvements. In this paper
we intend to trace the state of the art of the model per-
formances using its best configuration in application to the
ground-based astronomy i.e. the most interesting aspect for
astronomers. We limit us to say that the new algorithm im-
proves the peak-to-valley spatio-temporal variability of the
model during the night providing a better correlation with
measurements.
The threshold of 700 m was selected because in the low
part of the atmosphere the problem of the spatio-temporal
variability is absent. To test the sensibility of the new al-
gorithm with respect to the selected threshold we used as
a threshold 700 m and 600 m (close to the threshold in
which model behaviour changed) and it has been verified
that results differed by negligible quantities. This means
that we are not very sensitive to the threshold within at
least a hundred of meters. On a sub-sample of nights we
tested A1(z) and A2(z) in the new C
2
N algorithm formu-
lation and we found negligible differences on the correction
factor. We chose to use A2(z). Moreover, the best fit was
obtained with β = 3
2
. The whole analysis presented in this
paper is based on this ’new C2N algorithm’ in which all the
C2N profiles have been corrected by A2(z) with β =
3
2
. To
give an idea of effect of the factor A2(z) Fig.2 shows, in the
case of one night, the temporal evolution of the C2N in its
standard form (Eq.1) and after the correction (Eq.5, Eq.6
and Eq.7). In the same picture is also shown the temporal
evolution of the factor A2(z).
5 RESULTS: ASTRO-MESO-NH CODE
PERFORMANCES
The statistical operators we used in our analysis are the
bias, the root mean squared error (RMSE) and σ that pro-
vide fundamental information on the systematic (bias) and
statistical uncertainties (RMSE and σ). Bias and RMSE are
defined as:
BIAS =
N∑
i=1
Yi −Xi
N
(8)
and
RMSE =
√√√√ N∑
i=1
(Yi −Xi)2
N
(9)
where Yi and Xi are the individual values reconstructed
by the model and observed by the instrument, N is the
number of times for which a couple (Xi,Yi) is available with
both Xi and Yi different from zero. Starting from the bias
and the RMSE it is possible to retrieve the bias-corrected
RMSE i.e. the σ:
σ =
√√√√ N∑
i=1
[(Xi − Yi)− (Xi − Yi)]2
N
=
√
RMSE2 −BIAS2
(10)
that expresses the intrinsic uncertainty not affected by
the bias. We did not use the correlation coefficient because
we proved that this operator is not reliable and it can in-
duce to misleading conclusions (see Annex B). Besides, in
order to have a more practical estimate of the model score
of success we calculated the ’contingency tables’ from which
we deduced more sophisticated statistical operators: the per-
cent of correct detection (PC), the probability to detect a
parameters within a specific range of values (PODi) and the
probability of extremely bad detection (EBD). Contingency
tables allow for the analysis of the relationship between two
or more categorical variables. We refer the reader to Las-
caux et al. (2015) for an exhaustive discussion about the
role of ’contingency table’ of different sizes. We refer the
reader to Annex C for a brief summary of key definitions of
contingency tables, PC, POD and EBD to allow the reader
to follow the analysis of this paper.
It is also important to mention that we could prove (see
Masciadri et al. 2013b for this issue) that the model calibra-
tion for seeing and isoplanatic angle are ’season dependent’.
With this we mean that the model should be calibrated
with different data related to the two seasons: winter [April-
September] and summer [October-March]. However, in our
study the unique available GS measurements for the calibra-
tion refer to the site testing campaign (PAR2007) performed
in November and December i.e. in summer. Therefore for the
seeing and isoplanatic angle we report and discuss here only
results we obtained for the validation sample in the sum-
mer time i.e. the reliable results. We assume that, using a
sub-sample of SCIDAR measurements taken in winter time,
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the model will be able to be calibrated for this season8. The
issue of the dependency of the model calibration from the
season is almost not observed on the wavefront coherence
time. We think that the reason is due to the fact that τ0 de-
pends on two parameters: the C2N and the wind speed and
probably the good model reconstruction of the wind speed
can mask and overcome somehow this effect.
Even if the original temporal sampling of measurements
and simulation is high (2 min is the temporal sampling of
the C2N from which depends all the other parameters), all
measurements and simulations of ε, θ0 and τ0 have been
treated with a moving average of 1 hour plus a resampling
20 minutes before to calculate the scattering plots and the
contingency tables. The moving average of 1 h has been cho-
sen because astronomers are more interested in the trend of
the prediction. It has been observed that the moving aver-
age, smoothing out the high frequencies, is more efficient to
identify the model and measurement trends than a simple
resampling. The high-frequency variability on shorter time-
scales is less relevant and useless in our context because the
scheduling of scientific programs can not be tuned with such
high frequency. Astronomers are interested in identifying
whether the trend of a parameter is increasing, decreasing
or is stationary, in order to be able to take a decision about
changing a modality of observation or a scientific program.
The selection of the interval of 20 min for the resampling of
measurements is justified by the fact that this is more or less
the effective time necessary to switch from one modality of
observation to another. The values of 1 h and 20 min have
been selected in agreement with ESO staff9.
We focused our attention on the analysis of the vali-
dation sample that is, obviously, the most important. We
reported in this section also some results obtained on the
analysis of the calibration but just in some specific contexts
when results provided interesting new insights that deserved
a discussion. This is to avoid to scatter the attention from
the main outputs of this study.
5.1 Seeing - ε0
We analyze in this section 3×3 contingency tables, with 2
different sets of thresholds. In the first case (CASE 1), we
use, as thresholds of the total seeing, the first and second ter-
tiles of the cumulative distribution calculated on the sample
of nights considered in the validation sample. In the second
case (CASE 2), we use as thresholds of the total seeing, 1
arcsec and 1.4 arcsec. A seeing weaker than 1 arcsec and
larger than 1.4 arcsec should still provide a very useful in-
formation to help for the decision to be taken in loco and
8 A site testing campaign covering a whole solar year will be
done with a Stereo-SCIDAR in the near future at Cerro Paranal
(Osborn et al. 2016). We will be able therefore to perform a dedi-
cated calibration for the winter time for the time in which we will
implement the ’demonstrator’ of the operational system for the
optical turbulence forecast at the VLT
9 We remind to the reader the importance to have for both, mea-
surements and simulations, an original high temporal sampling.
That is very different from having an output each hour that def-
initely does not permit to quantify a trend for a stochastic pa-
rameter such as the optical turbulence.
42 nights in 2010/201118 nights in 2007
Figure 3. Validation samples: scattered plot of the total see-
ing between Meso-NH outputs and DIMM measurements, for the
summer periods of 2007 (case B) on the left, and 2010/2011 (case
A) on the right.
it can be considered a challenging achievement10. Only the
DIMM is used as a reference when we treated the large val-
idation sample for the seeing since it is the only instrument
providing seeing values on the whole atmosphere. GS mea-
surements are available only for the calibration sample (20
nights related to the PAR2007 campaign). We treated two
samples: (A) the whole sample of 53 plus 36 nights i.e. 89
nights in 2010, 2011 and 2007 and (B) the sub-sample of 36
nights in 2007, the season for which the calibration of the
model was done. Sample B is a sub-sample of sample A.
5.1.1 Validation sample
As explained before we focus our attention on the summer
time (42 nights in the sample A and 18 in the sample B). Ta-
bles D2 and D1 are the contingency tables for both cases (1
and 2), related to the 42 nights in summer time of sample A.
Tables D3 and D4 (in Annex D) are the contingency tables
for both cases (1 and 2), related to the 18 nights in sum-
mer time of sample B. Figure 3 displays the scattered plot
of the total seeing between Meso-NH outputs and DIMM
measurements, for the 18 nights of summer time of sample
B (left), and that of the 42 nights of summer time of sample
A (right). We can observe an almost negligible bias and a σ
of 0.43 arcsec and 0.48 arcsec. Looking at the contingency
table just cited it is possible to see that the values of PODi
are in general smaller than those we obtained for the at-
mospheric parameters (see Lascaux et al. 2015) however the
external PODi (POD1 and POD3) are well above the value
of 33% correspondent to the random case. From one side this
tells us that, as expected, the prediction of astroclimatic pa-
rameters is more difficult. However, from an astronomical
point of view it is much more critical to know in advance
the probability to detect the smallest seeing values i.e. the
most interesting and critical range is POD1. POD1 is the
probability that the model predicts seeing weaker than the
first threshold (case 1) or the probability that the model de-
tect a seeing smaller than 1 arcsec (case 2). In Tables D2,
D1, D3 and D4 we observe that, in all cases, POD1 has very
high percentages. Looking at the largest sample (sample A)
10 The values of 1 and 1.4 arcsec have been decided after con-
sultation with the ESO MOSE Board and colleagues from the
adaptive optics group of the Arcetri Astrophysical Observatory.
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Figure 4. Scattered plot of the total seeing between Meso-NH outputs and DIMM and GS measurements (center and right) and between
the GS and the DIMM (left) for the calibration sample of 20 nights.
the probability to predict a seeing weaker than 1” is 62.0 %
(Table D2), while the probability to predict a seeing weaker
than the first tertile is 48.1 % (Table D1). If we consider
just the 2007 data (sample B), results are even better: we
observe that the probability to predict a seeing weaker than
1” is 72.5 % (Tables D4) while the probability to predict a
seeing weaker than the first tertile is 53.1 % (Tables D3).
These values are well above the random cases of 33%. We
can say therefore that, in spite of the fact that there is ob-
viously space for improvements, model performances in de-
tecting the weakest values are therefore already very good,
particularly in case in which we relax the threshold from
the first tertile to 1”. We analyzed separately the year 2007
because it gave some better results with respect to the to-
tal sample (2007/2010/2011). We think this might be due
to the fact that the calibration sample belongs to the 2007
(also if the calibration sample is totally independent from
the validation sample). This seems to indicate that there is
space in the future to further improve the results with more
sophisticated calibrations. The fact that POD2 and POD3
provide worse performances is justified by the fact that, in
the scattering plot (Figure 3), the points show a tendency in
increasing the dispersion for large values of the seeing. On
the other side this is not necessarily a problem of the model
(or only of the model) as we will see in Section 5.1.2.
5.1.2 Calibration sample
We report here the results for the calibration sample (20
nights sample). The interest of this analysis is that, for this
sample, we can compare the performance of the model versus
an instrument taken as a reference with the dispersion be-
tween two different instruments. This exercise provide us a
very important reference on the real uncertainty with which
we are at present able to estimate the seeing with mea-
surements. This is therefore the ultimate limit over which
a model can not goes.
In Fig.4 are shown the scattering plots of the total see-
ing between GS and DIMM (left) and between the Meso-
Nh and GS (center) and Meso-Nh and DIMM (right). We
observe that the σ value between the two instruments is
0.30” while those of the model with respect to the instru-
ments is 0.34” and 0.36” therefore substantially comparable.
Tables D5 and D6 report the contingency tables of the 2
instruments (GS and DIMM) in which we take, as a ref-
erence, one or the other instrument. Table D7 reports the
contingency table between Meso-NH and the GS for the to-
tal seeing. Table D8 reports the contingency table between
Meso-NH and the DIMM for the total seeing. If we look at
POD1 i.e. the probability of the model to forecast a seeing
weaker than the first tertile, this is 82.1 % (Table D7) or 88.1
% (Table D8) depending if we consider the GS or the DIMM
as a reference. These results are even better than those ob-
tained comparing the two different instruments. Indeed the
POD1 i.e. the probability to measure a seeing weaker than
the first tertile is 64.3 % (Table D5) or 71.4 % (Table D6)
depending on the reference (GS or the DIMM). This tells
us that the model fails on a percentage that is not larger
than the intrinsic uncertainty with which we can estimate
the turbulence.
Besides that, to have informations on the trends we
calculated the temporal evolutions. Fig.E1-Fig.E3 show the
temporal evolution of the turbulence integrated on the whole
atmosphere (see Eq.11) as estimated by the Astro-Meso-Nh
model and as measured by the GS and the DIMM in all the
20 nights of the PAR2007 campaign.
J =
∫ ∞
0
C2N (h)dh (11)
It is possible to appreciate how the model, during all
the nights, reconstructs in a very satisfactory way not only
the quantitative estimate of J but also the general trend
(the morphology of the trends is well reconstructed). It is
also interesting to observe that is extremely useful to run si-
multaneous different instruments because in some cases, the
model appears more in agreement with one instrument than
the other. Therefore, the fact to have more than one instru-
ment permits us to better appreciate the real model perfor-
mances. In other words, the intrinsic accuracy with which
we can at present quantify the optical turbulence with an
instrument is much lower than that achievable for a classi-
cal atmospheric parameters (such as temperature or wind)
therefore the use of multi-references is extremely important
in the analysis.
5.2 Wavefront coherence time - τ0
In the case of τ0 we could compare the Astro-Meso-Nh es-
timates with measurements coming from the DIMM and
the MASS. When the model is compared to the DIMM we
treated the whole 89 nights (2010, 2011 and 2007). When
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it is compared to MASS the analysis is limited to 48 nights
because unfortunately there were no MASS measurements
on 2007. For τ0 we could perform an analysis of model per-
formances on summer as well as on winter time because the
model calibration did not show particular limitations for this
parameter.
5.2.1 Validation sample
All the scattered plots for the wavefront coherence time τ0
are summarized in Figure 5. As can be seen in Fig.5-(a)
there is a not negligible bias between the DIMM and MASS
measurements. This indicates that one or both instruments
still have some problems to be arranged for τ0. We do not
want to enter in a deep discussion on this issue because
it is visibly not the main topic of the paper. What is im-
portant is that, assuming that the problem on the specific
instrument is identified, this bias between the model and
the instrument can be corrected by a multiplicative coeffi-
cient. The bias appears indeed visibly multiplicative. Even
in case we can establish that the MASS is the correct one
and the DIMM is wrong, a multiplicative coefficient which
corrects the regression line according to Fig.5-(f) and (g)
can be implemented. The panels to be retained are there-
fore panels (b) and (c) if DIMM considered as reliable and
panels (f) and (g) is MASS is considered reliable. For what
concerns the scattering plots, we note that the values of σ
obtained between DIMM and MASS and between Meso-Nh
and MASS or Meso-Nh and DIMM are comparable. In some
cases the σ of Meso-Nh with respect to the instrument (for
example the σ of Meso-Nh and DIMM in summer and win-
ter is respectively of 1.66 ms and 1.20 ms) is even smaller
than that obtained considering the two instrument (σ=1.73
ms).
From a different perspective, Tables D9 and D10 re-
port the contingency tables between MASS and DIMM for
τ0 on the whole sample of 48 nights of the 53 simulated
nights of the period 2010-2011 in which we had simultane-
ous measurements from DIMM and MASS. In the first table
the DIMM is taken as a reference, in the second table the
MASS is taken as a reference. The very different values of
POD1 and POD3 in both tables just reflects the problem we
discussed for the scattering plot. MASS and DIMM have a
visible not negligible bias that, however, in phase of analysis
of model performances, can be corrected with a multiplica-
tive coefficient (See panels (f) and (g) of Fig.5). Tables D11
is the contingency table between Meso-NH and DIMM for
the 42 nights (over the total of 89 nights of the validation
sample) related to summer. Tables D12 is the contingency
table between Meso-NH and DIMM for the 47 nights (over
the total of 89 nights of the validation sample) related to
winter. Tables D13 is the contingency table between Meso-
NH and MASS for the 21 nights (over the total of 48 nights
of the validation sample) related to summer. Tables D14 is
the contingency table between Meso-NH and MASS for the
27 nights (over the total of 48 nights of the validation sam-
ple) related to winter. Table D13 and Table D14 have been
calculated using obviously the data corrected as in Fig.5-(f)
and (g).
As we did for the seeing we focused our attention on the
most crucial PODi for the τ0. Differently from the seeing,
the most critical and interesting POD for τ0 is POD3 that
is the probability to forecast the τ0 that is larger than the
second tertile of the cumulative distribution. When the τ0 is
large, an AO system can be run at low temporal frequency.
This not only allows for better AO performances but it fa-
cilitates the achievement of scientific programs that could
not be completed otherwise. Looking at contingency tables
concerning the model (Table D11, Table D12, Table D13
and Table D14) we observe that we obtain, in all cases, very
good values of POD3. POD3 = 70.7 % for Meso-Nh-DIMM
(summer time, Table D11) and 65.6 % for Meso-Nh-DIMM
(winter time, Table D12). POD3 = 71.9 % for Meso-Nh-
MASS (summer time, Table D13) and 78.2 % for Meso-Nh-
MASS (winter time, Table D14). Also the values of POD1
that tell us the probability to detect a τ0 weaker than the
first tertile is very satisfactory included in the range [48-69]
% depending of the instrument we take as a reference.
For what concerns the discrepancy/bias between MASS
and DIMM at present we can say that Masciadri et al. (2014)
proved that τ0 from MASS appears reliable. Only when val-
ues are large (larger than 5 ms) the instrument shows a
tendency in slightly overestimate τ0. On the the other side
the DIMM is not a vertical profiler and for this reason is not
an instrument particularly suitable to quantify τ0, a param-
eter strongly dependent on the vertical stratification of C2N
and wind speed. The method used to retrieve τ0 from the
DIMM has been proposed by Sarazin & Tokovinin (2001)
but the same authors affirm that the solution is just based
on approximations and has to be considered with the suit-
able precautions.
5.3 Isoplanatic angle - θ0
In the case of θ0 we could compare the Astro-Meso-Nh esti-
mates with measurements coming from the DIMM and the
MASS. However, as we have done for the seeing, we present
only comparisons model/measurements obtained in summer
time because they are the only useful results. This is because
θ0 require a separate calibration in summer and winter time
as well as the seeing ε.
5.3.1 Validation sample
Figure 6 shows the scattered plots of θ0 between DIMM and
MASS on the sub-sample of 44 nights over the 53 nights in
2010/2011 in which there were simultaneous measurements
(left) and between MASS and the model for the summer
sample corresponding to 21 nights over the total sample of
48 nights in 2010/2011 (right).
Table D15 and D16 are the contingency tables for θ0
between MASS and DIMM for the 44 nights in 2010/2011.
Table D17 is the contingency table between Meso-NH and
MASS, during summer (21 nights over 48 nights) for θ0 . We
observe that, in a similar way than for τ0, the MASS and
DIMM distribution of points in Fig.6 presents a not negli-
gible bias. However, we know that a study from Masciadri
et al. (2014) proved that the θ0 from MASS is well corre-
lated to that of GS (at least on a sample of 14 nights) and
θ0 estimates from MASS can be considered reliable. No bi-
ases have been observed between MASS and GS. We think
therefore that, for the same arguments/reasons presented in
the case of τ0, we can reasonably think that the problems
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Figure 5. Scattered plots (validation sample) of the wavefront coherence time τ0 between (a) MASS and DIMM - 48 nights in 2010/1011
(there are no MASS measurements in 2007); (b) Meso-NH and DIMM in summer - 42 nights in 2010/2011; (c) Meso-NH and DIMM in
winter - 47 nights in 2010/2011; (d) Meso-NH and MASS in summer - 21 nights in 2010/2011; (e) Meso-NH and MASS in winter - 27
nights in 2010/2011; (f) the same as (d) but with the MASS corrected using the coefficient of the regression line from (d); and (g) the
same as (e) but with the MASS corrected using the coefficient of the regression line from (e). For the model performances the key panels
to take into account are (b), (c), (f) and (g). See extended discussion in the text.
are for θ0 in DIMM measurements (and not in MASS). The
method proposed by Sarazin & Tokovinin (2001) to estimate
θ0 and τ0 with a DIMM is based on an approximation and
can not be considered very accurate (as said by the same
authors). We concentrated here therefore only on a compar-
ison model/MASS measurements. Observing the scattering
plots of Fig.6 we note that the two figures have a comparable
value for σ (0.48” vs. 0.56”) even if measurements are better
correlated among them than Astro-Meso-Nh model versus
MASS11. The cloud of points in the panel on the left is in-
deed better elongated along the regression line than panel
on the right.
On the other side it is possible to observe that the model
has visibly improved its performances for the reconstruction
of θ0 using the new algorithm of the C
2
N (Eq.7). Fig.7 shows
11 We remind that σ is not affected by the bias.
indeed the distribution before and after the modification of
the algorithm. It is evident that before the modification of
the algorithm the model had serious problems in well recon-
structing the spatio-temporal variability of the turbulence
in the high part of the atmosphere during the night. θ0 is
indeed mainly driven by the turbulence in the free atmo-
sphere. θ0 covers now almost on the same interval of values
observed with the MASS (typically [1,3] arcsec)12. Even if
there is still space for improvements in the algorithm, we
have now comparable dispersion of model values with re-
spect to measurements.
If we analyze the contingency tables and the values of
PODi (Table D17 ) we observe that they are some how
12 We remind that measurements and model outputs are both
treated with a moving average of 1 h. Raw variability is larger in
both measurements and simulations
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Figure 6. Scattered plots of the isoplanatic angle θ0 be-
tween DIMM and MASS (left) and between MASS and Meso-NH
(right).
NEW	CN2	ALGORITHM
Figure 7. Scattered plots of the isoplanatic angle θ0 between
MASS and Meso-NH before (left) and after (right) the implemen-
tation of the new C2N algorithm.
weaker than those of the seeing ε and τ0. However, the most
interesting PODi from an astronomical point of view for θ0
is POD3 that is the probability that the model detects a θ0
larger than the second tertile. POD3 permits us to identify
temporal windows with large θ0 and those intervals are fa-
vorable to ground-based observations supported by GLAO,
MCAO and WFAO systems. Our system reveals therefore
useful in particular to the Adaptive Optics Facility (AOF
- Arsenault et al. 2014; Madec et al. 2016; Kuntschner et
al. 2012) the ESO AO system for the unit UT4 of the VLT
that will use an adaptive secondary and it is composed by
the two modules GALACSI and GRAAL. Our estimate of
POD3 is of the order of 58.8 % therefore quite satisfactory
and almost the double of the 33% of the random case. POD1
is still weak and this tells us that there is still space for im-
provements (even if POD1 is definitely less critical from the
point of view of the Service Mode).
5.4 Discussion
We report here a few consideration to complete the analyses
presented.
(i) The use of PODi much more than PC (that is associ-
ated to model performances as a whole) can support us to
quantify a concrete score of success calculated at posteriori
on a rich statistical sample of estimates. We observed that
if we take into accounts all the PODi (POD1, POD2 and
POD3) we find sometimes very satisfactory results, other
times results are more modest. If we limit us to the impor-
tant PODi for each astroclimatic parameter i.e. POD1 for
the seeing ε and POD3 for θ0 and τ0, results are always very
satisfactory and, in all cases, the relative PODs are much
better than 33%. In many cases they are two times better
and in some cases even more than this. Our results indicates
therefore that the impact on the Service Mode is concrete.
In the previous session we quantified that.
What about the impact of our forecast method with
respect to other strategies ? We cite here just a couple
of alternative approaches. The first method is to have
no system at all for the forecast that corresponds to the
random case. In that case all the PODi are equal to 33%.
Our system is visibly better than that. To appreciate the
difference we would obtain using as a forecast method the
climatological median (of whatever astroclimatic parame-
ter) the reader can have a look to the contingency table
shown in Table 2. The method of the climatological median
provides a probability to detect the parameter we intend
to study of 100 % for values between the first and second
tertile but a probability of 0 % for values smaller or larger
than the first and second tertiles. These latter intervals are,
however, the most interesting one from an astronomical
point of view. The real critical temporal windows in which
we are interested on are those characterized by a very weak
seeing during which to select most challenging programs for
example for the search and characterization of exo-planets
or, in alternative, those temporal windows with a very large
τ0 that can permit us to use the AO system in their best
configuration with the best performances permitting the
best sky coverage or, in alternative, the temporal windows
with the largest θ0 that guarantee us very weak turbulence
conditions in the free atmosphere. Those are the best
conditions to use WFAO systems on very large field of
view for science cases such as, for example, resolved stellar
population studies and photometry in globular clusters
(Fiorentino et al. 2016). If we trust in the climatology
median we will be more efficient in detecting the right
time in which the parameter we are studying is close to
the median climatology but we will never identify those
precious temporal windows close to the extremes values.
The Astro-Meso-Nh model is visibly much more effective
in this respect. Another methods might be envisaged such
as the prediction for persistence that assumes that the
value of a parameter remains equal to itself. In reality one
might imagine many different versions of such a method:
(a) the value at the beginning of the night remains the
same for the whole night, (b) the seeing remains the same
on intervals of time inside the duration of the night, (c)
others. We planned to study these cases in the near-future
when we will have a larger statistics and when a more clear
strategy of the Service Mode will be defined13. It is worth
to say that, in general, an atmospheric model can be more
effective when we want to put in evidence some changes
with respect to the previous conditions. Under conditions
of perfect stability an atmospheric model is less useful.
(ii) An interesting parameter that can be estimated by
the Astro-meso-Nh model is the fraction of the turbulent
13 This will be discussed with the Science Operation Division of
ESO and the ESO MOSE Board
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whatever N. of nights par. < X1 X1 < par. < X2 par.> X2
M
e
d
ia
n
V
a
lu
e
par. < X1 0 0 0
X1 < par. <X2 33 33 33
par. > X2 0 0 0
PC=33%; EBD=0%
POD1=0%; POD2=100%; POD3=0%
Table 2. Typical contingency table using the climatological me-
dian value (as N is undefined, we display the percent only).
Figure 8. Temporal evolution of the fraction of turbulent energy
in the first 600 m with respect to the total turbulence energy on
the whole 20 km as measured by the Generalized SCIDAR and as
estimated by the Astro-Meso-Nh model during one night of the
PAR2007 site testing campaign.
energetic budget contained in the first 600 m with respect
to the turbulent energetic budget included in the whole
20 km (JBL/JTOT ). Fig.8 shows the temporal evolution of
JBL/JTOT during the whole night of PAR2007 campaign
as measured by the GS and as reconstructed by the model.
In the figure it is visible that the model well reconstructs
the growing of JBL/JTOT during the night. This figure of
merit is extremely useful for the observations to be done
with whatever wide field adaptive optics system (MCAO,
GLAO, MOAO, LTAO). In the context the MOSE project
we performed this analysis in perspective to an application
to AOF at the VLT (Madec et al. 2016; Kuntschner et al.
2012).
(iii) In general, model performances tends to decreases if
it is initialized and forced with ’forecasts’ instead of ’analy-
ses’ coming from the GCM. The level of the deterioration
depends in general on the forecast delay. However we could
prove (Masciadri et al. 2015) that, for all the atmospheric
parameters and for the forecast delay we selected for the
operational configuration, the PODs obtained with the
ECMWF forecasts are weakly worse than those obtained
with the ECMWF analyses, and sometime they present the
same value. The impact seems therefore weak and therefore
comfortable. Due to the fact that the C2N depends on
the atmospheric parameters, we deduce that the same
conclusion is valid for the C2N .
(iv) In the analysis we presented it appears evident that
the necessity of rich statistical sample of measurements
taken with different instruments is fundamental to progress
in this research. Also we observed that the uncertainty in
quantifying the astroclimatic parameters with measure-
ments is not negligible in some cases. We observed for
example that the σ between GS and DIMM (PAR2007
campaign) was of 0.30”. It has therefore no sense to pretend
a better result than this for a model.
(v) Results obtained in this study indicates that it is very
important to be able to run routinely and simultaneously
above all observatories as many as possible different instru-
ments based on independent principles.
6 HIGH VERTICAL RESOLUTION C2N
PROFILES
All results and analyses presented so far implied the use
of a model configuration having 62 vertical levels covering
the whole atmosphere (roughly 20 km above the ground).
The vertical resolution of the Astro-Meso-Nh model is of
the order of 600 m above 3.5 km above the ground (i.e. in
the central and high part of the atmosphere). It is evident
that, the higher the model vertical levels number, the higher
is the computing effort. A C2N with a resolution of ∼ 600
n the central part of the atmosphere can be considered a
good baseline because it is enough for most of applications
of operations in Service Mode and in AO context. Also we
note that the model configuration we selected is suitable to
perform nightly automatic operational forecasts using a rel-
ative cheap hardware, in other words to implement an oper-
ational forecast system that does not require super clusters.
However, for most sophisticated AO systems, typically the
Wide Field Adaptive Optics (WFAO) i.e. GLAO, MCAO,
LTAO, MOAO it is extremely important to know C2N pro-
files with vertical resolutions as high as 150 m (Costille &
Fusco 2012). The tomographic error is, indeed, strongly de-
pendent from the C2N profiles and a lack of knowledge of the
vertical stratification with a sufficiently high vertical resolu-
tion can induce to large tomographic errors. These AO sys-
tems are currently tested and implemented on the present
generation facilities and they are planned to be implemented
on the ELTs in the next decades. For example at the E-
ELT the near-infrared spectrograph HARMONI (Thatte et
al. 2016) will work with a LTAO system, MAORY (Diolaiti
et al. 2016) is a MCAO system that will feed the imager
MICADO (Davies et al. 2016) and the multi-object spec-
trograph MOSAIC (Hammer et al. 2016) will be feed by a
MOAO system. The wider is the field of view, the higher is
the resolution with which one has to know the vertical strat-
ification of the turbulence in advance. The most demanding
AO system is the MOAO that requires the highest resolution
(see a summary in Masciadri et al. 2013c).
For this reason we therefore put a great effort in trying
to improve the vertical resolution of the C2N in perspective
of an implementation in an operational forecast system. In
Fig.9 we present the fundamental results we achieved. On
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the top we have the temporal evolution of the C2N along
a night obtained by the Astro-Meso-Nh model having 62
vertical levels (left) and 173 levels (right) with the new C2N
algorithm. On the bottom is reported the average C2N of the
night related to the respective simulations. It is well visible
that the simulations done with 173 vertical levels provide a
C2N with a much larger number of turbulent layers. Also the
turbulent layer are much thinner than those resolved by the
62 levels configurations. This result was possible thanks to
the new C2N algorithm presented in this paper (see Section
7) that permits us to better represent the spatio-temporal
variability of the vertical stratification of the OT in the 20
km above the ground. The C2N shown in Fig.9 proves the
ability of our technique in reconstructing a vertical strat-
ification of the optical turbulence with a resolution that
opens crucial and exciting new perspectives in the field of
the WFAO. We calculated, indeed, that we should be able to
use this model configuration also for an operational model
configuration. Since the model calibration depends on its
configuration we planned to calibrate the model with this
configuration in the near-future. In the meanwhile, this C2N
profile has been used for a preliminary study aiming to test-
ing the performances of HARMONI (Neichel et al. 2016) and
for a more extended study aiming to address the ultimate
limitations of the WFAO technique14.
7 CONCLUSIONS
In this paper we presented the main results we obtained
on the model performances in forecasting the optical
turbulence above Cerro Paranal in the context of the
MOSE project. We analyzed the three main integrated
astro-climatic parameters as originally planned: seeing (ε),
isoplanatic angle (θ0) and wavefront coherence time (τ0)
that fundamental in the AO optimization and planning of
ground-based observations. The Astro-Meso-Nh model has
been firstly calibrated using measurements taken with a
Generalized SCIDAR. The model performances have been
quantified using measurements coming from samples of
nights completely independent from the calibration one.
The results we obtained on the validation samples are
summarized in a nutshell:
(i) The wavefront coherence time (τ0) is the parameter
that, at present time, is predicted with the best score of
success. All the PODi (i = 1, 2 and 3) are satisfactory and
comparable to those obtained among different instruments,
in some cases even better. From an astronomical point
of view, the most interesting PODi for τ0 is POD3 that
is the probability to detect a τ0 larger than the second
tertile of the cumulative distribution of measurements.
We are therefore interested in the temporal windows in
which the τ0 is large. POD3 on the validation sample is
included in the range [72% - 78%] if we considered the most
reliable instrument as a reference i.e. the MASS. The range
includes the analysis done in different seasons: summer and
winter. The samples we are dealing about include 42 nights
14 The study has been presented by Thierry Fusco at al. at SPIE
Conference, Adaptive Optics Systems V, 2016, 9909-273.
(summer) and 47 nights (winter). POD1 is included in the
range [48% - 69%] (slightly smaller than POD3 but still very
good) using as a reference the same instrument. Another
not negligible positive element for τ0 is that this score of
success has been obtained with just one model calibration
valid for the whole year (i.e. not a calibration for summer
and one for winter) and we analyzed data in summer as well
as in winter. It is highly probable that this score of success
would further improve with a seasonal model calibration.
The ability in detecting a large τ0 in advance is extremely
useful for the following reasons. A large τ0 permits an AO
system to run at low temporal frequency and to use faint
stars as guide stars. A low temporal frequency permits
indeed to better sample light coming from stars that, in
presence of a smaller τ0, can not be used as guide stars.
A large τ0 represents an advantage for the wide field AO
because the number of available guide stars, in general,
increases (i.e. the sky coverage increases) and because a
higher Strehl Ratio (SR) is reachable and more ambitious
scientific projects can be carried out. The advantages are
also for the classical SCAO configuration (not only for
WFAO) because it permits to observe fainter stars reaching
a higher SR.
(ii) The total seeing (ε) revealed to be sensitive to the
seasonal model calibration. This means that the model
needs a twofold calibration: one for summer and one for
winter. We provided therefore in this study only the score
of success for the summer time because the calibration
sample belongs to this season. However the goal of this
study was to prove the feasibility of the OT forecast
therefore results we obtained fit perfectly with objectives.
We will be able to use the measurements of the site testing
campaign planned for Paranal in the near-future with a
Stereo-SCIDAR (Osborn et al. 2016) to calibrate the model
for the winter time. In the case of the seeing, the most
interesting POD from a scientific point of view is POD1.
The probability to detect the ε < 1” is in the range [62% -
72%]. The probability to detect the ε < of the first tertile
is in the range [48% - 53%]. The range of values in this
case have the following meaning: the most conservative
values (62% and 48% have been obtained with the sample
of 42 nights (summer) in the 2010/2011 years. The most
optimistic values have been obtained with the sub-sample
of the 18 nights (summer) of 2007 (the same year in which
the calibration sample belongs). This indicates that the
identification of a sample of measurements used for the
calibration is an important issue in the process. We envisage
an as extended as possible sample of nights for that in the
future. The instrument used as a reference is in this case the
DIMM. The advantage in detecting in advance temporal
windows with weak ε is obvious. The best seeing conditions
guarantee the highest SR of an AO system and the most
challenging scientific programs such as the search and the
characterization of extra-solar planets would definitely gain
from this condition. Besides we note that the selection of
the temporal windows with excellent seeing will be even
more critical for the adaptive optics in the visible (Close
2016) that is much more dependent on the conditions of
the turbulence than the AO in the near-infrared. This new
typology of adaptive optics represents the new frontier of
MNRAS 000, 1–23 (2016)
OT forecast: ready for an operational application 15
Figure 9. Top: Temporal evolution of the vertical C2N profiles simulated by the Astro-Meso-Nh model with different model vertical
resolutions (62 levels (left), 173 levels (right)) related to the night 15/12/2013. Bottom: corresponding average C2N profile related to the
C2N temporal evolution on the top.
ground-based observations.
(iii) The isoplanatic angle (θ0) revealed to be sensitive to
the seasonal model calibration as is the case for the seeing
too. We provide therefore in this study only the score of
success of the model related to the summer time for the
same reason described for the seeing. From a scientific point
of view, for θ0 the most interesting PODi is POD3 that
is the probability to detect a θ0 larger than the second
tertile. We obtained a very promising 58% for POD3 on
the validation sample using, as a reference, the MASS. The
sample we are dealing about includes 21 nights (summer)
of (2010/2011). No measurements with MASS are available
for 2007. For completeness we also note that, at present,
the probability to detect an isoplanatic angle smaller than
the first tertile (POD1) is not sufficiently good and we plan
to undertake further investigations to improve this score
of success. At the same time we highlight the fact that,
from a scientific point of view, in the context of the Service
Mode POD3 is definitely more interesting than POD1. We
think therefore that, at present, our forecasting system is
definitely able to provide useful informations for the Service
Mode. A large value of the θ0 is particularly useful for
whatever kind of wide field AO (GLAO, LTAO, MCAO,
MOAO). Such a systems in general correct turbulence close
to the ground and if we are able to detect temporal windows
with not so much turbulence in the free atmosphere (large
θ0), ww should be able to give a crucial input for the Service
Mode. Observations supported by AO systems of extended
and crowded fields such as clusters would definitely benefit
from this condition if it would be known in advance.
(iv) The general commentary is that, as expected, model
performances in reconstructing the astroclimatic parame-
ters are not as good as in reconstructing the atmospheric
parameters (treated in Masciadri et al. 2013; Lascaux et al.
2013, 2015). However, if we look at the model performances
in reconstructing values of ε, τ0 and θ0 in the most critical
and interesting ranges of values for each of them, model
performances are very good. Quantitive results indicate
that the Astro-Meso-Nh model performances in forecasting
the optical turbulence have definitely a fundamental impact
on the Service Mode of top-class telescopes.
(v) We proved to be able to forecast C2N profiles with
a vertical resolution as high as 150 m. As discussed in the
paper, such an achievement definitely opens interesting new
perspectives for the development of the most sophisticated
AO systems planned for the next generation ground-based
telescopes.
In terms of perspectives we intend to continue our stud-
ies/work on the C2N algorithm in order to improve the model
performances. There is still space to improve the mixing
length definition in stable regime and this is a research line
that we will follow with attention. The access to new mea-
surements of the stratification of the turbulence (C2N ) that
are planned to be done above Paranal will be important
for a calibration of the model on the whole year. A richer
sample of measurements will be also useful to enlarge the ty-
pology of analysis. Our kind of research will definitely take
advantage from the fact to have as many as possible dif-
ferent reliable instruments running simultaneously above a
site because this permits to better constrain the model but
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also to better quantify the uncertainty with which we can
estimate the turbulence. In perspective to an operational
implementation we planned, in agreement with the ESO Sci-
ence Operational division and the ESO MOSE Board, some
more dedicated studies on the impact of the forecast on the
Service Mode.
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APPENDIX A: C2N ALGORITHM
A few differences have to be signalled with respect to the
C2N algorithm of (Masciadri et al. 1999). The main goal
of this paper is to show the model performances and we
expressly by-pass extended analyses on the testing of dif-
ferent algorithms that lead us in using this algorithm for
this analysis. For clarity, we report here a few informations
that in the context of this paper play a secondary role but
that just clarify differences in the C2N algorithm with re-
spect to (Masciadri et al. 1999). The mixing length in this
paper (Eq.4) is different from that of Bougeault et al. (1989)
reported in Masciadri et al. (1999). This is due to the fact
that, more recently, the Meso-Nh code assumed this new for-
mulation15 for mainly two reasons (Valery Masson private
communication): (1) the new expression better fits with the
diagnostic of the surface layer in convective regime in LES
configuration, (2) the new formulation permits to have a lin-
ear dependency in the limit of the surface layer where the
the mixing length of the turbulence is proportional to the
distance from the ground. Point (1) is mainly irrelevant for
our application.
We point out also a difference in Eq.1 with respect to
that of a precedent used (Masciadri et al. 1999). In this paper
we used, indeed, the factor:
(
80 · 10−6 · P (z)
T (z) · θ(z)
)2
(A1)
instead of:
(
80 · 10−6 · P (z)
T (z)2
)2
(A2)
Eq.A2 (also called Gladstone’s relation) is found in the
literature (Roddier 1981; Vernin 2002) and assumes that the
atmosphere is in hydrostatic equilibrium and the gradient of
temperature follows the adiabatic approximation. However
it has been proven by Tatarski (1971) that Eq.A1 is more
general and formally correct and can be obtained replacing
T with the potential temperature θ that, differently from the
temperature, is a conservative quantity. In some parts of the
atmosphere (typically in the high part of the atmosphere)
the difference can not be negligible. In reality the differ-
ence between Eq.A1 and Eq.A2 has negligible impact in our
context because the model has to be calibrated and the cal-
ibration makes the impact on the model outputs irrelevant
(Masciadri et al. 2015). We prefer, however, to use Eq.A1 be-
cause is more general and formally correct. This expression
can be found, correctly used, in other studies (for example
Coulman et al. (1988); Abahamid et al. (2004); Cherubini
& Businger (2013)). Therefore it has not to be considered
as a novelty but just a warning to avoid in the future a not
suitable use of the Gladstone’s relation.
APPENDIX B: CORRELATION COEFFICIENT
The statistical estimators used for this analysis are: bias,
RMSE and regression line passing by the origin. We decided
15 See Scientific Documentation Meso-Nh at http://mesonh.
aero.obs-mip.fr/mesonh52
Figure B1. Example of the temporal evolutions of the total
seeing (right) for two different nights between GS and DIMM and
the corresponding values of bias, RMSE and correlation coefficient
(cc) (left).
not to include the correlation coefficient (cc) because, after
a detailed analysis, we realised that the cc is not an estima-
tor as reliable as others and, in our context, it can lead us
to misleading conclusions with respect to our scientific goal.
Just as an example Fig. B1 shows the temporal evolution of
the total seeing obtained with GS and DIMM for two dif-
ferent nights. On the left side are reported the bias, RMSE
and cc in the scattered plot. The cc of the night 17/12/2007
is 0.92 while the cc of the night 22/12/2007 is 0.49. How-
ever, looking at Fig. B1 (right side) it is evident that on
22/12/2007 the model has a better performance than on
17/12/2007 in spite of a cc=0.49 (instead of 0.92). What is
important for us is how much close or far to observations are
the values calculated by the model during the night. More-
over, we note that the cc does not tell us anything about
the temporal trend of the estimate. We concluded therefore
that the cc does not provide any further useful information
with respect to bias, RMSE and regression line and, on the
contrary, risks to induce to misleading conclusions.
APPENDIX C: DEFINITIONS OF:
CONTINGENCY TABLES, PC, POD AND EBD
Table C1 is an example of a generic 3×3 contingency ta-
ble where the observations and simulations are divided into
three categories delimited by two thresholds. PC, PODi and
EBD can be defined using a,b,c,d,e,f,g,h,i (number of times
in which an observation and a simulation fall inside each
category) and N (the total events). The percentage of cor-
rect detection PC is defined in Eq.C1 where PC = 100% is
the best score; the probability to detect the value of a pa-
rameter inside a specific range of values (PODi) is given by
Eq.C2-Eq.C4 where PODi = 100% is the best score. The ex-
tremely bad detection (EBD) probability is given by Eq.C5
where EBD = 0% is the best score. For a total random pre-
diction and in case of a 3×3 contingency table we have a
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Table C1. Generic 3×3 contingency table.
Intervals
OBSERVATIONS
1 2 3 Total
M
O
D
E
L
1
a
b c
a+b+c
(hit 1) 1 (Model)
2 d
e
f
d+e+f
(hit 2) 2 (Model)
3 g h
i g+h+i
(hit 3) 3 (Model)
Total
a+d+g b+e+h c+f+i N=a+b+c+d+e+f+g+h+i
1 (OBS) 2 (OBS) 3 (OBS) Total of events
= b = ... = i = N/9 and PC = PODi = 33% and EBD =
22.2%.
PC =
a+ e+ i
N
× 100; 0% ≤ PC ≤ 100% (C1)
POD(event1) =
a
a+ d+ g
× 100; 0% ≤ POD ≤ 100% (C2)
POD(event2) =
e
b+ e+ h
× 100; 0% ≤ POD ≤ 100% (C3)
POD(event3) =
i
c+ f + i
× 100; 0% ≤ POD ≤ 100% (C4)
EBD =
c+ g
N
× 100; 0% ≤ EBD ≤ 100% (C5)
APPENDIX D: CONTINGENCY TABLES -
RESULTS
To facilitate the reading of the paper we gathered in this
Annex all the contingency tables useful to summarise and
discuss results presented in Section 5.
Table D1. Sample (A): Contingency tables for the total see-
ing, in summer (42 nights in 2010 and 2011) - validation sample
(CASE 1). Rounded values of the first and second tertiles of the
climatology have been used as thresholds.
ε - SUMMER DIMM
42 nights over 89 ε < 0.88 0.88 < ε < 1.17 ε > 1.17
(”)
M
N
H
ε < 0.88 181 175 125
0.88 < ε < 1.17 129 106 83
ε > 1.17 66 95 168
Total points = 1128; PC=40.34%; EBD=16.93%
POD1=48.14%; POD2=28.19%; POD3=44.68%
Table D2. Sample (A): Contingency tables for the total see-
ing, in summer (42 nights in 2010 and 2011) - validation sample
(CASE 2).
ε - SUMMER DIMM
42 nights over 89 ε < 1 1 < ε < 1.4 ε > 1.4
(”)
M
N
H
ε < 1 353 209 77
1 < ε < 1.4 177 77 43
ε > 1.4 39 48 105
Total points = 1128; PC=47.43%; EBD=10.28%
POD1=62.04%; POD2=23.05%; POD3=46.67%
Table D3. Sample (B): Contingency tables for the total seeing,
in summer (18 nights in 2007) - validation sample (CASE 1).
Rounded values of the first and second tertiles of the climatology
have been used as thresholds.
ε - SUMMER DIMM
18 nights over 36 ε < 0.86 0.86 < ε < 1.20 ε > 1.20
(”)
M
N
H
ε < 0.86 86 87 52
0.86 < ε < 1.20 64 61 34
ε > 1.20 12 14 76
Total points = 486; PC=45.88%; EBD=13.17%
POD1=53.09%; POD2=37.65%; POD3=46.91%
Table D4. Sample (B): Contingency tables for the total seeing,
in summer (18 nights in 2007) - validation sample (CASE 2).
ε - SUMMER DIMM
18 nights over 36 ε < 1 1 < ε < 1.4 ε > 1.4
(”)
M
N
H
ε < 1 177 87 38
1 < ε < 1.4 58 34 14
ε > 1.4 9 18 51
Total points = 486; PC=53.91%; EBD=9.67%
POD1=72.54%; POD2=24.46%; POD3=49.51%
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Table D5. Contingency tables for the total seeing, between
DIMM and GS, using GS as a reference - calibration sample (20
nights).
ε GS
20 nights ε < 0.97 0.97 < ε < 1.24 ε > 1.24
(”)
D
IM
M
ε < 0.97 108 45 5
0.97 < ε < 1.24 39 60 14
ε > 1.24 21 63 149
Total points = 504; PC=62.90%; EBD=5.16%
POD1=64.29%; POD2=35.71%; POD3=88.69%
Table D6. Contingency tables for the total seeing, between
DIMM and GS, using DIMM as a reference - calibration sam-
ple (20 nights).
ε DIMM
20 nights ε < 1 1 < ε < 1.42 ε > 1.42
(”)
G
S
ε < 1 120 52 13
1 < ε < 1.42 48 103 77
ε > 1.42 0 13 78
Total points = 504; PC=59.72%; EBD=2.58%
POD1=71.43%; POD2=61.31%; POD3=46.43%
Table D7. Contingency tables for the total seeing, between
Meso-NH and GS - calibration sample (20 nights).
ε GS
20 nights ε < 0.97 0.97 < ε < 1.24 ε > 1.24
(”)
M
O
D
E
L
ε < 0.97 138 115 15
0.97 < ε < 1.24 18 35 48
ε > 1.24 12 18 105
Total points = 504; PC=55.16%; EBD=5.36%
POD1=82.14%; POD2=20.84%; POD3=62.50%
Table D8. Contingency tables for the total seeing, between
Meso-NH and DIMM - calibration sample (20 nights).
ε DIMM
20 nights ε < 1 1 < ε < 1.42 ε > 1.42
(”)
M
O
D
E
L
ε < 1 156 102 27
1 < ε < 1.42 17 60 70
ε > 1.42 4 14 79
Total points = 529; PC=55.76%; EBD=5.86%
POD1=88.13%; POD2=34.10%; POD3=44.89%
Table D9. Contingency table of τ0 between MASS and DIMM,
using the DIMM as a reference (48 nights in 2010/2011) - valida-
tion sample.
τ0 DIMM
48 nights τ0 < 2.07 2.07 < τ0 < 3.26 τ0 > 3.26
(ms)
M
A
S
S
τ0 < 2.07 182 15 8
2.07 < τ0 < 3.26 167 139 16
τ0 > 3.26 46 240 370
Total points = 1183; PC=58.41%; EBD=4.56%
POD1=46.08%; POD2=35.28%; POD3=93.91%
Table D10. Contingency table of τ0 between MASS and DIMM,
using the MASS as a reference (48 nights in 2010/2011) - valida-
tion sample.
τ0 MASS
48 nights τ0 < 2.68 2.68 < τ0 < 4.87 τ0 > 4.87
(ms)
D
IM
M
τ0 < 2.68 364 215 65
2.68 < τ0 < 4.87 20 170 226
τ0 > 4.87 11 9 103
Total points = 1183; PC=53.85%; EBD=6.42%
POD1=92.15%; POD2=43.15%; POD3=26.14%
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Table D11. Contingency table of τ0 between Meso-NH and
DIMM, in summer - validation sample.
τ0 − SUMMER DIMM
42 nights over 89 τ0 < 2.20 2.20 < τ0 < 3.58 τ0 > 3.58
(ms)
M
N
H
τ0 < 2.20 178 61 13
2.20 < τ0 < 3.58 138 139 95
τ0 > 3.58 54 169 261
Total points = 1108; PC=57.17%; EBD=6.05%
POD1=48.11%; POD2=37.67%; POD3=70.73%
Table D12. Contingency table of τ0 between Meso-NH and
DIMM, in winter - validation sample.
τ0 −WINTER DIMM
47 nights over 89 τ0 < 1.67 1.67 < τ0 < 2.48 τ0 > 2.48
(ms)
M
N
H
τ0 < 1.67 271 187 37
1.67 < τ0 < 2.48 118 116 107
τ0 > 2.48 31 116 275
Total points = 1258; PC=52.62%; EBD=5.40%
POD1=64.52%; POD2=27.68%; POD3=65.63%
Table D13. Contingency table of τ0 between Meso-NH and
MASS, in summer - validation sample.
τ0 − SUMMER MASS
21 nights over 48 τ0 < 3.27 3.27 < τ0 < 5.36 τ0 > 5.36
(ms)
M
N
H
τ0 < 3.27 111 70 7
3.27 < τ0 < 5.36 49 52 38
τ0 > 5.36 1 38 115
Total points = 481; PC=57.80%; EBD=1.66%
POD1=68.94%; POD2=32.50%; POD3=71.87%
Table D14. Contingency table of τ0 between Meso-NH and
MASS, in winter - validation sample.
τ0 −WINTER MASS
27 nights over 48 τ0 < 2.45 2.45 < τ0 < 4.19 τ0 > 4.19
(ms)
M
N
H
τ0 < 2.45 112 86 6
2.45 < τ0 < 4.19 94 108 45
τ0 > 4.19 28 40 183
Total points = 702; PC=57.41%; EBD=4.84%
POD1=47.86%; POD2=46.15%; POD3=78.20%
Table D15. Contingency table of θ0 between MASS and DIMM,
using the MASS as a reference (44 nights in 2010/2011).
θ0 MASS
44 nights θ0 < 1.53 1.53 < θ0 < 2.04 θ0 > 2.04
(”)
D
IM
M
θ0 < 1.53 47 1 0
1.53 < θ0 < 2.04 157 45 17
θ0 > 2.04 168 325 354
Total points = 1114; PC=40.04%; EBD=15.08%
POD1=12.63%; POD2=12.13%; POD3=95.42%
Table D16. Contingency table of θ0 between MASS and DIMM,
using the DIMM as a reference (44 nights in 2010/2011).
θ0 DIMM
44 nights θ0 < 2.26 2.26 < θ0 < 2.94 θ0 > 2.94
(”)
M
A
S
S
θ0 < 2.26 354 329 177
2.26 < θ0 < 2.94 13 38 156
θ0 > 2.94 5 4 38
Total points = 1114; PC=38.60%; EBD=16.34%
POD1=95.16%; POD2=10.24%; POD3=10.24%
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Table D17. Contingency table of θ0 between MASS and Meso-
NH (21 summer nights in 2010/2011)
θ0 − SUMMER MASS
21 nights over 48 θ0 < 1.55 1.55 < θ0 < 2.01 θ0 > 2.01
(”)
M
N
H
θ0 < 1.55 16 18 12
1.55 < θ0 < 2.05 88 80 61
θ0 > 2.05 70 75 100
Total points = 520; PC=37.69%; EBD=15.77%
POD1=9.20%; POD2=46.24%; POD3=57.80%
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APPENDIX E: OPTICAL TURBULENCE
TEMPORAL EVOLUTION
Fig.E1-Fig.E3 show the temporal evolution of the optical
turbulence developed on the whole atmosphere (∼ 20 km)
during all 20 nights of the PAR2007 site testing campaign.
Astro-Meso-Nh model estimates are compared to observa-
tions done with a GS and a DIMM.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure E1. Temporal evolutions of J for all the 20 nights of the PAR2007 site testing campaign: GS (black), DIMM (green) and
Astro-Meso-Nh model (red).
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Figure E2. As Fig.E1 - continued.
Figure E3. As Fig.E1 - continued.
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