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a b s t r a c t
We investigate the problem of estimating the mean vector θ of a multivariate normal
distributionwith covariancematrixσ 2Ip, whenσ 2 is unknown, andwhere the loss function
is ‖δ−θ‖
2
σ 2
. We find a large class of (proper and generalized) Bayes minimax estimators of θ ,
and show that the result of Strawderman (1973) [8] is a special case of our result. Since a
large subclass of the estimators found are proper Bayes, and therefore admissible, the class
of admissible minimax estimators is substantially enlarged as well.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let X be a random vector which has a p-variate normal distribution with mean vector θ and covariance matrix σ 2Ip,
where σ 2 is unknown and Ip is the p× p identity matrix. The problem is to estimate θ when the loss function is given by
L(δ, θ) = ‖δ − θ‖
2
σ 2
. (1)
In a pioneering paper, Stein [6] established that the usual estimator, X , is inadmissible for p ≥ 3when σ 2 is known. James
and Stein [4] introduced estimators which beat X for the case of known or unknown common variance, and, more generally,
for a general variance–covariance matrix as well. Baranchik [2] introduced a class of minimax estimators containing those
of James and Stein [4]. Strawderman [7] extended Baranchik’s result [2] and obtained a class of proper Bayes, and hence
admissible,minimax estimators for θ , whenσ 2 is known. Strawderman [8] extended these results to the case of unknownσ 2.
Recently,Wells and Zhou [10] obtained other classes of generalized Bayesminimax estimators in the unknownvariance case.
The basic problem of estimating a mean vector has been studied in a variety of other contexts as well. For example,
Strawderman [9] introduced a class of estimators for themean vector of a scalemixture ofmultivariate normal distributions.
Following Strawderman [9] and Berger [1], Maruyama [5] found an extended class of generalized Bayesminimax admissible
estimators for the mean vector of a scale mixture of multivariate normal distributions. Fourdrinier et al. [3] extended
Maruyama’s result [5] and obtained a large class of Bayes minimax estimators.
In this work, we return to the problem of estimating the mean vector of a normal distribution with common unknown
variances, σ 2, and substantially extend the results of Strawderman [8]. To do so, we employ the techniques of Fourdrinier
et al. [3]. Themain result, giving a large class of generalized and proper Bayesminimax estimators, is developed in Section 2.
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Section 3 considers some examples of classes of (proper and generalized) Bayesminimax estimators. In particular, Example 1
demonstrates that themain result of Strawderman [8] follows fromourmain theorem. Additionally, Example 3 indicates that
a result of Wells and Zhou [10] also follows from our main theorem. As in Strawderman [8], a striking aspect of the proper
Bayes minimax procedures is that they are automatically admissible. In comparison with the case for Strawderman [8]
however, the class of estimators in this paper is much broader. Hence a main contribution of this paper is to greatly extend
the class of admissible minimax estimators in this problem.
2. A class of Bayes minimax estimators
In this section, we consider estimation of the mean vector of a multivariate normal distribution when the variances are
equal, but unknown. Specifically, we assume the following model:
X ∼ Np(θ, σ 2Ip), S ∼ σ 2χ2m,
where S is independent of X .
We construct generalized (and proper) Bayes minimax estimators of θ under the loss function (1).
Assume the following hierarchical prior:
θ | λ, η ∼ Np

0,
(1− λ)
λ
η−2Ip

, λ ∼ h(λ), η ∼ g(η),
where λ and η (=σ−1) are independently distributed, h and g are measurable positive functions, with h defined and
differentiable on (0, 1) and g defined on R+. In addition, assume that h and g are such that the following integral exist:
π(θ, η) =
∫ 1
0
(η2)
p
2

λ
1− λ
 p
2
h(λ)g(η)e−
λη2‖θ‖2
2(1−λ) dλ. (2)
Note that the prior distribution given by (2) will be proper if both h and g are integrable on their respective domains.
We give, below, sufficient conditions on h and g such that the generalized (or proper) Bayes estimators with respect to
the class of priors (2) are minimax under the invariant loss function defined in (1).
More specifically, following [8,3], and letting F = ‖X‖2S , we give conditions on h and g for obtaining generalized and/or
proper Bayes estimators of the form
δ(X, S) =

1− r(F , S)
F

X, (3)
such that the resulting estimators satisfy the conditions of the following theorem, and hence are minimax.
Theorem 2.1. Relative to the loss function (1), an estimator of the form δ(X, S) =

1− r(F ,S)F

X is minimax provided
1. (a) for each fixed s, r(., s) is monotone non-decreasing and
(b) for each fixed F , r(F , .) is monotone non-increasing, and
2. 0 ≤ r(., .) ≤ 2(p−2)m+2 .
Proof. See [8].
The generalized Bayes estimator of θi, i = 1, . . . , p, with respect to the prior (2) under the loss function (1) is given by
(see, e.g., Strawderman [8], or Fourdrinier et al. [3])
δi(X1, X2, . . . , Xn) = E(θiη
2 | x, s)
E(η2 | x, s)
=
1− ∞0  10 h(λ)g(η)(η2) p+m2 +1λ p2+1e− sη2(1+λF)2 dλdη∞
0
 1
0 h(λ)g(η)(η
2)
p+m
2 +1λ
p
2 e−
sη2(1+λF)
2 dλdη
 Xi.
This estimator is of the form (3), with
r(F , s) = F
∞
0
 1
0 h(λ)g(η)(η
2)
p+m
2 +1λ
p
2+1e−
sη2(1+λF)
2 dλdη∞
0
 1
0 h(λ)g(η)(η
2)
p+m
2 +1λ
p
2 e−
sη2(1+λF)
2 dλdη
. (4)
We will require the following result.
Lemma 2.1. Suppose h(.) satisfies the following conditions:
1. h(1) is finite.
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2. limλ→0 λ
p
2+1h(λ) = 0.
3. λh
′(λ)
h(λ) is decreasing in λ.
Then for each fixed s, r(., s) is monotone non-decreasing.
Proof. For each fixed s and for any F ≥ 0, we have
r(F , s) = FΦ1(F)
Φ0(F)
, (5)
where
Φi(F) =
∫ ∞
0
∫ 1
0
h(λ)g(η)(η2)
p+m
2 +1λ
p
2+ie−
sη2(1+λF)
2 dλdη, i = 0, 1. (6)
Differentiating (5) with respect to F , we have
∂r(F , s)
∂F
= Φ1(F)
Φ0(F)
+ F(Φ
′
1(F)Φ0(F)− Φ ′0(F)Φ1(F))
Φ20 (F)
, (7)
where for i = 0, 1
Φ ′i (F) =

− s
2
 ∫ ∞
0
g(η)(η2)
p+m
2 +2e−
sη2
2 ki(η)dη, (8)
and where
ki(η) =
∫ 1
0
h(λ)λ
p
2+i+1e−
sη2Fλ
2 dλ. (9)
Integrating by parts in (9) and applying h(1) <∞ and limλ→0 λ p2+1h(λ) = 0 yields
ki(η) =
 −2
sη2F

h(1)e−
sη2F
2 −
∫ 1
0
h′(λ)λ
p
2+i+1e−
sη2Fλ
2 dλ−
p
2
+ i+ 1
 ∫ 1
0
h(λ)λ
p
2+ie−
sη2Fλ
2 dλ

. (10)
Hence (8)–(10) give, for i = 0, 1,
Φ ′i (F) =
1
F

c(F)−
p
2
+ i+ 1

Φi(F)− Bi(F)

, (11)
where
Bi(F) =
∫ ∞
0
∫ 1
0
h′(λ)g(η)(η2)
p+m
2 +1λ
p
2+i+1e−
sη2(1+λF)
2 dλdη,
and
c(F) =
∫ ∞
0
g(η)(η2)
p+m
2 +1h(1)e−
sη2(1+F)
2 dη. (12)
Finally, combining (7) and (11) gives, after some algebra, the following expression:
∂r(F , s)
∂F
= 1
Φ20 (F)
{c(F)(Φ0(F)− Φ1(F))+ Φ1(F)B0(F)− B1(F)Φ0(F)}. (13)
To prove ∂r(F ,s)
∂F ≥ 0, using (13), it suffices to show that
Φ1(F)B0(F)
Φ20 (F)
≥ B1(F)
Φ0(F)
, (14)
sinceΦ0(F) ≥ Φ1(F) and c(F) ≥ 0 by (6) and (12) respectively. To show (14), define
GF (λ, η) = h(λ)g(η)(η2) p+m2 +1λ p2 e− sη
2(1+λF)
2 ,
and note that, for i = 0, 1,
Φi(F) =
∫ ∞
0
∫ 1
0
λiGF (λ, η)dλdη,
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and
Bi(F) =
∫ ∞
0
∫ 1
0
λi+1
h′(λ)
h(λ)
GF (λ, η)dλdη.
Thus inequality (14) can be interpreted as follows: with respect to the density ξF : (λ, η) → GF (λ,η)Φ0(F) , the right hand side
appears as the expectation of the product of the functions ϕ : λ → λh′(λ)h(λ) and ψ : λ → λ, while the left hand side is the
product of the respective expectations of ϕ and ψ , where ψ is an increasing function in λ and ϕ is a decreasing function in
λ. Hence, (14) reduces to
−CovA

λ,
λh′(λ)
h(λ)

≥ 0,
where
A(λ) =
∫ ∞
0
ξF (λ, η)dη,
is a density function. Hence, by the covariance inequality, the proof is complete. 
The following lemma gives conditions under which r(F , s) is non-increasing in s for fixed F .
Lemma 2.2. If g has monotone increasing likelihood ratio when considered as a scale parameter family, then for each fixed F ,
r(F , .) is monotone non-increasing.
Proof. According to (4), we have
r(F , s) = F
∞
0
 1
0 h(λ)g(η)(η
2)
p+m
2 +1λ
p
2+1e−
sη2(1+λF)
2 dλdη∞
0
 1
0 h(λ)g(η)(η
2)
p+m
2 +1λ
p
2 e−
sη2(1+λF)
2 dλdη
= Es(Fλ),
where Es is the expectation with respect to the density function
f (λ, η) ∝ h(λ)g(η)(η2) p+m2 +1λ p2 e− sη
2(1+λF)
2 .
Letting U = λF and ν = η√s, we have
f (u, ν; s) ∝ h
u
F

g

ν√
s

(ν2)
p+m
2 +1u
p
2 e−
ν2(1+u)
2 .
Thus, the conditional density of U given ν (for a given value of s) is
f (u | ν; s) = f (u, ν; s) F
0 f (u, ν; s)du
= d(ν)h
u
F

u
p
2 e−
ν2u
2 = f (u | ν), (15)
which does not depend on s. Notice that f (u | ν) has monotone decreasing likelihood ratio in u. Further, the family of
densities given by
f (ν; s) =
∫ F
0
f (u, ν; s)du = K(s)
d(ν)
g

ν√
s

(ν2)
p+m
2 +1e−
ν2
2 ,
where K(s) is a normalizing constant, has monotone increasing likelihood ratio in ν, since for s1 < s2,
f (ν; s2)
f (ν; s1) =
K(s2)g

ν√
s2

K(s1)g

ν√
s1
 .
But since g has monotone increasing likelihood ratio, so does f (ν; s). Hence
Es(U) = Es(E(U | ν)).
Now, on the basis of the above mentioned properties, E(U | ν) is a decreasing function of ν, and since f (ν; s) has increasing
likelihood ratio in ν, it follows that Es(U) is a decreasing function in s. This completes the proof. 
The next result gives conditions under which the upper bound of r(., .) can be determined.
Lemma 2.3. Assume that
lim
λ→0
h(λ)
λβ
= c1, (16)
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for some β > −  p2 + 2 and some c1 > 0, and that g satisfies
lim
η→∞
g(η)
ηd
= c2, (17)
for some d > 2β −m− 1 and some c2 > 0. Also, assume that there exists k > 0 such that for each η > 0
g(η) ≤ kηd. (18)
Then,
lim
F→∞
s→0
r(F , s) = p+ 2β + 2
m+ d− 2β − 1 ,
provided there exist l > 0, λ0 > 0 and α ∈ R such that
h(λ) ≤ lλ−α, λ > λ0. (19)
Proof. From (4), it follows that
r(F , s) = F
∞
0
 1
0 h(λ)g(η)(η
2)
p+m
2 +1λ
p
2+1e−
sη2(1+λF)
2 dλdη∞
0
 1
0 h(λ)g(η)(η
2)
p+m
2 +1λ
p
2 e−
sη2(1+λF)
2 dλdη
.
Now, dividing the numerator and denominator of r(F , s) by s
d
2 and Fβ and using the change of variables U = λF , υ = sη2
we obtain
r(F , s) =
∞
0
∞
0 M1(F , s, υ, u)dudυ∞
0
∞
0 M0(F , s, υ, u)dudυ
, (20)
where, for i = 0, 1,
Mi(F , s, υ, u) = Fβs d2 I[0,F ](u)h
u
F

u
p
2+ig

υ
s

υ
m+p+1
2 e−
υ(1+u)
2 . (21)
We now bound the inner integral of each Mi in order to apply the Lebesgue dominated convergence theorem. First, for
simplicity, let
K0i(F , s, υ) =
∫ λ0F
0
Fβu
p
2+ih
u
F

e−
υu
2 du,
and
K1i(F , s, υ) =
∫ F
λ0F
Fβu
p
2+ih
u
F

e−
υu
2 du,
so, for i = 0, 1,∫ ∞
0
∫ ∞
0
Mi(F , s, υ, u)dudυ =
∫ ∞
0
[K0i(F , s, υ)+ K1i(F , s, υ)]s d2 g

υ
s

υ
m+p+1
2 e−
υ
2 dυ.
Now note that, for 0 < u < λ0F , we have
h
u
F

≤ l
u
F
β
.
This implies that
K0i(F , s, υ) ≤ l
∫ λ0F
0
u
p
2+i+βe−
υu
2 du,
and since β > −  p2 + 2, we have
K0i(F , s, υ) ≤ lΓ
p
2
+ β + i+ 1
 2
υ
β+ p2+i+1
.
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Hence, for some constant l′, we have∫ ∞
0
K0i(F , s, υ)s
d
2 g

υ
s

υ
m+p+1
2 e−
υ
2 dυ ≤ l′
∫ ∞
0
s
d
2 g

υ
s

υ
m+1
2 −β−i−1e−
υ
2 dυ
≤ l′′
∫ ∞
0
υ
m+d+1
2 −β−i−1e−
υ
2 dυ, (22)
where we use condition (18) for some constant l′′. Note the integral (22) is finite. Under condition (19), we have
h
u
F

≤ l
u
F
−α
.
Therefore, for λ0F < u < F , we have
K1i(F , s, υ) ≤ l
∫ F
λ0F
Fβ+αu
p
2−α+ie−
υu
2 du,
since β > −( p2 + 2). Through the change of variable U = λF and using the fact that F Be−AF ≤ BBe−BA−B, it follows that, for
some constant c ,
K1i(F , s, υ) ≤ lcυ−β− p2−i−1
∫ 1
λ0
λ−α−β−1dλ.
Finally, following condition (18), for some constant µ, we have∫ ∞
0
K1i(F , s, υ)s
d
2 g

υ
s

υ
m+d+1
2 −β−i−1e−
υ
2 dυ ≤ µ
∫ ∞
0
υ
m+d+1
2 −β−i−1e−
υ
2 dυ, (23)
where the integral in (23) is finite. Finiteness of the integrals in (22) and (23) allows use of the Lebesgue dominated
convergence theorem. Therefore, according to (16), (17) and (21),
lim
F→∞
s→0
∫ ∞
0
∫ ∞
0
Mi(F , s, υ, u)dudυ =
∫ ∞
0
∫ ∞
0
lim
F→∞
s→0
Mi(F , s, υ, u)dudυ
= c1c2
∫ ∞
0
∫ ∞
0
u
p
2+β+iυ
m+p+1+d
2 e−
υ(1+u)
2 dudυ
= c1c2Γ
p
2
+ β + i+ 1

Γ

m+ d+ 1− 2i− 2β
2

2
m+p+1+d
2 +1.
Finally, using (20) and the above limits, we have
lim
F→∞
s→0
r(F , s) = p+ 2β + 2
m+ d− 2β − 1 .
This is the desired result. 
The main result follows immediately from Lemmas 2.1–2.3.
Theorem 2.2. (a). If the conditions of Lemmas 2.1–2.3 are satisfied and if p+2β+2m+d−2β−1 ≤ 2(p−2)m+2 , then the generalized Bayes
estimator δ(X, S) with respect to the prior (2) is minimax under the invariant loss function in (1).
(b) Further, if both h(λ) and g(η) are integrable, then the estimator (4) is proper Bayes and minimax, and hence admissible.
Note. In order for g and h to be integrable and for the conditions of Lemma 2.3 to be satisfied, it must be the case that
d < −1 and β > −1. The condition of the theorem can be re-expressed as p + 2β + 2 ≤ 2(p−2)(m+d−2β−1)m+2 , and since the
above conditions for propriety imply that d − 2β − 1 < 0, it follows that p + 2β + 2 < 2(p − 2), or that−1 < β < p−62
which implies that p > 4. Hence as is expected from the results of [7,8], the priors cannot be proper unless p is at least 5.
Similarly the condition of the theorem can be re-expressed in terms of the degrees of freedom, m. Assuming that m >
2β − d + 1, the condition of the theorem is equivalent to m ≥ 4(p+β)+2(p−2)(2β−d)p−6−2β . For example, if p > 6, β = 0, d = −2,
m ≥ 8(p−1)p−6 .
3. Examples
Wenote first that Strawderman [8] considered the problem in the sampling frameworkwhereXi = (Xi1, Xi2, . . . , Xip)′, for
i = 1, . . . , n are iid p-variate normal observations with mean vector θ and covariance matrix σ 2Ip(Np(θ, σ 2Ip)). Sufficiency
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reduces the problem to X¯ = 1n
∑n
i=1 Xi = (X¯1, X¯2, . . . , X¯p)′ with an Np(θ, σ
2
n Ip) distribution independent of S
2 which has
the distribution of σ 2 times a chi-square withm = p(n− 1) degrees of freedom. Hence the results of Section 2 apply to this
setup as well with obvious minor changes,

F = n‖X¯‖
2
S2
, s = S2n , σ 2 → σ
2
n

, in notation.
Example 1. The class of priors studied by Strawderman in [8] is (in the setup and notation of Section 2) h(λ) = (1− β)λ−β
for 0 < λ < 1 (and β < 1 for propriety), and g(η) = cη−d, with γ ≤ η <∞ (and d > 1 for propriety). Theorem 2.2 applies
to this class of prior distributions and hence Strawderman’s result is a special case of the result in this paper. It is interesting
to note that the lower bound, γ , on the distribution of η in [8] is strictly positive. Hence the prior distribution in [8] puts a
finite upper bound on σ 2.
Example 2. An alternative to Strawderman’s prior distribution above, without the restriction on the range of η, but which
satisfies the conditions of Theorem 2.2, replaces the g of Example 1 with g(η) = cη−de− kη , d > 1, and k > 0. This gives a
prior similar to that in [8], but does not restrict the range of the scale parameter.
Example 3. Theorem 4.1 ofWells and Zhou [10] also follows from Theorem 2.2 with the change of variable λ = 11+ν and the
choices β = M − 2, and d = −2k. This follows since the assumption in Theorem 4.1 in [10] implies that (in our notation)
h(λ) ⩾ cλM−2, and also that λh
′(λ)
h(λ) is decreasing. Hence the assumptions of Theorem2.2 are satisfied.Wells and Zhou [10] also
have several results concerning estimators where the r(., .) function of Theorem 2.1 is not monotone in the first argument.
We do not consider such estimators in this paper.
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