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Abstract
Caching is technique that alleviates networks during peak hours by transmit-
ting partial information before a request for any is made. We study this method
in a lossy source coding setting with Gaussian databases. A good caching strat-
egy minimizes the data still needed on average once the user requests a file.
We identify two important parameters: the prior preference for a file and the
correlation among files. This paper characterizes the trade-off between cache
and average update communication rate to meet a user’s demand using Gaus-
sian codebooks. It is argued that what information needs to be cached not only
depends on preference and correlation, but also on the size of the cache.
1 Introduction
‘On-demand’ is key in the current state of communication technology. In this millen-
nium, downloading videos of one’s own choice replaced (or at least offered an alterna-
tive to) traditional broadcast of TV and radio. Then, instantaneous streaming replaced
downloading. While providing great flexibility for the user, this demand for personal
and instantaneous data streams also greatly increased the load on the network.
A second cost is often overlooked: on-demand services also increase the imbalance
of network load. Notoriously data-heavy applications like Netflix and Amazon Prime
are hardly popular during the day; almost all users use the service sometime between
dinner and their bedtime. Network and server capacity suffer from this imbalance;
they are installed to withstand peak traffic, not average.
A challenge for IT is to combine the user experience of on-demand streaming with
a balanced network load; caching can be the tool to break that impasse. The key of
caching is that a server does not wait for a user to make a request for data. Instead the
server tries to anticipate what data will be requested and sends it in advance. Netflix,
for example, could transmit parts of the next episode of your favorite series at night,
assuming that you will continue your viewing habits tomorrow. Imperfect prediction
of the user’s request will increase the overall need for data, but a well designed system
can reduce the average network load during peak hours. This is the trade-off we study.
We model this caching problem in a way that resembles the Gray–Wyner network
[1]. The same model was introduced in a lossless discrete setting before [2] and was
extended to lossy in [3, 4] Also others studied the lossy setting, but took a worst-
case metric [5]. This paper has its focus on Gaussian sources. An effective caching
strategy weighs two parameters: the amount of correlation between the elements of
the database, and the user’s preference for one of them. The case of correlation was
presented before, but not in combination with preference [3].
The end goal is twofold: To obtain a plot of the optimal rate trade-off between
caching and updating, and to understand the coding strategy that achieves it. The
latter question shows the most interesting insight: what is the best caching strategy
relies heavily on knowledge of the user’s preference, but surprisingly also on the size of
the cache. As cache size grows larger, the encoder should care less about correlation
and more about preference.
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(b) The Gray–Wyner network.
Figure 1: Caching is equivalent to the Gray–Wyner network by drawing the update
events for X1 and X2 as two separate links.
2 Problem Statement
2.1 Definitions
We study the network in Figure 1a in the classical length-N block coding sense. We
model caching with a database that does not consist of ‘Netflix series’, but equally
exciting Gaussian random variables. The i.i.d. sequence of vectors Xn is the database,
whereas Xn1 and X
n
2 refer to its ‘files’. X is Gaussian distributed ∼ N (0,ΣX), with
correlation ρ and bothXi having unit variance. The decoder, though, only needs a lossy
description of one of the Xi. Which one is announced in the user’s request, modeled
as side information U that is a simple Bernoulli random variable with p(U = 1) = p.
The first encoder, the cache, has no knowledge of the user’s request and produces
a messages using NRcache bits. The second encoder, the update, learns the request
U = i ∈ {1, 2} and proceeds to code a message using NRu,i bits. The decoder should
be able to combine the cache and update messages to reconstruct Xˆi at the desired
final distortion level Dfinal. A rate-distortion quadruple (Rcache, Ru,1, Ru,2, Dfinal) is said
to be achievable if there exists such encoders and a decoder that for both i = 1, 2
lim sup
N→∞
E(
1
N
N∑
n=1
(
Xi(n)− Xˆi(n)
)2
) ≤ Dfinal
The main question we pose is: What does one need to cache in order to minimize
the update rate that is needed on average? To that end define the average update rate:
Rupdate = pRu,1 + (1− p)Ru,2.
We say (Rcache, Rupdate, Dfinal) is achievable if there is at least one achievable tuple
(Rcache, Ru,1, Ru,2, Dfinal) whose average update rate is exactly Rupdate.
An important tool will be the rate-distortion function for Gaussian sources:
R(D) =
1
2
log
1
D
,
but also the more important joint rate-distortion function of two Gaussians under
individual mean squared error distortion constraints [6]:
R(D1, D2) =
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Figure 2: Visualization of the Gaussian joint rate-distortion function R(D1, D2).
where different combinations (D1, D2) are grouped into subsets of D = [0, 1]× [0, 1]:
D1 = {D1, D2 : (1−D1)(1−D2) ≥ ρ2}, (1)
D2 = {D1, D2 : (1−D1)(1−D2) ≤ ρ2 ≤ min
(
1−D1
1−D2 ,
1−D2
1−D1
)
}, (2)
D3 = Dc1 ∩ Dc2. (3)
Figure 2 makes R(D1, D2) tangible through visualization. The plane of distortion levels
for Xˆ1 and Xˆ2 is cut into different regions in which the rate-distortion function exhibits
different behavior. At each coordinate, there will be a 2× 2 error matrix
D = E[(X− Xˆ)(X− Xˆ)T ]. (4)
In D1 this matrix is diagonal, whereas in D2 it is correlated. D3 is degenerate: the
distortion Di on one Xi is so small (in comparison to the other) that the best strategy
is to only code that Xi. One can then achieve any distortion in D3 on the other
component by an estimator. We call Figure 2b in its entirety the D−plane.
2.2 Caching as an application of the Gray–Wyner Network
From an operational perspective and the existence of codes, there is a complete equiva-
lence with the Gray–Wyner network [1], as depicted in Figure 1b. Namely, even though
only X1 or X2 needs to be transmitted, any code should be capable of doing both as the
user could request either. Comparing Figures 1a and 1b the equivalence is as follows:
R0 ↔ Rcache, R1 ↔ Ru,1, R2 ↔ Ru,2.
The Gray–Wyner network was introduced in [1], but also featured more recently in
an explicit lossy source coding setting similar to ours [7, 8] The region of achievable
rate-distortion tuples on the Gray–Wyner network is the union over joint densities
p(X, V, Xˆ) of all (R0, R1, R2, D1, D2) satisfying
R0 ≥ I(X;V )
Ri ≥ I(Xi; Xˆi|V ) for i = 1, 2
Di ≥ E[dXi(Xi, Xˆi)] for i = 1, 2
for some distortion measure dX(·, ·) (in our case squared error). Hence, by this equiv-
alence one knows which caching strategies are achievable:
Theorem 1. The caching rate-distortion region is the union over all joint densities
p(X, V, Xˆ) of tuples (Rcache, Rupdate, Dfinal) satisfying the following inequalities
Rcache ≥ I(X;V )
Rupdate ≥ pI(X1; Xˆ1|V ) + (1− p)I(X2; Xˆ2|V )
Dfinal ≥ E[dXi(Xi, Xˆi)] for i = 1, 2
The rest of the paper is dedicated to understanding the boundary of this (Rcache, Rupdate)
trade-off, to understand which strategies are not only achievable, but are also good.
2.3 The Gaussian Case
One major difficulty is that the source X being Gaussian does not imply that on the
boundary of the achievable region V and Xˆ are necessarily jointly Gaussian as well.
Whenever it holds that Rcache + Ru,1 + Ru,2 = R(Dfinal, Dfinal), Gaussian auxiliaries
are sufficient for optimality. This requires Rcache to be large. For small Rcache, one
necessarily has Rcache + Ru,1 + Ru,2 > R(Dfinal, Dfinal)
∗. This discussion is, however,
beyond the scope of this paper and we will further restrict ourselves to all variables
being Gaussian. From here onward, we therefore speak of the Gaussian achievable
caching rate-distortion region.
Corollary 1. The boundary of the Gaussian caching rate-distortion region is charac-
terized by
Rcache(d,Dfinal) = min
Dfinal≤D1,D2≤1
R(D1, D2) s.t. D
p
1D
1−p
2 = d. (5)
Defined for d ∈ [Dfinal, 1]; picking d = Dfinal22Rupdate relates the above back to Rupdate.
Proof. To characterize the boundary, we fix one rate and minimize the other like
Rcache(γ) = min Rcache s.t. Rupdate = γ.
For Gaussian random variables, the bounds of Theorem 1 are characterized by:
Rcache =
1
2
log
|ΣX|
|D| , (6)
Rupdate =
p
2
log
D1,1
Dfinal
+
1− p
2
log
D2,2
Dfinal
=
1
2
log
D
p
1,1D
1−p
2,2
Dfinal
. (7)
Any positive semidefinite matrix D that satisfies D  ΣX can be uniquely associated
to a random variable V that is jointly Gaussian with X, and vice versa (see, e.g., [6]).
D is the mean-squared error distortion (as in (4)) after caching, but before the update!
Observe that both rates are completely specified by this D. However, Rupdate only
depends on the diagonal entries. Hence, in the cache one can always pick a matrix D
that is rate-distortion optimal w.r.t. R(D1, D2) and then minimize over just these two
scalar distortions D1 and D2.
As a matter of definition, instead of fixing Rupdate one can equivalently fix D
p
1D
1−p
2
to emphasize that the distortions up to which one caches the sources are truly the
intrinsic variables of this problem: D1, D2 are both the objective and the constraint.
Lastly, D1, D2 ≥ Dfinal ensures that Ru,1 and Ru,2 in (7) are non-negative. In other
words, caching either X1 or X2 beyond the end distortion constraint trivially serves no
purpose; one should then instead cache the other source.
∗for more details on when exactly, please see [7, 4])
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(b) An example of the consequent trade-off be-
tween Rcache and Rupdate.
Figure 3: If p = 1
2
, optimal caching strategies must lie on the diagonal line in the
D−plane. After the blue dot, the best strategy moves from D2 into D1. For illustration
purposes, the left is drawn with ρ = 0.5 and the right with ρ = 0.8.
When we use the term ‘caching strategy’, we refer to a choice of cache distortions
(D1, D2). Such a strategy is said to be optimal if it is the solution to (5) for a particular
value of Rupdate. Rcache(d,Dfinal) is decreasing in d and its extreme ends are the following
Rcache(Dfinal, Dfinal)→ (Rcache, Rupdate) = (R(Dfinal, Dfinal), 0) all cache,
Rcache(1, Dfinal)→ (Rcache, Rupdate) = (0, R(Dfinal)) all update.
3 Caching with either Correlation or Preference
Let us first discuss a few extreme cases. One is obvious: if either p or 1 − p equals 1,
then there is no trade-off; the encoder should always code the desired Xi only. In that
case, one can split the bits of R(Dfinal) over the code phases, or implements successive
refinability of a single Gaussian [9]. Next, we review two other cases:
1. Preference, but no correlation: ρ = 0, but p 6= 1− p.
2. Correlation but no preference: ρ 6= 0, but p = 1− p = 1
2
.
In the first case, caching strategies are greedy:
Theorem 2. If ρ = 0 the optimal caching strategy is to cache only the most popular
Xi until it satisfies the end distortion constraint; then proceed with the other.
Due to space restrictions we omit the whole proof, but it stems from the fact that
X1 ⊥ X2 implies R(D1, D2) = R(D1) +R(D2) and consequently:
Rcache(d,Dfinal) = min
Dfinal≤D1,D2≤1
R(D1) +R(D2) s.t. D
p
1D
1−p
2 = d.
Second, symmetry in the preference probabilities means symmetry in the caching
strategy, as we investigated earlier [3, 4]. An example is plotted in Figure 3.
Theorem 3 (Op ‘t Veld, Gastpar, [3, 4]). When p = 1 − p = 1
2
, the best caching
strategy is to cache X1 and X2 equally:
Rcache(d,Dfinal) = R(d, d).
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(b) A slice of R(D1,D2) that is strictly
convex in (D1,D2) has one unique mini-
mum.
Figure 4: Example of Lemma 1 for p = 2
5
and d = 0.475.
4 Caching with both Correlation and Preference
Consider now any 0 < ρ < 1 and p 6= 1
2
. Above all, it should be clear that if p < 1− p
then a good caching strategy should mostly cache information on X2 and must thus
result in D1 > D2. Let us therefore cut up the D−plane in an upper and lower triangle:
Di,1 = Di ∩ {D1, D2 : D2 ≥ D1} ↔ Di,2 = Di ∩ {D1, D2 : D2 ≤ D1} .
To the best of our knowledge, there is no simple closed-form analytic expression for the
optimal caching strategy (D1, D2) in terms of the parameters ρ, p and d. Numerically,
however, the optimization of Rcache(d,Dfinal) is not hard as we lay out in two steps:
Lemma 1. If Dfinal = 0, then the cache-update trade-off has one unique minimum on
the D−plane, which is the solution to
Rcache(d, 0) = min
D1
R(D1, d
1
1−pD
−
p
1−p
1 ).
Proof. Neglect the constraint involving Dfinal. In (5) one does not evaluate R(D1, D2)
over all (D1, D2) ∈ D, but only along a ‘slice’ defined by the constraint Dp1D1−p2 = d:
D2 = d
1
1−pD
−
p
1−p
1 . (8)
This slice is strictly convex with respect to (D1, D2). The contour lines (or isolines)
of R(D1, D2) are also convex (and continuous!) on the D−plane. More importantly,
though, these contour lines end straight (dD2
dD1
= 0 in D3,2 and dD1dD2 = 0 in D3,1). Con-
sequently, the minimum of R(D1, D2) on a strictly convex curve is where that curve is
tangential with a contour line; it cannot be at a simple crossing.
This tangential part is either a unique point or a (set of) closed interval(s), the
latter if and only if ∃ a contour line that is described by the same curve as (8) on some
interval(s). This happens in D1 when p = 12 , but is not the case for other values of p.
Hence, there can be only one minimum.
An illustration of the ‘slicing’ of Lemma 1 is depicted in Figure 4.
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Figure 5: Progression of optimal strategies and rates as one evaluates Rcache(d,Dfinal)
for different d. Correlation is fixed to be ρ = 1
2
and p = 0.49, 0.45, 0.3 and 0.1.
Theorem 4. Without loss of generality, assume p < 1
2
. Then,
Rcache(d,Dfinal) = R(D¯1, d
1
1−p D¯
−
p
1−p
1 )
where D¯1 = max(Dfinal, D
∗
1) and D
∗
1 is the solution to
d
dD1
(
−1 +D1 + d
1
1−pD
−p
1−p
1 + 2ρ
√
(1−D1)(1− d
1
1−pD
−p
1−p
1 )
)
= 0, (9)
over (D1, d
1
1−pD
−
p
1−p
1 ) ∈ D2,2 .
Proof. First, assume Dfinal plays no restricting role. Then, the minimum of Lemma 1
lies necessarily in D2,2. Namely, it cannot lie in D3,2 since its boundary is strictly supe-
rior. Second, in D1,2 the equipotential lines of R(D1, D2) behave as D1D2 = constant.
Hence, they cannot be tangential to the curve Dp1D
1−p
2 = d, whose derivative is ‘less
steep’ everywhere. That leaves D2,2, where R(D1, D2) is minimized by maximizing
D1D2−
(
ρ−√(1−D1)(1−D2))2 . By restricting (D1, D2) = (D1, d 11−pD− p1−p1 ) ∈ D2,2
first and only then setting this derivative w.r.t. D1 to 0, one finds the optimum.
Finally, should any Di drop to Dfinal, then Rcache(d,Dfinal) is minimized at the
intersection of Di = Dfinal and D
p
1D
1−p
2 = d, since R(D1, D2) is monotonic along that
curve on one side of the aforementioned unconstrained minimum.
5 Simulations and Discussion
We include two plots of the evolution of optimal caching strategies (Figure 5a) and the
resulting trade-off in (Rcache, Rupdate) (Figure 5b). The following points match:
(D1, D2) = (1, 1) ⇔ (Rcache, Rupdate) = (0, R(Dfinal))
(D1, D2) = (Dfinal, Dfinal) ⇔ (Rcache, Rupdate) = (R(Dfinal, Dfinal), 0)
Tracing a curve in Figure 5a from the top-right corner to (Dfinal, Dfinal) corresponds to
tracing Figure 5b from left to right. The differently patterned lines show how strategies
change as p changes. As p moves from 1
2
→ 0, 1 the optimal caching distortion pairs
move from the diagonal (implying the caching of an equal mixture of X1 and X2)
towards the border of D2 and D3 (implying to cache only the most popular Xi).
Corollary 2. The optimal caching strategy depends on the size of the cache.
Every point in D2 is obtained by encoding a single Gaussian random variable that
is a mixture of the two sources [6]: αX1 + βX2 +W , with α, β some constants and
W independent Gaussian noise. Had the optimal caching strategies lain on a straight
line, then α and β would have been constant regardless of Rcache. Since this is not the
case in general, these mixing coefficients change as Rcache changes.
Corollary 3. Caching is not successively refinable unless p ∈ {0, 1
2
, 1} or ρ = 0.
Successive refinability [9] from (D1, D2) to (D
′
1, D
′
2) requires these coordinates to
lie on a straight line originating from (1, 1). Instead, optimal strategies lie on a curve
(unless they are pushed to the border of D2,i which are the exceptions mentioned).
Hence, the encoder cannot spontaneously decide to cache more without losing efficiency.
Corollary 4. For Dfinal → 0 and Rcache → ∞, the optimal strategy would be to only
cache the most popular Xi.
D2 ends in two corners, i.e., (0, 1− ρ2) or (1− ρ2, 0). if Rcache grows very large and
Dfinal plays no restricting role, the optimal caching strategy is necessarily squeezed into
one of these corners. These points are associated to a perfect description of one Xi
and the resulting MSE-estimator of the other. In other words: for very large Rcache the
best caching strategy cares more about the most popular component and less about
the correlation between the two, irrespective of the value of p.
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