A skillful decadal prediction that foretells varying regional climate conditions over seasonal-interannual to multidecadal time scales is of societal significance. However, predictions initialized from the climateobserving system tend to drift away from observed states toward the imperfect model climate because of the model biases arising from imperfect model equations, numeric schemes, and physical parameterizations, as well as the errors in the values of model parameters. Here, a simple coupled model that simulates the fundamental features of the real climate system and a ''twin'' experiment framework are designed to study the impact of initialization and parameter optimization on decadal predictions. One model simulation is treated as ''truth'' and sampled to produce ''observations'' that are assimilated into other simulations to produce observation-estimated states and parameters. The degree to which the model forecasts based on different estimates recover the truth is an assessment of the impact of coupled initial shocks and parameter optimization on climate predictions of interests. The results show that the coupled model initialization through coupled data assimilation in which all coupled model components are coherently adjusted by observations minimizes the initial coupling shocks that reduce the forecast errors on seasonal-interannual time scales. Model parameter optimization with observations effectively mitigates the model bias, thus constraining the model drift in long time-scale predictions. The coupled model state-parameter optimization greatly enhances the model predictability. While valid ''atmospheric'' forecasts are extended 5 times, the decadal predictability of the ''deep ocean'' is almost doubled. The coherence of optimized model parameters and states is critical to improve the long time-scale predictions.
Introduction
Because of the imperfect model structures such as model equations, numeric schemes, and physical parameterizations, as well as the errors in the values of model parameters, a coupled climate model is biased so that the model climate tends to drift away from the real world (Delworth et al. 2006; Collins et al. 2006) . To obtain the initial conditions from which a model prediction can be started with the observed state, the measured data in the climate observing system are assimilated into a coupled model to estimate the historical and present climate states. However, due to the existence of model bias, the climate prediction initialized from the observing system also tends to drift away from the observed states toward the imperfect model climate (Smith et al. 2007 ).
Traditionally, one tries to mitigate the bias in initial conditions through a statistical method (e.g., Dee and Silva 1998; Dee 2005; Cherupin et al. 2005) or only assimilating (restoring) anomalies rather than the full values into a model (Smith et al. 2007; Keenlyside et al. 2008 ). Directly estimating model parameters using observations through expanding the adjustable variables of assimilation to include parameters is another approach to limit model bias (e.g., Anderson 2001; Annan and Hargreaves 2004; Annan et al. 2005; Aksoy et al. 2006a,b; Evensen 2007; Hansen and Penland 2007; Kondrashov et al. 2008; Tong and Xue 2008a,b; Yang and DelSole 2009; DelSole and Yang 2010) . However, without modifying the traditional data assimilation procedure, effective parameter estimation is usually difficult within a coupled data assimilation (CDA) system in which multiple time scale model components are invloved, even though it is theoretically promising. In general, unlike traditional state estimation where the system states are directly adjusted by observations of states, without direct observations and prognostic equations, parameter estimation completely relies on the covariance between a parameter and the model state for projecting the observational information of state variables onto the parameter being estimated. The examination using a simple coupled model found that to establish a signal-dominant state-parameter covariance, the coupled model ensemble is required to be sufficiently constrained by observations that may come from different system components with different time scales, and otherwise the noisy covariance could bring the parameter toward an erroneous value (Zhang et al. 2011 ). This difficulty is relaxed by the proposed assimilation scheme with enhancive parameter correction. In that scheme, the signal-dominant covariance between a parameter and the model state facilitates parameter correction when coupled state estimation reaches a ''quasi equilibrium'' where the uncertainty of model states has been sufficiently constrained by observations and it therefore becomes more controlled by parameter errors. Once the observation-based parameter optimization is facilitated, numerical climate prediction based on a biased coupled model becomes a ''coupled state-parameter optimization problem'' rather than only a ''state initial value problem.'' How much of the model drift in decadal predictions can be constrained by the coupled model state-parameter optimization? A simple pycnocline prediction model that characterizes the seasonal-interannual (SI) to decadal variability of the climate system and a ''twin'' experiment framework are designed to address this question. In the twin experiment framework, one model simulation is treated as ''truth'' and is sampled to produce ''observations,'' and then the synthetic ''observations'' are assimilated into other simulations to produce observation-optimized model states or observation-optimized model states and parameters. The degree to which the model forecasts based on different assimilation results recover the truth is used to assess the impact of different coupled initialization schemes as well as observation-optimized model parameters on climate predictions.
The motivation of this study is mainly to present the impacts of minimized initial coupling shocks in coupled data assimilation on climate predictions with various time scales, and as the whole topic of climate predictability enhancement, they are linked with the impact of coupled model state-parameter optimization. Although some of the preliminary results on the impact of observationoptimized model parameters on decadal prediction from this study have been briefly reported in a letter (Zhang 2011) , here the author still presents the details of the impact of coupled model state-parameter optimization with observations on various time-scale climate predictions. After describing the construction of the simple pycnocline prediction model, section 2 first gives a brief description for the ensemble filter and then presents the design of the twin experiment framework, both of which will be used throughout the paper for state estimation and parameter optimization, as well as the prediction assessment. In the twin experiment framework, an assimilation model is set with a set of erroneous values for all model parameters while the ''truth'' model with a set of ''standard'' parameter values defines the ''true'' solution for the estimation and prediction problem, and the observations are samples of the true solution. Section 3 examines the impact of minimized initial shocks on various time-scale climate predictions using the coupled data assimilation procedure. Section 4 examines the impact of the coupled model state-parameter optimization on long time-scale climate predictions. Conclusions and discussions are given in section 5.
Methodology a. A simple pycnocline prediction model
Because of the complex physical processes and huge computational cost involved, it is not convenient to use a coupled general circulation model (CGCM) to clearly address the impact of coupled model initial shocks and state-parameter optimization on climate predictions. Instead, as the first step of the studies on this research topic, the author constructs a simple decadal prediction model in this section. For the problem that is concerned, this simple decadal prediction model shall share the following fundamental features of a CGCM: 1) the ocean variability is a consequence of the response of the slow ocean to the fast atmosphere, and in return the air-sea interaction can modify the statistical character of the atmosphere; 2) while much slower deep ocean is driven by the upper ocean, as the feedback it also modulates low-frequency variability of the upper ocean so as to impact on the atmosphere through the air-sea interaction; and 3) a perturbation on any parameter of each model component can change the model solution.
The construction starts from the simple coupled model developed in the previous study (Zhang et al. 2011) in which a slowly-varying variable w is coupled with the Lorenz's 3-variable chaotic model (Lorenz 1963) to simulate the interaction of the fast atmosphere with the slow upper ocean:
where an overdot denotes time tendency; x 1 , x 2 , and x 3 are the high-frequency variables of the atmosphere with the original s, k, and b parameters and their standard values 9.95, 28, and 8 /3, which sustain the chaotic nature of the atmosphere. For w, except for a forcing term from the atmosphere (c 2 x 2 ), the simplest slab ocean only consists of a linear damping term 2O d w and an imposed external forcing. An important feature of w is that it must have a much slower time scale than the atmosphere, which can be obtained by requiring a much larger heat capacity than the damping rate, that is, O m O d . For example, the values of (10, 1) for (O m , O d ) define the oceanic time scale as ;O(10), 10 times of the atmospheric time scale ;O(1). Also simply setting the external forcing as S m 1 S s cos(2pt/S pd ) simulates the constant and seasonal forcings for the ''climate'' system so that the ''ocean'' is recharged when it is damped, where S pd defines the period of seasonal cycle. The S pd is chosen as 10 so that the period of the forcing is comparable with the oceanic time scale, defining the time scale of the model seasonal cycle. The parameters S m and S s define the magnitudes of the annual mean and seasonal cycle of the forcings, which are not sensitive to the model construction and set as 10 and 1, respectively. The coupling between the fast atmosphere and slow ocean is realized by choosing the values of the coupling coefficients c 1 and c 2 , with c 1 representing the oceanic forcing on the atmosphere, and c 2 representing the atmospheric forcing on the ocean. Here, the multiplicative way of ocean to force the atmosphere allows the coupling forcing to produce some modulation for the atmospheric attractor, and for simplicity, only one oceanic forcing as a multiplicative forcing is kept in the x 2 equation. Experiments show that the coupled system is robust with respect to c 2 but becomes unstable when c 1 is much larger than 0.1, so c 1 and c 2 are set as 0. , 1, 1, 10, 10, 1, 10) was used to simulate the fundamental character of the coupled climate system in tropics. Forced by the fluxes of the ''chaotic'' atmosphere, the slow ocean w generates its internal ''seasonal-interannual'' variability with a 10-times larger time scale than that of the atmospheric variables x 1,2,3 [usually about 1 nondimensional time unit (TU)]. Moreover, the forcing from the ocean to the atmosphere alters the centers of the lobe of the atmospheric attractor.
The other important component of the simple decadal prediction model is a simple pycnocline predictive model derived from the two-term balance model of the zonal-time mean pycnocline (Gnanadesikan 1999 ). Gnanadesikan described how the low-latitude upwelling heat flux (T u D) balances the net transport of the Northern Hemisphere (NH) sinking minus the northward Ekman flux in the Southern Ocean (SO) [(T n 2 T s )D], to maintain the zonal-time mean pycnocline depth D (illustrated by the black background in Fig. 1) . Fluctuations of the pycnocline depth (h) occur when the low-latitude upwelling cannot be completely compensated by the net transport between the NH sinking and the SO Ekman flux (denoted by red symbols in Fig. 1 ). Assuming that the leading-order time tendency of the anomalous pycnocline (›h/›t) is a linear response to the residual between T u h and (T n 2 T s )h, the linear prediction equation of h is G›h/›t 5 T u h 2 (T n 2 T s )h, where G is a constant of proportionality. Here, T u h can be approximated by the total vertical diffusion in the low-latitude box (Gnanadesikan 1999) , which can also be assumed as a linear term of the slab ocean variable w, that is, cw, and (T n 2 T s )h can be simplified as rh, with c and r being a simple constant of proportionality. The basic linear equation that conceptually describes the time evolution of the deep ocean Fig(s) . 1 live 4/C pycnocline becomes G›h/›t 5 cw 2 rh. The term 2rh also represents the damping mechanism, and for this simple system, only accounting for the ocean's viscosity, we set r 5 O d where O d is the damping coefficient of the slab ocean variable w. The ratio of G and O d determines the time scale of variations of h, for example, a value of 100 for G defining 10 ''seasonal'' cycles of w (a model decade) as the typical time scale of h variability. To simulate the effects of the nonlinear advection in the upper and deep oceans, the nonlinear terms are introduced into w and h equations. Finally, the conceptual pycnocline prediction model takes the form as
which includes 5 model variables (x 1 , x 2, and x 3 for the atmosphere, w for the slab ocean, and h for the deep ocean pycnocline) and 5 new parameters. For the equation of w, c 3 and c 4 represent the linear forcing of the deep ocean and the nonlinear interaction of the upper and deep oceans, and we set their magnitude order smaller than that of c 2 [note c 2 ; O(1)] to retain the leading-order role of the atmosphere-ocean coupling for the slab ocean. For h, we set c 5 ; O(1) to retain the leading-order role of the linear response of the deep ocean to the upper ocean. Also assuming that the nonlinearity of the deep ocean is weaker than that of the upper ocean, the order of c 6 is set smaller than that of c 4 . Given these constraints, experiments show that the model construction is robust and not quite sensitive to the values of these coefficients, and we choose c 3 and c 4 ; O( 10 22 ) and c 6 ; O( 10 23 ). Using a leapfrog time differencing scheme (Dt 5 0.01) with a Robert-Asselin time filter (Robert 1969; Asselin 1972 ) (denote the time filtering coefficient as g 5 0.25), the model is first spun up for 10 4 TUs starting from (x 1 , x 2 , x 3 , w, h) 5 (0, 1, 0, 0, 0) with the values of 16 model pa- (2)] (black for w and red for h) and (b) with the interaction of atmosphere and ocean but only the linear interaction of h to w (i.e., setting c 4 5 c 6 5 0) (black-dashed for w and black-solid for h) or only the nonlinear interaction of w and h (i.e., setting c 3 5 0) (red-dashed for w and red-solid for h) remaining. The section of 600-700 TUs of (a) is zoomed out to show the damped oscillations of h compared to the w's when the ocean does not have the stochastic atmospheric forcings.
Fig(s). 2 live 4/C
by S pd , and the deep ocean h is a damped oscillation based on the input of w. With the atmospheric forcings, the model then is run only with the linear interaction of w and h (i.e., setting c 4 5 c 6 5 0) or only with the nonlinear interaction of w and h (i.e., setting c 3 5 0), and results are shown in Fig. 2b . From Fig. 2b , it is clear that the linear terms in the w and h equations respond to the atmospheric forcings to create interannual to decadal scale oscillations for the deep ocean, while the nonlinear terms tend to modulate longer time scale variability.
An interesting aspect of the model is the influence of the h-w interaction on the upper ocean and atmosphere.
Figs. 3 and 4 show the variability of the ocean and atmosphere with or without the feedback of h on the upper ocean by setting c 3 and c 4 as 10 22 or 0 ( Fig. 3 ) as well as the corresponding power spectrum (Fig. 4) . It is clear that the feedback of h to w helps transfer the energy of deep ocean from the subdecadal scales to decadal and interdecadal scales. The model variability shows that the upper ocean includes high-frequency and low-frequency variability, and the upper ocean can be transient by the more slowly varying deep ocean so that the deep ocean has an impact on the atmosphere attractor through the airsea interaction. Namely, the simple model simulates the fundamental features of the real world climate systemthe upper ocean interacts with the transient atmospheric attractor above and the deep ocean below-the decadal and longer time scale variability of deep ocean has the impact on the transient atmospheric attractor through the feedbacks of the upper ocean to the atmosphere. (1)-(5) of Zhang et al. 2007 ], the filtering process can be expressed as a linear regression equation:
where Dy o k,i is the observational increment at the kth observational location for the ith ensemble member, c(Dz k, and s k is the standard deviation of the model ensemble at location k. the quantity Dz j,i is the adjustment amount for the jth model variable or parameter of the ith ensemble member.
The application of Eq. (3) to the state variables (replacing z j by the state vector x j with j as the index of model state variables) of a coupled model when reliable observations are available implements CDA for state estimation in a straightforward manner (Zhang et al. 2007 ). However, effective parameter estimation is usually difficult before the uncertainty of model states in CDA has been sufficiently constrained by observations. To have an enhancive parameter correction with observational information, the application of Eq. (3) for coupled parameter estimation (replacing z j by the parameter ensemble vector b l with l as the index of model parameters) has to be delayed until the state estimation reaches a quasi-equilibrium, where the errors of model states become mainly contributed from model parameter errors. With the modified data assimilation scheme, coupled data assimilation with parameter optimization (CDA PO ) is facilitated using the covariance between a parameter and the model state when the state estimation of CDA reaches quasi equilibrium. More discussion about the application of the CDA PO scheme to the simple pycnocline prediction model developed in section 2a will be given in section 4, where the impact of observation-optimized parameters on decadal-scale climate predictions is addressed through twin experiments described below.
c. Twin experiment setup
The decadal prediction model with the standard parameter values described in section 2a produces the true solution for the assimilation-prediction problem, called truth. The observations are samples of the truth model states after the spinup of 10 4 TUs. A random noise is superimposed on the values of x 1,2,3 and w at an interval of 0.1 and 0.4 TU, respectively. The observational frequency simulates the feature of the real climate observing system in which the atmospheric observations are available more frequently (subdaily) than the oceanic observations (roughly-daily). Also, to simulate the lack of deep ocean measurements in the real observing system, no observation is available for h. The standard deviation of observational errors is 2 for x 1,2,3 and 0.5 for w. A biased assimilation-prediction model in which all parameters are set to have a 10% overestimated error from their standard values is used to assimilate the observations into the model and predict the truth by traditional CDA or CDA PO schemes. As the truth model does, starting FIG. 5 . Time series of the ensemble mean (solid) and the first five ensemble members (dashed) of (a) x 2 , (b) w, and (c) h produced by the free model ensemble control (CTL) (green) of the assimilation model in which all 16 parameters have been overestimated by 10% from the standard values that are used to produce the truth (black), and the coupled data assimilation (red) by incorporating the atmospheric and oceanic observations (see section 2c) into the coupled model. Fig(s) . 5 live 4/C from the initial conditions (0, 1, 0, 0, 0), the assimilation model is also spun up for 10 4 TUs, which shows entirely different variability (green lines in Fig. 5 ) from the truth (black lines in Fig. 5) . A Gaussian white noise with the same standard deviation as observational errors is added on the model state at the end of spinup to form the ensemble initial conditions from which the ensemble filtering data assimilation starts.
The synthetic observations produced by the truth model are assimilated into the assimilation model by the ensemble filter described in section 2b through CDA to estimate model states only or CDA PO to optimize both model states and parameters. The ensemble size is chosen as 20 from a series of sensitivity tests based on the tradeoff between the cost and assimilation quality (Zhang and Anderson 2003) and consistent with the leapfrog time differencing, a two-time-level adjustment scheme (Zhang et al. 2004 ) is employed in all data assimilation experiments in this study. The degree to which the predictions initialized from the CDA-estimated model states or CDA PO -optimized model states and parameters recover the truth is an assessment of the impact of the coupled model state-parameter optimization on the predictions of interests. In this twin experiment framework, all estimated and forecasted fields are verified with the truth and the error statistics as the anomaly correlation coefficient (ACC) and the root-mean-square (RMS) error are used to measure the skills of assimilation and prediction. Beside the truth model simulation, a free model control simulation (without any observational constraint), in which the assimilation model starts from the assimilation initial conditions described above, is conducted (briefly denoted as CTL) to establish a reference for evaluation of data assimilation effects. Therefore in this study, there are two model simulations, two data assimilation experiments, and a series of forecast experiments (totally eight), which are used to detect the impacts of coupled model initial shocks and state-parameter optimization with observations, for which the detailed description is summarized in Table 1 .
Impact of minimized initial shocks on ensemble climate predictions through coupled data assimilation
To assess the influences of initial shocks on climate predictions using different coupled initialization schemes, we first conduct the fully coupled data assimilation to produce the time series of observation-estimated states of the coupled model. The CDA simultaneously incorporates the ''atmospheric observations'' (every 0.1 TU) and ''oceanic observations'' (every 0.4 TU) into the coupled model ensemble. Similar to the CGCM cases (e.g., Zhang et al. 2007 Zhang et al. , 2009 Zhang and Rosati 2010) , considering entirely different time scales between the deep ocean and the atmosphere, we limit the impact of the atmospheric observations only on the atmosphere (x 1,2,3 ) and the upper ocean (w) while the oceanic observations (w) impact all variables of the atmosphere and ocean. Although an adaptive inflation algorithm (Anderson 2007) Model forecast initialized from CDA '' Taken from CDA is available for a sophisticated system, for this simple system, a best-tuned inflation coefficient of 1.12 is applied to the prior ensemble of the atmosphere and upperocean variables. The CDA reconstructs the truth variability of the atmosphere and ocean mostly as shown in Fig. 5 , quantified by the high ACC values (0.8 for the atmosphere and 0.89 for the ocean) and the significantly reduced RMS errors (by 47% for the atmosphere'' and by 63% for the ocean) compared to the free model control without initialization (CTL) ( Table 2 ). The results here show that different from a filter with an unbiased assimilation model where the assimilation error can be expected smaller than the observational error by tuning the filtering inflation, a filter with a biased coupled model in which some component with large time-scale variability lacks observations may not well converge by tuning the filtering inflation. Section 4 will show that under this circumstance, while the model states are constrained by observations, properly optimizing the model parameters using observations is particularly important to make the filter convergent. Next, we use the notation F with a subscript that represents the oceanic initial conditions and a superscript for atmospheric initial conditions, so that F Ocn(Truth) ), the model ensemble is initialized from the perfect atmosphere (ocean) taken from the truth combined with the CTL oceanic (atmospheric) ensemble as shown by the dashed-green lines in Fig. 5 . Another forecast experiment in which both the atmosphere and the ocean are initialized from the CTL ensemble coupled states, called F
Atm(CTL)
Ocn(CTL) , is used as a reference to establish the value of the initialization for the coupled model prediction. The detailed description of all the forecast experiments performed in this study can be found in Table 1 (Figs. 6a,c and Figs. 7a,c) , an inconsistency exists between x 2 and w in the initial conditions of Ocn(Truth) case is shown). While the imbalance caused by the inconsistency produces a zig-zag variation for the w (Figs. 7b,d) , due to the strong internal variability of the atmosphere, the computational variability of the atmosphere caused by the imbalance is formed very rapidly (Figs. 6b,d) . Specifically, in this simple system, the computational oscillations of x 2 caused by the imbalance between the atmospheric and oceanic initial conditions increase the ''noises'' of the ''atmospheric'' forcings to w. These increased errors on the ''atmospheric'' fluxes to the ''ocean'' produce a larger decreasing rate of the forecast ACC of w with the forecast lead times in F Atm(CTL) Ocn(Truth) than in F Atm(CDA) Ocn(CDA) (Fig. 8) , resulting lesser forecast skills of F
Ocn(Truth) after 1.5-TU forecasts even though it starts from the perfect oceanic initial conditions.
It is worth mentioning that due to the marginal impact of the upper ocean on the deep ocean in this simple model (as shown in Fig. 3a) , the initial shocks induced by the imbalance between x 2 and w in the initial conditions of F
Atm(Truth)
Ocn(CTL) and F
Atm(CTL)
Ocn(Truth) do not explicitly influence on the forecast skills of the deep ocean adversely.
Impact of the coupled model state-parameter optimization on climate predictions
The results of section 3 show that when a filter is applied to a biased coupled model in which some component with large time-scale variability lacks observations, it is difficult to make the filter convergent through tuning the filtering inflation. In this section, the author will show that under such a circumstance, properly optimizing model parameters using observations is an effective approach to enhance the accuracy of state estimation and improve model predictions.
a. Model sensitivities on parameters
The sensitivity study of a model on parameters is an important step to understand the role of each parameter in the model and implement parameter estimation (e.g., Tong and Xue 2008a,b) . In particular, the sensitivity of a model to a parameter is a key to determine the inflation of the prior ensemble of the parameter, which is an indispensable part of ensemble-based parameter estimation (e.g., Annan and Hargreaves 2004; Annan et al. 2005;  Aksoy et al. 2006ab; Evensen 2007) . Here, the model sensitivity to each parameter is assessed by examining the temporal evolution of the ensemble standard deviation of model states when the examined parameter is perturbed with a Gaussian white noise on its default value at the initial time. To do so, the model ensemble is iteratively integrated for each parameter that is perturbed by the Gaussian random noise with the default Ocn(Truth) are initialized from the CTL atmospheric ensemble combined with the perfect oceanic states taken from the truth. Fig. 6 , but for w.
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Z H A N G value (described in section 2c) as the mean and 5% of the default value as the standard deviation. The model ensemble for each parameter is integrated for 2000 TUs starting from the intial conditions created by the spinup described in section 2c.
Generally, while the model shows an almost instant sensitivity to the atmospheric parameters (within a TU) and a slow response on the perturbation of oceanic parameters (2-10 TUs), the ensemble spreads of the atmospheric variables and the upper-ocean variable w do not show a significant difference for different parameters after 10 TUs of model integrations. Interestingly the deep ocean variable h shows different sensitivities to parameters. We will use the h sensitivities to implement parameter optimization to target the ''decadal'' variability of this model. As examples, the time series of the standard deviations of the ensemble of h for the cases that s, O d , S m , and c 5 are perturbed by the Gaussian noise are shown in Fig. 9a . The averaged h spread with respect to each parameter (referred as s l for the lth parameter) over 500-1000 TUs are shown in Fig. 9b as the measurement of the model sensitivity with respect to each parameter, which will be used to determine the inflation coefficient when parameters are adjusted by observations in section 4b. The most sensitive parameter is the damping coefficient O d , which suggests that the viscosity and mixing coefficients of the ocean in a CGCM probably is the first candidate for parameter optimization. The second sensitive parameters are S m and c 5 and the rest of 13 parameters stay in a similar level (Fig. 9b) . The knowledge of the model sensitivities with respect to these model parameters will be used to determine the inflation amplitude of the prior ensemble of each parameter when the parameter is adjusted by observations in the next section.
b. Optimization of model parameters
First, the time series of the normalized RMS of ensemble analysis increments by the model ensemble spread and the model climatological standard deviation is used to determine the time scale of the model ensemble in CDA being sufficiently constrained (Zhang et al. 2011) . That is around 20 TUs in this simple model system, meaning that the process of CDA PO is activated after the CDA has gone through 200 steps of atmospheric assimilations (with 0.1 TU observational frequency) and 50 steps of oceanic assimilations (with 0.4 TU observational frequency). At each step of CDA PO (with the 0.1 TU interval) while all the coupled states are adjusted by the atmospheric and oceanic observations, all 16 parameters are also adjusted by the observations. The inflation scheme of the prior parameter ensemble in CDA PO is described as the following.
Usually, the inflation amplitude of a parameter ensemble is inversely proportional to the model sensitivity with respect to the parameter being estimated. So the inflation coefficient a l inb l 5 b l 1 a l (b l 2 b l ) can be set as a l 5 [1 1 (a 0 s l,0 )/s l ] where b l represents the prior ensemble of the lth parameter, b l is its mean, andb l is the inflated version. Then, a few trial-and-error tests find . This means that the prior ensemble of a parameter is enlarged to 10 23 /s l times of its initially guessed standard deviation s l,0 if the prior ensemble spread is smaller than this amount.
The errors of the ensemble means of typical atmospheric and oceanic state variables and all parameters varying with the times of CDA PO are shown in Figs. 10 and 11, respectively, in which the parameters are grouped according to their relative amplitudes of varying in different panels in Fig. 11 . Figure 10 clearly shows that the CDA PO process adjusts both model states and parameters efficiently and constrains model uncertainties more dramatically than the CDA, evidenced by the diminishingly smaller oceanic errors and atmospheric errors compared to the CDA errors (reduced by 85%, see also Table 2 ).
Because of the compensative effect among all parameters and state variables in an ensemble filter (Yang and DelSole 2009) , the optimization of parametersexpressed as a multivariate regression process of observational increments as formulated as Eq. (3)-does not however necessarily mean that each parameter converges to its truth. In fact, the solution of parameter optimization is a synthetic product of available observations, model sensitivities with respect to parameters as well as other model bias sources except for erroneously set parameters. In this case, although only the erroneous model parameters serve as the only source of model bias, due to different availability of atmospheric and oceanic observations and the dependence of the parameter optimization on the deep ocean sensitivity, the subset of parameters has a different behavior in the optimization. For example, four atmospheric parameters, s, b (Fig. 11a) , k (Fig. 11b) , and c 1 (Fig. 11c) converge to their truth values very quickly while not all 12 oceanic parameters do so. It turns out that while the initial errors of eight oceanic parameters O m , S m , S pd (Fig. 11a) , G (Fig. 11b) , c 3 , c 4 , c 6 (Fig. 11c) , and g (Fig. 11d) are greatly reduced through the optimization, the errors of the other four oceanic parameters S s , O d , c 2 , and c 5 are not significantly reduced, some of them being even increased (S s , for instance).
c. Impact of optimized model parameters on climate predictions
In this section, to assess the role of optimizing model parameters using observations for long time-scale predictions, four new forecast experiments (see Table 1 ) are conducted. In particular, to represent the different combination of model initial conditions and parameters, here an F with a subscript that indicates the initial conditions Ocn(CDA) is a forecast experiment using CDA-produced coupled initial conditions without parameter optimization (its forecast ACC has been analyzed in section 3). The averaged ACCs and RMS errors of typical ''weather'' forecasts (x 1 in 2 TUs, for instance), SI (w in 5-15 TUs), and decadal (h in 50-150 TUs) predictions are shown in Fig. 13 .
Compared to the traditional initialization scheme that only uses CDA to estimate model states (F Atm(CDA) Ocn (CDA) dotted-black), the new initialization scheme using CDA to estimate both model states and parameters (F ICs(CDA PO ) P(CDA PO ) , red) greatly enhances the predictability of both the atmosphere and the ocean, evidenced by a much higher-lower ACC-RMS error throughout the potential predictable period. If an ad hoc value of 0.6 ACC is used to characterize the time scale of a valid forecast/prediction (Hollingsworth et al. 1980) , CDA PO extends a valid forecast of the atmosphere by more than 5 times, (beyond 1.5 TUs from a quarter of TU). The valid prediction for the upper ocean is extended by 2 times, from a quarter of year to two thirds of year, while the predictability of the deep ocean is almost doubled, from a half decade to nearly one decade. The different amplitude of predictability enhancement produced by CDA PO for the atmosphere and the ocean is probably associated with the different roles of initial conditions and model parameters in atmospheric and oceanic predictions. The skills of both weather forecasts and climate predictions of F P(CDA PO ) ICs(CDA) (brown in Fig. 13 ) are better than the F Atm(CDA) Ocn(CDA) (black in Fig. 13 ), suggesting that as the accuracy of initial conditions is lower, the forecast/ prediction of a coupled model is not sensitive to the accuracy of model parameters. Except for the ''weather'' forecast ( see Figs. 13a,d Figs. 13b,c,e,f) . These comparisons address that, while initial conditions have stronger impacts on the ''atmospheric'' prediction, the coherence of optimized model parameters and initialized model states is critical to improve the long time-scale predictions. 
Conclusions and discussions
The erroneous values of parameters in a coupled model are a source of model bias that causes a climate prediction to drift away from the observed states (Smith et al. 2007) . With the data assimilation scheme with enhancive parameter correction (Zhang et al. 2011 ), a simple pycnocline prediction model and a biased ''twin'' experiment framework are designed to study the impacts of observation-optimized coupled model states and parameters on various time scale climate predictions.
The simple pycnocline prediction model is based on Gnanadesikan's 2-term balance model that describes the zonal-time mean of pycnocline depth (Gnanadesikan 1999) . The time tendency of the decadal anomalous pycnocline depth is derived as the residual of the low-latitude upwelling and the difference of the Northern Hemisphere sinking and the northward Ekman transport in the Southern Ocean, which is coupled with the upperocean variability. The coupling of the upper ocean and the atmosphere is represented by the four-variable conceptual coupled model in the previous study including the three Lorenz ''chaotic'' ''atmospheric'' variables and a slowly-varying ''oceanic'' variable representing ''upperocean'' variability. The simple model simulates a fundamental feature of a CGCM in which long time-scale variability of the deep ocean is driven by the upper ocean that is coupled with chaotic weather events. In the biased twin experiment, the assimilation model is set with a set of erroneous values for all model parameters while a ''truth'' model uses a set of standard parameter values. The ''observations'' are produced by sampling the truth using an ''observing system'' that simulates certain basic Fig(s) . 12 live 4/C features of the atmospheric and oceanic measurements in the real climate observing system. Then the synthetic atmospheric and oceanic observations are assimilated into the assimilation model to recover the truth, producing initial conditions and observation-optimized model parameters from which the model is initialized to predict the truth. The degree to which the predictions initialized from the estimated coupled model states from the traditional coupled data assimilation (e.g., Zhang et al. 2007) or the observation-optimized model states and parameters recover the truth is used to assess the impacts of the traditional coupled data assimilation and the coupled model state-parameter optimization scheme on the climate predictions of interests.
While the coupled model initialization through coupled data assimilation in which all coupled model components are coherently adjusted by observations minimizes the initial coupling shocks that reduce the forecast errors on seasonal-interannual time scales, the new initialization scheme that uses observations to optimize both coupled model states and parameters greatly enhances the predictability of the model on all time scales. For example, while the valid forecasts of the atmosphere are extended by more than 5 times, the predictability of the deep ocean is almost doubled. In addition, while the improved initial conditions from the new scheme have stronger impacts on the atmospheric forecasts, the coherence of optimized model parameters and initialized model states is critical to improve the long time-scale predictions.
Although the coupled state-parameter optimization using observations has shown great promise with the simple pycnocline prediction model, serious challenges exist when it is applied to CGCMs to improve decadal predictions. First, in this simple model study, the errors of model parameters are the only source of model bias. In a CGCM, the misfittings from complex physical processes and dynamical core introduce multiple sources for model bias. The performance of the coupled stateparameter optimization scheme at the presence of multiple model biases needs to be examined further. Second, successful parameter optimization requires the good representation of an observing system and relies on the accuracy of estimated states. We may allow a parameter that traditionally takes a globally uniform value to vary geographically to reflect the geographical dependence of model sensitivity and observational availability. Given numerous parameters in a CGCM and the importance of model sensitivity knowledge in parameter optimization (Tong and Xue 2008a) , a thorough sensitivity study of a CGCM with respect to its all parameters is a key but challenging first step. We may first start with Fig(s) . 13 live 4/C a few important (sensitive) parameters, which would have to be defined based on the modeler's knowledge about physical parameterizations. Theoretically, including parameters into assimilation control variables increases the freedom of an assimilation system so that the misfittings of climate modeling can be more efficiently constrained by observations thus reducing model biases. Once certain parameters that are sensitive for the processes of decadal variability [e.g. the North Atlantic overturning (Delworth et al. 1993 ) and the Pacific Rossby waves associated with the Pacific decadal oscillations (Schneider and Cornuelle 2005) ] are identified and optimized, the improvement of decadal climate predictions through optimizing parameters of the CGCM holds promises.
