Abstract -This paper is concerned with the derivation of new generalized heavy gas models for the infinite medium neutron energy spectrum equation. Our approach is general and can be used to derive improved Fokker-Planck approximations for other types of kinetic equations. In this paper we obtain two distinct heavy gas models, together with estimates for the corresponding errors. The models are shown in a special case to reduce to modified heavy gas models proposed earlier by Corngold (1962) . The error estimates show that both of the new models should be more accurate than Corngold's modified heavy gas model, and that the first of the two new models should generally be more accurate than the second.
I. INTRODUCTION AND HISTORICAL REVIEW
It has been many years since the heavy gas model of neutron thermalization was developed by Wilkins (1944) . The purpose of Wilkins' work was to reduce an integral equation, with a complicated kernel, to a relatively simple second order differential ("heavy gas" or "Fokker-Planck") equation which would be amenable to analytical or rapid numerical solution. The purpose of this paper is to take a fresh look at this subject and show theoretically that many of the results which have been obtained since Wilkins' work can be generalized to more accurate models. Our method is very general and can be applied to Fokker-Planck approximations for other kinetic equations. However, before presenting our analysis, it will be useful to review some of the earlier results.
Apart from improved methods of derivation (Hurwitz, Nelkin and Habetler, 1956 ) the Wilkins heavy gas model remained unchanged for some years. The model does, however, suffer from a severe physical limitation, namely it is restricted to the description of neutron thermalization in moderators where chemical binding is unimportant, as well as to situations where A >> 1. Some attempts have been made to extend its use, artificially, to describe binding effects by introducing an effective mass. Because binding generally has the effect of reducing the energy transfer between neutron and nucleus, the association of an effective nuclear mass, larger than the true mass, has the desired effect. Rigorous methods for defining the effective mass were developed by Sachs and Teller (1941) . Such methods are useful for purely thermal problems, but they have the disadvantage of not leading to the correct slowing down spectrum when the neutron energy is very much greater than kT: this is because in the slowing down region the mass must be the true mass and not the effective one. Some attempts to correct for this problem by the introduction of an energy dependent effective mass were not very successful because the resulting scattering kernel no longer satisfied detailed balance.
The difficulties mentioned above led, in the 1960's, to a considerable effort to extend the heavy gas model in a consistent fashion. To understand how this development took place, it is useful to examine the structure of the classical heavy gas model as developed by Wilkins and in another manner by Hurwitz et al (1956) . The thermalization operator 
LOp(E) = I:[~,s(E" ---) E)~(E') -Xs(E ---) E')¢(E)]dE"

E E/kT M(E)= (-~e-
It is a requirement, from the detailed balance relation
,Ss(E" ---) E)M(E') = Zs(E ---> E')M(E)
, (1.4) that LM(E) = 0, and we see that Eq. (1.3) satisfies this condition. We also note that an equally valid form for L, as far as detailed balance is concerned, is
In this equation, f(E) is an arbitrary function that can be chosen so that some integral property of L is preserved, or so that ~ satisfies an exact solution of some specific thermalization problem. This approach was followed by Schaefer and Allsop (1962) , who obtained asymptotic representations off(E) for E > kT by ensuring a fit with Corngold's asymptotic analysis of the slowing down problem (Corngold, 1960) . Later work by Pitcher (1963) , who used an experimentally determined thermal spectrum to unfold f(E), should also be mentioned. This type of approach was useful because it gave some indication of the degree of deviation of the heavy gas model from the exact results. Indeed, f(E) was seen to vary significantly with energy in the region E < kT. Even so, these methods are limited in the sense thatf(E) is problem dependent and is therefore only valid in a restricted sense. A more rigorous and consistent approach to the approximate representation of the integral thermalization operator L by a second order differential operator was presented by Corngold (1962) . Corngold noted that L satisfies the conditions
where ¢(E) is any function. If the true scattering operator L is to be replaced by a secondorder differential operator R,
then the condition (1.6) requires s(E)= 0. Thus,
and now condition (1.7) is satisfied if 
(1.14)
However, the two results (1.12) and (1.14) are not both consistent with Eq. (1.9).
Corngold recommends dropping Eq. (1.14), using Eq. (1.12) to define r(E), and then using Eq. (1.9) to determine p(E). This yields
Introducing Eq. (1.11) into this result and using the fact that, by detailed balance,
Eqs. (1.8) and (1.9) now combine to give
Corngold's alternative (not recommended) diffusion coefficient, derived using Eq. (1.14) rather than Eq. (1.12), is given by
p( E)M ( E) = 2M ( E) Io,Y,s( E --) E')( E" -E)2 dE"
In this .paper, we derive two new generalized heavy gas models for the neutron spectrum equation
Z,A(E) 0 (E) = Ldp (E) + Q(E)
, (1.18) where the scattering operator L is defined by Eq. (1.1). Our main assumption is that the differential scattering cross section is sharply peaked near E' = E, and hence
oZs(E ' E)IE'-E["+ldE" << foZs(E" E)IE'-EI"dE" ,
(1.19)
for n = 0, 1, 2. This assumption allows us to introduce an ordering of and justify the deletion of certain terms. We do not require integral conditions, such as Eq. (1.10) or Eq.
(1.13), to hold. Nevertheless, our results generalize much of the earlier work cited above.
In particular, we require knowledge of a function g)(E) which reasonably well approximates the solution ME) of Eq. (1.18), and we obtain a result of the form (1.16) in which p(E) depends on q~(E). Thus, our solution depends on the particular problem to be solved, as in the cited work of Schaefer and Allsop (1962), and Potter (1960) . However, if we take tP(E) = M(E), then we show that our results identically reduce to those of Corngold (1962) . This shows that if O(E) = M(E) for all E, then Corngold's hypothesized condition (1.10) in fact follows from our analysis.
Our analysis also provides an estimate of the error involved in the generalized heavy gas approximation. This estimate shows that our new methods should be more accurate than the conventional heavy gas models, at least for certain types of problems, and for large energies. However, we emphasize that the work presented here is analytic in nature and has not yet been tested computationaUy.
It might be argued that the construction of Fokker-Planck approximations to integral operators, as is done in this paper, is unnecessary because of modern computing power. However, there are advantages to be gained by this construction. First, it highlights the physical parameters to which the problem is most sensitive and therefore gives guidance about where to concentrate numerical effort. Second, there are many problems where, after the inclusion of space and time variables, the computing effort required becomes formidable and expensive. This is especially true of other fields of transport theory involving gamma rays, electrons, or photons. For example, the Compton Scattering of photons is commonly approximated by a differential Fokker-Planck operator in computational algorithms (Pomraning, 1973 , Cooper, 1971 , Larsen et. al., 1985 . The analysis in this paper is also applicable to this problem. Thus, the derivation of improved differential or Fokker-Planck approximations is worthwhile and will remain so, regardless of advances in computational hardware.
We also note that the reduction of an integral equation to a differential one has its roots in the theory of Markov processes. If the transition probabilities from one state to another have n-th moments that are o(en), where e is some small quantity, say At (the transition time), then the Master equation can be reduced to a second order differential equation. Examples of such a procedure can be found in chemical reactions, where the second order differential equation is actually a three point difference equation, and also in the Rayleigh and Lorentz gases (the neutron gas is a Lorentz gas). (Oppenheim et. al., 1977) .
A summary of the remainder of this paper follows. In Sec. II we derive method A, a generalized heavy gas model of the form (1.16) with a diffusion coefficient which generalizes Eq. (1.15). In Sec. III we derive method B, a generalized heavy gas model of the form (1.16) with a diffusion coefficient which generalizes Eq. (1.17). In Sec. IV we compare the two methods and argue that method A should be generally superior to method B. (Corngold argued the same thing for his two models, to which methods A and B reduce.) We conclude with a brief discussion in Sec. V.
II. DERWATION OF METHOD A
In what follows, we let ~(E) denote the solution of the neutron spectrum equation (1.18). We also require there to exist a function ~l~(E) such that the functions 
This figure shows that E" = E" in the domain of integration only at the point E" = E' = E.
This is the point at which the differential scattering cross section in Eq. (2.4) attains its maximum value.
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Fig. 1: Domain of Integration in Eq. (2.4).
Now, using Eq. (2.1), we can write for E' = E and E"= E
e#(E')= ~(E')[ v(E)+(E'-E)v'(E)+I (E'-E)2~"(E)+ ... ]
(2.6a)
O(E")= ~(E")[ ~(E)+ (E"-E)v'(E)+I (E"-E)2;g"(E)+... ]
(2.6b)
Introdoe-ing these expressions into Eq. (2.4), we obtain
q(E) -v(E)Fo(E ) + v'(E)FI(E) + ~"(E)F2(E ) +... ? at
_ rp(E) t~(E) + ¢(E)
(2.7)
where
Fn(E ) =_ 1~, [E [Xs(E, --> E")r~(E')(E'-E) n t2! E =EaE"=Ot -~,s(E" ~ E')~(E")(E"-E)n]dE" dE" (2.8)
It should be noted that, from Eq. (1.19), the functions F n will decrease in magnitude with increasing n. Therefore, because Igand its derivatives are O(1), the dots in Eq. (2.7) refer to terms that a~ strictly of order Fa. 
It is given that L satisfies ~t. (1.7). Thus, Eq. (2.5) implies that if O(E) = M(E), then q(E)
=
M(E) M(E) " M(E) " E + (2.9)
where, as before, the dots refer to terms that are strictly of order F~. Using this to eliminate F0(E) in Eq. (2.7), we obtain, after some routine algebraic manitSulations,
M(E) d d?(E) .I_F2(E) ffJ(E) d. . d_( M( E) '2, , d ~)(E) q(E) = FI(E) O(E) dE M(E) M(E) dE ~ ~(E)) dE M(E) +""
Therefore, FXl. (2.5) can be writ~n
L~(E)=-~DA(E)
+ ~E A , (2.10)
dE M(E)
To obtain our generalized heavy gas model, we simply delete E A in Eq. (2.10). This amounts to deleting terms of order F 2 but retaining terms of order F o and F 1. Eq. (2.12) then gives the leading term in the resulting error for any choice of O. -To estimate this error, let us consider a problem for which 0(E) has a 1/E "tail" for large E:
where fl is a constant. Now we consider two choices for q}. We first consider the "conventional" choice We next consider a choice of • which more accurately reflects the behavior of ~ for large E. The ~ which makes our analysis simplest is d} = g} ; Eq. (2.12) then yields 
EA=~EF2(E)~P(E) d (M(E)~2 d ¢(E) ÷ M(E) dE~--~ J dE M(E) d ¢(E) d 2 M(E) = -dE F2(E) M(E) dE 2 ¢(E----~ +""
EA -kZT 2 dE F2(E)
E >> kT , (2.19) and it is clear that this is much smaller than the estimate (2.17)• It is neither necessary nor practical to use • = ~ in an actual application• However, any expression for ~ that behaves as ~ for large E will lead to an error estimate of the same order as Eq. (2.19).
In summary, our analysis has shown that the choice of ~/~(E) can greatly affect the accuracy of the approximation of L given by Eqs. (2.10) and (2.11) (with the term E A deleted). In particular, the conventional choice F(E) = M(E) should not be optimal for problems containing a 1 / E "tail", and for E >> kT.
[II. DERIVATION OF METHOD B Next, we describe a procedure for obtaining a result that has the same form as Eq.
(2.10), but with different expressions for the diffusion coefficient D(E) and the error E.
The starting point is now Eq. (1.1), into which we introduce the expressions (2.6). We directly obtain
Lq~(E) = g(E)G(~(E)+ N'(E)GI(E)+
... , (3.1) where Go(E ) is uniquely defined by d 2b) and Gn(E) for n > 1 are defined by
Go(E ) L~(E) ~o[~,s(E'--) E)~(E')-Zs(E --) e').(e)]de"
, (3.2a) dE G0(0) = Go(*,,) = 0 ,(3.
Gn(E) = 1~o Zs(E" --~ E)~(E')(E'-E)ndE"
Then, from Eq. (1.19), the functions G_(E) decrease in magnitude with increasing n.
• fl .
Now, we have seen m Sec. H that we can write
so the right side of Eq. (3.1) must be of this form. Manipulating Eq. (3.1), we obtain
Therefore, we must have
and using this to eliminate G O from Eq. (3.4) , we obtain
Lc~( E) = -~[ ~t( EX GI( E) -G~( E) + G3"~ E)) + v/'( EX G2( E) -G~( E) )
+ ~"(E)G3(e) +---]
-aeLk--),
G~(E)+GStE))+ + ($(E) h"
We also know that LM(E) = 0. Therefore, Eq. (3.5) gives
Introducing this into Eq. (3.5), we obtain, after some routine algebraic manipulation,
L¢(E) = -~Ds(E ) dE M(E)
where M(E) DB(~) = Gz(e) ~---~ (3.6) (3.7)
We obtain a second generalized heavy gas model (model B) by deleting the term E B in Eq. (3.6). This amounts to deleting terms of order G 3, but retaining terms of order G 0, G 1 , and G 2. 
EBb" kT G~(E)+ kT _l '
which is much smaller than the estimate (3.9). Thus, as in Sec. II, we have a new generalized heavy gas model which, given a good choice of O, should be substantially more accurate than the standard Heavy Gas Model.
IV. COMPARISON OF METHODS A AND B
The two approximations to L that we have derived above differ due to the different definitions of the diffusion coefficients, DA(E) and DB(E). From Eqs. (2.11) and (3.7), 
M(E) DA(E )
LO ( E) = -~E [ v( E)( GI( E) -G~( E) + Gj'( E) ) + v'(E)(G2(E)-Gj(E))+ ~"(E)G3(E)+... ]
These two equations imply
Combining the last of these three equations with Eqs. (2.12) and (3.8), we obtain
Therefore,. E n and EB.are. both of the order, of G3.and its derivatives. .. However, EA contams only. a first derivative of G3, while EB contains a second derivative. It therefore appears that m general, method A should be more accurate• Also, Eqs. (4.1), (4.2), and (4.4) show that D a and D B differ by a term whose size is formally on the order of other terms that have been neglected. This term directly produces the second term on the right side of Eq. (4.7) (the term in E B causing the difference. . between E.A and. LB.) Therefore,. the neglect of the formally small component of the diffusion coefficient m method B dtrectly leads to the term in E B that appears to make method B less desirable than method A.
V. DISCUSSION
We have derived two new Generalized Heavy Gas (or, Fokker-Planck) approximations to the infinite medium neutron spectrum equation, Eq. (1.1). Our analysis also provides error estimates indicating that both of the new methods should be more accurate than the standard Generalized Heavy Gas Model for E >> kT, and that the f'n'st of the new methods derived here, Method A, should generally be more accurate than the second, method B. The only difference between Method A, Method B, and the standard Model, is in the definition of the diffusion coefficient D(E).
Neither of the new methods has been tested numerically. However, we would like to suggest two procedures that may be of use in computer applications. Both procedures concern the def'mition of the function q~(E), which is required well-approximate O(E).
Let us write the heavy gas approximation to Eq. (1.1) in the form The advantage of this procedure is that it could give more accurate results than the standard Generalized Heavy Gas Model. The disadvantages are that one has to re-evaluate the diffusion coefficient for every iteration, and that in the limit as n ~ oo, the solution of the original problem is not attained. [The errors E A .and EI~ in Eqs. (4.6) and (4.7) do not vanish when • = 4.] Therefore, if one were to iterate in the above manner, it would probably be best to do so only a few times. Our second suggestion is that for time-dependent problems, one choose t/~(E) for any given time step to be the value of ~(E) calculated from the previous time step. Then, provided the time steps are not too large, t~(E) should be a good approximation to ME). The advantage of this procedure is that it should produce a satisfactory choice of ti~(E) without having to iterate; the disadvantage is that one has to re-evaluate the diffusion coefficient for every time step.
XA(E)4)(E) = R [~] ~0(E) + Q(E) ,
We have already mentioned that the method in this paper can be applied to the derivation of Fokker-Planck approximations for other physical processes, such as Compton scattering (Pomraning, 1973 , Cooper, 1971 , Larsen et. al., 1985 , and that the resulting numerical algorithms should produce solutions which more accurately represent the solution of the original problem. Both these subjects are, however, beyond the scope of the present paper.
