In this survey we recall basic notions of disintegration of measures and entropy along unstable laminations. We review some roles of unstable entropy in smooth ergodic theory including the so-called invariance principle, Margulis construction of measures of maximal entropy, physical measures and rigidity. We also give some new examples and pose some open questions.
Introduction
The notion of entropy is central in the study of complexity of dynamical systems. It is worthy of attention that entropy, with origins in statistical mechanics and later in information theory, has many roles in the ergodic properties of smooth dynamics and corollaries in several areas of mathematics. Kolmogorov and Sinai introduced this notion into the field of dynamical systems.
In this paper we concentrate on some results about the entropy along the expanding direction of a dynamical systems. Although "the whole entropy of a dynamical system is present in its expanding directions", the precise analysis of unstable entropy (or entropy along expanding directions) is a non trivial task. Sinai ( [38] ) (in uniformly hyperbolic setting), Ledrappier and Ledrappier-Strelcyn ( [23] , [27] ) (nonuniformly hyperbolic setting) for the first time constructed measurable partitions and calculate unstable entropy.
One of the most important references where the notion of unstable entropy is essentially used is the celebrated work of Ledrappier and Young ( [25] and [26] ). In their work, they relate the three fundamental notions of entropy, dimension and Lyapunov exponents of probability invariant measures for smooth dynamics in compact manifolds (Theorem 1.1). The regularity of the dynamics plays a crucial role in their work and it is still unknown up to which generality, one may define unstable entropies for dynamical systems. In this survey, all the diffeomorphisms are at least C 1 . When we need more regularity, we make it precise. By C 1+ we mean ∪ α>0 C 1+α .
Let f : M → M be a diffeomorphism of a compact manifold preserving a probability measure µ. Let P = {P 1 , P 2 , · · · P n } be a partition into measurable subsets. Then (1) H µ (P) = n i=1 −µ(P i ) log(µ(P i )) = M − log(µ(P(x)))dµ where P(x) = P i for x ∈ P i and, where P n = P ∨ f −1 (P) ∨ · · · ∨ f −n+1 (P) is a refinement of P by the action of f .
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Let F be an invariant foliation (lamination), i.e, f (F(x)) = F(f (x)). One way to define the entropy of an invariant measure along an invariant foliation is to use measurable partitions sub-ordinated to F:
A measurable partition (see definition 2.1) ξ is called increasing and sub-ordinated to F if it satisfies:
• (a) ξ(x) ⊆ F(x) for µ−almost every x,
contains an open neighbourhood of x in F(x) for µ−almost every x. The existence of a measurable increasing partition sub-ordinated to an invariant lamination in general is a delicate problem. It requires a Markov type property (item (b)). For a uniformly expanding foliation invariant by a diffeomorphisms, we always have such a partition (See [43] .) We say an invariant foliation F is uniformly expanding if there exists λ > 1 such that ∀x ∈ M, Df |T x (F(x)) > λ. Observe that if F is an expanding foliation, we have more usefull properties for a partition ξ which is increasing and sub-ordinated:
• (d) ∞ n=0 f −n ξ is the partition into points; • (e) the largest σ−algebra contained in ∞ n=0 f n (ξ) is B F where B F is the σ−algebra of F−saturated measurable subsets (union of entire leaves). Given a measure µ and two measurable partitions α, β, let
denotes the conditional entropy of α given β. Here µ β x is the conditional measure of µ with respect to β (See section 2 for a preliminary on conditional measures.)
For any invariant lamination F with a measurable sub-ordinated increasing partition satisfying all the properties including (d) and (e) above, we define h F µ (f ) = h µ (f, ξ) = H µ (f −1 ξ|ξ) = H µ (ξ|f ξ). It can be proved that the above definition is independent of ξ. Indeed let ξ 1 and ξ 2 be two such measurable partitions then for any n ∈ N:
h µ (f, ξ 1 ∨ ξ 2 ) = h µ (f, ξ 1 ∨ f n (ξ 2 )).
The above equation comes from the definition of the entropy (2) and the fact that ξ 2 is increasing. Now,
As n → ∞ , H µ (f ξ 1 |ξ 1 ∨f n ξ 2 ) → H µ (f ξ 1 |ξ 1 ) = h µ (f, ξ 1 ) and H µ (f ξ 2 |f −n ξ 1 ∨ξ 2 ) → 0. The first convergence can be proved using property (e) and the second one is a corollary of the fact that ξ 1 is generating (property (d)). See Lemma 3.1.2 in [25] for more details. By a similar argument changing ξ 1 and ξ 2 we conclude that h µ (f, ξ 2 ) = h µ (f, ξ 1 ∨ ξ 2 ) = h µ (f, ξ 1 ).
1.1. Partially and non-uniformly hyperbolic setting. In a more general than uniformly expanding setting, Ledrappier and Young [26] defined a hierarchy of unstable entropies for smooth systems with unstable lamination (in the sense of Pesin). Let f be a C 1+α diffeomorphism of a compact manifold and µ be any ergodic invariant probability measure with u positive Lyapunov exponents λ 1 > λ 2 > · · · > λ u > 0. There exists a filtration of laminations F i where F 1 (x) ⊂ F 2 (x) · · · ⊂ F u (x) and for y ∈ F i (x) : lim sup n→∞ 1 n d(f n (x), f n (y)) ≤ λ i .
The above laminations are tangent to Oseledets' filtration of tangent space defined µ−almost everywhere. They constructed a nested family of partitions ξ 1 ≥ ξ 2 ≥ · · · ≥ ξ u where each ξ i is generator and increasingly sub-ordinated to F i . By means of these partitions it is possible to define an increasing sequence of unstable entropies h i corresponding to the nested family of laminations F i :
It is also proved that the above entropies do not depend on the choice of ξ i . Ledrappier and Young proved:
( [26] ) Let f : M → M be a C 2 diffeomorphis of a compact manifold and µ be an ergodic Borel probability invariant measure. Let λ 1 > · · · > λ u denote the distinct positive Lyapunov exponents of f , and let δ i be the dimension of m on
By a result of Ledrappier and Xie [29] : in the setting of the above theorem if the transverse entropy vanishes, i.e, h i = h i−1 then for µ−almost every x the conditional measure along F i (x) is carried by a single leaf of F i−1 .
Remark 1.2. The above theorem of Ledrappier and Young needs C 2 regularity. However, Aaron Brown [8] announced a proof using just C 1+α regularity.
For partially hyperbolic diffeomorphisms, it is a well-known fact that there are invariant foliations F * tangent to the distributions E * for * = s, u . The leaf of F * containing x will be called F * (x), for * = s, u.
In general the central bundle E c may not be tangent to an invariant foliation (See [33] ). However, whenever it exists we denote it by F c .
One says that f is accessible if every x, y ∈ M can be joint by a path which is union of finitely many C 1 -curves inside F s or F u . We say f is dynamically coherent if there exist invariant foliations F cs and F cu tangent to the bundles E s ⊕ E c and E u ⊕ E c . The intersection of these two foliations define a center foliation F c . For
For a general dynamically coherent partially hyperbolic diffeomorphism, if x, y are in the same unstable leaf, then there is a well defined local holonomy between neighbourhoods of x and y in F c (x) and F c (y). However, this local holonomy may not be extended to a global holonomy. Crovisier and Polletti announced the following result for the existence of global holonomies almost everywhere for diffeomorphisms which act quasi isometrically in the center: The partially hyperbolic and dynamically coherent diffeomorphism f is quasi-isometric in the center if there exists K ≥ 1 and q > 0 such that for every x, y ∈ M satisfying F c (x) = F c (y) and every n ∈ Z,
where d c (., .) is the distance along the center leaves induced from the Riemannian metric of M. Proposition 1.3. Let f be a partially hyperbolic, dynamically coherent quasi isometric in the center, C 1 -diffeomorphism and µ be an invariant measure. Then there exists a full set X ⊂ M such that dor any x, y ∈ X with F cu (x) = F cu (y) the following holds: For any z ∈ F c (x), the leaves F u (z), F c (y) intersect at a unique point, denoted H u x,y (z). The global holonomy map H u xy :
For the partially hyperbolic diffeomorphisms Hu, Hua and Wu ( [18] ) proved a simpler formula for the unstable entropy which coincides with the definition by increasing subordinated partitions. Fix an small > 0 and let P be the set of all finite measurable partitions of M with diameter less than . Recall that diameter of a partition is the supremum of the diameter of its elements. Given any partition α ∈ P one may define a finer partition β such that β(x) := F u (x) ∩ α(x). Using notations from [18] , we define P u as the set of partitions obtained in this way from partitions in P. Let Q u be the set of increasing partitions subordinated to the unstable foliation F u defined as in subsection 1.1.
Given a partition α and m ≤ n ∈ Z, let us denote by α n m := n i=m f −i α and define the dynamical conditional entropy of α given β:
The conditional entropy of f given η ∈ P u is defined as
and finally unstable metric entropy of f is defined as
In fact the above definition is independent of η as long as η is chosen in P u .
A main result of [18] is the following equivalence of definitions for unstable entropy.
Theorem 1.4. [18] Suppose µ is an ergodic measure. Then for any α ∈ P, η ∈ P u and ξ ∈ Q u ,
Remark 1.5. It is not clear whether a similar result holds also for the unstable entropies in the non-uniformly hyperbolic case.
By Yang result [43] , given any expanding foliation F and any sub-ordinated to F, measurable increasing partition P one has that h µ (f, P) is a constant number which is equal to the unstable entropy of µ.
Topological unstable entropy.
Similar to the definition of topological entropy for continuous maps on compact metric spaces, one may define the topological entropy along unstable foliation by means of the notion of spanning (and separating) sets in a family of compact unstable plaques.
Here B u n (y, ) denotes the u−Bowen ball around y:
Let S u (f, , n, x, δ) be the minimal cardinality of (n, )−spanning set for F u (x, δ).
The unstable topological entropy of f is defined by
It can be proved that the value of the unstable topological entropy is independent of δ. That is, it is not necessary to take limit over δ.
For a partially hyperbolic diffeomorphism f we define volume growth along unstable foliation:
It is interesting to note that h u top (f ) = χ u (f ). This is proved in [18] and uses the classical argument of estimating number of separating and spanning sets in the unstable manifolds.
It is also well worth to mention the relation between the volume growth along unstable foliation and the Lyapunov exponents (See lemma 3.1 in [37] .): Using the absolute continuity of the unstable foliations (here we need C 1+α regularity of f ), for any invariant measure µ, we have that:
By Margulis-Ruelle inequality (along unstable direction) we have that for any C 1 −partially hyperbolic diffeomorphism:
with equality (in the case of f ∈ C 2 ) if and only if µ has absolutely continuous (with respect to Lebesgue) conditional measures along unstable foliation. All these together imply that for any C 1+α partially hyperbolic diffeomorphism:
Observe that by Birkhoff ergodic theorem applied to the additive cocycle
where d u is the dimension of unstable bundle E u . Question 1. Is C 1 −regularity of f enough to obtain (4) above?
Finally we recall that Kozlovski [22] had proved the following relation for the entropy of C ∞ diffeomorphisms of a d−dimensional compact manifold M : (8) h top (f ) = lim
where ∧ d Df stands for the action of f on the full exterior power.
For uniformly expanding maps on compact d−dimensional manifolds we have (9) h top (f ) = lim sup [14] ) For any C 1 diffeomorphism f, if Λ is an attracting set with a partially hyperbolic splitting E cs ⊕ E u , then there exists a small neighborhood U of Λ such that for Lebesgue almost every point x ∈ U, any limit measure µ ∈ M(x) satisfies
where F u is the strong lamination tangent to E u .
The equality in the above theorem is the celebrated property of u−Gibbs measures for C 1+α , α > 0 partially hyperbolic diffeomorphisms, as defined by Pesin and Sinai (See chapter 11 of [6] ). We can define u−Gibbs measures in the C 1 −setting, as those which satisfy the equation in the above theorem. A corollary of theorem 1.7 (mentioned in the same references) is that a unique u−Gibbs measure is a physical measure. A measure µ is called physical if the empirical measures of points in a Lebesgue positive subset converge to µ. Corollary 1.8. Let f be a C 1 diffeomorphism and Λ be an attracting set with a partially hyperbolic splitting E cs ⊕ E u . Assume that there exists a unique u−Gibbs measure µ on Λ, then µ is a physical measure; moreover, its basin has full Lebesgue measure in the topological basin of Λ.
It is well-worth to mention that in [14] , they also construct an example of par-
such that the Lebesgue almost every point x ∈ T 3 has dense orbit and its sequence of empirical measures 1 n n−1 j=0 δ f j (x) does not converge in weak-* topology.
The following result is a fundamental step to obtain the above results. This theorem in this version has been proved in the appendix (A) of [14] . It appeared firstly in the work of [12] , Theorem 1. See also [11] Theorem 4.1.
It is also well-worth to mention a result of Sun and Tian where a Pesin entropy formula is obtained in C 1 −setting (see also [39] for the two dimensional case): 
the Lyapunov exponents at x. If for µ a.e. x ∈ M there is a dominated splitting
1.4. Robust transitivity mechanism. We would like to mention a new mechanism (due to J. Yang [43] ) to obtain robust transitivity of diffeomorphisms based on a robust measure theoretical object. As it uses u−entropy and is interesting by itself we recall some main points of this construction. Let Theorem 1.11. let f be a C 1+ volume preserving partially hyperbolic diffeomorphism, accessible and with one dimensional center bundle and non-vanishing center Lyapunov exponent. Then, f is C 1 robustly transitive. That is, every C 1 close diffeomorphism to f is topologically transitive.
Observe that in particular using perturbation given by Baraviera-Bonatti ([3]) for removing vanishing exponent, one can perturb time-one map of a mixing volume preserving Anosov flow to obtain f satisfying the above theorem. In this way, we obtain robustly transitive diffeomorphisms accumulating on the time-one map of the flow.
The subset of invariant measures G(g) for g in a neighbourhood U of f plays the crucial toolbox role in the proof of topological transitivity (in fact the result gives slightly stronger than transitivity property). The main used property is that
is an upper semi-continuous function. As f is C 1+ so G(f ) = {vol}. This will imply (not immediately) that for some constant b > 0 and any µ ∈ G(g) λ c µ (g) > b. Observe that g is not necessarily volume preserving and by semi-continuity we just know that G(g) is close to {vol}. Using theorems 1.7 and 1.9 (intersecting two full Lebesgue measure sets of the two theorems) we obtain that for a full Lebesgue measure subset Γ g and x ∈ Γ g :
This lower bound is used to show that for a lower positive density sequence of numbers n ∈ N, for any x ∈ Γ g "the disks based on x expand". So, taking x ∈ Γ g ∩U and a disk D ⊂ U tangent to center-unstable cone-field and centered at x for infinitely many n (positive density) D n := f n (D) contains a uniformly large disk. Saturating this large disk with local stable leaves we obtain a cylinder called B g with uniformly positive volume measure, i.e vol(B g ) ≥ α 0 . Now the next step is to show that for almost every point y ∈ V, and for infinitely many m ∈ N, g −m (y) ∈ B g . As the negative iterates expand the stable foliation we conclude that for a small stable plaque K s ∈ V containing y for large m, g −m (K s )∩ D n = ∅. We have proved that some negative iterate of V intersects some positive iterate of U.
A fundamental tricky observation by Yang is that there exists p 0 > 0 such that any µ ∈ G(f −1 ) can be written as pvol + (1 − p)µ + where p p 0 and all ergodic components of µ + are u−Gibbs for f −1 with positive center Lyapunov exponent. In particular for any µ ∈ G(f −1 ) we have µ(B g ) > p 0 b 0 . By continuity argument the same holds for any µ ∈ G(g −1 ) for C 1 −close diffeomorphisms g.
Using Theorems 1.7 and 1.9 (for g −1 ) we have a full measurable subset Γ(g −1 ) such that for any x ∈ Γ g −1 accumulation points of empirical measures of x are inside G(g −1 ) and so
So, taking x ∈ Γ(g −1 ) ∩ V the orbit of x by g −1 comes to U infinitely many times and consequently g −m (V ) intersects U.
Unstable entropy, variational principle and u−maximal measures.
The celebrated variational principle in ergodic theory, states that for any continuous transformation in a compact metric space, the topological entropy coincides with the supremum over all metric entropies. By the way, in general it may not exist any invariant measure whose entropy attains the supremum in the variational principle (see [30] , [10] ). If µ → h µ (f ) is a semi-continuous function, then µ → h µ attains its maximum at some measure(s). Both compactness of the phase space and continuity of the dynamics are crucial in the variational principle. However, a variational principle for the entropy along unstable foliation of partially hyperbolic diffeomorphisms can be proved as follows. 
By the above semi-continuity result and compactness of M(f ) we conclude that there exists at least one probability measure which maximizes the unstable entropy. 
One may define a notion similar to Hausdorff dimension using the dynamics. First, for any open cover A of M we define a "diameter" for any subset
So, similar to Hausdorff measures we define
It can be proved that there exists a unique critical value: [31] is that for any ergodic measure µ and Y ⊂ M with positive measure then:
Preliminaries on measure disintegration
In this section we develop an abstract measurable toolbox which deals with disintegration of measures and their properties, mostly related to invariance with respect to the holonomy of foliations.
Let (M, B, µ) be a probability measure space and P = {P i } i∈I a partition of M into measurable subsets, i.e M = Pi∈P P i such that P i ∈ B, µ(P i ∩ P j ) = 0, µ( P i ) = µ(M ) = 1. We denote by B(P) the smallest σ−algebra containing all P i ∈ P.
Given two partitions P and Q we use the usual notation P ≤ Q if and only if B(P) ⊆ B(Q) or in other words any
In what follows we recall the definition of measurable partitions. We emphasize that a partition into measurable subsets is not necessarily a measurable partition. Although the notation is a bit confusing, it is folkloric in this area to reserve the name of measurable partition for a "countably generated" partition into measurable subsets, as following: Definition 2.1. We say that a partition P is measurable (or countably generated) with respect to µ if there exist a measurable family {A i } i∈N and a measurable set F of full measure such that if B ∈ P, then there exists a sequence
There is another equivalent way to define measurable partitions (See chapter 5 of Einsiedler and Ward's book [16] .) where firstly we correspond to a σ−algebra A ⊆ B a partition P(A) and then a partition P into measurable subsets is called measurable iff P(σ(P)) = P.
Example: Partition into the orbits of irrational flow in T 2 is not measurable. Here P(σ(P)) is the trivial partition of the whole space as one atom. Indeed, σ(P) is the trivial σ−algebra {∅, T 2 }.
Let P be a measurable partition of a compact metric space M and µ a borelian probability. Let π : M → M/P the canonical projection from M to quotient space defined by the atoms of the partition. There is a natural measure structure on M/P defined by the measureμ = π * µ on the corresponding pushed σ−algebra.
By Rokhlin's theorem [34] , there exists a disintegration by conditional probabilities for µ.
Theorem 2.3 (Rokhlin's disintegration [35] ). Let P be a measurable partition of a compact metric space M and µ a borelian probability. Then there exists a disintegration by conditional probability measures for µ.
The notations in this section resemble the dynamical ones, but no dynamics is assumed here. Let (A := [0, 1] c+u , µ cu ) be the unit square equipped with a probability measure and F c , F u be a pair of transversal foliations of A with compact leaves and dimension of leaves respectively c and u.
We assume the following topological product structure: For some x 0 ∈ A, there exists a continuous injective and surjective map Q(., .) :
The foliations F u,c will be considered as measurable partitions. Indeed, any foliation with compact leaves can be considered as a measurable partition, see Proposition 3.7 in [2] . We denote by {µ c x } and {µ u x } the system of conditional probability measures along F c and F u :
where µ u x (resp. µ c x ) is a probability measure depending only on the leaf F u (x) (resp. F c (x)).
Another equivalent way to write the disintegration equation (along F c ) above is to consider the quotient space A/F c equipped with the quotient measureμ cu := π * (µ cu ) where π : A → A/F c is the canonical projection. We can write
where µ c P is the conditional probability measure on a typical leaf of F c . By definition, for any integrable function φ : M → R, we have
The product structure of the pair of foliations above, permits us to define holonomy maps H u and H c respectively between leaves of F c and F u .
We 
Proof. By the definition of conditional measures and u−invariance of µ c we have
for any continuous function φ whereμ cu is the quotient measure on the quotient space identified with F u (x 0 ). Using Fubini's theorem and the fact that
By essential uniqueness of disintegration and H u x0,z (x) = H c x0,x (z), the above equality shows that the system of conditional measures {µ u } satisfies µ u x = H c x0,xμ cu , which implies the c−invariance. The last claim of the lemma is direct from definition and Fubini theorem.
Invariance Principle
In this section we review a celebrated theorem of Furstenberg about the Lyapunov exponents of random product of matrices. This is a particular case of linear cocycles which itself can be seen as an special case of random walk on the group of diffeomorphisms of the projective space.
In the first subsection we give some details about the Furstenberg result and its generalization by Ledrappier [24] and address the non-linear version of all these results by Avila-Viana [1] .
In the second subsection, we prove a result jointly with J. Yang [40] where we give a new criterion for the invariance principle using the notion of unstable entropy. This criterion shed light on the proof of previous results in invariance principle and has several applications.
Linear cocycles.
The simplest and best model to discuss the invariance principle is the setting of random product of matrices. This is a special case of linear cocycles. Let us state the Furstenberg theorem. Let (M, B, m) be a probability space and f : M → M a measure preserving map. Let A : M → SL(d) be a measurable function with values in the linear special group. The linear cocycle defined by A is
For any n > 0 we have
By Furstenberg-Kesten theorem, if log A ± (x) ∈ L 1 (µ) then the top Lyapunov exponents exist almost everywhere:
By definition λ + ≥ λ − . In the special case of random product of matrices, (M, m) = (SL(d) Z , ν Z ) where ν is a probability measure on the group of special matrices
In the non-invertible case, one puts M = SL(d) N . It is clear from the definition that
Observe that the second coordinate of the right-hand side of the above formula is the action of the product of n random matrices chosen with the distribution ν on the vector v.
A fundamental project in the theory of random matrices is to understand whether λ + > 0 or not. Let us concentrate on the case of SL(2) where λ + + λ − = 0 and consequently either λ + > 0 > λ − or λ + = λ − = 0. The following theorem is due to Furstenberg:
Consider the random product of matrices in SL(2) as above and assume that
(1) the support of ν is not contained in a compact subgroup of SL (2) and
To prove the above theorem we observe that the hypotheses of the theorem imply that there is no probability measure η on PR 2 and invariant by all A ∈ supp(ν). Then applying an "invariance principle" (proposition 3.2) the proof is complete. Indeed, if there exists an invariant measure η either it has atoms or it is a diffuse measure (without atoms). If the measure is diffuse then an elementary linear algebra exercise shows for any A ∈ supp(ν) A = 1 and consequently the support of ν is in a compact subset of SL(2). In fact it is possible to show that the support is inside the rotation subgroup after a conjugacy. If η has an atom then the set of atoms (which is finite) is an invariant set by all A ∈ supp(ν).
We may substitute the second condition with: There is no L such that L is invariant by every element B in the smallest sub-group generated by supp(ν).
3.1.1. Algebraic comment. Observe that in the above theorem one can substitute the hypotheses equivalently with strong irreducibility and proximality condition on the semi-group generated by the supp(ν). We say that a matrix g in GL(R n ) is proximal, if there exists a vector v ∈ R n , g(v) = λv and R n = Rv ⊕ W such that g(W ) ⊆ W and r(g|W ) < λ where r(.) represent spectral radius. A semi-group is called proximal if it contains a proximal element. In fact under strong irreducibility condition, the proximality of semi-group and group is the same, as long as we are considering R as the field where the matrices are defined.
So, the proof of the Furstenberg theorem is reduced to an "invariance principle":
In the setting of Theorem 3.1 if λ + = λ − then there exists a probability measure η invariant by all elements in supp(ν).
The above proposition is corollary of the following result of Ledrappier. 
is also B 0 measurable where {µ x } is the disintegration of µ along the fibers.
However, the above theorem is an special case of a more general result (nonlinear invariance principle) by Avila-Viana [1] . We try to follow the non-linear version. For this purpose we consider the projectivization of the cocycle PF :
Observe that M × PR 2 is fibered over M by π : M × PR 2 → M and fibers are compact one dimensional manifold PR 2 . Moreover, PF sends fibers to fibers. This is a non-linear cocycle as in [1] .
By M µ (PF ) we denote the set of probability measures on Σ × PR 2 which are PF invariant and project on µ by π. By Oseledets' theorem for µ−almost every x ∈ M and every v ∈ R 2 \ {0}, lim n→∞ 1 n log A (n) (x)v exists. As an exercise of calculus one obtains the derivative of the projectivized cocycle along fibers:
is the projection of a on the orthogonal of b. Indeed, if A : R n → R n and PA : PR n → PR n its projectivization, then PA(v) = Av Av and so Av = Av PA(v). Taking derivative from both sides and applying on
We have n 2 (v) =< Av, Av > and so D v n(w) = <Av,Aw> Av and putting these together we obtain
Av For the cocycle we apply this argument for A n . As a corollary we have:
Clearly here by DPF n (x,[v]) we mean the derivative of PF n along the smooth direction, which is the fiber. Repeating the above argument changing n to −n it comes out that if λ + = λ − then for µ−almost every x we have lim n→∞ 1 n log DPF n (x,v) (w) = 0.
In other words for every measureμ ∈ M µ (PF ) the Lyapunov exponent along the fiber is vanishing almost everywhere. Let B 0 be the σ−algebra generated by all local stable sets in SL(2) Z , i.e W s loc (x) = {y|y i = x i , i ≥ 0} and their iterates f −n (W loc (x)), n ≥ 0. As the coycle is locally constant we conclude that x → A(x) is B 0 measurable. B 0 is a generating σ−algebra. As a corollary of Avila-Viana non-linear invariance principle (Theorem B in [1] ), for a PF − invariant measureμ ∈ M m (PF ) with λ c being the Lyapunov exponent along the fibers we have the following result: Let x →μ x be a system of disintegration ofμ along fibers, then:
Observe that the third conclusion comes from the first two ones and the fact that the intersection of stable and unstable σ−algebras is the trivial σ−algebra {∅, Σ} and measurability with respect to trivial σ−algebra is exactly the conclusion of the this item. As m has a local product structure, then a Hopf type argument shows that one can extend continuously x →μ x for all x ∈ M as a constant functionμ x0 . Now, asμ is PF −invariant and conditional measures are defined uniquely we conclude that A(x) * μx =μ f (x) for m−almost every x. This yields that ν− almost every matrix preservesμ x0 and consequently every matrix in the supp(ν) preserves the same measure. The proof of proposition (3.2) is complete.
In the proof of the above results (invariance principle of Ledrappier and Avila-Viana), a notion of entropy called Kullback-Leibel information is hidden. In fact the vanishing exponent implies that some "entropy" is vanishing. In the general setting of linear cocycles Ledrappier proved an upper bound for the Kullback-Leibel information in terms of Lyapunov exponents along fibers of the projectivized cocycle (Proposition 4 in [24] ). A similar bound holds in the non-linear case, as proved in a non-trivial generalization of Ledrappier result by Avila-Viana. See also Crauel [13] .
3.2.
A general entropy criterion to obtain invariance principle. Let (M, B, m) be a probability metric space and σ a measurable partition that satisfies conditions (b) and (d) in the subsection 1.1. In typical examples σ is sub-ordinated to some unstable lamination, coming from Pesin theory or uniformly exanding foliations) Now let F : E = M ×N → M ×N be a measurable fiber bundle map with compact fibers N . We assume that F covers M and the following diagram commutes:
Define ξ cu := π −1 (σ). As F is fiber preserving we conclude that ξ cu is a measurable partition of E with respect to any measure µ which projects on m, i.e, π * µ = m.
By definition all elements of this partition are saturated by fibers and satisfies F −1 (ξ cu (x)) ⊂ ξ cu (F −1 (x)). Now suppose that there exists another measurable partition ξ u for E such that (1) π −1 (σ) = ξ cu < ξ u (2) π(ξ u (x))) = σ(π(x))).
In general ξ u produces a holonomy map h u between two fiber in the same atom of ξ cu . For simplicity we assume that: (3) h u is injective and surjective between two fibers in the same atom of ξ cu . In what folows, let µ be an F −invariant measure where π * µ = m. We fix some notations about the conditional measures of µ along diferent measurable partitions introduced above.
• µ u denotes the conditional measure of µ along the measurable partition ξ u . In what follows, in order to reduce notations, we do not distinguish between these two spaces, always having in mind their isomorphism.
Holonomy invariance.
Let µ be an F invariant measure such that π * (µ) = m as in 3.2. In this general setting we may define the following holonomy invariance notions: As E is a trivial fiber bundle (in general a measurable fiber bundle may be considered as trivial), given two points x, y ∈ E let x = (m x , n x ), y = (m y , n y ). We define the center holonomy between any two atoms of ξ u inside the same atom of ξ cu by H c xy (m, n x ) := (m, n y ). By property (3) above, one may define another holonomy H u xy between fibers by H u xy (m x , n) = (m y , n) Definition 3.4. Let µ be an F −invariant measure, then µ is called invariant by the holonomy defined by fibers, if there exists a µ−full measurable subset such that for any two points x, y in it, π * µ u x = m u π(x) . Observe that in particular for any two such points x, y in the same element of ξ cu we have µ u y = (H c xy ) * µ u x . Similarly we define the notion of u−invariance in any atom of ξ cu where the H u −holonomy is defined. By Lemma 2.4 we also have the equivalence of u−invariance and fiber invariance.
Proof. By definition µ = µ cu dμ whereμ is the probability on the quotient E/ξ cu which is identified with M/σ. We also have m = m u dm where the quotient measurem is defined on M/σ. As we wrote before we may consider (by an abuse of notation)m =μ. Indeed taking any measurable subset S ⊂ E/ξ cu we have: Proof. By definition
So, by definition
In the second equation we used the disintegration of µ into its conditional measures along the elements of the partition ξ cu and in the last equation we used the identification between Z ∈ M/σ andZ ∈ E/ξ cu . On the other hand: 
Observe that for almost every element Z of σ we have m u Let g :Z → R be defined as g(t) = µ u (F −1 ξ u (t)) observe that using lemma (3.5) and disintegrating µ cu into µ u as conditionals we have:
On the other hand,
So, using Jensen's inequality we obtain the inequality claimed in the theorem. when h µ (F, ξ u ) = h m (f, σ), we must have equality in Jensen's inequality. Hence, π * µ u x = m u π(x) restricting on the sub-algebra generated by
applying a similar argument as above, we show that π * µ u x = m u π(x) restricting on the sub-algebra gnerated by {F −n ξ u }. As ξ u is a generating partition we conclude that π * µ u x = m u π(x) . This means that the conditional measures of µ along the atoms of ξ u are invariant by the holonomy defined by the fibers and using Lemma 2.4 the proof of the theorem is complete. (3.6).
Examples and Application.
As an independent corollary of our criterion for u−invariance of disintegration, let us state the following: Let M, N be compact manifolds, A : M → M an Anosov diffeomorphism and m an A−invariant probability. Consider the class of partially hyperbolic diffeomorphisms which are skew product over A :
Let f n be skew products as above and µ n invariant by f n . Suppose that f n → f in C 1 −topology and µ n → µ in weak− * topology and π * µ n = m. If µ n has u−invariant disintegration along the fibers N , then µ as well. Indeed, by the theorem 3.6:
By upper semi-continuity of unstable entropy
As π * µ = m the above inequality and theorem 3.6 imply h µ (F u (f )) = h m (A). Using again theorem 3.6 we conclude that µ is u−invariant. Question 3. Is it true that the limit of u−invariant measures is u−invariant in general without assuming that π * µ n = m, for a fixed probability m?
Now we concentrate on a class of partially hyperbolic dynamics and apply our criterion of invariance principle for measures of maximal and "high entropy". Let f : M → M be a partially hyperbolic dynamics satisfying the following conditions:
• H1. f is dynamically coherent with all center leaves compact,
• H2. f admits global holonomies, that is, for any y ∈ F u (x) the holonomy map H u xy :
induced dynamics satisfying f c • π = π • f and π : M → M/F c is the natural projection to the space of central leaves. In particular there are two foliations W s and W u which are stable and unstable sets for f c . A large class of partially hyperbolic dynamics denoted by fibered partially hyperbolic systems satisfy (H1) and (H2) and all known examples satisfy (H3). In particular, it is shown in [17] that, over any 3 dimensional Nil-manifold different from the torus, every partially hyperbolic diffeomorphism satisfies (H1), (H2) and (H3).
As a direct consequence of Theorem 3.6 we obtain: Since each π −1 (y) is a circle and its iterates have bounded length we have that h(f, π −1 (y)) = 0 that is, fibers do not contribute to the entropy. Hence, by the above equality and the well-known fact that h Proof. Let π : M → M/F c be the natural quotient map and m = π * µ the projected invariant measure of f c . By u−invariance of the disintegration along center fibers we mean the following: There is a full m−measurable subset of M/F c such that for any two points x, y in the same unstable set y ∈ W u (x) we have µ y = (h u x,y ) * µ x . The proof is a direct application of Theorem 3.6 and Ledrappier-Young's result:
As h m (f c ) ≤ h µ (f ) we obtain equality in the above inequality and by theorem 3.6 a we conclude that the disintegration of µ along central leaves is u−invariant.
Using the Hopf argument and the above theorem we can conclude the following version of invariance principle, as it is done in Avila-Viana's paper. In what follows, we give an example of measure of maximal entropy which is not measure of maximal u−entropy. Let f satisfy the hypothesis of Theorem 3.12. First of all observe that as F c is one dimensional then h top (f ) = h top (F u ). (See [18] or [42] .)
Let µ an ergodic measure of maximal entropy such that λ c (µ) > 0. By Theorem 3.12 µ has s−invariant center disintegration and the conditional measures are not u−invariant. Indeed, if µ is maximal entropy and has both s and u−invariant conditional measures, then the proof of theorem 3.12 shows that λ c (µ) = 0.
So by Proposition 3.9 we conclude the following strict inequality
Both equalities above come from one dimensionality and compactness of the center foliation. So we conclude that µ is not a u−maximal measure.
3.3.2.
High entropy measures in one-dimensional center case. In this section study the Lyapunov exponent of high entropy measures. Let f be a partially hyperbolic diffeomorphism with finitely many ergodic entropy maximizing measures. Suppose that all these measures are hyperbolic. We would like to know whether high entropy measures inherit the hyperbolicity of maximal entropy measures or not.
Let pose a similar question: f partially hyperbolic with finitely many measures of maximal entropy, suppose that µ n is a sequence of measures with h µn → h top (f ) and λ c (µ n ) = 0. Is it true that f should admit a non-hyperbolic maximizing measure?
In the following theorem we prove a satisfactory answer in the context of partially hyperbolic diffeomorphisms with compact one dimensional center.
Theorem 3.13. Let f be as in theorem 3.12 without ergodic non-hyperbolic measure of maximal entropy (the generic case), then high entropy measures are hyperbolic, that is, there exist α, β > 0 such that for any ergodic invariant measure
Proof. Suppose by contradiction that there is a sequence of ergodic measures µ n such that h µn → h top (f ) and |λ c (µ n )| → 0. Without loss of generality we may suppose that µ n → µ and λ c (µ n ) ≤ 0. By Ledrappier-Young result we have h µn (F u , f ) = h µn (f ) → h top (f ). So by semi-continuity of unstable entropy we obtain that h µ (F u , f ) = h top (f ) and consequently h µ (F u , f ) = h µ (f ). By theorem 3.9 we conclude that µ has u−invariant disintegration along central foliation. As µ is a measure of maximal entropy, it has an ergodic decomposition into finitely many ergodic components among ergodic measures of maximal entropy of f . We claim that no ergodic component of µ can have positive central Lyapunov exponent. Indeed, if by contradiction there exists µ + with positive central exponent as an ergodic component of µ then µ + is has both s and u invariant disintegration. So, this implies that f is of rotation type which contradicts our hypothesis about f . Question 4. In the above theorem, we do not know what is the value of following supremum:
sup{h µ (f ); λ c (µ) = 0}
We observe that in [15] the authors prove a variational principle on the level sets of non vanishing central Lyapunov exponent. So, in principle it is not even clear whether the above supremum is equal to the topological entropy of the set of points with zero central Lyapunov exponent or not.
3.3.3.
Non-invertible Ma-Bochi result. Suppose f : M → M is a continuous uniformly expanding map of a compact manifold. That is, there are ρ > 0, σ > 1 such that for every x ∈ M :
(1) d(f (x), f (y)) ≥ σd(x, y) for every x, y ∈ B(x, ρ) and
(2) f (B(x, ρ) ) contains the closure of B(f (x), ρ). Let µ be an ergodic f -invariant probability with full support. One can construct the inverse limit spaceM . Recall thatM is the space of sequences (x −n ) n such that f (x −n ) = x −n+1 and f (· · · , x −1 , x 0 ) = (· · · , x 0 , f (x 0 )).
Let π :M → M be the projection π((x −n ) n ) = x 0 . Thenf is a hyperbolic homeomorphism (topologically Anosov) and satisfies π •f = f • π. There exists a lift of µ invariant byf which is denoted byμ and one important property ofμ is that it has local product structure and consequently we are in the setting of Corollary 3.11. However, we need to make precise the notion of u−invariance and s−invariance of measures by defining the holonomy maps.
As before we define the projective cocycle corresponding to a continuous map A : M → SL(2) and denote it by F A : M × PR 2 → PR 2 .
LetÂ :M → SL(2) be defined byÂ = A • π. In this way we define a map FÂ :M × PR 2 →M × PR 2 . AsÂ is constant on local stable sets,FÂ admits trivial local stable holonomy. That is h ŝ x,ŷ = id for anyŷ ∈ W s loc (x),x,ŷ ∈M . If A satisfies the so called u−bunched condition, then one can define local unstable holonomies between fibers too. We say that A is u−bunched if there is θ > 0 such that A is θ−Hölder and
The main point of u−invariance principle is that if A is u−bunched andFÂ has no u−invariant measure then λ(A) > 0. Indeed, if not then λ(A) = 0 (recall that λ(A) ≥ 0) and anyFÂ−invariant measurem which projects down onμ is u−invariant. In fact any such measure is also s−invariant and then using Hopf type argument (Corollary 3.11) its disintegration along fibers is defined continuously for all pointx ∈M and is both s and u−invariant. An invariant measure forFÂ which is both s and u−invariant is called su−state and in what follows, we write A has su−state.
Besides the above conclusion, the authors in [41] prove continuity of Lyapunov exponent. More precisely: The inverse limit of f is the well-known solenoid (k−folded) and we denote byf . Let A(x) = A 0 R x where A is a hyperbolic matrix in the special group SL(2) and R x the rotation by angle 2πx. For large k the cocycle defined by f and A is u−fiber bunched.
One can prove (using an originally Herman's idea, see [41] ) that for large enough k, A has no su−state and consequently λ(A) > 0. Using continuity in C 0 topology (Theorem 3.14) we conclude that for any B : M → SL(2), λ(B) > 0.
As the cocyle defined by A is not uniformly hyperbolic (using the same kind of idea from Herman) Viana and Yang got a counter-example to Bochi-Ma type result when the base dynamics is non-invertible. Bochi [4] proved that every continuous SL(2)−cocycle over an aperiodic invertible system can be approximated in C 0 −topology by cocycles whose Lyapunov exponents vanish, undless it is uniformly hyperbolic. These results was extended by Bochi and Viana [5] to higher dimension. It is interesting to understand the similar results or counter-examples as above in higher dimensional case.
The paper of Viana-Yang deals with non u−bunched cocycles and using a similar argument to the entropy criterion (Theorem 3.6) they obtain the following theorem (Theorem 3.15).
Let f be a C 1+ expanding map on a compact manifold M and A : M → SL(2) be a C 1+ function. All the objects µ, F, π,M ,f ,μ,Â andF are as above. An invariant section is a continuous mapξ :M → PR 2 orξ :M → PR 2,2 (the space of pair of points in PR 2 ) such that 
Margulis family and u−maximizing measures
It is known that a mixing uniformly hyperbolic diffeomorphism f : X → X admits a unique measure of maximal entropy (Bowen-Margulis measure) µ. Following the construction of µ by Margulis, we have that conditional measures of µ along F s and F u constitute of two "Margulis families" {m s x }, {m u x }, x ∈ X which are respectively contracted and expanded by the dynamics. In some sense Margulis family of measures on global leaves are "making the action of f linear". (1) for all x ∈ M , m x is a non-trivial Radon measure on F(x);
The Radon property (i) means that each m x is a Borel measure and is finite on compact subsets of the leaf F(x) (here, and elsewhere, we consider the intrinsic topology on each leaf). D is called the dilation factor. We call the family {m x } x∈M a Margulis system on F with dilation factor D and the measures m x the Margulis F-conditionals.
The continuity property (3) seems a strong condition. However, the known examples of Margulis measures are generally invariant by the holonomy of a transverse foliation and consequently they are continuous:
Let F and G be two transverse invariant foliations of a compact manifold M . Let {m x } be a Margulis family defined on the leaves of F. For any two points x, y such that y ∈ G(x), by transversality of F and G we may define a (local) holonomy map H xy from a ball B F (x) to B F (y) which is a homeomorphism to its image. We
For a general invariant foliation, it is not clear whether D is unique or not. That is, there may exist two different Margulis families with different dilation constants. However, see proposition 4.7 where it is shown that in the case of unstable foliation of a partially hyperbolic diffeomorphism, the dilation factor should be equal to the unstable topological entropy. Proof. The proof is in [9] and we repeat here because of its independent interest. The ideas come from Ledrappier and uses a convexity argument. Let ξ be an measurable increasing partition sub-ordinated to F u . Define a normalized family of measures adapted to the partition ξ :
.
Observe that above ratio is well defined, as m u x is fully supported and ξ(x) contains an open set. The dilation property of Margulis measures yields:
Following Ledrappier, observe that g(x) := − log m x ((f −1 ξ)(x)) ≥ 0 so that, by the pointwise ergodic theorem, we know lim n 1 n S n g(x) (possibly +∞) exists almost everywhere. To identify this limit, observe that it is also a limit in probability. Taking the logarithm of the previous identity, we see that g(x) = h(f x) − h(x) + log D u for a measurable function h. Therefore the limit in probability, and consequently almost everywhere, is the constant log D u . Thus g is integrable with:
The inequality comes from Jensen's inequality and the (strict) concavity of the logarithm. The case of equality for Jensen's inequality yields that this is an equality if and only if µ ξ(x) ((f −1 ξ)(x)) = m x ((f −1 ξ)(x)) for µ-a.e. x ∈ M . Replacing ξ by f −n ξ, we obtain that
Since ξ is generating and increasing, the disintegration of µ along ξ is given by the Margulis u-conditionals as claimed. Margulis constructed measure of maximal entropy for Anosov flows with minimal strong stable and minimal strong unstable foliations. We review this method for Anosov diffeomorphisms. For partially hyperbolic diffeomorphisms close to Anosov flows, see [9] .
The very first result to prove is the existence of Margulis family along unstable and stable foliations. Observe that by invariance of m u under the stable holonomy, the measure defined in this rectangle is independent of the choice of x ∈ R. Indeed, µ|R has product structure. As M is compact we can define a measure µ on M by defining it locally.
Observe that µ|R is a finite measure, by the fact that m s and m u are Radon measures (finite on compact sets) and so globally µ is a finite measure. Now, observe that m(f (A)) = D u D s m(A) for any A ∈ R and consequently for any Borel subset A. In particular, as f (M ) = M and 0 = µ(M ) < ∞, we have that D u D s = 1 and immediately we conclude that µ is an invariant measure.
Finally we prove that µ is a measure of maximal entropy. Indeed, by (1) there are foliations F cu and F s which are tangent to, E cu and E s respectively; (2) F s is minimal. Then there is a Margulis system {m cu x } x∈M on F cu which is invariant under F sholonomy and such that each m cu x is atom-less, Radon, and fully supported on F cu (x).
Remark 4.6. The minimality condition in the above proposition is not necessary as it will appear in a joint work with Buzzi, Crovisier and Polletti.
In general given a partially hyperbolic diffeomorphism it is not clear whether or not there exists a family of Margulis measures {m u } x , x ∈ M. However, Observe that by dilation property
is inside an exponentially small neighbourhood of the boundary of σ. So,
Let just consider the measure on complete discs:
As the m u (B j ) is exponentially small, the accumulation points of µ n and ν n are the same. Now we analyse the disintegration of 1 νn(B) ν n along the plaque partition inside B. We show that on each G j,i the conditional probability measure is
Gj,i . To this end we identify the quotient measure (quotient with respect to the palques partition):
So, it is enough to consider the quotient measure on the space of plaques by So, again using Proposition 4.3 we obtain h µ (F u , f ) = log(D u ). We may give another counting argument which is interesting in itself: For > 0 let E be a minimal (n, ), u−spanning set of F u (x, δ). So, in particular f n (F u (x, δ)) ⊂ y∈f n (E) F u (y, ). By continuity and local finiteness of m u we conclude that there exists C > 0 such that C −1 ≤ m u (F u (y, )) ≤ C for any y ∈ M. So, m u (f n (F u (x, δ) )) ≤ C S u (f, n, , δ).
As log(m u (f n (F u (x, δ))) = n log(D u )m u (F u (x, δ)), we get Let F ⊂ F u (x, δ)) be an (n, 0 ) separated set. Here it is used that F u is an expanding foliation. Since f n (F ) is 0 separated, the 0 2 balls (in u−intrinsic distance) around points in f n (F ) are disjoint subsets of f n (F u (x, δ + 0 /2))) and we get m u (f n (F u (x, δ + 0 /2)) ≥ C 0/2 N u (f, 0 , n, x, δ).
Again taking logarithm and dividing by n we get log(D u ) ≥ lim sup n→∞ 1 n log(N u (f, 0 , n, x, δ)) > h u top (f ) − .
Since is arbitrary we conclude log(D u ) ≥ h u top (f ).
So, as there always exists a measure which maximizes u−entropy one may ask the following question:
Question 5. Does any partially hyperbolic diffeomorphism admit a Margulis family of measures with dilation exp(h u top (f ))?
Question 6. Let f be partially hyperbolic and µ an ergodic invariant probability such that h µ (F u ) = h µ (f ) = h top(f ) . Is it true that {µ u x } x∈supp(µ) is a continuous family of Margulis measure?
We may even formulate a simpler question in the Anosov setting:
Question 7. Let f : T 2 → T 2 Anosov and µ an invariant probability such that conditionals of µ along unstable foliation are defined for all x ∈ T 2 and holonomy invariant. Is µ the measure of maximal entropy? If we just assume continuity of conditional measures, what can be concluded? Is it an equilibrium state?
Rigidity, measure Rigidity and unstable entropy
A celebrated conjecture of Furstenberg states that the only ergodic, Borel probability measure on S 1 that is invariant under both
x → 2x(mod − 1), x → 3x(mod − 1)
is either supported on a finite set (of rational numbers) or is the Lebesgue measure on S 1 .
The conjecture remains open but Rudolph obtained an optimal partial result.
Theorem 5.1. [36] The only ergodic Borel probability measure µ on mathbbS 1 that is invariant under both E 2 : x → 2x(mod-1) and E 3 : x → 3x(mod-1) and satisfies
is the Lebesgue measure on S 1 .
In invertible setting, A. Katok proposed studying a related action on a familiar spaces: the action of two commuting hyperbolic automorphism of T 3 .
Katok-Spatzier ( [20] , [21] ) obtained a generalization of Rudolph theorem for these actions. We follow the following example which contains many ideas of their result:
Let A = Here we will not give a proof of the above theorem. Instead we will just outline the role of unstable entropy in the proof. For a proof see [7] .
As A and B commute and diagonalizable, we denote by E j the jth joint eigenspace of A and B. Let us denote by λ j A = log(χ j A ) and λ j B = log(χ j B ). For each (n 1 , n 2 ) ∈ Z 2 , the subspace E j is an eigenspace for A n1 B n2 with eigenvalue χ j (n 1 , n 2 ) where log(χ j (n 1 , n 2 )) = n 1 λ j A + n 2 λ j B . In particular λ j : Z 2 → R extends to a lineart functional λ j : R 2 → R 2 which is called jth Lyapunov exponent functional for the action induced by L A and L B .
The following lemma has a basic role in the proof of theorem. Its proof comes from the fact that all E j are totally irrational and the flow induced by them on T 3 is uniquely ergodic. So to prove the Theorem 5.2, it is enough to verify that any ergodic measure with positive entropy is invariant under translation for some E j .
Proposition 5.4. For any i ∈ {1, 2, 3}, fix − → n ∈ Z 2 such that
then, if h µ (α( − → n )) = λ i ( − → n ) then for µ−a.e. x, we have that µ i x = m i x where µ i x is the conditional measure of µ along the unstable foliation of α( − → n ) and m i x is the corresponding Lebesgue measure. Observe that the unstable foliation coincides with the orbit of the action generated by translation of E i .
The proof of the above proposition can be obtained along the lines of the proof of proposition 4.3. In fact the Lebesgue measure on the E j is a Margulis family with dilation exp(λ i ( − → n )).
To obtain the hypothesis h µ (α( − → n )) = λ i ( − → n ) it is crucial to work with higher rank action. The proof is elaborated and uses suspension of action α to an R 2 action. Very briefly speaking, by the entropy assumption in the Theorem one first prove that the conditional measures of µ along unstable foliation is absolutely continuous with respect to Lebesgue. Then an argument like Pesin's entropy formula shows that in fact h µ (α( − → n )) = λ i ( − → n ).
