Introduction
Traditionally, when simulating a system of equations numerically, synchronization across all components is required therefore a single global time step is used. While the time step may change adaptively as the simulation proceeds, at each step the selection of step size is determined by the most ill-behaved component of the system. For example, in a system with many slow changing components and only one high frequency oscillatory component, a time 5.tep of 0.1 sec may be perfectly acceptable for the slow subsystems, however a global time step of 0.0001 sec must be used to accommodate the oscillatory component. The idea behind multistep numerical integration methods is, reduce the computational effort required by using the largest possible integration time step for each component of the system resulting in an asynchronous integration scheme. The idea dates back to the 1960's, [l] seems to have introduced it; [2] and others developed it further in the 80's. More recently, other variants of the method have been developed, ( [3], [4] , [5] ). Areas of application include simulating integrated circuits and molecular and stellar dynamics. Many robotic systems exhibit multiple time scales and hierarchy in the dynamics. In many cases, the hierarchy comes from the controller [6] , [7] . As a motivating example, we will consider the notion of hierarchically abstracted systems presented in [8] ; where a complex control system is decomposed into a sequence of increasingly simplified abstract systems. The idea behind this technique is that a fully detailed model may be impractical for long range planning and optimization so some simplification is done at a higher level; while at a lower level increasingly detailed system models are used and inputs are calculated to track the high level outputs. For example, in a typical robotic system one may have a planning module running at 1 Hz, an inverse kinematic solver running at 100 Hz, while the motor control loop may run at 10kHz. In such systems, a three level hierarchical description results in the following set of equations: (2) x, = f 3 ( 5 3 ) + d 5 3 b 3 .
( 3 )
The first level is the trajectory generation or the planning level where the dynamic system is abstracted with one or more integrators. At a lower level, the kinematics and therefore the Jacobian f,(z2) become important. Finally, at the lowest level, the rigid body dynamics are described by an affine system. Coupling is introduced through the feedback terms. If, for example the goal of eq. (2) is to track trajectories produced by eq.(l), u2 may depend on both 2 1 and 2 2 . Likewise, the input in eq.(3) may take the form u~( Q , x~, Q ) to track eq.(2). If one so desired, a fourth level could even be added to the model where the inputs are motor currents and actuator nonlinearities, such as motor saturation and deadzone effects, are accounted for. While planning based on eq.(l) may yield sub-optimal motion plans, the complexity of the planning problem decreases dramatically. Such approaches to planning and control are becoming more common as the complexity of robotic systems increases. In robotic systems with contacts between nominally rigid bodies, it is also natural to see dynamics with multiple time scales [9] . The dynamics of contact in-teraction evolve at a time scale that is determined by the very high stiffness of the contacting rigid bodies [lo, 111. For example, impacts between rigid bodies may last less than several microseconds and may necessitate integration rates of hundreds of nanoseconds [12] , while the slowly evolving rigid body dynamics driven by position controllers may require integration rates of milliseconds. A typical two-level hierarchy in such systems has the following set of equations:
Here z 1 represents the gross rigid body motion while z 2 models the compliant contact state. More generally, the techniques presented in this paper are applicable to hierarchical systems of the following closed loop form:
Closed loop systems in the form of eq. (6) [15] . This trend has been paralleled in the computer aided design community with the introduction of several packages capable of modeling and simulating hierarchical control systems (see for example [16] or [17] ). However, despite the seemingly natural connection, multirate methods have not appeared in the robotics literature. The goal of this paper is to introduce a new multirate method which is well suited to simulating robotic systems and analyze its performance. The paper is organized as follows: Sect. 2 presents the simulation algorithm; Sect. 3 looks at the accuracy, stability and efficiency of the method; Sect. 4 describes the implementation briefly and illustrates the use of the technique to simulate a mobile robot; finally in Sect. 5 we suggest some other application areas.
The algorithm
While multirate methods can and have been extended to systems of equations with structures other than lower triangular form, they are best suited to equations such as eq. The decision of which equation to integrate at a given time is made according to the slowest-first criterion which was shown in [2] to have superior performance versus the fastest first methods. The slowest first criterion selects to advance the equation which has been simulated through the least amount of time so far. Since the step sizes are all integer multiples of one another, often there will be several equations that fulfill the criterion. In the case of such a tie we integrate the one with the smallest index (the slowest equation) first. For a review of the traditional version of the algorithm see [18] for example. The multirate algorithm proceeds as follows: 
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where the p's are constants (see below).
Evaluate the derivative at the predicted point:
Since different equations are being integrated ai, different rates, values for 51 through x,-1 used in the above step may not have been computed exactly at the mesh point ( t k + I), in which case they must be derived from interpolation polynomials.
Apply the corrector equation
g=l where p*'s are constants (see below).
In order to accommodate coupling, construct an interpolation polynomial for x, which is valid from t k to t k + l so that component z, can be estimated by inferior levels at off-mesh points Evaluate the derivative using the corrected value of IC, for future use:
In this algorithm the p's and O*'s are weights associated with the particular predictor corrector method, but are generally selected such that, if the solution x ( t ) was a polynomial of order < m, the solution would be replicated exactly (see [IS] ). After completing the above sequence of steps, the truncation error is estimated using Milene's method and the step size h, is adjusted accordingly. Steps 1, 4, and 6 are not present in the traditional version of the algorithm.
Step i implements the slowest first rule; Steps 4 and 6 are needed since the right hand sides in eq.(6) are partially coupled. Due to the lack of synchronization, values of the slow variables, needed to evaluate the right hand sides of the fast variables, may not have been computed at time t k + l . Thus interpolants are used to approximate these values at off-mesh points.
Analysis
For the sake of brevity the results are presented here without formal proofs. The interested reader is referred to [19] for the full derivations. As in most niimerical analysis, we will perform the error analysis Zocally in Section 3.1 assuming the required past values of the xi's and fi's used in the PC method are exact, then look at the errors introduced after one step. This local error analysis is then extended by simply showing that the error propagation is stable in Section 3.2, rather than analyzing the accuinulated error directly. An efficiency analysis follows in Section 3.3.
Integration error analysis
In this section we analyze the accuracy of the method compared to traditional simuhtion techniques. Such an analysis is important (1) to determine the expected performance of the method, (2) provide a method to control and estimate truncation errors and hence select an appropriate step size at runtime, and ( 3 ) provide a basis for selecting acceptable interpolating functions. It is easily shown that the error in multirate simulation, e M can be expressed as the sum of errors associated with the traditional PC method eT and an additional term which accounts for the fact that interpolated values are used to accommodate coupling e r , (i.e. eM = eT + e l ) . The error associated with the traditional implementation of a m-step PC method is known to be O ( h m ) , therefore it suffices to derive only e l . In particular we would like to show that the contributions to the overall error from er are small compared with eT and hence the multirate method essentially has the same performance characteristics as the traditional method.
Terms contributing to er are introduced only during the corrector step since it is that step which relies on interpolating the slow variables, the predictor step produces the same result regardless of whether traditional or multirate techniques are used. Let 5 indicate an interpolated quantity while J: indicates the value resulting from simply applying the traditional technique. After various algebraic manipulations, we get
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Assuming [5j ( t k ) -."cj ( t k ) ] is small we can expand the second term about Z j ( t k ) . We then have, to first order where the partial derivative is evaluated at % , ( t k ) .
This term is effectively a measure of how sensitive our method is to errors in estimating f i due to inexact interpolation of slow variables. Note that this term is multiplied with hi which is typically small. Since the error contribution from er should not dominate e T , we select 5, to be mth order polynomials. Thus the interpolation errors vary with the mth power of the interpolation interval, h,. Recall that the larger step sizes of higher layers in the hierarchy can be expressed in terms of smaller step sizes as hi-1 = ri-lhi and in general h, = rlhi. Using these relations, " er Thus the dominant error term, e T , is the same as that of the traditional Adams PC method. Note that as the step size of the slower equations approach that of the fastest equations (i.e. rl + l), the er term vanishes and the error expression reduces to that of the traditional technique. It also tells us that any arbitrary choice of interpolants is not acceptable. Had linear interpolants, for example, been used the el term would be O ( h 2 ) rather than O(hrnf1); and hence, the dominant contributer to the overall error.
Stability
The stability of the method is more difficult to analyze since traditional techniques for determining the stability of numerical operators fail for multirate methods. Fortunately, when the slow components are not coupled to the fast components, which is the case in eq.(6), the stability of the multirate Adams scheme is the same as the stability of the traditional Adanis scheme [2] . This is essentially because the interpolation error is alwilys bounded; whereas, in the case of slow to fast coupling, extrapolation is needed to evaluate the right hand side and the errors may become unbounded. The stability characteristics of the traditional Adams mcthods are excellent (though they are not suitable for stiff problems).
Efficiency
Recall that the motivation for introducing multirate methods in robotics was to increase the simulation efficiency. Despite the fact that larger step sizes can be used, multirate simulation techniques are not always more efficient than traditional techniques since there is some overhead associated with constructing and evaluating the interpolation polynomials. A detailed and lengthly efficiency analysis appears in [19] , but for the purpose of illustration we make a number of simplifying assumptions here: a fixed step size (as a function of time), the right hand sides of each of the subsystems (f1, . . . fn), are equally expensive to evaluate, the difference in step sizes in the various levels of the hierarchy it1 the modular simulation is constant (the step size at any given level is twice the size of the step size being used one level below and half that of one level above).
We are interested in computing the speed up ratio, E , which reflects how much faster (or slower) the multirate simulation is vs. the global simulation. It is computed by dividing the computational cost required t o simulate a given system with the multirate technique by the cost of the traditional simulation. A small value of E implies a great efficiency gain is possible with multirate simulation. In the traditional simulation, all components are integrated using the maximum acceptable step size for the fastest component, h. Ignoring minor overhead and the irregularities introduced in the start up process, the steps required to simulate one component through one step h (associated computational costs denoted in parenthesis) are: predict ( P C ) , evaluate right hand side ( R H S ) , correct ( P C ) and reevaluate right hand side ( R H S ) . For the multirate simulator, assume that the fastest component is integrated at the same rate as in the global simulator, h, and that at each higher level the step size is double that of the previous. At each step at level i in the multirate simulator all the steps of traditional method are computed in addition to evaluating the interpolation polynomials of the (n-i) slower variables ( P E ) , and generating the interpolation coefficients (CG). However since larger step sizes are used, fewer total steps need to be taken. Tallying the required computation per step and computing the speed-up ratio yields each of the coefficients is strictly a function of the number of subsystems n and the ratio of step sizes across the hierarchy (in this case assumed to be 2n); While the terms they multiply are specific to both the implementation and the particular set of ODE being integrated ( R H S ) . In our implementation with a 5th order Adams method: CG M 40 flops (floating point operations); PC = 11; P E = 8 flops. Figure 2 shows the predicted efficiency of the method calculated with eq. (9) Observe that the benefits of multirate simulation become more pronounced as the number of subsystems increases. It also should be mentioned that, while the ratio of step sizes of neighboring levels in the hierarchy used to compute Fig. 2 if; 2, the efficiency gain increases as this ratio increases.
4 Implementation.
The algorithm has been implemented in Matlab, using a 5th order PC pair. It supports automatic step size selection, both across time and across levels of the hierarchy, to monitor and conixol truncation error to a user defined tolerance as the simulation proceeds. The user may specify groups of variables, called subsystems, that should be computed at the same rate. The method will be part of the simulation suite for the CHARON modeling language [17] . In Section 1, the idea of hierarchical control was motivated. As an example problem we simulated a hierarchical model of a standard differential drive cart. Equation (1) which is essentially a holonomic cart model was used for trajectory generation (level-1); a nonholonomic model of the cart is written in the form of eq.(2) and the controller calculates wheel velocities at level-2 to track the output of the trajectory generator at level-l; finally, at level4 torques are computed so that the full dynamic model of the cart tracks the Figure 4 : Illustration of the frequency at which the different levels in the hierarchy are integrated. constrained kinematic reference trajectory. In addition we also added a forth level of in the hierarchy which models a second dynamic cart attempting to follow the first cart at a prespecified distance. Figure 3 , shows the results of simulating this system with the tool presented in this paper. The position coordinates of eqs.
(1, 2 , 3) are plotted. In this particular case we compared the performance of our (non0ptimized)code vs. that of a popular built in Matlab ode solver(ode45), using the same error tolerances. The multirate code required only 27% of the number of floating point (about 4 times faster) operation used by the built-in solver. Figure 4 shows the frequency with which the multirate algorithm integrates the various levels in the hierarchy. As expected the first level in the hierarchy is integrated with a large steps size (hl x 0.6) while the lowest level is integrated with a much smaller step size to capture the fast changing dynamics (hq M 0.015). These step sizes are selected dynamically to maintain a desired level of estimated integration error while maximizing the efficiency of the simulation. R.ecal1 that in the traditional simulation all components would have been integrated with a global stepsize corresponding to the fastest component ( h M 0.015). In general the speed up factor is a function of several parameters, especially the desired integration accuracy. Figure 5 depicts this relationship. For this example the efficiency gain is more dramatic than the conservative estimate indicates in Fig. 2 . This is because, while the analysis was performed assuming the ratio of stepsizes used in neighboring layers in the hierarchy was two, this particular example permitted ratios as high as 8. Notice that the benefits of multirate simulation increase as the error tolerances become tighter.
Conclusions
In this paper we have introduced multirate predictor corrector techniques for simulating robotic systems possessing multiple time scales. The method is shown to have accuracy on the same order as that of the traditional predictor-corrector pair and the same stability cally abstracted systJems such as the one presented in this paper or [13] . This may be particularly useful in undulatory locomotion systems, as indicated in [15] . Future work will focus on developin techni ues for systems where the right hand side o f the dif?erential equations changes discontinuously when certain events occur (hybrid systems). For example, in rigid body dynamics an event would be a change in contact states, whereupon the governing equations suddenly transition from unconst,rained motion to rolling or sliding. Multirate techniques will hopefully allow one to simulate the bodies undergoing critical transitions at a finer level of detail (smaller time step), increasing the likelihood that these events are properly detected, without slowing down the integration of unaffected bodies.
