Abstract. There is still lack of clarity about the best manner in which to handle numeric attributes when applying Bayesian network classifiers. Discretization methods entail an unavoidable loss of information. Nonetheless, a number of studies have shown that appropriate discretization can outperform straightforward use of common, but often unrealistic parametric distribution (e.g. Gaussian). Previous studies have shown the Averaged One-Dependence Estimators (AODE) classifier and its variant Hybrid AODE (HAODE, which deals with numeric and discrete variables) to be robust towards the discretization method applied. However, all the discretization techniques taken into account so far formed nonoverlapping intervals for a numeric attribute. We argue that the idea of non-disjoint discretization, already justified in Naive Bayes classifiers, can also be profitably extended to AODE and HAODE, albeit with some variations; and our experimental results seem to support this hypothesis, specially for the latter.
Introduction
So far, the AODE classifier [1] has arisen as one of the most attractive alternative to naive Bayes (NB), as it has proved to be significantly better in terms of error reduction compared to many others semi-naive techniques, maintaining under control its time and space complexity in training and classification time [2] . Nevertheless, as most of the techniques based on Bayesian networks, a multinomial probability distribution is assumed. This gives rise to difficulties in the context of continuous variables, as there is a need to infer joint probability distributions, and this is difficult in the absence of very large quantities of data. Two different ways to tackle this issue for AODE were studied in [3] , that led to the Gaussian AODE classifier, where Conditional Gaussian networks were used to deal with datasets containing exclusively numeric attributes; and the Hybrid AODE classifier (HAODE) , that resorted to the use of discretization only for the numeric values in the parents. However, these approaches also have their limitations, since the Gaussian assumption may be simply unrealistic. And discretization becomes a good alternative.
In this respect, we can find studies where the robustness of AODE and HAODE toward the discretization method is analyzed [4] . The conclusions in this work indicate that although the discretization method indeed matters when studying a particular dataset, it does not seem to be decisive when the aim is to compare a group of semi-naive Bayesian classifiers over a standard group of datasets. Nevertheless, only disjoint discretization techniques have been taken into account in that study. In [5] , a novel non-disjoint discretization technique (NDD) is presented to cope with numeric attributes in NB by forming overlapping intervals. NDD forms overlapping intervals for a continuous attribute, always locating a value toward the middle of an interval to obtain more reliable probability estimations. Its use is based on the insight that while it is necessary to use a single discretization of each variable while classifying an instance, different discretizations can be applied when classifying different instances.
The results show a clear improvement in NB over other disjoint discretization methods, and we believe, that these results could also duplicate in AODE and HAODE, albeit with some modifications to the disjoint discretization method proposed. Compared to NB, AODE and HAODE could suffer more from creating a large number of intervals (from a variance increase), since their conditional probability tables (CPTs) are formed by the combination of a couple of attributes (the class and the parent). It is credible that NDD could help us to alleviate this problem by allowing larger intervals to be formed without greatly increasing the bias.
Hence, the main contributions of this paper are the following: to begin with, we redefine the original approach of NDD discretization for its use in AODE and HAODE, describing the corresponding modifications (Section 5). Furthermore, a new weighting system is included with the aim to decrease discretization bias. In Section 6, an experimental study compares the application of these joint discretization techniques in AODE and HAODE with the use of a traditional disjoint discretization method: equal frequency discretization (EFD) 3 . This study includes comparisons in terms of accuracy, but mainly focuses in results detailing bias and variance discretization records, as well as the combined error from both measures. and HAODE compared to applying equal frequency discretization (EFD) 4 . The rest of the paper is divided as follows: Section 2 and 3 introduces AODE and HAODE classifiers. Section 4 explains the main differences between disjoint and joint discretizations and finally, Section 7 provides our main conclusions from the study.
AODE
AODE [1] is considered an improvement over NB and an interesting alternative to other attempts such as Lazy Bayesian Rules (LBR) [6] and Super-Parent TAN (SP-TAN) [7] , since they offer similar error values, but AODE is significantly more efficient at classification time compared with the first one and at training time compared with the second one. In order to maintain efficiency, AODE is restricted to exclusively use 1-dependence estimators. Specifically, AODE can be considered as an ensemble of SPODEs (Superparent One-Dependence Estimators), because every attribute depends on the class and another shared attribute, designated as super-parent.
AODE computes the average of the n possible SPODE classifiers (one for each attribute in the database) and hence, the MAP (maximum a posteriori) hypothesis is as follows:
where x i , x j are the label of the predictive attributes and c the class label. The condition N (x j ) > q is used as a threshold to avoid making predictions from attributes with few observations. In our experiments this q value has been set to 1, which is the default value in the data mining tool WEKA [8] .
At training time, AODE has a O(mn 2 ) time complexity, where m is the number of training examples; whereas the space complexity is O(k(nv)
2 ), where v is the average number of values per attribute and k the number of classes. The resulting time complexity at classification time is O(kn 2 ), while the space complexity is O(k(nv)
2 ).
HAODE
NB can deal with hybrid (discrete and numeric variables) datasets by means of Gaussian and multinomial distributions. On the contrary, this is not possible for AODE, as a numeric variable (super-parent) cannot be the parent of a discrete variable. This is the reason why AODE can only be applied after discretizing numeric variables. HAODE [3] restricts the use of discretization to only the variable which acts as super-parent in every model, keeping it numeric when it is playing the role of child. Thus, multinomial distributions are estimated for discrete variables and the super-parent, together with one univariate Gaussian distribution (one for each configuration in the Cartesian product between the class and the super-parent) for each numeric variable which acts as child. Classification is performed according to the following equation then:
where µ i (c, x j ) and σ 2 i (c, x j ) are the mean and variance of X i conditioned to the values c for the class and x j for X j . N (x i : . , .) is the resulting value of the normal density function of x i with the corresponding mean and variance.
HAODE presents the same time complexity as AODE, but achieves a slight reduction in spatial complexity because HAODE requires only two parameters (mean and variance) for Gaussian distributions, independently of the number of states in which this variable has been discretized when it acts as super-parent.
Disjoint vs Non-Disjoint Discretization
Formally, given the numeric attribute values x i , x j ∈ R, any disjoint discretization method would create a unique interval (a, b] ∋ x i and (d, e] ∋ x j for every value so that AODE's statistics, p(X j = x j , C = c) and p(X i = x i |C = c, X j = x j ) would be estimated by
In disjoint discretization techniques (EFD, equal width division, MDL, etc) every numeric sample belongs to a single interval. I.e., considering x i < x j , if a = d (they do not fall in the same interval) then d ≥ b. This implies that for those cases where the original numeric value falls around the center of the interval assigned, we could expect more distinguishing information than when it falls near one of the boundaries of the interval.
In contrast, NDD creates bins that overlap. So long as a single bin is used consistently when classifying a single object, it does not matter whether inconsistent bins are used when classifying different objects.
Equal Frequency Discretization
EFD is an unsupervised technique where the values are ordered and divided into b disjoint bins so that each one contains approximately the same number of training instances.
Therefore, every bin contains m/b instances with adjacent values, where m is the total number of samples. This type of discretization method provides bins containing equal numbers of examples and hence the variance of the estimates formed from the bins should be more stable than alternatives. As a group of values with identical values must be placed in the same bin, it is not always possible to generate b intervals with exactly the same number of values.
Time complexity for this technique is O(m log m) as it is necessary to perform an ordering of the data.
Non-Disjoint Discretization

NDD is also an unsupervised technique that forms t atomic intervals
, ∀i), with equal frequency. In its definition for NB [5] , one operational interval or label is formed then for each set of three consecutive atomic intervals, such that the rth (1 ≤ r ≤ t − 2) interval (a r , b r ] satisfies a r = a ′ r and b r = b ′ r+2 . Each numeric value x is assigned to interval (a
Here t and the number of instances per atomic interval are selected proportionally to the number of training instances, following the idea of Proportional k-Interval Discretization [9] .
NDD is dominated by sorting as well, and hence, its complexity is also O(m log m).
NDD adapted to AODE and HAODE
By dividing the ranges of numeric attributes into overlapping intervals in AODE and HAODE, we not only intend to reduce discretization bias [10] by always locating a value toward the middle of an interval and, in general, creating a larger number of intervals; but also maintaining discretization variance, since the number of samples from which the CPTs will be estimated should be similar.
Intuitively, discretization resulting in large interval numbers tends to have low bias (any given interval is less likely to include a decision boundary of the original numeric attribute). Discretization resulting in intervals with a large number of instances tends to have low variance (as the probability estimations are more stable and reliable). The problem is that supposing there is a fixed dataset size, the larger the number of intervals, the smaller the number of instances per interval is.
The application of NDD to AODE involves discretizing the whole dataset into non-disjoint intervals before training the classifier, whereas in the case of HAODE, just the cases where a numeric attribute plays the role of super-parent will be discretized.
However, and for the reasons that we detail next, some changes are introduced to the original definition of NDD as specified in Yang and Webb's paper [5] :
1. A threshold is considered to mark the minimum frequency from which an atomic interval will not be merged with its neighbours. This should prevent us from increasing bias when sufficient samples are already provided. See Figure 1 for an example on interval formation having each atomic interval frequency into account. Since it is possible the presence of multiple instances with the same value, the number of final samples per atomic attribute may vary, and it usually does 5 . 2. In the original definition of NDD, the interval size is equal to the interval number (≈ √ m) with the aim to give equal importance to discretization bias and discretization variance reduction. Even though it provides very good results for NB, it is not the case for AODE or HAODE, where in general, a smaller number of intervals is desired because it is necessary to estimate the probability of an interval on one attribute conditioned by both an interval on another attribute and the class, whereas in NB it is necessary only to estimate the probability of an interval given the class. Previous experiments have shown that Proportional Discretization (PD), tailored to NB, where a number of √ m instances is selected, is not generally beneficial for AODE [4] . 3. When the number of cut-points is lower than 3, then equal frequency discretization will be kept. 4. Weighting importance: note that by using NDD as defined above, there are some numeric samples that fall within two or three labels. Given a numeric sample x i discretized by NDD into the labels
in training time; L 2 would be the final label assigned to another sample x j ∈ R, x j = x i in classification time. The contribution of L 2 to the CPT will be greater (it is given more importance when training) than the contribution provided by the other two bins. This is carried out by the use of weights. There exist several forms in which these weights could be distributed, in this first approach we have adopted the simplest one (apart from uniform distribution, being equivalent to non-weighting). Since a single sample can be allocated at most in three atomic bins, the weight distribution could be set as 0.75 for the centred label and the rest equally divided into the other labels (if there is more than one) 6 . In AODE, the combination of weights when both the parent and the child involved in a CPT come from a joint discretization is carried out by multiplying its corresponding weights (so that the sum remains equal to one). Fig. 2 . Example on how weighted NDD works in AODE: first of all, the instance is discretized using NDD and weights are assigned to every label. When training, instance I would contribute to the CPT for X0 given X1 and C as shown in the left hand side. If classifying I, only the main labels (so that the sample is in the center) are considered. Figure 2 shows an example for a training instance I with two numeric attributes: X 0 and X 1 . This instance is discretized using the NDD procedure indicated in Section 5, obtaining I NDD . Hence, the value 3.5 for X 0 falls within three labels: L 0 , L 1 and L 2 (specifically centred in L 1 , that is why it is given the highest weight), whereas the value 2 for X 1 falls within labels L When the same instance I were to be classified (the class is missing), then I ′ NDD would be used, where the centred labels for both attributes are considered. Then the MAP equation would be the following:
, where L * j , is the centred label for X j ; and L * i , the centred label for X i . As NDD is dominated by sorting, no increase in the complexity is induced.
Experiments
We run our experiments on 28 datasets from the UCI machine learning repository [11] and KDD archive [12] , listed in Table 1 . As in [5] , this experimental suite comprises 3 parts. The first part is composed of all the UCI datasets used by [13] when publishing the entropy minimization heuristic discretization. The second part is composed of all the datasets with numeric attributes used by [14] for studying NB classification. The third part is composed of larger datasets employed in [9] .
To begin with, we have pre-processed the datasets using an unsupervised filter to replace all the missing values with the modes and means from the existing data in the corresponding column, and another one to remove useless attributes that do not vary at all or whose variation percentage is lower than 99% 8 . This is in order to make the group of datasets uniform and suitable for all the classifiers considered in the comparison.
In order to evaluate the experimental results we use two methods: accuracy (for the sake of comparison with previous works and to facilitate the frame to reproduce experiments) and error in terms of bias and variance according to [15] , using five times 2-fold cross validation (5x2cv). 5x2cv entails a reasonable trade-off between precision and execution time of the experiments, providing a better partition for the posterior statistical analysis, as in addition, the degree of overlapping between the different folds is lower [16] . The bias-variance decomposition has been performed using the sub-sampled cross-validation procedure as specified by [17] . The global error obtained by this procedure is the sum of the bias and variance results.
The discretization technique selected as the basis for comparison is EFD with 5 bins (EF5), as it has shown to provide slightly better results compared to other methods [4] such as Minimum Description Length [13] , equal width discretization or equal frequency discretization with a different number of bins.
As advanced in section 4, the labels formed in NDD will comprise at most 3 atomic bins 9 . To provide a fair comparison with EF5, the initial number of atomic bins considered is 15. This means that the labels created (groups of three atomic bins) will be of approximately the same average size as the bins for EF5. The minimum frequency from which an atomic interval will not be merged with its neighbours will be 100 (approximately 30 per atomic bin 10 ). Table 2 shows the accuracy results obtained for AODE and HAODE using EF5, NDD and NDDw; along with the sample standard deviation for each dataset. The bullet next to certain outputs (in NDD and NDDw) indicates that the corresponding result improves the output provided when EF5 is used. The circle, in turn, indicates a draw. These results lead us to think that the use of NDD or NDDw is competitive over EF5 (and by extension, other traditional disjoint discretization techniques), especially for the former. Nevertheless, standard deviation is, on average, higher for NDD and NDDw compared to EF5, this indicates that the latter is more robust with respect to the income data, although the values provided in terms of accuracy are lower, in spite of that. Table 3 shows the number of datasets for which discretizing with NDD obtained better, equal or worse performance compared to using equal frequency with 5 bins. These records are complemented by the results from the Wilcoxon signed-rank tests [18] , which compare every pair of algorithms considering the whole group of datasets. The first two columns depict the records when the samples are not weighted (i.e. weighted uniformly) according to the atomic bin to which they belong. In this case, NDD in AODE and HAODE is better at imalthough the results were not significantly different, the best values were obtained with 30 and 33.3. proving accuracy and global error. The improvement is clear also as far as bias is concerned for HAODE and variance for AODE. However, this advantage is not as clear in terms of bias in AODE and variance in HAODE, although they still provide better records compared to EF5, no statistical difference is found. If we consider the weighted version of NDD, the results are slightly better in terms of bias (specially for AODE), at the expense of variance and overall worsening. Hence, from now on in the paper, we will just consider non-weighted NDD, although it is important to observe that the increase in variance may have less effect on error when larger data are provided. Table 4 displays the average results in terms of accuracy, bias, variance and error obtained for the different classifiers, where NDD outperforms in every pairto-pair comparison.
Note that execution time comparisons would show no interest information, since differences are minimum (same complexity order).
Hence, in the light of these results one question arises: why does NDD seems to improve more pronouncedly AODE's variance and HAODE's bias compared to applying equal frequency? The difference between the two classifiers lies in the "double use" (in parents and children nodes) of NDD in AODE, which seems to help in reducing variance at the expense of a bias sacrifice.
In this study, even though there is a slight improvement of HAODE over AODE (16-0-12 in terms of accuracy, see Table 2 ), this is not as striking as in the original study in 2009 [3] , and this difference even shifts to 13-1-14 when NDD is applied. We believe this fact might be motivated by two reasons:
-HAODE aims to avoid information loss by resorting to the use of discretization only when necessary for the super-parents. However, that implies that Gaussian distributions are assumed in some cases, which can be a handicap if the real distributions in data are not Gaussians.
-In general, we should prefer high-bias, low-variance classifiers when the data are sparse; and low-bias, high-variance classifiers when data are numerous.
Since we are now dealing with larger datasets, we could also deduce that HAODE is more robust in small ones and AODE in larger ones, unless the normality condition is satisfied.
Conclusions
In this paper, we have studied the impact of applying NDD to AODE and HAODE compared to traditional disjoint discretization techniques. In this study we have chosen equal frequency division to represent the latter, as it was shown previously to provide better results among the most common disjoint discretization methods (EF, equal width division, MDL, etc). We have introduced some modifications to the original definition of NDD [5] in order to fit into AODE and HAODE's context, as a smaller number of bins is usually desired compared to NB to avoid increasing variance. Furthermore, a new weighting system has been introduced at the counting process in order to increase the importance given to the bins created by NDD where samples are placed in the middle; which provided better results in terms of bias but worse overall records.
The results have been analyzed in terms of accuracy, bias, variance and global error obtaining the following conclusions:
-In general terms, an overall improvement is found for the two classifiers (AODE and HAODE) when NDD is used. Statistical differences according to the Wilcoxon test are found for both classifiers as far as accuracy and global error (sum of bias and variance) is concerned. -The analysis on error descomposition in terms of bias and variance displays better results at all times when using NDD, being this improvement more marked for HAODE in terms of bias, and AODE in terms of variance.
The most important conclusion though, is the fact that whereas some of the most common disjoint discretization techniques have failed to demonstrate consistent improvement relative to alternatives, non-disjoint discretization demonstrates better win/draw/loss records and significant overall improvement. Still, we plan to extend the experimental part to a test bed of high dimensional datasets in order to corroborate these conclusions. Moreover, we believe that the positive results observed in AODE are a good motivation to think that the beneficial properties of NDD will be strengthen when applied to Aggregating n-dependence estimators (AnDE) [19] , for values of n greater or equal to 2 (since when n = 1 it is equivalent to AODE).
One drawback of NDD is that it requires the user to select additional parameters apart from the number of bins to form (such as in equal frequency division), also the number of atomic bins per operational interval and the minimum frequency per interval must be chosen. ernment (JCCM) through projects TIN2010-20900-C04-03 and PEII11-0100-7773, the FPU grant with reference number AP2007-02736 and the Australian Research Council under grant DP110101427.
