Abstracf-In a recent paper the authors presented a new and very fast algorithm for accurate computation and inclusion of the sum and dot product of floating point numbers.
I. ACCURATE SUMMATION error unit. For IEEE 754 double precision it is eps = Let F denote the set of Hoating point numbers, and IFn, the set of vectors, matrices over those, respectively. [IO] .
Recently, the authors of this paper presented a new and very fast method for this problem and for the computation of dot products [IO] . The approach uses only basic floating point operations, no special architecture and no special operations. The speed of the new approach stems from the facts that no sorting input data is necessary, neither i) by absolute value nor ii) by exponent,
(1) the algorithms contain not a single branch, no extra precision besides working precision is necessary, no access to mantissa or exponent is necessary.
That makes the algorithms not only fast but also widely applicable because they are executable on every standard hardware. To our knowledge all existing algorithms fail to satisfy one or more of the listed properties. However, each is important for a really fast algorithm.
The new methods are based on so-called error-free transformations. Denote by H(.) the result of an expression where every operation is executed in floating point in some given working precision. It is well known that Hoating point operations according to the IEEE 754 floating point standard x,y t F with z:=fl(a+b) and x + y = a + b .
(2)
The transformation (a, 6) + (x, y) can be regarded as an error-free transformation of the pair (a,b) into the hest floating point approximation x of the sum and into the exact error y. Fortunately, there is a very fast algorithm to compute ( 2 ,~) due to Knuth [7] :
Algorithm I : Error-free transformation of the sum of two floating point numbers Note that this algorithm has all properties listed in (1); it uses solely ordinary floating point addition and subtraction. An alternative approach is based on an algorithm by Dekker 
Also note that xn = fl(Cy=,pi), so that ?in is the result of ordinary floating point summation, and the qi represent the exact error of that approximation.
In [lo] it is shown that adding up the errors in ordinary floating point and adding this to rra yields a result of the same quality as if computing in quadruple precision. The algorithm is as follows. 
where eps denotes the relative rounding emor unit and c := neps/(1-neps).
The proof is given in [IO] . If the ordinary summation Cy=, pi would be executed in quadruple precision and the result rounded to double precision, then essentially the best achievable error estimate would he like (4). We mention that the cascade presented in Fig. 1 can be staggered so that the accuracy of the final result is as if computed in k-fold precision. For details see [IO] .
Algorithm 3 can also he implemented using Algorithm 2 (TwoSuml) instead of Algorithm I (TwoSum). The latter costs 6 flops compared to 4 flops for the former counting the if-statement as one flop. Following are computing times in microseconds for the summation of randomly nenerated 
ACCURATE DOT PRODUCTS
For vectors x, y E F", the dot product xTy is E:=, x,y,. In order to apply the accurate summation algorithms presented in the last section, all we need is B representation of the products xzyl as the sum of two floating point numbers.
A first idea is to split xt and y, in two halves and use all cross products. However, the usual splitting of a 53-bit douhle precision number would result in a 26-bit and a 27-hit pan, so that one cross product could be 54 bits long and not representable in douhle precision. It seems absurd that a 53-hit number can be split into two 26-hit numbers. However, the trick is that one sign bit is used for the splitting. Note also that no individual access to mantissa or exponent of the input a is necessary, standard floating point operations suffice. Instead of a decrease of 50% in performance when using TwoSum we observe an increase in performance of about that size. It shows the effect of the lack of optimal code optimization.
floating point
With this we have all ingredients to present a fast and accurate algorithm for the dot product x"y. We mention that as in the case of summation a cascaded algorithm can be used to calculate an approximation to xTy as if computed in k-fold precision. We also note that there 
APPLICATIONS
Several applications of our algorithm are now in order.
A. Application to linear systems
There are a number of socalled self-validating algorithms to compute an inclusion of the solution of a system of linear equations Ax = b [9] , [13] , [I] , [Ill. One example uses the so-called Krawczyk operator [8] . Let A E Rnxn, b E R" be given as well as E E R", R E RnX" and X E ER' ' . Here IR" denotes the set of n-dimensional interval vectors. For details conceming intervals and interval operations cf. [9] . Assume We stress again that no explicit assumption on that need to be verified.
R . ( b -
There is much to say haw to determine an appropriate X and how to build an algorithm for computing an inclusion of A-'b. A-'b has been computed using an LU-decomposition with partial pivoting. shows the number of iterations and achieved maximum relative error for 1000 x 1000 linear systems of different condition numbers with averaged results of 100 randomly generated linear systems. We display the maximum relative error of the initial approximative d without residual correction. The additional computing time is determined by the number of residual iterations, whereas one iteration costs only O(n2) operations. Therefore the additional costs to achieve high accuracy are moderate. In the last row of Table L1 we display the ratio of computing time with residual refinement divided by the one without residual refinement. The additional cost depend on the condition numher and is between 30 and 70 per cent. For larger dimensions the additional cost decreases.
The same principle can he applied to the verified inclu- It follows [IO] that the interval resierr is a valid inclusion of the exact value of the dot product xTy. Note There is a factor in computing time of about 7 we have to pay. However, the result by the self-validating algorithm is verified to be correct. That means, provided the hardware and the architecture works correctly, the linear system is proved to be solvable (i.e. the system matrix A is not singular) and the computed interval vector Y is proved to contain the exact solution A-'b of the linear system.
Using the newly developed algorithms for fast and accurate computation of dot products the achieved inclusion is almost of maximum accuracy. Here, Ai's are n x n symmetric matrices and ai's are scalars [2] . For a given set of ai's, the left hand side of inequality (6) is reducing to nothing but the problem of calculating dot product.
IV. CONCLUSION
We presented fast algorithms for the accurate computation of sums and dot products. In combination with selfvalidating methods they allow to compute verified inclusions of the solution of linear systems of high quality. The proof of correctness as well as the high accuracy of the results may he important in sensitive areas such as certain control problems.
