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Resumen
El objetivo de este trabajo es realizar un mode-
lo dina´mico detallado de una pila de combustible
tipo PEM de 1.2 kW de potencia nominal. El mod-
elo desarrollado incluye efectos como el ’flooding’y
la dina´mica de la temperatura y es de utilidad
para poder disen˜ar y ensayar controles tanto de
la va´lvula de purga como de la refrigeracio´n de la
pila mediante un ventilador. Se ha desarrollado un
novedoso tratamiento de la ecuacio´n experimental
que modela la curva de polarizacio´n que simplifi-
ca considerablemente su caracterizacio´n. Por u´lti-
mo el modelo realizado ha sido validado con datos
tomados de una pila real.
Palabras clave: Modelado y simulacio´n, Pilas
de combustible.
1. INTRODUCCIO´N
Las pilas de combustible tipo PEM son disposi-
tivos electroqu´ımicos que transforman la energ´ıa
qu´ımica de un combustible (hidro´geno) directa-
mente en energ´ıa ele´ctrica mediante su reaccio´n
con el ox´ıgeno del aire, teniendo como residuos
agua y calor. Por esta razo´n y por las bajas tem-
peraturas de funcionamiento y su ra´pida puesta
en marcha, las pilas PEM se consideran buenas
candidatas para en el futuro sustituir a las fuentes
convencionales de energ´ıas actuales tanto en apli-
caciones residenciales como en automovil´ısticas.
Para poder desarrollar buenas te´cnicas de con-
trol, factor decisivo en la obtencio´n de un fun-
cionamiento o´ptimo de la pila, es necesario tener
un buen modelo donde poder simularlas y adema´s
a partir del cual se pueden disen˜ar estrategias ma´s
avanzadas, por ello hemos desarrollado un mode-
lo avanzado de pilas de combustible que tenga en
cuenta todos los feno´menos que se desean contro-
lar en la pila y adema´s represente todas las etapas
de funcionamiento de la pila tanto los arranques
como las paradas, importantes en aplicaciones au-
tomovil´ısticas en las cuales se deben desarrollar
te´cnicas espec´ıficas que regulen estas etapas con
seguridad.
Se ha realizado un estudio del estado del arte de
los modelos existentes en la bibliograf´ıa de las pilas
de combustibles y no se ha encontrado un mod-
elo que aunase en uno solo todos los feno´menos
que deben ser controlados como el encharcamien-
to flooding o la evolucio´n de la temperatura de
la pila aparte de los comunes como el suministro
de hidro´geno y ox´ıgeno procedentes del aire. Los
modelos que se encuentran se centran espec´ıfica-
mente en uno de estos feno´menos resultando com-
plejos modelos que esta´n ma´s orientados al disen˜o
de ce´lulas que al control de e´stas. El modelo que
presentamos esta´ dividido en tres partes clara-
mente diferenciadas: la dina´mica de los fluidos,
la dina´mica te´rmica y las caracter´ısticas ele´ctri-
cas. Se caracteriza principalmente porque modela
todos los feno´menos de la pila con la suficiente
sencillez necesaria en las aplicaciones de control.
En las primeras secciones se presenta cada una
de las partes en las que se ha dividido el mode-
lo, destacando las mejoras e innovaciones desar-
rolladas para cada una de ellas. En la siguiente
seccio´n se presenta los modelos de los equipos aux-
iliares que deben ser incorporados para que la pi-
la de combustible pueda funcionar y por u´ltimo
se presenta la validacio´n del modelo desarrollado
con los datos obtenidos de una pila de combustible
PEM de 1.2kW.
2. MODELO
FLUIDODINA´MICO
En esta parte se modelan las dina´micas de los flu-
idos implicados en el proceso en su paso por la
ce´lula de combustible. Las ce´lulas esta´n compues-
tas por dos canales, a´nodo y ca´todo, separados por
una membrana (MEA Membrane Electrode As-
sembly). Adema´s incluyen dos capas de difusio´n
construidas de material poroso e hidro´fobo, situ-
adas entre la MEA y los canales, facilitando la
difusio´n y contacto de los gases con la membrana.
Esta´s ce´lulas se conectan en serie para formar las
pilas o ’Stacks’y as´ı alcanzar la potencia requerida.
La membrana, siendo impermeable, permite la di-
fusio´n del agua en forma de vapor, crea´ndose un
flujo neto de transferencia entre el ca´todo y el a´no-
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do por dos efectos: por un lado, los protones diso-
ciados del hidro´geno en el a´nodo, en su migracio´n
hacia el ca´todo, arrastran mole´culas de agua. Este
feno´meno es conocido como electro-osmotic drag.
Por otro lado, debido a la diferencia de concen-
traciones, el vapor de agua se desplaza desde re-
giones de menor concentracio´n a otras mayores.
Este efecto es llamado back diffusion. Cuando la
produccio´n o transporte de agua supera la posibil-
idad del vapor de difundirse desde las capas de di-
fusio´n hasta los canales de caudal, el vapor satura
y condensa l´ıquido. El agua entonces se va acumu-
lando en las capas de difusio´n hasta que la presio´n
capilar hace que fluya hacia los canales de caudal.
Este agua ocupa parte del volumen de poro de
las capas de difusio´n primero y luego, al llegar a
la superficie de e´stas, reduce el a´rea efectiva de
intercambio de gases, dificulta´ndose de esta man-
era su difusio´n. Este feno´meno, que hace caer el
rendimiento de la ce´lula de combustible, es conoci-
do como encharcamiento o flooding. El tratamien-
to de este feno´meno es una novedad en nuestro
modelo.
Los fluidos implicados en este modelo son el
hidro´geno, ox´ıgeno, nitro´geno y agua en forma
l´ıquida y vapor. En [1] se presenta una solucio´n
del flujo tridimensional basada en las ecuaciones
de Navier-Stockes, usando el programa de ca´lculo
FLUENT, pero desde el punto de vista computa-
cional para aplicaciones de control esta solucio´n
es inviable. En [2] se presenta un estudio centrado
en los feno´menos que tienen lugar en las capas de
difusio´n, teniendo en cuenta la variable espacial
perpendicular a dichas capas. En [3] se simplifi-
ca esto u´ltimo tomando un modelo de la capa de
difusio´n de para´metros concentrados.
En este trabajo se ha optado por el u´ltimo
enfoque, pero incluyendo algunas variaciones.
Primero, para reducir al ma´ximo el costo de ca´lcu-
lo, se ha tomado un u´nico volumen de control
para cada capa de difusio´n, en lugar de tres. Es-
to imposibilita el conocimiento de las variables en
el interior de dichas capas, pero permite evaluar
su valor medio. En los canales de ca´todo y a´no-
do se incluyen tambie´n dina´micas de evaporacio´n
del agua. Adema´s, el tratamiento del agua l´ıquida
se ha modificado suponiendo que adema´s de salir
de la pila de combustible en forma de vapor, una
cierta cantidad sale en forma l´ıquida por arrastre
meca´nico con los caudales de salida. Esto permite
un estudio ma´s fiel de los feno´menos que ocurren
durante una purga del a´nodo puesto que se puede
suponer entonces que el agua l´ıquida acumulada
en la superficie de la capa de difusio´n del a´nodo
es as´ı como se elimina.
Figura 1: Discretizacio´n en volu´menes de control
de una ce´lula de combustible
Entrando un poco ma´s en detalle de esta parte
del modelo, se puede dividir en cinco bloques in-
terconectados, correspondientes cada uno a los
volu´menes de control de canales y capas difuso-
ras de ca´todo y a´nodo y al transporte de especies
a trave´s de la membrana. Es importante tener en
cuenta los criterios de signo que se muestran en la
siguiente figura.
Figura 2: Criterio de signos
2.1. Canal del ca´todo
El caudal de entrada al canal es aire proveniente
del sistem auxiliar de acondicionamiento que ten-
ga acoplado la pila de combustible. El caudal lin-
da a su vez con la capa de difusio´n del ca´todo
y entre ellos habra´ un intercambio de agua y de
ox´ıgeno. El flujo de agua depende de la diferen-
cia de concentraciones entre ambos volu´menes de
control y es calculado en las capas difusoras. Se
han despreciado las posibles diferencias de pre-
sio´n de ox´ıgeno entre el canal y la capa difuso-
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ra del ca´todo, ya que estudios como [2] muestra
son muy pequen˜as y las dina´micas de intercam-
bio por diferencia de concentraciones entre ambos
volu´menes de control muy ra´pidas. Se utilizo´ [7]
para describir las dina´micas de evaporacio´n y con-
densacio´n en el canal. Se ha tenido en cuenta tam-
bie´n la restriccio´n lo´gica de no evaporacio´n de ma´s
cantidad de agua que la l´ıquida disponible. Las
ecuaciones dina´micas que aporta este bloque son
las siguientes:
dml,cach
dt
= 0 (1)
dmv,cach
dt
= Wv,cach,in −Wv,cach,out +
Wv,caGDL2cach +Wevap,cach (2)
dmO2,cach
dt
= WO2,cach,in −WO2,cach,out −
WO2,caGDL2cach (3)
dmN2,cach
dt
= WN2,cach,in −WN2,cach,out (4)
mma,cach = mO2,cach +mN2,cach +mv,cach(5)
2.2. Canal del a´nodo
El bloque correspondiente al canal del a´nodo es
ana´logo al del ca´todo. En este caso el caudal de
alimentacio´n sera´ hidro´geno seco.
Durante una purga, los caudales de salida del a´no-
do son calculados como sigue, siendo tpurge un
tiempo obtenido experimentalmente en el que la
mayor parte del agua l´ıquida condensada en la
superficie del canal de difusio´n del a´nodo es ar-
rastrada por el caudal del gas de purga. Cuan-
do la va´lvula de purga este´ cerrada, Kanch,out =
0, tomando esta variable un valor mayor que
cero cuando se encuentra abierta. Destacamos la
ecuacio´n relacionada con la purga.
Wl,anch,out =
ml,anch
tpurge
si Wma,anch,out > 0 (6)
2.3. Capas difusoras de ca´todo y a´nodo
Las capas difusoras de ca´todo y a´nodo se modelan
cada una como un u´nico volumen de control, sigu-
iendo el criterio de signos anteriormente explicado
para los caudales. Las ecuaciones que modelan los
feno´menos que en ellas tienen lugar pueden di-
vidirse en dos bloques, correspondientes uno a la
fase gaseosa y otro a la fase l´ıquida. El proble-
ma queda simplificado al estudio de los gradientes
de concentracio´n del agua en forma de vapor y
la presio´n capilar en forma l´ıquida, adema´s de las
dina´micas de condensacio´n.
Las ecuaciones dina´micas que se an˜aden en la
parte de fase gaseosa son las siguientes:
dpv,caGDL
dt
= RTst
Nv,gen +Nv,memb −Nv,ca
tGDL
+
RTstRevap,ca (7)
dpv,anGDL
dt
= RTst
Nv,an −Nv,memb
tGDL
+
RTstRevap,an (8)
Por otro lado la fase l´ıquida aporta las siguientes
dina´micas:
ρl
dVl,ca
dt
= −Wl,ca −Revap,caMvεVGDL (9)
ρl
dVl,an
dt
= Wl,an −Revap,anMvεVGDL (10)
2.4. Membrana
La membrana, al ser impermeable, no deja pasar
agua l´ıquida pero s´ı admite la difusio´n de gases
a trave´s de ella. As´ı, permite la combinacio´n de
hidro´geno y ox´ıgeno, pero a su vez deja paso al
vapor de agua y al nitro´geno. La circulacio´n de ni-
tro´geno se produce desde el ca´todo hacia el a´nodo
por diferencias de concentracio´n al estar alimenta-
do este u´ltimo por hidro´geno puro. Este feno´meno
se despreciara´ por ser muy lento y entonces afectar
levemente a la presio´n total del a´nodo, y tambie´n
por ser un gas inerte que no afecta en la reaccio´n.
Adema´s, este nitro´geno presente en el a´nodo nun-
ca llega a ser una cantidad importante puesto que
se elimina durante las purgas. La circulacio´n del
vapor de agua es de mayor complejidad, y se debe
a los dos feno´menos descritos en la introduccio´n
de electro-osmotic drag y back diffusion. As´ı, el
caudal molar circulante a trave´s de la membrana
sera´:
Nv,memb = nd
i
F
− αwDw cv,ca − cv,antmemb (11)
donde i = Ist/Afc es la densidad de corriente, nd es
el coeficiente de arrastre electro-osmo´tico,Dw es el
coeficiente de difusio´n del vapor en la membrana,
tmemb es el espesor de la membrana y cv,ca y cv,an
son las concentraciones de agua a ambos lados de
la membrana. El coeficiente αw es un para´metro de
correccio´n experimental, puesto que todas las con-
stantes relacionadas con la membrana provienen
de bibliograf´ıa donde se obtuvieron a partir de
membranas ma´s antiguas que las actuales.
3. MODELADO TE´RMICO
La parte del modelo que considera este efecto se
basa principalmente en [4], aunque hay en la bib-
liograf´ıa ma´s art´ıculos que tratan el problema de
manera similar [5]. En [4], se presenta primero un
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estudio detallado del calor generado por la reac-
cio´n electroqu´ımica a causa de las irreversibili-
dades del sistema y su transmisio´n al ambiente
y al caudal de fluido refrigerante, para despue´s
simplificar la formulacio´n matema´tica obviando
los efectos menos importantes. La pila de com-
bustible all´ı modelada supon´ıa humidificacio´n ex-
terna y agua l´ıquida como refrigerante, siendo la
utilizada para el modelo aqu´ı presentado autohu-
midificada y con aire atmosfe´rico como fluido re-
frigerante. Lo que se ha hecho es partir del modelo
ya simplificado, y adaptarlo para las condiciones
particulares de la pila aqu´ı estudiada.
Para obtener el modelo te´rmico, se hace un bal-
ance energe´tico en el que se tienen en cuenta la
energ´ıa producida por la reaccio´n qu´ımica de for-
macio´n de agua (que se supone en forma de vapor)
H˙reac, la energ´ıa aprovechada en forma de elect-
ricidad Pelec y la cantidad de calor evacuado por
radiacio´n Q˙rad,B2Amb y por conveccio´n, tanto nat-
ural como forzada Q˙conv,B2Amb. Para este modelo,
la disipacio´n activa de calor se realiza por convec-
cio´n forzada mediante un ventilador. El balance
energe´tico queda entonces como:
mstCst
dTst
dt
= H˙reac − Pelect −
Q˙rad,B2Amb −
Q˙conv,B2Amb (12)
La energ´ıa aprovechada en forma de electricidad
sera´:
Pelec = VstIst (13)
4. MODELADO ELE´CTRICO
las dina´micas ele´ctricas son despreciables frente a
las dema´s. Es por esto los estudios presentes en
la bibliograf´ıa presentan las variaciones esta´ticas
del voltaje de las ce´lulas frente las densidades
de corriente suministradas. En [8] se presenta
una ecuacio´n con para´metros experimentales para
modelar la forma de estas curvas de polarizacio´n,
que recoge bien el funcionamiento estacionario
pero no el transitorio. En [6] se desarrolla una
ecuacio´n con ma´s para´metros, buscados a partir de
datos experimentales, que modela mejor los cam-
bios en la curva de polarizacio´n ante variaciones de
la temperatura y presiones parciales de los fluidos
reaccionantes (hidro´geno y, sobre todo, ox´ıgeno).
La bu´squeda de para´metros a partir de esos datos
experimentales ha de realizarse all´ı mediante algo-
ritmos de optimizacio´n. Quiza´s la aportacio´n ma´s
importante de este trabajo sea el nuevo tratamien-
to matema´tico propuesto para hallar la curva de
polarizacio´n. Siguiendo la misma filosof´ıa que en
[6], se ha simplificado al ma´ximo esta expresio´n
matema´tica, suponiendo ahora variaciones lineales
con la temperatura y logar´ıtmicas con las pre-
siones de ox´ıgeno e hidro´geno, desacoplando es-
tos dos feno´menos y escalando la curva en funcio´n
de ellos en lugar de escalarla y adema´s modificar
su forma. Esta simplificacio´n, adema´s de modelar
fielmente el comportamiento esta´tico ele´ctrico re-
al, hace que sea posible, mediante consideraciones
geome´tricas, encontrar un algoritmo algebraico di-
recto que calcule los para´metros a partir de unos
pocos datos experimentales. Las implicaciones de
esto son muy grandes, puesto que se abre la puer-
ta al ca´lculo en l´ınea de curvas de polarizacio´n
muy exactas, que representan el voltaje de la ce´lu-
la frente a la densidad de corriente, i = Ist/Afc,
llamadas curvas de polarizacio´n, y que dependen
de varios factores:
Intensidad El voltaje a circuito abierto (v0) de-
cae a medida que la ce´lula de combustible
va proporcionando un mayor valor de in-
tensidad. As´ı, en una primera etapa y has-
ta una determinada intensidad, dominan las
llamadas pe´rdidas por activacio´n (vact), que
provienen de la necesidad de mover los elec-
trones y romper y formar los enlaces qu´ımi-
cos en a´nodo y ca´todo. En una segunda eta-
pa, cuando la intensidad va siendo mayor, las
pe´rdidas dominantes son las o´hmicas (vohm),
debidas a la resistencia de la membrana a la
transferencia de protones y a las resistencias
ele´ctricas internas de los electrodos a la trans-
ferencia de electrones. A elevada intensidad,
a niveles de potencia ma´xima de las ce´lulas,
las pe´rdidas por concentracio´n (vconc) hacen
caer ra´pidamente el voltaje, debido a las irre-
versibilidades que se producen a altos niveles
de consumo de los reactivos. Estas u´ltimas
ca´ıdas, aunque contempladas en la ecuacio´n
propuesta de la curva, sera´n muy leves en
el rango de funcionamiento normal de las pi-
las de combustible, pues operar a esos rangos
de intensidad degrada ra´pidamente las mem-
branas. En (Fig. 3) puede verse un ejemplo de
curva de polarizacio´n correspondiente a la pi-
la de combustible de 1.2 kW particularizada
en este trabajo, con la contribucio´n desglosa-
da de las pe´rdidas antes comentadas.
Presiones parciales de los reactivos La pre-
sio´n parcial de ox´ıgeno en el ca´todo y de
hidro´geno en el a´nodo influyen de manera
notable en el voltaje que dan las ce´lulas de
combustible. A medida que aumenta la pre-
sio´n de alguno de estos gases, el voltaje se
incrementa para cualquier valor de intensi-
dad. Dado que en las configuraciones t´ıpicas
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Figura 3: Curva de polarizacio´n desglosada
en dead-end la presio´n parcial de hidro´geno
permanece aproximadamente constante, es la
presio´n parcial de ox´ıgeno en el ca´todo la que
merece mayor atencio´n, puesto que es la que
sufre mayores fluctuaciones ante cambios en
la demanda de energ´ıa de las pilas de com-
bustible, al estar en dependencia con los sis-
temas auxiliares de suministro de aire al ca´to-
do.
Temperatura La temperatura a la que las ce´lu-
las de combustible operan tiene una doble in-
fluencia en el voltaje. Por una parte, cam-
bios en la temperatura influyen en las pre-
siones de los gases en el interior de ca´todo y
a´nodo. Por otra, las propiedades de la mem-
brana cambian de manera que un aumento
de temperatura conduce a un aumento de
voltaje para cualquier intensidad. Es por es-
ta razo´n importante a la hora de realizar una
caracterizacio´n experimental de las ce´lulas de
combustible distinguir entre estos dos efectos.
Dada la dificultad te´cnica de incorporar sen-
sores de presio´n en el interior de los canales de
caudal de ca´todo y a´nodo, es entonces cuan-
do es importante el modelo matema´tico para
obtener valores simulados de estas presiones,
y as´ı poder discriminar la variacio´n del volta-
je con la temperatura de su variacio´n con las
presiones parciales de los reactivos.
Cantidad de agua condensada Como se ha
comentado anteriormente, la presencia de
agua l´ıquida ocupando los poros de las ca-
pas difusoras y su superficie provocan ca´ıdas
en el voltaje y por tanto en el rendimiento
de las ce´lulas de combustible. En el ca´todo
este feno´meno no es importante al ser este
agua arrastrada con el caudal de aire de ali-
mentacio´n, pero es en el a´nodo donde se acu-
mula hasta que se elimina por medio de una
purga. Siguiendo el mismo desarrollo que en
[3], la solucio´n para modelar este efecto con-
siste en suponer que a medida que aumenta la
cantidad de agua l´ıquida en la capa difusora,
el a´rea efectiva de la membrana decae, resul-
tando por tanto en un aumento de la densi-
dad de corriente y por tanto en una ca´ıda en
el voltaje (Ver Fig. 4).
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Figura 4: Evolucio´n de la densidad de corriente
durante una serie de purgas del a´nodo
As´ı, se propone la ecuacio´n que sigue para modelar
todos los aspectos antes comentados.
Vfc = x1︸︷︷︸
v0
+x2(Tst − T 0st)︸ ︷︷ ︸
∆Vfc/∆Tst
+
x3
(
0,5 ln(pO2,ca) + ln(pH2)
)
︸ ︷︷ ︸
∆Vfc/∆p
−x4
(
1− exp(−i/x5)
)
︸ ︷︷ ︸
vact
−x6 · i︸ ︷︷ ︸
vohm
−x7 · i(1+x8)︸ ︷︷ ︸
vconc
(14)
i = Ist/Afc = Ist/A0fc(1− αlml,an)︸ ︷︷ ︸
Afc efectiva
(15)
Las suposiciones que se han hecho para obtener
esta ecuacio´n son:
Desacoplamiento de los efectos de la variacio´n
de la temperatura y de las presiones parciales
de hidro´geno y ox´ıgeno.
Variaciones lineales con respecto a una tem-
peratura nominal T 0st, lo que no quita gener-
alidad a la ecuacio´n puesto que se comprue-
ba experimentalmente que este rango lineal
cubre todo el rango pra´ctico de operacio´n.
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Variaciones logar´ıtmicas con respecto a las
presiones parciales de los reactivos, aunque
se puede suponer que la contribucio´n es lin-
eal en un rango de operacio´n entorno a un
punto nominal p0O2,ca y p
0
H2,an
, que incluye
todo el rango normal de operacio´n. Esto fa-
cilita por una parte la bu´squeda experimental
de ∆Vfc/∆pO2,ca y por otra simplifica el algo-
ritmo algebraico de obtencio´n de los para´met-
ros. La ca´ıda logar´ıtmica se da sobre todo en
las etapas de arranque y apagado de la pila,
donde las presiones parciales se alejan mu-
cho de dicho rango de operacio´n normal. (Ver
figura 5).
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Figura 5: Tratamiento matema´tico de la presio´n
de ox´ıgeno en las diferentes zonas de trabajo de la
pila de combustible
Para el ca´lculo de los para´metros x1, . . . , x8, se
ha desarrollado el algoritmo algebraico que abajo
se muestra. Son necesarios 4 puntos caracter´ısti-
cos de la forma de la curva de polarizacio´n, es-
to es, (pji, pjv) para j = 1 . . . 4, adema´s de los
valores de variacio´n del voltaje con la temper-
atura y la presio´n parcial de ox´ıgeno ∆Vfc/∆Tst
y ∆Vfc/∆pO2,ca, en un punto de funcionamiento
nominal de la pila de combustible. Dichos 4 pun-
tos han de ser elegidos de manera que dividan en 3
partes a la curva de polarizacio´n, cada una corre-
spondiente a la zona en que dominan las pe´rdidas
descritas al inicio de este apartado. La presio´n de
hidro´geno se supone constante a efectos de ca´lcu-
lo del algoritmo, ya que su contribucio´n viene da-
da f´ısicamente como proporcional a la del ox´ıgeno.
As´ı, y tras escalar los valores experimentales segu´n
∆Vfc/∆Tst y ∆Vfc/∆pO2,ca, se obtiene una curva
de polarizacio´n a una temperatura (308 K) y pre-
siones parciales de ox´ıgeno (0.16 bar) e hidro´geno
(1.250 bar) fijas. En Fig. 6 se muestra un ejem-
plo de eleccio´n de los 4 puntos necesarios para el
algoritmo en dicha curva. Comparando la forma
de los datos de reales y la de los datos escalados
de Fig. 6, se observa adema´s la alineacio´n de datos
que se produce tras este escalado. Esto es una com-
probacio´n experimental de las suposiciones de lin-
ealidad y desacoplamiento de los efectos de la tem-
peratura y las presiones parciales de los reactivos
antes explicadas. El para´metro αl, por u´ltimo, es
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
Current Density (A/cm2)
Fu
el
 C
el
l V
ol
ta
ge
 (V
)
Figura 6: Eleccio´n de puntos para el algoritmo de
identificacio´n de para´metros de la curva de polar-
izacio´n
obtenido a partir del valor experimental de ca´ıda
en el voltaje a medida que se va acumulando agua
en el a´nodo. Ante la imposibilidad de colocar un
sensor en el interior del a´nodo que mida la canti-
dad de agua all´ı condensada, se hace necesario el
modelo para obtener el valor simulado de cantidad
de agua l´ıquida que corresponde con dicha ca´ıda
de voltaje.
5. VALIDACIO´N DEL MODELO
Una vez planteadas las ecuaciones del modelo,
hecha su implementacio´n en MATLAB Simulink
y particularizados los para´metros f´ısicos y experi-
mentales de dicho modelo para la pila de 1.2 kW
de Ballard, el siguiente paso es la validacio´n segu´n
datos reales tomados durante experimentos. De es-
ta manera, se dispone de datos reales para las en-
tradas del modelo, as´ı como de datos de las sali-
das, que sera´n el voltaje de la pila de combustible
y su temperatura. Lo que se hace es simular el
modelo con esas entradas, para despue´s comparar
las salidas simuladas con las reales. Se plantean
cuatro experimentos diferentes entonces: fase de
arranque, carga constante para ver el efecto del
encharcamiento, carga variable para comparar los
transitorios y experimento de larga duracio´n con
carga variable para validar la parte del modelo
dedicada a la temperatura.
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5.1. Etapa de arranque
Esta etapa consiste en el periodo de tiempo desde
que la pila de combustible esta´ apagada, esto es,
compresor y ventilador de aire esta´n apagados y
la va´lvula de hidro´geno de entrada se encuentra
cerrada, hasta que se alcanzan condiciones nom-
inales de funcionamiento. Esto ocurre cuando el
voltaje que suministra la pila de combustible lle-
ga a un valor nominal estacionario. Al iniciarse el
arranque, compresor y ventilador de refrigeracio´n
comienzan a funcionar, a la vez que se abre la
va´lvula de hidro´geno de entrada. El voltaje de la
pila de combustible va entonces incrementa´ndose
a medida que los reactivos van primero llenando
los canales de las ce´lulas de combustible y despue´s
reaccionando entre ellos. La evolucio´n de las sal-
idas reales del sistema pueden verse en Fig. 7,
as´ı como las salidas simuladas de voltaje y tem-
peratura. Puede verse que la simulacio´n predice
un voltaje sensiblemente mayor que el real. Esto
es debido a la dificultad de modelar la dina´mica
de apertura de la va´lvula de hidro´geno de entrada,
que en el modelo se considera constante durante
todo el llenado, no siendo as´ı en la realidad, donde
ocurren pequen˜os saltos de presio´n. Au´n as´ı, el re-
sultado general puede considerarse de intere´s para
modelar esta etapa de funcionamiento.
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Figura 7: Variables de salida del modelo durante
el arranque
5.2. Carga constante: efecto del
encharcamiento
Como ya se ha descrito, durante el funcionamien-
to normal de la pila de combustible, se condensa y
acumula agua l´ıquida en el a´nodo disminuyendo el
rendimiento de las ce´lulas y siendo por tanto nece-
sarias purgas perio´dicas, mediante la apertura de
una va´lvula de salida del a´nodo para tales efectos.
Los datos experimentales que se presentan fueron
tomados manteniendo la pila de combustible fun-
cionando a carga constante durante un periodo de
tiempo, para observar claramente el efecto del en-
charcamiento y la recuperacio´n del voltaje tras las
purgas (Ver Fig. 8 y Fig. 9).
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Figura 8: Variables de entrada en la simulacio´n de
los efectos del ’flooding’
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Figura 9: Variables de salida en la simulacio´n de
los efectos del ’flooding’
5.3. Carga variable: efectos transitorios
Durante grande cambios de carga, los efectos tran-
sitorios pueden ser analizados. Estos transitorios
son consecuencia de la dina´mica de los fluidos. De
hecho, cuando la demanda de energ´ıa aumente, el
equipo que suministra aire al sistema necesita un
periodo de tiempo para poder proveer la nueva
cantidad de aire requerido. Durante este tiempo,
la presio´n parcial del ox´ıgeno tiende a decrecer y
por tanto el voltaje de la pila tambie´n. Estos efec-
tos pueden verse en la figura 10.
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Figura 10: Variables de salida durante la simu-
lacio´n de los efectos transitorios
5.4. Carga Variable: temperatura
Como los efectos te´rmicos son mucho mas lentos
que los otros, es necesaria una simulacio´n en un
gran periodo de timepo para poder validar el
bloque que modela la dina´mica de la temperatura
de la pila.En la figura 11 observamos la temper-
atura simulada sigue muy bien a la real.
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Figura 11: Variables de salida en simulacio´n de los
efectos te´rmicos
6. CONCLUSIONES
En este trabajo se ha desarrollado y validado un
modelo dina´mico para pilas de combustible tipo
PEM. El modelo parte de otros existentes en la
literatura y se extiende con la consideracio´n de
feno´menos de intere´s como son el encharcamiento
o flooding y la consideracio´n de los efectos te´rmi-
cos. Tambie´n se presenta la forma de obtener la
curva de polarizacio´n de forma experimental que
puede ser usado en l´ınea.
La principal utilidad de este modelo reside en su
uso para el disen˜o y ensayo de algoritmos de con-
trol para la pila, facilitando el desarrollo previo a
su implantacio´n en el sistema real.
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Resumen  
 
El control de una grúa pórtico representa un desafío 
para los ingenieros de control debido a que es un 
sistema complejo, multivariable y no lineal. A lo 
largo de las últimas décadas se han propuesto 
diferentes enfoques para el tratamiento de este 
problema, habitualmente aplicando técnicas clásicas 
al control. En este artículo se presenta una solución 
basada en una de las técnicas de la Inteligencia 
Artificial, las redes neuronales, para la 
identificación y el control basado en linealización 
por realimentación del sistema Los resultados de 
simulación prueban la eficiencia de esta estrategia 
para controlar este sistema. 
 
Palabras Clave: Grúa Pórtico, Inteligencia Artificial, 
Linealización por Realimentación, Redes Neuronales 
 
 
1 INTRODUCCIÓN 
 
El objetivo de este trabajo es realizar la identificación 
y el control de una grúa pórtico de tres grados de 
libertad mediante redes neuronales.  
 
 
 
 
 
 
 
 
 
 
 
 
Figura 1. Vista general de la grúa 
 
Una grúa pórtico o puente grúa (gantry crane o 
overhead crane) es un dispositivo ampliamente 
usado en la construcción, transporte (puertos) e 
industria. Al mismo tiempo, se trata de un sistema 
mecánico de elevada complejidad, ya que presenta un 
comportamiento no lineal y de naturaleza 
multivariable. En consecuencia, muchas de las 
técnicas “clásicas” de control no pueden ser 
aplicadas. Además, la dinámica del sistema propicia 
la aparición de oscilaciones indeseadas de la carga 
que son difíciles de atenuar. Por ello las grúas han 
sido objeto de abundantes artículos y estudios en el 
último medio siglo. 
 
Para la realización de este trabajo se ha partido del 
modelo 3DCrane de la casa polaca Inteco (ver figura 
1). Esta grúa, cuyas dimensiones son las de un cubo 
de aproximadamente 1.5 metros de arista, está 
diseñada para un uso didáctico o de investigación. 
Consta de una viga móvil que se desplaza en una 
dirección x sobre unos raíles, y de un carro que se 
desplaza a lo largo de la viga, en una dirección y 
perpendicular a x. Del carro cuelga un cable que 
sostiene la carga, pudiendo ésta ser izada o bajada a 
lo largo del eje z. De esta forma, es posible 
posicionar la carga en cualquier punto del espacio de 
trabajo xyz de la grúa (3D). Los ejes son accionados 
por motores de corriente continua, y existen encoders 
que miden la posición (x, y, z) y los ángulos de 
desviación de la carga respecto a la vertical. En la 
figura 2 se puede ver con más detalle la 
configuración de la grúa. 
 
Para el control del sistema se utilizarán redes 
neuronales. Esta técnica de la IA se ha mostrado muy 
versátil para estas tareas. Para ello, en la Sección 2 se 
selecciona una determinada arquitectura neuronal y 
se expone el algoritmo utilizado para entrenar la red 
para que cumpla lo mejor posible con las 
especificaciones de diseño así como el algoritmo de 
control. En la siguiente sección se especifica su 
aplicación como sistema de control de la grúa 
pórtico. Los resultados obtenidos mediante la 
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simulación se muestran en la sección 4. Con las 
conclusiones y futuros trabajos finaliza esta 
contribución. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2. Detalle de la grúa-pórtico 
 
 
2. RED NEURONAL UTILIZADA 
 
2.1 TIPO DE RED 
 
En esta aplicación las redes neuronales se usan con el  
propósito de realizar una linealización por 
realimentación, es decir, cancelar las no-linealidades 
de la planta. 
 
Al tratarse de un sistema dinámico, es necesario que 
las salidas de la red dependan no sólo de los valores 
actuales de las entradas, sino también de las entradas, 
salidas y/o estados anteriores. Es decir, se precisa que 
la red sea dinámica [4]. Este tipo de redes son más 
potentes, al poseer memoria. Entre sus aplicaciones 
más típicas se encuentran los sistemas de control [3]. 
  
El tipo de red utilizado es el Layered Digital 
Dynamic Network, descrita en [2]. Es similar al 
clásico perceptrón multicapa, pero con una línea de 
retardos. El aprendizaje o modificación de los pesos 
sinápticos se realiza mediante el mecanismo de 
retropropagación. Merece la pena detenerse 
brevemente a explicar qué tipo de aprendizaje o 
entrenamiento se ha elegido. 
 
2.2 APRENDIZAJE 
 
Hay diferentes métodos para entrenar la red. El más 
sencillo consiste en actualizar los pesos en la 
dirección en la que la función criterio del perceptrón 
desciende más rápidamente, es decir, en la dirección 
del gradiente negativo. Una mejora a este método 
consiste en añadirle un “momentum”, de forma que 
la red responda no sólo al valor local del gradiente, 
sino a la tendencia. De esta forma se consigue un 
aprendizaje más rápido. Aún así, estos métodos 
pueden resultar demasiado lentos, por lo que en su 
lugar se ha utilizado la modificación conocida como 
algoritmo de Levenberg-Marquardt [1]. Su 
fundamento es el siguiente: a pesar de que la función 
criterio del perceptrón desciende más rápidamente a 
lo largo de la dirección indicada por el gradiente, esto 
no asegura que de esta manera se logre la 
convergencia más rápida. Como alternativa, se puede 
realizar una búsqueda a lo largo de direcciones 
conjugadas. Surgen así los Algoritmos de Gradiente 
Conjugado. Una variante de estos algoritmos son los 
llamados Algoritmos Quasi-Newton, en los cuales se 
actualizan los pesos mediante la matriz Hessiana de 
la función (sus segundas derivadas), evaluada en los 
valores actuales de los pesos. Como la matriz 
Hessiana es costosa de calcular, una alternativa 
consiste en aproximarla mediante la expresión 
TH J J= ⋅ , donde J es el jacobiano (de los errores 
de la red respecto a los pesos), con lo que la 
actualización de los pesos se realiza de la forma 
siguiente: 
 
           
1
1
T T
k k µ
−
+  = − ⋅ + ⋅ ⋅ ⋅ x x J J I J e       (1)                                                                    
 
donde e es el vector de errores y µ es un parámetro 
que se va reduciendo a medida que se va acercando a 
la solución, haciendo así que este método sea más 
parecido al de Newton, por ser éste más rápido en las 
proximidades de los mínimos. Éste es el algoritmo de 
Levenberg-Marquardt. 
 
Una vez entrenada la red neuronal, se puede integrar 
en el sistema de control de la planta, lo que se detalla 
en el siguiente apartado. 
 
 
3 SISTEMA DE CONTROL 
 
El control se realiza desde un PC equipado con una 
tarjeta PCI suministrada por el fabricante de la grúa 
Inteco. Esta tarjeta se comunica con la grúa a través 
de un interfaz de potencia, al cual se le conectan 
tanto los motores como los sensores. La 
implementación del control a nivel software (tanto 
para simulaciones como para el modelo real) se ha 
hecho en un entorno Matlab/Simulink trabajando 
bajo Windows. El interfaz con la planta utiliza la 
Crane3D Toolbox proporcionada por la propia 
Inteco, que se integra fácilmente dentro de este 
entorno. Para la identificación del sistema y el diseño 
del controlador se usó la Neural Network Toolbox de 
Matlab. Finalmente, para poder realizar control en 
tiempo real se precisa de la Real Time Workshop y el 
Real Time Windows Target.  
 
El tipo de control realizado es, como ya se indicó, de 
linealización por realimentación. Este tipo de control 
consiste en lo siguiente: sea un sistema no-lineal que 
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se puede modelar, empleando la notación usual en 
teoría de sistemas en tiempo discreto, como: 
 
  
( ) [ ( ), ( 1),... ( 1),
( 1),..., ( 1)]
[ ( ), ( 1),... ( 1),
( 1),..., ( 1)] ( 1)
2
y k d f y k y k y k n
u k u k m
g y k y k y k n
u k u k m u k
donde d
+ = − − +
− − +
+ − − +
− − + ⋅ +
≥
       (2) 
 
Si se puede realizar una identificación del modelo, es 
decir, encontrar una red neuronal que aproxime las 
funciones f, g, entonces se puede obtener la entrada 
de control como: 
 
               
( ) [...]( 1) [...]
y k d f
u k
g
+ −
+ =                (3) 
 
De esta forma, el controlador se deriva directamente 
del modelo neuronal de la planta.  
 
Hay que señalar que la linealización por 
realimentación puede ser realizada sin usar redes 
neuronales. Sin embargo, su uso se justifica por su 
relativa simplicidad, ya que los cálculos necesarios 
para linealizar el sistema de la forma clásica son 
farragosos, incluyendo el manejo de matrices grandes 
y el cálculo de derivadas de las salidas. Además, la 
expresión analítica del controlador obtenido suele ser 
complicada y por lo tanto difícil de implementar.    
 
 
Figura 3. Aproximación de f, g 
 
En nuestro caso se usó el bloque NARMA-L2 
(Nonlinear AutoRegressive Moving Array) de la 
Neural Network Toolbox de Matlab. Este bloque 
realiza la identificación del sistema y calcula la señal 
de control necesaria. Su principal ventaja es su 
reducida carga computacional, factor importante ya 
que el entrenamiento de una red neuronal exige un 
elevado uso de la CPU, y, en caso de ser demasiado 
compleja, puede llegar a ser imposible llevar a cabo 
un aprendizaje adecuado. El esquema de cómo la red 
neuronal realiza la aproximación de las funciones f, g 
se muestra en la figura 3, y un esquema de control en 
la figura 4. Estas figuras siguen la notación adoptada 
por Matlab y fueron obtenidas de [5]. 
 
Figura 4. Sistema de Control  
 
En el diseño de la red para esta aplicación se ha 
optado por una configuración con una capa oculta 
con 4 neuronas, cuyas funciones de activación son 
sigmoides. La capa de salida representa las salidas 
del sistema y sus funciones de transferencia son 
lineales. Para cada capa de salida y de entrada se 
utilizaron dos entradas y salidas, respectivamente, 
retardadas. De esta forma se puede llegar a aproximar 
un sistema mecánico de segundo orden, como es la 
grúa. 
 
El aprendizaje se realiza, tal como se justificó en la 
sección anterior, mediante el algoritmo de 
Levenberg-Marquardt, que en Matlab está 
implementado en la función trainlm.  
 
 
4 EXPERIMENTOS 
 
En primer lugar se simuló el comportamiento del 
sistema utilizando un modelo no lineal de la planta. 
De esta forma se ajustaron los controladores hasta 
obtener un comportamiento satisfactorio de la planta 
en lazo cerrado. Para ello, se modeló la grúa 
utilizando la formulación Lagrangiana. El sistema 
resultante consta de 3 entradas (los 3 motores), 5 
salidas, y 10 estados. Este modelo se incluyó en un 
diagrama de Simulink, al cual se añadieron los 
bloques de NARMA-L2 (uno por cada eje de la 
grúa). 
 
A efectos de la identificación del sistema, la grúa 
presenta como entradas las fuerzas aplicadas, (tres, 
una por cada eje), y como salidas las posiciones 
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respectivas. Por lo tanto, cada bloque NARMA-L2 
que implementa una red se encarga de la 
identificación y control de un eje de la grúa. Las 
funciones f y g obtenidas de la identificación 
permiten obtener la acción de control mediante (3). 
La red lo que hace es aproximar de forma lineal el 
sistema y a partir de esas aproximaciones se obtiene 
directamente la señal de control. Además este tipo de 
control suele tener problemas de robustez si el 
modelo no es muy exacto, lo que se evita si es la 
misma red la que identifica y obtiene el control con 
la estrategia indicada de linealización por 
realimentación. Esta identificación neuronal evita los 
cálculos derivados de una linealización clásica del 
modelo. 
 
La identificación de cada eje se realizó en base a 
2000 muestras, con un periodo de muestreo de 0.05 
segundos. 
Figura 5. Diagrama de control en Simulink 
 
 
 
Figura 6. Respuesta a escalón en la viga (eje X) 
 
El diagrama de control utilizado se muestra en la 
figura 5. Se realizaron pruebas para medir tanto la 
respuesta a entrada escalón como el seguimiento de 
una señal senoidal. En las figuras 6-12 se muestran 
las diferentes respuestas a estas entradas, así como 
las señales de control. 
 
Nótese que se ha modificado la señal de control del 
eje x, multiplicándola por 0.7. Esto se ha hecho con 
el fin de ilustrar las diferentes posibilidades de ajuste 
de los controladores. Así, en el eje Y, cuya señal se 
ha dejado intacta, se tiene una respuesta más rápida, 
aunque se llega a un valor ligeramente superior al de 
la consigna. Por el contrario, en el eje X, si bien con 
algo más de lentitud, se consigue exactamente el 
valor de consigna, sin tener sobreoscilación. Ambas 
respuestas son aceptables y deberá escogerse una u 
otra en función de la aplicación. 
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Figura 7. Respuesta a escalón en el carro (eje Y) 
 
 
 
Figura 8. Respuesta a escalón en el cable (eje Z) 
 
 
 
 
Figura 9. Respuesta a senoide en la viga (eje X) 
 
 
 
 
 
 
 
Figura 10. Respuesta a senoide en el carro (eje Y) 
 
 
 
Figura 11. Respuesta a senoide en el cable (eje Z) 
 
 
 
Figura 12. Señales de control para respuesta a 
escalón (línea: X, punto: Y, sólido: Z) 
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5 CONCLUSIONES 
 
En este documento se ha presentado una aplicación 
de las redes neuronales artificiales al control de una 
grúa pórtico. Se comprueba que, pese a la 
complejidad que presenta la planta a controlar (ya 
que es no lineal y multivariable), la aplicación de 
estas técnicas es sistemática y permite obtener 
buenos resultados. La estructura de la red fue 
escogida de forma que se minimizara la carga 
computacional, facilitando la viabilidad del diseño. 
Como estructura del controlador se utilizó la de 
linealización por realimentación, por lo que, una vez 
identificada la planta, el cálculo del controlador fue 
inmediato. Este diseño del controlador fue 
comprobado mediante simulación, en la que se 
ajustaron las ganancias para obtener el control más 
ajustado posible.  
 
Las futuras líneas para continuar este trabajo podrían 
partir de un estudio más pormenorizado de las 
oscilaciones angulares producidas en la carga de la 
grúa, y del diseño de una estrategia para 
minimizarlas. Asimismo, se debería probar los 
resultados de las simulaciones en la planta real, lo 
que no pudo ser hecho hasta la fecha debido a 
problemas con el hardware. 
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Resumen
Las actividades realizadas en plantas solares sue-
len producir grandes concentraciones de radiacio´n
solar que pueden alcanzar temperaturas muy eleva-
das. Por ello, errores que se puedan producir tan-
to en el resultado de los ca´lculos de las posiciones
donde deben incidir las concentraciones como en
el tiempo de respuesta a la hora de indicar estas
posiciones pueden ocasionar dan˜os en las personas
o en los componentes irradiados. El cumplimien-
to de requisitos temporales y de seguridad hacen
sea conveniente aplicar te´cnicas de Tiempo Real a
aplicaciones sobre plantas solares. En este art´ıculo
se describe como se esta´ implementando una apli-
cacio´n usada en una planta solar de manera que
cumpla tanto las restricciones temporales como de
seguridad.
Palabras clave: Sistemas de tiempo real distri-
buido, plantas termosolares, sistemas de receptor
central
1. Introduccio´n
Para producir energ´ıa electrica, la energ´ıa solar se
puede convertir en energ´ıa calor´ıfica concentrando
los rayos solares sobre una superficie. Esta concen-
tracio´n puede producir sobre las superficies irra-
diadas temperaturas muy altas. Entre los sistemas
basados en me´todos te´rmicos destacan los llama-
dos de receptor central.
El grupo de investigacio´n “Automa´tica, Electro´ni-
ca y Robo´tica” (AER, co´digo TEP-197 del Plan
Andaluz de Investigacio´n) de la Universidad de
Almer´ıa (UAL) esta´ realizando un proyecto de in-
vestigacio´n titulado “Desarrollo de sistemas y he-
rramientas de control para plantas termosolares”
(bajo el convenio PSA-UAL-AER). Entre los ob-
jetivos del proyecto se encuentra el desarrollo de
un nuevo Sistema de Control de Campos de He-
liostatos (SCCH) a implantar en los campos de
la Plataforma Solar de Almer´ıa (PSA-CIEMAT).
En la figura 1 se pueden ver las instalaciones de
sistemas de receptor central que dispone la PSA:
CESA-I y CRS. Este nuevo SCCH sustituira´ a una
aplicacio´n existente situada en un µVAX progra-
mada en el lenguaje FORTRAN.
Figura 1: Sistemas de Receptor Central en la PSA.
CESA-I en la parte superior y CRS en la parte
inferior.
Aparte de la aplicacio´n para el control de campos
de heliostatos, el grupo ha realizado un proyecto
dedicado a la implementacio´n de una aplicacio´n
para el control del receptor y sistema de potencia
[1], el cual ha sido desarrollado usando LabVIEW
de National Instrument junto con el mo´dulo Data-
logging and Supervisory Control Module. Tambie´n
se ha desarrollado una aplicacio´n para el ajuste au-
toma´tico de offset (desviaciones esta´ticas) usando
te´cnicas de visio´n artificial [2].
En este art´ıculo se va a describir la aplicacio´n de
tiempo real para el control de campos de helios-
tatos. Tambie´n se describira´ brevemente la aplica-
cio´n para el ajuste automa´tico de offsets que hace
uso de la aplicacio´n que se esta´ desarrollando. En
las siguientes secciones se muestra una descripcio´n
de los sistemas de receptor central y del elemento
principal a controlar (el heliostato). Posteriormen-
te se explican el estado actual del desarrollo de
la aplicacio´n control de campos de heliostatos en
plantas termosolares y, finalmente, se mostrara´n
algunas conclusiones y trabajos futuros que se pre-
tenden realizar.
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2. Sistemas de receptor central
Los sistemas de receptor central concentran la
energ´ıa solar sobre un foco. Estos sistemas se divi-
den en dos subsistemas: por una parte el campo de
heliostatos (encargada de concentrar la radiacio´n
solar), y por otra el receptor (como foco donde se
concentra la radiacio´n) junto al sistema de poten-
cia (cuya misio´n es la generacio´n de energ´ıa). El
campo de heliostatos esta´ compuesto por un con-
junto de espejos curvos (heliostatos) que reflejara´n
y concentrara´n la radiacio´n solar que incidente so-
bre el campo en unos puntos determinados dentro
del receptor [5]. Existen una serie de factores que
dificultan la concentracio´n constante dentro del re-
ceptor, necesaria para un buen funcionamiento del
sistema. Entre estos factores esta´n la dependencia
temporal de los sistemas que usan energ´ıa solar
(la intensidad de la radiacio´n var´ıa a lo largo del
d´ıa) y las posibles perturbaciones (por ejemplo,
por presencia de nubes).
2.1. El heliostato
Los heliostatos poseen dos ejes (elevacio´n y azi-
mut) con sendos grados de libertad que permitira´n
orientarlos para concentrar la radiacio´n solar. Ca-
da heliostato del campo dispone de un control lo-
cal que se encarga de controlar los motores de estos
ejes para posicionar al heliostato en las consignas
deseadas. Ba´sicamente, las operaciones que realiza
un heliostato son posicionarse en una orientacio´n
fija o realizar el seguimiento de una coordenada.
El seguimiento continuo a una coordenada hace
que el rayo reflejado por el heliostato quede inci-
diendo constantemente sobre un punto del espacio,
a pesar del movimiento del sol. Esto permitira´ la
concentracio´n en un punto deseado del espacio de
la radiacio´n solar que incide sobre el campo de
heliostatos. El seguimiento del punto supone el
ca´lculo de los valores de consigna de elevacio´n y
azimut para el heliostato. Los valores calculados
dependen de (1) la coordenada donde se quiere
incidir, (2) de la posicio´n del heliostato en el cam-
po (respecto a la torre) y (3) de la fecha y hora
con la que se puede obtener la posicio´n del sol en
el cielo. Aunque las coordenadas donde se quie-
ra hacer incidir el rayo refleajado no cambien es
necesario recalcular perio´dicamente las consignas
de elevacio´n y azimut puesto que el sol cambia su
posicio´n en el cielo constantemente.
3. Aplicacio´n para el control del
campo de heliostatos
Los objetivos que se pretenden cumplir con la apli-
cacio´n que se esta´ desarrollando son:
La aplicacio´n tiene que ser gene´rica dentro del
control de campos de heliostatos. El uso de la
aplicacio´n en otros campos de heliostatos o la
modificacio´n del campo donde se encuentre
instalado no debe suponer un gran esfuerzo.
Para ello, las alteraciones en la aplicacio´n no
deber´ıa exceder, de forma general, de la modi-
ficacio´n de la base de datos con la informacio´n
sobre el campo usada por la aplicacio´n y de la
creacio´n o modificacio´n de una clase en C++
con el protocolo de comunicaciones usado en
el campo.
La aplicacio´n se dividira´ en tres partes: la in-
terfaz para el operador, el subsistema de con-
trol del campo y el subsistema de comunica-
ciones. La interfaz para el operador se encarga
de suministrar los comandos y acciones indi-
cadas por el operador al subsistema de con-
trol e informar al operador sobre el estado en
el que se encuentra el campo. Por su parte,
el subsistema de control del campo propor-
cionara´ una Interfaz Lo´gica de Tiempo Real
hacia los otros sistemas como pueden ser la
interfaz del operador, el sistema para el con-
trol del receptor o la aplicacio´n para el ajuste
automa´tico de offsets. Finalmente, el subsis-
tema de comunicaciones se encargara´ de in-
teractuar con el campo de heliostatos trans-
mitiendo las tramas de comunicacio´n y reci-
biendo las respuestas de los heliostatos.
Se intentara´ modularizar la aplicacio´n lo ma´s
posible con la idea de que e´sta pueda ser
fa´cilmente distribuida en varios computado-
res. Esta distribucio´n ayudar´ıa a hacer la apli-
cacio´n ma´s escalable en el caso de que se usa-
se para controlar campos de heliostatos muy
grandes.
La aplicacio´n sera´ independiente de la tecno-
log´ıa de comunicaciones utilizada por los he-
liostatos. Para empezar, se debe poder comu-
nicar con los campos de heliostatos de la
PSA donde la comunicacio´n se realiza tanto
a trave´s de cable como por medios inala´mbri-
cos, usando cada uno un protocolo distinto.
Se han definido los siguientes requisitos tempora-
les para el sistema:
El subsistema de control debe comunicarse
con cada heliostato al menos una vez cada
4 segundos. Por tanto, debe ser capaz, en el
peor de los casos, de realizar los ca´lculos de
consignas para todos los heliostatos, comuni-
carlos a los controles locales que correspondan
y esperar la respuesta. Puesto que el nu´me-
ro de heliostatos del campo y la capacidad
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de computacio´n de la que dispone el control
central pueden variar de un campo a otro, es
posible que sea necesaria la distribucio´n de la
aplicacio´n para que estos tiempos se cumplan.
Se deben adquirir una serie de temperaturas
y sen˜ales cada segundo. Los valores de estas
temperaturas, cuando rebasan ciertos l´ımites,
y de las sen˜ales pueden generar una alarma
y desenfocar todos o parte de los heliostatos
cuyo rayo reflejado apunte al receptor.
Todos los comandos ejecutados por los helios-
tatos tendra´n un tiempo ma´ximo para su fi-
nalizacio´n.
La aplicacio´n se ejecutara´ sobre el sistema operati-
vo de tiempo real LynxOS. Para la creacio´n de los
distintos mo´dulos software se esta´ haciendo uso de
las librer´ıas ACE ([6], [7]) y utilizando sus capa-
cidades para tiempo real. Estas librer´ıas ayudan
a conseguir independencia del API proporciona-
do por el Sistema Operativo por lo que mo´dulos
completos pueden ser reutilizados al ser recompila-
dos en distintas plataformas. Se esta´ haciendo uso
tambie´n de una implementacio´n de RT-CORBA
basada en componentes ACE llamada TAO (The
ACE ORB) [9]. En lo que respecta a la interfaz
gra´fica para el operador, se esta´n usando el en-
torno gra´fico X-Window y el esta´ndar Motif.
El uso de objetos RT-CORBA permitira´ la dis-
tribucio´n de la aplicacio´n a la vez que ofrece un
interfaz lo´gico a otras aplicaciones como el siste-
ma para la correccio´n automa´tica de offsets. En la
figura 2 se muestra la relacio´n del SCCH con otros
sistemas. La eleccio´n de la distribucio´n de COR-
BA TAO se debe a su amplio uso tanto industrial
como cient´ıfico y a que, puesto que esta´ basada en
componentes ACE, puede usarse en gran nu´mero
de plataformas, entre las que se encuentran Mi-
crosoft Windows, Linux y LynxOS, que son las
usadas principalmente en PSA.
Figura 2: Diagrama de contexto
Como se ha comentado, la aplicacio´n se divide
principalmente en tres mo´dulos: la interfaz, el sub-
sistema de control y el subsistema de comunicacio-
nes. Estos pueden estar separados o puede ejecu-
tarse en diferente computadores. Es ma´s, es po-
sible disponer de varios procesos interfaz (en el
mismo o en distintos computadores) que usen los
servicios de un mismo subsistema de control. La
figura 3 muestra un esquema de estos tres mo´du-
los. En ella aparecen 16 l´ıneas que comunican el
subsistema de comunicaciones con el campo de
heliostatos. Tambie´n aparecen 300 conexiones en-
tre el subsistema de control y el subsistema de
comunicaciones. Estas 16 l´ıneas se corresponden a
las l´ıneas de comunicaciones usadas en el campo
CESA-I y las 300 conexiones a los 300 heliostatos
del campo.
Comunicaciones
Control
Disparos
Disparos
x 16
Campo Heliostatos
x 300
Temperaturas
EstadoComandos
Interfaz
Figura 3: Esquema general de la aplicacio´n para
el campo CESA-I de la PSA
A continuacio´n se pasa a describir cada una de
las partes de la aplicacio´n junto con la aplicacio´n
desarrollada para el ajuste automa´tico de offsets.
3.1. Interfaz de operador
Para la manipulacio´n del campo de heliostatos se
ha desarrollado una interfaz que sera´ usada por un
operador. Esta interfaz se encargara´ de gestionar
los distintos tipos de ensayos disponibles para ca-
da campo, de hacer llegar los comandos al subsis-
tema de control y de mostrar informacio´n acerca
del campo de heliostatos. En la figura 3 se puede
ver, en la parte superior, la interfaz donde se apre-
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cia, en el fondo, la pantalla principal mostrando el
campo de heliostatos y, delante de e´sta, dos ven-
tanas que permiten gestionar ciertos para´metros
para los distintos ensayos del campo.
3.2. Subsistema de control
En el subsistema de control existen varios mo´dulos
principales, de entre los cuales los objetos helios-
tato son los ma´s importantes. En la figura 4 se
muestra este subsistema y la organizacio´n de sus
mo´dulos. Tanto la factor´ıa como los objetos he-
liostato y los mo´dulos de disparo son objetos RT-
CORBA. Inicialmente so´lo existe el mo´dulo fac-
tor´ıa, el mo´dulo de temperatura y el del ca´lculo
del vector solar. La factor´ıa creara´, a trave´s de
peticiones CORBA, el resto de componentes. A
continuacio´n describimos estos mo´dulos.
Cálculo
de consigna
Tarea de
comunicaciones
Objetos heliostato x 300
Máquina
de estados
Módulo de termopares
Alarma
Cálculo del
vector solar
A la factoría
de comunicaciones
Factoría
A/Desde los módulos
de comunicaciones
A/Desde la interfaz Desde la interfaz
de ajuste de offsets
Desde el sistema
Módulos de disparo
control de temperaturas
Desde el sistema deDesde la interfaz
Desde los módulos de Control
de E/S digitales
gestión de tarjetas
Figura 4: Subsistema de control
3.2.1. Objetos heliostato
El heliostato sera´ el componente principal del
campo y debera´ ser controlado individualmente.
Para ello se ha creado un objeto lo´gico activo con
respuesta determinista que almacena la informa-
cio´n relativa al heliostato f´ısico y gestiona opera-
ciones de alto nivel invocadas a trave´s de su inter-
faz CORBA. Este objeto activo tendra´ hasta tres
tareas independientes: la primera de ellas se encar-
ga de gestionar el estado del heliostato, la segunda
tarea realiza las comunicaciones con el control lo-
cal del heliostato f´ısico y la tercera tarea recalcula
la orientacio´n del heliostato cuando se realiza el
seguimiento sobre un foco.
Se ha optado por separar la manipulacio´n del es-
tado actual del objeto heliostato y las comuni-
caciones de e´ste debido a que las comunicacio-
nes pueden incurrir en bloqueos ocasionados por
otros heliostatos pertenecientes a una misma l´ınea
de comunicaciones compartida. Describimos ahora
cada una de las tareas ma´s detenidamente.
1. Ma´quina de estados: Esta tarea mantiene el
estado actual del heliostato manipulado una
ma´quina de estados que ha sido expresamen-
te disen˜ada. Esta ma´quina, adema´s de mante-
ner el estado actual, establece las transiciones
permitidas entre los estados. Las transiciones
sera´n activadas ante la llegada de eventos que
pueden generarse al realizar llamadas a la in-
terfaz CORBA del objeto heliostato (como
puede ser el indicar al heliostato que dirija
el rayo reflejado hacia el receptor) o por res-
puestas espec´ıficas del control local del helios-
tato f´ısico (como puede ser la sen˜alizacio´n de
un fallo en algu´n motor). En la imagen 5 se
muestra el diagrama de la ma´quina de estados
usada por los heliostatos.
Un heliostato, visto por el operador, se en-
contrara´ en un estado lo´gico (por ejemplo, en
seguimiento normal sobre el receptor, abati-
do, en error, etc.). Estos estados lo´gicos son
distintos a los estados de la ma´quina de es-
tados (ME), pero a cada uno de los estados
lo´gicos le corresponde un estado de la ME.
Los nombres de los estados de la ME que tie-
nen un equivalente lo´gico comienzan por E .
Adema´s de e´stos, la ME esta´ compuesta por
otros estados que representan la transicio´n de
un estado lo´gico origen a otro destino debido
a la ejecucio´n de un comando (el nombre de
los estados comienzan por X o por T ) y, tam-
bie´n, la transicio´n hacia un estado lo´gico ori-
gen debido a la cancelacio´n del comando (el
nombre de los estados comienzan por CA ).
2. Tarea de comunicaciones: Esta tarea se en-
carga de realizar las comunicaciones con el
heliostato. La tarea mantiene un mensaje que
sera´ enviado perio´dicamente al heliostato. Es-
te mensaje es modificado tanto por la tarea
de la ME como la tarea que realiza el ca´lculo
de la consigna. El tiempo ma´ximo entre dos
env´ıos del mensaje sera´ de 4 segundos, pu-
diendose mandar un mensaje con menor tiem-
po respecto al anterior cuando alguna situa-
cio´n lo requiera. Cada vez que la tarea env´ıa el
mensaje al heliostato, espera la respuesta de
e´ste actualizando la informacio´n de la consig-
na actual y el estado del heliostato, pudiendo
generarse algu´n cambio de estado en la tarea
ME.
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Figura 5: Ma´quina de estados que define el comportamiento del heliostato
3. Ca´lculo de consigna: Adema´s de las dos tare-
as comentadas anteriormente que ejecuta un
objeto heliostato es posible que, dependiendo
del estado actual en el que se encuentre, este
objeto disponga de otra tarea adicional aso-
ciada al estado actual. Cuando el heliostato
se encuentra en un estado en el que se de-
be realizar el seguimiento de un punto (esto
es, dirigir el rayo reflejado de forma que inci-
da en una coordenada concreta) es necesario
realizar una actividad consistente en recalcu-
lar perio´dicamente las consignas de los ejes de
elevacio´n y azimut debido al continuo movi-
miento del sol. Estos ca´lculos sera´n realizados
por esta nueva tarea que sera´ activada al en-
trar a un estado en el que se precise hacer
seguimiento.
3.2.2. Ca´lculo del vector solar
Calcula la posicio´n del sol a partir de la locali-
zacio´n de la planta, la hora y la fecha actual, y
actualiza los valores obtenidos en la factor´ıa de
forma que los heliostatos obtendra´n esa informa-
cio´n cuando la necesiten.
3.2.3. Mo´dulo de termopares
Comprueba una serie de temperaturas que son en-
viadas desde un sistema de control de temperatu-
ras. Si alguna temperatura supera un cierto valor
de alarma, entonces el campo es desenfocado. Los
valores de alarma de cada termopar son estableci-
dos en el momento de arranque de la aplicacio´n.
3.2.4. Mo´dulos de disparo
Cada mo´dulo de disparo se encarga de la compro-
bacio´n de una tarjeta de entradas digitales. Cada
mo´dulo es una tarea RT-CORBA que lee perio´di-
camente (cada 0,5 segundos) las entradas de la tar-
jeta y observa si existe alguna sen˜al activa. Si es
as´ı desenfoca un porcentaje de los heliostatos que
se encuentran enfocando al receptor. Este porcen-
taje viene establecido por una configuracio´n que
es cargada al iniciar la aplicacio´n.
3.3. Subsistema de comunicaciones
El subsistemas de comunicaciones engloba todos
aquellos mo´dulos que precisan comunicacio´n con
el campo de heliostatos. Todos los mo´dulos, inclu-
yendo la factor´ıa, son objetos RT-CORBA. En la
figura 6 se muestra un esquema de e´ste.
3.3.1. Mo´dulos de comunicaciones
Estos mo´dulos, implementados como objetos pa-
sivos, se encargan de gestionar las comunicacio-
nes de todos los objetos heliostato conectados a
una misma l´ınea de comunicaciones. Puesto que
un conjunto de objetos heliostato intentara´ comu-
XXVII Jornadas de Automática
1016 Almería 2006 - ISBN: 84-689-9417-0
de control
comunicaciones
x 16
tarjetas E/S digitales
Comunicaciones
Módulos de
Módulos de gestión de
Desde la factoría
Factoría
A/Desde el campo de heliostatos Señales digitales
A los módulos de disparoA/Desde los objetos heliostato
Figura 6: Esquema del subsistema de comunica-
ciones
nicar a trave´s de un mismo canal de comunicacio´n,
posiblemente al mismo tiempo, se debera´ secuen-
ciar de forma correcta el acceso al canal para evi-
tar errores en las comunicaciones debidas a condi-
ciones de carrera.
Aunque depende de la tecnolog´ıa usada, nor-
malmente las comunicaciones suponen un mensaje
desde el control central hacia el control local del
heliostato f´ısico e inmediatamente la respuesta de
e´ste hacia el control central. Por tanto, mediante el
uso de mutex se deben bloquear todas las peticio-
nes de los objetos heliostato que intentan comuni-
car mientras un objeto heliostato este´ comunican-
do con su equivalente f´ısico. Una vez que el objeto
heliostato que bloqueaba el mo´dulo de comunica-
cio´n finalice, liberara´ el mutex del mo´dulo permi-
tiendo a otro objeto heliostato acceder al canal de
comunicacio´n.
3.3.2. Mo´dulos de gestio´n de tarjetas
Estos mo´dulos gestionan el acceso a tarjetas de
entradas digitales. La existencia de estos mo´dulos
permiten la distribucio´n de la aplicacio´n de forma
que estos mo´dulos se encuentran en el computador
donde se encuentren las tarjetas, mientras que el
resto de la aplicacio´n puede encontrarse en otro
computador.
3.4. Ajuste automa´tico de offsets
Esta aplicacio´n trata de calcular las desviaciones
que se producen en los heliostatos durante la ope-
racio´n diaria de seguimiento de la trayectoria so-
lar. Estas desviaciones son debidas a fallos en los
motores, la naturaleza discreta de los codificadores
o´pticos incrementales, holguras en las mecaniza-
ciones, movimientos producidos por fuertes vien-
tos, etc.
Actualmente el ajuste de offsets se realiza de ma-
nera manual por parte del operador (el operador
hace al heliostato apuntar a un punto predeter-
minado y corrige la desviacio´n manualmente para
que el rayo reflejado incida en el punto deseado).
El objetivo de la aplicacio´n ha sido desarrollar un
sistema que permite llevar a cabo la correccio´n
automa´tica supervisada de los offsets de los he-
liostatos, automatizando esta tarea que hasta el
momento se realizaba manualmente.
Este sistema se basa ba´sicamente en la adquisicio´n
y procesado mediante te´cnicas de visio´n artificial
de ima´genes del reflejo del haz de luz solar en una
diana situada en la torre. Si se trata de un helio´sta-
to desajustado el reflejo apuntara´ a un lugar de la
torre fuera del punto deseado de la diana. Para
la adquisicio´n de las citadas ima´genes se necesi-
ta una ca´mara situada en el centro del campo de
helio´statos y enfocando la torre con la diana. Es-
te programa necesita algu´n mecanismo para mo-
ver los helio´statos y corregir las desviaciones. Se
ha preparado el programa para comunicarse tanto
con el programa antiguo para el control del cam-
po mediante un enlace RS-232 y para comunicar-
se usando CORBA con el nuevo programa para el
control del campo.
El uso del nuevo servidor que usa CORBA ofre-
ce muchas ma´s posibilidades que el sistema ac-
tual (µVAX) ya que permite tener realimentacio´n.
El nuevo servidor permite obtener informacio´n del
heliostato mediante las llamadas CORBA, mien-
tras que en el sistema actual so´lo admite el env´ıo
de un subconjunto de comandos a ejecutar pero no
hay ninguna forma de conocer el estado del helios-
tato. Con el nuevo servidor se puede, por ejemplo,
conocer a que posicio´n espacial esta´ apuntando
un helio´stato, que azimut o elevacio´n posee, que
comando esta´ ejecutando, etc. Adema´s, se puede
tener un mayor control sobre los heliostatos y rea-
lizar acciones sobre ellos como por ejemplo man-
darlo a abatimiento o a adquisicio´n permitiendo
descender o elevar el reflejo del heliostato por un
pasillo de seguridad.
3.5. Funcionamiento de la aplicacio´n
El funcionamiento normal de la aplicacio´n es el
siguiente. Inicialmente se lanza los subsistemas
de comunicaciones y de control. Estos funcionan
como factorias para los objetos CORBA. Los ob-
jetos heliostato sera´n creados por medio de peti-
ciones realizadas por parte de la interfaz y se les
asignara´ un mo´dulo de comunicaciones. Cuando se
ejecute la interfaz, e´sta leera´ la informacio´n acerca
del campo desde la base de datos e ira´ haciendo
peticiones de creacio´n de heliostatos al subsistema
de control. Una vez iniciados todos los mo´dulos y
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creados los heliostatos, la interfaz ira´ obteniendo
la informacio´n sobre el estado del campo y en-
viara´ los comandos al subsistema de control.
Una vez creada la infraestructura de objetos que
forma la aplicacio´n es posible considerar varias
configuraciones segu´n la potencia de ca´lculo dis-
ponible, el nu´mero de l´ıneas de comunicaciones
del campo, el nu´mero de heliostatos, etc.
A continuacio´n se muestra una porcio´n del co´digo
IDL que sirve de interfaz al subsistema de control.
module CCH{
/* Estado lo´gico del helio´stato */
enum estadoLogico CORBA t{
/* ABatido */
CORBA EST AB,
...
/* Seguimiento Normal */
CORBA EST SN,
/* Mando Manual */
CORBA EST MM
};
/* Orientacio´n del heliostato como
* los valores del controlador de cada
* motor */
struct orientHelio CORBA t {
short elevac; /* Elevacio´n */
short azimut; /* Azimut */
};
interface heliostato {
/* Envı´a a abatimiento pasando por
** un pasillo de seguridad */
void abatir ();
/* Envı´a a una orientacio´n indicada
** en el para´metro */
void mandoManual (in
orientHelio CORBA t cons);
...
/* Offsets del heliostato */
attribute orientHelio CORBA t offsets;
/* Orientacio´n del heliostato */
readonly attribute orientHelio CORBA t
consignaActual;
};
interface control {
/* Crea un heliostato */
heliostato crearHeliostato (in
paramHeliostato CORBA t param);
...
/* Obtiene la referencia */
heliostato obtenerHeliostato (in
string id);
};
};
4. Conclusiones y trabajos futuros
Se ha descrito el disen˜o e implementacio´n de un
Sistema de Control para Campos de Helio´statos
en donde se deben contemplar restricciones tem-
porales, por tanto, para tenerlas en cuenta se
esta´ creando una aplicacio´n de tiempo real distri-
buido. Aunque el SCCH no esta´ completamente
finalizado, partes importantes de e´ste ya se esta´n
testeando como por ejemplo los objetos CORBA
que manipulan los heliostatos. Se han realizado
ensayos satisfactorios en los que se controlan to-
dos los heliostatos usando todas las l´ınea de comu-
nicaciones con la interfaz de usuario, estando la
interfaz y los objetos heliostato en computadoras
diferentes. A la vez que los objetos heliostato res-
pond´ıan a las peticiones de informacio´n y a los
comandos emitidos desde la interfaz, tambie´n se
atend´ıan peticiones realizadas desde la aplicacio´n
para el ajuste automa´tico de offsets.
Entre las partes importantes que quedan por fina-
lizar en la aplicacio´n esta´n la manipulacio´n de los
eventos generados por el sistema (sen˜ales y termo-
pares). Una vez terminada la implementacio´n de la
aplicacio´n se pretenden realizar pruebas de rendi-
miento dependiendo del esquema de distribucio´n
utilizado y las distintas configuraciones que per-
mite RT-CORBA, realizar ana´lisis de planificabi-
lidad para sistemas de tiempo real distribuidos y
aplicar estrategias de control de apunte [3].
Inicialmente se tiene pensado ejecutar toda la apli-
cacio´n (interfaz y subsistema de control) en un
mismo computador para posteriormente ubicar la
interfaz, el subsistema de control y el subsistema
de comunicaciones en computadores diferentes. Si
las necesidades de co´mputo que precisa la plani-
ficabilidad de las tareas de tiempo real lo exigie-
ra (aunque las pruebas realizadas hasta ahora no
apuntan en ese sentido) se distribuira´n los obje-
tos heliostatos del subsistema de control en varios
computadores, conectados e´stos en una red Ether-
net determinista local dedicada. La configuracio´n
inicial que se pretende usar para RT-CORBA in-
cluye la transferencia de prioridades en las llama-
das CORBA de manera que llamadas de ciertos
clientes con mayor prioridad (como puede ser la
tarea encargada de sen˜alizar alarmas por tempera-
turas muy elevadas en el receptor) sean atendidas
antes que otras. En el arranque de la aplicacio´n se
creara´n todas las tareas para los helio´statos y se
creara´ un thread pool para atender las peticiones
de los clientes CORBA.
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Resumen  
 
Los vehículos móviles conforman una plataforma 
muy utilizada en el área de la mecatrónica y el 
control de procesos. Algunos trabajos se centran en 
el desarrollo de nuevas plataformas móviles con, 
habitualmente, motores eléctricos. Otros se centran 
para proporcionar autonomía a vehículos existentes, 
como coches y camiones. Sin embargo, los quad son 
una plataforma experimental muy apropiada puesto 
que, además de tener las mismas características que 
los vehículos anteriores, tienen otras adicionales 
como menor peso y tamaño reducido.  
 
La primera fase para la automatización del quad ha 
sido el diseño y el desarrollo de un sistema basado 
por computador para el control del acelerador, el 
freno y la dirección del quad. Para ello se ha tenido 
que diseñar el sistema mecánico, seleccionar los 
componentes e implementar el hardware y el 
software. Este artículo explica con detalle los 
distintos desarrollos llevados a cabo en esta fase. 
 
Al mismo tiempo se ha equipado al sistema quad de 
un láser, utilizado como único sensor, para 
conseguir la autolocalización en entornos exteriores 
o interiores tipo garaje. 
 
Palabras Clave: Robótica móvil,  Control por 
computador, Conducción automatizada, Scan-
matching,  Autolocalización. 
 
1 INTRODUCCIÓN 
 
El campo de la conducción autónoma de vehículos es 
una aplicación investigación avanzada de robótica. 
Los vehículos de conducción autónoma mas 
modernos compiten una vez al año en el DARPA 
Grand Challenge [8]. El campeón del año 2005 tardó 
6h 53min para completar las 132 millas de la carrera. 
El Stanford Vehicle [9] (llamado "Stanley") está 
basado en el vehículo de serie Volkswagen Touareg 
R5. Stanley está actuado vía sistema drive-by-wire 
desarrollado por Volkswagen en el “America's 
Electronic Research Lab”. Todos los cálculos se 
realizan en varios computadores Pentium M 
alimentados por un sistema de baterías controladas 
electrónicamente. El vehículo incorpora medidas 
desde varios GPS y unidades de medición inercial de 
6 grados de libertad y de velocidad para la estimación 
de la posición.  
 
Mientras que el vehículo está en movimiento se 
observa el entorno mediante 4 sistemas láser, un 
sistema radar, un par de cámaras estéreo y un sistema 
de visión monocular. Todos los sensores adquieren la 
información del entorno con una frecuencia entre 10 
y 100Hz. La información del mapa y del posicionado 
se lee a 10Hz, permitiendo al vehículo evitar 
colisiones con obstáculos en tiempo real. 
 
Los vehículos de 4 ruedas tienen un amplio rango de 
operaciones de campo abierto que no se pueden 
llevar a cabo con robots por su pobre movilidad en 
terrenos rugosos. Por ejemplo, para la exploración 
planetaria se necesitan robots con gran autonomía 
para la realización de misiones de grandes distancias.  
 
Esta clase de vehículos son una de las plataformas 
mecatrónica más usadas [1], de forma que las 
misiones futuras cambiarán desde exploración pura a 
sistema de exploración real.   
 
2 DESARROLLO DE LA 
AUTOMATIZACIÓN DE UN QUAD 
 
La plataforma está basada en el vehículo quad 2003 
mini ATV 49 de Macbor (Figura 1). El quad tiene un 
motor de 4 tiempos refrigerado por aire con un 
cilindro de 49.5ccm. El vehículo pesa 68.5kg. y tiene 
una capacidad de carga de 45kg. y alcanza una 
velocidad máxima de 25km/h. 
 
La elección de este quad se basó en su bajo coste, la 
capacidad de conducción fuera de caminos y, sobre 
todo, por disponer de algunos sistemas de seguridad 
Por ejemplo, tiene un sistema de parada de 
emergencia mediante control remoto. 
 
En este apartado se va a presentar la automatización 
realizada en el vehículo móvil en los sistemas de 
aceleración, frenado y dirección.  
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Figura 1. Vehículo quad utilizado en el proyecto 
2.1 AUTOMATIZACIÓN DEL SISTEMA DE 
ACELERACIÓN. 
 
Para controlar la velocidad del quad se ha controlado 
de forma automática el acelerador. El vehículo tiene 
una válvula para regular la entrada de gasolina en el 
motor. La válvula se controla mediante un cable 
conectado al manillar del quad. Cuando se estira del 
cable la válvula gira en un sentido horario. Cuando se 
deja de estirar del cable la válvula vuelve a su 
posición de reposo mediante un muelle conectado en 
el disco del acelerador, cortando de este modo la 
entrada de gasolina en el motor.  
 
Se ha medido la fuerza necesaria en el acelerador, 
dando un valor de 3.5N.cm. Por ello un sevo pequeño 
es capaz de suministrar la fuerza necesaria. En este 
caso se ha optado por el servo de Hitec HS-300 que 
proporciona las siguientes especificaciones: 
• Velocidad de operación: 0.14seg/60° a 6.0V
• Par de salida: 3.5kg•cm (6.0V)
• Peso y dimensiones: 44.5g, 41x30x36mm
La primera opción estudiada fue actuar directamente 
sobre el cable del acelerador, pero fue descartada por 
su complejidad mecánica. La opción final escogida 
ha eliminado el cable y fijar el servo directamente en 
el disco del acelerador, tal como se puede observar 
en el Figura 2.  
 
Figura 2. Ubicación del servo para la automatización 
del acelerador 
2.2 AUTOMATIZACIÓN DEL SISTEMA DE 
FRENADO. 
 
El quad viene equipado con un freno de tambor 
ubicado en la parte trasera. El freno se activa 
mediante un cable conectado en el manillar del quad. 
Apretando sobre dicho cable hace que las zapatas del 
freno se desplazan sobre el tambor, frenando de esta 
forma al vehículo  
 
Para realizar la automatización del freno, se tuvo que 
medir primero la fuerza necesaria, dando un valor de, 
al menos, 32N.cm. Además, también fue necesario 
escoger la ubicación y montar el sistema de control.  
 
La primera opción estudiada se basaba en un 
actuador lineal que apretaba al freno. Sin embargo 
dicha solución fue descartada debido a problemas de 
implementación y a su alto coste.  
 
La solución final escogida se basa en un servo 
conectado al cable del freno. Esto no sólo requería 
modificaciones menores en el quad sino que además 
permite que el sistema original de freno siga 
funcionando. El servo escogido para realizar esta 
automatización es el HS-805BB de Hitec, que 
proporcionaba las siguientes especificaciones:  
• Velociad de operación: 0.14seg/60° a 6.0V 
• Par de salida: 24.7kg•cm (6.0V) 
• Peso y fimensiones: 152g, 60x30x57.6mm 
 
Además del servo, para montarlo, se han tenido que 
fabricar algunas piezas. La Figura 3 muestra con 
mayor detalle como se ha resuelto la automatización 
del sistema de freno. 
 
Figura 3. Sistema de frenado del quad desarrollado 
 
2.3 AUTOMATIZACIÓN DEL SISTEMA DE 
DIRECCIÓN. 
 
Una de las premisas de que se partía para el diseño de 
la automatización del sistema de dirección fue la de 
requerir sólo cambios menores. 
 
Se ha medido la fuerza de rotación en el manillar, 
dando un momento entre 15N.m (para superficies 
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suaves) y 20 N.m (para superficies rugosas). Para 
evitar posibles problemas se ha asumido para los 
cálculos un valor de 30N.m 
 
La automatización del sistema de dirección fue 
mucho más compleja que los casos de la aceleración 
y del freno. Por ello se estudiaron diferentes 
soluciones basadas en la combinación de motores 
eléctricos y cajas de engranajes conectados al eje de 
dirección. Sin embargo todas estas opciones fueron 
descartadas debido a su complejidad mecánica. 
 
Finalmente, la opción escogida está basada en un 
actuador lineal puesto que no sólo era la solución 
más económica motor-caja de engranajes que podría 
proporcionar la fuerza necesaria, sino que además era 
la solución más simple para fijar el actuador lineal al 
quad.  
 
Para desarrollar la automatización de la dirección sin 
necesitar cambios significativos en el quad se han 
tenido que diseñar y fabricar diferentes piezas y 
soportes, tal como se puede intuir en la Figura 4. 
 
De acuerdo con la fuerza necesaria y la limitación del 
espacio (motor montado verticalmente a la unidad 
lineal), se escogió el actuador lineal ALI1-F MO3 de 
Tecnopower, proporcionando las características 
siguientes: 
• Fmax: 1200N
• Velociad lineal: 12 mm/s
• Velociad del motor: 6000 rpm
• Factor de reducción de la caja de 
engranajes: 1:18
El extremo del eje del actuador lineal está fijo a la 
suspensión de la rueda derecha, de manera que se 
controla el giro de las ruedas controlando la posición 
del eje del actuador.  
 
Para medir la posición del sistema de dirección se ha 
fijado un potenciómetro (Spectrol 357-0-0-102) a la 
base del eje del manillar. 
 
2.4 COMENTARIOS FINALES. 
 
Esta sección ha mostrado la automatización realizada 
para el sistema de aceleración, freno y dirección. La 
restricción de partida para esto fue no necesitar 
cambios significativos en la estructura del queda. 
Para ello, para cada tarea se diseñaron diferentes 
soluciones, escogiéndose finalmente aquella que 
minimizaba los cambios estructurales en el quad. De 
esta forma se ha logrado conservar la configuración 
de serie del vehículo. Así, todos los componentes 
añadidos en el vehículo se han fijado a la estructura 
del quad. La única modificación significativa ha sido 
eliminar el cable del acelerador. 
 
Se puede considerar que la automatización del quad 
no ha sido una tarea muy complicada, sin embargo 
no ha sido simple ni trivial encontrar la solución 
mecánicamente fácil de montar, económica y 
robusta. 
 
Figura 4. Sistema de control de la dirección basado 
en un actuador lineal 
 
3 ARQUITECTURA DE CONTROL 
 
Para poder llevar a cabo el control por computador 
del quad se ha tenido que implementar una 
arquitectura hardware/software de control. Este 
apartado presentará brevemente la arquitectura 
propuesta para la plataforma desarrollada. 
 
3.1 ARQUITECTURA HARDWARE. 
 
Para poder disponer de un sistema completamente 
abierto y flexible, la arquitectura hardware de control 
del vehículo móvil está basada en un computador 
personal. Además, para tratar de reducir el peso, se 
ha optado por un computador portátil equipado con 
un procesador Pentium M. La Figura 5 muestra con 
detalle las distintas etapas y componentes que 
conforman la arquitectura hardware de control. 
 
El computador está equipado por un dispositivo de 
adquisición de datos USB de Nacional Instruments: 
el NI USB-6009. Se trata de un dispositivo 
multifunción con 8 canales de entrada analógica de 
14 bits, 2 salidas analógicas, 12 canales de 
entrada/salida digital y un contador.   
 
Este dispositivo de alimenta directamente del bus 
USB, por lo tanto no necesita ningún suministro de 
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tensión externa para trabajar. Además, incluye 
también 2 terminales desmontables para conectar 
directamente las distintas señales del sistema. Cabe 
destacar que el dispositivo de adquisición de datos 
también proporciona una tensión de referencia de 
salida que permite, por ejemplo, alimentar otros 
dispositivos y sensores. 
NI 
USB-6009
On-board
Computer
Steering DC motor 
Throttle Servomotor
Brake servomotor 
PIC 
Power 
Unit
Quad 
 Figura 5. Arquitectura hardware de control 
 
Debido a que el actuador lineal del sistema de 
dirección consume corrientes de más de 5A [10], la 
arquitectura de control necesita una etapa de 
potencia. Ésta está basada en la etapa de 
servoamplificador para motores de corriente continua 
ELMO SSA-12/55. La unidad SSA es un 
servoamplificador de PWM miniatura para motores 
de escobillas de hasta 850W. El amplificador utilizar 
transistores MOSFET y componentes SMT que 
proporcionan una corriente máxima continua de 12A, 
siendo la corriente máxima de pico de 30ª [2]. La 
frecuencia de conmutación del PWM es estándar de 
20KHz. 
 
Para establecer el control de la dirección del quad, la 
unidad de potencia necesita una tensión de referencia 
para especificar la velocidad y el sentido de giro de la 
dirección. Esta tensión de control la suministra el 
computador personal mediante un canal del 
convertidor Digital/Analógico de la tarjeta USB.   
 
Por ultimo, para poder saber el giro de la dirección se 
ha equipado el quad con un potenciómetro alojado en 
la parte inferior de la dirección. El potenciómetro se 
alimenta directamente del dispositivo USB, y se lee 
la tensión (asociada al giro de las ruedas) con   uno 
de los canales del convertidor Analógico/Digital. 
 
La Figura 6 muestra con más detalle la parte de la 
arquitectura de control del sistema de dirección del 
quad.  
DA converter  
(channel 1) 
 
Power 
Unit 
AD converter  
(channel 1) 
 
NI 
USB-6009 
Steering  
DC motor 
Potenciometer 
 Figura 6. Arquitectura de control de la dirección 
 
Para el acelerador y el freno, la arquitectura de 
control utiliza un microcontrolador. A partir de la 
tensión de control suministrada por el computador a 
partir de la unidad de adquisición de datos (utilizando 
el 2º canal de salida analógica que tiene el dispositivo 
USB), el microcontrolador genera 2 señales PWM 
para los servomotores instalados en el quad. El 
microcontrolador utilizado es el PIC 16F876, de 
Microchip. Éste pertenece a la familia mediana de 
dispositivos PICmicro, y está equipado con 3puertos 
de entrada/salida, 2 módulos PWM, comunicaciones 
serie y 5 canales de entrada Analógico/Digital.  
 
El primer servomotor controla el freno accionando el 
cable. El servo tiene internamente un potenciómetro, 
por lo tanto únicamente necesita la señal PWM 
generada por el microcontrolador para poder 
controlar la frenada del vehículo.  
 
El servomotor del acelerador se controla mediante el 
2º modulo PWM del microcontrolador. Como en el 
caso del freno, el PIC utiliza la tensión de control 
proporcionada por el 2º canal de salida analógica del 
dispositivo USB para generar la señal de PWM.  
 
Además de la tensión analógica, el PIC necesita una 
señal más. Se trata de una señal digital proporcionada 
también por el dispositivo USB y que especifica si se 
trata de una tensión para controlar el freno o el 
acelerador. La Figura 7 muestra la arquitectura de 
control para las etapas del freno y acelerador.  
DA converter  
(channel 2) 
 
PICDigital Output 
(channel 1) 
 
NI 
USB-6009 
PWM 
PWM 
Throttle Servomotor
Brake servomotor 
 
Figura 7. Arquitectura de control del freno y acelerador 
 
3.2 ARQUITECTURA SOFTWARE. 
 
La arquitectura presentada en la sección anterior 
tiene 2 ventajas principales: proporciona una 
arquitectura de control completamente abierta y 
flexible. Además, no representa un coste muy 
elevado. Utilizando esta arquitectura de control se 
puede implementar cualquier estrategia de control lo 
que permite al quad trabajar en tareas de alto nivel 
como, por ejemplo, la generación automática de 
trayectorias, planificación de movimientos, 
navegación por visión artificial, etc. 
 
Para la programación del sistema de control se 
emplea el entorno Visual C++. Para poder acceder al 
dispositivo de adquisición de datos se utiliza elm 
software NI-DAQmx Base. Éste es un driver 
multiplataforma de National Instruments para el 
desarrollo de aplicaciones de adquisición de datos 
con NI LabVIEW o entornos de desarrollo basados 
en lenguaje C. 
Además del compilador de C, para el desarrollo de 
algunas aplicaciones se ha utilizado el paquete 
LabVIEW. Con este software se ha implementado 
una aplicación que permite conducir el quad 
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mediante un Pocket PC. Éste se comunica con el 
computador de control mediante tecnología wi-fi, 
enviando las referencias para la dirección, freno y 
aceleración. Para ello se ha utilizado el módulo 
LabVIEW PDA, que extiende el desarrollo de 
aplicaciones a dispositivos de mano. Con este 
módulo primero se implementa la aplicación en el 
entorno LadVIEW, descargándola posteriormente en 
cualquier dispositivo PDA de una forma rápida y 
directa [11].  
 
El sistema de control basado en PC permite, además, 
la conexión de las estructuras de datos con paquetes 
comerciales CADCS como MATLAB, 
MATHEMATICA, etc.  
 
De hecho, si se utilizan las últimas versiones de 
MATLAB, se puede acceder directamente al 
dispositivo USB de adquisición de datos cargando e 
invocando librerías dinámicas mediante comandos 
como loadlibrary, libpointer, calllib, etc.   
 
Por último, para programar el microcontrolador que 
maneja los servomotoes del freno y acelerador, se 
necesita un compilador de C y ensamblador, así 
como de un entorno para transferir el programa 
compilado desde en computador de desarrollo al 
microcontrolador.  
 
4 AUTOLOCALIZACIÓN 
 
Para planificar el movimiento del quad por entornos 
exteriores o interiores, de características similares a 
garajes, se necesita autolocalizar el vehículo. Unos de 
los métodos más satisfactorios para resolver este 
problema en entornos interiores es el scan-matching. 
No obstante, el problema se puede presentar en 
entornos exteriores especialmente con falta de 
obstáculos detectables por el sistema láser. 
 
El sistema de scan-matching permite a la vez obtener 
mapas del entorno por el que circula el vehículo [4]. 
A partir de este mapa se facilita capacidades para la 
autonomía del vehículo como son la planificación de 
caminos y otras de más alto nivel. 
 
4.1 SCAN-MATCHING 
El scan-matching es una técnica para mejorar la 
odometría conseguida por los encoders situados en 
las ruedas. Consiste en encajar dos tomas de datos 
del mismo entorno en posiciones diferentes, estas 
deben presentan puntos o zonas en común. 
Normalmente se efectúa sobre la distancia entre el 
vehículo y los objetos del entorno, leídos por un 
sensor de tal propósito basado en láser o sonar. Si se 
es capaz de encontrar la traslación y rotación entre 
una toma, que denominaremos toma de referencia, y 
otra que llamaremos, toma nueva, entre los puntos o 
las zonas que tienen en común dichas tomas, se habrá 
hallado el vector distancia que se ha desplazado el 
vehículo entre las dos tomas y el giro realizado. El 
método de referencia utilizado por la comunidad, 
para resolver el problema del scan-matching, es el 
ICP (Iterative Closest Point) propuesto por Lu y 
Milios [4]. Se trata de un método iterativo que 
minimiza la energía de una función, que depende de 
la distancia entre los puntos de la toma de referencia 
y la nueva.  
 
Para la aplicación realizada aquí, autolocalización de 
un vehículo con motor de gasolina, se ha aplicado un 
método mejorado llamado MbICP (Metric based 
iterative closest point) [6] que es más estable a 
rotaciones que el ICP. Este método se basa en el ICP, 
pero utiliza una definición de métrica que tiene en 
cuenta la rotación, por lo que es más estable a 
grandes rotaciones, uno de los principales problemas 
del ICP. 
 
4.2 ESCENARIO APLICACIÓN 
En primer lugar, las pruebas para comprobar la 
validez del método de scan-matching se realizan 
sobre un programa de simulación de robótica móvil, 
Webots [7]. Para ello, se crea un entorno en el que se 
ubica un robot diferencial con un sensor de distancia 
simulando un dispositivo láser como el que se usará 
posteriormente en el quad. Adicionalmente, en dicho 
entorno virtual, se crean paredes y pilares que 
podrían encontrarse en un parking de vehículos 
típico. Posteriormente, se simula la superficie externa 
de un coche  estacionado a la izquierda del robot. 
Finalmente, se sitúa el robot y se ejecuta la 
simulación (Figura 8).  
 
El programa de simulación Webots genera la 
dinámica en cada momento que actúa sobre el robot. 
Para el movimiento del robot se ha programado un 
controlador en C. Dicho controlador es ejecutado con 
una frecuencia de muestreo de 32 ms. El dispositivo 
láser construido tiene un alcance limitado, siendo 
lineal con la distancia. Su alcance es configurable, 
devolviendo el valor máximo cuando no se detecta 
nada. La apertura del láser es de 100º, tomándose una 
medida cada incremento de un ángulo. 
 
Los datos que proporcionan el sensor se representan 
en el espacio virtual por segmentos rojos, cuando se 
encuentra espacio libre, y verdes, después de haber 
tocado algún objeto (Figuras 8 y 9). 
 
Sobre este montaje se realizan varias 
experimentaciones para autolocalizar el robot, que se 
muestra en el siguiente apartado. 
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Una vez comprobado satisfactoriamente los 
resultados obtenidos en la simulación, se procede a 
hacer una prueba real de autolocalización con el quad 
en un entorno de parking de automóviles. Para ello, 
se monta un sensor láser de rango Sick LMS 400 que 
presenta un alcance de 3 metros con una apertura de 
75º y una resolución de 0.25º. Este láser se 
caracteriza por devolver el mínimo valor cuando no 
detecta nada.  
 
En la experimentación real, se toman datos de un 
entorno típico de un parking, con pilares, paredes de 
hormigón y coches. Los resultados de la 
correspondiente autolocalización se muestran en 
siguiente apartado. 
 
Figura 8.- Entorno generado para las pruebas de 
scan-matching, en el Webots. 
 
4.3 RESULTADOS 
 
En este apartado se muestran los resultados obtenidos 
durante el proceso de autolocalización, tanto para la 
simulación realizada sobre Webots, como para el 
caso real. Para ello se ha utilizado la implementación 
del método MbICP disponible en [3]. 
 
En la experimentación realizada sobre simulador, se 
muestran tres instantáneas del movimiento del robot 
en la Figura 9. Durante ese movimiento, el sistema 
láser ha ido proporcionando información del entorno 
que ha sido procesada por el algoritmo MbICP.  
 
En la Figura 10, se muestra las posiciones por la que 
ha ido pasando el robot y la zona libre dando pie a la 
generación de un mapa. Así pues, los puntos 
amarillos indican puntos sin explorar, los puntos 
verdes espacio libre y los puntos rojos que se ha 
detectado un reflejo en ese punto. Los segmentos 
azules representan la posición y orientación, 
calculado por el algoritmo, de cada uno de los scans . 
 
Figura 9.- Progreso del robot en el entorno virtual, 
primera imagen posición inicial, última imagen 
posición final. 
 
Para la aplicación real sobre el parking, de los datos 
proporcionados por el láser, se ha obtenido el 
resultado que se muestra en la figura 11. Donde cada 
punto equivale en la realidad a 1 cm2, con lo que, si 
se tienen en cuenta las dimensiones del quad, la 
precisión es muy alta. Como consecuencia, se puede 
determinar un mapa de rejilla, que permitirá en un 
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futuro agregar nuevas capacidades al quad para 
conseguir su total autonomía.  
Figura 10.- Mapa generado con los datos generados 
por el robot y entorno virtual. 
Figura 11.- Mapa generado con los datos adquiridos 
en un entorno real. 
 
5 CONCLUSIONES Y TRABAJOS 
FUTUROS 
 
El artículo ha presentado una experiencia práctica 
para la automatización de un vehículo quad. Para 
establecer el control automático del quad se han 
motorizado el acelerador, el freno y la dirección del 
vehículo de acuerdo a la arquitectura hardware y 
software explicada en el artículo. 
 
Al mismo tiempo, se le ha equipado de un sistema 
que permite obtener los primeros resultados de 
autolocalización para un vehículo quad, que puede 
desplazarse en entornos exteriores o interiores de tipo 
parking. Para resolver este problema sólo se ha usado 
un sensor de tipo láser. El método para autolocalizar 
usado ha sido el Metric-based Iterative Closest Point. 
 
Antes de aplicar la autolocalización en un parking 
real, se diseñó un entorno similar mediante el uso del 
software comercial Webots. Tanto en la aplicación 
simulada como en la real, se han obtenido resultados 
satisfactorios. En definitiva, se puede concluir que 
este tipo de dispositivo láser es adecuado para el 
entorno real considerado. 
 
Este trabajo, se encuentra embebido dentro de un 
proyecto de investigación, financiado por el gobierno 
autónomo valenciano. Su objetivo es la conducción 
totalmente autónoma del vehículo quad. Fases 
siguientes de la investigación iniciada van a ser la 
detección en exteriores de obstáculos, tanto estáticos 
como dinámicos. Un aspecto importante va a ser 
estimar la velocidad de estos últimos, y así planificar 
la velocidad y dirección del movimiento del quad 
para evitar la colisión con todo tipo de obstáculo.  
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Resumen 
 
Este trabajo presenta el desarrollo y validación de 
una metodología que permita la identificación de 
parámetros dinámicos en robots manipuladores. Las 
ecuaciones dinámicas de los robots están basadas en 
las ecuaciones de movimiento de Gibbs-Appell, 
proporcionando unas ecuaciones bien estructuradas  
que, además de poder ser calculadas en tiempo real, 
permiten expandir fácilmente el modelado, lo que 
permite incorporar el  efecto de los actuadores o el 
fenómeno de la fricción. 
 
El artículo aborda posteriormente la identificación 
del modelado dinámico de robots manipuladores, 
proponiendo 2 métodos distintos, validándose sobre 
un sistema robotizado industrial: un robot PUMA 
560 dotado de una arquitectura abierta de control 
basado en un computador personal industrial. 
 
Palabras Clave: Modelado de robots, identificación 
de robots, control de robots, robots manipuladores. 
 
1 INTRODUCCIÓN 
 
La identificación de los parámetros dinámicos que 
constituyen el modelo dinámico de un robot 
manipulador tiene por objeto la estimación de valores 
precisos de dichos parámetros a partir de medidas 
experimentales del movimiento del robot, siendo éste 
el único procedimiento práctico que permite la 
obtención de valores fiables de los mismos cuando el 
sistema mecánico presenta una mínima complejidad. 
La importancia de la identificación de parámetros 
dinámicos se manifiesta especialmente tanto en 
aplicaciones de control por dinámica inversa como en 
simulación dinámica. En este trabajo se aborda la 
identificación de parámetros dinámicos en robots 
manipuladores con configuración de cadena 
cinemática abierta. 
 
Por una parte, se desarrolla el modelo dinámico de un 
robot manipulador a partir de las ecuaciones de la 
dinámica de acuerdo al formalismo de Gibbs-Appell. 
Para ello, se asume el robot constituido por 
elementos rígidos, modelándose independientemente 
el comportamiento dinámico de los actuadores. Se 
consideran asimismo algunos modelos de fricción 
lineales con respecto a sus coeficientes con objeto de 
modelar los fenómenos de fricción en los nudos. 
Posteriormente, las ecuaciones que constituyen dicho 
modelo dinámico son rescritas en forma lineal 
respecto a los parámetros dinámicos a identificar y 
expresadas en forma matricial, a fin de permitir la 
posterior aplicación de técnicas numéricas tanto de 
análisis y reducción como de resolución del sistema 
de ecuaciones así constituido. 
 
Para poder obtener una correcta identificación de 
parámetros dinámicos es necesario disponer de un 
conjunto de trayectorias con poder de excitación de 
los algoritmos de identificación. En este trabajo se 
proponen la generación de trayectorias optimizadas, 
recurriéndose a la parametrización de las mismas 
mediante series finitas de Fourier, lo cual permite 
beneficiarse del carácter periódico de éstas.  
 
De este modo se plantean dos métodos de 
identificación: el primero de ellos de acuerdo al 
esquema de identificación directo, siendo el segundo 
una combinación entre los esquemas de 
identificación directo e indirecto. 
 
Tanto el modelo dinámico del robot manipulador 
como los distintos métodos de identificación 
propuestos se validan mediante su aplicación 
experimental a la identificación de los parámetros 
dinámicos de un robot manipulador industrial PUMA 
560. Así mismo, las técnicas propuestas son 
validadas también mediante el desarrollo y la 
ejecución de varias estrategias de control, estrategias 
basadas en las ecuaciones dinámicas cuyos términos 
se identifican. Para ello se ha dotado al robot 
industrial de una arquitectura de control abierta 
basada en un computador personal industrial que 
permite, mediante lenguaje C, el desarrollo de 
aplicaciones de control en tiempo real.  
 
2 MODELADO DINÁMICO DE 
ROBOTS MANIPULADORES 
 
Para generar las ecuaciones del movimiento de un 
sistema mecánico (un robot manipulador en este 
caso) hace falta obtener su modelo dinámico. Para 
ello, como es bien sabido, se pueden utilizar 
diferentes principios de la dinámica, como por 
ejemplo Newton-Euler, Jourdain o Lagrange-Euler.  
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En este trabajo se han utilizado las ecuaciones de 
Gibbs-Appell en virtud de que, pese a su 
relativamente escasa utilización en el campo de la 
Robótica, constituyen una de las formas más simples 
de las ecuaciones de la Dinámica. Esta formulación 
permite expresar las ecuaciones del robot en forma 
lineal respecto a los parámetros dinámicos, lo que es 
muy interesante desde el punto de vista de la 
identificación de dichos parámetros. Las ecuaciones 
de Gibbs-Appell aportan otras ventajas adicionales, 
como por ejemplo facilitar la inclusión del efecto de 
los actuadores [6]. 
 
Las ecuaciones de Gibbs-Appell se derivan de la 
definición de la función de Gibbs, también conocida 
como la energía de las aceleraciones. Cuando se 
escribe en su forma original para un sólido cualquiera 
compuesto de n partículas elementales con masa im
y aceleración ia y considerando un sistema de 
referencia inercial, ésta es: 

=
=
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i
iiamG
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2
2
1 (1) 
 
En el caso de un robot manipulador compuesto por n
barras consideradas como sólidos rígidos, la función 
de Gibbs para la barra i viene dada por: 
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donde im es la masa de la barra, iGI
0 es su tensor 
centroidal de inercia, i
r0 y i&
r0 representan 
respectivamente la velocidad y aceleración angulares 
de la barra y 
iGr
&&r0 es la aceleración del centro de 
masas de la barra. Todas estas magnitudes están 
expresadas considerando un sistema de referencia 
inercial. 
 
Las ecuaciones del movimiento de Gibbs-Appell se 
obtienen derivando la función de Gibbs expresada 
anteriormente respecto a las aceleraciones 
generalizadas kq&& , obteniendo de esta manera las 
fuerzas de inercia generalizadas que compensan las 
fuerzas exteriores generalizadas, esto es k :
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Desarrollando la expresión, quedará: 
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Reorganizando los elementos de la expresión (4), 
pueden identificarse dos términos distintos, tal como 
se aprecia en la siguiente expresión: 
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Para poder abordar el proceso de identificación de los 
parámetros inerciales de las ecuaciones dinámicas de 
los robots se necesita la reestructuración de estas 
ecuaciones de manera que los parámetros a 
identificar aparezcan de forma lineal en las mismas.  
 
Partiendo de los términos kA y kB , sustituyendo la 
expresión de la aceleración lineal del centro de 
gravedad de la barra i-ésima, tomando en 
consideración el teorema de los ejes paralelos con el 
fin de expresar los tensores de inercia respecto al 
origen de los sistemas de referencia locales se llega a 
la siguiente expresión de las fuerzas generalizadas 
linealizada respecto a los parámetros inerciales:  
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donde, por ejemplo: 
 
( )ikikikik ! ˆ~ˆˆ += & , ( )ikikikik ! ~~~~ += &
Por consiguiente, el sistema de ecuaciones 
correspondiente al modelo de barras presentará, 
expresado en su forma matricial, la siguiente forma 
para una configuración ( )qqq &&r&rr ,, dada del robot 
manipulador: 
( ) lll qqq "=
r&&r&rrr ,,W (7) 
donde l
r
es el vector de fuerzas generalizadas, lW
es la matriz de observación y l"
r
es el vector de 
parámetros inerciales del sistema, el cual presenta, en 
este caso, la siguiente forma: 
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L
rr
L
rr
=%
Para incrementar el grado de precisión en la 
determinación de los parámetros del robot 
manipulador se puede incorporar el modelo dinámico 
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de los rotores. Este modelo dinámico tiene por objeto 
la modelización del par correspondiente al efecto 
giroscópico de los rotores, así como de eventuales 
excentricidades del eje de giro de los mismos. 
 
Procediendo análogamente al caso del modelo de los 
elementos rígidos, la expresión del par debido a los 
rotores calculado a partir de la definición de la 
función de Gibbs para el caso de los rotores vendrá 
dada por: 
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Teniendo en cuenta las expresiones de las variables 
cinemáticas de los rotores, utilizando el teorema de 
los ejes paralelos y asumiendo que el actuador ir que 
actúa sobre la barra k está situado en una de las 
primeras k barras (tal como es habitualmente el caso 
en la mayoría de robots manipuladores industriales), 
se puede obtener el sistema de ecuaciones 
correspondiente al modelo dinámico de los rotores, 
expresado en su forma matricial, el cual presentará la 
siguiente forma:  
 
( ) rrr qqq "=
r&&r&rrr ,,W (9) 
 
donde r
r
es el vector de fuerzas generalizadas, rW
es la matriz de observación y r"
r
es el vector de 
parámetros dinámicos del sistema, el cual presenta, 
en este caso, la siguiente forma: 
 
[ ]TrT GOrrrT GOrrTrrTrrr mrmmrmII rrnnrnrnnnn 1111111 rLr
r
L
rr
="
Además de modelar los elementos y los actuadores 
de los robots, también se ha obtenido la modelización 
de la fricción. El fenómeno de la fricción puede 
aparecer debido a una gran variedad de mecanismos 
físicos, como puedan ser la deformación elástica o 
plástica en el contacto entre superficies de partes 
mecánicas implicadas en el movimiento, y se ve 
además muy influenciado por factores internos como 
la presencia de lubricantes o sustancias 
contaminantes y su grado de distribución, así como 
indirectamente por otros factores como las 
variaciones térmicas, principalmente debidas al 
propio funcionamiento del robot. 
 
No resulta posible deducir un modelo de fricción 
simple a partir de principios físicos elementales. En 
su lugar, suele recurrirse a describir la fricción a 
partir de una serie de fenómenos observables desde 
un punto de vista macroscópico. En este sentido, los 
modelos de fricción se dividen en dinámicos y 
estáticos, según que el efecto de la variación de 
velocidad sea considerado o no. Dentro de los 
modelos estáticos, se encuentra una serie de modelos 
clásicos en los cuales se asume una mayor o menor 
idealización del fenómeno, donde se consideran dos 
componentes de la fricción: por un lado, un término 
constante (el bien conocido término de Coulomb) que 
no depende, por tanto, de la velocidad y, por otro 
lado, la llamada fricción viscosa, cuya variación será 
lineal con la velocidad.  
 
En el presente trabajo se ha optado por utilizar 
modelos de fricción cuyos coeficientes aparezcan de 
forma lineal en el modelo ya que así se posibilita la 
integración del modelo de fricción en el modelo 
dinámico global del manipulador en su forma 
matricial, lo cual resulta enormemente útil a la hora 
de llevar a cabo una identificación directa. Se han 
considerado cuatro modelos de fricción distintos.  
 
Además del modelo lineal simétrico, se ha 
considerado el modelo de fricción propuesto por [4], 
en el que se asume un comportamiento asimétrico. El 
tercer modelo utilizado permite un mejor ajuste al par 
de fricción real mediante la inclusión de un tercer 
término no lineal respecto a la velocidad [3]. El 
último modelo considera la forma asimétrica del 
modelo anterior. 
 
Generalizando, el sistema de ecuaciones 
correspondiente al modelo de fricción expresado en 
su forma matricial presentará, por tanto, la siguiente 
forma para una configuración ( )qqq &&r&rr ,, del robot 
dada: 
( ) fff qqq "=
r
&&r&rrr ,,W (10) 
 
donde f
r
es el vector de fuerzas generalizadas, fW
la matriz de observación y f"
r
es el vector de 
parámetros del sistema, en este caso los coeficientes 
del modelo de fricción, el cual presenta la siguiente 
forma: 
[ ]Tnnf mm FFFF 1111 LLL
r
="
A partir de los modelos de elementos, actuadores y 
fricción comentados anteriormente se puede obtener 
el modelo dinámico completo del robot manipulador 
de acuerdo a las ecuaciones de Gibbs-Appell; 
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== 11

(11)
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Tras desarrollar los términos de la anterior expresión, 
una que vez las ecuaciones han sido linealizadas y 
puestas en su forma matricial, tal como se describirá 
en los siguientes apartados, ésta quedará de la 
siguiente forma: 
 ( ) [ ]










"
"
"
="=
f
r
l
frlqqq r
r
r
r&&r&rrr WWWW ,, (12) 
 
3 IDENTIFICACIÓN DEL 
MODELO DINÁMICO DE 
ROBOTS MANIPULADORES 
 
Para poder establecer el control dinámico del robot 
manipulador es necesario abordar la identificación de 
los distintos parámetros dinámicos de las ecuaciones 
dinámicas. En este trabajo se han planteado e 
implementado dos métodos de identificación: un 
método de identificación directo y una variante del 
esquema de identificación indirecto. 
 
El método de identificación directo se basa 
esencialmente en [2], aunque en este caso las 
trayectorias optimizadas utilizadas para obtener la 
identificación han sido parametrizadas mediante 
series finitas de Fourier, tal como se describe en [7] y 
[8]. Éste constituye quizás el esquema de 
identificación más comúnmente empleado en el caso 
de robots manipuladores de cadena cinemática 
abierta, lo cual, unido a las ventajas que presenta 
frente a los esquemas de identificación indirectos, 
hacen de él un método muy conveniente para obtener 
la identificación parámetrica. 
 
En cuanto al segundo método, éste puede 
considerarse como una combinación de los esquemas 
de identificación directo e indirecto. En este caso se 
ha prescindido de implementar un método de 
identificación enteramente de acuerdo al esquema de 
identificación indirecta por considerar su aplicación 
práctica costosa y poco sistemática, requiriendo de 
un diseño específico para cada tipo de robot. 
 
Con el método de identificación directo, el modelo 
dinámico del robot manipulador es identificado en su 
totalidad a partir de un solo experimento. En la 
Figura 1 puede verse un esquema general del método 
tal y como se ha implementado. 
 
Figura 1. Esquema de identificación directa 
Con este método, partiendo de las ecuaciones del 
movimiento en forma lineal desarrolladas en el 
apartado anterior, se obtiene una matriz de 
observación iW para cada una de las 
configuraciones del brazo robot consideradas 
( )iii qqq &&r&rr ,, , con mi ...1= . Dichas matrices estarán 
constituidas por tantas filas como grados de libertad 
posea el robot y tantas columnas como parámetros 
del modelo dinámico a ser identificados. 
 
"=
rr
ii W (13) 
 
El sistema de ecuaciones de la expresión (13) puede 
ser reducido a un sistema de ecuaciones de rango 
completo, donde tan sólo aparecen aquellos 
parámetros base del modelo que determinan el 
comportamiento dinámico del mismo de forma 
independiente. Con ello, se llega al sistema de 
ecuaciones reducido: 
 
BiBi "=
rr
W (14) 
 
A continuación se deben agregar las matrices 
correspondientes al conjunto de configuraciones 
considerado para el proceso de identificación. La 
matriz resultante constituye la matriz de observación 
del sistema para dicho conjunto de configuraciones. 
Del mismo modo, se construye un vector de pares en 
los nudos a partir de los vectores de pares en los 
nudos correspondientes a cada una de las 
configuraciones consideradas. Así pues, se obtiene el 
sistema de ecuaciones definido por la siguiente 
expresión: 
BB
aa "=
rr
W (15) 
donde: 
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El número m de configuraciones debe ser elegido de 
tal modo que el número de filas de la matriz de 
observación sea mayor que el número de columnas, a 
fin de obtener un sistema de ecuaciones 
sobredeterminado. Dicho sistema lineal de 
ecuaciones será resuelto mediante la aplicación del 
LSM. 
 
Con la finalidad de minimizar la influencia de los 
errores de medida sobre los parámetros identificados, 
la matriz de observación obtenida debería presentar 
un número de condición suficientemente reducido, 
así como un adecuado equilibrio numérico de sus 
elementos. El número de condición de la matriz de 
observación viene determinado por la trayectoria 
aplicada para realizar la identificación y, por 
consiguiente, solamente puede ser mejorado a través 
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de un diseño conveniente de dicha trayectoria a fin de 
que ésta logre excitar suficientemente los parámetros 
a identificar. 
 
Como se ha comentado, el segundo método de 
identificación desarrollado es una variante propuesta 
del método indirecto para la identificación del 
modelo dinámico de un robot manipulador. Ésta se 
lleva a cabo en dos pasos: Primero se realiza un 
experimento a partir del cual se estiman los 
parámetros de gravedad del modelo dinámico y los 
coeficientes del modelo de fricción. En el segundo 
paso, se obtienen datos de posición angular y par en 
los nudos de un experimento en el que se considera 
una trayectoria optimizada parametrizada mediante 
series finitas de Fourier. Las medidas de par en los 
nudos son compensadas mediante los términos de 
gravedad y fricción ya identificados del modelo 
dinámico con el fin de identificar el resto del modelo. 
En la Figura 2 puede verse un diagrama en el que se 
representa el esquema de identificación indirecta 
aplicado. 
 
Figura 2: Esquema de identificación indirecta. 
 
El sistema de ecuaciones planteado para la 
identificación directa obtenido a partir de las 
ecuaciones de la dinámica en forma lineal puede ser 
descompuesto en tres partes según la naturaleza del 
efecto dinámico implicado en cada caso de acuerdo a 
la siguiente expresión: 
[ ]










"
"
"
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
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
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donde IB"
r
, GB"
r
y FB"
r
son, respectivamente, los 
parámetros base asociados a los elementos de la 
matriz de inercia, los parámetros gravitatorios y los 
de fricción. A su vez, iIBW , iGBW , iFBW y iI
r
,
iG
r
, iF
r
son los términos correspondientes de la 
matriz de observación y del vector de pares en los 
nudos del sistema. Además, los parámetros de 
fricción son los coeficientes del modelo de fricción 
aplicado. 
En el trabajo se han aplicado los modelos dinámicos 
de elementos, de elementos y actuadores, así como 
tres modelos de fricción distintos a fin de llevar a 
cabo el procedimiento de identificación indirecta 
propuesto. La utilización de modelos de fricción 
asimétricos implica una dificultad adicional para la 
identificación del propio modelo de fricción debido 
al hecho de que las contribuciones al par en los nudos 
correspondientes a los fenómenos de fricción y a la 
gravedad no pueden ser separadas. Como solución a 
este inconveniente, la identificación de los 
parámetros gravitatorios se realiza en el primer paso 
del proceso de identificación, conjuntamente con los 
parámetros de fricción.  
 
La identificación de los coeficientes de fricción 
correspondientes a cada articulación se realiza 
secuencialmente empezando por el último nudo hasta 
llegar al primero. En cada paso, solamente una 
articulación es movida a velocidad constante, en 
tanto que el resto permanece en reposo en una 
configuración determinada. Los parámetros 
gravitatorios que afectan el movimiento de la 
articulación correspondiente son igualmente 
identificados junto con los coeficientes de fricción. A 
partir de un conjunto de configuraciones del 
manipulador, se construye una matriz de observación 
con información acerca de la gravedad y la fricción, 
así como un vector con las medidas de pares en los 
nudos, siendo el sistema lineal de ecuaciones así 
constituido posteriormente resuelto por medio de un 
algoritmo de LSM estándar.  
 
Una explicación más detallada de los métodos de 
identificación desarrollados y un análisis 
comparativo de los resultados obtenidos se puede 
encontrar en [1] y [5]. 
 
4 VALIDACIÓN IDENTIFICACIÓN 
PARAMÉTRICA. CONTROL EN 
TIEMPO REAL DE ROBOTS 
MANIPULADORES 
 
Para poder verificar los distintos procedimientos 
desarrollados en este trabajo se han llevado a cabo 
diversos experimentos de identificación utilizando 
tanto datos simulados como datos medidos de un 
robot manipulador industrial: el PUMA560. La 
Figura 3 muestra el esquema del procedimiento 
experimental seguido que permite contrastar la 
precisión del modelo dinámico propuesto con 
respecto a las medidas del par en las articulaciones 
tomadas del robot real. 
 
La trayectoria aplicada para llevar a cabo la 
identificación de los parámetros ha sido 
parametrizada mediante series finitas de Fourier. En 
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cuanto al procedimiento de optimización, se ha 
tomado el número de condición de la matriz de 
observación del sistema como criterio de 
optimización y se han impuesto las restricciones 
cinemáticas pertinentes tanto en el espacio de 
articulaciones como en el espacio cartesiano de 
trabajo relativas al robot y a su entorno de trabajo. Se 
ha aplicado un algoritmo de optimización basado en 
SQP.  
 
Figura 3: Esquema de validación utilizando un robot 
manipulador industrial 
 
Una vez que la matriz de observación ha sido 
calculada a partir de los datos de posición angular y 
par en los nudos, el proceso de identificación 
prosigue tal como se ha descrito anteriormente de 
acuerdo al esquema de identificación que se esté 
aplicando en cada caso. 
 
La Figura 4 muestra los pares obtenidos de los 6 
grados de libertad del PUMA. En línea continua se 
muestran los pares medidos en las articulaciones del 
robot real, y en la línea discontinua se tienen los 
pares calculados por el modelo del robot con los 
parámetros identificados. Tal como se puede 
observar, las diferencias entre los pares de cada una 
de las articulaciones son prácticamente iguales.  
 
Figura 4: Test del procedimiento de identificación del 
conjunto de parámetros base del PUMA 560 
 
Para poder llevar a cabo la identificación y el control 
del robot PUMA 560 se propuso la sustitución de la 
unidad de control original del sistema mediante una 
nueva basada en un computador personal industrial. 
De este modo, el PC accede a las posiciones 
angulares de los nudos y genera las acciones de 
control requeridas para accionar los distintos 
elementos del brazo robot. La Figura 5 muestra el 
robot utilizado en este trabajo. 
 
Figura 5: Robot industrial PUMA 560 
 
Como puede observarse en la Figura 6, las lecturas 
de las posiciones angulares de los nudos del brazo 
robot son obtenidas a través de las tarjetas de 
adquisición de datos, la cuales recogen las señales de 
los potenciómetros y los encoders incrementales. 
Para ello se utilizan 2 clases de tarjetas de 
Advantech: la PCI-1711para la lectura de los 
potenciómetros y la PCL-833 para la lectura de los 
encoders. 
 
Con la información del estado del sistema, las 
referencias de movimiento y el algoritmo de control 
programados,  el PC es capaz de calcular las acciones 
de control necesarias para las distintas articulaciones 
del robot. Estas acciones de control se suministran a 
los amplificadores de potencia del controlador 
mediante los convertidores Digital/Analógico 
disponibles es las tarjetas PCI-1720 de Advantech. 
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Figura 6: Arquitectura de Control del PUMA 560 
 
Una información más detallada de la arquitectura 
hardware/software desarrollada para el control de 
este robot se puede encontrar en [10] 
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Una vez obtenidos y validados los parámetros de la 
ecuación dinámica del robot se puede programar 
cualquier controlador dinámico. Aunque se han 
desarrollado otros controles (por ejemplo los basados 
en Pasividad), en este trabajo se ha utilizado una 
estrategia de control por par calculado (o dinámica 
inversa) que permite establecer el control de 
trayectoria. La estrategia de control viene dada por la 
expresión siguiente:  
 
)()()( $$$ ,,,, qGqqqCvqMc ++= && (17) 
 
donde:  
c : par de control 
)( $,qM : matriz de inercias del sistema 
qqqC && )( $,, : vector Coriolis y fuerzas centrífugas 
)( $,qG : vector de fuerzas gravitatorias 
 
La matriz de inercias )( $,qM se puede obtener 
directamente a partir de los términos kB de la 
ecuación de movimiento de Gibbs-Appell de la 
expresión (5). De la misma forma, los términos 
correspondientes a las fuerzas de Coriolis, 
centrífugas y gravitatorios )()( qGqqqC +&&, se 
pueden calcular directamente a partir de los términos 
kA de la ecuación (5). Una información más 
detallada sobre la obtención de estos términos se 
puede encontrar en [9]. 
 
Es interesante añadir que, dependiendo de la 
expresión del término v, se pueden obtener diferentes 
estrategias de control tal como se muestra en la tabla 
siguiente: 
 
Tipo de Controlador v
Punto a Punto 
 
eKqK pd   &
Control de Trayectoria 
 
eKeKq pdd   &&&
Control de Trayectoria 
con  acción integral  %   
t
ipdd duueKeKqKq
0
)(&&&
Tabla 1.  Controladores por dinámica inversa  
donde: 
e=q-qd
Kd, Kp y Ki: matrices (diagonales y definidas 
positivas) de ganancias derivativas, proporcionales 
e integradoras  
 
La nueva arquitectura abierta de robot permite 
implementar el control de los 6 grados de libertad del 
PUMA con cualquier estrategia de control. A 
continuación se muestra la respuesta de los 3 
primeros ejes del robot  real cuando se utiliza un 
controlador de trayectoria con acción integral por 
dinámica inversa.  
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Figura 7: Respuesta 1ª articulación PUMA 560 
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Figura 8: Respuesta 2ª articulación PUMA 560 
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Figura 9: Respuesta 3ª articulación PUMA 560 
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Figura 10: Señal de error de las 3 articulaciones 
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Figura 11: Acciones de control suministradas 
 
Tal como se puede apreciar, el comportamiento del 
robot es muy bueno, siguiendo las referencias 
especificadas con un error casi despreciable.  
 
5 CONCLUSIONES  
 
En el artículo se ha abordado la problemática de la 
identificación experimental de los parámetros que 
definen el modelo dinámico de un robot manipulador 
industrial. Se ha empleado un modelo dinámico de 
elementos rígidos del brazo robot, el cual se ha 
completado mediante el modelado de los actuadores, 
a fin de permitir la consideración del efecto 
giroscópico de los rotores. El modelo dinámico del 
robot se ha desarrollado a partir del formalismo 
dinámico de Gibbs-Appell, el cual aporta distintas 
ventajas, entre ellas la sencillez de las expresiones 
obtenidas y la fácil integración de la dinámica de los 
actuadores en el modelo. Las ecuaciones del modelo 
dinámico obtenidas han sido expresadas linealmente 
con respecto a los parámetros a identificar y 
expresadas en forma matricial. Por otra parte, se ha 
modelado asimismo el par debido a la fricción en las 
articulaciones, para lo cual se han considerado cuatro 
modelos distintos. 
 
Por lo que respecta a la identificación de los 
parámetros dinámicos, se han implementado tanto un 
método basado en el esquema de identificación 
directo como un método parcialmente basado en el 
esquema de identificación indirecto, mediante el cual 
se ha tratado de sacar provecho de algunas ventajas 
inherentes a cada uno de los esquemas de 
identificación mencionados. 
 
Finalmente, tanto el modelado como los 
procedimientos de identificación paramétrica se han 
verificado en un sistema real: un robot industrial 
PUMA 560, mostrando la respuesta de dicho robot 
con un control de trayectoria basado en la dinámica 
inversa.  
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Resumen 
 
En este trabajo se aborda el diseño y desarrollo de 
un sistema automático de detección de defectos en 
tiempo real en el sellado de alimentos envasados, 
herméticamente cerrados. Este sistema irá ubicado 
justo después de la salida de la etapa de 
termosellado y antes del embalaje y paletizado de los 
envases. 
 
Palabras Clave: Detección de fallos, termosellado. 
 
 
 
1 INTRODUCCIÓN 
 
El sellado de los alimentos envasados y 
termosellados, herméticamente cerrados, debe 
realizarse correctamente para garantizar que el 
alimento podrá mantener sus características 
inalteradas durante un periodo de tiempo prolongado. 
 
Existen una serie de factores que influyen en el 
proceso de termosellado y que han de tenerse en 
cuenta a fin de conseguir un sellado hermético. Estos 
factores pueden agruparse en dos categorías: 
 
- Características de los materiales (composición 
y diseño) 
- Tecnología aplicada (equipo y condiciones) 
 
Dentro de estas categorías, los parámetros más 
importantes a considerar serán: porosidad del 
material, superficies de contacto, adhesión, solapado, 
etc. y las condiciones de presión y temperatura que 
definirán la continuidad del cierre. 
 
Actualmente los procesos más importantes 
empleados para la verificación del sellado de 
alimentos envasados y termosellados, 
herméticamente cerrados, son la inspección visual y 
la detección de microfugas.  
 
La inspección visual es un proceso no destructivo 
realizado a través de planes de muestreo, basados en 
procedimientos estadísticos, diferentes según la 
índole de la inspección que se desea realizar. 
Consiste en realizar una comprobación del cierre de 
determinado número de envases tomados al final de 
la cadena. Sin embargo, no son examinados el 100% 
de ellos y por tanto hay riesgo de dar por válidos 
envases que no estén herméticamente cerrados y que, 
por tanto, sean no aceptables pero no detectados. 
 
Este método por sí solo no proporciona un alto nivel 
de seguridad para detectar envases defectuosos. Sólo 
proporcionará una idea de la aceptabilidad e 
inocuidad de los envases sospechosos examinados y 
permitirá prever la contaminación posterior.  
 
Como ventaja podemos decir que permite examinar 
un gran número de envases y el coste es mínimo, 
pero existen limitaciones en cuanto a los recursos y 
representatividad de la muestra; no siendo todos los 
defectos y/o fugas detectables. Por lo tanto, este 
método debe ir acompañado de otras pruebas 
discriminatorias como: controles de hermeticidad, 
fuerza y continuidad del cierre. 
 
Por otra parte podemos citar determinados métodos 
de detección de fugas (ensayo de aire a presión, del 
Helio, del Sulfuro de Hidrógeno, etc.) empleados en 
combinación con los ensayos microbiológicos, para 
corroborar los resultados obtenidos en el laboratorio. 
 
También tienen sus ventajas (rapidez, magnitud de la 
fuga, proporcionan dato permanente) y desventajas 
(no indican el punto de fuga, difícil selección del 
ensayo más adecuado, etc.) 
 
Por lo tanto, los sistemas existentes actualmente para 
la detección de defectos de sellado de la tapa 
(colocada en el proceso de cierre de tarrinas) 
adolecen de una serie de limitaciones que los hacen 
inapropiados para su aplicación directa en el proceso 
productivo. 
 
Entre estas limitaciones se pueden destacar el 
elevado precio de estos sistemas, que lo hacen 
inaplicable en productos de bajo valor comercial 
unitario, y su elevada cadencia, lo que impide que se 
pueda verificar en tiempo real el total de la 
producción. La solución adoptada para paliar este 
último inconveniente es realizar un muestreo de los 
envases cerrados, lo que no garantiza una fiabilidad 
del 100% en el producto de salida [1-6]. 
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Por otra parte, la etapa de cierre de envases es la 
última antes del embalaje y paletizado de los mismos 
para su expedición. Por ello, un defecto en el sellado 
(cierre) no será detectado hasta que el producto no 
llegue al punto de venta o, incluso, al consumidor. 
 
El resto del artículo está estructurado como sigue. En 
la sección 2 se describe el sistema que se pretende 
desarrollar para la detección de fallos. En la sección 
3 se expone el funcionamiento del sistema descrito 
En la sección 4 se realizan algunas consideraciones 
sobre las necesidades para implantación del prototipo 
desarrollado en la cadena de producción en la planta 
real. Finalmente, en la sección 5 se presentan las 
conclusiones y pretensiones de este trabajo. 
 
2 DESCRIPCIÓN DEL SISTEMA 
 
En este proyecto se propone un sistema para la 
detección en tiempo real de defectos en el sellado 
(cierre) de las tapas de envases (tarrinas de compota). 
En la figura 1 aparece una imagen del tipo de envase 
a inspeccionar. En ella se puede apreciar la 
morfología de la tarrina, siendo las medidas a tener 
en cuenta para el diseño del sistema de detección de 
fallos las siguientes: altura = 33 mm, diámetro = 84 
mm. 
 
 
 
Figura 1: Tarrina de compota a inspeccionar 
 
Ante la falta de métodos en continuo, no 
excesivamente caros y suficientemente eficaces, se 
considera justificada la necesidad de buscar un 
método de detección de fugas y verificación del 
sellado, para instalar al final de las líneas de 
producción, de aplicabilidad a este tipo de alimentos 
envasados, siendo examinada la totalidad de la 
producción antes de ser  introducida en el embalaje. 
 
Con este proyecto se trata de desarrollar estrategias 
de detección, inspección y control automático de 
fallos de sellado, con una garantía de ausencia de 
éstos sobre el 100% de la producción. 
 
Se ha construido una plataforma experimental donde 
ensayar la estrategia propuesta. Esta plataforma debe, 
a su vez, servir como prototipo del sistema a instalar 
al final de las cadenas de producción que incluyan 
líneas de sellado de productos envasados, 
herméticamente cerrados. Además, en los que se 
deba garantizar la inspección sobre toda la 
producción. Estos condicionantes obligan a que el 
sistema desarrollado tenga la capacidad de funcionar 
en ambiente industrial y trabaje en tiempo real, no 
suponiendo una merma en la capacidad productiva de 
la línea de producción en la que se instale. 
 
Este sistema estará formado por un alimentador de 
tarrinas procedentes de la máquina de termosellado, 
una estación para la detección de envases con 
defectos de sellado y un sistema de identificación y 
expulsión de tarrina defectuosa. Todas estas 
estaciones estarán conectadas mediante una cinta 
trasportadora (conveyor) por la que discurrirán las 
tarrinas (envases). 
 
El conjunto resultante puede apreciarse en la 
representación esquemática que aparece en la figura 
2. Cada una de las estaciones estará constituida por 
una estructura construida en perfilaría de aluminio, 
sobre la cual se sitúan los componentes encargados 
de realizar el proceso correspondiente, incluyendo las 
electroválvulas de control cuando se trate de 
componentes neumáticos. 
 
 
Figura 2: Representación esquemática del sistema 
completo 
 
2.1 ESTACIÓN DE DETECIÓN DE 
DEFECTOS 
 
Para la detección de fallos o defectos en el sellado se 
han de utilizar métodos que no afecten (alteren) el 
contenido de las tarrinas, a la vez que garanticen una 
frecuencia de procesado de tarrinas suficiente para la 
inspección de todas y cada una de ellas. 
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En el momento en que se planteó el proyecto, el 
llenado de las tarrinas se llevaba a cabo con el 
producto en frío. Esto traía como consecuencia que al 
cerrar la tarrina se producía una leve sobrepresión en 
el interior del envase que provocaba un ligero 
abombamiento en la tapa. Por tal motivo se decidió 
actuar justo después de la estación de termosellado 
para la detección de los defectos del mismo. 
 
El sistema de detección propuesto consistía en aplicar 
presión con un palpador sobre la tapa y medir el 
desplazamiento producido cuando existe anomalía o 
defecto en el sellado (cierre). Para esta tarea se 
utilizó el sensor SMAT-8E-S50-IU-M8. El sistema 
ideado respondía al esquema mostrado en la figura 3. 
 
Resorte
Envase
Palpador
Sensor SMAT
Cilindro sin vástago
Amortiguador hidráulico
Soporte de fijación del palpador
 
 
Figura 3: Representación esquemática del sistema 
propuesto 
 
Como se puede apreciar, el sistema palpador-resorte 
va montado sobre un soporte de aluminio. El sensor 
de desplazamiento SMAT está fijado solidariamente 
a este soporte, de manera que puede medir el 
desplazamiento relativo producido entre el soporte y 
el palpador. 
 
El movimiento en sentido vertical  de este soporte 
(arriba/abajo) se consigue utilizando un actuador 
lineal sin vástago del tipo DGC-G de 12 mm de ∅. 
Para el control del cilindro se utiliza un distribuidor 
electroneumático de 5 vías/2 posiciones, gobernado 
por las salidas digitales de un autómata programable 
s7_224. Las posiciones superior e inferior del sistema 
soporte-palpador están fijadas por sendos 
amortiguadores hidráulicos. La ubicación del 
amortiguador inferior está determinada por la 
máxima presión que el palpador debe ejercer sobre la 
tarrina. Esta presión se determina experimentalmente, 
de forma que no se dañe la tapa del envase, pero 
produzca una deformación suficiente en el resorte 
que permita la detección de fugas. Es precisamente la 
aparición de estas fugas el facto que se utilizará para 
determinar la existencia de defectos en el 
termosellado. 
 
3 FUNCIONAMIENTO DE LA 
ESTACIÓN DE DETECCIÓN DE 
FALLOS 
 
El funcionamiento del sistema descrito es como 
sigue. El sistema palpador bajará hasta una posición 
predeterminada, limitada por amortiguadores 
hidráulicos, de forma que se produzca una ligera 
deflexión del resorte. De esta forma, el palpador 
realizará una leve presión sobre la tapa del envase a 
ensayar.  Si el sellado no presenta fisuras, una vez 
alcanzado el equilibrio, el palpador no se desplazará. 
Sin embargo, si existieran defectos de sellado, éstos 
provocarían fugas que evitarán que el sistema 
palpador alcance el equilibrio en el tiempo 
determinado y siga desplazándose por efecto del 
resorte. La medida de este desplazamiento se puede 
utilizar para discriminar los envases sellados 
correctamente de los que presentan defectos en el 
proceso de termosellado. 
 
Tanto el control del movimiento del actuador lineal 
como la medida del desplazamiento se lleva a cabo 
mediante el autómata programable s7_224 de 
Siemens, al que se ha dotado del módulo de 4 
entradas y una salida analógicas EM235. Este 
módulo de entradas/salidas analógicas tiene una 
resolución de 12 bits cuando está configurado para 
trabajar con señales unipolares, como es nuestro 
caso. Esta resolución es suficiente para la aplicación 
y permite aprovechar las características de definición 
del sensor. 
 
El sistema se completará con una estación de 
alimentación de los envases procedentes de la 
máquina de termosellado, una estación para la 
inspección de envases con detección de defectos de 
sellado (la descrita) y una estación de almacenaje de 
envases inspeccionados, que hará las veces de 
almacén de la fase de expedición. Todas estas 
estaciones estarán conectadas mediante un sistema de 
transporte. Este sistema de transporte está compuesto 
por un transfer acoplado a cada estación de forma 
que se permita la configuración de varios Lay-out, 
con la posibilidad de ampliar el sistema para 
incrementar las capacidades del mismo. 
 
 
4 RESULTADOS PREVIOS 
 
El prototipo descrito se encuentra actualmente en 
fase de desarrollo. La estación de detección de fallos 
se ha probado experimentalmente en laboratorio y se 
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está adaptando a las exigencias de la cadena de 
producción real. 
 
Se han testado envases sin defectos, para ajustar el 
funcionamiento de la estación cuando el termosellado 
no presenta fisuras. En tal caso, la deformación de la 
tapa debida a  la presión del palpador estaba 
alrededor de 1 mm. La excursión máxima del 
conjunto soporte-palpador se ha limitado a 3 mm una 
vez que se alcanza la posición del envase. Esto es 
debido a que, en el caso de un defecto grave de 
sellado, si el palpador siguiera avanzando provocaría 
el derrame del producto envasado. 
 
También se ha de ajustar el tiempo empleado en 
llevar a cabo el procedimiento completo: ubicación 
del envase en la estación, desplazamiento del 
conjunto soporte-palpador y tiempo de equilibrio. 
Para obtener el límite superior de este tiempo se he 
de considerar la cadencia de salida de envases de la 
estación de termosellado. Como la cadencia de salida 
está comprendida entre 900 y 1.200 envases por hora, 
esto proporciona una tasa de 15 a 20 envases por 
minuto. Así se obtiene un tiempo límite para realizar 
todas las operaciones de: 
 
.3
20
60 segoperacióndemáximoTiempo ==  
 
Considerando este tiempo máximo para realizar todas 
las operaciones, el tiempo asignado para alcanzar el 
equilibrio entre la deformación del resorte y la 
sobrepresión en el interior del envase es de 1 seg. Si 
transcurrido este tiempo, el soporte siguiera 
descendiendo, esto supondría la existencia de fugas 
en el cierre y por lo tanto un defecto en el 
termosellado de la tarrina. 
 
La tasa de defectos observada en la planta actual, con 
detección por mera inspección visual de operarios al 
final de la cadena de producción está en torno al  3%, 
por lo tanto se justifica la instalación de este sistema 
de detección de fallos, antes de la expedición del 
producto terminado para consumo. 
 
 
5 CONCLUSIONES 
 
En este trabajo se ha presentado una propuesta 
basada en la sobrepresión producida en interior de los 
envases con llenado de producto en frío para la 
detección automática del termosellado de los 
mismos. Se han descrito los componentes hardware 
del sistema, así como el principio de funcionamiento 
del prototipo desarrollado para automatizar la 
detección de envases con defectos. El periodo de 
caducidad de los productos envasados en frío está en 
torno a los tres meses. En el momento actual se está 
trabajando con la posibilidad de llenar el producto en 
caliente, lo que alargaría el periodo de caducidad a 
doce meses. Este cambio traerá como consecuencia 
una redefinición completa del sistema de detección 
automática de fallos de termosellado. De este modo, 
el marco en el cual se desarrollará el trabajo futuro 
tendrá en consideración esta modificación en el 
proceso productivo. 
 
Agradecimientos 
 
Este trabajo está parcialmente financiado por  el 
proyecto de desarrollo tecnológico PDT05A49 de la 
Junta de Extremadura. 
 
 
Referencias (10 ptos, negrita) 
 
[1] AENOR-.CERNA (1982) 
 
[2] Buckle (1985) 
 
[3] Código internacional  recomendado de prácticas 
de higiene para alimentos poco ácidos y 
alimentos acidificados envasados. CAC/RCP 
23-1979, Rev.2 
 
[4] Directrices sobre procedimientos básicos para la 
inspección visual de lotes de alimentos 
envasados. CAC/ GL 17- 1993. 
 
[5] U.S.F.D.A (1984) 
 
[6] www.codexalimentarius.net
XXVII Jornadas de Automática
1038 Almería 2006 - ISBN: 84-689-9417-0
ENSEÑANZA Y APRENDIZAJE DE CONCEPTOS DE CONTROL 
AUTOMÁTICO UTILIZANDO LABVIEW 
 
 
J.L. Guzmán, F. Rodríguez, M. Berenguel, D. Lacasa  
 
Universidad de Almería. Escuela Politécnica Superior. Dpto. de Lenguajes y Computación.  
Ctra. Sacramento s/n, 04120 Almería  
[joguzman@ual.es, frrodrig@ual.es, beren@ual.es, dlacasa@ual.es] 
 
 
 
Resumen 
 
Este trabajo describe un conjunto de sesiones 
prácticas de distintos estudios de ingeniería en la 
Universidad de Almería donde se utiliza LabVIEW 
como herramienta docente con el fin de introducir 
conceptos básicos de control automático. El uso 
de LabVIEW en las sesiones prácticas esta 
presente en aplicaciones desarrolladas por el 
profesorado que son utilizadas por los estudiantes, 
así como el uso de LabVIEW como entorno de 
programación por parte del alumnado. Las 
principales tareas en las que se centran las 
diferentes sesiones son: modelado, control 
monovariable y multivariable, e implementación 
de herramientas SCADA. 
 
Palabras Clave: educación en automática, 
modelado, control automático, instrumentación 
virtual. 
 
 
1 INTRODUCCIÓN 
 
Los avances docentes producidos en los últimos 
años dentro del área de Ingeniería de Sistemas y 
Automática se han visto claramente reflejados en 
numerosos trabajos y publicaciones principalmente 
relacionados con laboratorios virtuales ([9], [13] 
[16]), laboratorios remotos ([3], [4], [8], [17], [18]) 
y herramientas interactivas ([2], [5], [6], [7]). La 
investigación dedicada a la búsqueda de nuevas 
tecnologías y métodos docentes parecía algo que 
siempre se encontraba en un segundo plano por 
parte de la comunidad universitaria, pero sin 
embargo, se puede observar cómo actualmente 
existe una apuesta firme en este ámbito donde se 
establece una línea de investigación al mismo nivel 
que otras áreas de interés científico. Un buen 
ejemplo de ello se puede observar en IFAC y en 
IEEECSS, donde en ambas asociaciones se 
encuentra presente un área técnica denominada 
Educación en Control (Control Education) 
soportada por dos comités científico-técnicos y 
estando al mismo nivel que el resto de áreas 
técnicas [5]. 
 
El hecho de esta dedicación a la investigación 
docente en el ámbito de Automática, se debe 
fundamentalmente a la fuerte componente práctica 
que envuelve la enseñanza y aprendizaje de esta 
disciplina. Existen ciertas áreas donde la docencia 
se centra fundamentalmente en clases teóricas 
apoyadas por una serie de ejercicios téorico-
prácticos. Sin embargo, dentro del campo de la 
ingeniería la enseñanza debe ir un poco más allá, 
donde los estudiantes puedan poner en práctica los 
conocimientos teóricos trabajando con sistemas 
reales o simuladores que reflejen lo más fielmente 
la realidad [2].  
 
Los aspectos teóricos se pueden aprender de los 
libros, de inspiradas lecciones y de un activo 
estudio, pero sin embargo, la habilidad de resolver 
problemas prácticos subyace en la destreza de 
cómo utilizar dicha teoría para poder trasladar 
problemas de gran magnitud en problemas 
sencillos de resolver [2]. Una de las tareas más 
importantes por parte de los profesores en 
ingeniería consiste en trasmitir a los estudiantes no 
solamente la parte formal de la disciplina, sino 
también y con mayor énfasis, la estrategia y 
aspectos intuitivos de la materia. 
 
Un elemento importante de la docencia en 
Automática es que se centra en el continuo uso de 
experimentos y desarrollo de nuevos laboratorios y 
herramientas basadas en computador. Este tipo de 
herramientas deberían ser integradas como parte 
de los contenidos docentes, no sólo a nivel de 
cursos introductorias como actualmente están 
presentes, sino también para aumentar su difusión 
y uso en trabajos de cursos avanzados de segundo 
o tercer ciclo [2], [5]. 
 
En este trabajo se presenta LabVIEW de National 
Instruments [11], [12], como una herramienta de 
gran potencial que permite poder llevar a cabo las 
tareas docentes comentadas anteriormente. Se 
describirán un conjunto de herramientas que han 
sido desarrolladas por el profesorado del área de 
Ingeniería de Sistemas y Automática de la 
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Universidad de Almería, y que tienen como fin el 
servir de apoyo para la enseñanza y aprendizaje de 
conceptos de control automático. De la misma 
forma, se describen una serie de sesiones prácticas 
donde los alumnos deberán utilizar LabVIEW 
como entorno de programación para resolver una 
serie de problemas planteados. 
 
En la sección 2 del artículo se presenta una breve 
introducción a LabVIEW describiendo las ventajas 
que esta herramienta puede aportar a las tareas 
docentes. Posteriormente, las distintas sesiones 
prácticas y aplicaciones desarrolladas con 
LabVIEW son descritas en la sección 3. La sección 
4 presenta un breve resumen de algunos resultados 
obtenidos por los estudiantes haciendo uso de las 
herramientas presentadas. Finalmente el artículo 
concluye con algunas conclusiones y futuros 
trabajos.  
 
2 LABVIEW PARA TAREAS 
DOCENTES RELACIONADAS 
CON CONTROL AUTOMÁTICO. 
 
Gracias al gran desarrollo y abaratamiento 
experimentado por los ordenadores personales y 
estaciones de trabajo en las últimas décadas, la 
forma de afrontar numerosos problemas de 
ingeniería y estudios científicos ha sufrido un 
cambio considerable. Se podría afirmar que un 
constante aceleramiento en la velocidad de cálculo 
e incremento en la capacidad de memoria 
disponible ha permitido que en las últimas décadas 
del siglo pasado y comienzos de éste, el foco haya 
sido progresivamente desplazado desde el 
hardware al software dando nombre a la hoy 
conocida como Instrumentación Virtual. La rápida 
adopción de los computadores en los últimos 20 
años ha generado una importante revolución en la 
instrumentación de ensayos, mediciones y 
automatización. Un importante desarrollo 
resultante de la utilización del computador en 
conceptos de automatización, se conoce como 
instrumentación virtual, el cual ofrece variados 
beneficios a ingenieros y científicos que requieran 
mayor productividad, precisión y rendimiento [19]. 
 
Un instrumento virtual consiste en una 
computadora de tipo industrial, o una estación de 
trabajo, equipada con potentes programas 
(software), hardware económico y drivers, que 
cumplen en conjunto las funciones de instrumentos 
tradicionales. Los instrumentos virtuales 
representan un traslado fundamental de los 
sistemas de instrumentación basados en hardware 
a sistemas centrados en software que aprovecha 
potencia de cálculo, productividad, exhibición y 
capacidad de conexión a estaciones de trabajo 
[19]. Aunque el computador ha experimentado 
avances significativos, es el software el que 
realmente provee la ventaja para construir, sobre 
esta potente base de hardware, instrumentos 
virtuales. Con los instrumentos virtuales, los 
ingenieros y científicos construyen sistemas de 
medida y automatización que se ajustan 
exactamente a sus necesidades (definidas por el 
usuario) en lugar de estar limitados por los 
instrumentos tradicionales (definidos por el 
fabricante). 
 
Actualmente LabVIEW es el entorno de 
programación que refleja más fielmente este 
concepto de instrumentación virtual, donde sus 
propios programas se conocen como VI o Virtual 
Instrument. LabVIEW de National Instruments 
(NI) es un entrono de desarrollo gráfico con 
funciones integradas para realizar adquisición de 
datos, control de instrumentos, análisis de medida 
y presentación de datos. Además proporciona 
mucha mayor versatilidad que los lenguajes de 
propósito general (C o Java) con una mayor 
intuitividad y amigabilidad al no estar basado en 
líneas de código sino en un lenguaje gráfico, G, 
que abstrae al usuario de peculiaridades más 
propias de Ingeniería Informática, y habilita el 
desarrollo desde un punto de vista funcional, 
mediante diagramas de bloques y simple “Coger y 
Colocar” (Pick and Place) [11], [12].  
 
Otra de las principales ventajas de LabVIEW  es 
que permite abarcar toda la pirámide industrial, 
siendo posible realizar implementaciones de bajo 
nivel donde se trabaja directamente con los lazos 
de control, hasta la capa de supervisión y 
monitorización. De esta forma se presenta como 
una herramienta excelente para ser usada con fines 
docentes dentro del campo de la Automática, 
donde los estudiantes pueden poner en práctica sus 
conocimientos teóricos a distintos niveles de 
abstracción. A día de hoy es posible encontrar 
numerosas aplicaciones realizadas con LabVIEW 
con fines docentes, donde la gran mayoría de ellas 
se centran en laboratorios virtuales y remotos 
desarrollados de forma casi transparente gracias a 
las capacidades de LabVIEW para estos fines [3], 
[8], [17], [18]. La compañía NI es consciente de 
este hecho, y en los últimos años esta apostando 
fuertemente con la incorporación de nuevos 
paquetes dedicados exclusivamente a temas de 
simulación y control automático, aportando 
incluso conexiones entre LabVIEW y entornos 
ampliamente utilizados en esta área tales como 
Matlab/Simulink. 
 
De esta manera, los principales beneficios de 
LabVIEW desde el punto de vista docente son los 
siguientes [11], [12]: 
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• Alta componente interactiva que permite 
realzar la motivación de los estudiantes. 
• Proporciona funcionalidad interna de medida 
y análisis que facilita a los estudiantes un 
aprendizaje práctico. 
• Provee conectividad abierta con otras 
herramientas de ingeniería ampliamente 
extendidas como Matlab/Simulink o Excel. 
• Es altamente amigable y fácil de utilizar lo 
cual permite al docente concentrarse en la 
teoría y emplear menos tiempo en 
programación. 
• Permite la creación de laboratorios remotos y 
virtuales de forma totalmente transparente. 
• Teniendo en mente que uno de los principales 
objetivos de la enseñanza de alumnos de 
ingeniería y ciencia es el surtir a la industria 
de profesionales capacitados, LabVIEW es una 
herramienta cada vez más extendida y 
demandada. 
 
3 HERRAMIENTAS DOCENTES 
DESARROLLADAS CON 
LABVIEW 
 
Esta sección describe el conjunto de herramientas 
que han sido desarrolladas haciendo uso de 
LabVIEW y que se utilizan como soporte didáctico 
en distintos estudios de ingeniería en la 
Universidad de Almería. 
 
3.1 MODELADO Y CONTROL CLMÁTICO 
DE UNA MAQUETA DE INVERNADERO 
 
3.1.1 Justificación 
 
Como ya es bien conocido, la agricultura, y más 
concretamente el cultivo bajo invernadero, es uno 
de los motores económicos principales de la 
provincia de Almería, algo que ha llevado a 
consolidar los estudios de agronomía como una de 
las referencias principales de la universidad 
almeriense. En la formación de un ingeniero 
técnico agrícola o ingeniero agrónomo es 
fundamental hoy día poseer conocimientos 
relacionados con modelado y control, debido a la 
presencia, cada día más frecuente, de sistemas de 
control automático en los invernaderos. Es por ello 
que desde el área de Ingeniería de Sistemas y 
Automática de la Universidad de Almería se esta 
apostando fuertemente en mejorar la docencia en 
este campo, trasladando los avances obtenidos en 
los campos de modelado y control gracias a las 
nuevas tecnologías [8], [13], [14]. 
 
En esta práctica se pretende describir los pasos 
necesarios para lleva a cabo el desarrollo de un 
sistema de control, su implementación y prueba en 
una instalación real. Concretamente, se utilizará 
como planta una maqueta de invernadero en la que 
se han instalado sensores y sistemas de actuación 
para el control de las variables climáticas en su 
interior y de fertirrigación, con el fin de reflejar lo 
más fielmente posible el comportamiento climático 
de un invernadero real. Como controlador se 
utilizará un computador en el que se programarán 
los algoritmos de control diseñados. Con esta 
práctica el alumno desarrollará un diseño completo 
del sistema de control de un determinado proceso, 
desde la obtención del modelo realizando ensayos 
reales en una planta hasta su implementación y 
prueba, pasando por todas las fases intermedias en 
las que realizará ensayos de simulación del sistema 
para obtener los parámetros característicos del 
mismo.  
 
El objetivo principal de la práctica se resume en el 
desarrollo de un proyecto de control completo de 
una variable climática en el interior de un 
invernadero o de fertirrigación de cultivos. Los 
problemas de control disponibles en la maqueta de 
invernadero son los siguientes [8]: 
 
• Control de la temperatura diurna utilizando 
ventilación natural. 
• Control de la temperatura nocturna utilizando 
un sistema de calefacción. 
• Control de la radiación incidente en el cultivo 
utilizando una malla de sombreo. 
• Control de riego bajo demanda. 
 
Esta práctica se utiliza en tercer curso de 
Ingeniería Técnica Agrícola dentro del marco de la 
asignatura Control y Robótica en Agricultura, así 
como en un curso de doctorado internacional 
impartido para alumnos de Sudamérica 
denominado Control Automático y Robótica en 
Agricultura.  
 
3.1.2 Descripción de la herramienta 
 
Descripción de la maqueta de invernadero 
 
La maqueta representa un invernadero 
multicapilla, de cubierta curva asimétrica a dos 
aguas con orientación Este-Oeste y de dimensiones 
25 x 50 m (ver Figura 1). Concretamente, se trata 
de una estructura  construida dentro del proyecto 
DAMOCIA (Diseño Asistido Mediante Ordenador 
para la Construcción de Invernaderos 
Automatizados) [13].  
 
  
Figura 1. Maqueta de Invernadero. 
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La maqueta esta dotada de una serie de sensores y 
actuadores que permiten simular el clima de un 
invernadero real. De esta manera es posible tomar 
medidas de temperatura con una Pt100, de 
humedad con un higrotermotransmisor 
potenciométrico, y de radiación con sensores 
basados en termoelementos (radiación global y 
neta) y fotodiodos (radiación PAR). En cuanto a 
actuadores se refiere actualmente la maqueta de 
invernadero dispone de los siguientes: ventilación 
lateral, ventilación cenital, mallas de sombreo, 
calefacción en los dos sectores, instalaciones de 
riego y fertirrigación para dos sectores 
independientes [8]. 
 
Para aproximar la maqueta a un sistema real se han 
incorporado a la maqueta un foco de 500 W 
haciendo la función del sol, una resistencia de un 
secador de cabello para poder calentar el aire 
interior del invernadero y un ventilador de una 
fuente de alimentación haciendo la función de 
ventilación forzada. Los tres dispositivos son 
controlados con relés [8]. 
 
Herramienta desarrollada  
 
Consiste en un laboratorio remoto desarrollado en 
LabVIEW que permite a los estudiantes llevar a 
cabo los principales objetivos de la práctica: 
ensayos sobre la variable climática a controlar e 
implementación del algoritmo de control 
correspondiente. De esta manera, la herramienta 
desarrollada consta de tres pantallas diferentes tal 
y como se observa en la Figura 2. 
 
Para llevar a cabo un ensayo sobre la variable 
climática deseada, el alumno accederá al sitio web 
de la herramienta y deberá seleccionar el tipo de 
ensayo a realizar en el menú desplegable Escalón 
mostrado en la Figura 2(a), cuyas opciones son: 
calefacción, ventilación y radiación. Tras dicha 
selección el alumno realiza el ensayo 
correspondiente, descarga los datos en formato 
ASCII ordenados por columnas, y los analiza 
haciendo uso de Matlab atendiendo a la 
información mostrada en la Tabla 1. 
 
Tabla 1. Relación de datos obtenidos en un ensayo sobre 
la Maqueta de Invernadero. 
 
Columna Sensor Unidades
1 Temperatura exterior ºC 
2 Humedad relativa interior % 
3 Temperatura interior ºC 
4 Radiación global interior W/m2 
5 Velocidad del viento m/s 
6 Lluvia - 
7 Temperatura tubos de 
calefacción 
ºC 
8 Dirección del viento º 
 
(a) Pantalla para realización de ensayos 
 
(b) Pantalla para implementación del algoritmo de control 
 
(c) Pantalla para lectura de sensores 
Figura 2. Laboratorio Remoto para Modelado y 
control de variables climáticas de invernadero. 
 
Una vez analizados los datos obtenidos del ensayo 
seleccionado, los estudiantes implementarán el 
algoritmo de control pertinente haciendo uso del 
editor remoto mostrado en la Figura 2(b). Esta 
pantalla permite a los estudiantes implementar en 
código Matlab el algoritmo de control, utilizando 
una serie de variables preestablecidas para acceder 
a los sensores (variable sensores) y modificar el 
estado de los actuadores (variable out). De esta 
manera una vez implementado el algoritmo de 
control, el lazo se cierra haciendo uso de estas 
variables. Existen otra serie de variables utilizadas 
para indicar alarmas y algunas otras auxiliares 
disponibles para realizar cálculos extra, las cuales 
se pueden mostrar en la pantalla de visualización 
junto a los valores de las variables climáticas (ver 
Figura 2(c)). Una vez realizado el control, los 
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alumnos pueden descargar los datos en formato 
ASCII, de la misma forma que para los ensayos, y 
analizar los resultados haciendo uso de Matlab. 
Con el fin de aumentar la motivación del alumno, 
el laboratorio remoto esta dotado de una serie de 
cámaras que permiten obtener realimentación 
visual, tal y como se muestra en la Figura 3 [8]. 
 
  
Figura 3. Cámaras para maqueta de invernadero. 
 
3.2 MODELADO Y CONTROL DE UN 
MOTOR DE CC 
 
3.2.1 Justificación 
 
Una de las principales vías que permite a los 
estudiantes comprender los contenidos 
matemáticos estudiados en clases teóricas se centra 
en poner en práctica dichos conocimientos. Para 
ello, esta práctica tiene como objetivo la aplicación 
de los conceptos fundamentales de modelado y 
análisis de sistemas dinámicos a un sistema real, 
concretamente a un motor de corriente continua 
(CC) que es un servomecanismo de 
posicionamiento angular. Las principales tareas se 
centran en obtener el modelado de la velocidad del 
motor con respecto a la entrada de tensión en la 
armadura del mismo, tanto de forma teórica como 
basada en los principios físicos de funcionamiento 
del mismo para comparar las respuestas reales con 
las que proporciona el modelo. Además, se 
realizará un análisis de la respuesta del sistema en 
el dominio del tiempo, así como en el dominio de 
la frecuencia. Una vez consolidado el modelado 
del motor, los estudiantes llevarán a cabo el 
control en velocidad y posición del mismo.  
 
Esta práctica se imparte en segundo curso de 
Ingeniería Técnica en Informática de Sistemas y en 
quinto curso de Ingeniería Química, bajo el marco 
de las asignaturas Control por Computador [15] y 
Control Avanzado de Procesos Químicos.  
 
3.2.2 Descripción de la herramienta 
 
Descripción del motor de corriente continua 
 
En el laboratorio de Automática, Robótica y 
Visión Artificial del Departamento de Lenguajes y 
Computación de la Universidad de Almería existen 
12 puestos de trabajo dotados con motores de CC 
(ver Figura 4) que permiten llevar a cabo la 
presente práctica. Estos motores pertenecen a la 
empresa Kelvin, donde las principales 
características técnicas desde el punto de vista 
práctico son las siguientes [15]: 
 
• Referencia motor: 2332 24 V con dinamo-
codificador 3604. 
• Voltaje nominal: 24 V. 
• Velocidad máxima sin carga: 5750 rpm. 
• Constante de velocidad: 243 rpm/V. 
• Tacodinamo con constante tacométrica: 
0.52V/1000 rpm. Suministra una tensión 
proporcional a la velocidad angular de giro. 
• Codificadores HEDS 5540A 3C 500 L. 
Dispone de un conector para medida de 
posición angular.  
• Tarjeta de control servoamplificadora 
CMC24,2 con ganancia y velocidad máxima 
regulable por potenciómetro y transformador 
de 1.5 A.  
 
 
Figura 4. Motor de corriente continua 
 
Herramienta desarrollada 
 
Para llevar a cabo el análisis de la respuesta 
dinámica de los motores y el control de los 
mismos, se dispone de una herramienta 
implementada utilizando LabVIEW, de modo que 
se proporciona al alumno un entorno amigable con 
el que proceder a la realización de ensayos. La 
herramienta permite intercambiar los datos con 
Matlab, así como guardarlos en archivos de texto. 
Una imagen de la interfaz principal de la 
herramienta se muestra en la Figura 5, en la que se 
pueden apreciar los principales elementos de los 
que consta el programa. Lo primero que se observa 
es la sección correspondiente a las gráficas, que se 
encuentra en la parte superior, donde se 
representarán los resultados del ensayo [1].  
 
En la parte inferior derecha se encuentran los dos 
botones principales de la aplicación, el de PARAR 
para finalizar y el de INICIAR para empezar la 
simulación. Encima de ellos se encuentra un 
control numérico que indica en segundos el tiempo 
de simulación deseado. En la parte inferior 
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izquierda hay un control llamado ‘Dial’, que 
indica la tensión que se le proporciona al motor 
cuando se está controlando el servomotor en bucle 
abierto. 
 
 
Figura 5. Aplicación para el modelado y control del 
motor de corriente continua. 
 
Entre el dial para indicar la tensión y los botones 
para arrancar y parar el programa se encuentran 
dos conjuntos de fichas con las opciones de 
configuración de la aplicación y la definición de 
los experimentos a realizar, de las cuales las más 
significativas se comentan a continuación [1]: 
 
• Ensayo. En esta ficha se indicará si es preciso 
que en el ensayo se introduzca una entrada del 
tipo impulso, una rampa, una senoidal o de 
uno a tres escalones.  
• PID. Activa el PID y sirve para configurar los 
parámetros de éste (Kp, Ti y Td).  
• A823PG/PCI-1202. Ficha para la 
configuración de la tarjeta A/D. 
• Simulación. Permite configurar la 
visualización de las señales en tiempo real 
durante el ensayo.  
• Archivo. Permite guardar los resultados de un 
ensayo en un archivo o cargar unos resultados 
anteriores que previamente han sido 
guardados en un archivo de texto. 
• Matlab. En esta ficha se indica si los 
resultados del ensayo se envían directamente a 
Matlab. 
 
Por tanto, los alumnos en primer lugar utilizarán la 
herramienta para realizar los distintos ensayos en 
bucle abierto, exportarán los datos a Matlab, 
analizarán los resultados y obtendrán el modelo del 
sistema. Una vez obtenido el modelo, diseñarán un 
controlador PID atendiendo a una serie de 
especificaciones y utilizarán la herramienta para 
llevar a cabo el control en velocidad y posición del 
motor en CC. Los resultados de control se 
exportan de nuevo a Matlab para ser analizados y 
documentados.  
 
3.3 DISEÑO E IMPLEMENTACIÓN DE UNA 
HERRAMIENTA SCADA 
 
3.3.1 Justificación 
 
Las exigencias que actualmente se imponen a los 
procesos productivos en cuestión de rendimiento, 
calidad y flexibilidad, hacen necesario introducir 
las nuevas tecnologías en el control y vigilancia de 
éstos. Con este propósito, nace la idea de 
supervisar los procesos. La incorporación de 
nuevas tecnologías en la industria permite la 
reducción del número de paradas innecesarias, la 
predicción de citaciones anómalas o la actuación 
rápida y eficaz de forma que se asegure la 
continuidad y uniformidad de la producción. Así, 
la supervisión de procesos se establece como 
forma de automatizar tareas como las descritas en 
las guías de aseguramiento de la calidad y/o en los 
planes de mantenimiento preventivo con el fin de 
eliminar o reducir situaciones indeseadas. 
 
La centralización y registro de datos es el primer 
paso en la implantación de un sistema de 
supervisión, y su simplicidad reside en la 
conectividad que ofrecen los actuales sistemas de 
control. Son los llamados sistemas SCADA 
(Supervisory Control And Data Acquisiton) o 
software de monitorización y control que permiten 
el acceso a datos del proceso y cierta interacción 
entre el operario (interfaces gráficas y animadas) y 
el proceso (adquisición de datos a través de 
dispositivos de campo). Estos sistemas SCADA 
han sustituido las salas de control por ordenadores 
o terminales de control, y los bellos pero estáticos 
y voluminosos sinópticos por pantallas 
configurables y animadas. El objetivo es uno: 
facilitar la tarea del operario encargado de la 
vigilancia del proceso y su seguimiento.  
 
El fin de esta práctica consiste en el análisis, 
diseño e implementación de una herramienta de 
supervisión y control utilizando LabVIEW e 
incorporando las principales características de un 
SCADA. Por tanto, los principales objetivos de esta 
práctica se resumen en: 
 
• Identificación de las variables de un proceso 
industrial propuesto. 
• Modelado y análisis de un sistema dinámico y 
el diseño de controladores del mismo. 
• Diseño e implementación de una herramienta 
SCADA para la monitorización del mismo que 
incorpore las funciones básicas de este tipo de 
aplicaciones. 
 
Esta práctica se imparte en cuarto curso de 
Ingeniería Informática, en una asignatura 
denominada Informática y Automática Industrial. 
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3.3.2 Descripción de la herramienta 
 
Descripción de planta virtual 
 
Toda herramienta SCADA esta encarga de 
monitorizar, controlar y supervisar uno o varios 
procesos de control. En esta práctica se ha 
propuesto una planta virtual, que los alumnos 
utilizarán para cumplimentar los objetivos 
establecidos. El sistema propuesto se muestra en la 
Figura 6. 
 
 
Figura 6. Planta virtual de tanques acoplados. 
 
En este sistema se controla el nivel del tanque 
superior, N1, mediante la apertura de la válvula 
proporcional, VN, con el fin de que el caudal de 
entrada del tanque inferior sea constante. El 
objetivo final del sistema es el control de la 
temperatura del agua de salida, Ta, de este último 
tanque mediante la apertura de la válvula 
proporcional VT.  En caso de que el nivel del 
tanque superior se encuentre por debajo de un 
determinado valor, debe activarse el circuito  
auxiliar encendiendo la bomba Baux y la válvula 
todo/nada Vaux.  Ya que la planta propuesta no se 
encuentra disponible en la Universidad de 
Almería, el comportamiento dinámico de la misma 
se ha simulado utilizando Simulink tal y como se 
observa en la Figura 7. Este archivo esta protegido 
de tal manera que los alumnos no pueden 
visualizar el código, donde la única forma de 
conocer la dinámica de planta es realizando 
ensayos sobre la misma como si de una planta real 
se tratase. 
 
 
Figura 7. Planta virtual en Simulink 
Herramienta desarrollada 
 
Para permitir llevar a cabo las distintas etapas de la 
práctica, se ha desarrollado una librería en 
LabVIEW (driver.llb) que permite el acceso al 
modelo en Simulink comentado anteriormente. 
Esta librería contiene tres funciones o VIs (Virtual 
Instruments) que simulan las acciones básicas que 
se tendrían que realizar para conectarse con una 
planta real (ver Figura 8(a)): initplant.vi, para 
inicializar el acceso a la planta; plant.vi, para 
acceder a los actuadores de la planta y adquirir las 
variables del proceso; y closeplant.vi, para cerrar 
la conexión con el sistema. La Figura 8(b) muestra 
un ejemplo en código LabVIEW donde se hace uso 
de la librería desarrollada para acceder a la planta 
virtual y poder realizar ensayos en bucle abierto. 
 
 
 
 
(a) Librería de conexión con planta virtual 
 
(b) Ejemplo de acceso a planta virtual con LabVIEW. 
Figura 8. Librería en LabVIEW para simular la 
conexión con la planta virtual. 
 
Por tanto, en primer lugar los alumnos dedican 
unas primeras sesiones de prácticas a aprender a 
utilizar LabVIEW como entorno de programación. 
Posteriormente llevan a cabo el modelado de la 
planta virtual haciendo uso de la librería 
comentada anteriormente, e implementan un par de 
controladores desacoplados para el control de nivel 
y temperatura del proceso. Finalmente, desarrollan 
un sinóptico del sistema, y dotan a la herramienta 
resultante de las características básicas de un 
SCADA: monitorización, control manual, gestión 
de alarmas, prioridades, perfil de usuario, 
almacenamiento de datos y su acceso, generación 
de informes, etc. 
 
3.4 CONTROL MULTIVARIABLE DE UNA 
MAQUETA DE CUATRO TANQUES 
 
3.4.1 Justificación 
 
Uno de los campos de interés en la Ingeniería de 
Sistemas y Automática son las técnicas de control 
multivariable. Existen multitud de procesos 
industriales, especialmente en la industria 
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aeronáutica y química, cuya estabilidad depende 
del estado de varias variables y en donde la 
aplicación de técnicas de control clásicas puede 
producir resultados poco eficientes [4]. El proceso 
de los cuatro tanques desarrollado por Johansson 
ilustra de forma muy clara e intuitiva las ventajas y 
limitaciones de rendimiento que poseen las 
técnicas de control multivariable, y se presenta 
como una excelente herramienta para la docencia 
de este tipo de técnicas de control. Con este 
sistema es posible también visualizar la 
localización y dirección de los ceros, y su 
repercusión sobre la estabilidad del sistema.  
 
Esta práctica esta dedicada al uso del proceso de la 
maqueta de cuatro tanques para comprender el 
modelado y control de sistemas multivariables, 
centrando el interés en: 
 
• Conocer el RGA (Relative Gain Array). 
• Control por desacoplo y control desacoplado. 
• Limitaciones impuestas por sistemas de fase 
no mínima.  
 
Los contenidos de esta práctica se imparten en la 
asignatura Control Avanzado de Procesos 
Químicos de la carrera de quinto de Ingeniería 
Química, así como en el curso de doctorado 
Técnicas avanzadas en Automática, 
comunicaciones para control y robótica. 
 
3.4.2 Descripción de la herramienta 
 
Descripción maqueta de cuatro tanques 
 
En los últimos años, el Instituto de Automática y 
Fabricación de la Universidad de León, en 
colaboración con la UNED y la Universidad de 
Almería han desarrollado una maqueta del proceso 
de los cuatro tanques con el objetivo de su 
utilización con fines docentes y de investigación, 
la cual se puede observar en la Figura 9. Esta 
planta constituye un excelente campo de ensayo de 
estrategias de control multivariable a nivel 
industrial.  
 
 
Figura 9. Maqueta de cuatro tanques. 
La maqueta intenta mantener la estructura original 
a la propuesta por Johansson [10], donde los 
principales elementos de la misma se resumen en 
lo siguiente: 
 
• Bombas Grundfos UPE 25-40 con  módulos de 
expansión MC 40/60, regulables mediante una 
señal analógica. 
• Válvulas neumáticas de tres vías Samson 3226.  
• Transmisores de presión Endress & Hauser 
PCM 731 como sensores de nivel.  
• Electroválvulas todo/nada SMC, instaladas en 
la base de los cuatro tanques principales para 
permitir la aplicación de perturbaciones. 
• Sistema de adquisición Snap Ultimate I/O de 
Opto 22, que permite la conexión con cualquier 
topología de red física así como integrarse en 
todo tipo de redes empresariales o industriales.  
 
Herramienta desarrollada 
 
Se ha desarrollado una herramienta SCADA para la 
monitorización y supervisión de la planta 
utilizando LabVIEW, con el fin de permitir el 
llevar a cabo los principales aspectos prácticos que 
se comentaron anteriormente [4]. En la Figura 10 
se muestran varios aspectos de la aplicación 
desarrollada. 
 
Los aspectos más importantes de la herramienta 
desarrollada son: 
 
Adquisición y registro de datos: cada período de 
muestreo, se registran remotamente las señales de 
los sensores y actuadores. 
 
 
(a) Acceso al laboratorio vía web. Vista del sinóptico. 
 
(b) Realimentación visual de la maqueta. 
Figura 10. Laboratorio Remoto para el control de 
la planta de cuatro Tanques. 
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Representación del proceso: los datos adquiridos 
del sistema real son presentados gráficamente en la 
aplicación, con la finalidad de mostrar su valor 
actual, su evolución y facilitar al usuario su 
interpretación. De la mima manera existe la 
posibilidad de obtener realimentación visual del 
proceso, ya que la aplicación ofrece en tiempo real 
la imagen de la maqueta tomada a través de una 
cámara AXIS 2111 instalada en el laboratorio (ver 
Figura 10(b)). 
 
Interacción con el proceso: durante la ejecución 
del programa, el usuario puede interactuar con las 
bombas, válvulas de tres vías y válvulas todo/nada 
actuando directamente sobre la representación de 
estos elementos en el sinóptico de la Figura 10(a). 
 
Control Multivariable: se han implantado las 
siguientes técnicas de control multivariable: PID 
desacoplados y control por desacoplo. Se 
selecciona el tipo de control mediante el menú 
desplegable “Control Mode” y, mientras esté 
llevándose a cabo el control, no se permite al 
usuario interactuar con las bombas.   
 
Por tanto, los alumnos pueden utilizar el 
laboratorio remoto desarrollado para realizar 
múltiples ensayos en bucle abierto de la planta, 
obtener el modelo lineal y no lineal de la misma, 
así como llevar a cabo el estudio de distintas 
técnicas de control multivariable.  
 
4  RESULTADOS OBTENIDOS 
POR LOS ALUMNOS 
 
Las herramientas y sesiones prácticas descritas en 
la sección anterior, se han utilizado e impartido en 
la Universidad de Almería durante los últimos 4 
años, obteniendo resultados satisfactorios por parte 
de los alumnos. En esta sección se describen 
algunos de los resultados prácticos realizados por 
los alumnos de las diferentes asignaturas. 
 
4.1 MODELADO Y CONTROL DE 
TEMPERATURA DE LA MAQUETA DE 
INVERNADERO 
 
En esta primera práctica, los alumnos utilizaron el 
laboratorio remoto mostrado en la Figura 2 con el 
fin de modelar y controlar la temperatura de la 
maqueta de invernadero haciendo uso del sistema 
de calefacción. De esta manera, en primer lugar 
realizaron un ensayo en bucle abierto del sistema 
aplicando un escalón de 0-100% obteniendo los 
resultados mostrados en la Figura 11(a). Haciendo 
uso de esta curva, calcularon el modelo del 
sistema, diseñaron un controlador PID, e 
implementaron dicho controlador en código 
Matlab haciendo uso del editor remoto (ver Figura 
2(b)). El resultado de control obtenido se puede 
observar en la Figura 11(b). 
 
 
(a) Modelado de temperatura con calefacción. 
 
(b) Control de temperatura con calefacción. 
Figura 11. Resultados de modelado y control de 
temperatura con calefacción. 
 
4.2 MODELADO Y CONTROL DE UN 
MOTOR DE CC 
 
De la misma forma que en la práctica anterior, en 
este caso los estudiantes realizan múltiples ensayos 
en bucle abierto sobre el sistema, pero ahora 
haciendo uso del motor de corriente continua, para 
obtener el modelo del mismo, y para 
posteriormente llevar a cabo el control de la planta. 
La Figura 12 muestra una batería de distintos 
ensayos a los que los estudiantes suelen someter al 
motor de corriente continua con el fin de obtener el 
modelo en velocidad y en posición del mismo, así 
como detectar las posibles no linealidades del 
sistema (saturación y zona muerta).  
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(a) Ensayo impulso (b) Ensayo rampa 
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(c) Ensayo escalón 
Figura 12. Respuestas de la velocidad del motor 
ante diferentes entradas 
 
Una vez obtenido el modelo, y teniendo en cuenta 
el carácter no lineal del sistema, los estudiantes 
diseñan distintos controladores para velocidad y 
posición, obteniendo resultados como los que se 
muestran en la Figura 13. 
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(a) Resultado de control de velocidad. 
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(b) Resultado de control de posición. 
Figura 13. Resultado de control de velocidad y 
posición del motor de CC. 
 
4.3 DISEÑO E IMPLEMENTACIÓN DE UNA 
HERRAMIENTA SCADA 
 
Como se comentó anteriormente, el objetivo final 
de esta práctica consistía en el desarrollo de una 
herramienta SCADA que permitiese el control y 
supervisión de la planta virtual propuesta. En la 
Figura 14 se muestra la pantalla principal y el 
código LabVIEW de una herramienta desarrollada 
por alumnos haciendo uso de la librería y la planta 
virtual descritas en la sección 3.3. 
 
 
4.4 CONTROL MULTIVARIABLE DE UNA 
MAQUETA DE CUATRO TANQUES 
 
Como paso previo al control multivariable de la 
planta de los cuatro tanques, los alumnos realizan 
una serie de ensayos haciendo de uso del 
laboratorio remoto presentado en la Figura 10, con 
el fin de obtener el modelo de la planta. En la 
Figura 15 se muestra el resultado del modelado del 
nivel de los tanques inferiores de la maqueta, 
donde se observa cómo el modelo se aproxima 
fielmente a los resultados reales.  
 
Una vez obtenido el modelo de la planta, los 
alumnos diseñan y estudian en primer lugar el 
control de la planta con PID desacoplados, 
observando cómo el sistema sigue las referencias 
deseadas, pero donde el efecto de la interrelación 
entre variables es bastante considerable. Un 
ejemplo se muestra en la Figura 16(a). 
 
Finalmente los alumnos hacen uso de la 
herramienta para implementar un control por 
desacoplo del sistema, comparando los resultados 
obtenidos con los PID desacoplados. Un ejemplo 
de ello se observa en la Figura 16(b) donde se 
puede ver como el efecto de una variable sobre 
otra ha sido considerablemente reducido. 
 
     
(a) Pantalla de explotación de la herramienta SCADA. 
    
(b) Código LabVIEW de la herramienta SCADA. 
Figura 14. Ejemplo herramienta SCADA. 
 
 
0 100 200 300 400 500 600
4
6
8
10
12
Time (sec)
H
ei
gh
t (
cm
)
T1 LEVEL
0 100 200 300 400 500 600
8
10
12
14
16
Time (sec)
H
ei
gh
t (
cm
)
T2 LEVEL
REAL
LINEAR MODEL
REAL
LINEAR MODEL
 
Figura 15. Comparación de proceso real con el 
modelo obtenido por los alumnos. 
 
 
5 CONCLUSIONES  
 
En este trabajo se ha presentado un conjunto de 
herramientas y sesiones prácticas desarrolladas 
haciendo uso de LabVIEW. Las distintas 
herramientas permiten abarcar múltiples aspectos 
relacionados con el campo del control automático, 
desde aquellos relacionados con aspectos básicos 
de modelado y control PID, hasta desarrollo de 
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herramientas SCADA o estrategias de control más 
avanzadas, como es el caso del control 
multivariable. Algunos de los trabajos futuros que 
se pretenden realizar para completar este conjunto 
de herramientas son: 
 
• Laboratorio remoto para el control de una 
célula robotizada. 
• Laboratorio virtual y remoto para introducir 
conceptos de tiempo real. 
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(a) Control con PID descaoplados 
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(b) Control por desacoplo. 
 
Figura 16. Control por desacoplo de la maqueta de 
cuatro tanques. 
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Resumen 
 
En este trabajo se analiza el uso de las tecnologías 
XML en aplicaciones de control industrial. Se ilustra 
el uso de las mismas en la creación de una 
infraestructura sobre la que desarrollar un entorno 
de soporte al desarrollo de este tipo de sistemas. El 
núcleo se basa en la definición de modelos de 
dominio que están relacionados  describiendo 
conjuntamente un sistema de control industrial (SCI). 
Las herramientas se integran  a través de la 
generación o consumo de parte de la información 
contenida en el modelo, la que corresponde a su 
dominio. Se presentan las tecnologías XML 
involucradas en la definición de los lenguajes de 
descripción, la comprobación de la corrección de los 
modelos y las técnicas de integración de 
herramientas. 
 
Palabras Clave: Controladores Lógicos 
Programables, Descripción de sistemas de control 
industrial distribuido, Ciclo de desarrollo. 
 
 
 
1 INTRODUCCIÓN 
 
El avance tecnológico en el campo de la 
microelectrónica, las tecnologías software y la 
tecnología de las comunicaciones sigue mejorando a 
un ritmo vertiginoso debido a la demanda creciente 
de mercados masivos. Aunque con un cierto desfase, 
las tecnologías de la automatización han ido 
adoptando estos avances tecnológicos. Así, los 
sistemas de comunicación han ido reemplazando a 
gran parte del cableado, algunos dispositivos 
mecánicos han sido sustituidos por dispositivos 
electrónicos y muchos componentes software hacen 
las funciones que antes hacían componentes 
hardware. Esta adopción de tecnologías novedosas y 
probadas ha permitido además abordar aplicaciones 
de mayor complejidad.  
 
Hoy en día, muchos sectores industriales utilizan los 
PLCs (Programmable Logic Controllers) para 
realizar el control de sus procesos productivos. En los 
últimos años los avances tecnológicos anteriormente 
comentados han aumentado espectacularmente las 
prestaciones de estos dispositivos de control, lo que 
ha redundado en la mejora y optimización del 
proceso productivo. Como consecuencia, se han 
reducido los costes de desarrollo y mantenimiento. 
 
Ahora bien, debido a que el desarrollo de las 
aplicaciones de automatización sigue estando 
enfocado al dispositivo, no siempre es posible utilizar 
la potencialidad inherente a dichas tecnologías. Es 
más, a veces incluso impide su utilización. Por tanto, 
es claro que existe un vacío entre el estado del 
desarrollo tecnológico y las metodologías existentes 
para abordar el diseño y desarrollo de las 
aplicaciones. Como consecuencia, se hace necesario 
consolidar metodologías de diseño para los sistemas 
que controlan los procesos productivos. El 
establecimiento de metodologías permitirá adoptar 
los avances tecnológicos en microelectrónica, 
comunicaciones y software, reduciendo el tiempo de 
desarrollo y de salida al mercado de nuevos 
productos a un coste competitivo. 
 
Paralelamente, han existido esfuerzos internacionales 
enfocados a la estandarización del desarrollo de 
aplicaciones basadas en PLCs. A principios de los 90 
la IEC (International Electro-technical Comission) 
publicó diferentes partes del estándar IEC 61131 [16] 
que cubren el ciclo de vida de este tipo de 
aplicaciones. Consta de 5 partes: vista general, 
hardware, lenguaje de programación, guías de 
usuario y comunicaciones. 
 
Concretamente, la parte 3 (publicada en 1993) está 
dedicada al entorno de desarrollo de software: la 
arquitectura software de la aplicación, los lenguajes 
de programación y la ejecución de los programas. 
 
Con el fin de apoyar e impulsar el uso del estándar 
internacional en la programación de los autómatas 
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programables, se funda en 1992 la organización 
PLCopen (http://www.plcopen.org), en la actualidad 
constituida por más de 100 miembros, entre los que 
se encuentran fabricantes de PLCs, compañías 
dedicadas a la producción de software y otras 
instituciones independientes. 
 
Desde la aparición del estándar IEC 61131-3 se ha 
observado una evolución de los sistemas de 
programación hacia la conformidad con el estándar. 
Pero en la actualidad aún existen sistemas de control 
cuya programación, tanto en cuanto a modelo 
software como a lenguajes de programación, es 
propietaria. Y, previsiblemente, será un largo proceso 
ya que tanto las aplicaciones existentes como los 
propios usuarios finales, que están acostumbrados a 
manejar entornos propietarios, están retrasando dicha 
implantación. Como consecuencia, resulta difícil 
integrar en una misma aplicación distintos sistemas 
de control. Lógicamente, es el usuario final el que 
sufre las consecuencias, entre las que destacan 
mayores costos de desarrollo y mantenimiento, 
escasa flexibilidad y falta de normalización en las 
soluciones de problemáticas de control industrial. 
 
La mejora del proceso de diseño y desarrollo de 
aplicaciones de automatización complejas ha sido 
objeto de investigación de otros autores. Entre las 
diferentes aproximaciones publicadas para abordar el 
diseño de aplicaciones de automatización complejas, 
caben destacar las que utilizan UML [3] para 
modelar componentes IEC del sistema de control [9], 
[2], [20], [21], [22]. Heverhagen y Tracht [9] y Bonfé 
y Fantuzzi [2] utilizan UML para especificar 
componentes de sistemas de control conformes al 
estándar IEC 61131-3. Gonzalez y colaboradores [8] 
proponen una metodología para el análisis y 
modelado de sistemas de eventos discretos. En 
Kandare [12] se describe una herramienta gráfica que 
permite generar código en el lenguaje Texto 
Estructurado. 
 
Por otro lado, se está trabajando en el diseño y 
desarrollo de entornos de soporte del proceso de 
desarrollo de sistemas de control industrial 
distribuido [20], [21], [22]. El entorno es orientado a 
objetos y utiliza UML para definir una arquitectura 
de cuatro niveles para diseñar los sistemas de interés. 
 
Uno de los mayores inconvenientes de uso de este 
lenguaje de modelado, viene derivado de su 
potencialidad. La gran variabilidad de diagramas y 
elementos que permiten modelar cualquier tipo de 
aplicación y situación hace que sea demasiado 
complejo para ser utilizado por usuarios no expertos,  
como por ejemplo los técnicos que desarrollan 
aplicaciones industriales. 
 
Trabajos previos de los autores también plantean el 
uso de UML para la definición de modelos de la 
aplicación desde diferentes dominios: funcional, 
hardware y software [15]. Con objeto de disminuir la 
complejidad del uso de herramientas UML, se 
propuso además una metodología, acotándose los 
diagramas a utilizar. La caracterización de los 
elementos UML utilizados se agrupa en Perfiles 
UML que añaden las características posibles a las 
particularidades de las aplicaciones a modelar. 
 
En este trabajo se presenta una aproximación que 
también se basa en la definición de modelos pero, en 
este caso, el propio modelo de la aplicación es el 
medio para integrar las herramientas que intervienen 
en el diseño. La descripción interna de los modelos 
es independiente de las herramientas integradas, y la 
infraestructura ofrece mecanismos para definir del 
modelo de la aplicación, comprobar su corrección 
(dado que los modelos de dominio que lo forman 
pueden provenir de diferentes herramientas) y 
mecanismos para extraer/generar parte del modelo, 
que en última instancia, son los que permiten realizar 
la integración de herramientas. Y todo ello, de forma 
transparente al usuario.  
 
Todas estas condiciones las cumplen las tecnologías 
XML [1],[10],[4],[5],[18],[19],[23],[24], añadiendo 
además, entre otras ventajas, la posibilidad de 
visualización y edición gráfica (completando la capa 
de abstracción con un interfaz gráfico y fácil de 
usar), la facilidad de mantenimiento y extensibilidad 
del entorno para adaptarlo a cambios de herramientas 
o a la evolución de las mismas, y utilizando 
estándares y software  libre. 
 
En el apartado 2 se analizan las características 
principales que definen la arquitectura de los 
sistemas de control industrial distribuido tanto desde 
el punto de vista software como hardware. 
Posteriormente se describe la tecnología XML 
schema y se utiliza para definir el lenguaje utilizando 
el modelo de los Sistemas de Control Industrial 
(SCI). El apartado 3 se dedica a ilustrar como se 
puede comprobar la corrección de los modelos 
mediante la tecnología XML schematron. Por último, 
en el apartado 4 se describen las técnicas de 
integración de herramientas. 
 
 
2 DEFINICIÓN DE MODELOS DE 
SISTEMAS DE CONTROL 
INDUSTRIAL (SCI) 
 
En trabajos previos de los autores [6], [7], [14] se han 
identificado tres dominios bien diferenciados 
involucrados en el diseño de los SCI: el dominio de 
la ingeniería de control, que estudia las estrategias de 
control. El dominio de la ingeniería de software, 
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cuyo objetivo es definir el código que implementa el 
diseño funcional. Por último, el dominio de la 
ingeniería eléctrica-electrónica, encargado de la 
selección de la plataforma hardware, donde se 
ejecutará el código de la aplicación. 
 
Este trabajo se centra en el modelo de la 
implementación: arquitecturas hardware y software. 
En los siguientes sub-apartados se presentan sus 
características principales, así como las relaciones 
entre los elementos que las componen. Por último, 
antes de definir el lenguaje que deben seguir los 
modelos,  se comenta brevemente  la tecnología 
seleccionada: XML schema.  
 
2.1 Arquitectura Software  
 
El estándar IEC 61131-3 agrupa elementos y 
lenguajes que permiten programar la funcionalidad 
del sistema de control independientemente de la 
plataforma en la que se ejecuta [13]. Este estándar, 
permite diseñar aplicaciones de control de forma 
jerárquica utilizando los elementos del modelo 
software que proporciona: Configuración, Recurso, 
Tarea, Unidad de Organización del Programa 
(Program Organization Unit-POU) y variables [11]. 
 
Una Configuración contiene la arquitectura software 
completa que corresponde al PLC que representa. La 
Configuración contiene al menos un Recurso. Cada 
Recurso contiene el código ejecutable estructurado 
en Programas. La ejecución temporizada se consigue 
asociando Programas y Bloques Funcionales 
(Function Block – FB) a Tareas. Todos los 
programas y FBs asociados a una misma tarea se 
ejecutan con el mismo periodo y prioridad. La Figura 
1 presenta de forma genérica y esquemática la 
relación existente entre los distintos tipos de 
elementos de la arquitectura software. 
 
Configuración
1..∞
1..∞
Recurso
Programa
1..∞
Bloque
Func.
Bloque
Func.
0..∞
0..∞
Tarea
Función
0..∞
0..∞
Variables
Acceso
Variables
Globales
Variables
Locales
∞..0
∞..0
∞..0
∞..0
∞..0
∞..0
 
Figura 1: Elementos de modelado del software 
 
Para concluir con la caracterización de la arquitectura 
software, en la siguiente tabla se presentan las 
características semánticas que se pueden (si son 
opcionales) o deben (si son obligatorias) añadir en 
función del tipo de elemento. 
 
Tabla 1: Características de los elementos software 
Elemento SW Características 
Configuración  
Recurso Procesador donde se ejecuta (OnProcessor) Opc. 
Periodo / Trigger Obl. Tarea Prioridad Obl. 
Tipo de POU Obl. Inst. POU Tarea que lo organiza Opc. 
Tipo Obl. 
Dirección física (AT) Opc. 
Variables 
Valor inicial Opc. 
 
2.2 Arquitectura Hardware:  
 
La arquitectura hardware define los componentes que 
se deben utilizar para implementar la aplicación y la 
forma en que se deben conectar. Si el sistema es 
distribuido, estará compuesto por los distintos nodos 
y los diferentes segmentos de red que los comunican. 
Además, los componentes nodo estarán formados a 
su vez por un conjunto de componentes básicos. 
Estos elementos constituyen la parte de la aplicación 
dependiente del fabricante. Aunque todos ellos tienen 
características funcionales comunes, cada fabricante 
ofrece soluciones propietarias con diferentes 
posibilidades en cuanto a configuración y operación. 
 
Entre los nodos se encuentran los llamados nodos de 
procesamiento, es decir, aquellos que ejecutan los 
algoritmos de control, y los nodos que recogen las 
entradas y salidas del sistema de control, es decir, 
nodos de entrada / salida. En general, los dos tipos de 
nodos están compuestos por los mismos elementos: 
fuentes de alimentación, procesadores, tarjetas de 
entrada / salida, tarjetas de memoria, tarjetas de 
comunicación, etc. La Figura 2 ilustra la estructura 
básica de cualquier aplicación industrial, 
identificando de forma general los elementos que 
forman un nodo. Así mismo, se observa que la tarjeta 
de comunicación es el elemento que une el nodo a un 
determinado segmento de bus. 
 
 
1
Nodo_1
Fuente 
Alimentación Procesador
Tarjeta 
Comunicación
Tarjeta
Memoria
1 0..∞ 1..∞
…
0..∞
Busus
1
Nodo_2
1
1
0..∞
 
Figura 2: Arquitectura hardware  
 
XXVII Jornadas de Automática
1052 Almería 2006 - ISBN: 84-689-9417-0
A partir de unas plantillas que contienen las 
características comunes a los elementos básicos, se 
pueden construir las plantillas correspondientes al 
equipamiento de un determinado fabricante 
añadiendo sus características particulares. En la 
siguiente tabla se presentan las características 
obligatorias e independientes de fabricante de los 
elementos que componen la arquitectura hardware. 
 
Tabla 2: Características de los elementos Hardware 
Elemento HW Características 
Nodo Referencia Obl. 
Protocolo Aplicación Obl. Bus Velocidad (Mps) Obl. 
Tipo (Profibus,…) Obl. Tarjeta Com. Dirección Obl. 
Otras Tarjetas Referencia Obl. 
 
2.3 Relaciones entre las vistas de dominio 
 
Una vez definidos los distintos elementos que 
participan en la definición de cada una de las vistas 
de dominio es necesario establecer las relaciones 
entre los diferentes elementos de cada una de ellas. 
 
La Tabla 3 ilustra las relaciones más relevantes que 
se pueden dar entre las dos arquitecturas. 
 
Tabla 3: Relaciones entre elementos HW y SW 
Software Hardware 
Configuración PLC 
Recurso Procesador 
Variables globales 
con dirección física. E/S 
 
2.3 Conceptos básicos de la tecnología XML 
schema 
 
XML es un lenguaje formal [1], [10], [24] y nació 
como un subconjunto de SGML (Standard 
generalizad Markup Language). Los datos contenidos 
en los documentos XML se organizan siguiendo una 
estructura jerárquica en forma de árbol. Las unidades 
mínimas de información que componen este árbol 
lógico son los elementos. Siempre existe un único 
elemento raíz que agrupa elementos hijos. Además, 
la información recogida en un elemento puede verse 
complementada a través de atributos (propiedades 
del elemento). Los atributos pueden ser de diferentes 
tipos, dependiendo de la naturaleza de la información 
que vayan a expresar. 
 
XML permite definir lenguajes de marcado 
específicos para un uso determinado. Los requisitos 
gramaticales adicionales que deberá cumplir el 
documento XML escrito en el nuevo lenguaje se 
expresan en un Schema [23]. Un Schema recoge 
todas las restricciones léxicas y sintácticas que 
definen el nuevo lenguaje. Por lo tanto, un 
documento XML será válido si, además de estar bien 
formado, respeta la estructura y restricciones que le 
imponga su schema asociado. Será un parser XML el 
encargado de comprobar la validez del fichero XML 
con respecto a un determinado schema. 
 
En la siguiente figura se presenta a modo de ejemplo 
la definición de las características de las variables 
IEC 61131-3.  
 
 
Figura 3: Características de las variables 
 
Como se puede observar en la Figura 3, las variables 
se definen a través de un conjunto de atributos, 
concretamente uno por cada característica 
identificada en la Tabla 1. La tecnología XML 
schema puede ser utilizada para definir nuevos tipos 
de datos caracterizándolos por su formato de 
presentación combinado con un rango de valores. La 
Figura 4 ilustra la definición del rango de valores y 
posibles formatos del tipo TIME del estándar IEC 
61131-3. 
 
<xs:simpleType name="TIME">
<xs:restriction base="xs:string">
<xs:pattern value="(T|t|TIME|time)(#\d*\p{P}?\d*d)"/>
..
<xs:pattern
value="(T|t|TIME|time)(#\d*d\d*\p{P}?(_)?\d*m\d*\p{P}?(_)?\d*s\d*\p{P}?(_)?\d*ms)"/>
<xs:pattern value="(T|t|TIME|time)(#\d*d\d*\p{P}?(_)?\d*s\d*\p{P}?(_)?\d*ms)"/>
<xs:pattern value="(T|t|TIME|time)(#\d*\p{P}?\d*h)"/>
<xs:pattern value="(T|t|TIME|time)(#\d*h\d*\p{P}?(_)?\d*(m|s|ms))"/>
<xs:pattern value="(T|t|TIME|time)(#\d*h\d*\p{P}?(_)?\d*m\d*\p{P}?(_)?\d*(s|ms))"/>
<xs:pattern
value="(T|t|TIME|time)(#\d*h\d*\p{P}?(_)?\d*m\d*\p{P}?(_)?\d*s\d*\p{P}?(_)?\d*ms)"/>
<xs:pattern value="(T|t|TIME|time)(#\d*\p{P}?\d*m)"/>
<xs:pattern value="(T|t|TIME|time)(#\d*m\d*\p{P}?(_)?\d*(s|ms))"/>
<xs:pattern value="(T|t|TIME|time)(#\d*m\d*\p{P}?(_)?\d*s\d*\p{P}?(_)?\d*ms)"/>
<xs:pattern value="(T|t|TIME|time)(#\d*\p{P}?\d*s)"/>
<xs:pattern value="(T|t|TIME|time)(#\d*s\d*\p{P}?(_)?\d*ms)"/>
<xs:pattern value="(T|t|TIME|time)(#\d*\p{P}?\d*ms)"/>
</xs:restriction>
</xs:simpleType>  
Figura 4: Tipo de dato TIME 
 
2.4 Infraestructura para modelar las 
arquitecturas software y hardware 
 
La Figura 5 presenta una vista general de lenguaje de 
marcado definido con la tecnología XML schema 
(SCI.xsd), que marca las reglas sintácticas y de 
formato que debe seguir la descripción de un sistema 
de control industrial distribuido. La descripción 
global aúna las dos arquitecturas así como las 
posibles relaciones entre componentes de ambas. 
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Figura 5: vista general de SCI.xsd 
 
En cuanto a la arquitectura software y con objeto de 
hacer un modelado compatible con el propuesto por 
TC 6 XML [17], se ha separado la definición de la 
arquitectura software en dos elementos, tal y como se 
puede apreciar en la siguiente figura: 
 
 
Figura 6: Arquitectura Software 
 
Por un lado se define la parte dependiente del 
programador (iec:Types de la Figura 6) que contiene 
las variables y los POUs definidos por el 
programador. La Figura 7 se presenta la 
caracterización en XML de los POUs tipo bloque 
funcional y programa. 
 
 
Figura 7: POUs de tipo FB y/o Programa en XML 
 
El segundo elemento, iec:Instances, define el 
proyecto de automatización propiamente dicho. 
 
En lo referente a la arquitectura hardware, puede 
describirse en dos niveles: El primer nivel está 
formado por nodos unidos a través de segmentos de 
bus, como ilustra la Figura 8.  
 
  
Figura 8: Estructura general de la arquitectura HW 
 
El segundo nivel describe más concretamente la 
composición de los nodos que estarán formados por 
el mismo tipo de elementos: fuentes de alimentación, 
procesadores, tarjetas de entrada / salida, tarjetas de 
comunicación, etc. En la siguiente figura se presentan 
las características del nodo de procesamiento S7300 
de Siemens. 
 
 
Figura 9: Nodo de Procesamiento S7300 
 
Como ya se ha comentado la caracterización de los 
elementos que componen un nodo se extienden con 
las características propias del fabricante. 
 
Finalmente, dado que ambas arquitecturas describen 
el mismo sistema, también se tienen tener en cuenta 
una serie las relaciones, ilustradas en la Tabla 3. La 
siguiente figura expresa en XML schema dichas 
relaciones. 
 
 
Figura 10: Relaciones entre arquitecturas en XML 
 
3 COMPROBACIÓN DE MODELOS 
DE SCI 
 
Otra tecnología XML complementaria al schema es 
el Schematron [19]. A diferencia de los schemas, que 
comprueban que una instancia XML se ajuste a una 
cierta gramática (énfasis en léxico, sintaxis y 
sistemas de tipos), el schematron está enfocado a la 
validación de contenidos (comprobación de 
restricciones sobre los valores y las relaciones entre 
los datos). Por tanto, esta tecnología es la que permite 
analizar la coherencia de cada una de las 
arquitecturas así como la del modelo completo, 
comprobando que la relación entre la 
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implementación Hardware y Software es correcta. 
Schematron se apoya en los conceptos de árbol, 
nodos y para búsqueda  y procesado hace uso de 
XPath, un lenguaje basado en XML que permite 
seleccionar subconjuntos de un documento. En este 
sentido la tecnología schematron presenta una serie 
de ventajas frente a otros lenguajes de schema ya que 
proporciona herramientas de validación potentes 
empleando una sintaxis simple para su 
implementación. 
 
A modo de ejemplo se presenta en la siguiente figura 
una regla de schematron encargada de comprobar 
que toda tarjeta de comunicaciones presente en la 
arquitectura hardware tiene una dirección válida.  
 
<rule context="arch:CommunicationBoard">
<assert test="@commBoardType='PROFIBUS_DP' 
and contains(@addres,'.')">
tipo de tarjeta es para conectar un segmento de bus 
Profibus y la dirección no válida
</assert>
</rule>  
Figura 11: Ejemplo de regla de schematron 
 
De la misma manera, también son necesarias un 
conjunto de reglas de schematron para comprobación 
de contenidos dentro del modelo software y 
hardware. La siguiente figura presenta un ejemplo de 
regla de schematron para el modelo software. 
 
<rule context="iec:Resource">
<assert
test="count(../iec:Resource)=count(../iec:Resource[@onProcessor=
current()/@onProcessor])" priority="high">
Los recursos de una misma configuración tienen que ir al mismo PLC
</assert>
</rule>  
Figura 12: Ejemplo de regla de schematron para SW 
 
Finalmente, resaltar que esta tecnología es también 
muy útil para la comprobación de contenidos 
cruzados que aparecen en la verificación de las 
relaciones de los dos modelos (HW y SW). La Figura 
13 presenta la regla de schematron encargada de 
asegurar que cada recurso del modelo software sea 
descargado en un procesador de un PLC de la 
arquitectura hardware. 
 
<rule context="iec:Resource">
<assert
test="count(current()[@onProcessor=//arch:IntelligentNode/@name])=1"
priority="high">
recurso del modelo software se tiene que descargar en un nodo 
existente en el modelo hardware
</assert>
</rule>  
Figura 13: Regla de schematron entre modelos 
 
Por tanto, la combinación de ambas tecnologías 
XML se adapta perfectamente al objetivo de describir 
un sistema de control distribuido. En la siguiente 
figura se presenta el escenario general de análisis de 
coherencia y consistencia de una aplicación de 
control industrial. 
 
XML
Parser
Application
.xml
CodeConstructor
Subsystem
. xsd
Error
Messages
Schematron
Rules
. sch
SCI
.xml
S I
.xs
Sche tron
Rules
.sch  
Figura 14: Escenario de análisis de coherencia y 
consistencia  
 
 
4 INTEGRACIÓN DE 
HERRAMIENTAS 
 
Para la integración de herramientas en la 
infraestructura, es posible utilizar diferentes 
tecnologías XML dependiendo de la capacidad de 
importar/exportar información que tenga la 
herramienta a integrar.  
 
La Figura 15 ilustra los diferentes caminos posibles, 
así como las tecnologías XML involucradas en cada 
uno. 
 
SCI
.xml
I
. l
Modelol
XSLT
2Herramienta
.xsl
2 erra ienta
.xsl
Herramienta
.xml
rr ie t
. l
Modelo adaptado a 
herramienta
l  t   
i t
C++
API
DOMSAX
a), b)
a)
b)
b)
a), b)
Impo
rtar 
XML
 
Figura 15: Tecnologías XML involucradas  
 
En el caso de que la herramienta destinataria no tenga 
capacidad de exportar o importar datos, o que no lo 
haga en formato XML (caso b) de la Figura 15), se 
hace uso de las funciones de su. Por otro lado si la 
herramienta exporta o importa en XML, se utilizará 
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directamente la opción de importar (caso a) de la 
Figura 15). 
 
Independientemente de que el caso sea el a) o el b), 
se hace uso de la tecnología eXtensible Stylesheet 
Language (XSL). De esta forma, se puede añadir  la 
información dependiente de la propia herramienta. 
 
XSL (eXtensible Stylesheet Language) [5] tiene una 
doble funcionalidad: por un lado, es el vocabulario 
XML para especificar la semántica de formato de 
documentos de cara a la presentación. Por otro, 
representa el lenguaje para transformar documentos 
XML. En cuanto a la presentación, XSL permite 
generar diferentes formatos como HTML, PDF, RTF, 
VRML etc a partir de un único fichero XML origen. 
XSL permite describir la forma en que dicha 
información debe ser presentada. Por tanto, es una 
tecnología adecuada para la generación de la 
documentación asociada al proyecto. 
 
Como lenguaje de transformación, XSL supone una 
pequeña sintaxis de lenguaje de comandos (script) 
para poder procesar los ficheros XML de forma más 
cómoda. Define una transformación entre un 
documento de entrada XML a otro de salida. Esta 
transformación se describe a través un conjunto de 
reglas. Cada regla se compone de un patrón (pattern) 
que indica en qué contexto y condiciones se disparará 
la regla y una acción (template) que indica lo que hay 
que realizar cuando se dispare. Esta transformación 
es llevada a cabo por un procesador XSL estándar 
atendiendo a las condiciones recogidas en la hoja de 
estilo (.xsl). 
 
Por otro lado, las tecnologías XML SAX (Simple API 
for XML) [18] o DOM (Document Object Model) [4] 
permiten generar/manipular documentos XML en 
aplicaciones programadas en lenguajes de alto nivel 
(Java, C++, Visual Basic). Estas tecnologías junto a 
las XSL son las que se utilizan en el caso b) en la 
Figura 15. 
 
En los siguientes sub-apartados se hace un estudio 
más en detalle de ambas situaciones. Concretamente 
se presentan como ejemplo herramientas de 
programación del proyecto de automatización. 
 
4.1 Importar sistema desde un fichero XML 
 
Es el caso más sencillo al que tienden hoy en día las 
herramientas de programación de PLCs que siguen el 
modelo software del estándar IEC 61131-3. En este 
caso, bastaría con aplicar una hoja de estilo para 
transformar el fichero de entrada al formato de 
importación de la herramienta. 
 
A modo de ejemplo, se presenta el caso de la 
herramienta MULTIPROG ® de KW. 
 
 
Figura 16: Ejemplo de Importar / Exportar XML 
 
 
4.2 Generación del proyecto a través del API 
de la herramienta 
 
En la actualidad gran parte de las herramientas de 
programación de PLCs no tienen la capacidad de 
importar / exportar proyectos de automatización de/a 
un documento XML, pero muchas de ellas ofrecen el 
servicio de exportar/importa a un documento de 
texto. En este caso es la tecnología XSL la encargada 
de procesar el modelo XML añadir las características 
propias de la herramienta y posteriormente dar 
formato de texto adecuado a ella. 
 
La siguiente figura ilustra a modo de ejemplo la 
herramienta CoDeSys® de 3S Automation-Alliance. 
 
SCI
.xml
I
. l XSLT
2CoDeSys
.xsl
2 o e ys
.xsl
3S
.txt.t t
Importar
 
Figura 17: importar documento de texto 
 
Si se desea exportar información de la herramienta y 
generar el modelo XML correspondiente, es 
necesario el uso de otra tecnología XML como es el 
DOM, que apoyada en una aplicación (desarrollada 
en java, c++,c#) traduzca el texto a un documento 
XML. Posteriormente nuevamente con una hoja de 
estilo (.xsl) se filtra la información propia de la 
herramienta y se le asigna la estructura/gramática 
acorde a la comentada en el apartado 2.  
 
Finalmente, si la herramienta tampoco ofrece al 
usuario el servicio de exportar/importar el modelo a 
un fichero de texto con una estructura, para poder 
acceder y modificar información se hace a través de 
las funciones de su API (véase Figura 15). En la 
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siguiente figura se presentan las tecnologías XML 
involucradas con ISaGRAF Enhanced. 
 
SCI
.xml
I
. l XSLT
2ISaGRAF
.xsl
2I a
.xsl
ISaGRAF
.xml
I
. l
D
O
M
 
Figura 18: ISaGRAF Enhanced 
 
En este caso la hoja de estilo 2ISaGRAF.xsl tiene 
como objetivo principal añadir al SCI.xml la 
información propia de la herramienta. El fichero 
resultante a la tranformación es ISaGRAF.xml. 
 
Un proyecto ISaGRAF Enhanced® está compuesto 
por una base de datos MS-Access® y unos ficheros 
de texto con el código fuente de los POUs. Estos 
ficheros deben almacenarse en una estructura de 
directorios idéntica a la estructura de configuraciones 
y recursos. Los ficheros se almacenarán de forma que 
cada carpeta correspondiente a un recurso contenga 
los ficheros con el código fuente de los POUs 
contenidos en el recurso. El formato interno que 
utiliza la herramienta para definir un proyecto es una 
base de datos MS-Access ®. La base de datos MS-
Access se encuentra en el directorio raíz. 
 
La aplicación desarrollada para la generación 
automática del proyecto de automatización parte de 
una base de datos MS-Access vacía que contiene la 
estructura de tablas utilizada por ISaGRAF Enhanced 
y procede a asignar a sus campos los valores 
definidos en el fichero ISaGRAF.xml  
 
 
6 CONCLUSIONES 
 
En este trabajo se ha analizado la potencialidad de las 
tecnologías XML en su aplicación al diseño de 
sistemas de automatización. Se ha demostrado, a 
través de la generación de prototipos, que es una 
tecnología abierta que puede ser utilizada para 
integrar las diferentes herramientas que se utilizan en 
el diseño de sistemas de control industrial. La 
aproximación propuesta por los autores se basa en la 
definición de modelos del sistema que son los que 
generan y/o consumen las herramientas y que en 
última instancia, son los que posibilitan la 
colaboración entre los miembros del equipo de 
diseño. Se han presentado las diferentes tecnologías a 
utilizar para crear los lenguajes de dominio (XML 
schema), comprobar la corrección de los modelos 
(XML schematron), integrar herramientas (DOM, 
SAX, XSL), así como para generar documentación 
relativa al sistema en diferentes formatos (XSL-FO). 
Actualmente se está trabajando en la tecnología SVG 
para la generación gráfica de modelos del sistema 
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Resumen  
 
Este artículo presenta los resultados de un estudio 
comparativo de distintas configuraciones de redes 
neuronales aplicadas al proceso de corte por 
electroerosión por hilo (WEDM). En concreto, el 
objetivo perseguido es la detección temprana de 
distintas formas de comportamiento que alertan del 
riesgo creciente de la rotura de la herramienta 
empleada en este proceso de mecanizado: el hilo. 
Así, partiendo de un trabajo previo en el que se 
identificaron los diferentes tipos de fenómenos de 
rotura, se han entrenado distintas configuraciones de 
red tanto estáticas (Perceptrón Multicapa) como 
recurrentes (Elman). Para ello se han desarrollado 
tres aplicaciones en Matlab
TM
 destinadas a la 
preparación de ejemplos, entrenamiento y 
simulación, respectivamente. La conclusión del 
trabajo ha sido que, si bien distintas configuraciones 
de red responden satisfactoriamente, la arquitectura 
Elman se constituye como la alternativa más viable 
para la detección de la degradación del proceso. 
 
Palabras Clave: WEDM, electroerosión, ANN, 
redes neuronales, Perceptrón Multicapa, Elman. 
 
 
1 INTRODUCCIÓN 
 
El proceso de electroerosión por hilo (WEDM) es 
uno de los procesos de mecanizado no convencional 
más extendido en la actualidad. Este proceso es 
ampliamente utilizado en la fabricación de utillajes 
para troquelería, que por su dureza o por sus 
características mecánicas resultan difíciles de 
mecanizar por medios convencionales. Sin embargo, 
uno de los problemas fundamentales del corte por 
electroerosión por hilo consiste en la disminución del 
rendimiento del proceso debida a la aparición de 
inestabilidades y a la rotura del hilo [1]. La dificultad 
en el estudio y mejora del proceso WEDM radica en 
que se trata de un proceso estocástico y no lineal en 
el que entran en juego múltiples parámetros de 
mecanizado. 
 
Existen distintas líneas estratégicas en el campo de la 
detección de la rotura del hilo. La inmensa mayoría 
de los autores han desarrollado sus dispositivos de 
detección basándose en un único espesor de pieza [2-
6]. Todos estos autores dejan reflejado en sus 
publicaciones la necesidad de extender el estudio a 
distintos espesores, sin embargo, no existen 
referencias al respecto. Además, cabe destacar que, a 
excepción de autores como Lauwers et al.[3], los 
espesores estudiados son pequeños (20-50 mm) si se 
tiene en cuenta la necesidad creciente de aumentar el 
tamaño del espesor a mecanizar de forma óptima. 
 
Dado que el proceso WEDM se caracteriza por ser 
fuertemente no lineal y estocástico, además de tener 
características variables con el tiempo, la descripción 
de modelos matemáticos que representen su 
comportamiento es tarea ardua. Por tanto, la 
utilización de técnicas de control inteligente se 
constituye como una opción claramente aplicable. 
Entre dichas técnicas destacan las técnicas heurísticas 
y las técnicas basadas en redes neuronales. Las 
primeras han sido tradicionalmente empleadas en el 
proceso WEDM [3], [5], [7]. Las técnicas basadas en 
redes neuronales han sido aplicadas en el proceso 
WEDM (y en otros procesos de mecanizado no 
convencionales: SEDM, ECM, etc) con distintos 
objetivos. Así, en la bibliografía se pueden distinguir 
tres áreas principales de aplicación: determinación de 
los parámetros óptimos de mecanizado [8-10]; 
predicción, diagnóstico y control de procesos de 
mecanizado no convencional [11-14] y clasificación 
de descargas [15-16]. Cabe destacar que en todos 
estos trabajos se han empleado arquitecturas de red 
estáticas, especialmente la Perceptrón Multicapa, 
para los distintos objetivos. 
 
Como se puede observar en los antecedentes, la 
aplicación de técnicas basadas en redes neuronales 
aparece como una alternativa en boga en los procesos 
de mecanizado no convencionales. Sin embargo, esta 
no ha sido utilizada para la previsión de la rotura del 
hilo tal y como se plantea en el trabajo que aquí se 
presenta.  
 
Tras este apartado de introducción al proceso WEDM 
y a la aplicación de las técnicas de redes neuronales 
en el mismo, en la sección 2 se presenta un resumen 
del trabajo que antecede al tratado en este artículo. 
En la sección 3 se muestra la estrategia seguida para 
el diseño de redes neuronales que permitan detectar 
regímenes de corte degradado con suficiente 
antelación a producirse la rotura del hilo. En la 
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sección 4 se describe el SW desarrollado para llevar a 
cabo la preparación de ejemplos, entrenamiento y 
simulación. En la sección 5 se analizan los resultados 
del estudio comparativo seleccionando el conjunto de 
redes más apropiado para abordar los objetivos 
planteados. Por último, en la sección 6 se resumen las 
conclusiones del trabajo. 
 
 
2 IDENTIFICACIÓN DE 
REGÍMENES DE CORTE 
DEGRADADO  
 
En el trabajo previo Portillo et al. [17] se presentó 
una metodología (resumida de forma gráfica en la 
Figura 1) para definir reglas heurísticas que 
permitieran detectar regímenes de corte degradado 
para así poder anticipar la rotura del hilo. En primer 
lugar, se obtuvo una extensa base de datos 
experimental mediante un sistema de adquisición que 
permitía capturar las señales básicas del proceso 
(tensión e intensidad de las descargas). Los 
resultados del análisis preliminar de los experimentos 
mostraron tres variables clave para la detección de la 
rotura, concretamente la energía de las descargas, la 
intensidad de pico y el tiempo de ionización. Así, 
mediante el preprocesamiento de las señales se 
definieron una serie de indicadores o medidas 
virtuales relacionadas con estas tres variables clave. 
Para ello se tomaron como referencia valores de las 
variables clave en régimen de corte estable. 
Finalmente, se definieron una serie de conjuntos de 
reglas heurísticas a partir del análisis del 
comportamiento de las medidas virtuales. Mediante 
dichas reglas se disparan una serie de alarmas de 
distintos niveles que alertan del riesgo creciente de 
rotura. En concreto, se identificaron tres tipos de 
fenómenos de rotura: incremento brusco de la energía 
TR-E, oscilación de la energía TR-EO, y sucesivos 
picos de intensidad junto con un tiempo de 
ionización elevado. TR-I+TDH. 
 
 
Figura 1 Metodología para la detección  de la 
degradación del proceso WEDM  
3 ESTRATEGIA BASADA EN 
REDES NEURONALES PARA LA 
DETECCIÓN DE LA 
DEGRADACIÓN DEL PROCESO 
WEDM 
 
Tras realizar el trabajo previo en piezas de acero de 
espesor 50 mm y 100 mm, se plantearon dos nuevos 
retos: 
 
• Establecer una metodología que permitiera 
predecir la rotura del hilo en espesores 
intermedios (entre 50 y 100 mm) a partir del 
comportamiento de las medidas virtuales. 
• Dotar de mayor conocimiento de la calidad de 
las descargas al control de las máquinas de 
electroerosión por hilo. Concretamente, además 
de detectar inestabilidades y anticiparse a la 
rotura del hilo, se deben identificar las posibles 
causas que las originan. En este sentido, y dado 
que se ha identificado diferentes tendencias a la 
rotura relacionadas con un conjunto de causas, 
se pretende cuantificar el grado de influencia de 
cada una de las posibles causas en la 
degradación el proceso. La identificación de 
estas causas resulta imprescindible para abordar 
las futuras estrategias de actuación y mejora del 
proceso. 
 
Una de las opciones que permite abordar ambos 
objetivos es la aplicación de técnicas basadas en 
redes neuronales. En este caso, las redes neuronales 
artificiales se presentan como una técnica muy 
apropiada dada la naturaleza estocástica y 
fuertemente no lineal del proceso WEDM. Además, 
esta alternativa presenta la ventaja de poder ser 
utilizada para atajar de manera simultánea los dos 
objetivos planteados. 
 
Como se ha descrito en el apartado anterior, en un 
trabajo previo se ha realizado un exhaustivo análisis 
de la rotura del hilo caracterizándose distintos niveles 
de alarma y tipos de rotura. El estudio refleja que las 
medidas virtuales definidas aportan toda la 
información necesaria para reconocer una situación 
degradada del corte. Ante los nuevos objetivos, el 
planteamiento adoptado consiste en entrenar un 
sistema basado en redes neuronales con todo el 
conocimiento extraído del análisis anterior. Se trata, 
por tanto, de aplicar aprendizaje supervisado. Así, las 
entradas de la red son las medidas virtuales (que, en 
definitiva, son series temporales de la energía de las 
descargas, la intensidad de pico y el tiempo de 
ionización.) y el espesor de la pieza. Las salidas son 
los distintos niveles de alarma y el tipo de rotura. 
 
Para poder obtener aquella red neuronal o conjunto 
de redes neuronales que mejor respondan a las 
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necesidades planteadas, se ha realizado un estudio 
comparativo en función de distintos criterios: 
 
• Arquitectura de red: estática o recurrente. En 
concreto, la arquitectura de red neuronal estática 
analizada es la Perceptrón Multicapa PM. Esta 
presenta la ventaja de que es la arquitectura de 
red en la que existe mayor experiencia en su 
aplicación industrial. Por esta misma razón las 
herramientas SW comerciales, como Matlab
TM
, 
permiten una mayor parametrización de este tipo 
de redes durante su entrenamiento. 
En cuanto a la red recurrente, se ha utilizado la 
arquitectura Elman. En este tipo de redes existe 
claramente una menor experiencia, resultando 
más dificultoso su entrenamiento (definición de 
los targets, etc). Sin embargo, puede resultar muy 
beneficiosa en este caso debido a que se 
caracteriza por tener una naturaleza dinámica, al 
igual que las medidas virtuales del proceso 
WEDM. Esto permite reducir drásticamente el 
tamaño de la red ya que las series temporales de 
las medidas virtuales se pueden introducir punto a 
punto a lo largo del tiempo, sin necesidad de 
introducir de manera simultánea todo el histórico 
de datos necesario para detectar la rotura del hilo. 
Otra ventaja adicional sería la mayor facilidad de 
inclusión de este tipo de red en un sistema 
empotrado tanto desde el punto de vista de 
requisitos temporales como de requisitos de 
memoria. 
• Rango de los targets o valores deseados: la 
selección del rango de los targets resulta una 
decisión no trivial que puede condicionar de 
manera importante el éxito del entrenamiento. 
Numerosos expertos recomiendan la aplicación 
de un rango simétrico [-1, 1] en la arquitectura de 
red PM [18]. En caso de utilizar un rango 
asimétrico es aconsejable valorar rangos cercanos 
al [0,1]. Esto es debido al carácter asintótico de la 
funciones de activación sigmoidales. Por tanto, en 
este trabajo se han valorado los siguientes rangos: 
[-1,1], [0, 1], [0,05, 0,95], [0,1, 0,9], [0,15, 0,85]. 
• Codificación de los targets o valores deseados: la 
codificación de los targets también se constituye 
como un elemento fundamental. En el caso de las 
redes estáticas, algunos expertos aconsejan la 
codificación 1-C, es decir, codificación binaria en 
la que se activa simultáneamente una única 
neurona de salida [18], [19] durante el 
entrenamiento. Otros contemplan la posibilidad 
de aplicar la codificación binaria genérica [20]. 
En este trabajo se valoran tanto la codificación 1-
C como la binaria. 
En el caso de las redes recurrentes, la 
codificación de los targets se ha definido 
mediante una variedad de algoritmos llamados 
IAPA (Integración Acumulativa con Pendientes 
Asimétricas). Estos algoritmos consisten 
básicamente en amplificar tanto el valor de la 
neurona de salida como del tipo de rotura 
correspondiente cuando la pendiente de la medida 
virtual que se esté considerando aumenta. Por el 
contrario, si la pendiente de la forma de onda de 
la medida virtual en cuestión disminuye, los 
valores de las neuronas de salida disminuyen en 
menor medida. Esto facilita que las neuronas de 
salida adquieran valores elevados cuando se 
produce una oscilación en la medida virtual, 
identificando de este modo el tipo de rotura 
producido. 
• Agrupación de las entradas: este criterio hace 
referencia a si se define una única red neuronal 
con todas las medidas virtuales como entradas 
(configuración simple) o si por el contrario, se 
definen varias redes neuronales con una o varias 
medidas virtuales como entradas (configuración 
paralela). La configuración simple únicamente se 
ha valorado en el caso de las redes recurrentes ya 
que, en el caso de las redes estáticas, el tamaño de 
la red sería excesivamente grande.  
 
Como es habitual, por cada arquitectura se ha 
valorado distinto número de neuronas y/o capas 
ocultas: 
 
• Estática: 1 ó 2 capas ocultas y entre 10 y 100 
neuronas por capa oculta. 
• Recurrente: entre 10 y 60 neuronas en la capa 
oculta. 
 
Durante el entrenamiento se ha empleado el 
algoritmo de aprendizaje convencional, válido tanto 
para el entrenamiento de la arquitectura de red 
Perceptrón Multicapa PM como la arquitectura de red 
Elman. Se trata del algoritmo de retropropagación 
por descenso de gradiente con momento y tasa de 
aprendizaje adaptativa. Este algoritmo se caracteriza 
por que el error es dependiente de los valores 
iniciales de los pesos. Por tanto, es conveniente 
repetir varias veces el entrenamiento de una misma 
configuración de red. Así, en este trabajo se han 
realizado 10 iteraciones por cada configuración de 
red. La función de activación elegida ha dependido 
del rango de los targets: sigmoidal en el caso 
asimétrico, y tangente hiperbólica en el caso 
simétrico. 
 
 
4 DISEÑO E IMPLEMENTACIÓN 
 
Los programas desarrollados a lo largo del estudio 
tienen como objetivo facilitar tres pasos 
fundamentales en el entrenamiento adecuado de 
redes neuronales artificiales: 
 
• la preparación de los ejemplos 
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• el entrenamiento de distintas configuraciones de 
redes neuronales, para así poder realizar el 
estudio comparativo 
• la simulación de las redes neuronales con el fin de 
determinar qué estructura se adapta mejor a los 
objetivos planteados. 
 
La Figura 2 muestra la metodología seguida para el 
diseño adecuado de las redes neuronales. Así, los 
programas desarrollados constituyen una herramienta 
versátil de entrenamiento y simulación de redes 
neuronales que puede ser aplicada con distintos 
objetivos en el proceso WEDM. Los programas 
mostrados en la Figura 2 han sido desarrollados en 
Matlab
TM
. Estos son descritos en los apartados que se 
presentan a continuación. 
 
            
Figura 2 Esquema general del diseño de ANN 
 
4.1. SW DE GENERACIÓN DE EJEMPLOS 
 
Una de las etapas más importantes en cualquier 
proceso de aplicación de redes neuronales artificiales 
es la selección de los ejemplos de entrenamiento y 
validación. En este caso, los ejemplos se han 
obtenido a partir de la exhaustiva base de datos 
experimental obtenida en el trabajo previo. Así, las 
señales tensión e intensidad de las descargas, 
contenidas en la base de datos, son procesadas 
obteniendo como resultado las medidas virtuales. 
Estas son: energía, intensidad de pico, tiempo de 
ionización elevado y tiempo de ionización corto [17]. 
Concretamente, los ejemplos de entrenamiento y 
validación contienen: 
 
• Alarmas de tres niveles: nivel bajo, nivel medio 
y/o nivel alto de riesgo de rotura. 
• Tipos de rotura: incremento brusco de la energía 
TR-E, oscilación de la energía TR-EO, y 
sucesivos picos de intensidad junto con un tiempo 
de ionización elevado TR-I+TDH. 
 
En total se disponen de 153 ejemplos. El 70% se ha 
utilizado para el entrenamiento y el 30% para 
validación. Para llevar a cabo el tratamiento de los 
ejemplos se ha desarrollado el programa 
SampleChopper en Matlab
TM
. Esta aplicación 
permite visualizar los posibles ejemplos de 
entrenamiento y validación, seleccionar aquellos que 
se consideran adecuados y guardarlos en archivos 
binarios tras generar sus targets (para los distintos 
rangos planteados en la estrategia). La Figura 3 
muestra la interfaz de usuario de SampleChopper. La 
ventana principal permite la selección y 
almacenamiento de los ejemplos y viene acompañada 
de una ventana flotante que facilita la 
previsualización de los targets generados por el 
programa. 
 
La interfaz de usuario se estructura en 4 paneles, 
cuya funcionalidad se detalla a continuación: 
 
a) Gráfica principal: muestra la secuencia de puntos 
de las cuatro medidas virtuales. 
b) Panel de errores: es un listado de errores y 
advertencias sobre acciones erróneas del usuario. 
c) Listado de ejemplos: permite imprimir un listado 
de los ejemplos cargados o añadidos.  
d) Control A1, A2 y A3: estos controles permiten 
indicar (manual o automáticamente) el instante de 
tiempo en el que se produce cada una de las 
alarmas.  
e) Control datos entrada: permite navegar por los 
ejemplos cargados.  
f) Variables temporales: permite guardar los datos 
actuales en un archivo intermedio con el fin de no 
perder los datos de una sesión en caso de fallo del 
ordenador. 
g) Control fichero salida: indica en qué fichero se 
desea guardar los ejemplos seleccionados. El 
usuario puede guardar los ficheros en diferentes 
formatos: bien con un rango de targets concreto o 
bien con una arquitectura de red concreta.  
 
Una vez generados los ficheros de ejemplos con la 
aplicación SampleChopper, el Mixer permite obtener 
un paquete único de ejemplos en el que se encuentran 
claramente identificados los ejemplos de 
entrenamiento por un lado, y los de validación por el 
otro.  
 
4.2. SW DE ENTRENAMIENTO 
 
Como se ha comentado anteriormente, el núcleo de la 
estrategia propuesta consiste en realizar un estudio 
comparativo en función de distintos criterios: 
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Figura 3. Interfaz de usuario de SampleChopper 
 
 
• Arquitectura de red: estática (PM) o recurrente 
(Elman). 
• Rango de los targets o valores deseados: [-1,1], 
[0, 1], [0,05, 0,95], [0,1, 0,9], [0,15, 0,85]. 
• Codificación de los targets o valores deseados: 
codificación 1-C o binaria en estáticas, y 
codificación IAPA-1, IAPA -2 o IAPA-3 en redes 
recurrentes. 
• Agrupación de las entradas: configuración simple 
o configuración paralela. 
 
Para poder analizar las distintas alternativas, se ha 
desarrollado una aplicación de entrenamiento en 
Matlab
TM
 llamada Trainer (ver Figura 4). 
 
Durante el entrenamiento se ha empleado el 
algoritmo de retropropagación convencional.  
El entrenamiento de una determinada red finaliza 
cuando se cumple una de las siguientes condiciones: 
 
• Se alcanza el error objetivo.  
• Se alcanza un número determinado de épocas de 
entrenamiento. 
• El error de validación aumenta durante un 
número determinado de épocas consecutivas. 
 
La Figura 4 muestra la interfaz de usuario del 
Trainer. Esta consta de 3 paneles en los que se 
resumen las funcionalidades del programa, y que se 
explican a continuación: 
 
a) Cargar Estructura: este panel permite cargar el 
listado de estructuras que contienen los ejemplos 
generados en el Mixer.  
b) Datos: muestra información acerca del paquete 
cargado: el tipo de red al que está destinado, el 
número de ejemplos que contiene y el rango de 
los targets.  
c) Control Entrenamiento: permite al usuario el 
control de los parámetros de entrenamiento. 
También permite escalar los targets al rango [-
1,1]. El control Número iteraciones se refiere al 
número de veces que se a va a realizar el 
entrenamiento de cada configuración de red. 
 
Una vez finalizado el entrenamiento, se guarda de 
manera automática el fichero que contiene la 
estructura que almacena el objeto red resultado del 
entrenamiento, así como una serie de campos que 
permiten  identificar y caracterizar la red (ejemplos 
de entrenamiento y validación, errores de 
entrenamiento y validación, etc). 
 
d 
a 
b 
c e 
f g 
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4.3. SW DE SIMULACIÓN 
 
Aunque el Trainer ofrece datos acerca del error de 
entrenamiento y validación, estos datos sólo sirven 
para realizar una comparación entre los diferentes 
tipos de red. Por esta razón, el SW de simulación 
NetSim aporta una medida real de cómo va a 
funcionar la red, es decir, en qué grado es capaz de 
detectar situaciones de corte degradado. El objetivo 
del programa NetSim, por tanto, es la simulación de 
la red utilizando los ejemplos de entrenamiento y 
validación (u otros nuevos) mostrando, ejemplo a 
ejemplo, las salidas reales que produce la red ya 
entrenada. 
 
La interfaz de usuario de NetSim se divide en 4 
paneles (ver Figura 5): 
 
a) Cargar Red: este panel permite cargar los 
paquetes de las redes ya entrenadas. 
b) Datos: da información diversa acerca de los 
parámetros de entrenamiento así como de la 
configuración de las redes del paquete cargado.  
c) Simulación: permite ejecutar la simulación sobre 
la red seleccionada en el panel anterior. 
d) Navegación: Lista todos los ejemplos de 
entrenamiento y validación que se han simulado. 
Si se hace clic en ellos se muestra una ventana 
mostrando las salidas que corresponden a cada 
ejemplo y los targets o valores deseados. 
 
Los datos obtenidos mediante NetSim son de gran 
ayuda para poder conocer el funcionamiento real de 
una determinada configuración de red. La utilidad 
más importante aportada por la aplicación es la 
visualización por cada ejemplo de los patrones, 
salidas reales y targets. Esto último es lo que 
verdaderamente permite medir en qué medida es útil 
la red evaluada para los objetivos planteados. 
 
 
5 RESULTADOS 
 
En esta sección se muestran los resultados del estudio 
realizado. Así, durante la fase de análisis de 
resultados el objetivo ha sido identificar la red 
neuronal o conjunto de redes neuronales que resulten 
más adecuadas en la detección tanto de los niveles de 
alarma como del tipo de rotura.  
 
5.1. REDES ESTÁTICAS: PERCEPTRÓN 
MULTICAPA 
 
La Tabla 1 muestra el mejor resultado obtenido en el 
caso de una red paralela que procesa la medida 
virtual de energía. En este caso la entrada de la red 
está constituida por 100 puntos de la medida virtual 
de la energía (que se corresponden con un  histórico  
 
Figura 4 Interfaz de usuario del Trainer 
.  
Figura 5 Interfaz de usuario de Netsim 
a 
b 
c 
a 
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de 100 ms) y una neurona que indica el espesor de la 
pieza. La salida está formada por cinco neuronas: tres 
de ellas corresponden a los niveles de alarma A1, A2 
y A3, y dos de ellas indican los tipos de rotura TR-E 
y TR-EO. 
 
Arquitectura Codificación 
Nivel 
targets 
Error 
validación 
PM  
101-10-15-5 
Binaria [0.15,0.85] MSE=0.0332 
Tabla 1 Mejores resultados en PM Energía 
 
La Tabla 2 muestra la configuración de red paralela 
de intensidad que presenta los resultados más 
satisfactorios. De manera similar, la entrada de la red 
está constituida por 100 neuronas en las que se 
introducen 100 ms de la medida virtual de la 
intensidad y una neurona que indica el espesor de la 
pieza. La salida está formada por tres neuronas: tres 
de ellas indican dos niveles N1 y N2, y una de ellas 
indica el tipo de rotura TR-I+TDH.  
En este caso se habla de niveles en general (y no de 
niveles de alarma) porque los niveles son relevantes 
siempre y cuando el tiempo de ionización elevado 
TDH sea significativo. 
 
Arquitectura Codificación 
Nivel 
targets 
Error 
validación 
PM 101-10-3 Binaria [0.1, 0.9] MSE= 0.0106 
Tabla 2 Mejores resultados en PM Intensidad 
 
Varias configuraciones han dado lugar a resultados 
satisfactorios. Entre dichas configuraciones, la mejor 
es la presentada en la Tabla 3.  
 
Al igual que en los dos casos anteriores, la entrada de 
la red está constituida por 100 neuronas en las que se 
introducen 100 ms de la medida virtual del tiempo de 
ionización elevado TDH y una neurona que indica el 
espesor de la pieza. La salida depende del tipo de 
codificación aplicado. En el caso de codificación 
binaria, la salida está formada por una única neurona, 
que indica si el nivel de TDH es alto o no. 
 
Arquitectura Codificación 
Nivel 
targets 
Error 
validación 
PM 101-40-20-1 Binaria [0,1] 
MSE=1.15
70e-004 
Tabla 3 Mejores resultados en PM TDH 
Como se puede observar en la Tabla 3, los resultados 
han sido plenamente satisfactorios. Por tanto, se 
debería considerar la selección de una arquitectura 
más sencilla (de una sola capa) ya que es aceptable 
un mayor error de validación. 
 
A modo de ilustración, la Figura 6 muestra un 
ejemplo de validación con TR-EO y TR-E 
respectivamente. En las gráficas aparecen los 
patrones o ejemplos de validación. En la parte 
superior del marco de la figura se encuentran 
indicados los valores deseados o targets como, por 
ejemplo,  T: 0,15  0,15…. Sobre la gráfica aparecen 
los valores de salida reales, S: 0,05029  0,11015... 
Como se puede apreciar, las salidas han sido 
activadas conforme a los valores deseados. 
 
 
Figura 6 Ejemplo de validación con mejor caso en la 
alternativa PM Energía: TR-EO 
 
5.2. REDES RECURRENTES: ELMAN 
 
La Tabla 4 muestra la mejor configuración obtenida 
en la red paralela Elman de energía. Debido a que se 
trata de un tipo de arquitectura de red recurrente, el 
número de neuronas de entrada es tres (dos de ellas 
se corresponden con la medida virtual de la energía y 
de la intensidad respectivamente, y la otra con el 
espesor de la pieza). Esta red dispone de tres salidas: 
una de ellas indica el nivel de alarma N, y las dos 
restantes permiten identificar los tipos de rotura TR-
E y TR-EO respectivamente. En este caso, al añadir 
como entrada la medida virtual de la intensidad, se ha 
conseguido una mejor diferenciación de los tipos de 
rotura. 
 
Arquitectura Codificación 
Nivel 
targets 
Error 
validación 
Elman 10 IAPA-1 [0,1,0,9] MSE=8.5 10-4 
Tabla 4 Mejores resultados en Elman energía 
 
La Tabla 5 muestra la mejor configuración obtenida 
en la red paralela Elman de intensidad. La red 
dispone de dos entradas que se corresponden con la 
medida virtual de la intensidad y con el espesor de la 
pieza respectivamente. Esta red también tiene tres 
neuronas de salida: una de ellas indica el nivel de 
alarma, y la neurona  restante permite identificar el 
tipo de rotura TR-I+TDH. 
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Arquitectura Codificación 
Nivel 
targets 
Error 
validación 
Elman 10 IAPA-1 [0.05,0.95] MSE=0.0012 
Tabla 5 Mejores resultados en Elman intensidad 
 
En la Tabla 6 aparece la configuración de red 
seleccionada de entre todas las redes entrenadas de 
tipo paralelo Elman de tiempo de ionización elevado 
TDH. Si bien no es la configuración con menor MSE 
de todas las obtenidas, es la que mejor relación 
tamaño/rendimiento presenta. De nuevo, la red 
presenta dos neuronas de entrada: una para la medida 
virtual TDH, y otra para el espesor de la pieza. La 
salida está formada por una única neurona, que 
permite reconocer si el nivel de TDH es significativo 
o no. 
 
Arquitectura Codificación 
Nivel 
targets 
Error 
validación 
Elman 10 IAPA-3 [0.1,0.9] MSE=0.0088 
Tabla 6 Mejores resultados en Elman TDH 
A modo de ejemplo, la Figura 7 muestra un ejemplo 
de validación con TR-EO. En la gráfica superior de 
la figura aparecen las entradas de la red (Patrones). 
La gráfica situada en el medio muestra la salida real 
de la red. La gráfica situada en la parte inferior 
muestra los valores deseados o targets, que en este 
caso se han codificado con el algoritmo IAPA-1. 
Como se puede apreciar, las neuronas de salida N y 
TR-EO siguen adecuadamente al target, mientras la 
neurona TR-E permanece en nivel bajo. 
 
0 20 40 60 80 100 120 140 160 180 200
0
0.5
1
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0 20 40 60 80 100 120 140 160 180 200
0
0.5
1
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0 20 40 60 80 100 120 140 160 180 200
0
0.5
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N
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TR-EO
N
TR-E
TR-EO
MV(E)
MV(I)
----
 
Figura 7 Ejemplo de validación con mejor caso en la 
alternativa Elman Energía: TR-EO 
 
5.3. CONFIGURACIÓN DE LAS REDES 
NEURONALES SELECCIONADAS 
 
Tras el estudio comparativo realizado, las 
configuraciones de red que mejor responden a los 
objetivos planteados han sido las basadas en la 
arquitectura Elman. Además, la aplicación de esta 
arquitectura se justifica también desde el punto de 
vista de requisitos temporales y de requisitos de 
memoria. Así, la arquitectura recurrente permite en 
este caso obtener tamaños de red significativamente 
menores. Además, evita tanto el coste computacional 
como de desarrollo que implicaría la gestión del 
buffer de las entradas en una arquitectura estática.  
 
La Figura 8 muestra el esquema general del sistema 
de detección de inestabilidades en WEDM basado en 
ANN. Como se puede observar, está constituido por 
tres redes neuronales Elman en paralelo: red paralela 
de la energía, red paralela de intensidad y red 
paralela de tiempo de ionización elevado TDH.  
 
El post-procesamiento de las salidas de la red 
consiste básicamente en lo siguiente: 
 
• Post-procesamiento del nivel de alarma: 
activación de las alarmas que superan un 
determinado umbral establecido durante la etapa 
de análisis de resultados. 
• Post-procesamiento del tipo de rotura: 
cuantificación del grado de influencia de cada una 
de los tipos de rotura en la degradación el 
proceso. 
 
 
6 CONCLUSIONES  
 
En este trabajo se ha demostrado que la aplicación de 
redes neuronales en la detección de la degradación 
del proceso WEDM se constituye como una 
alternativa claramente viable. Esta alternativa, 
además, presenta la ventaja de que tiene visos de 
responder a dos objetivos simultáneamente: predecir 
la rotura del hilo en espesores intermedios y 
cuantificar el grado de influencia de cada una de las 
posibles causas de rotura en la degradación el 
proceso. Otro aspecto fundamental a tener en cuenta 
es que el proceso WEDM se caracteriza por una 
dinámica muy rápida. Un sistema basado en redes 
neuronales, por tanto, se presenta como una técnica 
altamente apropiada para ser integrada en un sistema 
de control en tiempo real dada la rapidez 
computacional de las redes neuronales. 
Tras la elaboración de un estudio comparativo de 
distintas configuraciones de red en arquitecturas 
estáticas (PM) y recurrentes (Elman), se ha 
observado que esta última es la más apropiada dada 
la naturaleza dinámica de los patrones y targets. 
Además, esta arquitectura permite obtener tamaños 
de red significativamente menores si se comparan 
con PM, facilitando así su aplicación en tiempo real. 
 
E 
A1 
A2 
A3 
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Figura 8 Esquema general del sistema de detección de inestabilidades en WEDM basado en ANN 
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Resumen
En estre trabajo se presenta una metodolog´ıa que,
extendiendo la s´ıntesis cla´sica de Lyapunov al do-
minio de las palabras, permite obtener de forma
sistema´tica la base de reglas de un controlador bor-
roso as´ı como una expresio´n anal´ıtica para la ley
de control resultante.
Palabras clave: Estabilidad, controlador, lo´gica
borrosa, computaco´n con palabras.
1 INTRODUCCIO´N
Las cr´ıticas usuales al uso de la lo´gica borrosa
en el disen˜o de sistemas de control ha sido su es-
casa formalizacio´n matema´tica –las soluciones son
a menudo emp´ıricas– y la ausencia de herramien-
tas esta´ndares formalizadas que eviten que cada
problema sea abordado con una metodolog´ıa dife-
rente.
Los autores de este trabajo esta´n interesados en
la formalizacio´n del modelado y el control bo-
rroso [1, 2, 3], de modo que las herramientas y
metodolog´ıas de ana´lisis y s´ıntesis aceptadas por
la comunidad cient´ıfica sean de aplicacio´n al mo-
delado y control borroso [2, 4, 5]
El paso ma´s importante (y el ma´s complicado)
en el disen˜o de controladores borrosos es la cons-
truccio´n de la base de reglas [6]. Este trabajo
esta´ basado en un nuevo me´todo para disen˜ar la
base de reglas de los controladores borrosos, me-
diante la extensio´n del me´todo de s´ıntesis de Lya-
punov cla´sico al dominio del ca´lculo con palabras
[7]. Como punto de partida se supone que esta´
disponible alguna informacio´n lingu¨´ıstica que de-
scribe el comportamiento de la planta. Esto es
naturalmente una suposicio´n realista pues tal in-
formacio´n puede ser obtenida bien desde una com-
prensio´n f´ısica de la planta o por la intervencio´n
de un operador experto sobre la misma.
La lo´gica borrosa permite que en base al
conocimiento anterior, sea construido un mode-
lo lingu¨´ıstico del controlador sin necesidad de
disponer de un modelo matema´tico de la planta,
el cual muchas veces es o muy dif´ıcil de desarrollar
o su complejidad es tal que lo hace impra´ctico.
Sin embargo, la pregunta que surge es ¿co´mo
podemos usar esta informacio´n lingu¨´ıstica sobre la
planta (y, naturalmente, el control objetivo especi-
ficado) para construir sistema´ticamente la base de
reglas para un controlador borroso apropiado?
Es bien sabido que el modelado y el control en
el marco cla´sico (no borroso) esta´ basado en dos
pasos:
• Construir un modelo matema´tico de la planta
• Usar algu´n enfoque de s´ıntesis como el de Lya-
punov, para disen˜ar un controlador que la es-
tabilice.
En el caso que nos ocupa, el primer paso es reeem-
plazado por:
• Construir un modelo lingu¨´ıstico de la planta
Para el segundo paso, se ha de transformar el
enfoque de s´ıntesis cla´sico desde el dominio de
las ecuaciones matema´ticas al dominio de las
lingu¨´ısticas, esto es, hacer ca´lculos con palabras
[12]. Esto se realizara´ extendiendo la s´ıntesis
cla´sica de Lyapunov al dominio de las palabras.
Este nuevo enfoque es denominado S´ıntesis de
Lyapunov Borrosa.
Ba´sicamente, se sigue el me´todo cla´sico de s´ıntesis
de Lyapunov mediante la construccio´n de la
funcio´n de Lyapunov candidata V . A continuacio´n
se determinan las condiciones que se requieren
para hacer en efecto a V una funcio´n de Lya-
punov del sistema en lazo cerrado. Esto hace que,
supuesto conocimiento borroso sobre la planta
que hay que controlar, las condiciones a cumplir
puedan ser formuladas como reglas borrosas Si–
Entonces. Este conjunto de reglas borrosas cons-
tituyen la base de reglas para el controlador bo-
rroso.
Este me´todo puede ser usado para derivar la base
de reglas sistema´ticamente. Adema´s, el hecho que
la base de reglas se disen˜e usando funciones de
Lyapunov, tiene implicaciones importantes para
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el posterior ana´lisis de estabilidad del controlador
(que no sera´ tratado en este trabajo), ya que
al final, la metodolog´ıa que se presenta, permite
obtener una expresio´n anal´ıtica para la ley de con-
trol.
2 Me´todo de Disen˜o
Se comenzara´ describiendo la s´ıntesis cla´sica de
Lyapunov, usada cuando se tiene una descripcio´n
matema´tica de la planta. Posteriormente esta
s´ıntesis cla´sica sera´ extendida al caso borroso.
Conside´rese el sistema auto´nomo
x˙ = f(x,u) (1)
donde f(·) = (f1(·), f2(·), . . . , fn(·))T , las fi(·) son
funciones continuas, x = (x1x2 . . . xn)T es el vec-
tor de estado del sistema y u = (u1u2 . . . up)T es
la entrada de control (T designa la trasposicio´n).
El objetivo de control es estabilizar el sistema
alrededor de un punto de trabajo x0 (sin pe´rdida
de generalidad se puede considerar que x0 = 0).
Ma´s espec´ıficamente: Disen˜ar una ley de control
u(x), tal que 0 sea un punto de equilibrio estable
de (1). Definiciones alternativas de estabilidad
(por ejemplo, estabilidad asinto´tica, estabilidad
exponencial) pueden ser usadas.
Cuando se conoce el modelo exacto (1), un camino
para alcanzar este objetivo es elegir una funcio´n
de Lyapunov candidata V (x(t)) y determinar las
condiciones sobre u (no´tese que V depende de x
y en consecuencia de u) necesarias para que V
sea en efecto una funcio´n de Lyapunov (esto es,
condiciones que garantizan que V˙ ≤ 0).
Sin embargo, desde el punto de vista de la
lo´gica borrosa, el problema de control puede ser
abordado suponiendo que el modelo matema´tico
exacto (1) es desconocido pero se tiene algu´n
conocimiento parcial borroso sobre e´l, por ejem-
plo, tal como
SI x1 es grande y u2 es pequen˜o ENTONCES f1
es grande.
El objetivo es este art´ıculo es utilizar para el
sistema borroso, un me´todo similar al cla´sico
para disen˜ar el controlador, esto es, elegir una
funcio´n candidata V , obtener una expresio´n para
su derivada V˙ , y entonces derivar condiciones so-
bre u tal que V pueda ser una funcio´n de Lya-
punov de hecho. Es importante notar sin embargo
que, como tenemos so´lo conocimiento borroso del
sistema, el requisito V˙ ≤ 0 se convierte en una
ecuacio´n lingu¨´ıstica cuya solucio´n origina condi-
ciones borrosas para u, que pueden estar en una
de dos posibles representaciones. Segu´n el modelo
borroso la primera forma es del tipo Mandani [11]:
SI x1 es <vl> y/o x2 es <vl> ... y/o xn es <vl>
ENTONCES ui debe ser <vl>.
donde <vl> son variable lingu¨´ısticas (por ejemplo,
grande, pequen˜o). La segunda forma es del tipo
Takagi-Sugeno (TS) [9]:
SI x1 es <vl> y/o x2 es <vl> ... y/o xn es <vl>
ENTONCES ui debe ser g(x2, x2, . . . , xn).
donde g(·) es una funcio´n de sus variables.
A esta forma de computar con palabras las condi-
ciones del teorema de estabilidad de Lyapunov
para sintetizar controladores que estabilicen sis-
temas borrosos se le denomina S´ıntesis de Lya-
punov Borrosa.
3 Un caso pra´ctico: gru´a
porta-contenedores
Las gru´as porta–contenedores son usadas en mu-
chos puertos para cargar y descargar contenedores
hacia y desde barcos. Los contenedores quedan
fijados mediante cables flexibles montados en la
cabezera de la gru´a. La cabezera de la gru´a
de mueve sobre una gu´ıa horizontal. Cuando se
levanta un contenedor y la cabezera de la gru´a
comienza a moverse, el contenedor empieza a ba-
lancearse. Este balanceo, si bien no es un proble-
ma durante el transporte del contenedor, s´ı lo es
para poder soltarlo ya que para poder alojar el
contenedor en el barco, e´ste ha de care a plomo.
Existen dos soluciones triviales para resolver este
problema [10]. Una es posicionar la cabeza de la
gru´a exactamente sobre la posicio´n de descarga,
y entonces, esperar hasta que el contenedor deje
de balancearse hasta un nivel aceptable. Si el d´ıa
no es ventoso, es posible llegar a eta situacio´n,
aunque ciertamente consume mucho tiempo. Ob-
viamente, por razones de coste, un barco porta–
contenedores ha de ser cargado y descargado en el
menor tiempo posible. La otra solucio´n consiste
en elevar el contenedor y desplazarlo muy lenta-
mente para que no se balancee. Nuevamente, si
el d´ıa no es ventoso, es posible realizar esta ope-
racio´n, aunque ciertamente a coste de emplear mu-
cho tiempo en la misma. Una sloucio´n alternativa
consiste en disponer de contenedores con cables
adicionales para su fijado durante la operacio´n de
carga y descarga. Sin embargo, esta solucio´n, no
es muy habitual ya que es bastante costosa.
Existen operadores humanos expertos que a par-
tir del control continuo de velocidad del motor
de la cabeza de la gru´a, compensan el balanceo
con avances y retrocesos hasta posicionar el con-
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tenedor en el sitio exacto. Esta operacio´n, si bien
no es fa´cil, s´ı es realizada de forma aceptable por
gru´ıstas expertos.
La solucio´n pasa por la automatizacio´n de este
problema de control no es trivial, ya que los mo-
delos de planta obtenidos [8] son sensiblemente no
lineales y pueden alcanzr grados de complejidad
muy elevados: el comportamiento del motor de
la cabeza de la gru´a es no lineal, la cabezza de
la gru´a se mueve con friccio´n, las perturbaciones
tales como rachas de viento son imprevisibles, etc.
Sin embargo, a pesar de todos los problemas men-
cionados, esta´ claro que un operador experto es
capaz de controlar la gru´a sin necesidad de utilizar
complejas ecuaciones diferenciales. Por tanto,
parece e´ste un problema apropiado para ser abor-
dado desde el punto de vista de la lo´gica borrosa.
Para automatizar el control de la gru´a, se em-
plean sensores para la posicio´n de la cabeza de
la gru´a (variable Distancia) y el a´ngulo de ba-
lanceo del contenedor (variable A´ngulo). E´stas
sera´n las variables de entrada que configurara´n los
antecedentes de las reglas. La variable de salida
ser´ıa la potencia del motor, la cual configurara´ el
consecuente de las reglas. El modelo borroso a
elaborar es del tipo Mandani, esto es, la potencia
sera´ un conjunto borroso.
Los posibles valores de las variables lingu¨´ıstica
[10] (denominados te´rminos o etiquetas) son:
para la variable Distancia {lejos, media, cerca,
cero, negativo cerca} donde que la distancia sea
negativa nos indica que nos hemos pasado de
la posicio´n objetivo; para la variable A´ngulo
{pos grande, pos pequen˜o, cero, neg pequen˜o,
neg grande} y para la Potencia {pos alta,
pos media, cero, neg media, neg alta} donde la
potencia negativa nos indica la potencia a aplicar
en el caso que la distancia sea negativa (ver Figu-
ras 1, 2 y 3.
Sea x la variable Distancia y α la variable
A´ngulo.
Sea V =
1
2
(x2 + α2) la funcio´n de Lyapunov can-
didata.
Para que el controlador sea estable, se ha de
cumplir que V˙ = xx˙+ αα˙ ≤ 0.
Para ello se ha de terner en cuenta que:
(1) La Potencia del motor es proporcional a la
distancia (en sentido opuesto).
(2) La Potencia del motor es proporcional a la
velocidad con que se desplaza el contenedor
sobre el brazo de la gru´a.
(3) La velocidad del A´ngulo es proporcional a la
Potencia que suministremos al motor.
En base a las premisas anteriores, podr´ıa definirse
una base de reglas, basadas en el sentido comu´n
aplicado al conocimiento que se tiene de la planta,
para implementar el control de la gru´a. Esta base
de reglas, elaborada completamente con palabras,
podr´ıa ser la siguiente:
R1: Si x es Lejos y α es cero entonces debe
ocurrir x˙ < 0 (fuerza inicial, media),
Potencia es pos media.
R2: Si x es Lejos y α es negativo pequen˜o
x˙ < 0 debe ser negativo grande y, (ya
que el a´ngulo es negativo) y, en conse-
cuencia, Potencia es positiva alta.
R3: Si x es media y α es negativo pequen˜o
entonces x˙ ha de ser negativo media.
Como el a´ngulo es negativo pequen˜o,
hay que elegir Potencia es posi-
tiva alta.
R4: Si x es media y α es negativo grande
entonces x˙ es negativo medio y en con-
secuencia, Potencia es positivo media.
R5: Si x es cerca y α es positivo pequen˜o
entonces Potencia es negativa media.
R6: Si x es cerca y α es cero entonces
Potencia es negativa media.
R7: Si x es cerca y α es negativo pequen˜o
entonces Potencia es positiva media.
R8: Si x es cero y α es positivo pequen˜o en-
tonces Potencia es negativa media.
R9: Si x es cero y α es cero entonces
Potencia es cero.
Para cada variable lingu¨´ıstica, cada te´rmino se de-
fine mediante sus funciones de pertenencia.
Para la variable Distancia, x, se definen las fun-
ciones de pertenencia siguientes (ver Figura 1):
µnegativo cerca(x) =
[
1 + e2k1(x+c1/3)
]−1
µcero(x) = e−kx
2
µcerca(x) = e−k(x−c1)
2/2
µmedia(x) = e−k(x−2c1)
2/2
µlejos(x) =
[
1 + e−2kc1(x−8c1/3)
]−1
Para la variable Angulo, α, se definen las siguien-
tes funciones de pertenencia (ver Figura 2):
µneg grande(α) =
[
1 + ek2c2(α+3c2/2)
]−1
µneg pequen˜o.(α) = e−k2(α+c2)
2/4
µcero(α) = e−k2α
2
µpos pequen˜o.(α) = e−k2(α−c2)
2/4
µpos grande(α) =
[
1 + e−k2c2(α−3c2/2)
]−1
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Figura 1: Funciones de pertenencia para la varia-
ble de entrada Distancia
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Figura 2: Funciones de pertenencia para la varia-
ble de entrada A´ngulo
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Figura 3: Funciones de pertenencia para la sen˜al
de control (variable Potencia)
Por u´ltimo, la sen˜al de control, definida por la
variable u, queda implementada por las siguientes
funciones de pertenencia:
µneg alta(u) = e−k3(u+2c3)
2/4
µneg media(u) = e−k3(u+c3)
2/2;
µcero(u) = e−2k3u
2
µpos media(u) = e−k3(u−c3)
2/2
µpos alta(u) = e−k3(u−2c3)
2/4
donde c1, c2, c3, k1, k2, k3 ∈ R+.
Puesto que al final del proceso de inferencia se
ha de actuar sobre el motor, la sen˜al de control
ha de adquirir en cada momento un valor con-
creto (crisp), esto es, tantos kW. Por tanto, el
sistema de control necesita deborrosificar la vari-
able lingu¨´ıstica Potencia para producir un valor
real.
En el sistema borroso desarrollado se aplica el
me´todo de inferencia producto y como desborrosi-
ficador el centro–promedio. Esto es
~u(x, α) =
4∑
i=1
wiui
4∑
i=1
wi
(2)
donde wi es el grado de cumplimiento de la regla
i–e´sima.
Esta fo´rmula reu´ne tanto el me´todo de inferencia
como de deborrosificacio´n.
ui es es valor para el que se produce el valor
ma´ximo del conjunto borrroso de salida en la regla
correspondiente. Por ejemplo, en la regla R1, u es
“positiva media”, µpositivo media(u) = 1 ⇔ u1 =
−c3, y as´ı sucesivamente para todas las reglas).
Introduciendo todos estos valores en la expresio´n
2 se tiene:
~u(x, α) =
num (x, α)
den (x1, x2)
donde
num (x, α) = µlejos(x) · µcero(α) · c3
+µlejos(x) · µneg pequen˜o(α) · 2c3
+µmedia(x) · µneg pequen˜o(α) · (2c3)
+µmedia(x) · µneg grande(α) · (c3)
+µcerca(x) · µpos pequen˜o(α) · (−c3)
+µcerca(x) · µcero(α) · (−c3)
+µcerca(x) · µneg pequen˜o(α) · (c3)
+µcero(x) · µpos grande(α) · (−c3)
+µcero(x) · µcero(α) · 0
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den (x, α) = µlejos(x) · µcero(α)
+µlejos(x) · µneg pequen˜o(α)
+µmedia(x) · µneg pequen˜o(α)
+µmedia(x) · µneg grande(α)
+µcerca(x) · µpos pequen˜o(α)
+µcerca(x) · µcero(α)
+µcerca(x) · µneg pequen˜o(α)
+µcero(x) · µpos pequen˜o(α)
+µcero(x) · µcero(α)
Para valores particulares de las distintas cons-
tantes que aparecen descritos a continuacio´n, se
han obtenido dos expresiones que aproximan en
la medida que se indica a la expresio´n del con-
trolador. As´ı para los valores k1 = 0′2, k2 =
0′05, k3 = 0′1, c1 = 7, c2 = 15 y c3 = 9′5, se han
obtenido para el controlador las siguientes aprox-
imaciones:
u(x, α) = 6′9037 tanh(0′3725x− 4′9822)
−5′6503 tanh(0′1609α+ 0′7204)
+10′2853 tanh(0′0220x− 0′0328α+ 0′7820)
(3)
que proporciona un error Medio = 3.2468.
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Figura 4: Gra´fica de la funcio´n
u(x, α) = 6′9037 tanh(0′3725x −
4′9822) − 5′6503 tanh(0′1609α + 0′7204) +
10′2853 tanh(0′0220x− 0′0328α+ 0′7820)
Como segunda aproximacio´n:
u(x, α) = 673′7822 tanh(0′0009x+ 0′0004)
−8′4893 tanh(0′1080α+ 0′3474)
(4)
que proporciona un error Medio = 4.1065.
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Figura 5: Gra´fica de la funcio´n
u(x, α) = 673′7822 tanh(0′0009x + 0′0004) −
8′4893 tanh(0′1080α+ 0′3474)
4 Conclusiones
En este trabajo se ha presentado una primera
aproximacio´n a una metodolog´ıa uqe, extendiedno
la s´ıntesis cla´sica de Lyapunov al dominio de pal-
abras, permite obtener de forma sistema´tica la
base de reglas de un controlador borroso as´ı como
una expresio´n anal´ıtica para la ley de control re-
sultante.
Este resultado permite dar un paso en la formal-
izacio´n de los sistemas de control borroso, ya que
al disponerse de una expresio´n anal´ıtica se pueden
abordar metodolog´ıas de ana´lisis cla´sicas.
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Resumen 
 
Teniendo en cuenta la influencia que los elementos 
mecánicos acoplados a sensores ultrasónicos tipo 
bocinas  poseen sobre el lóbulo de radiación, surge 
la necesidad de encontrar un método de simulación 
que permita encontrar las características óptimas de 
dicho elemento con el fin de mejorar el patrón de 
radiación para una determinada aplicación. En este 
trabajo se presenta la validación experimental sobre 
el eje de radiación de la simulación de un modelo 
mediante la técnica de elementos finitos. 
  
Palabras Clave: ultrasonidos, bocina, lóbulo de 
radiación ultrasónico, elementos finitos 
 
 
 
1 INTRODUCCIÓN 
 
La utilización de sensores ultrasónicos en aire es de 
diversa y variada aplicación en la industria, y su 
objetivo barre desde tareas elementales como son 
medida de distancias o detección de objetos, hasta 
tareas de complejidad media o alta como son la 
detección de defectos en procesos de producción [6], 
o incluso sistemas de reconocimiento o identificación 
de objetos [5]. La principal limitación de los sensores 
ultrasónicos radica en que al aumentar la frecuencia 
de operación se acorta la distancia de trabajo. Se 
añade además el hecho de que la anchura del lóbulo 
de radiación depende asimismo de dicha frecuencia. 
Para mejorar las características direccionales en una 
determinada aplicación es necesario aumentar la 
frecuencia de operación, lo que provoca una 
disminución en la distancia de trabajo. Se plantea 
entonces la tarea de encontrar nuevas técnicas de 
conformación de lóbulo de radiación que impliquen 
un mayor alcance para una determinada frecuencia de 
operación. Las técnicas que permiten dicha tarea son 
la utilización de arrays de sensores, que implica una 
gran complejidad hardware, o la utilización de 
elementos conformadores como son las bocinas, que 
no aumentan la complejidad del sistema.   
 
A la vista de los resultados obtenidos en trabajos 
anteriores [1] y [2] con el uso de elementos 
conformadores, se vió la necesidad de obtener un 
modelo que permitiera obtener por simulación las 
características deseadas del lóbulo de radiación 
mediante el uso de elementos mecánicos. Es ahí 
donde aparece la idea de crear y validar 
experimentalmente un modelo simulado.  
 
 
2 DESCRIPCIÓN DEL SISTEMA 
 
En este trabajo se distinguen dos partes bien 
diferenciadas. La primera de ellas es la obtención del 
lóbulo de radiación ultrasónico mediante simulación 
empleando la técnica de elementos finitos. Esta 
simulación comprende tanto la radiación del sensor 
en el espacio libre como con la utilización de 
elementos conformadores. 
 
La segunda parte se basa en la obtención del lóbulo 
de radiación ultrasónico de forma experimental. 
 
Para la primera parte del trabajo se optó por un 
modelo de sensor ultrasónico que se corresponde con 
el de un pistón mecánico con forma de disco. Este 
pistón está encargado de transmitir un movimiento 
vibratorio (tanto longitudinal como transversal) a 
partículas de materiales contiguos y suponiendo que 
la superficie del mismo vibra con una amplitud y fase 
constantes. 
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Cuando se utiliza el método de elementos finitos, se 
ha de resolver la ecuación de Helmholtz que 
caracteriza la propagación de una onda estacionaria: 
 
02 =+ )rp(k)r∆p( rr  en Ω (1) 
 
Donde  ∆ es el operador laplaciano, p es la presión 
acústica, r es la posición, k es el número de onda y Ω 
es el dominio de trabajo. 
 
Para realizar la simulación se han usado coordenadas 
cilíndricas, de forma que el sistema se reduce a un 
problema a 2 dimensiones. Dada la simetría del 
problema se ha se ha considerado el eje y como eje 
de simetría de manera se reduce el espacio de 
simulacion. 
  
En la Figura 1 se muestra el dominio de trabajo 
usado para el caso de radiación libre. 
 
Ω 
Γ1 
Γ3 
Eje x 
Ej
e 
y 
Γ2 
Emisor  
 
 Figura 1: Dominio de trabajo para la radiación libre 
 
En este dominio de trabajo se tienen las siguientes 
condiciones de contorno: 
 
1)( =rp r  en Γ1     (2) 
 
     0=∂
∂
n
p     en Γ2                     (3) 
 
                                ikp
n
p =∂
∂         en Γ3           (4) 
 
Donde n es la normal unitaria hacia afuera, i es la 
unidad imaginaria, Ω es el dominio de trabajo, Γ1 es 
la superficie del emisor, Γ2 es el eje de simetría y Γ3 
es la frontera del dominio. 
 
La ecuación 2 es la condición de contorno de 
Dirichlet, que determina la presión sobre la superficie 
del emisor, para nuestro caso constante y de valor 
unitario; la ecuación 3 representa la condición de 
contorno del eje de simetría; la ecuación 4 es la 
condición de contorno de Newmann, que indica que 
la propagación de las ondas en dichas paredes se 
realiza sin reflexión. 
 
En la Figura 2 se muestra el caso de la simulación 
realizada con bocina, en la que las condiciones de 
contorno sobre Γ1 , Γ2 y Γ3 son las mismas que en el 
caso de radiación libre, mientras que la condición de 
contorno en la bocina viene dada por la ecuación 5, 
en la que la derivada de la presión respecto de la 
normal en la superficie de la bocina es nula. 
 
     0=∂
∂
n
p     en Γ4                     (5) 
 
Ω 
Γ1
Γ3 
Eje x 
Ej
e 
y 
Γ2
Emisor
Γ4
Bocina 
 
Figura 2. Dominio de trabajo con bocina 
 
Debido a la necesidad de validar experimentalmente 
el modelo simulado, en la segunda parte del trabajo 
se obtuvo el lóbulo de radiación ultrasónico de 
manera experimental. Debido a que para gran parte 
de las aplicaciones es interesante estudiar la presión 
acústica sobre el eje de radiación, se optó 
especialmente por realizar las medidas sobre dicho 
eje.  
 
Para dichas medidas se han usado dos transductores 
(de la marca Hexamite), uno funcionando como 
emisor y otro funcionando como receptor, ambos con 
una frecuencia de trabajo de 40KHz. Además del 
correspondiente acondicionador de señal 
(proporcionado por el mismo fabricante). El conjunto 
emisor-receptor utilizado puede verse en la Figura 3. 
 
Durante la realización de las medidas la distancia 
entre emisor y receptor fue variada desde 16cm. a 
1m. con un paso de 1 cm. Además, para la 
adquisición y tratamiento de las señales, se ha 
empleado una tarjeta de adquisición de datos de 10 
Msamples/sg . 
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Figura3: Sistema emisor-receptor con elemento 
conformador 
 
Para la realización de las medidas con elemento 
conformador se han usado bocinas de geometría 
variada, presentándose en este trabajo una bocina 
cuya características geométricas se detallan en la 
Figura 4 y en la cual el eje y es el eje de simetría.  
 
 
≈17º 
≈11cmº 
Eje x 
Ej
e 
y 
 
 
Figura4: Geometría del elemento conformador 
 
 
3 ANÁLISIS DE LAS 
SIMULACIONES 
 
Las simulaciones realizadas  se llevaron a cabo 
teniendo en cuenta varios factores que afectan al 
lóbulo de radiación, como son el radio del diámetro 
del sensor y el coeficiente de atenuación del aire que 
depende de la temperatura y humedad entre otros 
factores. 
 
Atendiendo únicamente al tamaño del sensor, se 
obtienen lóbulos de radiación distintos, como se 
puede observar en la Figura 5 y Figura 6, para el caso 
de radiación libre.  
 
En la Figura 5, se presenta la simulación para un 
sensor radio 0.5 cm. y trabajando a una frecuencia de 
40 Khz., mientras que en la Figura 6, lo que se 
representa es el mismo caso pero con un sensor de 
radio 1cm. Se comprueba que si se aumenta el 
tamaño del sensor, se aumenta la directividad del 
lóbulo de radiación, como era de esperar. 
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Figura 5. Simulación con radiación libre y radio 
sensor 0.5cm. 
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Figura 6. Simulación con radiación libre y radio del 
sensor de 1cm. 
 
Si se analiza el efecto del tamaño del sensor en el 
caso de simulación usando elemento de conformador 
se obtienen las Figuras 7 y Figura 8, en las que los 
resultados son los mismos que en el caso de radiación 
sin bocina. 
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Figura 7 Simulación con elemento mecánico y  radio 
sensor 0.5cm. 
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Figura 8 Simulación con bocina y radio sensor 
0.5cm. 
 
Aunque si el estudio se centra sobre el eje de 
radiación, se observa que el tamaño del sensor no 
afecta a la distancia de trabajo, ya que la relación de 
presiones acústicas entre curvas es prácticamente 
constante. Ver Figura 9 y 10. 
 
 
 
Figura 9: Relación entre presiones acústicas sobre el 
eje de radiación para 2 tamaños de sensor distintos y 
en el caso de radiación libre. 
 
En la Figura 9, esta relación está entorno al valor de 
0.5 que es la relación que existe entre el tamaño de 
los sensores. Por otro lado cabe destacar, que las 
oscilaciones que se producen para las distancias 
grandes se deben a que la simulación con elementos 
finitos requiere que el número de ecuaciones que hay 
que resolver aumenta de una manera exponencial al 
aumentar el campo de trabajo, y por lo tanto, se 
requiere una gran potencia hardware para obtener 
mayor resolución. Para nuestro caso, fue preferible 
tener un mayor alcance (hasta 1m. sobre el eje y) 
aunque se disminuyera algo la resolución de la 
simulación. 
 
 
Figura 10: Relación entre presiones acústicas sobre el 
eje de radiación para 2 tamaños de sensor distintos y 
en el caso con bocina. 
 
Para la Figura 10, se observa la misma  relación 
(aproximadamente sobre el valor de 0.5), 
exceptuando a pequeñas distancias ya que en este 
caso la presión acústica se ve influenciada debido a 
que a cortas distancias con el uso del elemento 
conformador se produce un fenómeno de 
interferencias de las ondas en las zonas cercanas al 
elemento conformador.  
 
Si se atiende al coeficiente de atenuación se observa 
que al aumentar el coeficiente de atenuación, en el 
caso de la no utilización de elemento conformador, se 
acorta la distancia de trabajo, como es lógico pensar 
a priori. Ver Figura 11. 
 
 
 
Figura 11. Comparación de la simulación en 
radiación libre para tres coeficientes de atenuación 
distintos. 
 
Si analizamos el mismo efecto del coeficiente de 
atenuación  para el caso de simulación con elemento 
conformador se obtiene la Figura 12, en la que los 
resultados coinciden con los de la simulación en el 
espacio libre. 
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Figura 12. Comparación de la simulación con bocina 
para tres coeficientes de atenuación distintos. 
 
A la vista de las simulaciones con radiación libre y 
con elemento conformador, se observa que con la 
utilización de éste ultimo se aumenta la distancia de 
trabajo, como puede verse en la Figura 13. 
  
 
 
Figura 13. Comparación de simulación con radiación 
libre y con elemento conformador. 
 
 
4 RESULTADOS  
 
Si se realiza una comparación entre las simulaciones 
hechas en radiación libre para varios coeficientes 
distintos de atenuación y la medida obtenida con el 
sensor en las mismas condiciones, se obtiene la 
Figura 14. Como se puede observar en dicha figura, 
la simulación para los coeficientes de atenuación 
pequeños no es muy regular y esto es debido, al igual 
que se comentó con anterioridad, a las limitaciones 
de memoria en la simulación. 
 
Si se realiza la misma comparación pero haciendo 
uso del elemento conformador, se obtiene la Figura 
15. 
 
 
Figura14: Comparación de las simulaciones con 
distintos coeficientes de atenuación y la medida en 
radiación libre 
 
 
 
Figura15: Comparación de las simulaciones con 
distintos coeficientes de atenuación y la medida con 
bocina. 
 
 
5 VALIDACIÓN DEL MODELO EF 
 
A la vista de las comparaciones entre las medidas y 
las simulaciones con distintos coeficientes de 
atenuación y para el caso de radiación libre y con el 
uso de bocina, se observa que la validación 
experimental del modelo simulado con elementos 
finitos se produce para un coeficiente de atenuación 
de valor 0.005, valor no muy alejado del valor en las 
condiciones en las que se realizaron las medidas.  
 
En la Figura 16, se puede observar la relación 
obtenida entre la presión acústica con elemento 
conformador y presión acústica en radiación libre, 
tanto para el caso de  la medida como para el caso de 
la simulación con coeficiente de atenuación de 0.005, 
y en esta figura se observa que la tendencia de las dos 
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curvas es la misma. Cabe resaltar de nuevo la 
limitación hardware que se tiene en la simulación. 
 
 
 
Figura 16: Relación entre presiones acústicas con 
elemento conformador y en radiación libre para la 
medida y para una simulación. 
 
 
6 CONCLUSIONES  
 
En este trabajo se ha encontrado una validación 
experimental de un modelo simulado para el empleo 
de elemento conformador. 
 
A partir de los resultados obtenidos con esta 
validación, el objetivo de trabajos futuros es 
modificar la geometría y características de la bocina: 
ángulo de apertura, rugosidad y material con el fin de 
obtener un modelo por simulación que permita hallar 
las características óptimas que ha de tener un 
elemento conformador para conseguir unas 
características determinadas del lóbulo de radiación 
para una aplicación predeterminada, especialmente 
concentrar el haz y alargar la distancia de alcance. 
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Resumen
Por localizacio´n se entienden las te´cnicas que se
encargan de solucionar el problema de determinar
la posicio´n de un robot en su entorno usando sus
propios sensores. En este trabajo se presentara´ una
te´cnica de localizacio´n que pretende aportar una
nueva manera de localizar un robot equipado con
una ca´mara en un entorno topolo´gicamente estruc-
turado mediante te´cnicas probabil´ısticas. Se mos-
trara´ su aplicacio´n en entornos tan diferentes como
espacios de oficinas o el campo de la Robocup1,
y se comprobara´ como esta te´cnica es capaz de
adaptarse a las tareas que el robot ha de realizar
en estos entornos.
1. Introduccio´n
La localizacio´n de un robot en su entorno es uno
de los problemas cla´sicos de la robo´tica mo´vil. Es
el punto de partida de otros problemas como son
la interaccio´n con el entorno, y sobre todo, la na-
vegacio´n.Para la mayor parte de las tareas que un
robot mo´vil tiene que realizar depende de su po-
sicio´n en el mismo. En este trabajo pretendemos
dar una solucio´n de este problema para dos tareas
muy distintas.
El primer caso es el de la navegacio´n en interiores,
concretamente en entorno de oficina. En estos en-
tornos existen una gran cantidad de tareas que un
robot puede realizar: llevar el correo de un despa-
cho a otro, teleasistencia o tareas de seguridad. Un
robot debe conocer su posicio´n para trazar rutas
desde su posicio´n a su destino.
Otro escenario totalmente distinto es la competi-
cio´n de la Robocup. En esta competicio´n, en par-
ticular en la categor´ıa de las 4 patas2 (fig 1), equi-
pos de robots auto´nomos compiten entre s´ı en un
juego similar al fu´tbol. Esta competicio´n lo que
pretende es presentar un escenario donde mu´lti-
ples campos de la robo´tica pueden ser evaluados
entre diferentes grupos de investigacio´n a nivel
mundial. En este caso, un robot debe saber su po-
sicio´n en el campo para saber que´ hacer cuando
1www.robocup.org
2http://www.tzi.de/4legged/
Figura 1: Categor´ıa 4-legged. RoboCup 2006 (Osa-
ka, Japo´n)
Figura 2: Sony Aibo ERS-7
le llega la pelota, irse a una posicio´n determinada
cuando no la tiene, o simplemente, envia´rsela a un
compan˜ero para que e´ste pueda tomar decisiones
ma´s “inteligentes”.
El mecanismo de localizacio´n que se propone en
este art´ıculo resuelve la localizacio´n en entornos
tan diferentes como los expuestos anteriormente.
Usa un enfoque probabil´ıstico basado en Procesos
de Markov Parcialmente Observables (POMDP).
Divide el entorno donde el robot se ha de localizar
topolo´gicamente atendiendo a las caracter´ısticas
del entorno y/o las necesidades del robot. Se cal-
cula una densidad de probabilidad del conjunto de
estados en los que dividimos el entorno.
La plataforma en la que hemos probado esta te´cni-
ca es el robot Sony Aibo ERS-7. Este robot tiene
aspecto de perro (figura 2), y sus principales ca-
racter´ısticas son la locomocio´n realizada con sus 4
patas, y la sensorizacio´n basada en su ca´mara con
resolucio´n de 416x320 p´ıxeles.
El problema de la localizacio´n en entornos de ofi-
cina ha sido ampliamente estudiado [20], pero la
mayor parte de ellos [18] han sido disen˜ados pa-
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ra robot equipados con ruedas, que cuentan con
una informacio´n odome´trica muy precisa e infor-
macio´n sensorial en 360o . Estos me´todos no son
aplicables a robots con patas. El tipo de informa-
cio´n recibida de los sensores de sonar o la´ser es
ma´s fa´cil de procesar que los de una ca´mara, que
es el principal sensor en nuestro trabajo.
Otra diferencia clave con respecto a los trabajos
anteriores en entornos de interior y sobre todo en
el campo de la Robocup es su enfoque topolo´gico.
Un representacio´n topolo´gica del entorno, a dife-
rencia de la representacio´n me´trica donde la posi-
cio´n es relativa a unos ejes de coordenadas, divide
el entorno en zonas con similares caracter´ısticas.
Estas zonas no tienen por que´ tener las mismas
dimensiones. La divisio´n topolo´gica es hecha de-
pendiendo de las necesidad derivadas de las tareas
de los robots, y mantiene entre cada zona una re-
lacio´n de vecindad. Existen varios trabajos en este
sentido, como es [15], pero con robot con ruedas.
La idea principal que queremos transmitir es que
hay multitud de situaciones en las que un localiza-
cio´n tan fina como la me´trica no es necesaria, ya
que hay multitud de posiciones de un entorno en
las que el robot realizar´ıa las misma acciones con
la informacio´n de localizacio´n. No es tan necesaria
tanta precisio´n.
Te´cnicas probabil´ısticas markovianas se han usa-
do en [2], [5] y [14], pero, otra vez, siempre con
robots con ruedas y sensores de radar o sonar. En
[9] se usa una aproximacio´n markoviana basada en
visio´n, pero la informacio´n extra´ıda de las ima´ge-
nes son histogramas y caracter´ısticas invariantes
a la escala (SIFT) [13] que son calculadas a par-
tir de un enorme conjunto de ima´genes tomadas
del entorno. Nuestra aproximacio´n no necesita to-
mar fotos con anterioridad, solo un mapa 2D del
entorno.
En el a´mbito de la liga de 4 patas de la Robocup,
los me´todos de localizacio´n usados pueden apre-
ciarse en la tabla 1. La ma´s usada es el me´todo
de Monte Carlo [19][6][16][17][21][4]. Este me´todo
hace un muestreo en el espacio de estados del ro-
bot y mantiene una poblacio´n de part´ıculas que
van evolucionando y agrupa´ndose en las posicio-
nes donde cree que el robot se encuentra. En [22]
se compara Monte Carlo con el filtro de Kalman
[8], que es un filtro adaptativo considera o´ptimo
y que admite no linealidad y de esta manera per-
mite abordar el problema de la localizacio´n con
estas caracter´ısticas. El filtro de Kalman Exten-
dido(EKF) ha sido usado como u´nico me´todo en
puntuales trabajos [11][12] en la Robocup, pero
aunque el me´todo es potente y se ha probado con
e´xito en otros a´mbitos [3][10] , en este caso no es
suficientemente flexible para adaptarse a entornos
tan ruidosos. El me´todo difuso [1][7] es una varia-
cio´n del markoviano, pero dividiendo el terreno de
juego en un grid donde cada celda almacena una
posibilidad difusa tanto de la probabilidad de la
celda, como del estado ma´s probable y su incerti-
dumbre. Este u´ltimo me´todo intenta solucionar el
problema del coste computacional de los me´todos
markovianos puros, pero a diferencia del nuestro,
queda limitado por lo estricto de la divisio´n del
terreno de juego, que en nuestro me´todo puede no
ser regular en forma de grid, y que en cada casilla
no soporta la posibilidad de ser multimodal. To-
dos estos me´todos al final son un me´todo me´trico.
La alternativa propuesta es la u´nica que pretende
solucionar este problema desde el punto de vista
topolo´gico mostrando que es lo suficiente potente
como realizar las funciones del robot correctamen-
te.
Me´todo No equipos
Monte Carlo 10
EKF 2
Monte Carlo + EKF 2
Me´todo difuso 1
Triangulacio´n 2
Cuadro 1: Me´todos de localizacio´n utilizados en la
edicio´n de la RoboCup 2004
En la seccio´n 2 mostraremos los fundamentos de
la localizacio´n markoviana que aplicaremos en la
seccio´n 3 para entornos de oficina y en 4 para la
competicio´n de la Robocup, donde profundizare-
mos en sus caracter´ısticas particulares. En la sec-
cio´n 5 analizaremos los experimentos llevados a
cabo para validar el me´todo. Por u´ltimo, en la sec-
cio´n 6 presentaremos las conclusiones derivadas de
este trabajo.
2. Procesos ocultos de Markov
parcialmente observables
(POMDPs)
Los POMDPs se caracterizan por modelar pro-
cesos estoca´sticos donde se usa una densidad de
probabilidad Bel sobre todos los posibles estados
s S = {s1, s2, ...} en los que el robot puede encon-
trarse. Belt(S = s) representa la creencia de estar
en el estado s en el instante t. Al inicio del proce-
so de localizacio´n, dependiendo del conocimiento
a priori de la posicio´n del robot, Bel0(S) puede
estar uniformemente distribuido
Bel0(si) =
1
|S| (1)
o centrado en el esto donde la posicio´n inicial j se
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conoce,
Bel0(si) = 0 + δ,∀i 6= j, δ << 0,01 (2)
Bel0(sj) = 1− δ, δ << 0,01 (3)
La actualizacio´n de Bel se divide en dos pasos
ato´micos. El primero es la fase de movimiento que
se aplica cuando el robot realiza un movimiento o
completa una accio´n. Se utiliza la informacio´n de
la accio´n para modificar su creencia sobre su es-
tado. La segunda el la fase de observacio´n, donde
la creencia se actualiza en funcio´n de la informa-
cio´n extra´ıda de las entradas sensoriales del robot.
Este proceso se realiza cuando se obtiene la infor-
macio´n necesaria para cada paso y no tiene porque
ser ejecutada de manera alternativa.
2.1. Fase de movimiento
Las acciones de un robot son modeladas como un
modelo de accio´n p(s′|s, a), que es la probabilidad
de alcanzar el estado s′ si la accio´n a es ejecutada
en el estado s. Para obtener la creencia del conjun-
to de estados Belt(S′), se aplica una actualizacio´n
bayesiana. Con cada accio´n se aplica:
Belt(s′) =
∑
s∈S
p(s′|s, a) ·Belt−1(s),∀s′ ∈ S (4)
2.2. Fase de observacio´n
Para calcular la creencia actualizada con la infor-
macio´n sensorial Belt(S′), usamos el modelo de
observacio´n p(o|s′), que representa la probabilidad
de estar en el estado s′ habiendo obtenido la ob-
servacio´n o.
Belt(s′) = p(o|s′) ·Belt−1(s),∀s, s′ ∈ S (5)
3. Aplicacio´n a entornos de
interiores
Esta aplicacio´n pretende detectar la posicio´n de
un robot mo´vil en un entorno de oficinas para que
pueda navegar por los pasillos de un despacho a
otro. Usara´ como principal sensor las ima´genes de
la ca´mara, y utilizara´ tambie´n el sensor de infra-
rrojos que tiene situado al lado de la ca´mara en el
morro del robot. La informacio´n que obtendra´ de
la imagen de la ca´mara sera´n elementos comunes
de este entorno, como son las puertas, las luces del
techo y los elementos que tiene a ambos lados el
robot.
Los elementos que se deben definir en cada entorno
de aplicacio´n son:
1. El mapa del entorno y como se traduce a un
conjunto de estados.
2. El conjunto de acciones que el robot puede
llevar a cabo y el modelo de accio´n asociado
a los estados p(s′|s, a).
3. El conjunto de observaciones que el robot per-
cibe del entorno, y su modelo de observacio´n
asociado a los estados p(o|s).
3.1. El conjunto de estados
A todas las posibles posiciones y orientaciones en
las que el robot se puede encontrar las denomi-
namos como “estados”. Los estados son definidos
sobre un entorno de oficina (figura 3) formado por
pasillos (representados como c´ırculos) y habita-
ciones (representados como cuadrados). No tienen
ninguna relacio´n me´trica, esto es, un nodo que re-
presente una porcio´n de pasillo con similares ca-
racter´ısticas puede tener una longitud mucho ma-
yor que otra porcio´n de pasillo mucho menor. Re-
cordemos que la divisio´n es topolo´gica y depende
de las observaciones tomadas desde las posiciones
del nodo y de las diferentes acciones que un robot
puede tomar en una zona del entorno.
En la figura 3 se observa los pasos necesarios para
dividir un entorno de oficina. Primero se identi-
fican los nodos como partes del mapa donde el
robot percibe ide´ntica informacio´n sensorial y las
decisiones adecuadas en cada momento son tam-
bie´n ide´nticas. Como el robot usa la informacio´n
referentes a los elementos que tiene a los lados (pa-
sillo, puerta o pared), como veremos en la seccio´n
3.3, la divisio´n en nodos es realizada teniendo es-
te criterio. De este modo, una porcio´n de pasillo
sin puertas a los lados en un mismo nodo, pero si
hay una porcio´n de pasillo que tiene una puerta
en uno de los dos lados, lo consideramos un nodo
diferente.
Finalmente, una vez obtenidos los nodos, como ob-
servamos en la figura 3, se obtienen los estados en
los que el robot se puede encontrar. Una manera
simple y homoge´nea es dividir cada nodo en cua-
tro orientaciones, ya que un robot ha de realizar
diferentes acciones dentro de un nodo dependien-
do si esta´ orientado hacia la pared, una parte del
pasillo o la otra.
3.2. Modelo de movimiento
Las acciones que el robot puede tomar en cada
posicio´n son simples, avanzar hasta el siguiente
nodo, girar 90o hacia la izquierda o girar 90o a la
derecha. Estos giros son en lazo cerrado de manera
que el robot esta´ obteniendo informacio´n de sus
sensores, tanto de infrarrojos como, sobre todo,
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Figura 3: Formacio´n de los estados a partir de la
descomposicio´n de los nodos del entorno
de la ca´mara, para detectar cuando ha cambiado
de estado. Por ejemplo, si el robot esta´ orientado
hacia el fondo del pasillo y a ambos lados tiene
pared, y decide realizar la accio´n de avanzar, el
robot avanzara´ hacia adelante hasta que en alguno
de los lados deje de encontrar pared.
El principio probabil´ıstico de este me´todo nos per-
mite asociar a cada accio´n la probabilidad de e´xito
en la realizacio´n de la misma. En la tabla 2 que-
da definida esta probabilidad. Para el caso de los
giros a ambos lados, la probabilidad de que el ro-
bot no realice el giro correcto y permanezca en el
mismo estado (N) es 0.15. La probabilidad de que
gire 90o correctamente (G) es 0.70, La probabi-
lidad de que gire hasta el estado situado a 180o
(GG) es 0.15, y la probabilidad de que gire hasta
el estado situado a 270o (GGG) es cercana a 0. De
igual manera, para la accio´n de avanzar hasta el
siguiente estado, la probabilidad de quedarse en el
mismo estado (N)es 0.20, de realizar correctamen-
te la accio´n (A) es 0.6, y de avanzar ma´s alla´ del
estado al que se quiere llegar (AA y AAA) es 0.15
7 0.05 respectivamente.
Esto permite que el sistema sea robusto a coli-
siones, deslizamientos, errores en la deteccio´n del
cambio de estado y cualquier eventualidad que
pueda suceder en el mundo real donde el robot
se ha de desenvolver. Los valores anteriormente
mostrados son fruto de una experimentacio´n y ob-
servacio´n de la precisio´n de los movimientos y en
la deteccio´n de cambios de estado.
El modelo de movimiento p(s′|s, a) queda final-
mente definido con el conjunto de estados (que
contiene informacio´n de vecindad) y la tabla 2.
Una matriz nxn, siendo n es nu´mero de estados,
se genera a priori para cada accio´n. Estas matri-
GIzq N: 0.15 G: 0.70 GG: 0.15 GGG: 0.0
GDer N: 0.15 G: 0.70 GG: 0.15 GGG: 0.0
Avan N: 0.20 A: 0.6 AA: 0.15 AAA: 0.05
Cuadro 2: Incertidumbre en la ejecucio´n de la ac-
cio´n.
ces representan para cada accio´n a, p(s′|s), y son
usadas cuando el robot realiza una accio´n para el
ca´lculo del Bel actualizado.
3.3. Modelo de observacio´n
Los elementos naturales con los que nos encontra-
mos en este entorno son las paredes, las puertas y
las luces del techo. E´stas u´ltimas son u´tiles ya que
pueden dar idea de profundidad en un pasillo. Si
se evalu´a un estado orientado hacia los fondos del
pasillo y se detecta una elevada cantidad de lu-
ces, indica que el final del pasillo esta´ lejos, y si se
detectan pocas significa que el robot se encuentra
cerca del final del pasillo.
Figura 4: Deteccio´n de 6 luces y 8 puertas en un
estado del pasillo alejada del final del mismo.
Figura 5: Deteccio´n de 1 luz y 5 puertas en un
estado del pasillo cercana a la pared.
Las matrices de observacio´n creadas para cada es-
tado en funcio´n de la observacio´n que deber´ıa te-
ner p(o|s) soportan que haya errores en la extrac-
cio´n de informacio´n de las ima´genes. Por ejemplo,
si un robot en una posicio´n deber´ıa detectar 6 lu-
ces, no deber´ıa agruparse la probabilidad so´lo en
6 luces (como en la figura 6) , sino que deber´ıa
tenerse en cuenta error en la observacio´n (figura
6).
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Figura 6: p(o|sx) sin tener en cuenta errores en la
observacio´n si a priori es conocido que o = 6 para
s = x.
Figura 7: p(o|s) teniendo en cuenta errores en la
observacio´n si a priori es conocido que o = 6 para
s = x.
4. Aplicacio´n a la Robocup
El entorno del campo de la Robocup es muy di-
ferente al presentado en la seccio´n 3, y las nece-
sidades de localizacio´n son igualmente diferentes.
El me´todo propuesto en este art´ıculo es capaz de
adaptarse a este entorno, como mostraremos en
esta seccio´n.
El campo tiene unas dimensiones fijas de
5400x3600 mm, y tiene una serie de marcas visua-
les que el robot puede usar para localizarse (figura
8). El objetivo de los robots es el de marcar goles
en la porter´ıa del equipo contrario. El comporta-
miento de los robots es diferente dependiendo del
sitio del terreno de juego donde se encuentren, y
el rol que este´n adoptando en cada momento. No
solo han de realizar todas sus tareas, incluida la de
localizarse, sino que lo han de hacer con unos tiem-
pos de computacio´n razonables para que el robot
cumpla con su labor de una manera adecuada.
4.1. El conjunto de estados
Debido a la flexibilidad del me´todo de localiza-
cio´n mostrado aqu´ı, la divisio´n de entorno del ro-
bot en estados se puede hacer de mu´ltiples mane-
ras. Podemos dividirlo en un grid regular donde
Figura 8: Campo de juego de la categor´ıa 4-legged
de la RoboCup
todos las celdas tienen las mismas dimensiones y
los mismos estados para representar la orientacio´n
del robot (figura 9). Esto satisface las necesidades
de poder estimar me´tricamente la posicio´n del ro-
bot, que puede necesitar alguna arquitectura de
comportamientos en particular. La estimacio´n es
semi directa, y el nu´mero de estados responde a
un compromiso entre la precisio´n necesitada y los
recursos computacionales disponibles.
Figura 9: Campo dividido en nodos de la misma
dimensio´n. Cada nodo tiene 8 estados separados
de forma uniforme
Otra posibilidad es configurar el espacio de esta-
dos dependiendo de las acciones que el robot tenga
que hacer en cada zona del campo (figura 10). Por
ejemplo, un robot en tareas defensivas en la mi-
tad de su propio campo no necesita saber nada
ma´s que si esta´ en la derecha o izquierda del cam-
po, y una orientacio´n aproximada para para lanzar
la pelota hacia el campo contrario. Esta decisio´n
necesita menos precisio´n de localizacio´n que posi-
ciones cerca de la porter´ıa contraria por parte de
los delanteros. La localizacio´n se orienta hacia el
uso que de ella se va a hacer.
4.2. Modelo de movimiento
Al usar una aproximacio´n tipo grid, el modelo de
movimiento usado esta´ basado en la odometr´ıa. Se
realiza un difuminado de la probabilidad de cada
estado a los cercanos topolo´gicamente, atendiendo
a la odometr´ıa recibida.
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Figura 10: Campo dividido en nodos con distintas
dimensiones. Cada tiene un nu´mero diferente de
estados, que corresponden a orientaciones arbitra-
riamente disen˜adas para cada nodo
En la figura 11 se puede ver la evolucio´n del
grid de probabilidad atendiendo a la informacio´n
odome´trica. Se observa como se difumina a los es-
tados cercanos, para tener en cuenta errores entre
el movimiento real y el percibido por el robot.
Figura 11: Modelo de movimiento basado en odo-
metr´ıa. Se observa la influencia de los estados ma´s
probables en sus vecinos.
4.3. Modelo de observacio´n
La informacio´n que el robot usa para localizarse es
la posicio´n relativa al robot de las marcas visuales
que existen en el campo. Estas marcas son las dos
porter´ıas y las cuatro balizas. El sistema ha de ser
robusto a errores en estas observaciones, ya que el
robot esta´ realizando un movimiento continuo, y
las medidas pueden no ser exactas.
Internamente el robot almacena tres valores para
cada marca visual < ρ,Θ, anchor >, donde ρ es
la distancia a la marca, Θ es el a´ngulo respecto al
eje del robot, y anchor es un valor que nos indica
la confianza de esta informacio´n. Si el anchor es
elevado, la informacio´n se considera correcta y re-
ciente; si es bajo, la informacio´n no es va´lida. Este
valor de anchor disminuye con el tiempo desde que
la informacio´n de la marca visual es refrescada, y
con la odometr´ıa.
Para hacer el modelo de observacio´n tolerante a
errores dentro de nuestro algoritmo, hemos asig-
nado a priori la probabilidad de, estando en el
estado s, encontrarse con la observacio´n o. En la
figura 12 se muestra una observacio´n de una baliza
en cierto estado. En ese estado, las probabilidades
de encontrar esa baliza esta´ dibujado en azul. la
p(o|s) depende del a´ngulo con que se percibe la
baliza. Si esta´ en la zona oscura es 1, si esta´ en la
clara, es 0,6, ya que puede haber habido un lige-
ro error en la observacio´n. Si esta´ en el azul ma´s
claro es 0,3, por haberse producido una error con-
siderable, que hay que tener en cuenta. Si esta´ en
otra regio´n se considera improbable obtener esa
observacio´n en ese estado.
Figura 12: modelo de observacio´n p(o|s).
5. Experimentos
Para medir el me´todo en entorno de interiores, se
comparo´ el estado real del robot con la estimacio´n
ma´s probable del robot. En el experimento mos-
trado en la figura 13 el robot recorre un entorno
real de oficinas del punto 1 al 2. Se ha medido la
distancia en transiciones de estados (pasos) desde
la estimacio´n del robot hasta su posicio´n real, y
los resultados se muestran en 14.
Los experimentos sobre el campo de la Robocup
consistieron, al no disponer de groundtruth, en co-
locar al robot en posiciones aleatorias del terreno
de juego y hacer que se dirigiera al centro haciendo
uso u´nicamente de la informacio´n de localizacio´n,
y que permaneciese all´ı. Los resultados despue´s de
varias pruebas son que la media del error en X es
297mm, y en Y es 207mm. La desviacio´n esta´ndar
de cada uno es 45mm y 130mm respectivamente.
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Figura 13: Recorrido del robot en el experimento.
Figura 14: Error en la estimacio´n de la posicio´n.
6. Conclusiones
El enfoque topolo´gico ha resultado ser adecuado
en las dos aplicaciones que hemos mostrado en es-
te trabajo. Estas aplicaciones han sido abordadas,
sobre todo la segunda, con un enfoque me´trico.
El enfoque topolo´gico ha permitido almacenar la
vecindad entre los estados que en la realidad son
adyacentes. Asimismo, ha permitido poder confi-
gurar la granularidad de la divisio´n del entorno en
estos estados, y no siempre esta divisio´n puede ser
regular. La divisio´n puede atender a las acciones
que un robot puede tomar en cada parte del juego.
Hemos mostrado co´mo dividir el entorno en zonas
de distinta dimensio´n donde el robot realizar´ıa ac-
ciones ide´nticas.
Las pruebas realizadas muestran que el enfoque es
correcto y funcional en las aplicaciones tomadas
en cuenta. Futuras pruebas con groundtruth y
un estudio detallado del comportamiento de los
robots, en el caso de la Robocup, aportara´ unos
resultados so´lidos con los que dar los siguientes
pasos. Estos pasos ir´ıan encaminados a una
posible configuracio´n del espacio de estados
dina´micamente en funcio´n de los roles de los
jugadores, precisio´n necesitada en cada momento
y recursos computaciones del robot.
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Resumen 
 
Partiendo de una plataforma de procesamiento de 
imágenes, que es capaz de determinar la cantidad de 
mala hierba presente y el estado de crecimiento de 
cultivo a partir de una foto, se propone un control 
borroso MIMO sobre la barra de tratamiento de 
herbicida de un tractor, que controle la apertura y 
cierre de cada una de las secciones de la barra, la 
dosis de herbicida a aplicar en cada instante así 
como la velocidad del tractor. El controlador se ha 
desarrollado y simulado en Matlab, con resultados 
muy satisfactorios que suponen un ahorro 
significativo en la cantidad de herbicida a utilizar 
manteniendo un alto nivel de eficiencia en su acción. 
 
Palabras Clave: Control Borroso, Control 
multivariable, Agricultura de Precisión, 
Conocimiento experto 
 
 
 
1 INTRODUCCIÓN 
 
Desde que el hombre descubrió la agricultura su 
principal tarea ha sido siempre separar las espigas de 
la cizaña. No todo lo que crece en un campo bien 
cultivado es una bendición, también hay malas 
hierbas que sólo causan perjuicios a los cultivos, 
compitiendo con ellos por la luz, el agua y los 
nutrientes. Actualmente, para eliminar estas malas 
hierbas, se aplican tratamientos fitosanitarios 
(herbicidas) en todo el campo a dosis fija. Estas 
prácticas se orientan hacia una gestión uniforme del 
campo ignorando la variabilidad espacial que aparece 
en los cultivos, lo que presenta fundamentalmente 
dos tipos de inconvenientes: 
a) contaminación de los suelos con la consecuente 
contaminación de las aguas subterráneas. Según 
informes de la Organización Mundial de la Salud, los 
niveles de nitrógeno en el agua subterránea han 
aumentado en muchas partes del mundo como 
consecuencia de la "intensificación de las prácticas 
agrícolas", 
b) un notable aumento en el coste económico de la 
producción agrícola. 
 
La agricultura de precisión nace para conseguir 
mejorar la calidad de los cultivos, y a la vez ahorrar 
en su mantenimiento. Uno de sus principales 
objetivos es rociar fitosanitario únicamente en los 
puntos estrictamente necesarios y en la cantidad 
mínima posible, ya que esto permitiría reducir los 
residuos de herbicida en suelos, plantas y atmósfera, 
muy dañinos para el planeta. Es decir, en 
contraposición a los métodos agrícolas tradicionales, 
propone ajustar las dosis del tratamiento fitosanitario 
a las necesidades de cada unidad de terreno, 
aplicando herbicida sólo en aquellas zonas en las que 
la densidad de mala hierba así lo aconseje, [5]. De 
este modo se logra reducir tanto la contaminación 
como el coste de la producción agrícola [3]. Esto 
implica la recolección de información específica del 
campo (densidad de cultivo, distribución y cobertura 
de mala hierba, etc.) en distintos puntos y su 
posterior procesamiento. 
 
Aunque la Agricultura de Precisión se marca como 
objetivo realizar esta tarea en tiempo real, la fase 
previa, como en toda obra de ingeniería, es la 
simulación y prueba del sistema. Por ello, los 
métodos desarrollados hasta ahora se basan en un 
muestreo de la información ajustado a una malla del 
campo, que posteriormente se procesa en el 
simulador y se obtiene como resultado el mapa de 
aplicación de herbicida, [1], que indica qué cantidad 
de herbicida aplicaría el sistema en cada punto del 
campo. 
 
Para llevar a cabo la recolección de información 
necesaria para el desarrollo del mapa de aplicación 
de herbicida se puede usar un sistema de visión 
artificial que, a partir de fotos del campo tomadas en 
distintos puntos, discrimine la mala hierba del cultivo 
y calcule tanto la distribución y cobertura de mala 
hierba como la densidad relativa del cultivo. El uso 
de sistemas de este tipo permite la detección precisa 
y puntual de malas hierbas, ya que ajustan sus 
XXVII Jornadas de Automática
Almería 2006 - ISBN: 84-689-9417-0 1089
valores en función de lo mostrado en cada imagen. 
En nuestro caso, se dispone de una plataforma 
desarrollada por el grupo investigador del IAI de 
procesamiento de imágenes que halla, a partir de una 
foto, el índice de cobertura de malas hierbas presente 
en ella, así como el estado de crecimiento del cultivo, 
necesario para determinar la importancia de la 
infestación y por ende medir cuantitativamente la 
cantidad de herbicida a usar [2]. 
 
A partir de los valores de índice de cobertura y 
estado de crecimiento hallados por el sistema de 
visión artificial, hay que actuar sobre la barra de 
tratamiento de herbicida del tractor de modo que la 
cantidad de herbicida suministrada se ajuste al 
mínimo necesario, entendiendo por mínimo necesario 
la cantidad de herbicida requerida para eliminar la 
mala hierba por completo. Para lograr esto, se 
propone un controlador sobre la barra de modo que 
ajuste el caudal de herbicida como respuesta a la 
salida del sistema de visión, y también controle la 
velocidad del tractor, ya que está influye en la 
cantidad y distribución de herbicida rociado. 
 
El sistema diseñado ha sido simulado en el entorno 
de desarrollo Matlab. 
 
En la siguiente sección se describe formalmente el 
problema, en términos de las entradas y salidas del 
controlador así como las características y requisitos 
de la barra de tratamiento. En la sección 3 se analiza 
en detalle el controlador borroso desarrollado, 
explicando su estructura y funcionamiento. En la 
sección 4 se examinan los resultados en comparación 
con las prácticas agrícolas habituales. Para finalizar, 
en la sección 5 se exponen las conclusiones más 
importantes de este trabajo. 
 
2 DESCRIPCIÓN DE LOS 
COMPONENTES DEL SISTEMA 
 
2.1 TRACTOR Y BARRA DE 
TRATAMIENTO DE HERBICIDA 
 
El tractor usado es un tractor de la casa John Deer. Es 
importante destacar que el motor de este tractor 
(igual que el de todos los tractores modernos), 
funciona a régimen constante de revoluciones por 
minuto, denominado toma de fuerza, y que para 
variar la velocidad de éste no se dispone de un 
actuador continuo (acelerador), como en los coches, 
si no de un variador de velocidad discreto, que sólo 
permite unos determinados valores. Este dato es 
fundamental a la hora de diseñar el controlador, ya 
que implica que no todos los valores de salida estarán 
permitidos. 
 
La barra de tratamiento de herbicida usada es una 
barra HARDI NK, de 10 metros de longitud, con 5 
secciones independientes de 2 metros cada una. La 
barra consta de un depósito de 400 litros, de una 
bomba que lleva el herbicida hasta los brazos de 
pulverización, así cómo de sensores que miden el 
estado actual (presión de trabajo, caudal actual, 
secciones abiertas, etc.). El hecho de que la barra 
disponga de 5 secciones independientes permite 
mejorar aún más el tratamiento selectivo de malas 
hierbas, ya que en el mismo instante de tiempo se 
puede abrir unas secciones y cerrar otras, de modo 
que se aplique tratamiento en unos lugares y en otros 
no. Eso sí, el caudal debe ser el mismo para todas las 
secciones. La limitación de la cantidad de herbicida 
transportable en el depósito hace necesaria la vuelta 
atrás para rellenarlo si éste se vacía, de modo que una 
vez más será preferible usar la mínima cantidad 
posible de herbicida, para minimizar el número de 
viajes de recarga del depósito. En la Figura 1 se 
muestra en detalle una de las secciones de la barra, 
con su brazo de pulverización.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.2 REQUISITOS DEL CONTROLADOR 
 
Como ya se ha dicho, se parte de un muestreo 
fotográfico del campo, donde cada una de las 
fotografías tomadas corresponde a una zona concreta, 
ajustándose a una malla. Posteriormente, se procesa 
cada una de las imágenes mediante una plataforma de 
procesamiento de señales bidimensionales que 
devuelve como salida el valor de Indice de Cobertura 
de mala hierba presente en la foto, así como el 
Estado de Crecimiento actual del cultivo. La primera 
medida nos da información de la cantidad de mala 
hierba presente, mientras que la segunda es necesaria 
para ajustar mejor la cantidad de herbicida ya que 
ante valores idénticos de índice de cobertura, un 
campo en estado de crecimiento inicial es 
potencialmente mucho más peligroso que uno en 
estado avanzado, debido a que dicho valor de índice 
de cobertura puede multiplicarse al crecer el cultivo. 
Además un cultivo recién crecido es mucho más 
frágil que uno ya bien desarrollado. De este modo, se 
obtienen dos mapas distintos a partir de las imágenes 
Figura 1: Detalle de una sección de la barra 
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iniciales: un mapa de índices de cobertura y otro de 
estados de crecimiento del cultivo. 
 
A partir de estos dos mapas, hay que lograr que el 
tractor ajuste la cantidad de herbicida a aplicar en 
cada instante. Para ello, hay que desarrollar un 
controlador sobre la barra de tratamiento y el tractor, 
que reciba como entrada la salida del sistema de 
visión y el estado actual del tractor, y determine tanto 
el caudal expulsado (l/min), como la velocidad del 
tractor (ya que la cantidad final de herbicida rociado 
es función del caudal y de la velocidad). Además, en 
nuestro caso, la barra de tratamiento dispone de 5 
secciones independientes por lo que el controlador 
deberá también decidir que secciones cierra y cuáles 
abre. En la figura 2 se resumen las entradas y salidas 
resultantes para el controlador. Los valores de salida 
de velocidad y caudal serán valores de ajuste sobre 
los valores de entrada (aumentar/disminuir), y dichos 
valores reajustados se retroalimentan en la siguiente 
iteración. 
 
 
Un requisito muy deseable (y muy extendido) del 
controlador es que produzca el menor número posible 
de cambios en los actuadotes que controla, es decir, 
que produzca el mínimo número posible de 
variaciones sobre su salida. En nuestro caso, además, 
resulta más conveniente actuar sobre la velocidad que 
sobre el caudal, ya que el variador de velocidad es 
mucho más flexible, preciso y robusto que el 
regulador de caudal de la barra de tratamiento, 
expuesto a mucha mayor complejidad e inestabilidad. 
Siempre que se deba reducir/aumentar la cantidad 
final de herbicida aplicada, es mejor 
aumentar/reducir la velocidad, que reducir/aumentar 
el caudal en la barra. Obviamente, también habrá 
casos en los que no quedará más opción que actuar 
sobre el caudal de la barra. 
 
 
3 CONTROLADOR BORROSO 
 
El controlador debe recibir como entrada las dos 
variables de los mapas creados por el sistema de 
visión, el último caudal utilizado y la velocidad 
actual del tractor, y a partir de estos datos controlar la 
cantidad y distribución de herbicida actuando sobre 
la barra de tratamiento modificando el caudal y 
abriendo o cerrando las distintas secciones, y sobre el 
variador de velocidad del tractor para modificar la 
velocidad. Debido a la independencia de la apertura y 
cierre de cada sección, y a que cada una cubre un 
área bastante grande (2 m), el sistema propuesto 
razona independientemente sobre cada una de las 
secciones de la barra. Así en cada instante se 
dispondrá de 5 imágenes distintas, con 5 valores de 
Índice de Cobertura y Estado de Crecimiento 
asociados. El controlador generará las salidas para 
cada una de las secciones, ajustando posteriormente 
la velocidad al mínimo de las 5 velocidades y el 
caudal al máximo de los 5 posibles valores para el 
caudal. 
 
El problema encontrado al diseñar dicho controlador 
es que no se dispone de ningún modelo del 
comportamiento que debería seguir, ni tampoco del 
sistema al que va a controlar. De lo único de lo que 
se dispone es de conocimiento de experto, es decir, 
cómo se comportaría un experto agricultor si fuese él 
el que condujese el tractor y tuviese control sobre la 
barra de tratamiento. Este tipo de conocimiento es 
muy difícil de transferir a un controlador clásico, ya 
que no se basa en datos claros ni precisos, sino en 
reglas muy intuitivas y con incertidumbre. La Lógica 
Borrosa, introducida por primera vez en 1965, puede 
ser de gran utilidad en casos como estos como ya se 
ha demostrado en numerosas ocasiones [6]. 
 
Esta forma de lógica difusa, en contraposición a la 
Lógica Clásica, permite la representación de valores 
imprecisos. Las variables en Lógica Borrosa toman 
valores en un intervalo de confianza de 0 a 1, y 
posteriormente se combinan mediante reglas borrosas 
para llegar a un valor final [4]. Esta forma de lógica 
ha sido muy usada en todo tipo de aplicaciones, 
especialmente en control. En cuanto a los beneficios 
a la hora de aplicar Lógica Borrosa en agricultura, un 
buen ejemplo es [7], donde los autores ajustan las 
cantidades de herbicida a rociar en campos de 
cereales de invierno mediante reglas borrosas. 
 
3.1 ESTRUCTURA PRINCIPAL 
 
A la hora de modelar un sistema mediante Lógica 
Borrosa hay varias configuraciones posibles, tanto 
para la estructura de las reglas como para la forma en 
la que se opera o en como se transforma la salida de 
nuevo a un valor no borroso, o “defuzzyficación”. 
Esto último es necesario ya que los actuadotes 
necesitan una entrada no borrosa. 
 
En este caso se ha escogido el método de implicación 
de Mamdani, donde tanto los antecedentes como los 
consecuentes son proposiciones borrosas. Este 
modelo ha sido preferido a otros por su sencillez, y 
por el claro hecho de que la salida de nuestro 
Est. Crecimiento 
 
 
CONTROLADOR 
Ind. Cobertura 
 
Caudal (t-1) 
 
Velocidad 
 
Secciones 
 
Caudal 
 
Velocidad 
 
Figura 2: Entradas y salidas del controlador 
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controlador debe tener forma borrosa. A la hora de 
seleccionar las funciones matemáticas para las 
operaciones de AND, OR y “defuzzyficación”, se 
han seleccionado respectivamente las funciones: 
MIN, MAX y “Centroide”, que permiten obtener 
buenos resultados. 
 
3.2 CONJUNTOS BORROSOS 
 
En la figura 2 se mostraban las entradas y salidas del 
controlador. Todas las entradas toman un valor 
continuo dentro de un rango especificado, que varía 
entre una entrada y otra debido a su distinta 
naturaleza. Dicho valor se debe transformar en un 
conjunto borroso para su posterior uso como 
antecedente en las reglas de inferencia del 
controlador. Para llevar esto a cabo se definen las 
funciones de pertenencia mostradas en la figura 3. En 
todas ellas la forma trapezoidal de los conjuntos se ha 
preferido a otras por su sencillez y por su mayor 
velocidad de cómputo. 
 
La figura 3A muestran los conjuntos borrosos 
perteneciente a la variable Índice de Cobertura (IC). 
El rango de valores, al ser un porcentaje, va desde 0 a 
100. La caracterización de IC se ha hecho en 4 
conjuntos (nada, poco, medio y mucho). En los 
extremos (mucho y nada), siempre se aplicará la 
dosis de herbicida máxima o mínima (nada de 
herbicida), y se pueden diferenciar claramente 
cuándo hay poca mala hierba de cuándo hay una 
cantidad importante. El valor de los rangos ha sido 
escogido gracias a la experiencia del grupo al tratar 
con imágenes de cultivos. El Estado de Crecimiento 
(figura 3B) se ha representado de forma similar con 3 
conjuntos (bajo, medio y alto). 
 
La Velocidad (figura 3C) varía entre 0 y 8 (en 
kilómetros por hora), que son las velocidades 
habituales del tractor en tareas de laboreo. El caudal 
(Figura 3D) ha sido normalizado aunque se considera 
cómo máximo los 400 litros por hectárea de los que 
es capaz la barra de tratamiento HARDI NK. 
 
 
 
Figura 3 (A, B, C, D, E). Funciones de pertenencia de 
los conjuntos borrosos de entrada 
 
Del mismo modo, las salidas son conjuntos borrosos 
definidos por las funciones de pertenencia mostradas 
en la figura 4, que se usarán para la 
“defuzzyficación”, dando lugar a las señales de 
control reales. Aquí la velocidad y el caudal no son 
valores absolutos, si no el valor de control o 
modificación que el controlador considera que se 
debe aportar sobre la velocidad y caudal de entrada. 
Por ello, la velocidad oscila entre [-5, 5] (5 km/h más 
rápido o más despacio), y el caudal entre [-1, 1] 
(bajar del todo o subir del todo). Ambas tienen tres 
conjuntos representando disminuir, mantener igual 
(no actuar) y aumentar. 
 
 
 
 
Figura 4: Funciones de pertenencia de los conjuntos 
borrosos de salida 
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La otra salida (sección) tiene dos posibles valores 
(abrir y cerrar sección), por lo que no es necesario 
ningún conjunto borroso para representarla. 
 
3.3 REGLAS BORROSAS 
 
Una vez convertidas las entradas a conjuntos 
borrosos, se aplican las reglas de inferencia para 
hallar las salidas. Para el diseño de las reglas, cómo 
ya se comentó, ha sido necesario el conocimiento de 
un experto, que se resume brevemente en la Tabla 1. 
Las filas representan el valor de entrada (conjunto 
borroso) de IC, mientras que las columnas 
representan el valor de entrada del Estado de 
Crecimiento. El valor de las casillas representa la 
cantidad de herbicida a aplicar, donde 0 significa no 
echar nada, 1 echar dosis máxima, ½  dosis media y 
¼ un cuarto de dosis. Los expertos en la materia 
consideran suficiente esta separación de las posibles 
dosis, y no recomiendan añadir mayor complejidad. 
Cómo ya se explicó al definir los conjuntos de IC, los 
dos extremos (Nada y Mucho) son aquellos para los 
que siempre se aplica dosis mínima de herbicida o 
dosis máxima, dando igual el valor del Estado de 
Crecimiento. Los otros dos conjuntos (Poco y Medio) 
sí que dependen del Estado de Crecimiento, ya que 
cuando el cultivo está poco crecido es potencialmente 
más peligroso (más frágil ante las malas hierbas), por 
lo que hay que echar más herbicida. 
 
Tabla 1: Reglas expertas 
 
IC/EC Poco Medio Alto 
Nada 0 0 0 
Poco 1/2 1/2 1/4 
Medio 1 1 1/2 
Mucho 1 1 1 
 
Ahora, lo que debe hacer el controlador es ajustar la 
apertura/cierre de sección, caudal y velocidad para 
alcanzar una cierta dosis. Dicho ajuste se hace de 
forma sencilla. Para alcanzar una dosis mínima, basta 
cerrar la sección, no dejando pasar nada de herbicida. 
Para el resto de valores, basta abrir la sección y 
combinar la velocidad con el caudal, teniendo en 
cuenta que a mayor caudal, más cantidad aplicada. 
Con la velocidad pasa lo contrario ya que cuánto más 
rápido va el tractor menos tiempo pasa por encima de 
la mala hierba y por lo tanto echará menos herbicida. 
Esto se resume en la Tabla 2. 
 
Tabla 2: Ajuste de la salida 
 
Velocidad Caudal Herbicida 
Baja Bajo 1/2 
Baja Medio 1/2 
Baja Alto 1 
Media Bajo 1/4 
Media Medio 1/2 
Media Alto 1/2 
Alta Bajo 1/4 
Alta Medio 1/2 
Alta Alto 1/2 
 
Combinando ambas tablas se forman las reglas 
borrosas: se miran los valores de IC y EC, para saber 
que dosis hay que alcanzar (Tabla 1), y con dicho 
valor se varía el caudal y velocidad de entrada hasta 
alcanzar el valor deseado (Tabla 2). Siempre se 
prefiere cambiar la velocidad al caudal, y se procura 
actuar solo cuando es imprescindible. 
 
4 SIMULACIÓN Y RESULTADOS 
 
Para poder probar el sistema y ver los resultados 
obtenidos se ha procedido a simularlo en el entorno 
de desarrollo Matlab. 
 
Se ha considerado un campo de 200 metros de largo 
por 80 de ancho (4 idas y vueltas del tractor), con una 
separación entre líneas de cultivo de 1.5 metros. Los 
mapas de Índice de Cobertura y de Estado de 
Crecimiento se auto generan aleatoriamente (aunque 
siguiendo una restricciones que aseguran que lo 
generado aleatoriamente representa una situación 
real), para de este modo comparar distintas 
situaciones. Todos estos valores son ajustables por 
parámetro y se pueden cambiar entre ejecuciones. 
Esto se ha hecho con objeto de disponer de una 
simulación lo más realista y versátil posible.  
 
La figura 5 muestra un ejemplo de ejecución. Las dos 
primeras imágenes (A y B) presentan los mapas de 
Índice de Cobertura y de Estado de Crecimiento 
generados. Nótese como el IC se acumula por rodales 
(como en los campos reales), y como el EC asemeja 
la forma de un cultivo. Las tres figuras restantes (C, 
D, E) representan la salida. La primera muestra los 
cambios sufridos por el variador de velocidad a lo 
largo del tiempo, la segunda los cambios sobre el 
caudal, y la ultima el mapa de herbicida obtenido. 
 
Analizando en detalle las figuras C y D, 
comprobamos que los cambios efectuados sobre la 
velocidad y el caudal son pocos, y que como 
queríamos, actúa más veces sobre la velocidad que 
sobre el caudal (un 11.5% de las veces la velocidad, 
y un 3.8 % el caudal). También se ve que mientras 
los cambios en la velocidad son bastante contenidos 
(nunca más de 1km/h de golpe), el caudal varía 
mucho más bruscamente (oscila entre +0.8 y -0.8). 
Esto es debido a que el minimizar la actuación sobre 
el caudal hace que cuando por fin se actúe sea por 
urgencia, siendo un cambio drástico. 
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La última figura es la más importante, ya que 
muestra el mapa de aplicación de herbicida generado. 
En él se ve claramente como se ajusta en forma y 
distribución al mapa de Índice de Cobertura, es decir, 
que muy probablemente eliminará correctamente 
toda mala hierba. Además, se puede comprobar que 
la mayor parte de las veces (77.5 %) que se decide 
aplicar algo de herbicida, la dosis es media. Esto 
coincide completamente con los estudios realizados 
hasta la fecha por los expertos, que apunta hacía que 
la mayoría de las veces aplicar media dosis es 
suficiente para acabar con las malas hierbas, 
logrando los mismos resultados que con la dosis 
completa pero con un ahorro significativo. 
 
Sobre 20 ejecuciones, comparado con prácticas 
habituales de aplicación de herbicida (a dosis fija en 
todo el campo), el sistema produce mapas de 
herbicida en los que de media se emplea 14,17 veces 
menos herbicida que con dosis total y 7,08 veces 
menos que con dosis a mitad. Aunque estas son 
cantidades sujetas a disminuir al trasladarse a la 
realidad, debido a la infinidad de variables que no se 
han tenido en cuenta (viento, resistencia de las 
plantas…), no dejan de ser cantidades que evidencian 
el claro éxito de la aplicación de técnicas de 
agricultura de precisión en contraste con las técnicas 
clásicas.  
 
 
Figura 5 (A, B, C, D. E): Simulación del sistema 
completo. Mapa de cobertura, estado de crecimiento, 
acción de control de velocidad, acción de control de 
caudal y resultado del controlador, respectivamente 
 
 
5 CONCLUSIONES Y TRABAJO 
FUTURO 
 
En este artículo se ha presentado un método de 
control multivariable sobre una barra de aplicación 
de tratamiento y un tractor comercial agrícola para 
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dotar a éste de capacidad de tratamiento selectivo de 
malas hierbas, orientado a una mejor utilización de 
herbicida, con el consiguiente ahorro económico y 
alivio para la polución de nuestro planeta, además de 
facilitar la tarea al agricultor. Además es un 
controlador que tiene en cuenta múltiples variables a 
la salida. 
 
El controlador desarrollado usa la salida de un 
sistema de visión artificial como información para 
saber dónde y en que cantidad es necesaria la 
aplicación de herbicida para a continuación actuar 
directamente sobre los distintos elementos del tractor, 
minimizando gastos y ejerciendo un control 
inteligente. Para su diseño e implementación se ha 
usado la Lógica Borrosa, para tratar la imprecisión de 
los datos de entrada, así cómo la incertidumbre sobre 
la actuación. 
 
Posteriormente se ha simulado dicho controlador, 
obteniendo resultados muy alentadores, ya que sin 
pérdida de calidad en los cultivos (se sigue 
eliminando toda la mala hierba), se consigue ahorrar 
en el mejor de los casos hasta un 1300% de 
herbicida. 
 
Como trabajo futuro, se seguirá ampliando el sistema 
para que incluya variables que no han sido tenidas en 
cuenta hasta ahora (presión de trabajo, viento, estado 
de las plantas), y más adelante se incorporará el 
controlador al tractor. 
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Resumen  
 
En este trabajo se presenta la implementación en una 
vivienda aislada de un sistema automatizado de 
control domótico, no sólo encargado de aumentar las 
comodidades de los habitantes de la misma, sino 
incluyendo además un eficiente sistema de gestión 
energética inteligente, basado fundamentalmente en 
un modelo del sistema de abastecimiento-consumo, 
que modela las instalaciones de abastecimiento 
(energía solar térmica, solar fotovoltaica, y eólica, 
de manera combinada, a las que se añade una fuente 
auxiliar no renovable) y la demanda de consumo 
energético (suministro eléctrico, agua caliente 
sanitaria, y calefacción). 
 
El dimensionamiento y la estructura de dichas 
instalaciones se basa en un amplio estudio de 
necesidades energéticas y posibilidades de 
generación, para garantizar en la vivienda la 
demanda energética. De dicho estudio se obtiene el 
modelo del sistema, que se emplea para la gestión 
inteligente del sistema energético. 
 
El sistema domótico empleado es el Simon Vis y 
Simon Vox. Se encarga tanto del control de los 
elementos habituales de domótica (de confort y 
comodidad, seguridad y alarmas técnicas, y 
comunicaciones), como de la gestión energética 
global del edificio mediante el control coordinado de 
todas las instalaciones referidas. Dicho control 
recibe las consignas del sistema de monitorización y 
simulación, basado en el modelo de funcionamiento 
energético. 
 
Palabras Clave: Domótica, generación energética, 
modelo de gestión energética. 
 
 
 
1. INTRODUCCIÓN 
Si deseamos satisfacer las necesidades energéticas de 
una vivienda aislada, la forma más factible de hacerlo 
es empleando energías renovables, tanto desde el 
punto de vista energético/económico como desde el 
ecológico. Además no se debe perder de vista el 
recientemente aprobado Código Técnico de la 
Edificación [1], de marzo de 2006, que obliga a la 
utilización de este tipo de energías en las viviendas 
nuevas [2]. 
 
El trabajo presenta la implementación en una 
vivienda aislada de un sistema automatizado de 
control domótico [3], encargado no sólo de aumentar 
las comodidades de los habitantes de la misma, sino 
además incluyendo una eficiente gestión energética 
basada fundamentalmente en el abastecimiento 
mediante energías renovables. 
 
Para el objetivo de dotar a la vivienda, alejada de las 
redes de suministro energético, de las mismas 
disponibilidades energéticas de que puede disfrutar 
una vivienda que sí tenga acceso a dichas redes, 
recurrimos a un sistema de abastecimiento basado en 
energías renovables, en concreto energía solar 
térmica, solar fotovoltaica, y eólica, a las que se 
añade una fuente auxiliar no renovable.  
 
El dimensionamiento y la estructura de dichas 
instalaciones se basa en un amplio estudio de 
necesidades energéticas y posibilidades de 
generación, para garantizar en la vivienda tanto el 
suministro eléctrico como el consumo establecido de 
agua caliente sanitaria (A.C.S.), y de calefacción. 
 
Con el objetivo de disponer de un sistema 
automatizado que facilite la habitabilidad de la 
vivienda, y la dote de mayores niveles de comodidad 
y seguridad,  se emplea el sistema domótico Simon 
Vis y Simon Vox [3, 4]. Éste se encargará tanto del 
control de los elementos de confort y las alarmas 
técnicas, como de la gestión energética global del 
edificio mediante el control coordinado de todas las 
instalaciones referidas. 
 
2. INSTALACIÓN DOMÓTICA 
Para la realización de la instalación domótica, vamos 
a desarrollar, una instalación basada en los sistemas 
domóticos SimonVIS, y SimonVOX. Todo lo que 
tenga que ver con la automatización propiamente 
dicha de la vivienda, va a ser gestionada por el 
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sistema SimonVIS. La parte correspondiente a la 
seguridad y a las alarmas técnicas, va a ser 
gestionada por el sistema SimonVOX. 
 
2.1. SISTEMA SIMON VIS 
 
El sistema SimonVIS (Vivienda Inteligente de 
Simon) es un sistema de control integral de la 
instalación eléctrica. Este sistema permite la 
automatización de todos los elementos que 
conectemos: iluminación, climatización, persianas, 
toldos, riego, etc. Gracias a sus características 
técnicas es adecuado para instalaciones de viviendas, 
locales comerciales, oficinas, escuelas, hospitales, 
etc. 
 
Para realizar estas funciones dispone de un módulo 
de control descentralizado, que distribuye las E/S en 
módulos alejados del módulo de control por medio 
de un par trenzado de dos hilos, formando una 
conexión en forma de estrella. Se puede realizar la 
instalación de forma centralizada o distribuida en 
cuanto a su conexión. 
 
2.1.1. Topología de la red 
 
Como vemos en el esquema adjunto (Figura 1), su 
topología de conexión de red es en estrella. Simon 
Vis se comunica con los módulos de entrada y salida 
mediante un par trenzado (Figura 2). 
 
SIMON-VIS
MÓDULO DE CONTROL
Pulsadores
Teléfono
Módulos Entrada
Modem
Módulos Salida
RS485
Sensores Alarmas Técnicas
Iluminación Control Energía Calefacción
RS232
 
 
Figura 1: Esquema de conexión en red de Simon VIS 
 
2.1.2. Tecnología de la transmisión 
 
El Módulo de control dispone de 8 Compuertas de 
Entradas y 16 Compuertas de Salidas para 
comunicarse con los Módulos de E/S. La 
comunicación se efectúa a dos hilos, 0 y datos (data). 
 
 
Figura 2: Esquema de conexión de entradas a  
Simon VIS 
 
El sistema también cuenta con un bus bidireccional 
normalizado compatible con RS-485. A este bus van 
conectados los módulos que precisan comunicación 
bidireccional como el Módulo de Temporizadores y 
el Módulo de Módem. 
 
2.1.3. Módulos de entradas y salidas 
 
Los módulos empleados tanto de entradas como de 
salidas son de 230 V. Los podemos ver en los 
esquemas siguientes (Figuras 3 y 4). Ambos 
disponen de tres terminales; dos de ellos 
corresponden a las líneas de 0 y data, para 
comunicarse con el terminal de control mediante un 
par trenzado, y el tercer terminal corresponde a 24 V, 
para aplicar la alimentación positiva a los módulos. 
Al módulo de entradas le podemos conectar 8 
entradas, y al módulo de salidas le podemos conectar 
8 salidas. 
 
 
Figura 3: Módulo de entradas de Simon VIS 
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Figura 4: Módulo de salidas de Simon VIS 
 
2.2. SISTEMA SIMON VOX 
 
SimonVOX es una central de telecontrol, ya que está 
dirigida al control de dispositivos como el de la 
calefacción y el de aire acondicionado a través del 
teléfono (Figura 5). Además, SimonVOX efectúa 
avisos en función de las incidencias producidas 
dentro del ámbito de la instalación eléctrica en 
viviendas, pisos, etc. SimonVOX realiza todas sus 
funciones a través del teléfono, el cual puede ser 
tanto el propio de la vivienda como cualquier otro 
exterior. Cabe destacar que un código de acceso 
garantiza el uso personal del producto. 
 
Figura 5: Esquema de conexión de Simon VOX 
 
2.2.1. Entradas y salidas SimonVox 
 
Simon Vox, cuenta con cinco entradas a las cuales 
conectaremos los detectores adecuados, según el tipo 
de entrada de que se trate. Las entradas, junto con el 
detector que debemos conectar a cada una de ellas, 
son las siguientes: 
 
Entradas Simon Vox: 
E1: Detector de presencia 
E2: Emergencia médica 
E3: Detector de humo 
E4: Detector de gas 
E5: Detector de agua 
 
Igualmente el módulo de telecontrol Simon Vox 
cuenta con 5 salidas, a las que conectar un servicio 
diferente de la vivienda. Dichas salidas, son: 
 
Salidas Simon Vox: 
S1: Indicador del estado del sistema de detección 
de presencia 
S2: Calefacción 
S3: Aire acondicionado 
S4: Servicio “A” ⇒ corte suministro de gas 
S5: Servicio “B”⇒ corte del suministro de agua 
 
Hay que comentar de forma especial las salidas 4 y 5, 
a  través de las cuales Simon Vox permite controlar 
cualquier carga de la vivienda a través del teléfono, 
como por ejemplo la lavadora. A esas salidas, se les 
llama servicio A y servicio B, respectivamente.  
 
También permite Simon Vox particularizar esas 
salidas, de tal forma que a través de la salida 4, se 
efectúe el corte del suministro de gas, siempre que 
sea detectada una fuga de gas en la vivienda, y a 
través de la salida 5 se efectúe el corte del suministro 
de agua cuando se detecte una fuga de agua.  
 
2.2.2. Seguridad 
 
Simon Vox efectuará un aviso siempre que se dispare 
el detector de humo, el detector de gas, el detector de 
agua, o se produzca una emergencia médica. 
 
Y en función de si el sistema de detección de 
presencia está activado o no, se efectuará un aviso 
telefónico ante un disparo del detector de presencia, o 
un corte del suministro eléctrico (únicamente efectúa 
avisos por teléfono exterior). 
 
2.2.3. Control del uso del teléfono 
 
Para terminar, decir que Simon Vox permite el 
control del uso del teléfono. Entre las funciones más 
importantes, podemos citar: 
• Prohibición de cualquier tipo de llamadas 
• Restricción del tiempo de duración por llamada 
• Programación del sistema de avisos 
•   Cambiar el número de tonos por llamada a un 
teléfono exterior 
• Cambiar y programar el código de acceso 
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3. INSTALACIÓN ELÉCTRICA 
Para poder realizar la parte del modelo encargada de 
la producción de energía, inicialmente se ha 
procedido a analizar los recursos naturales 
disponibles en la zona.  
 
Se han recopilado datos, sobre la radiación solar y el 
viento disponible en el emplazamiento en el que está 
ubicada la vivienda. Una vez analizados todos los 
datos, se ha llegado a la conclusión, de que la mejor 
solución va a ser una instalación mixta eólico solar, 
que garantice el consumo típico de una familia (la 
consideramos compuesta por un matrimonio y dos 
hijos).  
 
Las razones por las que la simulación del modelo nos 
ha proporcionado este sistema como el más rentable 
es que son sistemas que se complementan 
perfectamente. Es decir, para satisfacer las 
necesidades energéticas mediante una sola de las 
fuentes indicadas, se debe recurrir a una instalación 
muy sobredimensionada, y que además puede 
resultar inviable económicamente. Consideremos el 
caso de la instalación solar fotovoltaica; si queremos 
satisfacer todas nuestras necesidades energéticas 
mediante esta fuente de energía, evidentemente 
deberíamos calcular la instalación de tal forma que 
no vaya a fallar durante el mes más desfavorable, que 
es diciembre; eso nos llevaría a una instalación muy 
sobredimensionada para el resto de los meses del 
año, especialmente durante los meses de verano. 
 
Como en realidad no podemos controlar los recursos 
naturales, y nadie nos garantiza que pueda aparecer 
un período más o menos prolongado en el que no 
tengamos ni energía solar ni eólica, deberemos 
disponer además de un sistema de energía de apoyo. 
En nuestro caso, vamos a emplear un grupo 
electrógeno para tal fin. 
 
Con arreglo a lo explicado en los párrafos anteriores, 
nuestro equipo de captación / distribución de la 
energía, cuenta con los siguientes elementos: 
- Aerogenerador. 
- Paneles fotovoltaicos. 
- Regulador de carga. 
- Inversor. 
-    Banco de baterías. 
- Generador de apoyo. 
 
3.1. ESTUDIO DE LAS NECESIDADES A  
CUBRIR 
 
El primer paso es definir perfectamente  los objetivos 
de la instalación, en cuanto a consumos a satisfacer, 
atendiendo a las necesidades reales de los futuros 
usuarios y a sus requerimientos concretos. 
 
Se le va a dar al usuario la opción de efectuar una 
instalación modular, prevista de forma que resulte 
fácil ir añadiendo paneles y acumuladores a medida 
que las necesidades de éste crezcan. 
 
Los elementos constituyentes de la instalación deben 
guardar entre sí la proporción justa y equilibrada. De 
nada serviría sobredimensionar el campo de paneles 
con el propósito de producir más energía si las 
baterías tienen una escasa capacidad para 
almacenarla, pues se perdería la mayoría de ella. 
 
3.1.1. Consumo previsto en iluminación 
 
Es preciso elegir las luminarias que más rendimiento 
proporcionen, descartando las clásicas bombillas de 
incandescencia, cuya eficiencia luminosa es muy 
baja, pues aunque resulten más caras son siempre 
más rentables, al exigir menor potencia eléctrica. 
 
Normalmente se utiliza el alumbrado fluorescente, ya 
que existe en el mercado una amplia gama de 
productos con tonalidades y potencias diversas, bien 
en forma de tubos o de lámparas de reducido tamaño. 
 
Según lo dicho anteriormente, en la Tabla 1, pode-
mos observar la previsión de potencias para alum-
brado, junto con los tiempos medios de utilización. 
Eso nos va a permitir determinar el valor de la 
energía que debe de ser capaz de suministrar nuestro 
equipo de generación, para poder cubrir diariamente 
las necesidades energéticas en alumbrado. 
 
Tabla1: Previsión media de potencias para alumbrado 
 
Estancia Potencia 
(W) 
Tiempo de 
utilización (h) 
consumo 
(W·h) 
Salón 60 7 420 
Cocina 30 7 210 
Habitación matrim. 30 3 90 
Habitaciones (3) 75 3 225 
Baños (2) 60 3 180 
Zonas comunes 80 2 160 
Garaje 50 2 100 
Total   1385 
 
3.1.2. Resto de consumos 
De la misma forma que antes se puede estimar el 
resto de los consumos que vamos a tener en nuestra 
vivienda (Tabla 2) 
 
Tabla2: Previsión media de otros consumos 
 
Elemento Cantidad Potencia Horas Consum. (W·h)
TV 1 250 4 1000 
Vídeo 1 150 4 600 
Hi Fi 1 110 3 330 
Frigorífico 1 180 12 2160 
Lavadora 1 750 1 750 
Pequ. electr. 1 500 4 2000 
Total    6840 
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De las dos tablas anteriores se desprende que de 
media el consumo total de la vivienda, asciende a 
8225 W·h cada día. Con el fin de prevenir posibles 
sobre consumos, y tiempos de utilización de los 
aparatos, superior a los indicados, vamos a diseñar 
nuestra instalación de tal forma que se garantice un 
consumo superior, en concreto 12.000 W·h al día. 
 
Para satisfacer dichas necesidades energéticas, se van 
a emplear 10 paneles de 160 W, y un aerogenerador 
de 1500 W de potencia nominal. 
 
También se ha realizado un pequeño estudio de los 
consumos energéticos de varias viviendas con 
características similares partiendo de un modelo no 
eléctrico, y la media obtenida ha sido de 9935 W·h al 
día, que es acorde a los datos que nos proporcionaba 
el otro modelo de consumo. 
 
3.2. DETERMINACIÓN DEL EQUIPO DE 
ACUMULACIÓN 
 
Lo primero que se ha de determinar, como paso 
previo al cálculo del acumulador de una instalación, 
es el número máximo N de días de autonomía 
previstos para la misma. Dicho número debe ser 
asignado de acuerdo con las características climáticas 
de la zona, el servicio que la instalación preste y las 
circunstancias particulares de cada usuario. En el 
caso de instalaciones mixtas eólico solares, el 
número más usual de días de autonomía oscila entre 
tres y cinco. Con el fin de dotar a nuestra instalación 
de la máxima fiabilidad, optamos por cinco días. 
 
Además, debemos tener en cuenta el nivel de energía 
que va a requerir nuestra instalación, y que debe 
aportar el equipo de acumulación. Recordamos que 
para cada día, el nivel energético a satisfacer se sitúa 
en 12000 W·h.  
 
Considerando además que hemos tenido en cuenta 
otros factores, como son la profundidad de descarga 
admisible de las baterías, y otras pérdidas que son 
inherentes a los diferentes elementos que conforman 
una instalación de este tipo, obtenemos una 
capacidad del equipo de acumulación de 1889 A·h. 
 
3.3. POTENCIA EÓLICA 
 
3.3.1. Dependencia de la velocidad 
 
La potencia (P) del viento es una función de la 
densidad de aire (ρ), del área que intercepta el viento 
(A) y de la velocidad instantánea del mismo (ν). El 
incremento de cualquiera de estos factores aumenta 
la potencia disponible en el viento: 
  3
2
1 νρAP =  
Vemos que la potencia del viento varía con el cubo 
de su velocidad. Ésa es la razón de poner énfasis en 
la importancia de instalar la turbina donde los vientos 
sean mejores. 
 
3.3.2. Variación de la velocidad con la altura 
 
La velocidad del viento, depende de dos factores; de 
la altura, y de la rugosidad del terreno, es decir, de la 
orografía. Con el fin de captar mayores velocidades 
de viento, la turbina eólica irá situada a una altura de 
12 metros, por lo que va a ser necesario calcular las 
velocidades del viento esa altura a partir de los datos 
disponibles (a 2 metros de altura).  
 
La manera más fácil de calcular el incremento de la 
velocidad del viento con la altura es el método de la 
ley exponencial.  
  
α
υυ ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
0
0 H
H  
Otra aproximación que se usa comúnmente en 
Europa utiliza la extrapolación logarítmica.  
  
α
αυυ
0
0
ln
ln
H
H
=  
En ambos casos: 
ν = velocidad del viento a conocer. 
ν0 = velocidad del viento conocida. 
H = altura a la que se quiere conocer. 
H0 = altura a la que se conoce. 
α = coeficiente de rugosidad. 
 
El coeficiente α, es el coeficiente de rugosidad. 
Depende del tipo de terreno, y en la Tabla 3 podemos 
ver los valores que toma dicho coeficiente en función 
del tipo de terreno. 
 
Tabla 3: coeficiente de rugosidad del terreno 
Coef.  
rugosidad
Tipo de paisaje 
0,0002 Superficie del agua  
0,0024 Terreno completamente abierto con una superficie lisa, 
(pistas de hormigón en los aeropuertos, césped, etc.  
0,03 Área agrícola abierta sin cercados ni setos y con 
edificios muy dispersos. Colinas redondeadas. 
0,055 Terreno agrícola con algunas casas y setos, de 8 m de 
altura a una distancia aproximada de 1250 m. 
0,1 Terreno agrícola con algunas casas y setos, de 8 m de 
altura a una distancia aproximada de 500 m. 
0,2 Terreno agrícola con algunas casas y setos, de 8 m de 
altura a una distancia aproximada de 250 m. 
0,4 Pueblos, ciudades pequeñas, terreno agrícola, con 
muchos o altos setos resguardantes, bosques...  
0,8 Ciudades más grandes con edificios altos  
1,6 Ciudades muy grandes con edificios altos y rascacielos 
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3.4. ENERGÍA CAPTADA POR EL 
AEROGENERADOR 
 
Una vez conocidos los recursos eólicos disponibles, 
se analiza la cantidad de energía que es capaz de 
captar el aerogenerador, que en este caso ha sido 
elegido de 1500 W de potencia nominal. Para 
calcular la energía que capta se ha realizado un 
estudio exhaustivo de los vientos habidos en la zona, 
a lo largo del año 2005 (Figura 6). 
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Figura 6: Valores medios de la energía captada por el 
aerogenerador cada mes, en W·h al día 
 
Puede apreciarse que la mayor captación de energía 
por parte del aerogenerador se va a producir durante 
los meses de invierno, ya que durante estos meses ha 
soplado el viento durante mas horas y a mayor 
velocidad. Por el contrario, durante los meses de 
verano, la energía captada por el aerogenerador, 
desciende bastante. El caso más desfavorable se 
produce durante es mes de Junio, con una media de 
4764 W·h al día. 
 
3.5. ENERGÍA CAPTADA POR LOS PANELES 
 
Se ha analizado el aporte energético de radiación 
solar a lo largo del año (Figura 7). El aporte mayor se 
obtiene durante los meses de verano. Concretamente, 
el mayor aporte energético corresponde al mes de 
Julio, con una media de 23,3 MJ/m2 y día. Por el 
contrario el mes más desfavorable va a ser 
Diciembre, con una media de 4,8 MJ/m2 y día.  
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 Figura 7: Aporte energético del sol por meses (MJ/m2) 
 
La Figura 8 muestra la energía captada por los diez 
paneles solares que forman la instalación, para cada 
mes del año, expresada en W·h al día. 
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   Figura 8: Energía captada por los paneles en W·h al día 
 
3.6. ENERGÍA CAPTADA POR LOS PANELES 
JUNTO CON EL AEROGENERADOR 
 
El conjunto de paneles más aerogenerador tendrá una 
producción media diaria, por meses, indicada en la 
Figura 9. Como podemos observar, el nivel 
energético suministrado es mucho más estable a lo 
largo de los meses o de las estaciones. 
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Figura 9: Energía captada por el conjunto de  
paneles más aerogenerador en W·h al día 
 
 
4. INSTALACIÓN PARA A.C.S.  
Para el consumo doméstico de A.C.S., se suele 
considerar un nivel que varía entre los 40 y los 70 
litros de agua caliente por persona y día. En nuestro 
país, los consumos rara vez superan los 60 litros. 
 
En cuanto a la temperatura de referencia del A.C.S., 
suele tomarse siempre igual a 45 ºC, si bien en las 
instalaciones que utilizan energías convencionales 
para la preparación del A.C.S., ésta se obtiene a 
veces a una temperatura mucho más alta, lo cual no 
es necesario en la mayoría de los casos, ni 
conveniente para la instalación. 
 
La fuente energética que vamos a emplear va a 
consistir en paneles solares térmicos. Como veremos, 
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para satisfacer completamente la demanda energética 
tanto de A.C.S. como de calefacción, vamos a 
necesitar energía de apoyo. Esa fuente de apoyo va a 
consistir en una caldera de gas, con quemador para 
gas propano. 
 
4.1. ENERGÍA NECESARIA PARA A.C.S. 
Vamos a analizar la energía necesaria a lo largo del 
año, para el A.C.S. Para ello, ha sido necesario tener 
en cuente una serie de datos, de la vivienda y su 
entorno, como son el número de ocupantes de la 
vivienda, su nivel de ocupación, y el consumo 
estimado por persona y día. Consideraremos una 
vivienda ocupada por un matrimonio con dos hijos, 
de edades comprendidas entre los 12 y los 18 años, la 
vivienda va a estar ocupada durante todo el año, y un 
consumo medio de 60 litros por persona y día. 
 
También deberemos considerar datos climatológicos, 
como la temperatura de la zona en la que va a ir 
ubicada la vivienda, y la temperatura del agua de red, 
con el fin de poder calcular el salto térmico que es 
necesario aplicarle al agua, para conseguir que ésta 
llegue a los puntos de consumo a una temperatura de 
45 ºC. 
 
Con esos datos se ha realizado un estudio de la 
energía necesaria, y los resultados obtenidos 
aparecen en la Figura 10. Como podemos observar el 
máximo nivel de energía corresponde a los meses de 
invierno, y el mínimo durante los meses de verano. 
Eso es lógico, si tenemos en cuenta que el salto 
térmico que es necesario aplicarle al agua para 
conseguir que ésta alcance una temperatura de 45 ºC, 
va a ser mayor en invierno que en verano. 
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 Figura 10: Necesidad energética para A.C.S., por 
meses, expresada en MJ 
 
4.2. CÁLCULO DE LA SUPERFICIE DE 
COLECTORES 
 
Una vez conocidas las necesidades energéticas para 
el A.C.S., vamos a calcular la superficie de 
colectores necesarios para que aporten esa energía. 
Deberemos determinar su inclinación así como la 
superficie de captación necesaria. 
 
En cuanto a la inclinación, diremos que vamos a 
favorecer la captación solar en invierno, que va a ser 
la situación más desfavorable. Con ello, la 
inclinación de los colectores, va a venir dada por la 
siguiente regla sencilla:  α=latitud + 10º 
 
El siguiente paso, consiste en determinar la superficie 
de colectores necesaria. El proceso es más largo y 
laborioso, y es necesario tener en cuenta una serie de 
datos y consideraciones. Los datos de partida, van a 
ser los obtenidos en el apartado anterior. Debemos 
obtener, la energía aprovechable E que incide en un 
día medio de cada mes sobre cada m2 de la superficie 
inclinada de los colectores; se parte de la tabla 
general de irradiación horizontal media H para cada 
mes en la provincia considerada, realizándose si 
procede una corrección, en función del grado de 
polución de la atmósfera. Se aplica un segundo factor 
de corrección por inclinación, k, que depende de la 
latitud del lugar, y de la inclinación de los paneles. 
 
Hay que tener en cuenta además, una serie de datos 
como el rendimiento del colector, el número de horas 
de sol útiles para cada mes del año, las pérdidas a 
considerar por el desfase entre la captación y el 
consumo, etc.  
 
Una vez realizados todos los cálculos, hemos 
obtenido una superficie de colectores de 6 m2, lo que 
supone que debemos colocar 3 colectores solares. 
 
La tabla 4 muestra un balance energético por meses 
entre la energía necesaria para A.C.S. y la producida 
por los paneles solares. El déficit lo deberá aportar la 
fuente de energía auxiliar de apoyo. 
 
Tabla 4: Balance energ. de ACS y paneles térmicos 
 
Mes 
Necesidad energética 
mensual en MJ 
Energía produ-
cida en MJ 
Déficit ener-
gético MJ 
Ene 1213 128 1085 
Feb 1067 515 552 
Mar 1120 1309 0 
Abr 1023 1377 0 
May 1026 1594 0 
Jun 963 1860 0 
Jul 964 2400 0 
Ago 995 2437 0 
Sep 993 2071 0 
Oct 1057 1364 0 
Nov 1083 625 458 
Dic 1213 136 1077 
 
 
Vemos que la mayor parte de los meses del año, no 
va a ser necesario ningún aporte extra de energía por 
XXVII Jornadas de Automática
1102 Almería 2006 - ISBN: 84-689-9417-0
parte de la fuente auxiliar. Si que va a ser necesario, 
aportar energía durante los meses de invierno; 
especialmente, durante los meses de Enero y de 
Diciembre. Esos datos se representan en la Figura 11. 
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 Figura 11:Déficit energético de ACS en MJ 
 
4.3. CÁLCULO DE LA ACUMULACIÓN 
 
Si el volumen de acumulación es demasiado 
pequeño, la temperatura a la que el calor quedará 
acumulado será muy elevada. Un correcto 
dimensionamiento del sistema de acumulación 
evitará muchos problemas a la instalación. El 
volumen óptimo de acumulación, depende de tres 
factores: de la superficie colectora, de la temperatura 
de utilización del A.C.S., y del tiempo transcurrido 
entre la captación y el consumo de energía. 
 
4.3.1. Volumen de acumulación, en función de 
la superficie colectora 
 
La Figura 12 presenta la relación entre el volumen de 
almacenamiento por metro cuadrado de superficie 
colectora y el porcentaje de aprovechamiento de la 
energía captada. 
 
 
Figura 12: Rendimiento según 
el volumen de acumulación 
 
Del grafico se puede desprender que el volumen 
óptimo de acumulación está comprendido entre los 
50 y 70 litros por metro cuadrado de superficie 
colectora. Para valores menores, el rendimiento es 
muy bajo, y valores mayores, no aumentan 
ostensiblemente el rendimiento pero sí encarecen la 
instalación. 
 
4.3.2. Volumen de acumulación en función de la 
temperatura de utilización 
 
Cada instalación es un caso especial, y si debemos 
trabajar con otros rangos de temperatura, deberemos 
alejarnos del valor anterior. En la Figura 13 podemos 
obtener el volumen óptimo de acumulación en 
función de la temperatura de utilización requerida. Si 
deseamos reducir el volumen de acumulación 
debemos obtener el A.C.S. a una temperatura mayor. 
 
 
Figura 13: volumen óptimo en  
función de la temperatura 
 
4.3.3. Volumen de acumulación, en función del 
tiempo de almacenamiento  
 
Si el periodo de consumo es similar al de captación 
podemos reducir el volumen de acumulación a 
valores entre 35 a 55 litros/m2. (habitual en procesos 
industriales). Si el desfase entre captación y consumo 
es menor de 24 horas, (caso más común en 
instalaciones de  A.C.S.) el volumen recomendado 
estará entre los 55 y 85 litros/m2. Si el desfase se 
encuentra entre uno y dos días, el volumen 
recomendado estará entre los 85 a 150 litros/m2. 
 
Finalmente, y teniendo en cuenta todas estas 
consideraciones, ella simulación del modelo ha 
determinado un depósito acumulador de 300 litros 
para la vivienda. Este acumulador dispone de dos 
sistemas para aplicar la energía auxiliar: un serpentín 
auxiliar de apoyo, al cual vamos a conectar la caldera 
de gas, y una resistencia eléctrica de 1200 W, a la 
que le vamos a aplicar los excedentes de energía del 
sistema eólico solar. Para ello, el regulador de la 
instalación dispone de una salida, y cuando detecta 
que el equipo de acumulación se encuentra 
totalmente cargado, desvía el excedente de energía 
generada hacia esta resistencia. 
 
 
5. INSTALACIÓN DE CALEFACCIÓN 
 
Los sistemas convencionales de calefacción utilizan 
fluido que circula por los radiadores a una 
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temperatura situada entre los 70 y 90 ºC. Estos 
radiadores ceden calor al aire consiguiendo que la 
temperatura del local se mantenga constante en un 
valor deseado. Estas temperaturas de trabajo no 
pueden alcanzarse con una instalación solar de baja 
temperatura, ya que a los 80 ºC el rendimiento de un 
colector solar plano es bajísimo. La calefacción por 
energía solar implica, por tanto, el empleo de otros 
sistemas de transferencia de calor que funcionen con 
temperaturas inferiores a los 50 ºC. Los sistemas más 
conocidos son el suelo radiante y los Fan-coils. 
 
En nuestro caso, hemos empleado calefacción por 
suelo radiante, porque es invisible,  proporciona el 
más alto nivel de confort, mayor seguridad y el 
menor consumo de energía. 
 
Hemos realizado el cálculo de las cargas térmicas, 
teniendo en cuenta las pérdidas por transmisión, por 
infiltración y por renovación. Una vez efectuados 
todos los cálculos, hemos obtenido unas pérdidas 
totales en calefacción para el caso más desfavorable, 
de 8224 Kcal/hora. La fuente energética a emplear, 
consiste en 6 paneles solares térmicos, como los 
empleados para la instalación de A.C.S. Además, 
vamos a necesitar energía de apoyo para los meses 
mas desfavorables del año, para lo cual haremos uso 
de nuevo de la caldera con quemador para gas 
propano.  
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Resumen
En este art´ıculo se presenta una te´cnica de
ana´lisis de estabilidad para sistemas de con-
trol borroso. Esta te´cnica es aplicable a sis-
temas en tiempo discreto y se desarrolla a
partir del segundo me´todo de Lyapunov. La
condicio´n de estabilidad obtenida puede ree-
scribirse como un problema de factibilidad
de un conjunto de LMIs. Los resultados son
aplicados a un ejemplo.
Palabras Clave: Control fuzzy, Estabilidad
de Lyapunov, Linear matriz inequalities.
1 Introduccio´n
Los sistemas controlados por computadora aparecen
en la de´cada de los 50 [1]. En esos an˜os el potencial
de las computadoras digitales en el control de sistemas
era muy l´ımitado. Estas primeras aplicaciones de las
computadoras en el control de sistemas se limitaban al
modo supervisor, bien como una gu´ıa para el operador
o bien como control del punto de trabajo. Por lo tanto,
todav´ıa equipos de control analo´gicos eran necesarios.
Durante la de´cada de los 90, el desarrollo del micro-
procesador ha tenido un gran impacto en la forma en
que las computadoras han sido aplicadas al control
de plantas de produccio´n completas. De esta man-
era cobra especial intere´s las aplicaciones de control en
tiempo discreto, donde los sensores de forma perio´dica
muestrean la salida del sistema, con la cual se genera
una actuacio´n para los actuadores de la planta.
La estabilidad de un sistema dina´mico es un requer-
imiento ba´sico para su utilizacio´n pra´ctica. La inesta-
bilidad significa que alguna variable del sistema se in-
crementa ma´s alla´ de todos los l´ımites y no puede ser
influenciada desde el exterior. Desde un punto de vista
de sistemas de control, esto quiere decir que alguna
salida del sistema tiende a infinito sin que la entrada
pueda hacer nada. Adema´s, el objetivo de un contro-
lador es tanto mantener constante la variable contro-
lada frente a perturbaciones externas (ruido, errores
de los componentes, . . . ), como seguir los cambios pre-
scritos en dicha variable lo ma´s ra´pido y fielmente posi-
ble, y e´sto so´lo puede lograrse si el lazo de control es
estable.
La teor´ıa de Lyapunov permite abordar la estabilidad
de un sistema en tiempo continuo o tiempo discreto.
La teor´ıa de estabilidad de Lyapunov basada en la es-
tabilidad interna o asinto´tica del vector de estados,
es ampliamente utilizada en el estudio de sistemas no
lineales y en sistemas variantes en el tiempo. Las de-
sigualdades matriciales lineales o LMIs pueden expre-
sar el problema de estabilidad definido por Lyapunov.
En la seccio´n 2 se detallara´ bre´vemente la teor´ıa de
estabilidad de Lyapunov, para despue´s en la seccio´n 3
aplicarla a un sistema no lineal borroso. La seccio´n 4
propone una condicio´n equivalente de estabilidad pero
expresada en forma de LMI. Un ejemplo ilustra los
resultados obtenidos con esta te´cnica de ana´lisis en la
seccio´n 5.
2 Preliminares
El concepto de estabilidad de Lyapunov juega un pa-
pel importante en el ana´lisis de la estabilidad de los
sistemas de control descritos mediante ecuaciones en
el espacio de estado, tanto en ecuaciones diferenciales
como en diferencias ordinarias. La estabilidad de Lya-
punov esta´ relacionada con el comportamiento de las
trayectorias de un sistema cuando su estado inicial se
encuentra cerca de un equilibrio. Dentro del organi-
grama general de las diversas teor´ıas de estabilidad,
la de Lyapunov se engloba en aquella zona que trata
con las variables de estado del sistema, y por tanto,
tiene que ver con la representacio´n interna de los sis-
XXVII Jornadas de Automática
Almería 2006 - ISBN: 84-689-9417-0 1105
temas. En [12, 3, 10, 8, 5, 11] se encuentran estudios
completos sobre esta teor´ıa.
Volviendo al caso de funciones cuadra´ticas para sis-
temas en tiempo discreto, es decir, con planta f(xk)
y controlador no lineal H(xk), mediante el segundo
me´todo de Lyapunov supuesta una funcio´n cuadra´tica
V (xk) = x′kPxk con P real, sime´trica y definida posi-
tiva, V (xk) sera´ una funcio´n de Lyapunov para el sis-
tema considerado si V (xk) > 0, que ya lo cumple, y si
V (xk+1)− V (xk) < 0, desarrollando
V (xk+1)− V (xk)
= x′k+1Pxk+1 − x′kPxk
= [Φxk + ΓKH(xk)]′P [Φxk + ΓKH(xk)]− x′kPxk
= x′kΦ′PΦxk + x′kΦ′PΓKH(xk) + Γ′KH(xk)PΦxk
+Γ′KH(xk)PΓKH(xk)− x′kPxk
= x′kΦ′PΦxk + 2Γ′PΦxkKH(xk) +
Γ′PΓK2H2(xk)− x′kPxk < 0, ∀xk 6= 0 (1)
Una desigualdad lineal matricial, tambie´n conocida
como LMI (linear matrix inequality), es una expresio´n
de la forma [2, 6, 7, 9]
F (x) = F0 +
m∑
i=1
xiFi > 0 (2)
donde
• x = (x1, . . . , xm) ∈ Rm es la variable desconocida.
• F0, . . . , Fm son un conjunto de matrices reales
sime´tricas conocidas, es decir, Fi = F ′i ∈
Rn×n, i = 0, . . . ,m para un n ∈ Z+.
• la desigualdad > 0 indica que la expresio´n F (x) es
definida positiva, por lo tanto, u′F (x)u > 0 para
todo u ∈ Rn y u 6= 0.
Muchos problemas de identificacio´n de sistemas y
ana´lisis y disen˜o de controladores, pueden ser formula-
dos o reformulados como LMIs. Esto so´lo tiene sentido
pra´ctico si una LMI puede ser resuelta eficientemente.
El sistema sobre el que se ha desarrollado y probado
este me´todo de ana´lisis, ha sido el modelo linealizado
de un servomotor. La dina´mica del servomotor se rige
por la siguiente expresio´n:
[
x˙1
x˙2
]
=
[
0 1
0 −4
][
x1
x2
]
+
[
0
0.7
]
u (3)
donde x1 y x2 son respectivamente la posicio´n y la ve-
locidad del servomotor. Las funciones de pertenencia
de los antecendentes y de los consecuentes del contro-
lador de lo´gica borrosa son las indicadas en la figura 1,
y la base de reglas se representa en estructura tabular
en la tabla 1. Se verifica que el origen es un punto de
equilibrio, y que la caracter´ıstica no lineal del contro-
lador, H(x), se anula en el origen.
Figura 1: Funciones de pertenencia para el servomo-
tor: a) x1; b) x2; c) u.
3 Estabilidad Borrosa
Como ya se ha visto en la seccio´n anterior, el se-
gundo me´todo de Lyapunov proporciona para sistemas
en tiempo discreto con un controlador no lineal, la
condicio´n de estabilidad dada por (1). Por lo tanto,
el sistema es estable si existe una matriz P sime´trica
definida positiva que cumpla
x′k(Φ′PΦ− P )xk + 2Γ′PΦxkKH(xk)+
Γ′PΓK2H2(xk) < 0, ∀xk 6= 0
(4)
Esta expresio´n para el sistema nominal so´lo depende
de la matriz P , puesto que el resto de los te´rminos, Φ,
Γ, H(xk) y K, se encuentran perfectamente definidos.
Dada la dificultad que supone encontrar una P va´lida
en la superficie de control H(xk) para cualquier xk 6=
0, debido ello a la naturaleza no lineal del controlador
de lo´gica borrosa, simplificaremos el problema bus-
cando dicha matriz en algu´n volumen que contenga
a la superficie de controlador. Los resultados sera´n
ma´s conservadores, es decir, la no existencia de una
P no implica la inestabilidad del sistema, a cambio
x1\x2 N Z P
N NP(u−1−1)
PM
(u−10)
PG
(u−11)
Z NM(u0−1)
Z
(u00)
PM
(u01)
P NG(u1−1)
NM
(u10)
PP
(u11)
Tabla 1: Base de reglas para el servomotor.
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de simplificar la bu´squeda de la matriz en el nuevo
volumen.
Tal como se demostro´ en [4], la superficie del contro-
lador de lo´gica borrosa correspondiente a una celda se
encuentra dentro de un tetraedro, cuyos ve´rtices son
los puntos de la superficie del controlador evaluados en
los cuatro ve´rtices de la celda. Si encontramos una P
va´lida en el volumen del tetraedro, tambie´n sera´ va´lida
en la superficie del controlador correspondiente a esa
celda. Segu´n veremos ma´s adelante, para demostrar
que una P es va´lida en el volumen de un tetraedro,
bastara´ con demostrar que la matriz sea va´lida en los
ve´rtices y aristas de dicho tetraedro.
El espacio de entrada del controlador esta´ dividido en
celdas, y en cada una de dichas celdas la superficie del
controlador esta´ dentro de un tetraedro. Si la matriz
P es va´lida en cada uno de estos tetraedros, entonces
tambie´n sera´ va´lida en toda la superficie de control.
Por tanto, sera´ necesario para garantizar la estabilidad
del controlador, demostrar que dicha P es va´lida en
los ve´rtices y aristas de todos los tetraedros.
La ecuacio´n de Lyapunov para un sistema en tiempo
discreto y control borroso dada por (4), para un sis-
tema de orden 2 como es el caso del servomotor, puede
reescribirse como la forma cuadra´tica siguiente
L(xk, P ) =
[
x′k H(xk)
] [ Φ′PΦ− P Φ′PΓK
Γ′PΦK Γ′PΓK2
]
[
xk
H(xk)
]
< 0, ∀xk 6= 0
(5)
Es interesante realizar algunas consideraciones sobre
esta forma cuadra´tica. Si existe una P que cumpla
la expresio´n anterior, la superficie L(xk, P ) = 0 es un
cono centrado en el origen, puesto que existen puntos
donde la funcio´n L(xk, P ) es positiva y tambie´n donde
es negativa. Observando (5) se deduce que el eje dado
por H(xk) es siempre positivo, puesto que para xk = 0
al ser P definida positiva, entonces Γ′PΓK2 > 0 para
cualquier Γ yK. Si L(xk, P ) es de Lyapunov, entonces
al menos en los ve´rtices y en las aristas esta funcio´n
sera´ negativa.
Por ser la superficie dada por L(xk, P ) = 0 un cono
centrado en el origen, se pueden dar dos casos: el inte-
rior del cono es negativo y no engloba al eje dado por
H(xk), o el interior del cono es positivo y engloba al eje
dado por H(xk). Ambas posibilidades pueden verse
en las figuras 2 y 3. L(xk, P ) se puede diagonalizar
mediante una transformacio´n ortogonal por ser una
forma cuadra´tica. Si adema´s se aplica un cambio de
escala, se puede convertir el sistema de coordenadas
original (x1, x2, H(x1, x2)), en otro transformado tal
que z = (z1, z2, z3) y L(z, P ) = ±z21 ± z22 ± z23 , que
cuando uno de los coeficientes posee signo distinto a
los dema´s, es un cono cuyo eje es la variable que posee
dicho signo distinto.
Figura 2: Cono de interior negativo.
Figura 3: Cono de interior positivo.
Si dos coeficientes del sistema transformado son posi-
tivos y uno negativo, el interior del cono transformado
es negativo como tambie´n lo es el interior del cono del
sistema original. En este caso, si la funcio´n de Lya-
punov evaluada en los ve´rtices del tetraedro es nega-
tiva, como el interior del cono es un volumen convexo,
todo el tetraedro y la superficie borrosa que encierra
tambie´n esta´n dentro del cono, y por tanto son neg-
ativos. No obstante, este cono de interior negativo
deber´ıa contener a los tetraedros de todas las celdas, y
las celdas se encuentran en todos los cuadrantes, por
lo que la u´nica forma va´lida ser´ıa un cono degener-
ado que abarcara a todo el espacio. Dado que el eje
dado por H(xk) siempre va a ser positivo, los conos de
interior negativo no pueden ser va´lidos.
Si dos coeficientes del sistema transformado son nega-
tivos y uno positivo, el interior del cono transformado
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es positivo, como tambie´n lo es el interior del cono
del sistema original. Si la condicio´n de Lyapunov se
cumple en los cuatro ve´rtices de un tetraedro, entonces
la funcio´n de Lyapunov en ellos es negativa y estos
puntos se encuentran en el exterior negativo del cono.
Como el exterior del cono no es convexo, el cumplim-
iento de Lyapunov en los ve´rtices no garantiza que
tambie´n se cumpla en todo el tetraedro. Sera´ nece-
saria alguna condicio´n adicional para garantizar que
el volumen del tetraedro es siempre negativo.
Sean vi los ve´rtices de los tetraedros que envuelven la
superficie borrosa, donde i = 0, . . . , nv − 1, nv es el
nu´mero de ve´rtices y v0 el ve´rtice situado en el origen.
Definimos Lvi(P ) como la ecuacio´n de Lyapunov dada
por (5) evaluada en el ve´rtice vi, es decir, Lvi(P ) =
L(vi, P ). La ecuacio´n de Lyapunov evaluada en los
ve´rtices no nulos de los tetraedros correspondientes a
todas las celdas debe ser negativa. Por lo tanto,
Lvi(P ) < 0, i = 1, . . . , nv − 1 (6)
Si existe una P que haga cumplir (5) en los ve´rtices
y adema´s en las aristas, tal como muestra la figura
3, entonces s´ı podemos garantizar que el volumen del
tetraedro es siempre negativo. Esto es as´ı porque si
en el interior de una cara algu´n punto fuese negativo,
geome´tricamente significar´ıa que la cara corta al cono,
y adema´s dada la configuracio´n del problema tambie´n
deber´ıa cortar a la arista. Entonces la arista tendr´ıa
algu´n punto positivo, lo cual no es posible pues que
partimos de que es siempre negativa. De forma similar,
si algu´n punto del volumen fuese negativo, significar´ıa
que el cono cortar´ıa el tetraedro por alguna cara.
Sea ajk la arista del tetraedro definida por los ve´rtices
vj = [xvj , H(xvj )]′ y vk = [xvk , H(xvk)]
′. Esta arista
puede expresarse como
ajk(α) =
[
xvj
H(xvj )
]
α+
[
xvk
H(xvk)
]
(1− α)
=
[
xajk (α)
Hajk (α)
]
, 0 < α < 1
donde
xajk (α) = xvjα+ xvk(1− α), 0 < α < 1 (7)
Hajk (α) = H(xvj )α +H(xvk )(1− α), 0 < α < 1 (8)
Definamos Lajk (P ) como la ecuacio´n de Lyapunov
dada por (5) evaluada en la arista ajk:
Lajk (P ) = L([xajk (α), Hajk (α)]
′, P ), 0 < α < 1
La condicio´n de estabilidad de Lyapunov para un con-
trol borroso en el caso va´lido de un cono de inte-
rior positivo, es la existencia de una matriz sime´trica
definida positiva P tal que, la ecuacio´n de Lyapunov
evaluada en los ve´rtices y en las aristas de los tetrae-
dros correspondientes a todas las celdas es negativa,
es decir,
Lvi(P ) < 0, i = 1, . . . , nv − 1
Lajk (P ) < 0, j = 1, . . . , nv − 1
k = j + 1, . . . , nv − 1
(9)
Como se observa en (9), la condicio´n de estabilidad no
incluye aquellas aristas en las que uno de los ve´rtices es
v0, es decir, el ve´rtice en el origen. Esto es as´ı, puesto
que si se cumple la condicio´n de Lyapunov en el ve´rtice
no nulo, la recta que une dicho ve´rtice con el origen,
jama´s cortara´ al cono centrado en el origen, y por lo
tanto, dicha recta siempre tendra´ el signo del ve´rtice.
Matema´ticamente, si vk = ([0, 0]′, 0) entonces las ex-
presiones (7) y (8) se convierten en xaj0 (α) = αvj y
Haj0 (α) = αvj , donde 0 < α < 1. La ecuacio´n (4) eval-
uada en la arista aj0 es negativa, como se demuestra a
continuacio´n
Laj0(P ) = α2
(
v′j(Φ′PΦ− P )vj + 2Γ′PΦvjKH(vj)
+Γ′PΓK2H2(vj)
)
< 0, 0 < α < 1
En la figura 4 pueden verse los ve´rtices y aristas en las
que habr´ıa que comprobar la condicio´n de Lyapunov
dada por (9), para un controlador con cuatro funciones
de pertenencia en cada variable de entrada. Ni en el
ve´rtice dado por punto de equilibrio, ni en las aristas
donde un ve´rtice es el punto de equilibrio, es necesario
realizar la comprobacio´n.
Figura 4: Ve´rtices y aristas donde comprobar
condicio´n de Lyapunov.
4 Resolucio´n mediante LMIs
Desarrollando convenientemente la expresio´n (9) en los
ve´rtices y en las aristas, la bu´squeda de una P va´lida
puede convertirse en un problema de factibilidad de un
sistema de LMIs. Si el conjunto de LMIs que repre-
senta al sistema de control borroso es factible, entonces
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el controlador sera´ estable y adema´s su solucio´n sera´
la matriz P buscada.
En un primer paso, la bu´squeda de una matriz P
va´lida en los ve´rtices se transforma en la resolucio´n
de un sistema de LMIs. Dados los ve´rtices de los
tetraedros a considerar para el estudio de la estabil-
idad, vi = [xvi , H(xvi)]′, i = 1, . . . , nv − 1, calcular
una P va´lida en estos ve´rtices es resolver el conjunto
de desigualdades dadas por:
Lvi(P ) = (xvi , H(xvi)), P ) < 0, i = 1, . . . , nv − 1
es decir
[
x′vi H(xvi)
] [ Φ′PΦ− P Φ′PΓK
Γ′PΦK Γ′PΓK2
]
(10)
[
xvi
H(xvi)
]
< 0, i = 1, . . . , nv − 1
Desarrollando segu´n las variables p22 y p12 de la matriz
P , se obtienen las desigualdades lineales siguientes
Avip22 +Bvip12 < Cvi , i = 1, . . . , nv − 1 (11)
donde Avi , Bvi y Cvi son nu´meros reales que dependen
de Φ, Γ yK. Como se vio en la expresio´n (??), resolver
un conjunto de desigualdades lineales es equivalente a
resolver un conjunto de LMIs.
Como u´ltimo paso se busca unaP va´lida en los ve´rtices
y aristas de los tetraedros. Para ello, se an˜adira´n a las
restricciones en forma de LMI dadas por (11) para la
bu´squeda de una P va´lida en los ve´rtices, otras nuevas
para que tambie´n cumpla Lyapunov en las aristas.
Sustituyendo (7) y (8) en (5), la ecuacio´n de Lyapunov
evaluada en la arista ajk es
Lajk (α) = L(ajk(α)) = L(
[
xajk (α)
Hajk (α)
]
) =
(
x′vj (Φ
′PΦ− P )xvj − 2x′vj (Φ
′PΦ− P )xvk
+x′vk (Φ
′PΦ− P )xvk
+2Γ′PΦK(xvj − xvk )(H(xvj )−H(xvk))
+ Γ′PΓK2(H(xvj )−H(xvk ))
2)α2+(
2x′vj (Φ
′PΦ− P )xvk − 2x
′
vk
(Φ′PΦ− P )xvk
+2Γ′PΦK(xvjH(xvk ) + xvkH(xvj )
−2xvkH(xvk))
+Γ′PΓK2(2H(xvj )H(xvk )− 2H(xvk)
2)
)
α+
x′vk (Φ
′PΦ− P )xvk + 2Γ
′PΦKxvkH(xvk )
+Γ′PΓK2H(xvk)
2 =
Aajk (p22, p12)α
2 +Bajk (p22, p12)α+ Cajk (p22, p12) < 0,
0 ≤ α ≤ 1
(12)
donde Aajk , Bajk y Cajk son funciones lineales en las
variables p22 y p12, cuyos coeficientes son nu´meros
reales que dependen de Φ, Γ y K.
Por lo tanto, la expresio´n (12) que evalu´a la condicio´n
de Lyapunov a lo largo de una arista, es una ecuacio´n
de segundo grado en la variable α. Para que en una
arista se cumpla Lyapunov, es decir, Lajk (α) < 0, 0 ≤
α ≤ 1, partiendo de que s´ı se verifica en los extremos,
Lajk (0) < 0 y Lajk (1) < 0, se debe cumplir alguna de
las siguientes condiciones:
1. Lajk es una para´bola convexa o una recta, Aajk ≥
0.
2. Lajk es una para´bola co´ncava, Aajk < 0, cuyo
ma´ximo se produce para α < 0, es decir,
−Bajk
2Aajk
<
0.
3. Lajk es una para´bola co´ncava, Aajk < 0, cuyo
ma´ximo se produce para α > 0, es decir
−Bajk
2Aajk
>
0.
4. Lajk es una para´bola co´ncava, Aajk < 0, cuyo
ma´ximo se produce en el intervalo 0 < α < 1,
es decir, 0 ≤
−Bajk
2Aajk
≤ 1, y adema´s es negativo,
−B2ajk
4Aajk
+ Cajk < 0.
−0.5 0 0.5 1 1.5
−1
−0.5
0
0.5
vi vj
Caso 1
α
L jk
(α
)
−1 0 1 2
−8
−6
−4
−2
0
2
vi
vj
Caso 2
α
L jk
(α
)
−1 0 1 2
−15
−10
−5
0
5
vi
vj
Caso 3
α
L jk
(α
)
−0.5 0 0.5 1 1.5
−2
−1.5
−1
−0.5
0
0.5
vi vj
Caso 4
α
L jk
(α
)
Figura 5: Condiciones para que Lyapunov se cumpla
en una arista.
Basta que se cumpla una de las anteriores cuatro
condiciones, para que si Laij (α) es negativa para α = 0
y α = 1, entonces tambie´n lo sea en todo el inter-
valo 0 ≤ α ≤ 1. Estas cuatro posibilidades pueden
verse en la figura 5. El caso que se debe descartar es
cuando la funcio´n de Lyapunov evaluada en la arista
es en algu´n punto positiva, es decir, cuando Lajk (α)
es una para´bola co´ncava y su ma´ximo se encuentra en
0 ≤
−Bajk
2Aajk
≤ 1 y adema´s es positivo.
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Las condiciones que definen la forma de Lajk (α) son
desigualdades lineales en p22 y p12, salvo la de la
condicio´n de ma´ximo negativo en el punto 4. Esta
condicio´n es una desigualdad no lineal, que sin em-
bargo se puede convertir en una LMI mediante las
transformaciones siguientes:
−B2ajk
4Aajk
+ Cajk < 0
−B2ajk + 4AajkCajk > 0
y puesto que en el caso 4, Aajk < 0, se puede escribir
como la LMI siguiente
[
2Aajk Bajk
Bajk 2Cajk
]
< 0
En definitiva, la verificacio´n de la estabilidad de un
control borroso se transforma en la bu´squeda de una
matriz P , que haga cumplir la condicio´n de Lyapunov
en todos los ve´rtices no nulos, y adema´s, en todas las
aristas cumpliendo alguna de estas condiciones:
1.
Aajk ≥ 0 (13)
2.
Aajk < 0
Bajk < 0
(14)
3.
Aajk < 0
Bajk > −2Aajk
(15)
4.
Aajk < 0
Bajk > 0
Bajk < −2Aajk[
2Aajk Bajk
Bajk 2Cajk
]
< 0
(16)
Por lo tanto, el nu´mero ma´ximo de sistemas de LMIs a
resolver viene dado en funcio´n del nu´mero de aristas y
sera´ de 4na , siendo na el nu´mero de aristas del contro-
lador. Cada sistema de LMIs estara´ formado por nv−1
desigualdades lineales que definen el cumplimiento de
Lyapunov en los ve´rtices, ma´s un nu´mero variable de
LMIs dependiendo de las condiciones en las aristas que
se este´n considerando.
5 Ejemplo de aplicacio´n
Una vez presentado el me´todo para el ana´lisis de la
estabilidad de sistemas en tiempo discreto con control
borroso, a continuacio´n se aplican estas ideas al servo-
motor definido por (3).
Dadas las caracter´ısticas de simetr´ıa del controlador
borroso y la planta, la condicio´n de estabilidad dada
por (9), se analizara´ en los cinco ve´rtices y en las
seis aristas que muestra la figura 6. Se necesita por
lo tanto, en el peor de los casos, la resolucio´n de
46 = 4096 sistemas de LMIs. Cuando uno de esos
sistemas LMI sea factible, el sistema es estable y no es
necesario resolver otro ma´s. No obstante, este nu´mero
sera´ menor en la pra´ctica puesto que de las cuatro
condiciones posibles para cada arista, algunas pueden
no ser va´lidas.
Figura 6: Ve´rtices y aristas donde comprobar Lya-
punov para el servomotor.
Se puede simplificar a 864 el nu´mero de sistemas LMI
a resolver, considerando que en algunas aristas alguna
condicio´n no es va´lida nunca, como se muestra a con-
tinuacio´n:
condiciones︷ ︸︸ ︷
1 2 3 4
aristas



1 :
2 :
3 :
4 :
5 :
6 :
S´ı S´ı S´ı S´ı
No S´ı S´ı S´ı
S´ı S´ı S´ı S´ı
No S´ı S´ı S´ı
No No S´ı S´ı
No S´ı S´ı S´ı
4
3
4
3
2
3



4× 3× 4× 3× 2× 3 = 864
Una matriz va´lida obtenida es
Pini =
[
1 0.2761
0.2761 0.1111
]
Para el sistema nominal se puede encontrar una P de
Lyapunov que cumpla la condicio´n dada por la ex-
presio´n (9), hasta un tiempo de muestreo ma´ximo de
hmax = 2.9021 s. Para este per´ıodo de muestreo la
u´nica combinacio´n de condiciones va´lidas en las aris-
tas es
arista: 1 2 3 4 5 6
condicio´n: 4 3 4 3 3 2
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y la u´nica P encontrada es:
P =
[
1 −1.0092
−1.0092 1.0897
]
Obviamente, cuanto mayor es el per´ıodo de muestreo
peor es la respuesta temporal del sistema, por lo que
no interesa forzar tiempos de muestreo muy altos pues
se perder´ıa calidad en el control.
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Resumen 
 
La distribución de recursos dentro de un chip es un 
problema que, dada su complejidad, es susceptible 
de ser resuelto aplicando procedimientos de 
optimización mediante técnicas de inteligencia 
artificial. En este artículo se propone el uso de redes 
neuronales recurrentes de Hopfield para la búsqueda 
de buenas soluciones de forma rápida y eficiente. 
 
La principal dificultad de esta aproximación es 
formular la función de energía a minimizar de 
manera que se incluyan todas las restricciones 
propias del problema. 
 
Los resultados experimentales demuestran que se 
pueden conseguir buenas soluciones en un tiempo 
razonable aplicando esta metodología. 
 
Palabras Clave: Redes neuronales, optimización, 
distribución de recursos, Hopfield. 
 
 
 
1 INTRODUCCIÓN 
 
Actualmente, a la hora de diseñar un circuito 
integrado uno de los aspectos más complicados de 
solucionar es la distribución de los distintos 
elementos. Algunos de los parámetros a tener en 
cuenta son la potencia que disipa cada unidad o la 
distancia de las conexiones internas a implementar. 
 
Si en lugar de trabajar con un circuito integrado, 
estamos desarrollando un mapa de bits para una 
FPGA [4], el problema de la distribución de los 
elementos es aún más acuciante puesto que la 
cantidad de recursos disponibles para la construcción 
de las rutas es limitada. 
 
Teniendo ambos modos de diseño en consideración, 
se puede concluir que la minimización de la distancia 
entre los elementos a colocar es un problema 
relevante a ser resuelto. No sólo por la disminución 
de las latencias, sino también por la reducción en el 
consumo relativo a los distintos buses de 
comunicaciones. 
 
La búsqueda de la mejor solución a este problema es 
demasiado costosa como para realizarla de forma 
exhaustiva. En este trabajo se propone un método 
basado en redes neuronales artificiales para encontrar 
buenas soluciones en un tiempo relativamente corto. 
 
La aplicación de este tipo de técnicas de inteligencia 
artificial a la resolución de problemas de 
optimización no es algo novedoso. Existen 
propuestas previas para su uso en campos como la 
mejora del microcódigo de procesadores CISC [2]. El 
desarrollo de este trabajo toma como modelos esta 
clase de propuestas para enunciar un procedimiento 
general para resolver el problema formulado 
previamente. 
 
A continuación se describe la estructura del artículo. 
En la sección 2 se plantea el problema de 
optimización a ser resuelto. A su vez, la sección 3 
resume las características principales de la red 
neuronal que se va a utilizar y en la sección 4 se 
aplica el algoritmo con las especificaciones 
propuestas. Los resultados se muestran en la sección 
5. Las conclusiones y futuras mejoras finalizan este 
trabajo. 
 
 
2 PLANTEAMIENTO GENERAL 
DEL PROBLEMA 
 
Queremos situar en n huecos libres dentro de un chip 
a n módulos distintos. Suponemos que la potencia 
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disipada por cada uno de ellos no es relevante a la 
hora de elegir la situación. Los módulos se 
comunican entre sí mediante enlaces, que para 
simplificar se consideran no dirigidos. El objetivo 
que se persigue es encontrar una disposición que 
permita colocar todos los módulos de forma que la 
longitud media de los enlaces sea lo más corta 
posible.  
 
La idea consiste en representar la colocación de los 
módulos mediante una matriz binaria M, de manera 
que si el módulo j ocupase la posición i en el chip 
entonces el elemento m
ij
 toma el valor 1. En otro caso 
0. 
 
Posición (i)
M
ó
d
u
l
o
 
(
j
)
 
 
Figura 1: Representación de la matriz M. 
 
A su vez, el grafo de dependencia de los módulos se 
expresa mediante la matriz simétrica binaria C. En 
ella el elemento c
ij
 vale 1 sí el módulo i está 
relacionado con el j y 0 si no se cumple esta 
condición. 
 
En cuanto a la distancia entre huecos, está queda 
reflejada en una matriz simétrica D tal que el 
elemento d
ij
 vale la longitud del enlace entre el hueco 
i y el j. 
 
 
3 REDES NEURONALES DE 
HOPFIELD 
 
Las redes de Hopfield fueron propuestas por el físico 
John J. Hopfield en 1982 [1]. Son un tipo de red 
neuronal artificial recurrente en la que la capa de 
entrada es igual a la capa de salida y no hay capas 
ocultas. 
 
salidaentradaoculta
UUU =∧∅=  (1) 
 
Cada neurona recibe a la entrada todos los valores de 
las salidas, sin tener en cuenta el suyo propio. 
 
( ){ }UuuuUUC ∈−×= ,  (2) 
 
Los pesos de las conexiones tienen que ser 
simétricos. 
 
vuuv
wwUvu =⇒∈∀ ,  (3) 
 
En el siguiente gráfico se muestra un ejemplo de red 
neuronal de Hopfield con 3 nodos en la que no se han 
especificado pesos,   umbrales o estado de activación 
de la neurona en concreto. 
 
w
u
1
,
u
3
w
u
1
,
u
2
w
u
2
,
u
3
w
u
2
,
u
1
w
u
3
,
u
2
w
u
3
,
u
1
 
 
Figura 2: Ejemplo de red neuronal de Hopfield. 
 
De esta forma, el valor de la función de entrada de la 
red para una neurona se calcula mediante la suma 
ponderada de todas las salidas. 
 
( ) ( )ufwufUu
entradaured
r
r
⋅=∈∀  (4) 
 
( ) ( )
{ }
∑
−∈
⋅=∈∀
uUv
salidauvred
vfwufUu  (5) 
 
La función de activación se suele definir utilizando 
un cierto valor umbral para cada neurona. 
 
( )
( )
( )
( )




<
=
>
=∈∀
ured
uredu
ured
activación
ufsi
ufsiact
ufsi
ufUu
θ
θ
θ
,0
,
,1
 (6) 
 
La salida de las neuronas es la función identidad del 
estado de activación. 
 
( )
usalida
actufUu =∈∀  (7) 
 
Conocidos el estado de activación de las neuronas de 
la red en un instante dado, los valores de los pesos y 
los distintos umbrales, se define la función de energía 
mediante una función de Lyapunov [3] de la 
siguiente forma: 
 
∑∑
∈≠∈
⋅+⋅⋅−=
Uu
uu
vuUvu
vuuv
actactactwE θ
,
2
1
 (8) 
 
Por otra parte, la transición entre estados se puede 
realizar de dos formas: por relajación paralela o 
mediante la actualización secuencial de las neuronas. 
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 El primer mecanismo consiste en cambiar el estado 
de todas las neuronas de forma paralela en función de 
la activación actual de las demás. Aunque se trata de 
una forma muy intuitiva, no se puede garantizar que 
la red converja a un estado estable. Por lo tanto, la 
salida depende del momento en que se cancele el 
proceso recursivo. 
 
En cuanto a la actualización secuencial, es un 
proceso mucho más sencillo que consiste en calcular  
sólo el estado de activación de una neurona en cada 
paso. La neurona a revisar se elige siguiendo un 
orden preestablecido. 
 
Según el teorema de convergencia para la 
actualización secuencial [3], toda red de Hopfield 
tiende a un estado estable en un número finito de 
pasos independientemente del estado inicial de 
activación. Dicho estado se corresponde con un 
mínimo de la función de energía de la red. La salida 
resultante depende por tanto del estado inicial y del 
orden de selección de las neuronas. El número de 
iteraciones necesarias para alcanzar la convergencia 
es siempre inferior a n·2
n
, siendo n el número de 
neuronas de la red. 
 
Dadas las características de este tipo de redes, su uso 
se centra en aplicaciones como el diseño de 
memorias asociativas, reconocimiento de patrones o 
la resolución de problemas de optimización. 
 
 
4 ALGORITMO PROPUESTO 
 
Este método se basa en la aplicación del 
procedimiento general de resolución de problemas de 
optimización con redes Hopfield. La principal 
dificultad que se plantea es la correcta formulación 
de la función de energía, que tiene que representar 
todas las restricciones necesarias para que una 
solución se considere correcta. 
 
El primer paso de este procedimiento general 
consiste en convertir la función que se quiere 
optimizar en una función a minimizar. Una vez hecho 
esto hay que transformarla de manera que se 
corresponda con la forma propia de la función de 
energía de una red de Hopfield. De esta forma se 
pueden calcular los valores de las matrices de pesos y 
umbrales, que son necesarios para construir la red 
neuronal. Por último hay que realizar sucesivas 
simulaciones de la red con distintos valores iniciales 
de activación, tomándose la mejor de todas las 
soluciones obtenidas como resultado. 
 
Por tanto, utilizando las matrices M, C y D descritas 
anteriormente, se trata de encontrar los valores de M 
que hacen que la suma de las longitudes de todos los 
enlaces sea mínima. Además, no puede haber más 
que un 1 por fila (9) o columna (10) en dicha matriz. 
 
{ } 1,..,1
1
=∈∀ ∑
=
n
i
ij
mnj  (9) 
 
{ } 1,..,1
1
=∈∀ ∑
=
n
i
ij
mni  (10) 
 
Si tenemos en cuenta que las matrices C y D son 
simétricas, la primera restricción se puede expresar 
mediante la función de energía (11). 
 
∑∑∑∑
= = = =
⋅⋅⋅=
n
j
n
i
n
j
n
i
jijiiijj
mmdcE
1 1 1 1
1
1 1 2 2
22112121
2
1
 (11) 
 
La restricción reflejada en (9) se puede expresar 
mediante la función a minimizar (12). Y de forma 
análoga (10) se convierte en (13). 
 
( )
( ) { }
( ) { }
( ) { }
∑∑
∈
∈
∈
−⋅⋅=
2
2
22
2
11
2211
..1,
..1,
..1,
212
,
nji
ij
nji
nji
jiji
mmmjjE δ  (12) 
 
( )
( ) { }
( ) { }
( ) { }
∑∑
∈
∈
∈
−⋅⋅=
2
2
22
2
11
2211
..1,
..1,
..1,
213
,
nji
ij
nji
nji
jiji
mmmiiE δ  (13) 
 
Siendo la función δ: 
 
( ) 
 =
=
casootroen
basi
ba 0
1,δ  (14) 
 
Para poder construir la red de Hopfield utilizando 
estas restricciones hay que realizar las operaciones 
necesarias para que las funciones de energía sean de 
la forma de una función de Lyapunov (8). 
 
( ) { }
( ) { }
∑
∈
∈
⋅⋅⋅−−=
2
22
2
11
22112121
..1,
..1,
1
2
1
nji
nji
jijiiijj
mmdcE
 (15) 
 
( )
( ) { }
( ) { }
( ) { }
∑
∑
∈
∈
∈
−+
⋅⋅⋅−−=
2
2
22
2
11
2211
..1,
..1,
..1,
212
,2
2
1
nji
ij
nji
nji
jiji
m
mmjjE δ
 (16) 
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( )
( ) { }
( ) { }
( ) { }
∑
∑
∈
∈
∈
−+
⋅⋅⋅−−=
2
2
22
2
11
2211
..1,
..1,
..1,
213
,2
2
1
nji
ij
nji
nji
jiji
m
mmiiE δ
 (17) 
 
Una vez se han fijado las condiciones, la función de 
energía de la red se obtiene mediante una 
combinación lineal de las funciones de energía 
asociadas a cada restricción (18). 
 
321
EcEbEaE ⋅+⋅+⋅=  (18) 
 
La elección de los parámetros a, b y c determina en 
qué medida se considera una condición más 
importante que otras. Para que las soluciones que se 
obtengan al aplicar la red sean válidas interesa que E
2
 
y E
3
 tengan mucho más peso que E
1
. Una relación 
posible entre estos parámetros viene definida por la 
siguiente expresión. 
 
( )
ij
d
a
c
a
b max2 ⋅>=  (19) 
 
Si se hace que a valga 1, entonces b es igual a c y los 
valores de los pesos (20) y el umbral (21) son: 
 
( )( )
( ) ( )( )
2121
,,
,,2
21212211
jjiib
dcw
iijjjiji
δδ +⋅⋅−
⋅−=
 (20) 
 
( ) bji ⋅−= 2,θ  (21) 
 
Para aplicar este procedimiento a unos valores 
concretos de c y d  basta con sustituirlos en las 
expresiones (20) y (21). Con el resultado obtenido 
para W y θ se realiza el método de actualización 
secuencial, con una configuración inicial aleatoria 
para los valores de activación de las neuronas. El 
proceso se repite hasta que se alcance un estado 
estable. Si la solución obtenida no es aceptable se 
repite este último paso con otra configuración inicial. 
 
 
5 RESULTADOS 
EXPERIMENTALES 
 
Para la realización de las pruebas se ha definido un 
grafo de dependencias con 16 módulos a colocar en 
16 huecos posibles. El esquema de la figura 3 
representa dicho grafo. 
 
 
 
Figura 3: Grafo de dependencias. 
 
Como se aprecia en la figura 3, la estructura a 
optimizar está formada por un bucle, que agrupa a los 
8 primeros módulos, y por un árbol jerárquico. Esto 
permite observar el comportamiento del algoritmo 
para una configuración con distintas topologías. La 
matriz de dependencias correspondiente al grafo se 
muestra en (22). 
 


















































=
0010000000000000
0010000000000000
1100010000000000
0000100000000000
0001010000000000
0010100100000000
0000000100000000
0000011000000001
0000000001010001
0000000010100000
0000000001010000
0000000010101000
0000000000010100
0000000000001010
0000000000000101
0000000110000010
C
 (22) 
 
Los huecos, en donde se sitúan los módulos, son 
todos del mismo tamaño y se disponen de forma 
uniforme dentro de un cuadrado. La numeración 
utilizada es la siguiente: 
 
1 2
5 6
3 4
7 8
9 10
13 14
11 12
15 16
 
 
Figura 4: Distribución de los huecos. 
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La distancia entre dos huecos se calcula sumando el 
número de filas y de columnas que les separan. Así, 
la matriz de distancias es la mostrada en (23). 
 


















































=
0123123423453456
1012212332344345
2101321243235434
3210432154326543
1234012312342345
2123101221233234
3212210132124323
4321321043215432
2345123401231234
3234212310122123
4323321221013212
5432432132104321
3456234512340123
4345323421231012
5434432332122101
6543543243213210
D
 (23) 
 
Como la distancia máxima entre dos huecos es 6, se 
puede hacer que b valga 30. De esta forma los pesos 
y el umbral quedan de la siguiente forma: 
 
( )( )
( ) ( )( )
2121
,,
,,60
21212211
jjii
dcw
iijjjiji
δδ +⋅−
⋅−=
 (24) 
 
( ) 60, −=jiθ  (25) 
 
Las siguientes figuras representan el estado de 
activación de las neuronas en las distintas pasadas del 
método de actualización secuencial de la red de 
Hopfield. El cuadro en negro indica un estado 1 y el 
blanco el 0. Las columnas representan a las distintas 
posiciones y las filas a los módulos. 
 
 
 
Figura 5: Activación inicial de las neuronas. 
 
La figura 5 se corresponde con el estado inicial de las 
neuronas. El valor que se asigna a cada una de ellas 
se determina con un 50% de probabilidades de estar 
activa. 
 
 
 
Figura 6: Activación después de una pasada. 
 
En la figura 6 se puede observar que tras la primera 
iteración la mayoría de las neuronas han sido 
desactivadas. Esto se debe a la aplicación de las 
restricciones (9) y (10), que tienen una gran 
relevancia en la función de energía. 
 
 
 
Figura 7: Estado estable tras dos pasadas. 
 
Con sólo dos pasadas se ha conseguido alcanzar el 
estado estable que se muestra en la figura 7. En él se 
aprecia que los elementos relativos al bucle ocupan la 
diagonal principal, mientras que los pertenecientes al 
árbol se encuentran distribuidos en el resto de la 
matriz. 
 
La simulación ha sido realizada en un equipo 
Pentium III a 700MHz con 128Mb de memoria 
RAM. El tiempo total invertido en la ejecución es 
inferior a 2 segundos. 
 
Los valores de las energías que se obtienen en los 
distintos pasos son: (tabla 1) 
 
Tabla 1: Energía de la red cada etapa. 
 
Pasada Energía de la red 
Inicial 
1 
Estable 
49258 
-180 
-929 
 
Como se puede observar, en cada pasada se han 
realizado sólo los cambios de activación necesarios 
para que el valor resultante de la función de energía 
descienda. Así pues, el estado estable se corresponde 
pues con un mínimo local de la función de energía. 
La convergencia de la red demuestra que esta función 
ha sido formulada de forma correcta. 
 
La solución que se ha logrado en este caso se 
interpreta como se muestra en la figura 8. Las casillas 
son los huecos disponibles y el número mostrado se 
corresponde con el módulo que lo está ocupando. 
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1 2
5 6
3 4
7 8
9 10
13 15
11 16
12 14
 
 
Figura 8: Solución obtenida. 
 
Estudiando minuciosamente la figura 8, se descubre 
que la parte correspondiente al bucle no ha sido 
optimizada de forma correcta. En experimentos 
sucesivos se comprobó que este comportamiento se 
mantiene. El que siempre se produzca una asignación 
de estos módulos a la diagonal principal se debe al  
orden preestablecido en que se recorre la matriz de 
neuronas en el proceso de activación selectiva, que 
en el ejemplo mostrado es siempre de izquierda a 
derecha por columnas y luego hacia abajo por filas. 
 
 
6 CONCLUSIONES 
 
Una vez se ha conseguido superar la dificultad de 
formular la función de energía a  minimizar, la 
aplicación de la red de Hopfield al caso concreto es 
inmediata. 
 
Por otro lado, para un número concreto de módulos, 
la complejidad del grafo de dependencias no afecta al 
rendimiento del algoritmo.  
 
Como se puede apreciar en la simulación mostrada, 
en cada iteración se produce un cambio de estado en 
la neurona seleccionada sólo si con ello se reduce la 
función de energía. 
 
Aunque se consigue una buena solución en un tiempo 
despreciable usando un equipo bastante limitado, el 
presente método presenta problemas a la hora de 
optimizar la distribución de módulos en bucle. El 
problema se debe a que la red cae en un mínimo local 
en el que un cambio de posición de un elemento del 
bucle no implica un descenso de la función de 
energía. 
 
Así, en esta aplicación en concreto y con las 
funciones antes descritas, se obtiene una solución 
muy próxima a la óptima sí los módulos se 
relacionan de forma jerárquica. 
 
Una posible mejora al algoritmo propuesto consistiría 
en aplicar el enfriamiento simulado en la función de 
activación de las neuronas, convirtiendo la red de 
Hopfield en una máquina de Boltzmann. Con esto se 
permitirían cambios en el estado de las neuronas que 
no produjesen un descenso inmediato del valor de la 
función de energía al principio del proceso, 
permitiendo la salida de un posible mínimo local. 
 
Otra forma de ampliar la búsqueda de la solución 
óptima es combinar la aproximación propuesta con 
una resolución mediante algoritmo genético, de 
forma que las distintas soluciones conseguidas con la 
red neuronal se utilicen para generar la mayor parte 
de la población [5]. 
 
Por último, el elevado consumo en memoria que se 
produce al construir la matriz de pesos puede llegar a 
ser un problema importante dependiendo de la 
cantidad de recursos disponibles en el equipo en que 
se ejecuta el algoritmo. Esta matriz crece de forma 
n
4
, siendo n el número de módulos a colocar. 
 
En caso de estar limitados en espacio, se podrían 
calcular los valores de los pesos cada vez que se 
necesitasen si n fuera demasiado grande. 
 
Otra posible solución a este problema sería 
aprovechar la simetría que existe dentro de la matriz 
obtener así una reducción en consumo de memoria 
del 50%. 
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Resumen 
 
El principal objetivo del proyecto CADOX es 
desarrollar una tecnología comercial híbrida de lazo 
cerrado basada en los Procesos de Oxidación 
Avanzada (POAs) para el tratamiento de aguas 
residuales industriales contaminadas por compuestos 
orgánicos persistentes. Entre ellos, el método Foto-
Fenton es conocido por sus altos valores de reacción 
y su aplicabilidad con la luz natural del sol. El rango 
óptimo de la concentración del H2O2 durante el 
tratamiento Foto-Fenton depende del tipo y del 
grado de contaminación de las aguas residuales, una 
herramienta muy valiosa sería el disponer de un 
controlador automático que mantuviera la 
concentración deseada de H2O2 en cada reacción 
para reducir al mínimo la consumición del reactivo. 
Dicha concentración de H2O2 se ve afectada por la 
concentración de hierro en la disolución, la 
radiación incidente y la temperatura en el reactor. 
Para alcanzar los objetivos de control, se ha 
desarrollado un PI con anti-windup y un control 
anticipativo, a partir de un modelo lineal de la 
planta. Este trabajo resumen los resultados 
obtenidos con estos controladores. 
 
Palabras Clave: Procesos de Oxidación Avanzada, 
Tratamiento de aguas residuales, control de H2O2, 
PID con anti-windup 
 
 
 
1 INTRODUCCIÓN 
 
El principal objetivo del proyecto CADOX [3], [6], 
[8] es desarrollar una tecnología comercial híbrida de 
lazo cerrado basada en los Procesos de Oxidación 
Avanzada (POAs) para el tratamiento de aguas 
residuales industriales contaminadas por compuestos 
orgánicos persistentes [5], [10]. Entre ellos, el 
método Foto-Fenton es conocido por sus altos 
valores de reacción y su aplicabilidad con la luz 
natural del sol [4], [7].  
 
 Un esquema de la planta CADOX puede observarse 
en la figura (1). 
 
 
Figura 1: Esquema de la planta CADOX 
 
Dentro de la planta CADOX se encuentran las 
siguientes herramientas utilizadas para su correcto 
funcionamiento: 
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• Un tanque de mezclado, donde se añadirá el 
H2O2. 
• Una bomba de recirculación, variando la 
velocidad de esta bomba se modificará el tiempo 
de recirculación de la disolución. 
• Un colector, cuya superficie es de 4 m2 
• Resistencias térmicas para calentar la disolución. 
• Un pequeño intercambiador de calor, donde un 
líquido refrigerante enfriará la disolución. 
• Tres bombas dosificadoras. 
 
Aparte, el sistema está complementado con un panel 
de instrumentación donde se encuentra toda la 
instalación eléctrica necesaria para el buen 
funcionamiento de sensores, bombas, válvulas… El 
PC de control enviará y recibirá señales de este 
panel. 
 
El rango óptimo de la concentración de peróxido de 
hidrógeno (H2O2) durante el tratamiento Foto-Fenton 
depende del tipo y del grado de contaminación de las 
aguas residuales, en este sentido, un controlador 
automático que mantuviera la concentración deseada 
de H2O2 en cada reacción sería una herramienta muy 
valiosa para reducir al mínimo la consumición del 
reactivo. La concentración de H2O2 se ve afectada 
por la concentración de hierro en la disolución, la 
radiación incidente y la temperatura en el reactor. La 
concentración de H2O2 en disolución es controlada 
mediante una bomba con un regulador de frecuencia. 
El regulador de frecuencia permite ajustar la 
velocidad de la bomba para mantener la 
concentración de H2O2 cerca de la referencia 
deseada. Para alcanzar los objetivos de control un 
controlador PI con acción anti-windup y un control 
anticipativo, calculados a partir de un modelo lineal 
de la planta, fueron probados. El resultado de esos 
controladores probados en el proyecto CADOX es 
presentado en este trabajo. 
 
2 MODELO DEL SISTEMA 
 
Aunque el comportamiento del sistema es, en teoría, 
no lineal, se ha preferido hacer una aproximación 
lineal de éste, por los beneficios que aporta dicha 
aproximación en cuanto a simplicidad y rapidez. La 
ecuación global del sistema sacada en base a la 
respuesta de éste a una excitación de la entrada es 
mostrada en la ecuación (1) 
 
( ) ( ) ( )[ ] CPcsGIsGusGcy FepIuOH ⋅⋅⋅+⋅+⋅== 22  (1) 
 
Cada uno de los términos de la ecuación pasan a 
definirse con más detalle a continuación: 
 
• 
22OH
c : salida del sistema, concentración de H2O2 
en la disolución [mg/l] 
• 
( ) st
nn
n
u
re
sss
K
sG
−
++
=
22
2
2 ωδω
ω  : función de 
transferencia que modela los efectos de un 
cambio de la frecuencia de la bomba 
dosificadora de H2O2 en la concentración de 
H2O2. 
• u: entrada del sistema (señal de control, 
frecuencia de la bomba dosificadora de H2O2 
[%] 
• ( )
s
K
sG II −=
 : función de transferencia que 
modela las pérdidas en la concentración de H2O2 
debidas a la radiación solar incidente. 
• I: radiación solar incidente en el colector [W] 
• ( )
s
K
sG PP −=
 : función de transferencia que 
modela las pérdidas en la concentración de H2O2 
debidas a la concentración de hierro en dicha 
disolución. 
• cFe: concentración de hierro en la disolución 
[mg/l] 
• P: toma el valor uno en el caso de que haya 
hierro en la disolución, toma cero en el caso 
contrario [-]. 
• C: constante que depende del tipo de agua que se 
utilice durante el ensayo [-] 
 
Como se ha comentado anteriormente la función de 
transferencia, Gu(s), relaciona la concentración de 
H2O2 en la disolución con la frecuencia de la bomba 
dosificadora de H2O2. Es fácil advertir que la bomba 
actúa como un integrador cuando añade H2O2 al 
tanque de mezclado, debido a que la bomba solo 
puede añadir H2O2 y no tiene manera de eliminarlo 
de la concentración, por lo que si se mantuviera un 
escalón constante en la bomba, la concentración de 
H2O2 en la disolución aumentaría, teóricamente, 
indefinidamente. Por otra parte, el comportamiento 
oscilatorio que se puede observar cuando se inyecta 
H2O2 a través de la bomba en el tanque de mezclado, 
es debido al bucle hidráulico del sistema, una vez que 
se inyecta H2O2 en el tanque de mezclado la mezcla 
no se vuelve instantáneamente homogénea, sino que 
la disolución tiene que recircular varias veces a 
través del sistema, el tiempo de recirculación es 
impuesto por un valor constante de flujo del fluido. 
Este comportamiento oscilatorio anteriormente 
comentado se encuentra bien modelado por un 
término de segundo orden. Por último un término de 
retraso en la salida del sistema debido a la posición 
del sensor de medida en la planta es añadido para 
completar la ecuación. Este tipo de comportamiento 
descrito también ha podido ser observado mientras se 
intentaba controlar el nivel de pH en fotobioreactores 
[2]. En la siguiente figura se muestra una gráfica 
comparando la salida del modelo previamente 
descrito contra la salida del sistema: 
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 Figura 2: Salida del sistema comparada con una 
simulación del modelo 
 
En la gráfica se pueden observar tres señales: 
 
1. Referencia de la concentración de H2O2 (verde). 
2. Nivel de concentración de H2O2 en la planta 
(azul) 
3. Salida simulada por el modelo (rojo). 
 
El sistema se excitó con un impulso, debido a su 
comportamiento integrador, como se observa en la 
figura después del retraso inicial, la señal del modelo 
consigue ajustarse con precisión a la salida real de la 
planta. Las oscilaciones que se observan tanto en la 
señal simulada, como en la salida de la planta, 
corresponden a la recirculación que sufre la 
disolución en la planta hasta que la mezcla se vuelve 
homogénea. 
 
Destacar también que las funciones de transferencia 
Gp(s) y GI(s) modelan, respectivamente, el consumo 
de H2O2 en la disolución debido a la concentración 
de hierro existente en la disolución y a la radiación 
solar incidente en el colector, aunque estas relaciones 
también son descritas mediante ecuaciones no-
lineales también han sido simplificadas en modelos 
lineales. La función de transferencia Gp(s) que 
relaciona el consumo de H2O2 con los mg/l de hierro 
existentes en la disolución es definida como un 
integrador con una ganancia estática negativa, ya que 
cuanto mayor sea la concentración de hierro mayores 
serán las pérdidas de H2O2 en la disolución. Con el 
mismo tipo de función de transferencia se puede 
relacionar el consumo de H2O2 en la disolución con 
los vatios incidentes en la superficie del colector. 
 
En la figura (3) se puede ver una comparación de la 
salida de los modelos de consumo de H2O2 contra un 
ensayo realizado en la planta, la señal verde 
correspondería a la salida real del sistema durante el 
ensayo, mientras que la señal azul corresponde a la 
salida de los modelos de pérdidas de H2O2. Para 
obtener dicha señal es necesario sumar la salida de 
las funciones de transferencia Gp(s) y GI(s). En el 
ensayo había una concentración de 1.35 mg/l de 
hierro en la disolución, al principio todo el colector 
estaba cubierto y aun así había un poco de consumo 
de H2O2, a partir del minuto 155 aproximadamente, 
se destapa totalmente el colector y en la gráfica se 
puede observar como el consumo de H2O2 aumenta 
rápidamente. Para finalizar el experimento 20 
minutos después se vuelve a cubrir el colector lo que 
provoca que el consumo de H2O2 se suavice. Como 
se observa en la gráfica el modelo es capaz de 
reproducir fielmente el consumo de H2O2 en el 
sistema debido a la concentración de hierro o a la 
radiación incidente. 
  
 
Figura 3: Ensayo para comprobar los modelos de 
consumo de H2O2 
 
Finalmente hay que tener en cuenta que las 
consideraciones hechas anteriormente para factores 
tales como la concentración de hierro en la 
disolución o la radiación incidente son también 
válidos para la temperatura de la disolución, ésta 
también tiene influencia en el consumo de H2O2 y se 
podría modelar por una función de transferencia 
parecida a las anteriores, llamada por ejemplo Gt(s), 
aunque este factor no ha sido tenido en cuenta en este 
trabajo debido a que la temperatura se mantuvo 
constante durante los ensayos, por ese motivo no 
aparece ninguna función de transferencia que 
relacione la temperatura de la disolución con el 
consumo de H2O2 en la ecuación (1). 
 
3 DISEÑO DE UN CONTROLADOR 
PARA EL SISTEMA 
 
3.1 CONSIDERACIONES PREVIAS 
 
El sistema de control más sencillo que se ha pensado 
es capaz de controlar con solvencia el sistema 
descrito en la anterior sección es un controlador PI 
con una acción anti-windup [1] para evitar que la 
señal que el controlador le envía a la bomba 
dosificadora exceda del rango de sus capacidades 
físicas (0% - 100%) debido a la acción integral del 
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propio controlador. La acción anti-windup 
básicamente cambia el término integral del 
controlador para evitar que el sistema entre en 
saturación, previniendo de esta manera diferencias 
entre la salida del controlador y la salida real que el 
actuador (en este caso la bomba dosificadora de 
H2O2) le envía al sistema (en este caso la planta 
CADOX). 
 
Además del controlador PI que se ha comentado en el 
párrafo anterior, un controlador anticipativo 
(feedfoward) ha sido añadido con el objetivo de 
mejorar el rendimiento total del sistema de control. 
El control anticipativo fue desarrollado usando las 
ganancias estáticas de los modelos lineales de 
consumo de H2O2 Gp(s) y GI(s) descritos en el 
párrafo anterior. Ya que la temperatura de la 
disolución se mantuvo constante durante la operación 
de la planta, no fue necesario el desarrollo de un 
controlador anticipativo equivalente para compensar 
el consumo de H2O2 debido a cambios en la 
temperatura, Gt(s). 
 
3.2 PROBANDO EL SISTEMA DE 
CONTROL 
 
Una vez que el sistema de control ha sido diseñado, 
fue probado durante un ensayo en la planta CADOX 
con el objetivo de verificar todo el desarrollo teórico 
del modelo comentado en la anterior sección. Este 
ensayo puede observarse en la figura (4). 
 
 
Figura 4: Ensayo para probar el control 
 
En la figura (4) se pueden observar tres señales: 
 
1. La referencia o consigna de H2O2. 
2. El valor actual de la concentración de H2O2. 
3. La señal que envía el actuador (la bomba 
dosificadora) al sistema (la planta CADOX). 
 
Durante el ensayo la concentración de hierro era de 1 
mg/l, concentración que se le añadió bruscamente 
una vez empezado el ensayo para ver lo bien que 
respondía el controlador, y que iría disminuyendo a 
lo largo del ensayo al consumirse junto al H2O2. 
Después de añadirle hierro a la concentración el 
colector se descubrió, lo que provoca otro cambio 
brusco en el consumo de H2O2, el resto del tiempo el 
colector se mantuvo descubierto con lo que las únicas 
variaciones existentes en la radiación solar incidente 
podrían ser pasos de nubes, que no hubo ninguno 
durante la operación, o el cambio normal que sufre la 
radiación durante el paso del día. Por último la 
temperatura de la disolución durante el ensayo fue 
mantenida constante. 
 
La referencia inicial de concentración de H2O2 fue 
establecida en 900 mg/l, un valor muy alto para una 
operación normal, pero que se probó debido a que se 
quería ver lo bien que el modelo funcionaba en 
condiciones ‘extremas’, se puede ver como el valor 
de H2O2 excede por poco a la referencia deseada, 
debido a dos factores: que el modelo no fue diseñado 
para ese rango de operación y a que al no estar el 
colector descubierto, ni haber hierro en la disolución 
no hay manera de disminuir la concentración de 
H2O2. 
 
Poco después y como se ha comentado 
anteriormente, se le añadió a la disolución 1 mg/l de 
hierro con el colector cubierto para que hubiera un 
aumento del consumo de H2O2 y observar así lo bien 
que el controlador se adaptaba a dichos cambios. 
Como se puede observar en la gráfica el consumo 
empieza a aumentar, lo que provoca que la 
concentración disminuya. 
 
Antes de que alcance la referencia deseada de 900 
mg/l se destapa completamente el colector, hecho 
que provoca que el consume aumente bruscamente, 
con lo que el valor de H2O2 cae un poco por debajo 
de la referencia. Aun así el controlador es capaz de 
mantenerlo cerca de la referencia y acercarlo a ella 
progresivamente. Sin embargo cuando está cerca de 
alcanzar a la referencia se producen perturbaciones 
por causas desconocidas, aunque el controlador sigue 
siendo capaz de ir llevando el valor de H2O2 a la 
referencia deseada. 
 
Una vez que el valor de H2O2 está tan cerca de la 
referencia como se desea y se ha estabilizado, se 
cambia el valor de la referencia a 500 mg/l. Este 
valor es un valor de operación más normal que el 
setpoint anterior, por lo que el controlador es capaz 
de alcanzarlo con más facilidad y sin tantas 
oscilaciones. 
 
Por último, una vez que el valor de H2O2 se hubo 
estabilizado cerca de la referencia deseada de 500 
mg/l, se volvió a cambiar dicha referencia a un nuevo 
valor de 200 mg/l. Como en el caso anterior el 
controlador es capaz de llevar el sistema hasta la 
referencia deseada y todavía con menos oscilaciones 
que en el caso anterior debido a que esta referencia 
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estaba más próxima al punto de operación para el que 
se calculó el modelo lineal de la planta. 
 
Como se puede observar en la gráfica, aunque los 
resultados son aceptables, no son tan buenos como 
los teóricos esperados debido a errores de modelado. 
Estos errores de modelado son debidos tanto a la 
aproximación linear del sistema, como a la 
aproximación linear de los modelos de pérdidas. 
Además hay ligeras fluctuaciones en la concentración 
de H2O2 cuando ésta se encuentra cerca de la 
referencia, aunque nunca exceden de 20 mg/l. 
 
4 CONCLUSIONES 
 
Este trabajo trata sobre el desarrollo de un sistema de 
control para la planta CADOX, basado en un modelo 
lineal simplificado de dicha planta. El sistema de 
control está formado por un controlador PI con 
acción anti-windup y un controlador anticipativo. 
 
El controlador anticipativo fue añadido para mejorar 
el control de la concentración de H2O2 anticipándose 
a cambios en el consumo de dicha concentración 
debidos a la concentración de hierro o a la radicación 
incidente en el colector. Aunque el control 
anticipativo causa una respuesta más rápida del 
sistema de control también implica un 
comportamiento oscilatorio en el valor de 
concentración de H2O2. 
 
Este comportamiento oscilatorio es probablemente 
debido a una aproximación matemática de los 
modelos de pérdidas, por concentración de hierro y 
por radiación solar incidente, no del todo 
satisfactoria, ya que aunque dicha influencia es no 
lineal, un modelo lineal aproximado fue utilizado por 
los beneficios que este tipo de modelos otorga en 
cuanto a rapidez y simplicidad, usando para su 
cálculo sólo condiciones estacionarias en el término 
anticipativo. 
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Resumen
Este art´ıculo muestra un esquema de control
jera´rquico para regular la temperatura de salida del
fluido de trabajo en un campo de colectores sola-
res distribuidos y calcular la temperatura de refe-
rencia de dicho fluido. Dicha planta se encuentra
expuesta a fuertes perturbaciones y no linealida-
des que dificultan su operacio´n de forma manual,
tanto para la regulacio´n como para escoger el pun-
to de operacio´n adecuado. Se ha implementado un
algoritmo de ca´lculo automa´tico de consignas uti-
lizando la lo´gica borrosa con la finalidad de en-
contrar la temperatura de referencia adecuada que
maximice la temperatura de salida y cumpla las
restricciones de operacio´n de la planta.
Palabras clave: control jera´rquico, control por
adelanto, control IPD, energ´ıa solar
1. INTRODUCCION
El campo de colectores solares distribuidos ACU-
REX, en el cual se ha realizado este trabajo, ha
sido utilizada durante varios an˜os como planta
piloto para ensayar distintos tipos de algoritmos
de control y ma´s tarde ser aplicados en futuras
instalaciones de sistemas de concentracio´n solar
cilindro-parabo´lica. Se han experimentado las
te´cnicas de control ma´s innovadoras a lo largo de
los an˜os, como las basadas en control predictivo
[5] y tambie´n en lo´gica borrosa [3],[4],[6],[9],[15].
Hasta ahora, los esfuerzos por mejorar los algo-
ritmos de control se centraban en obtener una
respuesta lo ma´s ra´pida posible con la menor os-
cilacio´n ante un cambio de consigna, potenciando
as´ı la velocidad de respuesta del sistema junto
con la eficacia del rechazo de pertubaciones. Sin
embargo, en los procesos industriales en general,
la tendencia es la de controlar cada vez sistemas
ma´s complejos que necesitan ser jerarquizados,
mediante un sistema de jerarqu´ıas, con un sistema
supervisor en cada nivel [1]. Objetivos a tener en
cuenta durante la operacio´n de la planta como
los de mantener las restricciones de seguridad de
la planta o iniciar el arranque de la operacio´n
del campo de colectores solares eran au´n desarro-
llados de forma manual por el operador de esta
planta.
Previamente a este trabajo, se desarrollo´ un gene-
rador de consignas basado en modelo f´ısico para
la misma planta, obtenie´ndose buenos resultados
[7][11], sobre todo en la fase de arranque de ope-
racio´n de la planta. Sin embargo, a pesar de que
tanto la radiacio´n solar tenida en cuenta por el
generador como la salida calculada por el mismo
eran filtradas, se observo´ que el generador de con-
signas basado en modelo f´ısico era muy sensible a
las variaciones de radiacio´n solar, de forma que,
cuando las variaciones de la radiacio´n solar por el
efecto de las nubes eran significativas y continua-
das, provocaba grandes variaciones en la tempe-
ratura de referencia calculada no deseadas. Con el
objetivo de desarrollar una estructura jera´rquica
que no utilice el modelo f´ısico de la planta, el cual
es muy sensible a las variaciones de la radiacio´n
solar, y teniendo en cuenta la similitud entre el
razonamiento humano y la lo´gica borrosa, se ha
desarrollado un generador de consignas basado en
lo´gica borrosa (GCMB) para el campo de colecto-
res solares distribuidos. El GCMB ocupa la segun-
da capa de una estructura jera´rquica de control,
donde la capa de regulacio´n (capa 1) estar´ıa for-
mada por un control por adelanto y un control
IPD (Control Integral-Proporcional-Derivativo).
2. LA PLANTA DE
COLECTORES SOLARES
DISTRIBUIDOS
El campo de colectores solares distribuidos ACU-
REX se encuentra situado en la Plataforma Solar
de Almer´ıa, en el desierto de Tabernas (Almer´ıa).
El campo solar consta de 480 mo´dulos de colec-
tores solares cilindro-parabo´licos que se encuen-
tran distribuidos en 10 filas paralelas (figura 1).
La finalidad de cada colector es la de concentrar
la radiacio´n solar directa (Ib, W · m
−2) en el re-
ceptor situado en la l´ınea focal de la para´bola, por
el cual, internamente, se encuentra circulando un
fluido de transferencia te´rmica (figura 2). Dicho
fluido es un tipo de aceite sinte´tico (Santotherm
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55) que puede ser calentado hasta 300 oC sin pe-
ligro de degradarse.
Figura 1: Campo de colectores solares distribuidos
ACUREX y tanque de almacenamiento te´rmico
El proceso consiste en extraer el aceite de la parte
baja del tanque (donde reside el aceite a ma´s ba-
ja temperatura) para ser impulsado por la bomba
de impulsio´n (figura 2) hacia el campo solar, de
forma que a su paso por el mismo, el aceite es ca-
lentado, en mayor o menor medida dependiendo
principalmente de cuatro factores: la velocidad a
la que circula el fluido (q, l · s−1), la radiacio´n so-
lar corregida (I, W · m−2) calculada en funcio´n
del a´ngulo de incidencia de la radiacio´n solar di-
recta , Ib, con respecto a los espejos, la tempera-
tura del aceite que proviene del tanque (Tin,
oC)
y la temperatura ambiente (Tamb,
oC). La sen˜al
de control que se puede manipular para regular
la temperatura de salida (Tout,
oC) es la veloci-
dad del fluido q. El resto de variables no pueden
ser manipuladas y por lo tanto son consideradas
como perturbaciones, que dificultan considerable-
mente la operacio´n de la planta. Otros elementos
que dificultan su operacio´n es la dina´mica no lineal
de la misma (con ganancias, retardos y constantes
de tiempo variables) as´ı como las restricciones de
operacio´n que deben cumplirse para mantener en
buen estado los elementos que la forman. Dichas
restricciones comprenden el no superar los l´ımites
f´ısicos de la bomba (entre 2 y 10 l · s−1), sien-
do los caudales altos los que suponen un mayor
esfuerzo de empuje para la bomba y no superar
incrementos de temperatura mayores de 70 u´ 80
oC (∆T = Tout − Tin) entre la temperatura del
aceite que entra y sale del campo, con la finalidad
de evitar estre´s en los materiales.
Por ello, es importante tener un sistema de control
automa´tico que controle la temperatura de salida
y que regule q para alcanzar la temperatura de-
seada (Tref ,
oC) de forma segura con las meno-
res oscilaciones posibles. Una parte importante de
la operacio´n de la planta consiste en determinar
un valor de Tref . Hasta ahora, era determinada
cada cierto tiempo, por el operador de la plan-
ta, basa´ndose en la experiencia de operacio´n de
la misma. Sin embargo, situaciones que requieren
cambios ra´pidos de Tref para preservar las condi-
ciones de seguridad de la planta (como la fase de
arranque) o donde la cantidad de radiacio´n solar es
insuficiente para alcanzar los 70 oC ma´ximos difi-
cultan la eleccio´n de una Tref adecuada por parte
del operador. Desde el punto de vista de control,
se puede controlar cualquiera de las temperaturas
de salida de los lazos de colectores, la ma´xima de
todas o la media. En nuestro caso, se ha escogido
controlar el lazo nu´mero 2.
La finalidad de este campo de colectores solares
es la de calentar la mayor cantidad de aceite y al-
macenarlo para despue´s ser utilizar en procesos de
generacio´n de electricidad o en procesos de desa-
linizacio´n.
3. CONTROL JERA´RQUICO
BASADO EN MODELO
BORROSO
Como se ha comentado en la seccio´n anterior, las
distintas situaciones de operacio´n de la planta di-
ficultan en ocasiones el trabajo del operador, ob-
tenie´ndose un menor rendimiento del proceso y
favoreciendo posibles dan˜os materiales en los ele-
Figura 2: Esquema de sen˜ales y medidas ma´s sig-
nificativas del campo solar
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mentos que componen la planta. En este tipo de
plantas, la implementacio´n de un sistema de regu-
lacio´n de la temperatura de salida se justifica por
la necesidad de precisio´n en dicha temperatura de
salida (a pesar de las perturbaciones que afectan
a la planta) y alcanzar dichas temperaturas en un
per´ıodo de tiempo lo suficientemente corto para
evitar situaciones de estre´s indeseados en los ma-
teriales. La mejora del rendimiento de la planta a
trave´s de un generador de consignas conlleva cum-
plir los siguientes objetivos: establecer un valor de
Tref alcanzable de acuerdo a las condiciones ac-
tuales de la planta (radiacio´n solar, temperatura
de entrada, ...etc.); que dicha consigna cumpla las
restricciones de seguridad de la planta; que ayude
a los algoritmos de control en per´ıodos de opera-
cio´n como el arranque y parada del sistema; evitar
puntos de operacio´n cr´ıticos que pongan en peli-
gro la actuacio´n de los controladores (por ejemplo
bajos caudales cercanos al l´ımite de saturacio´n)
y llevar la operacio´n de la planta a un punto de
operacio´n de forma segura.
Para cumplir con todos estos objetivos, se ha desa-
rrollado un control jera´rquico multicapa formado
por un generador de consignas basado en lo´gica
borrosa, un control por adelanto y un control tipo
IPD (figura 3).
3.1. CONTROL POR ADELANTO Y
CONTROL IPD
La primera capa de la estructura de control
jera´rquica se corresponde con la capa de regula-
cio´n. Esta´ formada por un controlador por ade-
lanto (1) y un control IPD en paralelo. Los algo-
ritmos de control por adelanto son ampliamente
utilizados en la industria, sobre todo en plantas
sometidas a numerosas perturbaciones como en
el ACUREX [5]. Su objetivo es la de calcular la
sen˜al manipulada (en nuestro caso qff , l · s
−1, en
figura 3) en funcio´n de las pertubaciones medibles
que afectan a la planta, anticipa´ndose al ca´lculo
de la sen˜al de control. Este tipo algoritmos no se
encuentran realimentados, por lo que, en muchas
ocasiones, debido a los errores de modelado o de
ajuste de para´metros (como en este caso el de la
reflectividad de los espejos) no suelen corregir el
error en estado estacionario. Es habitual incorpo-
rar a este algoritmo otra estructura de control que
se encuentre realimentada y pueda corregir este
tipo de error. En este caso se ha escogido utilizar
una estructura de control tipo IPD previamente
utilizada en otros trabajos en los cuales ha demos-
trado un buen comportamiento [7]. Con el caudal
calculado por el IPD (qipd, en l · s
−1) junto con el
calculado por el control por adelanto se obtiene el
caudal necesario para realizar el seguimiento de la
Tref de forma adecuada.
qff =
α · I ·G · L− L · (1.12 · (Tmed − Tamb)− 19.8)
ρ(Tmed) ·∆h
(1)
∆h = cp(Tmed) · (Tout − Tin) (2)
dtin = A1 · e
−( q
t1
) + y0 (3)
ρ(Tmed) = 903− 0.672 · Tmed (4)
cp(Tmed) = 1820− 3.478 · Tmed (5)
En (1) se muestra la funcio´n de control utilizada
para calcular el caudal necesario para alcanzar la
temperatura de salida determinada por el GCMB
(control por adelanto). Esta funcio´n se ha obteni-
do de la simplificacio´n de las ecuaciones de balance
de energ´ıa [5]. La salida del control por adelanto
es el caudal qff (en esta ecuacio´n en m
3 ·s−1) cal-
culada para el lazo 2. G es la apertura del colector
(1.83 m). El te´rmino α es el producto de la eficien-
cia o´ptica del colector por la reflectividad actual
de los espejos. Este valor debe ser medido exter-
namente y actualizado cada cierto tiempo en el
sistema de adquisicio´n de datos. L es el valor de la
longitud de un lazo (172 m). Tmed es la temperatu-
ra media calculada entre la temperatura de salida
actual y la temperatura de entrada. Las funciones
ρ(Tmed) y cp(Tmed) se corresponden con la funcio´n
de densidad del aceite (kg ·m−3) (ecuacio´n 4) y el
calor espec´ıfico (J · kg−1 · oC−1) (ecuacio´n 5) del
fluido de transferencia te´rmica. En (2) se mues-
tra el incremento de entalp´ıa, ∆h, entre la tempe-
ratura de entrada al campo y la temperatura de
salida. Se ha implementado una funcio´n emp´ırica
(obtenida por me´todos experimentales con un coe-
ficiente de determinacio´n de 0.99) (3) para incluir
en el esquema del control por adelanto el retardo
existente debido al tiempo de residencia del fluido
desde que es medido a la entrada del campo (Tin)
hasta que llega a la salida del campo (Tout). Esta
funcio´n depende de la velocidad del fluido y del la-
zo controlado. Los coeficientes A1, t1 y y0 var´ıan
segu´n el lazo que es controlado. Los coeficientes
para el lazo 2 son los siguientes: A1 = 2008.72 (s),
t1 = 1.82 (l·s
−1) e y0 = 184.36 (s). Para sintonizar
el IPD se han utilizado las reglas del mı´nimo ITAE
[13]. Los para´metros del IPD fueron sintonizados
con los siguientes valores: Kp=-0.2 (
oC · s · l−1),
Ti=200 (s), Td=70 (s), disen˜ados para la zona de
operacio´n nominal de la planta.
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3.2. GENERADOR DE CONSIGNAS
BORROSO
En base a la experiencia de operacio´n del cam-
po de colectores solares, se puede decir que los
dos para´metros que ejercen ma´s influencia en la
determinacio´n del valor de Tref adecuado son la
radiacio´n solar y la temperatura de entrada. La
primera, nos va a determinar cua´l es el incremen-
to ma´ximo de temperatura que se puede obtener
en el campo solar, y la segunda nos indicara la
temperatura que tiene el aceite justo a la entrada
del campo solar, y por lo tanto, cual es la ma´xima
que puede alcanzar sin exceder las restricciones de
seguridad. Otra posibilidad hubiera sido sustituir
el conjunto borroso de entrada Tin al GCMB por
el nivel de caudal, que realmente es la variable que
ma´s influye en la no linealidad de la planta [10].
Sin embargo, resulta ma´s fa´cil e intuitivo utilizar
como segunda entrada Tin para poder disen˜ar el
mecanismo de seguridad ∆T . Tambie´n ser´ıa acep-
table incluir como tercera entrada q, pero en una
primera aproximacio´n, se pretende conseguir un
modelo simplificado.
En el caso de la radiacio´n solar, el universo de dis-
curso abarca todo el rango significativo de niveles
de radiacio´n, siendo 0 W ·m−2 la cantidad mı´nima
fijada y 1100 W ·m−2 la cantidad ma´xima. La fun-
cio´n de pertenencia tiene forma triangular, siendo
el extremo izquierdo de tipo L y en el extremo de-
recho de tipo Gamma (figura 4). En una primera
versio´n, el nu´mero de conjuntos en los que se di-
vidio´ el universo de discurso de la radiacio´n solar
fue ma´s elevado, pero el comportamiento cuando
hab´ıa nubes era peor, haciendo un GCMB ma´s
sensible a estas variaciones, y por lo tanto, ejer-
ciendo un efecto indeseado en el ca´lculo de Tref .
Reduciendo el nu´mero de conjuntos a tres niveles
(con los siguientes valores lingu´ısticos: Bajo: B,
Medio: M y Alto: A) los resultados en simulacio´n
[2] mejoraron.
Para el universo de discurso de la temperatura de
entrada, el tipo de funcio´n de pertenencia escogido
es tambie´n triangular. Los conjuntos se han defi-
nido de forma que se cumplan las restricciones de
seguridad de la planta, en intervalos de 33 oC en
la mayor´ıa. La divisio´n en conjuntos se puede ver
en la figura 4. Los valores lingu¨´ısticos son: Muy
Bajo (MB), Bajo (B), Bajo-Medio (BM), Medio
(M), Alto (A), Muy Alto (MA). En el caso de la
variable lingu¨´ıstica de salida Tref , la funcio´n de
pertenencia de tipo L es mayor ya que es la zo-
na de temperaturas que esta´n relacionadas con el
arranque, y es una fase de dina´mica ra´pida en la
que no es necesaria la precisio´n. El resto de con-
juntos borrosos son el resultado del mapeado entre
los conjuntos de la temperatura de entrada y los
80 oC de ∆T necesarios para mantener las restric-
ciones de seguridad de la planta en incrementos de
temperatura. Estos conjuntos borrosos se pueden
observar en la figura 4 donde los valores lingu¨´ısti-
cos con los de Tin.
La figura 5 muestra la superficie generada por el
generador de consignas borroso, niveles de radia-
cio´n desde 0 hasta 1100 en incrementos de 27.5
W · m−2 y desde 15 oC hasta 250 oC en interva-
los de 6.7 oC. Los incrementos en la temperatura
de referencia eran aproximadamente de 3.65 oC.
Como se puede observar en la gra´fica, la Tref se
incrementa conforme se incrementa la I y la Tin.
Esto es lo´gico, si hay ma´s cantidad de energ´ıa so-
lar, es posible alcanzar mayor temperatura a la
salida del campo. Las restricciones de la planta
obligan a imponer un ma´ximo de 80 oC, pero esto
es tenido en cuenta por el generador de consig-
nas borroso al ser disen˜ado con un mapeado de
los conjuntos de temperatura de entrada y al es-
tablecerlo en la base de reglas. La tabla 1 mues-
tra la base de conocimiento disen˜ada en la que se
basara´n las reglas borrosas que utilizan el opera-
dor max-min [12][14] para ser calculadas. La base
de conocimiento ha sido disen˜ada basa´ndose en la
experiencia de operacio´n de la planta. Las relacio-
nes fueron modificadas sobre todo, en la fase de
arranque, para que las restricciones de la planta
se cumplieran.
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Figura 5: Superficie de Tref generada por los uni-
versos del discurso de I y Tin para diferentes in-
tervalos
Si se observa la figura 5 para un punto de la su-
perficie en el que Tin es baja e I es muy alta, Tref
no alcanza valores demasiado altos, ya que si fuera
muy alta no cumplir´ıa las normas de seguridad.
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Figura 3: Esquema de control jera´rquico multicapa formado por un generador de consignas borroso, un
control por adelanto y un control IPD
Figura 4: Conjuntos borrosos de entrada y salida para el GCMB
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Tabla 1: Base de conocimiento que relaciona los
valores lingu¨´ısticos de la temperatura de entrada
y radiacio´n solar corregida con las temperaturas
de referencia.
I Tin
VL L LM M H VH
L VL VL L L LM H
M VL VL L LM M H
H VL L LM M H VH
4. RESULTADOS
EXPERIMENTALES
En esta seccio´n se van a mostrar varios experi-
mentos desarrollados con las estructura jera´rquica
completa mostrada en la figura 3. El algoritmo ha
sido implementado en co´digo C [8] y adaptado al
sistema de adquisicio´n de datos del campo solar.
El tiempo de muestreo escogido ha sido de 39 (s) y
lazo de colectores controlado es el nu´mero 2. Antes
de ser probada en la planta real, la estructura de
control fue probada en simulacio´n, obtenie´ndose
resultados aceptables.
El objetivo que se pretende conseguir con los en-
sayos es demostrar que el GCMB calcula en cada
instante la Tref adecuada segu´n las condiciones
actuales y se mantiene dentro de las normas de
seguridad.
La figura 6 muestra un ensayo de un d´ıa completo
de operacio´n. La parte que merece ser comentada
en este ensayo es la fase de arranque. Se puede
comprobar como evoluciona Tref en funcio´n del
incremento que se produce en Tin, demostra´ndose
as´ı que se cumplen las normas de seguridad de la
planta. La operacio´n normal del sistema hubiera
requerido la atencio´n completa del operador pa-
ra estimar el tiempo de subida de la Tin y as´ı, ir
cambiando cada pequen˜os periodos de tiempo el
valor de Tref . Sobre las 12.75 horas en la misma
figura, se produce un incremento muy ra´pido de
Tin (de 60
oC aproximadamente en menos de me-
dia hora) lo cual hubiera representado un escalo´n
de Tref muy elevado en la operacio´n manual, pero
mediante el GCMB este incremento se produce de
forma suave y continuado.
La figura 7 muestra un ensayo realizado en un d´ıa
nublado. La funcio´n interesante del GCMB es la
de evitar cambios bruscos en Tref pero a la vez,
mantener un nivel adecuado para evitar la satu-
racio´n del controlador. La respuesta del generador
en una situacio´n de intervalos nubosos es la de
suaves escalones de Tref que se realizan si duran-
te un periodo considerable la radiacio´n solar ha
variado significativamente. Durante un periodo de
tiempo aproximado de 14 minutos (ma´s o menos a
las 14 horas) la irradiancia cae por debajo de 100
W ·m−2. A este nivel, el campo para automa´tica-
mente el seguimiento hasta que la irradiancia no
sube por encima de 125 W · m−2. Cuando esto
ocurre, independientemente del caudal que circu-
le, al no haber energ´ıa, la Tout va a descender,
incluso por debajo de la Tin debido a las pe´rdi-
das te´rmicas. En estos casos, los algoritmos tipo
IPD tienen problemas de acumulacio´n del error,
ya que no disponen de un mecanismo para detec-
tar que Tref no es alcanzable al no haber energ´ıa.
Lo importante en esta situacio´n, es que, cuando
haya suficiente energ´ıa como para que el campo
solar continu´e el seguimiento solar, el GCMB in-
cremente Tref de forma suave y ayude al algoritmo
de control a rebajar el error acumulado. El genera-
dor de consignas establece la consigna al mı´nimo
establecido (30 oC) por encima del valor de Tin de
forma que, al incrementarse la energ´ıa solar por el
paso del transitorio, el algoritmo de control recu-
pera el seguimiento sin los problemas de oscilacio-
nes que debieran haber derivado de la acumulacio´n
del error.
El ensayo mostrado en la figura 8 muestra una
fase de arranque donde la dina´mica es ma´s ra´pida
y no se producen variaciones importantes en Tin.
Al final del ensayo, se provoco´ una perturbacio´n
en Tin para comprobar la reaccio´n del generador
de consignas borroso. Se observa co´mo el GCMB
modifica el valor de Tref al observar un cambio
en Tin para mantener los niveles de incremento de
temperaturas dentro de los l´ımites de seguridad.
A la vez, se da la situacio´n de que la radiacio´n
esta´ bajando debido a la ca´ıda que se produce en
la tarde, por lo que Tref no vuelve a incrementarse
y el ∆T se mantiene en niveles inferiores de 80 oC.
En los ensayos mostrados en las figuras 6, 7 y 8 se
puede comprobar la actuacio´n de la capa de regu-
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Figura 6: Ensayo completo en la planta ACUREX
del GCMB con alta radiacio´n solar
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Figura 7: Ensayo completo en la planta ACUREX
del GCMB con perturbaciones en la radiacio´n so-
lar
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Figura 8: Ensayo completo en la planta ACUREX
del GCMB con perturbaciones en la temperatura
de entrada al campo
lacio´n (capa 1) de la estructura de control jera´rqui-
ca mostrada en la figura 3. Cabe destacar el segui-
miento conseguido de Tref a pesar de las pertur-
baciones en la temperatura de entrada (figuras 6
y 8) as´ı como el rechazo de perturbaciones de ra-
diacio´n solar (figura 7). Los ensayos mostrados en
este apartado no pretenden evaluar la rapidez de
respuesta de la capa de regulacio´n ante un cambio
de consigna, pero si el rechazo a las perturbacio-
nes que afectan a la planta as´ı como al correcto
seguimiento de la consigna sin error significativo
en estado estacionario.
5. CONCLUSIONES
Los resultados mostrados en este trabajo mues-
tran el buen comportamiento de la estructura de
control jera´rquica formada por un generador de
consignas basado en lo´gica borrosa (capa 2) y una
capa de regulacio´n (capa 1) formada por una es-
tructura de control por adelanto y control IPD en
paralelo. Mediante ensayos experimentales en la
planta real se ha demostrado la utilidad de este
tipo de control jera´rquico aplicado a plantas sola-
res en distintas condiciones de operacio´n (opera-
cio´n con perturbaciones en la radiacio´n solar, en la
temperatura de entrada y en la fase de arranque
del sistema). Estas situaciones pueden ser consi-
deradas como dif´ıciles para una operacio´n manual
de la planta si se quiere obtener un adecuado ren-
dimiento de la misma alargando el ciclo de vida de
los elementos que la forman. Los resultados mos-
trados prueban que un generador de consignas au-
toma´tico contribuye a facilitar la operacio´n de la
planta, simplificando el trabajo del operador. Por
otro lado, el GCMB mejora el rendimiento de los
controladores evitando su saturacio´n en situacio-
nes en las que la consigna impuesta por el opera-
dor es inalcanzable debido a que la cantidad de
radiacio´n solar incidente es demasiado baja. La
estructura de control implementada es sencilla y
responde adecuadamente al rechazo de perturba-
ciones y al seguimiento de la consigna calculada
por la capa 2 del control jera´rquico en los distintos
puntos de operacio´n en los que ha sido probada.
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Resumen 
 
Desde principios de la década de los 90, se ha venido 
utilizando la metodología CommonKADS en el 
desarrollo de sistemas basados en conocimiento 
ubicados dentro de los más diversos ámbitos de lo 
que ya deberíamos ir acostumbrándonos a llamar 
sociedad del conocimiento (término que, todo sea 
dicho, ya fue utilizado por Peter Drucker en 1969 
[4]). 
 
En este trabajo se pretende analizar el efecto que 
podría tener la aplicación de metodologías de 
ingeniería del conocimiento, concretamente 
CommonKADS con selección dinámica de métodos, 
en el subsistema de navegación de un robot móvil 
que se desplaza por un entorno conocido (interior de 
un invernadero). 
 
Concretamente, se trata de un robot fumigador que 
se desplaza por todos y cada uno de los pasillos del 
invernadero teniendo que cubrir toda la extensión de 
éste, accediendo a la totalidad de la masa vegetal 
que contiene. 
 
Palabras Clave: CommonKADS, Sistemas basados 
en conocimiento, Sociedad del conocimiento, 
Selección dinámica de métodos, Navegación de 
robots móviles. 
 
 
 
1 INTRODUCCIÓN 
 
La robótica está asumiendo progresivamente un 
papel fundamental en la realización de tareas que 
introducen un factor de riesgo humano elevado. En 
muchos de esos casos, se necesita que el autómata se 
desplace dentro de un entorno bien definido. De esta 
forma, continuamente se están diseñando robots 
móviles para el control de sistemas industriales, para 
los tratamientos con productos nocivos para la salud 
humana o para el acceso a lugares donde al hombre 
le resultaría muy complicado hacerlo, por citar sólo 
algunos casos concretos. 
 
En este sentido, y dado que la misión de estos robots 
es reemplazar a un humano, debe intentar alcanzarse 
el máximo ajuste posible a su comportamiento. Con 
este fin, la ingeniería del conocimiento puede ser una 
de las herramientas que nos proporcione las técnicas 
para representar el conocimiento y razonamiento 
humanos dentro del dominio específico, que 
posteriormente se implantará en el sistema 
automático desarrollado. 
 
Una de las metodologías para el desarrollo de 
sistemas basados en conocimiento que más se está 
utilizando en la actualidad (sobre todo en Europa) es 
CommonKADS. Así, dentro del marco del proyecto 
del plan nacional I+D AGL2005-00848, financiado 
por el Ministerio de Educación y Ciencia, en el que el 
objetivo final es la construcción de un robot 
fumigador, se ha incluido una línea en la que se 
plantea la utilización de la metodología 
CommonKADS para el desarrollo del sistema de 
navegación de dicho robot. 
 
El resto del artículo se ha estructurado de la siguiente 
forma. En la sección 2 se describe la metodología 
utilizada en el desarrollo, definiendo los conceptos 
necesarios para su correcta comprensión. En la 
sección 3 se desarrolla el modelo de conocimiento de 
la navegación de robots móviles utilizando la 
metodología CommonKADS con selección dinámica 
de métodos. Por último, en la sección 4 se muestran 
las conclusiones del trabajo y la continuación que se 
le pretende seguir en esta línea. 
 
 
2 METODOLOGÍA 
 
Como se ha comentado en el apartado anterior, en 
este trabajo se utiliza la metodología 
CommonKADS, con la aplicación de selección 
dinámica de métodos, para la representación del 
modelo de conocimiento asociado a la navegación de 
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robots móviles. Además, conviene hacer una breve 
reseña acerca de los aspectos básicos de la 
navegación que se utilizan en robótica móvil citando 
los algoritmos que se han tenido en cuenta al 
planificar el sistema. 
 
2.1 ALGORITMOS DE NAVEGACIÓN 
 
Existen cuatro partes fundamentales en un robot 
móvil: el controlador, los sensores, los actuadores y 
la estructura mecánica. El controlador gobierna todos 
los movimientos y se compone de tres subsistemas: 
subsistema de control, subsistema de navegación y 
subsistema sensorial [7]. El buen funcionamiento del 
robot dependerá del buen funcionamiento de los tres 
subsistemas. El subsistema de navegación es el 
encargado de generar la trayectoria libre de 
obstáculos óptima para el robot. Esta trayectoria se 
proporciona como referencia al subsistema de control 
que genera las consignas a los actuadores teniendo en 
cuenta también la información proporcionada por el 
subsistema sensorial. 
 
El problema de navegación se puede descomponer, 
en el caso más general, en: planificación de tareas, 
planificación del movimiento, generación de 
trayectorias y evitación de obstáculos no esperados 
[6]. En la figura 1 se muestra una arquitectura de 
control típica de robots móviles. 
 
 
 
Figura 1: Arquitectura de control típica en robótica 
móvil 
 
Cada bloque del diagrama de la figura 1 incluye 
algoritmos especializados para resolver ese problema 
específico. Este trabajo se centra en la parte de 
planificación del movimiento. 
 
En un primer nivel de clasificación, se puede hablar 
de dos enfoques para la planificación del movimiento 
de un robot móvil: las técnicas globales y las técnicas 
locales. En las primeras se considera conocido el 
entorno de movimiento del robot, mientras que en las 
segundas no es así. 
 
En el caso de aplicación de este trabajo, al tratarse 
del desplazamiento de un robot por el interior de un 
invernadero, se podría plantear la utilización del 
método global, mediante la definición de una 
especificación de su espacio interior; pero puede 
darse la circunstancia de que se produzcan 
alteraciones en dicha definición (una caja que se 
queda olvidada en un pasillo del invernadero, una 
planta que cae obstaculizando el paso, etc.), lo que 
obliga a combinar los planificadores basados en 
mapa con otros algoritmos para sortear obstáculos 
inesperados, empleando así una combinación de 
técnicas tanto globales como locales en la 
navegación, que además dota aún de más sentido la 
búsqueda de una representación de modelo de 
conocimiento genérico, que incluya tanto algoritmos 
globales como algoritmos locales. 
 
En la figura 2 se muestran los algoritmos más 
comunes de planificación del movimiento 
clasificados en los dos grandes grupos comentados 
anteriormente: los algoritmos de planificación global 
y los algoritmos de planificación local. 
 
 
 
Figura 2: Algoritmos más comunes en la 
planificación del movimiento 
 
En [5] se presenta una breve descripción de algunos 
de estos algoritmos junto con una herramienta que 
permite observar el comportamiento de cada uno de 
ellos en diferentes situaciones de forma totalmente 
interactiva, permitiendo así extraer conclusiones 
acerca de las funciones de coste que se pueden 
utilizar en un modelo de conocimiento para la 
selección dinámica de algoritmos de planificación. 
 
Para el propósito de este trabajo el número de 
algoritmos utilizado carece de importancia, por esta 
razón se han utilizado únicamente los algoritmos 
Convex-hull, Grafos-de-visibilidad, Diagramas-de-
Voronoi y Campos-potenciales (mostrando la 
especificación detallada sólo para el primero y el 
último de ellos) con objeto de presentar la 
metodología de una forma sencilla. La extensión a un 
número mayor de algoritmos es directa. 
 
2.2 METODOLOGÍA COMMONKADS 
 
Desde mediados de la década de los 60, se ha 
intentado modelar el conocimiento para el desarrollo 
de sistemas informáticos. Así, y muy vinculado al ya 
consolidado concepto de ingeniería del software, 
surge el concepto de ingeniería del conocimiento 
que, en un principio, pretendía dotar de inteligencia 
(artificial) los sistemas informáticos, dando lugar así 
a los llamados sistemas expertos o sistemas basados 
en conocimiento. 
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La metodología CommonKADS surge como un 
avance de dicha ingeniería del conocimiento y con el 
fin de seguir desarrollando sistemas que puedan 
incorporar conocimiento de forma más sencilla [8]. 
 
2.2.1 Definición de CommonKADS 
 
Se trata de una metodología estructurada que soporta 
todas las fases de desarrollo de un sistema basado en 
conocimiento, desde el estudio de viabilidad a la 
implementación, pasando por el análisis y el diseño. 
 
Otro aspecto muy importante de esta metodología es 
que presenta un soporte para la gestión del 
conocimiento, por lo que no sólo se centra en la 
modelización inicial, sino también en su 
actualización y mantenimiento. 
 
2.2.2 Conjunto de modelos de CommonKADS 
 
Los modelos de CommonKADS permiten describir 
el conocimiento de la solución de problemas en un 
dominio particular utilizando distintos niveles de 
abstracción que posibilitan al ingeniero de 
conocimiento el detallar el proceso de solución 
utilizando mecanismos no ligados al dominio y de 
forma independiente a la implementación. La idea 
central de la metodología CommonKADS es agrupar 
los datos relevantes en modelos separados. 
 
En la figura 3 se muestran los diferentes modelos que 
soportan el análisis del conocimiento en 
CommonKADS y que constituyen su núcleo; como 
se puede observar, se estructuran en tres niveles en 
los que, progresivamente, se pretende responder a 
cuestiones de contexto (¿por qué?), de concepto 
(¿qué?) y de realización (¿cómo?). 
 
 
Modelo de 
Organización 
Modelo de 
Tarea 
Modelo de 
Agente 
Modelo de 
Comunicación 
Modelo de 
Diseño 
 
Contexto 
¿Por qué? 
 
Concepto 
¿Qué? 
 
Realización 
¿Cómo? 
Modelo de 
Conocimiento 
 
 
Figura 3: Conjunto de modelos de CommonKADS 
 
2.2.3 Modelo de conocimiento (o experiencia) 
 
De entre los seis modelos mostrados en el apartado 
anterior, en este trabajo nos centramos 
exclusivamente en el modelo de conocimiento o 
experiencia, puesto que describe, de forma detallada 
e independiente, el conocimiento necesario para 
realizar una tarea global (cuyo objetivo es el del 
sistema). En este sentido, este modelo debe incluir 
los tipos y estructuras del conocimiento utilizado. 
 
En CommonKADS el conocimiento está 
diferenciado, dependiendo del tipo de conocimiento 
que se trate, estableciéndose cuatro grupos: 
conocimiento del dominio, de inferencias, de tareas y 
de métodos, como se puede apreciar en la figura 4. 
 
 Modelo de conocimiento o experiencia  
    
Conocimiento 
del dominio 
Conocimiento 
sobre 
inferencias 
Conocimiento 
sobre tareas 
Conocimiento de 
métodos de resolución 
de problemas 
    
 
 
Figura 4: Componentes del modelo de conocimiento 
 
2.2.4 Modelo de tareas y métodos 
 
El diagrama más representativo para modelar 
mecanismos de solución a problemas (o de 
consecución de objetivos) dentro del modelo de 
conocimiento lo constituye el diagrama de tareas y 
métodos (TMD), que muestra cada una de las tareas 
que puede realizar un robot móvil así como los 
métodos que permiten conseguir el/los objetivo/s 
perseguido/s por cada una de ellas (la figura 5 
muestra un ejemplo genérico de este tipo de 
diagrama, en el que se pueden apreciar las tareas –la 
global constituye el problema a resolver–, los 
métodos, las funciones de transferencia y las 
primitivas o inferencias) [2]. Hay que destacar que, 
en el campo de la navegación de robots, predominan 
los métodos que implementan algoritmos en tiempo 
real y que requieren una ejecución autónoma. 
 
 
Tarea 1 
Problema 
Prim 1 Fun. Tran. 1 
Met 1 Met 2 
Fun. Tran. 2 
Met 3 Met 4 
Tarea 3 Tarea 4 Tarea 5 
Prim 3 
Met 5 
Prim 4 
Met 6 
Prim 5 
Met 7 
Prim 2 Tarea 6 
Prim 6 
Met 8 
Tarea 7 
Prim 7 
Met 9 
 
 
Figura 5: TMD simple 
 
En el ámbito de la robótica móvil, se puede encontrar 
una gran diversidad de autómatas construidos para 
conseguir unos objetivos muy distintos. Por ejemplo, 
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en el terreno militar se han desarrollado robots 
móviles para la detección de minas, en el terreno 
agronómico se han desarrollado robots autónomos 
para la recolección de frutos en invernadero, etc. 
Pero en cualquier caso, el desplazamiento de un robot 
móvil siempre se basará en los mismos algoritmos 
(independientemente del objetivo que persiga). 
 
Así, se puede decir que los algoritmos de navegación 
de robots móviles son genéricos y, según las 
necesidades de cada desarrollador, los aplicará de 
una u otra manera para alcanzar un objetivo 
determinado. 
 
2.3 SELECCIÓN DINÁMICA DE MÉTODOS 
 
Los métodos que se aplican para la realización de una 
tarea concreta no tienen por qué ser exclusivos, es 
decir, puede existir más de un método alternativo 
para la realización de la misma tarea. En este sentido, 
y dado que las condiciones del entorno (y del propio 
robot) suelen ser cambiantes, puede resultar 
necesario que el sistema tenga que decantarse “sobre 
la marcha” por la aplicación de un método alternativo 
concreto de entre varios posibles. 
 
Clásicamente, este proceso consistiría en construir un 
módulo de selección que, teniendo en cuenta límites 
bien definidos, activaría el método (proceso) más 
adecuado. En nuestro caso, se propone un gestor de 
opciones independiente de éstas, que a partir de las 
condiciones externas e internas, opte por activar el 
método más adecuado. La adecuación de los métodos 
se evalúa según un conjunto de criterios de aptitud 
cuyo valor y peso pueden ser actualizados tanto 
manual como automáticamente [3]. 
 
Se plantean distintos esquemas generales de 
selección, como el que se muestra en la figura 6, que 
representa el diagrama TMD extendido de la tarea 
general selección-en-cascada. 
 
Para la toma de decisiones, el sistema debe basarse 
en las condiciones actuales del entorno y en las 
posibilidades (características) del propio robot. Por 
ejemplo, un robot que controla que la temperatura de 
diversas cubetas de agua no supere un determinado 
umbral, para lo que va introduciendo su brazo 
secuencialmente en cada una de ellas, tiene una pieza 
plástica en su brazo que se derrite si el agua alcanza 
su punto de ebullición; en este caso, el robot debe 
estar preparado para no introducir su brazo en una 
cubeta que alcance su punto de ebullición 
(condiciones del entorno) si no se quiere que sufra un 
daño (características del robot). Aunque puede 
considerarse ficción (o quizás un adelanto de la 
realidad futura), conviene recordar en este momento 
la tercera ley de la robótica de Isaac Asimov: “Un 
robot debe proteger su propia existencia en la medida 
en que esta protección no entre en conflicto con la 
Primera o la Segunda Ley” [1]. 
 
Dado que se pretende realizar un modelado genérico 
del conocimiento, habrá que considerar situaciones 
que no sean aplicables a todos los robots móviles. 
Por ejemplo, si un algoritmo concreto precisa 
obligatoriamente que el robot disponga de un sensor 
de ultrasonidos, sólo podrá aplicarse dicho algoritmo 
si se ha cumplido tal condición en la construcción del 
mismo. 
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Figura 6: Diagrama TMD de la tarea selección-en-
cascada 
 
 
3 DESARROLLO DEL MODELO 
 
Con el modelado del conocimiento se pretende hacer 
explícito todo el conocimiento implícito en los textos 
redactados por los expertos en la materia en cuestión 
(en nuestro caso, la navegación de robots móviles). 
Esta es la razón por la que este tipo de tareas 
requieren una consulta bibliográfica enormemente 
amplia y evolutiva. 
 
3.1 MODELO DE CONOCIMIENTO 
 
Se está desarrollando un modelo de conocimiento 
genérico, según la metodología CommonKADS con 
selección dinámica de métodos, del subsistema de 
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navegación de un robot móvil. Dentro de este ámbito, 
podemos encontrarnos con una amplísima casuística 
(características del entorno y de los obstáculos que 
presenta, características cinemáticas y dinámicas del 
robot, sensores utilizados, etc.). Por poner un ejemplo 
de caso extremo, podemos tener diversos tipos de 
obstáculos dentro del mismo entorno, de forma que 
unos sean más “peligrosos” para el robot que otros 
(por ejemplo, en el sentido de que sean menos 
estables y puedan caer con facilidad sobre el robot, si 
éste entra en contacto con ellos, causándole algún 
daño). Por este motivo, el modelo de conocimiento 
debe incluir una especificación muy detallada de 
cada uno de los elementos que intervienen en la tarea 
de navegación con el fin de que el robot seleccione la 
alternativa más adecuada a cada situación particular. 
 
En este modelo de conocimiento, se parte de un 
problema global que consiste en conseguir que un 
robot navegue correctamente por un entorno para 
alcanzar un objetivo determinado (esta sería, por 
tanto, la tarea principal de nuestro modelo). Para 
conseguir el objetivo de esta tarea, según las 
condiciones del sistema (en este caso, que se 
disponga o no de un mapa del entorno, es decir, que 
éste sea o no conocido), se pueden plantear dos 
posibles métodos iniciales: global y local. El primero 
de los métodos plantea el objetivo de calcular una 
trayectoria eficiente según algún criterio 
preestablecido (distancia mínima, mayor alejamiento 
posible de los obstáculos, ...), por lo que nos surge 
una nueva tarea. El segundo método puede requerir la 
aplicación de una tarea de exploración 
(reconocimiento del entorno para generar un mapa 
del mismo) o la aplicación de una tarea que comience 
la navegación del robot en busca de su objetivo 
detectando y evitando los obstáculos sobre la marcha. 
Si se realiza una exploración del entorno generando 
un mapa del mismo, el método a aplicar sería el 
global (comentado anteriormente) puesto que 
tendríamos un nuevo estado en las condiciones del 
problema idéntico al que nos decantaba por el primer 
método en el primer planteamiento de alternativas. 
 
Como el desarrollo de este modelo de conocimiento 
completo sería excesivamente grande, en la figura 7 
nos limitamos a mostrar como ejemplo sólo algunas 
de las ramas del TMD correspondiente. 
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Figura 7: Representación parcial del diagrama TMD para la navegación de un robot móvil 
 
La tarea Recorrido-de-un-segmento-de-trayectoria 
repite iterativamente las dos subtareas en que se 
divide, Planificación-de-un-segmento-de-trayectoria 
y Seguimiento-del-segmento-de-trayectoria-
calculado, estrictamente en ese orden, hasta alcanzar 
el destino especificado o hasta comprobar que es 
inalcanzable. Esto se ha representado en el diagrama 
mediante un * en la parte superior derecha del 
símbolo que representa a la tarea. 
 
La inferencia Convex-hull, que calcula la envolvente 
convexa de cada obstáculo o conjunto de obstáculos, 
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sólo se lanzará cuando exista algún obstáculo o 
conjunto de obstáculos muy próximos que presenten 
algún vértice cóncavo en su polígono envolvente. 
Como se comenta en el esquema CML 
correspondiente (apartado siguiente), tampoco se 
lanzará esta inferencia si la posición de origen o de 
destino del robot se encuentra dentro de la parte 
cóncava de un obstáculo (como mínimo debe dejar 
de aplicarse sobre el/los vértice/s cóncavo/s sobre los 
que se encuentra la configuración inicial o la final 
con el fin de que no pase a estar contenida en el 
obstáculo). 
 
La selección dinámica de métodos se aplica, por 
ejemplo, en la tarea de cálculo de una trayectoria 
eficiente. Se han planteado dos alternativas (aunque 
existen muchísimas más) para la realización del 
objetivo perseguido por dicha tarea, cada una de las 
cuales tiene definidos unos criterios de aplicabilidad 
(cada uno con su peso) que permitirán al sistema 
tomar la decisión más apropiada ante unas 
determinadas condiciones del sistema. 
 
3.2 DESARROLLO DE LAS INFERENCIAS / 
PROCESOS 
 
Para especificar cada uno de los componentes del 
TMD anterior (tareas, métodos e inferencias), 
CommonKADS plantea la utilización de esquemas 
CML. Estos esquemas muestran todo el 
conocimiento involucrado en cada elemento. A 
continuación se muestran las partes relevantes de la 
sintaxis de alguna de las inferencias del diagrama, 
que representan los procesos que se ejecutan para la 
consecución, en primera instancia, de los objetivos 
parciales del sistema, para terminar alcanzando el 
objetivo de la tarea principal. 
 
La descripción simplificada de la inferencia Convex-
hull sería la siguiente: 
 
INFERENCE Convex-hull; 
OPERATION-TYPE: calcular; 
ROLES: 
INPUT: 
grafo-visibilidad: 
“descripción formal del grafo constituido por 
todos los vértices de los obstáculos del 
entorno y las configuraciones inicial y final; 
estos vértices se emparejan según su 
visibilidad, es decir, si la línea que los une no 
intersecta con ningún obstáculo”; 
OUTPUT: 
grafo-visibilidad-convexo: 
“descripción formal del grafo de visibilidad 
considerando los obstáculos como polígonos 
convexos; si la configuración inicial o final 
está dentro de la parte cóncava de un 
obstáculo, no se debe aplicar esta inferencia”; 
SPECIFICATION: 
“1. Buscar vértices con valores máximos y 
mínimos de x e y (4 vértices). 
2. Ordenar todos los vértices en orden 
ascendente de x. 
3. Empezar con el vértice con menor x (xmin). 
Ponerlo sobre una pila y buscar extremos 
entre vértice xmin y vértice ymin. 
a. Calcular la pendiente de todas las líneas 
que parten del vértice que se encuentra en 
lo alto de la pila y va hacia todos los 
vértices que se encuentran a la izquierda 
del correspondiente a ymin y a la derecha y 
debajo del que se encuentra en lo alto de la 
pila. 
b. Seleccionar el vértice con el que se haya 
trazado la línea con pendiente más 
negativa y ponerlo sobre la pila. 
4. Repetir paso 3 con el nuevo vértice sobre la 
pila hasta que el vértice correspondiente a ymin 
se ponga en la pila. 
5. Repetir pasos 3 y 4 trazando las líneas 
desde el vértice correspondiente a ymin y el de 
xmax, buscando en vértices a la derecha del de 
ymin y a la izquierda y debajo del de xmax con 
la pendiente positiva menor. 
6. Repetir pasos 3 y 4 trazando las líneas 
desde el vértice correspondiente a xmax y el de 
ymax, buscando en vértices encima de xmax y a 
la derecha y debajo del de ymax con la 
pendiente negativa mayor. 
7. Repetir pasos 3 y 4 trazando las líneas 
desde el vértice correspondiente a ymax y el de 
xmin, buscando en vértices debajo de ymax y a 
la derecha y encima del de xmin con la 
pendiente positiva menor” 
END INFERENCE Convex-hull; 
 
Para la inferencia Campos-potenciales, ésta sería su 
descripción simplificada: 
 
INFERENCE Campos-potenciales; 
OPERATION-TYPE: calcular; 
ROLES: 
INPUT: 
configuración-de-destino: 
“coordenadas del punto que el robot pretende 
alcanzar”; 
información-sensores: 
“datos procedentes de los sensores del robot 
(ultrasonidos, visión, ...) y que informan sobre 
la ubicación de los obstáculos que se 
encuentran en la trayectoria que debería seguir 
el robot para alcanzar el punto objetivo”; 
definición-potenciales: 
“definición de los potenciales de atracción y 
repulsión; el de atracción debe ir en función 
de la distancia euclídea a la posición destino 
(cuanto más cerca esté el robot, menor será su 
XXVII Jornadas de Automática
1136 Almería 2006 - ISBN: 84-689-9417-0
influencia); el potencial repulsivo conviene 
que sólo influya en el movimiento del robot 
cuando éste se encuentre demasiado próximo 
a un obstáculo, de tal forma que la fuerza 
debida a este hecho tenga una dirección que lo 
aleje del mismo”; 
OUTPUT: 
vector-fuerza-artificial: 
“vector fuerza artificial F(p) que especifica el 
sentido, la dirección y la aceleración que debe 
seguir el robot en su desplazamiento; se utiliza 
como entrada de la tarea Seguimiento-del-
segmento-trayectoria-calculado, cuyo objetivo 
es el desplazamiento del robot en función de 
este vector calculado”; 
SPECIFICATION: 
“1. Calcular el potencial U(p) que actúa sobre 
el robot en la posición actual p según la 
información recabada de los sensores. 
2. Determinar el vector fuerza artificial F(p) 
mediante la expresión F(p) = -∇U(p)” 
END INFERENCE Campos-potenciales; 
 
De forma similar, se representarían los esquemas 
CML del resto de elementos (tareas, métodos, 
funciones de transferencia e inferencias) que 
constituyen el diagrama TMD del modelo de 
conocimiento. 
 
 
4 CONCLUSIONES Y TRABAJOS 
FUTUROS 
 
La metodología CommonKADS nos proporciona las 
herramientas necesarias para modelar el 
conocimiento implícito en cualquier entorno sobre el 
que se pretenda construir un sistema basado en 
conocimiento (o simplemente sistema de 
conocimiento). En este sentido, y aunque en este 
trabajo nuestro campo de aplicación sea muy 
concreto, la idea es que se tengan muy claros los 
métodos que se deben aplicar para resolver un 
problema concreto. 
 
En última instancia, se pretende mejorar la fase de 
implementación de la metodología incorporando una 
herramienta que, a partir del diseño, genere un 
sistema software que se limite a lanzar el proceso que 
se necesite en cada momento (según el objetivo que 
se persiga). 
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Resumen
En este art´ıculo se presenta una arquitectura de
teleoperacio´n totalmente distribuida para el ma-
nejo de un conjunto de equipos de robots mo´viles
cada uno de los cuales se desenvuelve en un en-
torno remoto diferente. La caracter´ıstica principal
de la arquitectura propuesta es su cara´cter abierto
y flexible estando constituida por un conjunto de
subsistemas completamente distribuidos. Adema´s,
otra de las caracter´ısticas principales de la arqui-
tectura propuesta es la posibilidad de admitir una
interfaz de comandos de alto nivel con procesa-
miento de lenguaje natural o interfaz amigable. El
nu´mero de usuarios que pueden conectarse a esta
arquitectura es tambie´n mu´ltiple, siendo diversas
las posibilidades de conexio´n. Tan solo es necesa-
rio que el cliente disponga de un navegador web
compatible con HTML.
Palabras clave: Teleoperacio´n, robots coope-
rativos, arquitectura distribuida, reconocimiento
lenguaje natural.
1. INTRODUCCIO´N
La teleoperacio´n de sistemas constituidos por ro-
bots mo´viles ha sido un tema bastante estudia-
do en los u´ltimos an˜os por diferentes investigado-
res de todo el mundo. El control y manejo de un
conjunto de robots a trave´s de internet presenta
considerables dificultades que es necesario tratar y
evaluar. Recientemente se han presentado numero-
sos desarrollos para el manejo y control de robots
mo´viles. Desde aquellos que realizan el control de
un robot mo´vil, como [11] [12], hasta los que con-
sideran un conjunto de robots en los entornos de
teleoperacio´n como en [5] y [14]. En el manejo y
control de estos robots a trave´s de Internet sur-
gen ciertos problemas como la pe´rdida de datos
en la comunicacio´n que se pueden reducir gracias
a mecanismos fiables de comunicacio´n tales como
TCP/IP au´n a costa de incrementar el retardo en
la comunicacio´n. No obstante este problema pue-
de ser solventado al incrementar la capacidad de
inteligencia de la aplicacio´n.
Los retardos en la comunicacio´n al emplear Inter-
net como medio de transmisio´n de la informacio´n
provocan en numerosas ocasiones distorsiones en
el control y supervisio´n de equipos a distancia que
es necesario tener en cuenta. En este sentido en
[13] se propone una estructura de control estable
para teleoperacio´n de robots mo´viles a trave´s de
Internet. En esta estructura se hace uso de una
compensacio´n de los retardos en la comunicacio´n
tanto en el entorno local como en el entorno remo-
to. Tambie´n en [7] se hace uso de una aproxima-
cio´n biolo´gica para la consideracio´n de los retardos
existentes en la comunicacio´n y paliar los inconve-
nientes que se pudieran ocasionar en el control de
los robots en el entorno remoto.
En este art´ıculo se presenta una arquitectura de
teleoperacio´n distribuida constituida por un con-
junto de capas que posibilita el control y supervi-
sio´n de un conjunto de equipos de robots mo´viles
cada uno de los cuales se desenvuelve en un en-
torno diferente. Adema´s es posible interaccionar
con esta arquitectura a trave´s de una interfaz ami-
gable al utilizar comandos de alto nivel en lenguaje
natural.
1.1. ARQUITECTURAS DE
TELEOPERACIO´N
Otro de los temas de intere´s en los problemas
de teleoperacio´n se presenta en las arquitecturas
empleadas. Hasta la actualidad se han empleado
mu´ltiples esquemas y arquitecturas de control. Por
ejemplo, en [9] se presenta un esquema de arqui-
tectura basada en dos partes diferenciadas: una
de percepcio´n y otra de accio´n. Cada una de estas
partes se divide en diferentes niveles dependien-
do de la accio´n a realizar. En [1] se presenta una
arquitectura tolerante a fallos para el manejo de
robots mo´viles a trave´s de Internet haciendo uso
de la programacio´n basada en agentes. Otras ar-
quitecturas tolerantes a fallos se han presentado
con anterioridad tanto para el manejo de un u´ni-
co robot [4] como para mu´ltiples robots [10]. Sin
embargo, estos sistemas emplean tanto hardwa-
re como software de forma redundante con objeto
de minimizar los fallos que se pueden generar en
el desarrollo de la ejecucio´n. En [6] se presenta
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una arquitectura basada en tres capas: una capa
cliente en el entorno local y dos capas en el en-
torno remoto, el servidor y una capa middleware
que conecta los distintos comportamientos de la
arquitectura.
1.2. INTERFACES AMIGABLES
Otro de los elementos fundamentales que se pre-
sentan en el desarrollo de sistemas de teleopera-
cio´n versa´tiles y flexibles es la posibilidad de dispo-
ner de interfaces de comunicacio´n robustas y con
un grado de inteligencia que permitan al usuario
tener un conocimiento lo ma´s amplio posible de lo
que sucede en los entornos remotos. As´ı por ejem-
plo, en [8] se presenta un sistema de control de
robots (en este caso articulados) a trave´s de inter-
net mediante dispositivos mo´viles como interfaces
de usuario, y el empleo de comandos de voz para
el control del dispositivo remoto.
El objetivo principal desarrollado en el presente
art´ıculo consiste en presentar una arquitectura de
teleoperacio´n disen˜ada con objeto de manipular
y controlar a varios niveles las acciones realizadas
por uno o un conjunto de robots que se encuentran
en un entorno remoto. La caracter´ıstica principal
de la arquitectura desarrollada consiste en posibi-
litar la ejecucio´n simulta´nea de mu´ltiples clientes
cada uno de ellos a trave´s de una interfaz determi-
nada para la teleoperacio´n conjunta de conjuntos
de robots, pudiendo estar cada robot en un en-
torno remoto diferente. El conjunto o equipo de
robots puede estar constituido tanto por un con-
junto f´ısico de robots reales como por un sistema
de simulacio´n que admita las acciones emitidas por
el operador en el entorno local. Otra de las carac-
ter´ısticas principales de la aplicacio´n desarrollada
consiste en el disen˜o distribuido de la misma. Ca-
da una de las capas en las que se ha estructurado
la arquitectura puede implementarse sobre un sis-
tema diferente lo que le confiere un alto grado de
distribucio´n y de flexibilidad.
1.3. RECONOCIMIENTO DE
LENGUAJE NATURAL
El reconocimiento de lenguaje natural puede pro-
porcionar al usuario de un sistema teleoperado la
posibilidad de usar un interfaz muy co´modo e in-
tuitivo para la ejecucio´n de tareas. Por este moti-
vo, la arquitectura distribuida presentada aqu´ı se
ha implementado junto con un sistema de reco-
nocimiento de comandos expresados en lenguaje
natural que pueden comandar un conjunto de va-
rios robots.
Este mo´dulo es flexible y adaptable en dos senti-
dos. Por un lado, es capaz de adaptarse a nuevas
estructuras sinta´cticas de comandos ya existentes
o bien es capaz de crear comandos nuevos a par-
tir de las instrucciones del usuario. Estos nuevos
comandos se an˜aden haciendo uso de una base de
datos le´xica, como se describe posteriormente. Por
otro lado, el sistema teleoperado es capaz de recu-
perarse de errores de ejecucio´n y aprovechar esta
informacio´n para mejorar futuras ejecuciones de
los mismos comandos.
En trabajos previos se desarrollo´ un sistema de
reconocimiento de lenguaje natural para el con-
trol de robots a trave´s de Internet ([2, 3]). En la
aplicacio´n presentada en este art´ıculo se realiza la
extensio´n de estos trabajos al entorno constituido
por un conjunto mu´ltiple tanto de usuarios como
de entornos remotos constituidos por un diferentes
equipos de robots.
El resto del art´ıculo queda organizado como sigue.
En la siguiente seccio´n se presenta el modelo de ar-
quitectura disen˜ado de forma distribuida para po-
sibilitar una comunicacio´n fluida entre cualquiera
de los clientes conectados al sistema y cualquie-
ra de los posibles entornos de equipos de robots
mo´viles a teleoperar. Dentro de este apartado se
analizan con detalle cada una de las capas en las
que se ha configurado la arquitectura. En la si-
guiente seccio´n se presenta el flujo de control t´ıpi-
co que se lleva a cabo para ejecutar las acciones
emitidas por el usuario. Posteriormente se presen-
tan las interfaces de usuario desarrolladas as´ı como
las principales caracter´ısticas de las mismas. Por
u´ltimo se presentan las conclusiones del trabajo.
2. MODELO DE
ARQUITECTURA
La arquitectura disen˜ada se encuentra dividida en
cinco capas pudiendo estar estructurada a su vez
por un conjunto de subsistemas independientes y
fuertemente conexionados. A diferencia de las ar-
quitecturas cla´sicas de teleoperacio´n en el que el
usuario se conecta de forma remota a trave´s de In-
ternet con el proveedor de servicios que establece
la comunicacio´n y control a bajo nivel con el en-
torno remoto y los dispositivos f´ısicos presentes en
el mismo, en la arquitectura propuesta todas las
capas que comprenden el modelo se encuentran to-
talmente distribuidas dentro de la red (figura 1).
As´ı pues la caracter´ıstica fundamental de la ar-
quitectura presentada radica en que cada una de
las capas puede ejecutarse en un equipo distinto lo
que le confiere un alto grado de paralelismo, fle-
xibilidad y robustez configurando una propuesta
altamente distribuida. De esta forma puede consi-
derarse que el conjunto esta´ formado por subsiste-
mas, comunica´ndose entre ellos mediante el env´ıo
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Internet
Interface
Entorno
Remoto
Ciente
Internet
Entorno
Remoto
Interpretes
Gateway
Figura 1: Esquema cla´sico de teleoperacio´n y es-
quema propuesto con una solucio´n distribuida
de paquetes IP, formando una pila de protocolos.
Las cinco capas en las que se encuentra dividida
la arquitectura propuesta son las siguientes (figura
2):
Clientes
Interfaces
Interprete de comandos
Gateway de control
Entorno remoto
En los apartados siguientes se introducira´n algu-
nas caracter´ısticas de cada una de estas capas.
2.1. CLIENTES
Los clientes proporcionan el medio para poder ac-
ceder a la aplicacio´n. La caracter´ıstica fundamen-
tal de esta capa consiste en que cada usuario pue-
de acceder al sistema utilizando el hardware ma´s
variopinto o hetereoge´neo. Tan solo es indispensa-
ble que disponga de un navegador Web compatible
con HTML.
De esta forma se consigue homogeneizar el acceso
tanto desde un computador personal, como desde
un dispositivo mo´vil PDA, o cualquier otro dispo-
sitivo con navegador Web.
2.2. INTERFACES
El interfaz es el me´todo que facilita la interaccio´n
del usuario con la aplicacio´n a trave´s del uso de
un conjunto de herramientas tanto visuales, tex-
tuales, como de ana´lisis de voz. La forma de in-
teraccionar de los clientes a trave´s de la interfaz
puede ser diversa y heteroge´nea. En la arquitectu-
ra implementada es posible interaccionar con los
equipos remotos mediante mu´ltiples v´ıas:
Comandos visuales
Comandos textuales
Reconocimiento de lenguaje natural
El interfaz de usuario que se ha implementado en
la aplicacio´n se encuentra compuesto por dos ele-
mentos fundamentales: por una parte un servidor
de Web de XHTML, que genera las pa´ginas HTML
que los navegadores de los clientes visualizara´n, y
por otro lado un Visor de Incidencias (LOGGER)
que posibilita la realimentacio´n hacia el usuario
de la informacio´n u´til que se haya generado en el
entorno remoto como consecuencia de la aplica-
cio´n de un comando. El sistema visor de inciden-
cias adema´s de generar las respuestas de la accio´n
mediante comandos textuales, comunica e´stas me-
diante un sistema de s´ıntesis de voz.
2.3. INTE´RPRETE DE COMANDOS
El inte´rprete de comandos es la capa ma´s compleja
de la arquitectura desarrollada y realiza dos tareas
ba´sicas:
El ana´lisis y posterior traduccio´n de la orden
dada por el usuario a los robots reales o si-
mulados.
Se adapta automa´ticamente a medida que se
ejecuta y se desarrolla la aplicacio´n.
El objetivo fundamental de esta capa consiste en
validar los comandos que han sido introducidos
por los usuarios a trave´s de la capa cliente y de-
terminar si las acciones solicitadas sobre el entorno
remoto forman parte de un lenguaje que es capaz
de reconocer.
Este subsistema esta´ integrado por un conjunto
de procesos muy relacionados entre s´ı que hacen
uso intensivo del Diccionario de la Base de Da-
tos donde se almacenan las reglas y palabras que
pertenecen a este lenguaje.
El ana´lisis que se lleva a cabo con cada una de
las o´rdenes emitidas por el usuario dentro de este
inte´rprete de comandos son:
Ana´lisis le´xico: se realiza una verificacio´n de
que los caracteres y palabras emitidos por
el usuario son permitidos por el lenguaje de
comandos. Las acciones esta´n compuestas por
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Figura 2: Arquitectura distribuida para la teleoperacio´n del conjunto de equipos de robots
palabras del lenguaje de comandos a recono-
cer (tokens o terminales) que deben pertene-
cer al diccionario que se encuentra en la base
de datos.
Ana´lisis sinta´ctico: adema´s de que las palabras
se encuentren en el diccionario, deben encon-
trarse en un cierto orden preestablecido en
las reglas de produccio´n que determinan la
forma en que se deben estructurar o describir
las acciones que deben ejecutar los equipos de
robots en el entorno remoto.
Ana´lisis sema´ntico: en esta fase se realiza la
traduccio´n de los comandos al lenguaje de
programacio´n entendible por el sistema a ba-
jo nivel.
La principal ventaja de tener asociada una ba-
se de datos radica en que por sus caracter´ısticas
dina´micas y de flexibilidad, el diccionario puede
incrementarse a medida que el sistema evoluciona
con el tiempo. De esta manera se dota al sistema
con la posibilidad de aprendizaje a medida que se
realizan nuevas acciones.
2.4. GATEWAY DE CONTROL
El Gateway de control es el subsistema que realiza
la funcio´n de enlace entre las acciones solicitadas
por el inte´rprete, y los entornos remotos ya sean
virtuales/simulados o f´ısicos/reales. De forma sim-
plificada el objetivo del Gateway consiste en rea-
lizar el env´ıo de las acciones comandadas por el
usuario al robot dentro del sistema remoto, una
vez que e´stas han sido interpretadas. De esta for-
ma es pues necesario llevar a cabo un proceso de
distribucio´n por el puerto asociado a cada robot
en funcio´n del entorno de simulacio´n o f´ısico al que
pertenece el robot que debe acometer la accio´n.
Para poder realizar e´sta y otras tareas encomen-
dadas, este subsistema se encuentra compuesto de
dos elementos: El programa encaminador de men-
sajes y el programa que da acceso a la Base de
Datos de Entorno. De esta forma es posible iden-
tificar el destino de los mensajes de los robots,
puesto que dentro de esta base de datos se alma-
cena toda la informacio´n relacionada con los dife-
rentes entornos remotos presentes en la aplicacio´n
as´ı como las caracter´ısticas e identificacio´n de los
robots dentro de cada uno de estos entornos.
Asimismo, el Gateway de control es el subsis-
tema encargado de resolver todas las relaciones
geome´tricas necesarias para poder acometer la ac-
cio´n comandada por el usuario. Un ejemplo de es-
te tipo de relaciones geome´tricas que se resuelven
dentro de este subsistema son las diferentes eti-
quetas que representan en cada uno de los posi-
bles entornos remotos una posicio´n concreta de la
escena (por ejemplo, ’Robot amarillo avanza hasta
ZonaCero’).
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2.5. ENTORNO REMOTO:
ELEMENTOS TERMINALES
Finalmente la u´ltima capa se encuentra configu-
rada por cada uno de los posibles entornos remo-
tos en los que operan un conjunto de robots para
realizar una determinada tarea. Estos elementos
terminales pueden estar constituidos por entornos
remotos virtuales o de simulacio´n dentro de los
cuales se encuentran realizando diversas tareas los
robots asignados o bien por entornos remotos rea-
les en los que se puede asignar diferentes tareas a
cada robot dentro de e´stos.
3. FLUJO DE CONTROL
El flujo de control determina el camino seguido
por las acciones emitidas por el usuario cuando
solicitan una determinada actuacio´n sobre un en-
torno remoto hasta que e´sta se lleva a cabo. En
funcio´n del e´xito de la accio´n solicitada se pueden
presentar dos esquemas:
1. Accio´n reconocida como va´lida y transmitida
para su realizacio´n (figura 3). En este caso se
realizan las siguientes actuaciones:
El usuario demanda una accio´n de al-
guno de los entornos remotos.
El interfaz env´ıa un mensaje al inte´rprete
como secuencia de esta peticio´n.
El inte´rprete reconoce y valida la accio´n.
En caso positivo la env´ıa al Gateway de
control.
El Gateway de control encamina el men-
saje al robot correspondiente dentro del
entorno adecuado para que realice la ac-
cio´n.
Se ejecuta la accio´n solicitada.
Eventualmente el robot puede informar
de un determinado evento mediante un
mensaje enviado al Visor.
2. Accio´n NO reconocida como va´lida. En con-
secuencia se devuelve un mensaje de error (fi-
gura 4). En este caso se realizan las siguientes
actuaciones:
El usuario demanda una accio´n de al-
guno de los entornos remotos.
El interfaz env´ıa un mensaje al inte´rprete
como consecuencia de esta peticio´n.
El inte´rprete detecta algu´n error en la
decodificacio´n de la informacio´n solicita-
da. En consecuencia NO valida la accio´n
generando un evento de error
El usuario es informado de la existencia
de tal error.
4. INTERFAZ DE USUARIO
La generacio´n del interfaz de usuario esta´ basada
en un modelo Web, que requiere soporte HTML
Standard de los navegadores que lo utilicen. Se ha
empleado un servidor Apache y extensiones PHP
para simplificar la creacio´n de pa´ginas dina´micas,
sobre todo para hacer uso de la base de datos y ac-
ceso a MySQL que lo simplifican en gran medida.
La especificacio´n real es XHTML y CSS, para fa-
cilitar la correcta visualizacio´n con independencia
del hardware del cliente empleado.
El interfaz lo podemos dividir en dos grandes sec-
ciones, segu´n sus funciones, que se describen en
las dos secciones siguientes.
Interfaz de control
E´ste es el punto ba´sico de la aplicacio´n donde se
lanzan las acciones que ponen en marcha el siste-
ma. Desde esta interfaz desarrollada (figura 5) se
permite la modificacio´n de las acciones solicitadas
al entorno remoto, o la introduccio´n de las mismas
en un lenguaje de alto nivel.
Figura 5: Interfaz de Control
Interfaz de informacio´n
Este subsistema ofrece la supervisio´n de las accio-
nes o actividades solicitadas as´ı como un punto
donde los usuarios pueden descubrir co´mo se han
llevado las acciones, que´ acciones reconoce el sis-
tema y por que´. Para llevar a cabo estas funcio-
nalidades, se ha usado el servidor HTTP Apache
y el lenguaje PHP para la creacio´n del contenido
dina´mico (ver figura 6).
Visor de incidencias
El visor de incidencias conforma el elemento fun-
cional capaz de satisfacer la necesidad de trans-
mitir mensajes as´ıncronos producidos esponta´nea-
mente, fruto de acciones de control tomadas en el
pasado o como consecuencia de la evolucio´n del
sistema en el tiempo.
Se ha escogido la opcio´n de realizar un modelo
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Figura 3: Flujo de control en una accio´n validada de forma correcta
Figura 4: Flujo de control en una accio´n NO validada de forma correcta
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Figura 6: Interfaz de Informacio´n
que permite la multidifusio´n (BroadCast). De esta
forma es posible tener el visor instalado en tantos
ordenadores como personas se encuentren conec-
tados. Adema´s es posible generar una s´ıntesis de
voz de manera que se transmiten los resultados
tambie´n en un lenguaje de alto nivel de una for-
ma ma´s efectiva.
5. CONCLUSIONES
En este art´ıculo se ha presentado la arquitectu-
ra disen˜ada para el control y supervisio´n de un
conjunto de equipos de robots que se desenvuel-
ven en diferentes entornos. Una de las principales
caracter´ısticas de esta arquitectura consiste en la
posibilidad de emplear una interfaz de alto nivel o
amigable que permite que los usuarios conectados
a la misma puedan emitir los comandos oportu-
nos mediante un lenguaje de alto nivel o lenguaje
natural. Asimismo, la arquitectura disen˜ada se en-
cuentra estructura en un conjunto de capas com-
pletamente distribuidas en diferentes equipos lo
que posibilita una alta flexibilidad y robustez del
sistema. Desde el punto de vista de empleo, esta
arquitectura de teleoperacio´n permite el acceso a
mu´ltiples usuarios de forma que puedan interac-
tuar con mu´ltiples entornos remotos, en cada uno
de los cuales se desenvuelve un conjunto de robots.
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Resumen
La incorporacio´n de robots en nuestro entorno so-
cial es un hecho cada vez mas comu´n, muchos gru-
pos de investigacio´n orientan su intere´s en el de-
sarrollo de robots personales con una alta interac-
cio´n con usuarios sin entrenamiento previo. Para
lograr tal fin los desarrollos en robo´tica tratan de
proveer un alto nivel de autonomı´a. Mientras se
logra la autonomı´a total de nuestros desarrollos es
necesario diagnosticar el estado de las operaciones
en el robot, el presente trabajo presenta un servi-
cio de supervisio´n en uno de los robots del grupo
RoboticsLab, el desarrollo se ha realizado usando
componentes disen˜ados y creados en en proyectos
anteriores.
Palabras clave: Robots personales, Sistemas de
Supervisio´n y Control, Automatizacio´n
1. Introduccio´n
En un sistema de control, proceso industrial y en
empresas de produccio´n, es necesario que los sis-
temas informa´ticos y de control funcionen correc-
tamente; el fallo en una mı´nima parte del proceso
puede traer consecuencias de cualquier grado. Una
manera de tener control del comportamiento de las
variables y elementos que intervienen en un pro-
ceso es a trave´s de un Sistema de Monitorizacio´n,
el cual debe permitir detectar y prevenir posibles
fallos en el sistema.
En el robot Maggie existen diferentes elementos y
variables de proceso primordiales para su correc-
to funcionamiento. Posee una serie de sensores de
tacto, un tele´metro la´ser, senores sonars, ca´ma-
ra de visio´n y servomotores, entre otros, los cua-
les mediante servidores en diferentes ordenadores,
env´ıan y reciben datos y sen˜ales que contribuyen
en el desarrollo de las diferentes habilidades del
robot.
Para garantizar la calidad de servicio se ha pro-
puesto el desarrollo de un Sistema de supervisio´n
para detectar cuando se ha producido la ca´ıda de
un servicio, fallos en la lectura de los sensores o
cambios radicales en los valores de las variables del
proceso. Con este sistema se desea mostrar el es-
tado del robot, prevenir posibles fallos y lanzar las
alarmas correspondientes cuando se produzcan.
2. El robot Maggie
Figura 1: Robot Maggie
El robot Maggie, ver figura 1, descrito en [13] es un
robot personal desarrollado por el grupo de inves-
tigacio´n RoboticsLab de la Universidad Carlos III
de Madrid, su principal misio´n es servir de sopor-
te a la investigacio´n sobre interacciones Humano
- Robot.
Desde el punto de vista de hardware, Maggie ori-
ginalmente se ha construido a partir de un robot
Magellan Pro. Hoy en d´ıa cuenta con tres ordena-
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dores para el control de movimiento, visio´n, voz,
pantalla ta´ctil, sensores la´ser, ultrasonidos, infra-
rrojos, sensores de tacto y actuadores en la cabeza,
brazos y ojos. Los ordenadores esta´n interconecta-
dos por medio de una red Ethernet 802.3 y con el
mundo exterior a trave´s de una red WiFi 802.11.
Los desarrollos actuales de hardware esta´n com-
pletos, por lo que espera que su aspecto exterior
no var´ıe significativamente.
Desde el punto de vista de software, se han di-
sen˜ado componentes que permiten la construccio´n
de un sistema de control a Maggie capaz de so-
portar los proyectos de investigacio´n para la cual
fue disen˜ada y construida. Para lograr la utili-
zacio´n del Magellan Pro, fue necesario reempla-
zar el software propietario Mobility[8]. La interfaz
con el hardware propietario originalmente se uti-
lizo´ la biblioteca de funciones proporcionadas por
Player/Stage[6] para la comunicacio´n con el pro-
tocolo rFlex, este u´ltimo es el encargado de ges-
tionar el bus de campo que interconecta sonar,
sensores infrarrojo y sensores de contacto. Sobre
Player/Stage se ha desarrollado un sistema pro-
gramado que proporciona acceso a las facilidades
de rFlex. Hoy en d´ıa los componetes de hardware
original han sido sustituidos y se han desarrollado
los manejadores necesarios para utilizar los moto-
res de desplazamiento as´ı como el sistema de sona-
res, sensores infrarrojo y de contacto. Uno de los
objetivos futuros es adecuar los manejadores de
hardware desarrollados para ser compatibles con
los desarrollos de Player/Stage.
El objetivo es construir el sistema de control del
robot Maggie siguiendo el paradiga de la arquitec-
tura A/D [2][12][11] propuesta por el grupo de in-
vestigacio´n RoboticsLabs de la Universidad Carlos
III de Madrid. En esta propuesta el componente
ba´sico de construccio´n es llamado habilidad [10],
Las habilidades son las diferentes capacidades pa-
ra razonar o llevar a cabo una accio´n. Estas ha-
bilidades son activadas por o´rdenes de ejecucio´n
producidas por otras habilidades o por un secuen-
ciador, devolviendo datos y eventos a las habilida-
des o secuenciadores que las hayan activado. Esas
habilidades son la base de la arquitectura AD. La
figura 2 muestra un diagrama con la representa-
cio´n de la arquitectura A/D.
3. Planteamiento del problema
La supervisio´n y el control de un sistema en tiem-
po real es tarea fundamental para su correcto fun-
cionamiento. Los lazos de control deben ser ca-
paces de informar con exactitud y en un tiempo
establecido y aceptable tomar decisiones adecua-
das.
Figura 2: Capas en la arquitectura A/D
En el caso del robot Maggie hay un gran nu´mero
de sensores y actuadores que en muchos casos han
de funcionar en paralelo y sincronizados para un
u´nico cometido. Existen sensores cuya funcio´n es
informar del entorno y sensores que informan del
estado de ciertas partes del robot en un momento
dado. Estos u´ltimos sera´n los que cierren un lazo
de control y nos den la informacio´n que trataremos
en este proyecto.
En una primera aproximacio´n uno de los proble-
mas inmediatos es la velocidad de traslacio´n del
robot. Maggie es capaz, por ejemplo, de recorrer
0.85 metros por segundo, lo que exige estabilidad
y fiabilidad en respuesta de:
Los distintos tipos de sensores, de entorno y
de velocidad.
El procesado de las sen˜ales de los sensores.
El transporte de estas piezas de informacio´n.
El flujo de informacio´n ordenada y estructu-
rada para garantizar su pertinencia.
Otro requisito a tener en cuenta es que el siste-
ma sea capaz de manejar un volumen bastante
grande de informacio´n y sea capaz de almacenar-
lo, estructurarlo y empaquetarlo de una forma op-
timizada para ahorrar ancho de banda. Hay que
tener en cuenta que Maggie porta sensores de tal
tipo capaces de enviar tantos datos desde valores
representado en pocos bytes como lo es velocidad,
posicio´n, temperatura hasta ima´genes completas
de varios Megabytes obtenidas por medio de la
ca´mara de v´ıdeo.
Maggie a pesar de haber sido pensado como un
robot con una alta autonomı´a, pero en su etapa
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de desarrollo requiere que una o varias personas
supervisen su funcionamiento. Por lo que se hace
necesario que esta cantidad de datos sea fa´cilmen-
te entendida por un humano. Para ello se nece-
sitara´ una interfaz gra´fica capaz de indicar de la
forma ma´s clara posible un esquema del estado del
robot. Adema´s se necesita disponer de:
Datos exactos de cada sensor.
Gra´ficas histo´ricas.
Estados de los controladores de cada actuador
del robot.
Estados de los servidores de datos de los sen-
sores.
Estado y acciones de las sen˜ales de control
que emita el sistema.
Puesto que no so´lo el sistema propuesto es orienta-
do a la supervisio´n se han definido funcionalidades
que facilitan la interaccio´n gra´fica para control del
robot. Entre otros:
Reinicializacio´n de demonios. Tendra´ control
para apagar y encender cualquier controlador
si se bloquean. En modo automa´tico y en mo-
do manual.
Apagado de emergencia de todo o parte del
sistema.
Control manual de actuadores.
4. Alternativas en la construccio´n
En las primeras etapadas de desarrollo se han vi-
sualizado tres etapas fa´cilmente diferenciables co-
mo son:
1. Recogida de los datos de los sensores
2. Transporte de los datos a un concentrador-
servidor.
3. Recepcio´n de los datos en la interfaz gra´fica
y exposicio´n de los datos.
A continuacio´n se describe cada uno de los com-
ponentes funcionales.
4.1. Adquisicio´n de los datos de los
sensores
En este caso lo que prima es la velocidad. Hay
sensores como el la´ser que recoge un gran nu´mero
de muestras por barrido, con un ma´ximo de 720
valores cada 120 mseg.
Los drivers de los sensores esta´n escritos en C y
funcionan actualmente bajo un entorno UNIX.
Puesto que ya esta´ implementado un modo para la
depuracio´n en los controladores de los actuadores
y los sensores, ha sido necesario modificar el co´di-
go del programa fuente en lenguaje de programa-
cio´n C. El mecanismo para enviar la informacio´n
al servidor sera´ por medio de memoria comparti-
da, ya que es el sistema ma´s ra´pido para enviar
datos entre procesos en una misma ma´quina.
Se ha definido una estructura normalizada para
este tipo de datos. El sensor escribe en memoria
tantas veces como reciba datos si el rendimiento
de la ma´quina no se ve afectado. El servidor de
datos podra´ leer todos o algunos de estos datos,
dependiendo de la frecuencia de lectura.
Los campos de la estructura ba´sica para un solo
dato:
Id del sensor. Entero sin signo (2 Bytes).
Hora exacta de la muestra. Segu´n se deci-
da despue´s con las pruebas de rendimiento se
podra´ dar ma´s o menos exactitud a este dato.
Sera´ importante sincronizarlo despue´s con el
resto de ma´quinas leyendo el dato (4 Bytes).
Adicionalmente dependiendo del tipo de habilidad
se agrega informacio´n adicional, en el caso de las
habilidades de movimiento se anexa la velocidad
actual de la base. Este mismo modelo se puede
aplicar a cada uno de los procesos a supervisar. Se
aprovecha la ventaja de poseer todos los progra-
mas fuentes de los diferentes servidores encargados
de la interconexio´n con los dispositivos f´ısicos.
4.2. Transporte de los datos a un
concentrador-servidor
En la arquitectura AD se plateo´ la necesidad de
poseer un mecanismo para compartir datos entre
procesos en una ordenador o de forma distribuida
entre varios ordenadores interconectados. El sis-
tema de memoria compartido distribuida ha sido
disen˜ado y construido, por lo que en cada ordena-
dor de Maggie es capaz de compartir datos entre
procesos activos.
El sistema distribuido de memoria compartida usa
Sockets en el dominio AF-UNIX para intercambio
entre procesos locales y ONC-RPC para intercam-
bio de datos entre diferentes ordenadores. Adicio-
nalmente se cuenta con un sistema de eventos dis-
tribuidos construidos sobre sockets AF-UNIX so-
bre datagramas UDP, ya que los ordenadores esta´n
sobre la misma LAN, y los datos correspondientes
a cada eventos es inferior a los 8 Kbytes.
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El uso de componentes de ya disen˜ados, construi-
dos y probados permiten los principios de reutili-
zacio´n de co´digo y por ende el ahorro en el tiempoo`
de desarrollo.
4.3. Recepcio´n de los datos en la interfaz
gra´fica y exposicio´n de los datos
El despliegue de datos y registro de eventos espe-
ciales es tal vez la cara visible del SCHAB, para
su desarrollo se poseen diferentes alternativas, al-
guna de ellas probadas en proyectos anteriores co-
mo [5], en este proyecto se disen˜o y se construyo
una interfaz para la captura de datos y manipula-
cio´n de Maggie usando WebServices [1] [3]. Para
la interfaz gra´fica de SCHAB las alternativas son
numerosas. El requisito ma´s importante es que el
lenguaje o interfaz utilizada sea capaz de obtener
e intercambiar informacio´n de una manera abier-
ta para permitir las alternativas actuales y de ser
posible las futuras sin la necesidad de realizar cam-
bios radicales en el sistema.
Alternativas:
Macromedia Flash.
• Ventajas:
◦ Se puede lograr muy buena presen-
tacio´n y aspecto para el usuario, con
animaciones, gra´ficas, etc.
◦ Lenguaje ActionScript que ayu-
dara´ con la presentacio´n. Es sencillo,
orientado a objetos y permite a par-
tir de la versio´n 6 la interconexio´n
por medio de sockets.
◦ Se puede ver desde cualquier navega-
dor o como aplicacio´n independiente
(standalone) sin necesidad de hacer
instaladores o tener librer´ıas para po-
der ejecutar otros programas.
◦ El sistema de sockets adema´s de reci-
bir y enviar flujos de Bytes posee fun-
cionalidades para manipular datos en
XML.
• Inconvenientes:
◦ El ActionScript es un lenguaje inter-
pretado y es de reciente creacio´n por
lo que da la impresio´n de no estar to-
talmente realizado.
Java Applet.
• Ventajas:
◦ Es un lenguaje conocido y de amplio
uso.
◦ Puede desplegarse en un navegador
de Internet.
• Inconvenientes:
◦ La seguridad.
◦ Requiere conocimientos del lenguaje
Java.
Visual Basic, Python + Gtk, Visual C++
• Ventajas
◦ Son lenguajes con bastantes seguido-
res y gran cantidad de herramientas.
• Inconvenientes
◦ las herramientas como Visual Basic o
Visual C++ exigen plataformas Mi-
crosoft, todo el desarrollo de Robo-
ticsLabs se hace sobre herramientas
Linux.
Como se observa las alternativas de visualizacio´n
son variadas y en muchos casos la eleccio´n apro-
piada dependera´ de los requerimientos de la apli-
cacio´n. En casos como los descritos en [5] fue ne-
cesario el uso de Applets para permitir la super-
visio´n por medio de una pagina WEB, pero en la
segunda versio´n se uso WebServices para sortear
los niveles de seguridad impuestos por las filtros
de tra´fico (firewall) de las organizaciones involu-
cradas en ese proyecto.
5. Prototipo realizado
Figura 3: Funcionamiento ba´sico del sistema
SCHAB
El funcionamiento particular para la supervisio´n
de una habilidad se muestra en la Figura 3, el fun-
cionamiento ba´sico consiste en colocar una instan-
cia de la clase memoriaCompartida [9], por medio
de e´sta, se coloca el estado actual de la habili-
dad. Una vez que los datos se encuentran en la
memoria compartida pueden ser adquiridos por el
visualizador para su registro o env´ıo a la interfaz
del usuario. Inicialmente basta que el componente
de visualizacio´n y registro compare la etiqueta con
la hora exacta de la muestra y la hora actual para
verificar si el sistema se encuentra activo, con un
retraso en el reporte, o se presume que la habilidad
se encuentra bloqueada o desactivada.
En el caso de supervisar ma´s de una habilidad
activa sobre varios ordenadores diferentes, es ne-
cesario disponer de una midleware para realizar
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los servicios de distribucio´n de los datos de las ha-
bilidades. En ese caso se activa los componentes
distribuidos del sistema de memoria compartida
como lo es el servidor principal y los servidores
secundarios. En la figura 4 se observa la funciona-
lidad del mismo. La sincronizacio´n del los relojes
en los ordenadores involucrados en SCHAB sin-
cronizan sus relojes por medio de NTP [7].
Figura 4: Funcionamiento del sistema SCHAB pa-
ra la supervisio´n de mas de una habilidad
Por restricciones propias del sistema de memoria
compartida distribuida la propagacio´n de la infor-
macio´n entre ordenadores conectados en el Robot
Maggie implica un retardo de 300 mseg. Aunque
procesos ba´sicos de supervisio´n, mas no de control,
este tiempo puede aceptado es importante tener en
cuenta este retardo para futuras aplicaciones.
5.1. Env´ıos de consignas
En algunos casos es necesario activar o reiniciali-
zar algunos de los procesos que modelan las habili-
dades en el robot, en ese caso se ha incorporado el
sistema de Eventos Distribuidos [9], este sistema
implementa el en el patro´n de disen˜o Publisher-
Subscribe[4], lo que permite a un agente suscri-
birse a un evento especifico, ante la ocurrencia de
este evento de reactiva el proceso para el cual se
realizo la subscripcio´n.
6. Conclusiones
El sistema SCHAB, en su primer prototipo, ha
permitido observar en l´ınea, el estado ba´sico de
operacio´n de los servidores de habilidades en Mag-
gie, El desarrollo se baso´ en componentes creados
y probados anteriormente, lo que ha permitido que
la elaboracio´n del sistema haya sido fundamental-
mente la agregacio´n de componentes.
Los diferentes niveles de visualizacio´n continu´an
en pleno desarrollo y no se descarta hasta ahora
ninguna de las alternativas mencionadas, el requi-
sito fundamental es el desarrollo de interfaces que
permitan el acoplamiento con el sistema de memo-
ria compartida distribuida. Hasta ahora se ha he-
cho e´nfasis en utilizar solamente software libre so-
bre sistemas operativo Linux, especificamente las
distribuciones Fedora C2, C3, C5 y Gentoo 2006.
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Resumen
En este art´ıculo se presenta un sistema de s´ınte-
sis de voz emocional. Dicho sistema se ha imple-
mentado en Maggie, el robot personal desarrollado
por el RoboticsLab en la Universidad Carlos III de
Madrid. Maggie ha sido disen˜ada para la investi-
gacio´n en interaccio´n humano-robot siguiendo un
nuevo paradigma de interaccio´n que ha venido a
denominarse interaccio´n de igual-a-igual. La actu-
al tendencia en el desarrollo de robots personales,
robots sociales y robots sociables es la de dotar a
estos con un conjunto de capacidades perceptivas
y de actuacio´n semejantes a las del ser humano
hasta el punto de alcanzar una empat´ıa en la in-
teraccio´n humano-robot semejante a la que pueda
existir entre dos humanos. La importancia del tra-
bajo que se presenta reside en el hecho de haber in-
corporado la capacidad de expresio´n hablada con
carga emocional en el conjutno de capacidades de
actuacio´n de Maggie.
Palabras clave: Interaccio´n humano-robot, in-
teraccio´n de igual-a-igual, emociones, Text-to-
Speech.
1. INTRODUCCIO´N
Se estima que alrededor de 21500 robots de ser-
vicio de propo´sito singular y alrededor de 150000
robots de entretenimiento se han vendido en el
an˜o 2001 [12] En las u´ltimas de´cadas se estima
que el coste medio de un robot industrial decrece
entre un 5 % y un 10 % cada an˜o [8] El mercado
en robo´tica en el 2003 se estima que mov´ıa unos 8
mil millones de do´lares y para el an˜o 2007 se esti-
ma que la cifra se doble [14] El crecimiento de la
produccio´n y venta de robots de entretenimiento
y robots personales no industriales va unido a un
crecimiento en la investigacio´n en la interaccio´n
humano-robot.
Numerosos robots personales cuyo propo´sito es
la investigacio´n en interaccio´n humano-robot se
esta´n desarrollando en la actualidad: Kismet[7] y
Leonardo [6] desarrollados en el MIT son capaces
de interactuar de forma reactiva como lo har´ıa
un bebe´. Sparky es un robot social que utiliza
sus movimientos y expresiones faciales para in-
teractuar con humanos [16] RUBI es otro robot
antropomo´rfico con cabeza y brazos disen˜ado
para investigacio´n en interaccio´n humano-robot
en tiempo real [1] y as´ı otros robots como Robo-
ta [4], Valerie robot recepcionista, Grace (Grad-
uate Robot Attending a ConferencE) [9],... En
el RoboticsLab de la Universidad Carlos III de
Madrid se ha disen˜ado e implementado un robot
personal auto´nomo que no solo incorpora habili-
dades de intaraccio´n con el entorno como la nave-
gacio´n, sino que tambie´n se esta´n desarrollando
habilidades de interaccio´n social con humanos.
En la interaccio´n humano-robot resulta esencial
el modo auditivo y en especial la comunicacio´n
oral: el robot no solo debe ser capaz de reconocer
y entender expresiones verbales del humano sino
que tambie´n debe ser capaz de expresarse verbal-
mente. En la expresio´n verbal podemos distinguir
dos aspectos: el contenido del mensaje que marca
lo que el robot expresa, y su continente, que mar-
ca el co´mo lo expresa. Mientras que para el primer
aspecto se hace necesario la implementacio´n de
un modelo cognitivo-lingu¨´ıstico en el robot que
le permita construir frases con una intencio´n co-
municativa referente a un tema, para el segundo
aspecto el problema esta´ relacionado con la en-
tonacio´n de la voz que el robot emite. En esta
entonacio´n reside informacio´n relacionada con la
relacio´n social entre los interactores, la intencio´n y
sentido del mensaje as´ı como el estado emocional
del hablante, etc. El trabajo que aqu´ı se expone se
ha centrado en dotar al robot personal Maggie de
la habilidad de expresarse verbalmente controlan-
do la entonacio´n o prosodia de su voz para ser ca-
paz de expresar cinco emociones ba´sicas: alegr´ıa,
tristeza, ira, calma y confort.
En la seccio´n 2 se hablara´ de un nuevo paradigma
de interaccio´n humano-robot denomidado interac-
cio´n de igual-a-igual. En la seccio´n 3 se expone la
arquitectura de control en la que se integra la ha-
bilidad de habla emocional que se describe en la
seccio´n 4. En las siguientes secciones se presentan
resultados experimentales, conclusiones y trabajos
actuales.
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Figura 1: Maggie interactuando con un nin˜o
2. PARADIGMA
ROBOT-TO-HUMAN (R2H) Y
HABLA EMOCIONAL
Tradicionalmente los sistemas de interaccio´n
hombre-robot se basan en una concepcio´n
maestro-esclavo, en el que el papel del operador
humano es el de supervisar y dar o´rdenes al robot
y el del robot es cumplir dichas o´rdenes y even-
tualmente suministrat al operador la informacio´n
que este necesite. El robot actu´a esencialmente co-
mo una herramienta manejada por el operador. En
estos sistemas, la interaccio´n con el humano actu´a
como un factor que limita y reduce la autonomı´a
del robot.
El paradigma R2H pretende desarrollar robots so-
ciales con un alto grado de autonomı´a, cuyo com-
portamiento este´ condicionado por sus propios im-
pulsos y motivaciones, que respondera´n en u´ltima
instancia a un intento por parte del robot de maxi-
mizar o mantener en niveles de equilibrio variables
internas ligadas a sus necesidades. En la arquitec-
tura de control del robot, la interaccio´n con los
humanos se planteara´ exactamente con los mismos
principios que la interaccio´n con otros elementos
del mundo.
El cara´cter social de los robots se reflejara´ en el
hecho de que la interaccio´n con humanos no se
considerara´ so´lo como un complemento a otras
funcionalidades del robot, sino como una de sus
caracter´ısticas ba´sicas. Esto se concretara´ en el
desarrollo de un conjunto amplio de habilidades
sociales y en que entre las motivaciones del robot
se incluira´n tambie´n motivaciones sociales.
El trabajo que se exopne en el presente art´ıculo
corresponde a la implementacio´n de una de estas
habilidades sociales que es la habilidad de habla
incorporando en la sen˜al de voz una entonacio´n
controlada y dedicada a la expresio´n emocional.
Esta aproximacio´n a la interaccio´n entre humanos
y robots puede ser de gran intere´s para algunos
nuevos tipos de robots, como pueden ser robots
que cooperen de igual a igual con humanos, o
robots dedicados a fines lu´dicos, dida´cticos e in-
cluso terape´uticos.
Figura 2: Arquitectura de control AD (Au-
toma´tica-Deliberativa)
3. ARQUITECTURA DE
CONTROL AUTOMA´TICA-
DELIBERATIVA
La arquitectura de control del robot personal
Maggie desarrollada en [2], [3] y [5] esta´ inspirada
en los trabajos en psicolog´ıa cognitiva de Shiffrin
y Schneider [17] en los que se modela el razon-
amiento y comportamiento humano en dos niveles
de inteligencia y actuacio´n: uno automa´tico y otro
deliberativo. En la Figura 1. puede observarse el
diagrama de la Arquitectura A-D, donde adema´s
se incorpora un Sistema de Control basado en
Emociones desarrollado en [11]
En el nivel automa´tico corren en paralelo varias
habilidades automa´ticas que se caracterizan
por su comunicacio´n directa con los sensores y
actuadores del robot, y por su rapidez respecto
a las habilidades deliberativas. En el nivel de-
liberativo corre una sola habilidad deliberativa
que se encarga de la planificacio´n de la secuencia
de actuaciones o de ejecucio´n de habilidades
automa´ticas del nivel inferior. El sistema de
control basado en emociones establece el objetivo
interno del robot.
La comunicacio´n entre habilidades automa´ticas se
realiza tanto por eventos discretos como a trave´s
de la Memoria a Corto Plazo. Una descripcio´n de-
tallada de la arquitectura y de su implementacio´n
en Maggie puede encontrarse en [15] y [10]
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4. DESCRIPCIO´N DE LA
HABILIDAD TTSskill
El sistema implementado que se presenta en
este art´ıculo tiene la forma de habilidad au-
toma´tica y se integra en la arquitectura de con-
trol del robot desarrollada: Arquitectura Au-
toma´tica-Deliberativa con Sistema de Control por
Emociones (Figura 1). Ba´sicamente la habilidad
TTSskill toma como dato de entrada de la Memo-
ria a Corto Plazo una expresio´n textual y teniendo
en cuenta el estado emocional del robot construye
una estructura proso´dica o de entonacio´n que se
an˜ade al texto para luego ser sintetizado como voz
a trave´s de los altavoces del robot. La realizacio´n
de esta s´ıntesis de voz emocional a partir de tex-
to se realiza en los siguientes pasos: discretizacio´n
del texto en fonemas, construccio´n de curvas de
entonacio´n y s´ıntesis en sen˜al de audio. La elec-
cio´n de estos pasos esta´ inspirada por el trabajo
realizado anteriormente en el Sony Computer Sci-
ence Laboratory (CSL) [13]
Para el paso de s´ıntesis en sen˜al de audio,
se ha utilizado una herramienta de distribucio´n
gratu´ıta denominada MBROLA [18] Esta her-
ramienta marca el formato en el que deben con-
struirse los datos a lo largo del algoritmo de gen-
eracio´n de una sen˜al de audio a partir de texto.
4.1. Constructor fone´tico
Este mo´dulo toma como dato de entrada una
expresio´n en forma de texto o frase, y devuelve
una cadena de caracteres que simbolizan la
representacio´n fone´tica de la frase de entrada.
Dicha representacio´n fone´tica corresponde con
la formulacio´n que propone MBROLA para la
representacio´n textual de fonemas hablados que
puede verse en la Tabla 1.
4.1.1. Fichero fone´tico
MBROLA es el sintetizador TTS utilizado. En la
construccio´n proso´dica de una frase se ha de ten-
er en cuenta su funcionamiento, es decir, el for-
mato de los datos que esta herramienta utiliza.
MBROLA recibe como entrada un fichero en for-
mato texto estructurado por columnas que denom-
inamos fichero fone´tico. En la primera columna se
situ´a la serie de fonemas de la frase a sintetizar,
en la segunda columna se situ´a la duracion de ca-
da fonema en ms El resto de columnas son pares
de valores. El primer valor marca un porcentaje
de duracio´n del fonema y el segundo la frecuen-
cia en herzios a la que debe ponerse la s´ıntesis del
fonema en el porcentaje de tiempo que marca el
para´metro anterior. As´ı por ejemplo:
Cuadro 1: Representacio´n fone´tica utilizada
Fonema Ejemplo Representacio´n
p padre paDre
b vino bino
t tomo tomo
d donde donde
k casa kasa
g gata gata
tS mucho mutSo
jj hielo jjelo
f facil faTil
T cinco Tinko
s sala sala
x mujer muxer
m mismo mismo
n nunca nunca
J ajo aJo
l lejos leJos
L caballo kabaLo
r puro puro
rr torre torre
i pico piko
e pero pero
a valle baLe
o toro toro
u duro duro
a 430 10 380 80 450
indica que el fonema a dura 430 ms; al 10 % de 430
ms debe alcanzar 380 Hz y debe alcanzar 450 Hz
al 80 %
Puede haber tantos pares de valores porcentaje-
tono como se quiera. Estos pares de valores config-
uran la envolvente de tono para cada fonema, por
lo que cuantos ma´s valores haya, ma´s natural y hu-
manizada resultara´ la s´ıntesis en voz. No obstante
y dado que la duracio´n de cada fonema habitual-
mente es inferior al segundo, con un par de es-
tos valores se obtienen resultados suficientemente
satisfactorios. Cada fila de este fichero tiene, por
tanto el siguiente formato:
fonema duracion porcentaje tono
Adema´s de este fichero, MBROLA acepta una se-
rie de opciones como son el volumen y el tono
principal de la frase.
4.2. Constructor proso´dico
Este mo´dulo toma como dato de entrada una de
los cinco estados emocionales en los que puede es-
tar el robot: alegr´ıa, tristeza, calma, ira y confort
(o neutro), construye las curvas de entonacio´n
o curvas proso´dicas y adapta dichas curvas a la
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longitud de la frase que va a ser sintetizada como
voz emocional. Para caracterizar la prosodia de
cada frase y teniendo en cuenta el formato del
fichero fone´tico que acepta MBROLA, podemos
enumerar las siguientes variables f´ısicas: por un
lado y en relacio´n al conjunto entero de fonemas
de la frase: el tono principal, envolvente de tono
y volumen principal; y por otro lado y asociado a
cada fonema de la frase: una envolvente de tono
dentro de cada fonema y una duracio´n de fonema.
El problema es dar valores a estas variables
para que la prosodia de la frase sintetizada
exprese una emocio´n concreta y no otra. Para
alcanzar este objetivo se define un conjunto de
para´metros intuitivos que sirven como marco
entre la emocio´n que se quiere expresar y las
variables f´ısicas enumeradas arriba. En la tabla
x. se muestran los valores escogidos para este
conjunto de para´metros proso´dicos en funcio´n
de la emocio´n que se quiere expresar mediante
voz. Estos para´metros se describen a continuacio´n:
VOLUMEN(sin unidades) establece volumen
sonoro de la totalidad de la frase sintetizada.
Es el factor por el que se multiplica el volu-
men que por defecto utiliza MBROLA en la
construccio´n del fichero de audio correspoin-
diente a la frase de voz sintetizada.
MEANDUR(ms) es la duracio´n principal de cada
fonema.
DURVAR (ms) marca el rango de variacio´n de
la duracio´n de cada fonema.
MEANPITCH(Hz) es la frecuencia principal de
cada fonema.
PITCHVAR (Hz) marca el rango de variacio´n
de la frecuencia principal de cada fonema.
LAST-ACCENT (0 — 1) para´metro booleano
que marca si el u´ltimo fonema de la frase se
va o no a acentuar.
CONTOUR (RISING — FALLING) para´metro
booleano que marca el contorno por defecto
del tono de cada fonema.
LAST-CONTOUR (RISING — FALLING)
para´metro booleano que marca el contorno
del u´ltimo fonema.
4.2.1. Algoritmo del constructor
proso´dico
El fichero fone´tico, entrada para MBROLA, es
constru´ıdo en formato texto a partir de la lista de
fonemas que devuelve el constructor fone´tico y de
la lista de para´metros que devuelve el constructor
proso´dico. As´ı, el fichero es completado con la
lista de fonemas de la frase concreta que se va a
sintetizar y con los valores nume´ricos correspon-
dientes y explicados anteriormente para marcar
la prosodia de la frase: duracio´n, porcentaje
y tono. A continuacio´n se describe el algoritmo
que construye la duracio´n y tono de cada fonema.
Este algoritmo va recorriendo todos y cada uno
de los fonemas.
duracion( fonema ) = MEANDUR + rand( DURVAR )
if( fonema es consonante )
tono( fonema ) -= PITCHVAR
if( fonema es vocal )
tono( fonema ) += PITCHVAR
if( fonema == accentuado):
duracion( fonema ) += DURVAR
if( CONTOUR == RISING)
if( fonema es consonante )
tono( fonema ) += PITCHVAR
if( fonema es consonante )
tono( fonema ) -= PITCHVAR
if( CONTOUR == FALLING)
if( fonema es consonante )
tono( fonema ) -= PITCHVAR
if( fonema es consonante )
tono( fonema ) += PITCHVAR
if( LAST-ACCENT ) para u´ltima palabra
e = PITCHVAR / 2
duracion( fonema ) += DURVAR
if( LAST-CONTOUR == FALLING)
pitch( fonema ) -= ( fonema +1 ) * e
if( LAST-CONTOUR == FALLING)
pitch( fonema ) -= ( fonema +1 ) * e
e = 2 * e
porcentaje(fonema) = 80 + rand( 20 )
Cabe destacar el uso de la funcio´n de aleatoriedad
con el propo´sito de introducir en la s´ıntesis
cierto cara´cter natural caracter´ıstico del habla,
es el caso, por ejemplo del valor del para´metro
porcentaje
4.3. Sintetizador TTS
MBROLA es un proyecto iniciado en el Labo-
ratorio de Teor´ıa de Circuitos y Tratamiento de
la Sen˜al (TCTS Lab) de la Facultad Polite´cnica
de Mons (Be´lgica) cuyo propo´sito principal es el
de implementar sintetizadores TTS para todas
las lenguas posibles. Es una herramienta gratu´ıta
pero cuyo co´digo no esta´ abierto, sin embargo, su
adaptacio´n a una aplicaio´n externa es sencilla.
MBROLA consta de un ejecutable y una base de
datos en formato binario asociada a una lengua y
a un agente o personaje que marca tanto el idioma
(y por tanto el conjunto de fonemas posibles)
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Cuadro 2: Para´metros proso´dicos para cada emocio´n
Para´metro alegr´ıa tristeza calma ira confort
VOLUMEN (s.u.) 0.8 1 1 2 2
MEANDUR (ms) 170 300 200 150 300
DURVAR (ms) 50 100 100 20 300
MEANPITCH (Hz) 600 250 370 100 350
PITCHVAR (Hz) 100 30 10 50 50
LAST-ACCENT (0 | 1) 1 0 0 0 1
CONTOUR RISING FALLING RISING FALLING RISING
LAST-CONTOUR RISING FALLING RISING FALLING RISING
como el tono o soniquete del habla. Hay personjes
femeninos y masculinos. El ejecutable que trae
MBROLA recibe como opciones el volumen y
el tono general de la expresio´n hablada y como
entrada el fichero asociado a la base de datos del
idioma y el que hemos venido a denominar fichero
fone´tico con la lista de fonemas a sintetizar y
para´metros acu´sticos antes presentados. Este
ejecutable devuelve un fichero de audio. Los
formatos permitidos son .wav o .au
El servidor TTSserver que corre dentro de la
habilidad TTSskill se encarga de ir leyendo de la
memoria compartida una frase nueva que haya de
ser sintetizada; toma la emocio´n con la que debe
expresarse y construye el fichero fone´tico; e´ste se
compila con el ejecutable de MBROLA y la base
de datos asociada al idioma de lo cual se obtiene
un fichero de audio que se lleva al dispositivo de
audio para que se oiga.
5. RESULTADOS
EXPERIMENTALES
La conexio´n de la habilidad implementada
TTSskill con el resto de habilidades y dema´s en-
tidades de la arquitectura (ver Figura 1) es to-
talmente satisfactoria. Esto se debe a que la es-
tructura software para la implementacio´n de una
habilidad automa´tica en la arquitectura AD se
ha estandarizado en previos trabajos. El fun-
cionamiento en tiempo real es tambie´n satisfacto-
rio: TTSskill es capaz de realizar la trasformacio´n
de la frase textual a una lista de fonemas, el ca´lcu-
lo de los para´metros proso´dicos y la s´ıntesis de la
onda de audio generada con suficiente rapidez co-
mo para no apreciarse un retardo digno de mayor
estudio.
La habilidad automa´tica TTSskill se encarga de
la s´ıntesis de texto a voz con entoncaio´n emo-
cional, por tanto, el resultado final de esta imple-
mentacio´n es un resultado audible. En este aparta-
do, se va a presentar una breve comparacio´n de las
caracter´ısticas sonoras de distintas frases al haber
sido procesadas de modo distinto para expresar
Figura 3: Comparacio´n del tono de cada fonema a
lo largo de las frases: ”Soy Magui y estoy muy
triste”(abajo) y ”Soy Magui y estoy muy con-
tenta”(arriba)
emociones distintas.
En la Figura 4 puede observarse la representacio´n
gra´fica de la variacio´n del tono a lo largo de
cada fonema de la frase en funcio´n del tiempo
para dos emociones antago´nicas: alegr´ıa y tris-
teza. Para el caso en el que se quiere expre-
sar alegr´ıa el texto de la frase a sintetizar fue
”Soy Maggie y estoy muy contenta”En el caso
de la expresio´n de tristeza fue ”Soy Maggie y
estoy muy triste”. Por tanto, teniendo en cuen-
ta la tabla 1, la lista fone´tica del primer caso
quedar´ıa s o i m a g i i e s t o i m u i k
o n t e n t a (24 fonemas) s o i m a g i i
e s t o i m u i t r i s t e (22 fonemas) En
el caso de la expresio´n de alegr´ıa puede observarse
que el tono principal es mayor que en la expre-
sio´n de tristeza. Adema´s la variacio´n del tono en-
tre fonemas es ma´s ra´pida, dado que la duracio´n
de cada fonema es menor.
6. CONCLUSIONES Y
DESARROLLOS ACTUALES
Se ha disen˜ado e implementado una habilidad
automa´tica TTSskill para un robot personal
auto´nomo incorporando as´ı en el robot la capaci-
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dad de trasformar texto a habla. Esta habilidad
esta´ encapsulada en la arquitectura automa´tica-
deliberativa y por tanto es susceptible de ser uti-
lizada por el resto de habilidades de la arquitec-
tura que funcionan concurrentemente en el robot.
A la voz convertida desde texto se le an˜ade,
adema´s, un cara´cter emocional, lo cual es de
gran importancia dado que el robot personal
esta´ disen˜ado para la interaccio´n humano-robot
en el nuevo paradigma ”interaccio´n de igual-a-
igual”El robot es as´ı capaz de expresar sus emo-
ciones con el tono de la voz.
El sistema implementado permite an˜adir al robot
con relativa facilidad otras capacidades vocales co-
mo es la capacidad de entonar para realizar pre-
guntas o exclamaciones. As´ı mismo actualmente
se esta´ disen˜ando un sistema que incorpore en el
robot la habilidad de cantar utilizando como base
el sistema presentado en este art´ıculo.
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Resumen 
 
En el proceso de restauración de obras de arte 
basadas en papel requiere de un proceso de 
hidratación de las fibras del papel para dotarles de 
flexibilidad. Posteriormente en la fase de secado se 
realiza un seguimiento visual del proceso de 
contracción para poder controlar la forma final del 
lienzo. Hasta este momento, todas estas pruebas de 
seguimiento visual se realizaban por los técnicos 
especialistas. Los resultados obtenidos mediante este 
procedimiento humano están sujetos a variaciones 
las cuales son ajenas totalmente a los procesos. 
Estas variaciones están provocadas por el criterio 
subjetivo que cada técnico aporta a la medida, las 
cuales se ven afectadas a su vez por el estado de 
ánimo en que se encuentra el mismo. Para obtener 
unos resultados más homogéneos y precisos es 
necesario desarrollar unos algoritmos de 
seguimiento visual automática los cuales 
estandaricen el proceso de medida necesario. El 
presente artículo presenta varias técnicas de 
seguimiento visual semi-automatizadas del proceso 
de secado en restauración de de obras de arte 
basadas en papel.  
 
Palabras Clave: Seguimiento visual, control de 
procesos, restauración de obras de arte. 
 
1 OBJETIVOS 
 
Los tratamientos de restauración de obras de arte 
basadas en papel son procesos complicados que se 
desarrollan en varias etapas. El alisado es una de los 
procedimientos más delicados. Generalmente la hoja 
requiere una hidratación previa para que las fibras 
que lo componen adquieran la flexibilidad necesaria 
para permitir su manipulación. Después se procede a 
su inmovilización y secado. 
 
Sin embargo, detrás de este principio tan simple se 
esconden problemas técnicos de consideración. 
Cuando las moléculas de agua forman puentes de 
hidrógeno con las moléculas de celulosa, el tamaño 
de la hoja aumenta. Del mismo modo, cuando se 
produce el secado, el tamaño de la hoja disminuye. 
Hay muchos factores que determinan el tamaño final 
de la hoja: grado de inmovilización, tipo de fibra, 
tensiones latentes, tipo de entintado, etc. En resumen, 
las fibras que forman el papel reaccionan de una 
manera no estimable completamente, hecho que 
imposibilita el cálculo exacto de las dimensiones de 
la obra una vez alisada. La deformación 
experimentada por la hoja puede (de hecho, suele) no 
ser uniforme a lo largo de su estructura y puede 
incluso deformarse en una dirección y no hacerlo en 
absoluto en la dirección perpendicular. 
 
En el Instituto de Restauración del Patrimonio de la 
Universidad Politécnica de Valencia (UPV) se está 
investigando este fenómeno, con el fin de 
comprender este fenómeno y, en último término, 
desarrollar un sistema que permita paliar los 
problemas técnicos que de él se derivan. Para 
observar y monitorizar las alteraciones dimensionales 
de las hojas se solicitó la ayuda del grupo de 
investigación de robótica del Instituto de Automática 
e Informática Industrial de la UPV. Los 
requerimientos eran complejos: se trataba de 
desarrollar un sistema de visión artificial sencillo, 
flexible y de bajo coste, para cuantificar y registrar 
en tiempo real las alteraciones en las dimensiones de 
una hoja alisada bajo presión. El sistema debía 
incorporar también un sistema de detección de 
umbrales, para permitir la aplicación sistemáticas de 
técnicas correctivas de alisado. 
 
Lamentablemente, esto no es sencillo. Los sistemas 
de inmovilización de la hoja basados en presión 
(prensas de mano, prensas hidráulicas, etc.) emplean 
materiales opacos, que hacen muy difícil registrar los 
movimientos. 
 
Sin embargo, en la UPV también se están 
desarrollando sistemas basados en la aplicación de 
vacío que permiten un cierto grado de visualización 
de la hoja Con todo, en estos sistemas la hoja está 
separada del observador por una lámina de plástico 
siliconado y otra de tejido-no-tejido de 
monofilamento de nylon. En condiciones de trabajo, 
la primera lámina genera brillos, y no se mantiene 
lisa; la segunda hoja, por su parte, permite sólo una 
visión muy borrosa de la hoja (véase Figura 1).  
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En resumen, el objetivo de esta investigación es 
construir un sistema de visión artificial basado en 
cámaras web y en un PC que realizará las etapas de 
análisis de imagen en las condiciones descritas arriba 
(dos capas de interposición entre el objeto y la 
cámara, bajo coste, flexibilidad). El sistema debería 
ser capaz de medir las deformaciones en las hojas de 
colores variables y advertir cuando estas variaciones 
empiezan o superan un cierto umbral. Además, 
debería ser eficaz en condiciones de iluminación 
poco controladas.  
 
Para el seguimiento de las deformaciones que se 
producen en las hojas, se han implementado varias 
técnicas de seguimiento de características. Podemos 
dividir las técnicas a implementar en dos: 
seguimiento directo y seguimiento por 
correspondencia de bordes [5]. Los desplazamientos 
medidos se guardarán en un archivo de texto tablado 
importable por Excel sin ninguna complicación. 
 
 
2 EL SISTEMA DE VISIÓN 
 
2.1 EL SISTEMA DE SECADO 
 
El sistema de secado se basa en una superficie rígida 
sobre la que se coloca material de absorción, la hoja a 
secar, una lámina de tejido-no-tejido de 
monofilamento de nylon y una lámina de plástico 
siliconado, transparente y no poroso. El vacío se 
genera entre la mesa y la lámina de plástico no 
poroso, de modo que la hoja a alisar es presionada 
contra la superficie rígida. 
 
El observador puede ver la hoja a través de ambas 
láminas de plástico, pero las condiciones distan de 
ser óptimas (Figura 1). Como además las 
dimensiones de cada hoja son variables, es necesario 
que la cámara se puede mover con comodidad por 
toda la superficie de alisado. 
 
 
Figura 1: La hoja durante el proceso de secado 
 
 
2.2 EL SISTEMA DE CÁMARAS 
 
El sistema de visión está compuesto por un 
determinado número de cámaras web conectadas a 
través de una interfaz USB con un PC de proceso. 
Estas cámaras se sitúan sobre la plataforma de secado 
con la ayuda de minitrípodes y controlan esquinas o 
puntos importantes de la hoja en busca de 
desplazamientos. 
 
La figura 1 está tomada directamente de una captura 
de imagen de un proceso de restauración determinado 
en la que se ve la esquina de la hoja a secar. (Se 
pueden ver dos hojas en proceso de secado, una a la 
derecha y otra a la izquierda). 
 
 
3 SOLUCIONES PROPUESTAS 
 
Las soluciones propuestas están basadas en la 
aplicación de diferentes técnicas de análisis de 
imágenes [2], [3]. 
 
3.1  CORRESPONDECIA DIRECTA 
 
La primera de las soluciones propuestas es la que 
nombramos como correspondencia directa y consiste 
en capturar una fracción cuadrada del primer 
fotograma devuelto por cada cámara (fracción que 
será escogida por el usuario) y entonces se busca una 
fracción de medida equivalente con una similitud 
máxima pixel a pixel en las siguientes imágenes 
capturadas. Este proceso se puede realizar sobre las 
imágenes originales o sobre las mismas aplicando un 
filtro Sobel. El método es bastante robusto, aunque es 
sensible a variaciones de luz, brillos, etc. 
 
3.1.1 Seguimiento 
 
En este método se captura una fracción cuadrada de 
dimensión N de la imagen original I0, con un 
desplazamiento (l, m) elegido por el usuario. A esta 
imagen la nombramos F y  F(x,y) a los valores de sus 
pixels, donde (x, y) є [0, N-1]. La formación de F se 
muestra a continuación en la expresión (1): 
 
( ) ( ) ( ) [ ]( ) ( )10,0 Nyx,I=F my+l,+xyx, ∈∀  
 
Posteriormente, buscamos para cada imagen 
posterior IL (L є [1, Z]) un par de valores (lL, mL) que 
minimicen la siguiente expresión (2): 
 
( ) ( ) ( )2
0 0∑∑ ⎟⎠⎞⎜⎝⎛ ⏐⏐⏐⏐ −
=i
N<i
j=
N<j LL
l+iLji,L m+j,IF=G  
 
La diferencia registrada entre (l, m) y (lL, mL) 
determina el desplazamiento del punto de interés 
seleccionado por el usuario en la imagen IL, de forma 
que su distancia euclídea representa el módulo de su 
movimiento en pixels. 
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3.1.2 Actualización de la fracción a seguir 
 
Puede darse el caso que debido a la variación de las 
condiciones ambientales en la captura de una imagen 
IL y siguientes, el valor mínimo registrado para (2) 
sea muy elevado, en estos casos es necesario volver a 
calcular F de la forma que se muestra a continuación 
en la expresión (3): 
 
( ) ( ) ( ) [ ]( ) ( )30, Nyx,m+y,I=F LLlx+Lyx, ∈∀  
 
El problema que se plantea en este punto es el 
cálculo de un umbral a partir del cual se decida 
actualizar la fracción de imagen F. 
 
Con una cámara perfecta y unas condiciones ideales 
bastaría con elegir el par (lL, mL) de forma que el 
mínimo GL según la expresión (1) fuera distinto de 0, 
pero en la realidad, y debido principalmente al ruido 
blanco presente en todo sensor, necesitamos un 
enfoque algo más complejo. 
 
Podemos determinar la distribución del ruido blanco 
presente en las imágenes tomando una imagen oscura 
sin iluminación con la cámara funcionando en las 
mismas condiciones que lo hará posteriormente y 
entonces, toda señal presente será ruido. 
 
 
 
Figura 2: Histograma de una imagen oscura 
 
En la figura 2 podemos ver el histograma de 
frecuencias de una imagen oscura y podemos 
distinguir que su forma es la característica de una 
Gausiana, en este caso con media 5,9 y una 
desviación típica de 4,8. 
 
Ahora debemos escoger un umbral que no provoque 
una sobreactualización de F, ya que, dado que las 
variaciones dimensionales de las hojas pueden tomar 
valores del orden de subpíxel, puede ser una fuente 
de errores de medida. Dado que el ruido presente 
tiene una distribución Gausiana el 99% de las 
muestras se encuentran presentes dentro de 2,58 
veces la desviación típica a los lados de la media [4]. 
Escogiendo un umbral para el GL mínimo de (4,8 * 
2,58) * n, siendo n = N2, nos aseguramos de evitar la 
sobreactualización en el 99% de los casos. 
 
3.2 SEGUIMIENTO DE FRONTERAS 
 
Otra solución probada ha sido la extracción de las 
fronteras que aparecen en el primer fotograma 
capturado mediante un filtro de Canny [1], fronteras 
que serán comparadas con las extraídas de los 
fotogramas posteriores con un algoritmo de 
correspondencia de cadenas. Una vez comparadas las 
cadenas, podemos establecer que fronteras de una 
imagen equivalen a las de otra y medir así sus 
desplazamientos. Este método presenta una mayor 
tolerancia a las variaciones de luz y condiciones 
externas que el método anterior, aunque el coste 
computacional es mucho más elevado. 
 
Este método se ha enfocado de dos formas, en la 
primera se selecciona una frontera de la primera 
imagen y se buscaban “equivalentes” en las imágenes 
siguientes. La frontera escogida debe ser una frontera 
fuerte y larga, que a la vez tenga poco parecido con 
las otras fronteras que puedan aparecer. En el 
segundo enfoque se seleccionan un grupo de 
fronteras de la primera imagen y se buscan en las 
imágenes siguientes fronteras que superen cierto 
umbral de parecido para cada una de las primeras. 
 
3.2.1 Una frontera 
 
Dado que la frontera que elegimos para seguir debe 
tener las propiedades de ser fuerte (F), larga (L) y 
poco parecida (P) a las demás; nos encontramos ante 
una función multiobjetivo M, en la que debemos 
ponderar la contribución de cada uno de sus factores 
al resultado final (4). 
 ( )4PC+LB+FA=M ∗∗∗  
 
Estos factores se han calculado experimentalmente 
usando prueba y error, llegando a la conclusión que 
el grado de similitud devuelto por el algoritmo de 
correspondencia de cadenas depende ligeramente de 
las características de estas dificultando la obtención 
de un valor apropiado para C. 
 
3.2.2 Varias fronteras 
 
A diferencia del método anterior, aquí no es 
necesario la elección de fronteras que tengan poca 
similitud entre ellas, nos limitamos a usar las 
fronteras más fuertes y largas, por lo que la función 
muliobjetivo anterior queda sin el último sumando 
para este método. 
 
Al comparar un conjunto de fronteras inicial F0 con 
otro conjunto FL, puede darse el caso de aparición de 
multicorrespondencias entre varias fronteras 
similares, esto no representa un problema ya que 
posteriormente se representa el desplazamiento 
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registrado para cada correspondencia encontrada 
sobre un plano, generando una nube de puntos que 
representa el desplazamiento para cada frontera como 
se puede ver en la figura 3: 
 
 
 
Figura 3: Nubes de puntos representando 
desplazamientos de fronteras 
 
En la figura anterior se pueden observar unas nubes 
de puntos representando el desplazamiento de dos 
objetos (las dos circunferencias) y puntos aislados 
originados por correspondencias erróneas entre 
fronteras. 
 
El último problema que plantea este método es la 
necesidad de encontrar las agrupaciones de puntos 
que representan verdaderos desplazamientos de 
objetos, para ello hemos escogido un umbral de 
distancia (H) y ponderado cada punto del conjunto 
(J) según la expresión (5): 
 
( ) ( ) ( ) ( )50 H<J,Jd:JV=JP ihi=i
N
h ∑  
 
Siendo d la distancia euclídea y V una función que 
devuelve la magnitud de la frontera que originó el 
punto Ji. Posteriormente se debe recorrer el conjunto 
de puntos J aceptando como válidos los 
desplazamientos que cumplan con la siguiente 
expresión (6): 
 
( ) ( )( ) ( )( ) ( )6H>J,JdJV<JV
J,J:J
hihi
ih
∨
∈∀
 
 
Finalmente, a cada selección de un punto JS, se deben 
eliminar del espacio todo desplazamiento que cumpla 
con (expresión (7)): 
 ( ) ( )7H<J,JdJ,J:J ihih ∈∀  
 
Todos los puntos seleccionados serán considerados 
como desplazamientos de un objeto en la imagen. 
 
3.3 UMBRALIZACIÓN 
 
Esta técnica consiste en umbralizar la imagen para 
poder separar la hoja del fondo y una vez hecho esto 
calcular los bordes de la hoja recorriendo las 
fronteras entre regiones creadas. Esta técnica, aunque 
bastante simple, no se ha llegado a implementar ya 
que la baja diferencia de color entre el fondo y la 
hoja causaba una aparición frecuente de errores. 
 
 
4 PROBLEMAS ENCONTRADOS 
 
4.1 LA CAPA SEMITRANSPARENTE 
 
La lámina de monofilamento de nylon ha sido el 
elemento que más problemas ha provocado, ya que 
su transparencia no es uniforme a lo largo de su 
estructura, sino que presenta unas fibras más opacas 
superpuestas a una superficie más transparente. La 
presencia de fibras introduce unas elevaciones en 
brillo del papel que no son completamente estimables 
y por tanto resultan difíciles de eliminar. 
 
Para el tratamiento de este problema se han 
implementado varias técnicas, desde la aplicación de 
filtros FIR paso banda con ventanas de Boxcar y 
Hamming hasta el análisis en frecuencia de las 
imágenes, pero el mejor resultado se ha obtenido 
aplicando un filtro de mínimos con un kernel de 5x5 
seguido de un emborronado Gausiano. La 
eliminación total de las fíbras superpuestas no ha 
sido posible, aunque si que se han podido suprimir en 
gran medida. 
 
4.2 LA ETAPA DE CÁLCULO 
 
En la mayoría de aplicaciones sólo existe un hilo de 
proceso, por tanto, la interfaz gráfica queda 
bloqueada temporalmente cuando es necesaria una 
etapa larga de proceso por parte de la CPU. El 
bloqueo temporal de una aplicación siempre genera 
cierto malestar en el usuario, ya que el programa 
tarda cierto tiempo a responder a las “exigencias” de 
su operador. Este problema se agrava cuando la etapa 
de cálculo se alarga dejando la aplicación 
“bloqueada” durante un largo periodo de tiempo. 
 
El problema anterior se ha resuelto fácilmente con la 
creación de un hilo independiente encargado de las 
tareas de proceso; de esta forma el hilo de proceso 
principal se encarga de atender al usuario y delega 
todo el trabajo pesado en un segundo hilo, que puede 
ser “matado” o detenido a conveniencia. 
 
 
5 RESULTADOS OBTENIDOS 
 
5.1 CORRESPONDENCIA DIRECTA 
 
Esta técnica de correspondencia directa, ya sea sin 
procesar las imágenes o aplicándoles filtros, es un 
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método bastante simple, aunque se ha demostrado 
eficaz para realizar el seguimiento de los bordes de 
las hojas. Por su forma de trabajar resulta sensible a 
las variaciones de iluminación. La aparición de 
brillos también puede ser un problema, pero sólo 
cuando estos se superponen a la zona que el 
algoritmo se encuentra siguiendo. Con esta técnica 
hemos conseguido unos buenos resultados pese a su 
relativa sencillez. 
 
5.2 SEGUIMIENTO DE BORDES 
 
Este método ha sido, de largo, el más complejo de los 
implementados. Esta técnica es prácticamente 
inmune a las condiciones de iluminación, aunque es 
sensible a la aparición de brillos sobre cualquier parte 
de la imagen. Se trata de la técnica más robusta ya 
que es capaz de detectar cualquier tipo de 
movimiento producido, consumiendo, eso sí, mucho 
más tiempo de CPU que cualquier los otros métodos 
propuestos. 
 
En la práctica se ha mostrado poco viable para este 
caso, ya que la capa de monofilamento de nylon 
introduce bordes ficticios que dificultan en gran 
medida la detección de bordes por parte del detector 
usado (Canny). Aunque sí que es capaz de realizar su 
tarea cuando no existen interferencias en la imagen. 
 
5.3 UMBRALIZACIÓN DE LA HOJA 
 
Esta técnica se descartó antes de ser implementada, 
debido a la dificultad de encontrar un umbral que 
permitiera una separación de la hoja respecto del 
fondo en cualquier caso, ya que el color del papel no 
es conocido en tiempo de diseño de la aplicación y 
podría darse el caso que tuviera gran similitud con el 
fondo. 
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Resumen
Se presenta un sistema de deteccio´n de objetos ba-
sado en apariencia multicanal y multiescala, cuya
caracter´ıstica principal es su capacidad para tra-
bajar en entornos no estructurados
Palabras clave: visio´n artiﬁcial, deteccio´n de
objetos, apariencia, PCA, NMFSC.
1 INTRODUCCIO´N
El objetivo ﬁnal de la aplicacio´n que presentamos
es la deteccio´n de un objeto cualquiera en un en-
torno no estructurado. Ba´sicamente, la tarea de
la deteccio´n de objetos consiste en localizar regio-
nes en la imagen de test que muestren al objeto de
intere´s. Tradicionalmente, los detectores ma´s po-
pulares esta´n orientados a la deteccio´n de objetos
gene´ricos como caras [5], [7] y [10] o automo´viles y
sus matr´ıculas [4]. Aunque tambie´n existen algu-
nos trabajos que estudian el problema intentando
obtener me´todos va´lidos para objetos espec´ıﬁcos,
como en [3] y [6].
Nuestra propuesta consiste en un detector de ob-
jetos espec´ıﬁcos de forma libre basado en apa-
riencia utilizando caracter´ısticas multicana-
les, adaptable al objeto, es decir, un algoritmo
que permita su uso con objetos distintos. La ﬁ-
gura 1 ilustra el objetivo que persigue nuestra pro-
puesta.
El algoritmo de deteccio´n de objetos basado en
apariencia ma´s eﬁcaz, pero de alto coste computa-
cional, consiste en la divisio´n de la imagen original
en mu´ltiples ventanas de diferentes taman˜os (dife-
rentes escalados) para posteriormente, realizar la
correlacio´n de cada una de estas ventanas con la
imagen o ima´genes representativas del objeto [1].
La ventana que presente mayor correlacio´n con la
imagen modelo del objeto es la sen˜alada como la
que contiene al objeto de intere´s. Es evidente que
este me´todo tan simple funciona eﬁcazmente si el
objeto se encuentra aislado del resto de objetos de
la escena y el fondo es uniforme y similar al utili-
zado en las ima´genes de entrenamiento (su modelo
de apariencia), sin embargo, en escenarios com-
OBJETO 14
OBJETO 77
OBJETO 18
OBJETO 59
OBJETO 76
OBJETO 3
Figura 1: Tarea a realizar por el detector de obje-
tos: localizar regiones en una escena que muestren
al objeto u objetos de intere´s. En esta ﬁgura se
muestra una escena compleja con mu´ltiples obje-
tos de la librer´ıa COIL-100.
plejos, su funcionamiento puede no ser del todo
correcto debido a la presencia de fondos diferentes
al de las ima´genes de entrenamiento, oclusiones,
agrupamientos con otros objetos y diferencias en
la iluminacio´n. Otra desventaja considerable es su
alto coste computacional: au´n estando el objeto
aislado en la escena, para su correcta deteccio´n se
deben obtener ventanas del taman˜o adecuado para
que el objeto se encuentre presente de forma simi-
lar a las ima´genes de entrenamiento, por lo que el
procedimiento de obtencio´n de ventanas de distin-
tos taman˜os hasta conseguir aquella que presente
una correlacio´n mayor puede ser largo y tedioso si
se utilizan las ima´genes de entrenamiento en el es-
pacio imagen, es decir, si no se utiliza ningu´n tipo
de compresio´n de las ventanas y de las ima´genes
modelo del objeto.
Nuestra propuesta se fundamenta en este me´todo
de deteccio´n basado en apariencia con ventanas;
sin embargo, es posible hacer uso de menos infor-
macio´n en las ima´genes mediante la compresio´n
por extraccio´n de caracter´ısticas [8], lo que reduce
dra´sticamente el coste computacional de los cla-
siﬁcadores utilizados para realizar la correlacio´n,
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u otra medida de distancia, entre las diferentes
ima´genes. Las principales novedades del me´todo
propuesto son las siguientes:
• Combinacio´n de dos etapas de bu´squeda en
paralelo, para detectar con ma´s robustez y
ahorrar coste computacional.
• Utilizacio´n de dos me´todos de extraccio´n de
caracter´ısticas distintos: Ana´lisis de com-
ponentes principales (PCA) y Non-negative
matrix factorization with sparsity constraints
(NMFSC).
• Utilizacio´n de mu´ltiples canales de infor-
macio´n y combinacio´n de los resultados en
funcio´n del objeto a detectar.
• Uso de escalas o resoluciones distintas en la
escena global para facilitar la bu´squeda en en-
tornos complejos donde se desconoce la dis-
tancia a la que se encuentra el objeto de in-
tere´s.
• Adaptacio´n del detector al objeto de intere´s
mediante la ponderacio´n adecuada de los ca-
nales de informacio´n utilizados.
• Ajuste automa´tico del umbral de deteccio´n en
funcio´n del objeto.
Nuestro me´todo de deteccio´n visual de objetos
esta´ compuesto por la combinacio´n de dos etapas
de bu´squeda: en una primera etapa, que denomi-
namos deteccio´n multicanal PCA, se utiliza la in-
formacio´n de las ima´genes de entrenamiento en va-
rios canales comprimida con PCA, con el objetivo
de predecir zonas dentro de la escena donde la pro-
babilidad de que este´ el objeto es mayor y, para-
lelamente, en otra etapa, de deteccio´n multiescala
NMFSC, utilizar la informacio´n de las ima´genes
de entrenamiento comprimidas con NMFSC, a dis-
tintas escalas o resoluciones, para localizar el ob-
jeto de intere´s en la escena global. Finalmente,
la combinacio´n de ambas etapas permite delimi-
tar la regio´n de la escena en la que se encuentra el
objeto.
2 DESCRIPCIO´N DEL
DETECTOR
La estructura del algoritmo de deteccio´n de obje-
tos propuesto se resume en las ﬁguras 2, 3 y 4,
donde las dos etapas antes sen˜aladas se han sub-
dividido para obtener un ma´s alto nivel de detalle
del algoritmo. A continuacio´n se explican los con-
tenidos de las mencionadas ﬁguras.
En primer lugar, el gra´ﬁco de la ﬁgura 2 ilustra el
proceso de deteccio´n de objetos propuesto de ma-
nera global. Como ya se ha dicho anteriormente,
nuestro me´todo de deteccio´n de objetos esta´ com-
puesto por la combinacio´n de los resultados ob-
tenidos en dos etapas o algoritmos independien-
tes: deteccio´n multicanal PCA (algoritmo de de-
teccio´n que utiliza como representacio´n visual del
objeto la informacio´n de las ima´genes de varias
vistas del objeto, en diversos canales, mediante
su compresio´n con PCA) y deteccio´n multiescala
NMFSC (algoritmo de deteccio´n que emplea como
representacio´n visual del objeto la informacio´n de
las ima´genes de entrenamiento del objeto, en el
canal ON-OFF [8], comprimidas con NMFSC).
Dichos algoritmos se han esquematizado en las ﬁ-
guras 3 y 4 separando los procesos oﬀ-line y on-
line que ambos incluyen. Se utilizara´ esta´ divisio´n
para una descripcio´n ma´s comprensible de su fun-
cionamiento.
2.1 Procesos oﬀ-line
Los procesos a ejecutar oﬀ-line son aquellos pa-
sos que se efectu´an durante el entrenamiento del
detector para un objeto de intere´s en concreto.
Dado un cierto objeto, se capturan una serie de
ima´genes de entrenamiento que muestren todas
las posibles vistas diferentes del objeto. En la
ﬁgura 3 aparece un conjunto de 12 ima´genes de
entrenamiento para un objeto de intere´s, la caja
amarilla. A partir de estas ima´genes de entrena-
miento se construyen dos modelos del objeto: un
modelo basado en la apariencia visual, generado
utilizando fragmentos de las ima´genes y reducido
con PCA, que se empleara´ durante la etapa de de-
teccio´n multicanal, y un modelo de apariencia a
partir de las ima´genes de entrenamiento comple-
tas, reducido con NMFSC, que se utilizara´ en la
etapa de deteccio´n multiescala.
El conjunto de ima´genes de entrenamiento forma
el conjunto de informacio´n del objeto en el espacio
imagen de dimensio´n igual al nu´mero de p´ıxeles de
la imagen, esto es, dadas N ima´genes de entrena-
miento de dimensio´n M , forman un conjunto de
N vectores de dimensio´n M en el espacio ima-
gen. Es posible reducir la dimensio´n de estos vec-
tores mediante la te´cnica de PCA a trave´s de la
matriz de transformacio´n UT compuesta por los
vectores propios de la matriz de covarianzas de
los datos centrados en el espacio original. Y e´sta
es la transformacio´n que se aplica a un conjunto
de fragmentos (ventanas o vistas parciales) de las
ima´genes de entrenamiento. Concretamente, uti-
lizamos una arquitectura tipo subespacio objeto
PCA [8], puesto que todas las ima´genes pertene-
cen a la misma clase, para reducir la informacio´n
de las ima´genes de entrenamiento. El motivo prin-
cipal de utilizar fragmentos de las ima´genes de
entrenamiento y no las ima´genes completas para
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la generacio´n de los modelos PCA del objeto en
la etapa de deteccio´n multicanal, es que los frag-
mentos o caracter´ısticas de complejidad interme-
dia son o´ptimos para el reconocimiento visual de
objetos [9].
La compresio´n de la informacio´n de los fragmen-
tos de las ima´genes de entrenamiento se realiza de
forma mu´ltiple para cada uno de los distintos ca-
nales de informacio´n, proceso denominado en la
ﬁgura 3 como obtencio´n informacio´n multicanal.
Esto es, se utilizan las ima´genes de entrenamiento
ﬁltradas en varios canales: imagen en niveles de
gris, imagen en RGB, imagen en H, histogramas
en diversos espacios de color, imagen de bordes,
etc. Estos canales se describen ampliamente en
[8].
La ﬁgura 5 ilustra esta etapa de obtencio´n de los
fragmentos (ﬁg.5(a)) y el modelo PCA obtenido en
un cierto canal de informacio´n a partir de la in-
formacio´n de los fragmentos de las ima´genes (ﬁg.
5(b)). Cada uno de los puntos tridimensionales
de la ﬁgura 5(b) es un fragmento de las ima´genes
de entrenamiento en un cierto canal, reducido a
3 dimensiones mediante la transformacio´n PCA
deﬁnida por los tres primeros vectores propios de
la matriz de covarianzas de los datos. Este con-
junto de puntos representa la informacio´n visual
del objeto en el canal seleccionado, es decir, es
el modelo de reconocimiento visual del objeto y
se utilizara´ durante la deteccio´n para comprobar
si las ima´genes de test son semejantes o no a este
modelo del objeto en dicho canal. La notacio´n uti-
lizada en la ﬁgura 3 para designar estos modelos
del objeto en cada canal es la siguiente:
{P∗1,P∗2, . . . ,P∗i , . . . ,P∗N} (1)
siendo i un canal de informacio´n dado, N el
nu´mero total de canales y P∗i la matriz en cuyas
columnas residen las proyecciones de los fragmen-
tos (puntos tridimensiones en la ﬁgura 5(b)).
Se generara´n tantos modelos PCA como canales
de informacio´n se utilicen, siendo la dimensio´n de
las proyecciones PCA un para´metro ajustable den-
tro del algoritmo, a mayor dimensio´n, menor com-
presio´n de la informacio´n pero menor error de re-
construccio´n de los datos [2].
Durante la etapa oﬀ-line de deteccio´n multiescala
NMFSC tambie´n se genera un modelo del objeto
en apariencia, P∗, pero esta vez la transformacio´n
utilizada es NMFSC, y so´lo en un canal de infor-
macio´n, el doble canal ON-OFF [8].
Tambie´n oﬀ-line y mediante aprendizaje
automa´tico se obtienen una serie de para´metros
que se utilizara´n durante las etapas on-line de
ambos algoritmos: los pesos de los canales, que
ponderan la importancia de cada canal durante
la deteccio´n del objeto, y el umbral de deteccio´n,
que permite la segmentacio´n del objeto en la
escena.
DETECCIÓN
MULTIESCALA
NMFSC
DETECCIÓN
MULTICANAL
PCA
Media ponderada
de los resultados
de cada canal.
Media de los
resultados a
distintas escalas.
Píxeles que superan
el umbral de
presencia del objeto.
Píxeles que superan
el umbral de
presencia del objeto.
Intersección resultados anteriores:
región de la imagen donde se
encuentra el objeto.
Figura 2: Estructura general del algoritmo de de-
teccio´n de objetos propuesto.
2.2 Procesos on-line
Los procesos on-line de ambas etapas permiten
realizar la deteccio´n del objeto de intere´s en modo
automa´tico. Cada uno de ellos proporciona un
mapa de probabilidad de la escena en funcio´n de
la posible presencia del objeto de intere´s. La ﬁ-
gura 2 muestra los mapas de probabilidad globales
obtenidos tras aplicar cada una de estas etapas a
la escena que se muestra en la parte superior de
la ﬁgura. Debajo de cada mapa de probabilidad
aparecen visibles las regiones de la escena origi-
nal que superan un cierto umbral de probabilidad
y que acotan la zona donde se encuentra el ob-
jeto de intere´s (la caja amarilla) permitiendo su
segmentacio´n respecto de la escena. En la parte
inferior de la ﬁgura se muestra la combinacio´n (in-
terseccio´n) de dichas etapas: se ha conseguido de-
limitar con mayor precisio´n la posicio´n del objeto
en la escena global.
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Figura 3: Estructura de la deteccio´n multicanal PCA.
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La ﬁgura 3 ilustra la fase on-line de la deteccio´n
multicanal PCA: la escena se divide en mu´ltiples
ventanas, vk, por cada uno de los canales de infor-
macio´n utilizados (obtencio´n de informacio´n mul-
ticanal, tal como se denomina en la ﬁgura 3), y es-
tas ventanas son reducidas dimensionalmente me-
diante las matrices de transformacio´n obtenidas
durante el entrenamiento para cada canal i (com-
presio´n PCA). Siendo Pi la matriz de las proyec-
ciones de las ventanas de la escena en el canal i.
Las proyecciones de las ventanas, Pi, se comparan
con los modelos obtenidos oﬀ-line, P∗i , utilizando
una medida de distancia (co´mputo distancias); en
concreto, se ha utilizado la distancia Eucl´ıdea, que
junto con la transformacio´n PCA empleada equi-
vale a la distancia de Mahalanobis, puesto que el
me´todo de PCA utilizado incluye el escalado pos-
terior con los valores propios (l proceso de white-
ning).
De este modo, por canales, a cada ventana vk se
le asocia un valor igual a su distancia mı´nima al
modelo, que sera´ inversamente proporcional a la
probabilidad de que el objeto de intere´s se encuen-
tre en la ventana considerada:
(vk)i ⇐ min(dist[(pk)i,P∗i ]) (2)
donde el ı´ndice i indica el canal de informacio´n,
k es el ı´ndice de la ventana y pk es la proyeccio´n
de la ventana centrada, vˆk, en el subespacio PCA
correspondiente al canal i:
(pk)i = Λ˜−1(U˜T )i · (vˆk)i (3)
En la ﬁgura 3 se emplea Pi para denotar la matriz
que reu´ne todas las proyecciones de las ventanas,
(pk)i, en el canal i considerado.
Segu´n el nu´mero de veces que un mismo p´ıxel apa-
rece en varias ventanas, es posible asignarle un va-
lor de distancia al modelo, realizando el promedio
entre todas las distancias asociadas a e´l en cada
una de las ventanas en la que es utilizado. Esta
asignacio´n entre p´ıxeles de la escena y su distan-
cia respecto al modelo del objeto depende del paso
y el taman˜o de la ventana utilizado, puesto que
la fragmentacio´n de la escena en mu´ltiples ven-
tanas y por tanto el nu´mero total de ventanas,
Nv,depende de estos dos para´metros.
Continuando con la descripcio´n de la etapa de de-
teccio´n multicanal PCA, mediante la asignacio´n
de distancias a cada p´ıxel de la imagen, se con-
sigue obtener una imagen en distancias inversa-
mente proporcional a la probabilidad que el p´ıxel
pertenezca al objeto de intere´s. Esta imagen, ma-
triz o mapa de distancias se denotara´ como Di.
Con el ﬁn de poder combinar los mapas de dis-
tancias obtenidos en cada uno de los distintos ca-
nales, es necesario realizar la normalizacio´n de di-
chos mapas de distancias. Este proceso de norma-
lizacio´n puede realizarse segu´n se describe en [8].
Al mapa de distancias normalizado se le denomina
mapa de probabilidad, Mi.
Tal como se aprecia en la ﬁgura 3, se obtienen
tantos mapas de probabilidad del objeto en la es-
cena, como canales de informacio´n se consideren.
Posteriormente, se realiza una ponderacio´n de es-
tos mapas, para obtener un mapa de probabili-
dades global de la escena, M, siendo la siguiente
expresio´n la relacio´n entre canales ma´s sencilla a
considerar:
M =
∑N
i=1 Ki ·Mi∑N
i=1 Ki
(4)
En la parte inferior derecha de ﬁgura 3 se mues-
tra un ejemplo de mapa de probabilidades global.
Las a´reas en rojo, sen˜alan las zonas de mayor pro-
babilidad en las que puede encontrarse el objeto;
mientras que las a´reas en azul indican la ausencia
del objeto en esas zonas de la escena. Este mapa
es el resultado ﬁnal de la etapa de deteccio´n multi-
canal PCA y acota las regiones en la escena donde
puede hallarse el objeto.
De forma equivalente a la etapa de deteccio´n mul-
ticanal PCA, en la etapa on-line de deteccio´n mul-
tiescala NMFSC se utiliza el modelo del objeto
P∗NMFSC para localizar la zona dentro de la es-
cena en la que el objeto se encuentra con mayor
probabilidad. En esta etapa so´lo se utiliza un ca-
nal de informacio´n visual, el canal ON-OFF, pero
en cambio, el barrido de la escena se repite varias
veces con taman˜os de ventanas distintos con el
objetivo de obtener diversos mapas de probabili-
dad en funcio´n del taman˜o de la ventana utilizado
(o la operacio´n equivalente: utilizar una ventana
de taman˜o ﬁja, pero emplear escenas escaladas a
distintos taman˜os). Este hecho permitira´ la loca-
lizacio´n del objeto aunque su posicio´n respecto de
la ca´mara no sea la misma que la utilizada durante
la captura de las ima´genes de entrenamiento. Este
proceso de repeticio´n de la bu´squeda con taman˜os
de ventanas distintos se ha denominado en la ﬁ-
gura 4 repeticio´n multiescala. En dicha ﬁgura se
muestra a modo de ejemplo un conjunto de 5 ven-
tanas, en el canal ON-OFF, a distintas escalas, de
forma que en cada par de ellas se aprecia como
la escala de bu´squeda del objeto en la escena es
diferente.
Paralelamente a la etapa previa, los mapas de pro-
babilidad obtenidos en cada una de las diferen-
tes escalas de bu´squeda se combinan ﬁnalmente
para obtener un mapa de probabilidad global de
la escena mediante la ecuacio´n 4. En el proceso
de combinacio´n de resultados de la bu´squeda en
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Figura 5: Los fragmentos obtenidos a partir de las ima´genes de entrenamiento del objeto se comprimen
utilizando PCA.
mu´ltiples escalas, el valor de los pesos de los ca-
nales a distintas escalas depende de la aplicacio´n.
Por ejemplo, si se desconoce la distancia del ob-
jeto a la ca´mara, todos los canales se ponderan de
igual forma, como podr´ıa ser el caso en una apli-
cacio´n de navegacio´n robo´tica, en la que el robot
en principio debe localizarse dentro de una zona
determinada. Sin embargo, si la distancia del ob-
jeto a la ca´mara se conoce, como ser´ıa el caso, por
ejemplo, de la deteccio´n de objetos que circulan so-
bre una cinta transportadora delante de un robot
ﬁjo en una posicio´n de la planta, se dar´ıa un peso
mayor a las escalas que permiten detectar mejor el
objeto, pudiendo incluso eliminar de la bu´squeda
algunas escalas muy lejanas a la posicio´n esperada
del objeto.
Este mapa de probabilidad global es el resultado
ﬁnal de la etapa de deteccio´n multiescala NMFSC
y junto con el mapa de probabilidad global de la
etapa de deteccio´n multicanal PCA servira´ para
determinar con mayor robustez y exactitud la po-
sicio´n del objeto y segmentarlo adecuadamente
respecto del resto de la escena.
2.3 Combinacio´n de las etapas
multiescala y multicanal
Cada una de las etapas de deteccio´n proporcio-
nan un mapa de probabilidad relativo a la escena
que informa sobre la mayor o menor probabilidad
de que un determinado p´ıxel pertenezca o no al
objeto de intere´s. Adema´s, cada mapa de proba-
bilidad lleva asociado un para´metro umbral que
permite decidir si el objeto esta´ o no presente en
la escena, y en caso positivo, determinar en que´
zona en concreto.
Luego, asumiendo que cada mapa de probabilidad
lleva asociado un umbral que permite decidir sobre
la localizacio´n del objeto en la escena, cada una
de las etapas producira´ una escena segmentada
en la que se visualizara´ el a´rea correspondiente al
objeto, tal como se muestra en las dos ima´genes
umbralizadas de la ﬁgura 2.
El aumento o disminucio´n de cada uno de los um-
brales en sus respectivos mapas de probabilidad
produce que el a´rea dentro de la escena asociada
al objeto sea mayor o menor, con la consiguiente
inclusio´n de ma´s falsos positivos o bien el aumento
de falsos negativos.
Nuestra propuesta consiste en la combinacio´n
de las escenas umbralizadas de ambas etapas de
forma que disminuyan los falsos positivos de cada
una de las dos etapas por separado. Esta combi-
nacio´n consiste, ba´sicamente, en realizar la inter-
seccio´n entre los p´ıxeles de ambas escenas segmen-
tadas o umbralizadas, con el objetivo de obtener
mayor certeza de la presencia del objeto en los
p´ıxeles resultantes, puesto que sera´n p´ıxeles posi-
tivos de pertenencia al objeto, proporcionados por
dos me´todos de compresio´n muy diferentes. Esta
forma de combinar los resultados de ambas eta-
pas requiere que los umbrales utilizados sean lo
suﬁcientemente permisivos, de forma que se evi-
ten en la medida de lo posible los falsos negativos.
La ﬁgura 2 muestra en su parte inferior el resul-
tado de realizar esta interseccio´n de p´ıxeles entre
las dos escenas umbralizadas en cada una de las
etapas. Se puede apreciar como se ha reducido
claramente el nu´mero de falsos positivos. A partir
de esta escena ﬁnal umbralizada se podra´ obtener
el centro del objeto como el centro de masas de la
zona segmentada.
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3 AJUSTE AUTOMA´TICO DE
LA INFLUENCIA DE CADA
CANAL
Los coeﬁcientes Ki deben ser proporcionales a la
ﬁabilidad de cada canal. Existen mu´ltiples facto-
res que afectan a tales ﬁabilidades relativas. Para
ciertos objetos sera´n ma´s ﬁables unos canales que
otros. Por ejemplo, objetos con colores muy uni-
formes pueden ser distinguidos fa´cilmente a trave´s
de los canales de histogramas, mientras que obje-
tos en los que los colores son ma´s variables re-
quieren que los pesos de los canales de color sean
bajos para obtener buenos porcentajes de recono-
cimiento. Objetos con s´ımbolos o texto podra´n
ser reconocidos ma´s fa´cilmente utilizando los ca-
nales de forma. Tambie´n, en funcio´n del tipo de
entorno, puede variar la inﬂuencia relativa de cada
canal. Fondos sencillos o incluso uniformes favore-
cen en general a todos los canales pero en particu-
lar a los basados en bordes. Dependiendo del tipo
de uniformidad del fondo, se beneﬁcia a ciertos ca-
nales: fondos uniformes en color beneﬁcian a los
canales de histogramas; mientras que fondos uni-
formes en textura pueden beneﬁciar a otros cana-
les. La existencia de todos estos factores hace que
el ajuste de pesos o´ptimo var´ıe en funcio´n de cada
experimento. En cualquier caso, el factor ma´s re-
levante es el tipo de objeto a detectar, con lo que
proponemos utilizar una ponderacio´n espec´ıﬁca de
canales para cada objeto.
3.1 Propuesta de aprendizaje de pesos
mediante entrenamiento
Se propone asignar los pesos de cada canal me-
diante un procedimiento de aprendizaje a partir
de ejemplos de entrenamiento. Los ejemplos son
escenas similares a las que el sistema encontrara´
durante el funcionamiento automa´tico, en las que
el objeto de intere´s se encuentra segmentado y eti-
quetado.
En funcio´n de la variabilidad previsible en las
ima´genes que encontrara´ el sistema en funciona-
miento automa´tico, los ejemplos de entrenamiento
debera´n cubrir en la medida de lo posible tal varia-
bilidad (diversas condiciones de iluminacio´n, dis-
tintos fondos, distintas distancias entre el objeto
de intere´s y la ca´mara, etc.)
La idea ba´sica consiste en considerar que la in-
ﬂuencia de cada canal ha de ser proporcional a
la correlacio´n que existe entre el mapa de proba-
bilidad de dicho canal y la imagen de la escena
etiquetada (en la que las zonas donde se encuen-
tra el objeto tienen valor 1 y el fondo de la ima-
gen tiene valor 0). Para calcular correctamente
la correlacion, los mapas de probabilidad de cada
canal han de estar normalizados, es decir, el p´ıxel
de ma´xima distancia al modelo tendra´ un valor de
probabilidad 0 y el p´ıxel de mı´nima distancia, un
valor 1.
En resumen, el procedimiento a utilizar para cal-
cular la inﬂuencia o´ptima de cada canal es el si-
guiente:
Para cada objeto:
1. Recopilar escenas de entrenamiento y eti-
quetarlas.
2. Calcular mapas de distancia, Di, en cada
uno de los canales y escalarlos entre 0
y 1 linealmente (mapas de probabilidad,
Mi).
3. Calcular la correlacio´n para cada escena
y cada canal; a tales correlaciones se les
llamara´ cij donde j hace referencia a la
escena (se supone un total de T escenas)
e i, al canal (se supone un total de N
canales).
4. Calcular la ﬁabilidad o el peso de cada
canal como la media de las correlaciones
entre todas las escenas de entrenamiento:
Ki =
1
T
T∑
j=1
cij (5)
4 UMBRAL AUTOMA´TICO DE
RECONOCIMIENTO
El resultado de los dos algoritmos de deteccio´n
de objetos propuestos se representa mediante un
mapa de probabilidades, que indica, para cada
p´ıxel de la imagen, la probabilidad de que el ob-
jeto a detectar ocupe tal p´ıxel. En general, la
probabilidad sera´ tanto ma´s cercana a la unidad
cuanto ma´s similar sea la escena a alguna de la
ima´genes (o los fragmentos) de entrenamiento. Se
puede considerar que los valores ma´s altos de pro-
babilidad dentro del rango indican la presencia del
objeto, aunque estos valores se encuentren aleja-
dos de la unidad. Si el u´nico objetivo es detectar la
posicio´n del objeto en la imagen, basta con marcar
como posicio´n del mismo el p´ıxel de mayor proba-
bilidad (indicado con una cruz en la ﬁgura). Sin
embargo, esta estrategia presenta algunos incon-
venientes: no permite obtener una segmentacio´n,
aunque sea aproximada, del objeto y tampoco per-
mite determinar si el objeto esta´ presente o no en
la escena.
Estos inconvenientes se pueden solventar con el
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establecimiento de un umbral, de modo que todos
los p´ıxeles con valor de probabilidad superior al
umbral sean considerados pertenecientes al objeto
a detectar. Si ninguno de los p´ıxeles supera el
umbral se concluye que el objeto buscado no esta´
presente en la escena.
Se han propuesto dos metodolog´ıas para el estable-
cimiento de un umbral automa´tico: a trave´s de la
distribucio´n espacial de los modelos de apariencia
y mediante aprendizaje con escenas etiquetadas.
Ambos algoritmos se describen en profundidad en
[8].
En la etapa de deteccio´n multiescala NMFSC,
so´lo se obtiene un umbral automa´tico, νON−OFF ,
puesto que so´lo se dispone del modelo de aparien-
cia NMFSC en el canal ON-OFF.
Por otro lado, en la etapa de deteccio´n multicanal
PCA se obtiene un umbral, νi, para cada uno de
los diferentes canales i. Sin embargo, no se utili-
zara´n directamente sobre cada uno de los mapas
de probabilidad de cada canal sino que se combi-
nara´n para obtener un umbral global, νG, que sea
el responsable de la segmentacio´n ﬁnal del objeto
mediante su uso sobre el mapa de probabilidad
global. Este umbral se obtendra´ a trave´s de una
expresio´n equivalente a la utilizada para el ca´lculo
del mapa de probabilidad global:
νG =
K1 · ν1 +K2 · ν2 + . . .+KN · νN
K1 +K2 + . . .+KN
(6)
donde los coeﬁcientes Ki son los pesos de los cana-
les obtenidos mediante el procedimiento descrito
en el apartado 3.
El primer me´todo (basado en las distribuciones
espaciales de los modelos) proporciona un umbral
que es una distancia, luego antes de utilizar la ex-
presio´n 6 para el ca´lculo de νG se debe normalizar
el umbral de la misma forma que se normalizaban
los mapas de distancia Di en mapas de probabili-
dad Mi.
En el segundo me´todo propuesto para la obtencio´n
del umbral (mediante aprendizaje con escenas eti-
quetadas), e´ste se obtiene como un valor de pro-
babilidad puesto que se trabaja con los mapas de
probabilidad normalizados de cada canal,Mi, por
lo que la expresio´n 6 es aplicable directamente una
vez son calculados los umbrales de cada canal.
5 Validacio´n del me´todo propuesto
Se ha desarrollado un entorno de pruebas para el
estudio y validacio´n del algoritmo de deteccio´n de
objetos propuesto. Todas las aplicaciones desarro-
lladas se han realizado sobre Matlab para facilitar
la visualizacio´n de todas las etapas del proceso de
deteccio´n. Las ima´genes de los objetos, tanto las
de entrenamiento como las de test, pueden captu-
rarse utilizando una sencilla webcam.
Ba´sicamente, las aplicaciones desarrolladas se
pueden clasiﬁcar en tres tipos: entorno de entre-
namiento, entorno de experimentacio´n y entorno
de funcionamiento automa´tico.
El entorno de entrenamiento permite realizar las
siguientes operaciones descritas en secciones an-
teriores: obtencio´n de fragmentos, creacio´n de
ima´genes etiquetadas (escenas complejas etiqueta-
das), generacio´n de los modelos de apariencia mul-
ticanal (PCA), generacio´n del modelo de aparien-
cia (NMFSC) para la etapa de deteccio´n multies-
cala, ajuste de los pesos de los canales automa´tico
y ca´lculo de los umbrales para ambas etapas con
los dos me´todos propuestos (basado en modelos y
basado en escenas etiquetadas).
En el entorno de experimentacio´n, con el objetivo
de comprobar el funcionamiento adecuado de cada
canal y el efecto de aplicar los umbrales sobre los
mapas de probabilidad de la escena, se han de-
sarrollado dos aplicaciones: la primera de ellas,
denominada visualiza mapas, permite la visuali-
zacio´n de todos los mapas de probabilidad, con
la posibilidad de realzar o no los canales segu´n el
factor de escalado conﬁgurable γ y la otra apli-
cacio´n, visualizador interactivo, permite tanto la
visualizacio´n de una seleccio´n de mapas de pro-
babilidad, como el ajuste manual de los pesos y
umbrales. El aspecto del visualizador interactivo
se muestra en la ﬁgura 6. En la parte izquierda del
mismo, se muestran los mapas de probabilidad de
diversos canales (se puede visualizar un ma´ximo
de 8 canales). En la parte central, se muestran,
de arriba a abajo, la escena original, la suma pon-
derada de todos los mapas de probabilidad, y el
conjunto de p´ıxeles que superan un cierto umbral
(p´ıxeles donde es esperable que se encuentre el ob-
jeto de intere´s). Adicionalmente, sobre la escena
original se marca una cruz en el punto de ma´xima
probabilidad, de acuerdo con la suma ponderada
de todos los mapas.
El entorno de funcionamiento automa´tico permite
realizar la deteccio´n del objeto de intere´s, sobre
una imagen de entrada de la escena, a partir de la
informacio´n generada y almacenada en el sistema
durante el entrenamiento (modelos de apariencia,
pesos de los canales, Ki y valores de los umbrales
globales νG).
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Figura 6: Entorno visualizador interactivo, objeto a detectar: la caja amarilla.
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Resumen 
 
En  este trabajo se presenta el diseño y posterior 
desarrollo de la arquitectura de software para la 
navegación autónoma de un vehículo submarino. El 
módulo de generación de las trayectorias deseadas 
es la parte central del artículo, que también describe 
las tareas llevadas a cabo en el marco de los 
proyectos europeos AUTOTRACKER y AUVI para la 
inspección de oleoductos y cables. Se presenta el 
módulo de navegación desde su forma inicial – una 
máquina de estados – hasta su actual estado de 
implantación, basado en un sistema experto. El 
vehículo experimental es lo suficientemente robusto 
como para permitir inspecciones en profundidades 
de varios miles de metros. Se realizaron pruebas 
exitosas en el Mar del Norte, con lo que se demuestra 
que la tecnología actual está lo suficientemente 
madura para enfrentar la inspección autónoma en 
aguas profundas, prácticamente sin intervención 
humana. Los resultados de estas pruebas son 
también discutidos. 
 
Palabras Clave : Robots Móviles Autónomos. 
Planificación de trayectorias. Sistema Basado en 
Conocimiento. Oleoductos submarinos. 
 
 
 
1 INTRODUCCIÓN 
 
Una de las aplicaciones más útiles de los vehículos 
submarinos autónomos (AUV) es el seguimiento de 
tuberías y cables sumergidos, principalmente con 
propósitos de mantenimiento. Fundamentalmente 
para prevenir una pérdida económica a la vez que 
preservar el ecosistema marino. El resultado es un 
interés cada vez mayor por la explotación comercial 
de tales inspecciones submarinas.  
Actualmente se emplean vehículos operados por 
control remoto (ROV). Sin embargo esta 
aproximación posee dos limitaciones básicas en las 
grandes profundidades: la calidad de los datos 
adquiridos es pobre debido a la fuerte perturbación 
del cordón de control remoto, y el costo asociado a 
cada misión, que requiere al menos una embarcación 
de superficie de gran envergadura, con el costo de su 
tripulación asociado. Adicionalmente, la velocidad de 
inspección es lenta (de alrededor de tres cuartos de 
nudo por segundo). Desventajas éstas que se ven 
acentuadas al incrementar las profundidades. La 
industria del petróleo, un caso de aplicación 
paradigmático, cada vez se mueve a mayores 
profundidades a medida que los recursos 
superficiales van agotándose.  
En contraste, los AUV permiten una navegación más 
suave en las profundidades, y por ende, mejor calidad 
de datos adquiridos, ya que no tienen ningún cable 
hacia una plataforma de superficie. Este soporte de 
superficie necesario puede ser a su vez mucho más 
pequeño. En efecto, si el AUV puede alcanzar 
posiciones definidas en coordenadas globales y 
navegar en forma autónoma con un error de posición 
pequeño, y es capaz de seguir la lectura de unos 
sensores dedicados, las limitaciones se reducen a 
soportar las grandes presiones de miles de metros de 
profundidad y al almacenamiento de energía en 
baterías de a bordo. Durante los últimos años se han 
realizado pruebas en robótica submarina para el 
seguimiento de cables y tuberías con diferentes 
grados de éxito, como por ejemplo el Twin -burger 2, 
guiado por imágenes provenientes de cámaras [1], 
aunque para aguas oscuras es preferible emplear 
sonares o una combinación de varios sensores como 
en RAIS [2]. El proyecto AUTOTRACKER (GRD1-
2000-25150) financiado por la Unión Europea fue 
propuesto para mostrar que con la tecnología actual 
se puede afrontar el desafío de explorar a grandes 
profundidades una estructura humana en forma 
autónoma y generar un prototipo listo para ser 
transferido para explotación comercial [3]. En la 
Figura 1, puede apreciarse la arquitectura del 
prototipo AUTOTRACKER en un diagrama de 
bloques.  
El módulo de navegación está formado por un 
sistema de posicionamiento geográfico (GPS) que da 
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una posición absoluta en coordenadas globales como 
una dupla (latitud, longitud), y un sistema de 
navegación inercial basado en giróscopos que da la 
posición relativa a la última medida del GPS una vez 
que el vehículo se sumerge. Estos sistemas vienen 
provistos en el submarino Geosub empleado en las 
pruebas (Figura 2). El módulo de navegación hace un 
“broadcast” de la lectura de estos sensores al resto de 
los módulos que requieren de la posición. 
Para la adquisición de los datos de inspección se 
empleó un sonar multi haz (MBE). Los datos crudos 
provistos por este sonar son procesados por el 
módulo “MBE Tracer”, que predice una trayectoria 
para el objetivo empleando técnicas de 
procesamiento de imágenes [4]. Cuando se construye 
la instalación sumbarina se archivan datos relativos a 
posiciones, profundidades y corredores, en archivos 
históricos o “legacy data”, que fueron puestos en 
formato disponible para funcionamiento de los 
módulos de fusión de sensores y el planificador de 
misión dinámica que se informa en este artículo. 
Dicho formato ADF (autotracker description files) 
comprenden una descripción del fondo marino (BSF) 
y del objetivo a inspeccionar (PSF). La trayectoria 
del oleoducto es estimada a partir de los sensores 
especiales que comprenden el MBE mencionado 
anteriormente, un sensor magnético (MAG) y los 
archivos ADF con información a priori de la posición 
de la tubería. Toda esta información es combinada 
por un módulo fusor de sensores  (SFM), dando 
como salida la estimación de la posición y trayectoria 
del objetivo a inspeccionar, conjuntamente con una 
medida del error de esa estimación. Usando esta 
información del módulo de fusión de sensores y la 
información a priori, el módulo replanificador de 
misión, llamado ATModule, decidirá la trayectoria a 
seguir en las diferentes situaciones de búsqueda, 
seguimiento, readquisición, y otras. Dichas 
trayectorias están formadas por cuatro (4) puntos de 
paso (waypoints) que deben ser alcanzados por el 
vehículo. ATModule es el desarrollo principal 
presentado en este artículo, construido también por el 
equipo de la UIB, y será descripto en profundidad en 
las siguientes secciones. 
 
Figura 1: Diagrama en bloques de los módulos de AUTOTRACKER. 
 
El sistema de detección de obstáculos  (OAS) toma 
las trayectorias propuestas por el mó dulo anterior 
(ATModule) y las valida usando datos provenientes 
de un sonar frontal y de las zonas de exclusión, 
también a partir de los legacy data. En caso de 
aparecer un obstáculo, modificará las trayectorias 
propuestas. Al momento de las pruebas reportadas 
aquí, este módulo estaba en desarrollo [5] y se 
empleó el provisto dentro del Geosub, solamente con 
propósitos de seguridad del vehículo. 
De este modo, las trayectorias validadas provenientes 
del OAS son empleadas por el módulo adaptador 
AUTOTRACKER-AUV para cambiar dinámica-
mente el plan de misión estático que originalmente 
propuso el operario humano antes de sumergir el 
vehículo para realizar una inspección.  Esta 
arquitectura simplifica enormemente la tarea de 
portabilidad del software a cualquier otra plataforma 
de AUV, como se verá luego para el caso del 
vehículo AUVI . A partir de las trayectorias de 4 
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puntos de paso, los módulos de guiado y control, 
nativos del AUV, generan las acciones de control 
para timones y propulsores.  
Los módulos de la Figura 1 fueron integrados 
gradualmente a lo largo de casi tres años de trabajo y 
probados primero en simulaciones de computadora 
[6] y luego experimentalmente en pruebas en el mar 
del Norte. En las secciones que siguen se presentan 
las consideraciones de diseño y el desarrollo del 
módulo de generación de trayectorias deseadas 
(ATModule), conjuntamente con los resultados de las 
pruebas mencionadas. Asimismo se presenta el 
prototipo AUVI, una versión simplificada de muy 
bajo costo del vehículo AUTOTRACKER que se está 
desarrollando con fines de I+D. 
 
2 METODOLOGÍA 
 
Cuatro hipótesis de trabajo fueron tomadas como 
punto de partida en este sentido: 1. el sistema de 
control del AUV era lo suficientemente robusto como 
para recibir las coordenadas absolutas de latitud, 
longitud y profundidad, y posicionarse con un error 
acotado; 2. la trayectoria deseada (salida del 
ATModule) sería la entrada del sistema de evasión de 
obstáculos (OAS) que daría la trayectoria posible al 
sistema de control del AUV; 3. cada trayectoria era 
un conjunto de cuatro puntos de paso en coordenadas 
absolutas en la superficie terrestre, incluyendo la 
profundidad, velocidad y modo en el que debía 
alcanzarse cada punto de paso; 4. la posición del 
objetivo a inspeccionar sería estimada por el módulo 
de fusión de sensores (SFM) con un error asociado 
(s) en tres coordenadas (x,y,z) relativas al AUV. 
 
 
 
Figura 2: AUV provisto por Subsea7 para las 
pruebas. 
 
2.2 APROXIMACIÓN EN MÁQUINA DE 
ESTADOS (ME) 
 
Se construyeron tres máquinas de estados: Main 
Machine, Operate Machine, y Search Machine.  
Main Machine tiene dos estados: de operación y de 
vacío. En el estado de vacío (Idle state), el módulo 
ATModule corre en modo de mantenerse aparte. Se 
mantiene así hasta que se recibe un mensaje de 
operar, en cuyo caso se pasa al estado de operar. La 
máquina permanece así hasta que se concluye la 
misión o se recibe un mensaje de standby, retornando 
al estado de vacío. Todos estos mensajes con el 
formato del marco propuesto por el equipo de la 
HWU. La Operate Machine siempre empieza en el 
estado de encontrar el inicio de la misión (FindStart). 
Una vez que este punto de paso inicial se encuentra, 
el siguiente estado es buscar. Dentro de este estado, 
se arranca la Search Machine o máquina buscar. En 
esta situación, la máquina buscar genera una 
trayectoria en forma de cortadora de césped de modo 
tal de permitir a los sensores realizar una completa 
revisión del área donde se supone de antemano que 
estará el oleoducto para iniciar la inspección. Si 
efectivamente se encontró al oleoducto, la máquina 
operar va hacia el estado BackToStart en el cual el 
AUV se posiciona en el punto de inicio con rumbo 
paralelo a la dirección supuesta del objetivo, y a la 
altura y desplazamiento lateral predefinidos en la 
especificación de misión estática. Luego pasa al 
estado de seguimiento (Track) dentro de la máquina 
operar, en el que se generan trayectorias paralelas al 
ducto, hasta que se alcanza el final de misión o los 
sensores no detectan más el oleoducto. Cada vez que 
se pierde el objetivo, se inicia una nueva búsqueda en 
la vecindad del punto en el que se considera perdido. 
Si aun esta nueva búsqueda es infructuosa, la 
máquina operar va al estado salto (Skip) en el que se 
genera una trayectoria con una dirección estimada a 
partir de los legacy data y con una longitud que se 
establece de antemano también en la especificación 
estática de la misión. En las nuevas coordenadas que 
se supone están también dentro del corredor, se pasa 
el control a la máquina buscar. Ésta iniciará una 
nueva búsqueda. Si nuevamente se fracasa en 
encontrar al objetivo, el procedimiento de saltar y 
buscar se repite un número finito de veces, también 
especificado en la planificación de la misión. Por su 
parte, cada estado tiene un chequeo del tiempo, y 
cada vez que se produce la extinción de un tiempo 
límite, cada máquina va a un estado especial 
(Timeout) que concluirá la misión con un mensaje de 
error. Además, cuando se alcanza un número máximo 
de búsquedas fracasadas, la máquina buscar también 
va a un estado de error, con las mismas 
consecuencias que el estado de tiempo agotado.   
La Search Machine arranca en el estado primera 
mitad (FirstHalf ) dentro del cual el AUV es guiado 
desde el punto de inicio de búsqueda hasta el lado 
izquierdo del corredor visto desde arriba, girando en 
sentido antihorario un ángulo predefinido (? ), 
siempre tomando la supuesta dirección del objetivo 
como referencia. Este ángulo, de aproximadamente 
60º es para una mejor detección por parte del sonar 
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multihaz. Luego pasa a Line y LastHalf obteniendo 
un patrón de trayectoria del tipo cortadora de césped. 
Si dibujando este patrón, el objetivo es encontrado en 
un punto, en cualquiera de los tres estados (FirsHalf, 
Line, LastHalf), éste es abandonado con un flag de 
éxito. Esta máquina de estados fue desarrollada en 
lenguaje C++ estándar, bajo SO Linux, que es el que 
corre en el AUV en el ambiente real. 
 
2.3 APROXIMACIÓN POR SISTEMA 
EXPERTO (SE) 
 
Cuando se realiza una inspección suelen aparecer 
situaciones complejas, como la presencia de redes de 
pesca o anclas sobre la tubería, o decidir cuál es la 
tubería a seguir cuando se cruzan dos o están muy 
próximas, o el objetivo aparece enterrado 
intermitentemente. La máquina de estados puede no 
prever tales situaciones y dar una salida en error. 
Como el objetivo final es proveer al AUV de la 
“inteligencia suficiente” como para enfrentarse a 
situaciones reales imprevistas en el mundo 
submarino, se recurrió a incorporar la experiencia 
humana en el desarrollo de las tareas de inspección. 
De este modo, se aprovechó parte del conocimiento 
de los operarios de vehículos de control remoto 
(ROV) que rutinariamente realizan inspecciones 
como las que se le exigirán al vehículo autónomo. 
Este conocimiento fue elicitado y codificado en 
forma de un sistema experto, llamado EN4AUV  
(Expert Navigator for Autonomous Underwater 
Vehicles) [7], construido empleando CLIPS, una 
herramienta de desarrollo de sistemas expertos 
basada en C. Su principal característica es la de 
determinar la situación actual para actuar 
consecuentemente, en un comportamiento reactivo, 
claramente guiado por datos. Así, EN4AUV es un 
sistema experto reactivo que toma la decisión 
(adecuada) de actuar para cada diferente situación, 
considerando el estado en que se encuentra el 
oleoducto, el tipo de misión con sus diferentes 
parámetros, y la historia de inspección previa de la 
misión actual para poder replanificar. Para 
determinar la situación se emplean ciertas variables 
monitorizadas que se organizan en una clase 
denominada escenario, a cuyas instancias de trabajo 
presente acceden cerca de 50 reglas que conforman la 
base de conocimiento actual. A medida que se 
adquiere mayor experiencia frente a nuevas 
situaciones, nuevos escenarios pueden añadirse para 
completar y actualizar la base, dando como resultado 
su crecimiento incrementa. Los escenarios se basan 
fundamentalmente en dos ideas: los tipos de 
inspección y el estado de seguimiento. El tipo de 
inspección se define antes de iniciar la misión y 
establece si se adquirirán datos de uno o más 
oleoductos, la profundidad y velocidad de 
navegación, el ancho del corredor, los fa llos en 
readquisición tolerados, y otros. 
El otro componente básico de la determinación del 
escenario es el estado de seguimiento que cambia 
cuando el SFM actualiza sus sensores. A partir de 
esto, el EN4AUV puede decidir el estado de la 
tubería/cable (si está enterrado, expuesto, inter-
mitente, tramo libre) y cómo está el AUV en lo que 
se refiere a la tubería/cable (si evita un obstáculo, con 
respecto al objeto en estudio considerado como 
encontrado o perdido, o retornando a una posición 
previa conocida). Por ejemplo, incluso cuando el 
robot está siguiendo la tubería que aparece enterrada 
y expuesta en forma intermitente, el ATModule debe 
ser "consciente" de la situación previa de manera de 
optimizar tiempos y no realizar una búsqueda en el 
caso que la tubería se pierda, porque pronto puede 
aparecer.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3: Una regla de la base de conocimiento para 
la determinación del escenario 8, en la típica sintaxis 
de CLIPS 
 
Una vez establecidos los escenarios, EN4AUV debe 
generar una trayectoria deseada o decidir la 
readquisicion de la tubería/cable. Para procurar una 
trayectoria deseada, las acciones se organizan en un 
conjunto de algunas pocas subtareas simples: 
búsqueda inicial (first search), búsqueda (search), 
vuelta al inicio (back to start), salto (skip), y 
seguimiento (track). Entonces la trayectoria final del 
AUV se puede construir por una de estas subtareas, o 
por una concatenación de ellas. Ejemplos de los 14 
escenarios desarrollados para los ensayos son los 
siguientes: 
1er Escenario: El AUV está siguiendo una tubería 
expuesta, navegando sobre ella, a una distancia fija 
(defrule R05.1 
(R4SD) 
?a <- (R4SD) 
?ws <- (object (is-a WORKING_SCENARIO) 
(Count_Reacq ?cr)(Search_results ?sr) (Movie $?MOVIE) 
(Follow_status ?FS)) 
?sv <- (object (is-a SURVEY) (Max_Reacquire ?mx)) 
(test (<= ?cr ?mx)) 
(test (eq ?FS LOST)) 
(test (eq (send [OBJ_STUDY] get-
Present_Layout_Status) NOT_DETECTED_NOT_BURIED)) 
test (= 0 ?sr)) 
=> 
(assert (Current_scenario SC8)) 
(assert (PPLS notready)) 
(retract ?ws) 
(insert$ $?MOVIE 1 SC8) 
(send ?ws put-Movie $?MOVIE) 
(retract ?a) ;to avoid the assertion of multiple scenarios in 
the same KB query 
(printout t "CLIPSMACHINE: R05.1 Current Scenario is 
SC8 -searching a pipe/trunkline" crlf) 
(printout t "CLIPSMACHINE: inserting movie" $?MOVIE 
crlf)) 
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menor o igual a 5 metros. El MBE y el MAG lo 
detectan. 
2do Escenario: El AUV está siguiendo una tubería 
enterrada, pasando sobre ella, a una distancia fija 
menor o igual a 5 metros. El MBE puede no  ser 
capaz de detectarla, pero el MAG puede ubicarlo de 
todos modos. 
3er Escenario: El AUV está siguiendo una tubería 
intermitente (expuesto intermitentemente y 
enterrado) a una distancia fija. Ésta es una secuencia  
alternativa de los escenarios número uno y dos. 
7mo Escenario: El AUV está buscando una tubería 
enterrada. No existen lecturas del MBE, el MAG 
indicará la detección solo cuando el AUV esté 
exactamente sobre el tubo. 
9no Escenario: El AUV está buscando una tubería en 
presencia de uno o más tubos u otros objetos 
magnéticos en el área. 
En la Figura 3 se muestra una de las reglas de la base 
de conocimiento, responsable de determinar la 
presencia del escenario 8. 
 
3 PRUEBAS Y RESULTADOS 
 
Todo el hardware del AUTOTRACKER está ubicado 
en el interior de un recipiente estanco de titanio que 
soporta grandes presiones, de hasta 3000m de 
profundidad. Dentro del recipiente hay cuatro 
computadoras industriales embebidas (del tipo PC-
104), conectada a través de una red ethernet, 
corriendo con sistema operativo GNU/Linux. El 
sistema y las librerías base inicializan desde tarjetas 
flash. Una de ellas posee un disco rígido, y lo 
comparte con las demás utilizando el protocolo NFS. 
Ambas aproximaciones, máquina de estados y 
sistema experto, fueron chequeadas previamente en 
simulaciones computacionales recurriendo al 
ambiente desarrollado para tal fin. Los resultados de 
estas experiencias computacionales se detallan en [6]. 
En este artículo nos concentraremos en los resultados 
de las pruebas en el mar. La primera prueba fue 
desarrollada en Peterhead (Escocia), desde el 18 al 23 
de Agosto de 2004. La segunda prueba fue 
desarrollada en Burray, Islas Orcadas (Escocia) desde 
el 13 al 21 de Septiembre de 2004.  
 
2.4 PRUEBAS EN PETERHEAD 
 
El propósito principal de estas pruebas fue probar el 
sistema de navegación (GPS), las estrategias del 
módulo ATModule, la conectividad entre 
AUTOTRACKER y el software/hardware nativo del 
AUV. Estas pruebas se desarrollaron en superficie, 
en una bahía tranquila. Se usó un simulador de MBE 
para simular un oleoducto, que era inexistente en 
dicha bahía, para efectuar una prueba del tipo 
“hardware-in-the-loop”. Se corrieron trece misiones, 
y el objetivo principal se alcanzó en gran parte. La 
Figura 4 muestra los resultados de la misión 12 en la 
pantalla del programa SeeTrack1. La forma de ocho 
obedece a una maniobra de posicionamiento inicial 
en dirección y sentido de la tubería por parte del 
AUV, y a una búsqueda inicial para empezar la 
inspección. Posteriormente el AUV describe una 
trayectoria de búsqueda, en la que se puede observar 
el radio de giro del vehículo. 
 
2.5 PRUEBAS EN ORKNEY ISLANDS 
 
El objetivo de estas pruebas fue verificar el sistema 
de navegación inercial del AUV sumergido y los 
módulos de seguimiento (MBETracer y SFM), así 
como repetir pruebas, pero ahora con un oleoducto 
real y a mar abierto.  
 
 
 
 
Figura 4: Misión 12 en Peterhead como se ve en la 
interfaz del software SeeTrack. 
 
 
Ambas aproximaciones (ME y SE) se probaron en 
paralelo para comparar su consistencia. Como se 
resumen en la TABLA I, en la mayoría de los casos 
ambos sistemas concluyeron lo mismo. Esto se debe 
a que los experimentos desarrollados en esta primera 
etapa no fueron de la suficiente complejidad como 
para evidenciar un mejor comportamiento de 
EN4AUV como sería esperable. Esta conclusión 
guiará el diseño de futuras pruebas.  
                                                                 
1 cortesía de la empresa SeeByte Ltd., Scotland 
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Si bien estas fueron consideradas las pruebas finales 
del proyecto AUTOTRACKER, por falta de tiempo 
muchos postulados iniciales quedaron por validarse 
experimentalmente. Desde el punto de vista 
mecánico y del comportamiento del hardware, las 
pruebas a grandes profundidades. Desde el punto de 
vista algorítmico, la re -planificación, fue hecha 
fundamentalmente en 2D (a una altura de navegación 
fija), aunque está previsto en EN4AUV que los 
comportamientos en diferentes escenarios pudiesen 
involucrar un acercamiento o alejamiento del 
objetivo según el caso. 
 
Tabla 1: Resumen de Misiones en Orkney Islands. 
MISIÓN OBJETIVO STATUS DESCRIPCIÓN 
1 to 5 Prueba de los 
sistemas 
nativos del 
AUV y el 
hardware de 
detección y 
seguimiento 
del objetivo.  
Éxito 
parcial 
Problemas de 
comunicación 
entre la red 
interna del 
AUV y los 
paquetes de 
datos 
provenientes 
del sonar 
(MBE) no 
permitieron la 
adquisición. 
Sin embargo 
los paquetes de 
datos 
generados por 
sensores eran 
correctos.  
6 Seguimiento-
Búsqueda-
Vuelta al 
Inicio - 
Oleoducto 
simulado. 
Consistencia 
entre Sistema 
Experto y 
Máquina de 
Estados.  
Fallo Un error de 
configuración 
en el SFM 
causó que 
ATModule 
abortara la 
misión. 
7 Seguimiento-
Búsqueda-
Vuelta al 
Inicio -
Seguimiento 
with 
EN4AUV. 
Oleaoducto 
simulado.  
Consistencia 
entre Sistema 
Experto y 
Máquina de 
Estados. 
Éxito ATModule 
completó la 
misión. La 
trayectoria que 
describió el 
AUV fue casi 
la misma que 
la predicha por 
el simulador 
ATMEnvs. 
8 to 13 Simple Fallo Algunos 
Seguimiento 
de un 
oleoducto 
real.  
parámetros 
mal ajustados 
en el SFM 
hicieron que la 
comunicación 
entre SFM y 
MBETracer 
fallase y no se 
pudiese 
efectuar una 
correcta 
detección. 
14 Simple 
Seguimiento 
de un 
oleoducto 
real. 
Abortada Un nuevo error 
de 
configuración 
causó la 
misión se 
abortara antes 
de empezar.  
15 Simple 
Seguimiento 
de un 
oleoducto 
real. 
Consistencia 
entre Sistema 
Experto y 
Máquina de 
Estados. 
Éxito ATModule 
completó la 
misión. El 
oleoducto fue 
correctamente 
inspeccionado.  
 
 
4 AUVI: EL PROTOTIPO DE BAJO 
COSTO 
 
Con el propósito de contar con un prototipo de bajo 
costo, fundamentalmente de operación, que estuviese 
disponible todo el tiempo necesario en el grupo de 
I+D, se inició la construcción del prototipo de 
vehículo AUVI, financiado parcialmente por el 
proyecto con el mismo acrónimo y por la 
Universidad de las Islas Baleares. La idea central es 
poder continuar con la posibilidad de emplear el 
mismo ambiente de desarrollo que de run-time, ya 
generado en el proyecto anterior, y que sólo requiera 
una adaptación mínima desde el punto de vista de la 
arquitectura de software. El ambiente de simulación 
fue separado del resto del software para que se 
comunique a través de un puerto serie, empleando un 
adaptador del protocolo NMEA y del Ocean Shell, 
que es el framework de comunicaciones que se viene 
empleando. De este modo, el reemplazo del 
simulador por este prototipo puede realizarse en 
forma sencilla y directa. La arquitectura adaptada 
para este nuevo prototipo puede verse en la siguiente 
figura 5. En ella se conserva el mismo planificador 
dinámico de trayectorias (ATModule + OAS), y el 
mismo marco de comunicaciones por mensajes entre 
los módulos (OS). El sistema de guiado es por línea 
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de vista (LOS) y el de control, actualmente es un 
simple controlador proporcional que minimiza el 
ángulo b = l – rumbo del vehículo, empleando la de 
la ec. (1) y la información proveniente de sensores 
(referirse a la figura 6). Para el seguimiento del 
objetivo se emplea un sonar TriTech Seaking con su 
respectivo driver. Para la evasión de obstáculos, un 
sonar ST-30. En las primeras pruebas previstas para 
Julio de 2006 se realizará una navegación autónoma 
en 2D, para lo que se incorporaron un GPS (que 
proporciona la posición (x,y) y una brújula, que da la 
orientación o rumbo del vehículo (y). El módulo 
“observer” de la figura 5, simplemente “escucha” el 
broadcast de los mensajes de posición para armar una 
interfaz amigable con el usuario (HMI) que sirve 
para introducir las especificaciones estáticas de la 
misión además de para la visualización de la 
trayectoria que va describiendo el vehículo. 
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Figura 5: adaptación de la arquitectura de la figura 1 al nuevo prototipo AUVI . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 6: Guiado por línea de vista. 
 
Desde un punto de vista mecánico, AUVI consta de 
dos cascos en forma de torpedo, unidos 
solidariamente conformando una estructura tipo 
catamarán, como puede apreciarse en la figura 7. 
 
 
 
Figura 7: Prototipo de bajo costo AUVI. 
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5 CONCLUSIONES 
 
Se han presentado en este artículo aspectos 
importantes sobre las consideraciones fundamentales 
en el diseño del módulo de software encargado de la 
re-planificación de la trayectoria deseada para un 
vehículo submarino autónomo, en función de la 
planificación de misión estática y de un entorno 
cambiante. Se describieron ambas aproximaciones 
construidas, máquina de estados y sistema experto, y 
se mostraron los resultados de las pruebas en el mar 
del Norte. Particularmente, la solución con 
inteligencia artificial demostró su viabilidad para el 
crecimiento incremental a medida que se adquiera 
más conocimiento sobre inspecciones de oleoductos 
y otras aplicaciones, considerando el problema 
adicional del mantenimiento de consistencia en la 
base de conocimiento. Aunque aun quedan pruebas 
pendientes, estos experimentos realizados dentro del 
proyecto AUTOTRACKER sientan las bases para un 
prototipo listo para ser transferido, y por lo tanto, 
demuestran que la tecnología empleada está lo 
suficientemente madura como para enfrentar el 
desafío de la inspección autónoma submarina en 
aguas profundas. A partir de la experiencia ganada y 
de los temas de I+D abiertos que surgieron, se 
comenzó con la construcción de un prototipo de bajo 
costo, el vehículo AUVI, que sirva de banco 
experimental para continuar perfeccionando  
algoritmos y en particular, enriquecer la base de 
conocimiento actual del sistema experto. Esta 
construcción también se describió brevemente aquí. 
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Resumen 
 
El presente artículo muestra el estado de desarrollo 
de un completo laboratorio para la realización de 
experiencias en automática mediante sesiones de 
experimentación virtual y remota a distancia: “El 
sistema HeatFlow”. El laboratorio permite a los 
usuarios trabajar tanto en modo virtual como remoto 
con la misma interfaz gráfica. El lado del servidor 
utiliza LabVIEW de National Instruments para la 
adquisición de datos, generación del lazo de control 
y comunicación a través de Internet. La interfaz del 
cliente ha sido creada utilizando el sistema de 
desarrollo conocido como Easy Java Simulations, 
una herramienta open source para generar potentes 
aplicaciones y applets sin la necesidad de tener 
conocimientos avanzados en programación. 
 
Palabras Clave: Educación a distancia, laboratorio 
virtual y remoto, control automático. 
 
 
 
1 INTRODUCCION 
 
Los laboratorios basados en web son entornos de 
experimentación en el que los usuarios pueden operar 
sobre una serie de componentes gráficos, cada uno 
representando un elemento importante del 
experimento, y llevar a cabo la tele-operación o 
manipulación remota de un laboratorio virtual (donde 
la interfaz de experimentación trabaja contra una 
simulación del proceso) o remoto (donde el proceso 
es real y accesible a través de Internet) con el simple 
manejo del ratón o el teclado. De esta manera, los 
laboratorios basados en web extienden el área de 
aplicación de las tradicionales sesiones de los 
laboratorios presenciales con entornos de experimen-
tación virtual y remota a distancia. 
  
Muchas son las áreas del conocimiento e 
investigación en ingeniería que se han nutrido de los 
avances de las tecnologías basadas en Internet y la 
importancia que esta ha tenido en la enseñanza-
aprendizaje basada en web. El control automático es 
una de las áreas técnicas de la ingeniería en la que el 
impacto de estas tecnologías ha sido especialmente 
significativo en todo lo relativo al desarrollo de 
herramientas para el aprendizaje y la experi-
mentación [1] y [5]. En un laboratorio de control 
basado en web, los estudiantes pueden acceder al 
laboratorio desde una localización remota que les 
permite interactuar con el experimento real. Es 
posible cambiar los parámetros de control, ejecutar 
los experimentos, descargar datos y visualizar 
resultados a través de Internet. Con esta perspectiva, 
el Departamento de Informática y Automática de la 
UNED en España está trabajando en el desarrollo de 
nuevos paradigmas de laboratorios para la realización 
a través de Internet de experiencias prácticas de 
ingeniería de control sobre plantas y sistemas reales o 
simulados. 
  
En este contexto, el sistema HeatFlow presenta 
características muy interesantes para la investigación 
y la educación de los fundamentos de control. Es 
posible desarrollar un modelo sencillo de primer 
orden y su control asociado como primer 
acercamiento a las técnicas de identificación, para 
luego en subsiguientes experimentos incrementar el 
grado de dificultad analizando técnicas de 
identificación y control de sistemas con retardo de 
tiempo. 
 
El artículo se organiza de la siguiente manera. El 
apartado 2 introduce los conceptos básicos de Easy 
Java Simulations. En la apartado 3 se describe el 
sistema de control de flujo de calor “Heatflow”. El 
apartado 4 presenta la construcción del laboratorio 
remoto. Cada sección de este apartado muestra: la 
confección de la vista del laboratorio elaborada en 
Ejs (el cliente) y la implementación del servidor. Esta 
última, contiene dos sub-secciones (4.2.1 y 4.2.2) que 
introducen aspectos relacionados con la ubicación del 
controlador en el laboratorio remoto y el diseño y 
construcción de la aplicación servidora en LabVIEW. 
El apartado 5  describe la lógica de control de acceso 
a los recursos del laboratorio virtual y remoto y para 
finalizar, el apartado 6 recoge algunas conclusiones y 
consideraciones generales del trabajo. 
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2 EASY JAVA SIMULATIONS 
 
Ejs es una herramienta de software gratuita diseñada 
para la creación de simulaciones interactivas en Java 
[4]. El usuario al que está dirigida Ejs son 
estudiantes, profesores e investigadores de ciencias e 
ingeniería, que poseen un conocimiento básico de 
programación de computadores, pero que no 
disponen de una gran cantidad de tiempo para crear 
una simulación gráfica con un elevado grado de 
interactividad. 
 
Las simulaciones en Ejs son estructuradas en dos 
partes, el Modelo y la Vista. En el modelo se describe 
el comportamiento del sistema mediante variables y 
código Java o ecuaciones diferenciales ordinarias. 
Mientras que la vista provee el aspecto gráfico o 
visual de la simulación. La interfaz de usuario de Ejs 
se presenta en la figura 1. 
 
 
 
Figura  1: Interfaz gráfica de usuario de Ejs para la 
creación de la vista de una simulación. El árbol de la 
izquierda corresponde a la vista de la figura 4. 
 
Ejs se puede utilizar de forma independiente para 
crear simulaciones interactivas, ya sea como 
aplicación o como applet, sin embargo, también es 
posible utilizar Ejs para agregar interactividad a 
modelos Simulink [2].  
 
 
3 EL SISTEMA HEATFLOW 
 
Para el desarrollo del laboratorio virtual y remoto del 
trabajo se ha utilizado el sistema Heatflow fabricado 
por la empresa canadiense Quanser Consulting [12]. 
 
La planta consiste en una caja equipada con los 
siguientes componentes: un calefactor y un 
ventilador ubicados en un extremo de la estructura y 
tres sensores de temperatura S1, S2 y S3 localizados 
en diferentes posiciones. En la figura 2 se muestra la 
estructura completa de la planta. La potencia liberada 
al calefactor es controlada mediante una señal 
analógica. Igualmente, la velocidad del ventilador 
puede ser controlada usando una señal analógica. 
Para obtener la temperatura se usan transductores de 
platino por su rapidez de asentamiento en la 
medición. La velocidad de giro del ventilador se 
mide utilizando un tacómetro y se puede usar para 
diseñar controladores de velocidad. 
 
 
 
Figura 2: El sistema HeatFlow de Quanser. 
 
En principio, puede definirse un modelo genérico de 
la forma: 
( )nxaTbVhVFnT ,,,. =                (1) 
 
Donde: 
 
• nT  es la temperatura en el sensor n. 
•  bV es el voltaje aplicado al ventilador. 
•  hV  es el voltaje aplicado al calefactor. 
•  aT  es la temperatura ambiente. 
•  nx  es la distancia del sensor n  al calefactor. 
 
Debido a que un modelo matemático completo que 
describa la termodinámica del sistema es difícil de 
derivar, se han estimado los parámetros del modelo 
mediante técnicas de identificación. Para ello, se 
procede a determinar las funciones de transferencia 
para cada sensor de temperatura en función del 
voltaje aplicado al calefactor. A partir de 
experiencias mediante respuesta a escalón en lazo 
abierto se registran las respuestas del proceso para 
cada sensor. Para que el registro sea válido, la salida 
debe haber alcanzado el estacionario. En cada 
experiencia, el voltaje aplicado al ventilador se 
mantiene constante y se utiliza como variable 
asociada a una perturbación para las funciones de 
transferencia resultantes del sistema. La 
identificación final de los modelos se ha realizado 
Elementos de 
dibujo  3D
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con el toolbox de identificación de sistemas de 
Matlab - IDENT. 
  
Bajo estas consideraciones, el modelo que mejor se 
ajusta al comportamiento del sistema es de la forma: 
 
( )
( )
( )
( )( )ss
sdespK
shV
snTsG
2111
31)( ττ
ττ
++
−+
==         (2) 
 
• ( )snT  es la temperatura en el sensor n. 
•  ( )shV  es el voltaje aplicado al calefactor. 
 
donde la ganancia, constantes de tiempo y el retardo 
dependen de cual de los tres sensores se está 
utilizando para cerrar el lazo de control de 
temperatura. 
 
 
4 LABORATORIO VIRTUAL Y 
REMOTO 
 
La arquitectura del laboratorio remoto se basa en la 
conocida estructura cliente/servidor [3]. El ordenador 
que implementa el lado del servidor contiene el 
servidor web que da acceso al applet y el sistema de 
control en tiempo real (figura 3). La interfaz del 
cliente se describirá en la sección 4.1, y corresponde 
a la vista construida con Ejs. Esta vista interactiva 
puede funcionar como laboratorio virtual utilizando 
el modelo matemático de la planta o como 
laboratorio remoto. 
 
 
 
Figura 3: Arquitectura cliente - servidor. 
 
La implementación del servidor se describirá en 
detalle en la sección 4.2. Desde LabVIEW se realizan 
las tareas de control de acceso, transmisión continua 
de datos entre el cliente y el servidor, comunicación 
con el sistema físico a través de tarjetas de 
adquisición de datos y cierre del lazo de control.  
4.1 EL CLIENTE 
 
En la figura 4 se muestra la ventana principal del 
laboratorio virtual y remoto. La parte superior 
contiene una representación 3D del sistema heatflow 
cuyo color varía en función del estado del proceso (se 
utiliza el modelo identificado en el apartado anterior 
cuando el sistema se ejecuta como laboratorio virtual; 
cuando se utiliza la opción remota el sistema accede 
al proceso real del laboratorio). 
 
La parte inferior de la ventana principal contiene un 
panel de control que permite escoger el  tipo  de  
experiencia  (virtual  o  remota), y un conjunto de 
sliders y botones que permiten definir diversas 
situaciones en la dinámica del proceso (por ejemplo, 
realizar un cambio en la consigna o introducir alguna 
perturbación variando el voltaje en el ventilador). 
 
   
 
      
 
Figura 4: Interfaz gráfica de usuario (vista Ejs) 
creada con la librería de elementos gráficos de Ejs. 
 
Los cuatro botones localizados a la izquierda del 
panel de control (Play, Pause, Reset, y Remote) 
permite al usuario controlar las operaciones 
principales sobre la evolución del sistema. Si se pulsa 
el botón Remote el sistema se conectará a la planta 
real ubicada en el laboratorio de la universidad, si el 
nombre de usuario y la contraseña introducida son 
correctas (esta característica se describe en la sección 
4.2). Si este botón no se acciona la aplicación trabaja 
en modo simulación. A la derecha de los botones, 
seis sliders permiten ajustar los valores de las 
consignas para cada sensor de temperatura (SP T1, 
SP T2, y SP T3), el voltaje aplicado al ventilador 
(Disturb), el voltaje suministrado al calefactor (U*), 
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y ajustar un retardo en la simulación (Delay). 
Adicionalmente, cuatro botones de selección 
permiten la apertura de cuatro ventanas auxiliares. Si 
se selecciona la opción PLOT se visualiza un panel 
compuesto por dos gráficas en las que se recoge la 
evolución de las variables más importantes del 
proceso, es decir, las medidas de los sensores de 
temperatura y la acción de control U* sobre el 
calefactor; seleccionando la opción PID se obtiene un 
panel con los parámetros del controlador PID 
asociado a cada sensor. El botón INDICATORS 
despliega una nueva ventana con un conjunto de 
campos numéricos que muestran el valor de las 
distintas variables de interés del proceso. El botón 
SENSOR permite escoger el sensor para cerrar el lazo 
de control de temperatura. 
 
Un campo de texto no editable ubicado debajo del 
panel de control sirve para visualizar mensajes sobre 
el estado de la conexión entre el cliente (vista Ejs) y 
el servidor (planta real). 
 
Tres botones radiales (Simulation, Video, y Reality) 
localizados en la parte más baja de la aplicación 
permiten seleccionar tres formas diferentes de ver la 
planta (figura 4). El primero muestra la planta creada 
con los elementos propios de Ejs; el segundo, 
muestra el proceso real que está en el laboratorio 
remoto; y el tercero, permite ver la planta real en el 
laboratorio remoto y superpuesto a ella la planta 
simulada. 
 
Un menú desplegable (e-Journal) localizado en la 
parte más alta de la consola muestra un sub-menú 
con cinco botones: SaveGraph, SaveData, ReadData, 
Start Record, y Stop Record que permiten guardar 
una imagen de la evolución de las variables en 
formato .gif, salvar el estado del sistema en un 
fichero de datos binario .dat, leer un fichero de datos 
binario .dat, grabar en un fichero .m los parámetros 
de los controladores y los valores de la evolución 
temporal de las variables controladas y manipuladas, 
y parar la grabación de datos (esta opción está activa 
una vez que la grabación ha comenzado). Finalmente, 
otro menú desplegable (Control) localizado a la 
derecha del anterior permite conmutar las acciones de 
control de modo manual a automático, y viceversa. 
 
4.2 EL SERVIDOR 
 
La descripción de la aplicación servidora está 
dividida en dos sub-secciones: Ubicación del lazo de 
control y la implementación en LabVIEW. La 
primera de ellas, describe la alternativa elegida para 
la localización del lazo de control, mientras la 
segunda presenta la estructura y descripción 
funcional del diseño, análisis y construcción de la 
aplicación que implementa el lado del servidor en 
LabVIEW.  
4.2.1 Ubicación del lazo de control 
 
Existen dos políticas posibles de considerar respecto 
de la ubicación del controlador en el sistema. La 
primera de ellas considera el cierre del lazo de 
control a través de la interfaz remota y la segunda 
apunta a ubicar el control en el mismo ordenador que 
se encuentra conectado a la planta. 
 
Debido a que el cierre del lazo de control a través de 
la interfaz remota presenta serios inconvenientes 
provocados por los retardos variables que se 
producen en las transmisiones, más aun, pensando 
que se pretende utilizar la red Internet tradicional 
para el acceso al laboratorio remoto por parte de los 
usuarios. Estos retardos pueden provocar inesperadas 
inestabilidades en la planta, que se incrementan 
cuando la dinámica de la planta es rápida. 
 
Por estas razones, para el prototipo del sistema 
heatflow se ha escogido la segunda opción, tal y 
como se muestra en la figura 5. De esta forma, el 
controlador se sitúa en el ordenador remoto 
directamente conectado a la planta y la interfaz del 
cliente se limita a realizar labores de supervisión. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 5: Cierre del lazo de control en el servidor. 
 
En este sentido, mediante los controles del entorno de 
experimentación el usuario puede observar los 
valores de determinadas señales, modificar variables 
e incluso introducir perturbaciones, sin embargo, 
todo el proceso de cálculo junto a la transmisión y 
recepción de datos entre el controlador y la planta 
real se realiza siempre en forma local en el servidor 
remoto. 
 
Más detalles respecto de este punto crítico en el 
desarrollo de un laboratorio remoto puede 
encontrarse en [9]. 
SERVIDOR
Internet 
TCP/IP 
Lazo de control - servidor 
r(k) y(k) 
u(k) e(k) 
Applet cliente 
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4.2.2 Implementación en LabVIEW 
 
La interfaz del cliente ya se ha descrito en la sección 
4.1, ya que se trata de la vista construida con Ejs. 
Esta vista interactiva puede funcionar como 
laboratorio virtual utilizando un modelo matemático 
de la planta o como laboratorio remoto. En este caso, 
la vista establece una conexión TCP con el 
controlador del lado servidor. Esta conmutación se 
produce cuando el usuario pulsa el botón remote de 
la vista. Desde ese momento, la aplicación cliente 
envía un array de datos al servidor, obteniendo como 
respuesta un vector con el estado actual de la planta. 
De esta manera, el lazo de control opera sobre la 
planta en función de los paquetes de datos enviados 
desde la vista. 
 
Los parámetros de control remitidos desde la vista al 
controlador son: modo de control 
(Manual/Automático), sensor (S1, S2, S3), voltaje 
manual al calefactor (U*), parámetros de los 
controladores PID (Kp1, Ti1, Td1, Kp2, Ti2, Td2, 
Kp3, Ti3, Td3), consignas de temperatura (sp1, sp2, 
sp3) y voltaje manual al ventilador (Disturb), 
formando un paquete de datos de 60 bytes. La 
información que la vista obtiene como respuesta está 
compuesta de cinco valores: instante de muestreo (t), 
temperatura en los sensores (S1, S2, S3) y voltaje 
aplicado al calefactor (U*). El tamaño de este 
paquete de datos es de 20 bytes. 
 
El lazo de control en el servidor se ha desarrollado 
utilizando LabVIEW [12] y Matlab/Simulink [14]. El 
intercambio de datos entre la planta y el ordenador se 
lleva a cabo mediante una tarjeta de adquisición de 
datos DAQ de National Instruments desde 
LabVIEW, donde además se cierra el lazo de control 
y se configura el socket servidor que queda a la 
espera de conexión desde el cliente. Sin embargo, los 
controladores PID están programados en 
Matlab/Simulink, y se accede a ellos mediante un 
bloque para llamar y evaluar un scripts de Matlab 
desde programas LabVIEW. Esta estructura de 
diseño del servidor presenta una gran flexibilidad 
para incluir nuevas estrategias de control (por 
ejemplo, controladores predictivos o difusos) con un 
pequeño esfuerzo en programación. 
 
Adicionalmente, una base de datos MySQL en el 
servidor se encarga de la gestión de usuarios y 
reserva de recursos de acceso a la planta real 
localizada en el laboratorio de la universidad (esta 
característica se describe en el apartado 5). Cada 
registro en la base de datos corresponde a una reserva 
del recurso realizada por un usuario para una fecha y 
rango de tiempo establecido y que se deberá verificar 
cada vez que un cliente desee conectarse al recurso 
remoto ubicado en el laboratorio de la universidad. 
 
 
 
 
Figura 6: Panel frontal y diagrama de bloques de la 
aplicación servidora en LabVIEW. 
 
La figura 6 muestra el panel frontal y diagrama de 
bloques de la aplicación servidora programada en 
LabVIEW. El panel frontal es muy simple e intenta 
disminuir la cantidad de elementos gráficos con el 
objetivo de optimizar el rendimiento de la aplicación. 
Sólo cuenta con dos indicadores que permiten 
visualizar un posible error de conexión con la base de 
datos o de comunicación con la aplicación cliente, un 
led denominado IN THE LOOP que indica si un 
usuario se encuentra o no operando la planta remota 
y por último un botón denominado MAINTENANCE 
que permite parar la aplicación. El diagrama de 
bloques representa la programación por flujo de datos 
que define la funcionalidad de la aplicación 
LabVIEW. 
 
La tabla 1 presenta un resumen descriptivo de los 
principales bloques utilizados. Internamente, cada 
objeto contiene un nuevo diagrama de bloques que 
implementa la funcionalidad que se describe a la 
derecha de cada VI de la tabla. 
 
Cuando un cliente intenta conectar con el servidor 
para realizar una sesión experimental a distancia es 
detectado por el bloque TCP Listen. Una vez que la 
conexión se establece, el bloque TCPNoDelay 
deshabilita el algoritmo Nagle (envío de un acuse de 
recibo por cada segmento de datos transmitido) de la 
conexión que viene habilitado por defecto [9]. 
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Tabla 1: Bloques (VIs) de la aplicación servidora. 
 
VI Descripción 
 
 
TCP Listen: Crea un socket de escucha 
y espera por una conexión de red TCP 
desde el cliente (nativo de LabVIEW). 
 TCPNoDelay: Deshabilita el algoritmo 
Nagle de una conexión TCP/IP 
establecida entre el cliente y el 
servidor. 
 
 
TCP Write: Escribe datos sobre una 
conexión o canal de red TCP (nativo 
de LabVIEW). 
 
 
TCP Read: Lee un número específico 
de bytes desde una conexión de red 
TCP (nativo de LabVIEW). 
 
 
Read User/Pass: Lee el usuario y 
password (encriptada en MD5) del 
cliente desde la conexión TCP. 
 
 
Check User/Pass: Consulta la base de 
datos y verifica si el usuario y 
password existe.  
 
 
Check Time Slot: Si existe el usuario y 
password anterior, verifica si la fecha y 
hora de reserva son correctas. 
 
 
 
Acquisition Data/Control: Acceso a la 
planta real y cierre del lazo de control. 
Realiza el intercambio continuo de 
datos entre el cliente y el servidor.  
 TCP Close: Cierra una conexión TCP 
establecida entre la aplicación cliente y 
el servidor (nativo de LabVIEW). 
 
El bloque Read User/Pass (internamente contiene el 
bloque TCP Read) obtiene el nombre de usuario y 
contraseña despachada por la aplicación Ejs cliente y 
los entrega al bloque Check User/Pass para consultar 
la tabla AccessList de la base de datos que contiene 
las reservas horarias del laboratorio y verificar si el 
nombre de usuario y contraseña existe. Si el nombre 
de usuario y contraseña existen, entrega el campo 
starttime (fecha y hora de inicio de la reserva) y 
endtime (fecha y hora de fin de la reserva) del 
registro encontrado al bloque Check TimeSlot que se 
encarga de verificar si la fecha y hora de reserva son 
las correctas. Si todas las verificaciones anteriores 
son positivas, entonces se habilitará el acceso del 
usuario a la planta remota mediante el bloque 
Acquisition Data/Control que realiza el intercambio 
sostenido de datos entre el cliente y el servidor 
durante la sesión experimental.  
 
En cada iteración del bucle interno de este bloque se 
realiza la lectura de la estructura de control enviada 
desde el cliente al servidor, la escritura de la trama de 
estado desde el servidor al cliente y la comparación 
del tiempo actual con el tiempo de fin de la sesión de 
experimentación con el objetivo de cerrar la sesión 
cuando este tiempo final se haya sobrepasado. Ante 
cualquier evento de término de la conexión (fin de la 
sesión experimental o corte inesperado de la 
conexión a Internet) se anula la acción sobre los 
actuadores del sistema enviando un valor de cero 
voltios y, finalmente, se cierra la conexión con el 
cliente utilizando el bloque TCP Close. 
 
 
5 ACCESO A LOS RECURSOS 
 
El acceso final a los recursos del laboratorio por parte 
de los usuarios se lleva a cabo a través del portal de 
CYBERLAB. Cyberlab define una arquitectura de 
laboratorios orientada a proporcionar un servicio 
independiente de gestión de usuarios y reserva de uso 
de los laboratorios adscritos a la red Cyberlab, para 
facilitar la integración de laboratorios remotos y 
virtuales de diferentes instituciones (figura 7). 
 
 
 
Figura 7: Sistema de reservas de CYBERLAB. 
 
Cyberlab define dos tipos de usuarios distintos: 
proveedores y clientes. Los proveedores se encargan 
de proporcionar el laboratorio remoto e implementar 
el mecanismo definido por Cyberlab para indicar la 
disponibilidad de los experimentos y asignación de 
tiempos que un usuario final del laboratorio puede 
realizar. Ese mecanismo lo constituye un servidor 
central (Cyberlab Provider) que informa al proveedor 
del laboratorio sobre las conexiones de los usuarios y 
las reservas de espacios de tiempo generadas a través 
del portal Cyberlab actualizando la base de datos del 
proveedor con estas nuevas reservas. Los clientes son 
aquellos usuarios del portal Cyberlab que realizan 
reservas de tiempo sobre los laboratorios y acceden a 
ellos en dichos espacios temporales. El acceso final 
al laboratorio se hace a través de unas páginas HTML 
especialmente diseñadas para mostrar el applet de 
estado que permite al usuario identificarse y acceder 
al laboratorio. 
 
Más detalles acerca del proveedor del servicio de 
reserva de recursos y su descripción funcional se 
pueden encontrar en [11]. 
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6 CONCLUSIONES 
 
La investigación en el campo de la experimentación 
virtual y remota en la educación de las ingenierías 
puede considerarse ya una tecnología madura. Sin 
embargo, aún es difícil encontrar en revistas 
especializadas en la educación del control la 
aplicación de estos elementos de aprendizaje a 
niveles de técnico de automatización. Lo anterior 
implica ignorar la existencia de este amplio y 
significativo grupo en el ámbito de la ingeniería del 
control. En este sentido, y con el objetivo de dar 
solución a estos problemas, cinco universidades 
Europeas están llevando a cabo un proyecto piloto 
denominado “AutoTECH: Automation Technicians 
Vocational Training Repository” [10], cuya meta 
principal implica desarrollar un conjunto de recursos 
de aprendizaje basado en web para satisfacer los 
requerimientos de estas personas. El sistema heatflow 
es uno de estos esfuerzos realizado por uno de los 
miembros del consorcio AutoTech, el grupo de 
investigación de la UNED. 
         
En relación con el diseño, construcción y desarrollo 
del laboratorio virtual y remoto del artículo, Ejs ha 
demostrado ser una simple y poderosa herramienta 
para la construcción de sofisticados laboratorios 
virtuales y remotos en el campo de la automática. Las 
posibilidades de Ejs aún pueden ser aumentadas de 
forma relativamente sencilla mediante conexiones 
programadas desde el lado servidor de forma más 
intuitiva especialmente si se elige NI LabVIEW 
como herramienta para crear el lado servidor. 
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Resumen 
 
 Se trata de demostrar el test de Jury. Con este test se 
puede comprobar que todas las raíces de un 
polinomio P(z) de orden enésimo, cumplen la 
condición de que su módulo es menor que la unidad, 
cumpliendo la condición de B.I.B.O de estabilidad 
del sistema. 
 
Palabras Clave: Demostración del test Jury, 
Estabilidad B.I.B.O., dinámica de sistemas lineales. 
 
 
 
1 INTRODUCCIÓN 
 
Este trabajo es una demostración sencilla del test de 
Jury, que se basa en el trabajo de [7] sobre el test de 
Routh-Hurwitz. La demostración desarrollada en este 
trabajo permite a los alumnos de Automática 
comprender de una forma sencilla los pasos que se 
realizan en la prueba de Jury. Esto permitirá que los 
alumnos no se dediquen a memorizar la prueba sino 
que la comprendan hasta sus ultimas consecuencias, 
puesto que resulta mucho más duradero en la mente 
de los ingenieros recordar aquello que entendieron 
que aquello que memorizaron. La demostración del 
test de Jury se puede abordar mediante el test de 
Routh-Hurwitz y aplicar la transformada bilineal. En 
cuyo caso la demostración no sería más el estudio de 
la demostración de Routh-Hurwitz. A pesar de que 
este procedimiento suena sencillo resulta complicado 
demostrar la relación de los coeficientes de un 
polinomio con los coeficientes de ese mismo 
polinomio después de haberle sido aplicado la 
transformación bilineal. En este trabajo no vamos a 
seguir ese método. Por otra parte, para la 
demostración del test de Routh-Hurwitz  solamente 
se tiene acercar a estas referencias [1], [2], [3], [4] [5] 
y [6]. En estas referencias podrá encontrar los 
conocimientos previos necesarios para realizar la 
demostración del test de Routh-Hurwirtz como son 
los índices de Cauchy y las cadenas de Sturms. En 
estas referencias también se explican la demostración 
de la prueba de Routh-Hurwitz en sí misma, así como 
el estudio de los casos extremos en los cuales 
aparecen divisiones por cero. Pero en nuestra opinión 
resulta mucho más interesante para el estudiante de 
ingeniería la demostración del test de Routh-Hurwitz 
dada en [7]. De hecho, como se ha mencionado 
anteriormente esta demostración sigue un 
procedimiento parecido para la demostración del test 
de Jury. 
 
 
2 PRUEBA O TEST DE JURY 
 
Siendo: 
1 2
0 1 2
1
( )
...
N N N
N N
P z a z a z a z
a z a
− −
−
= + + +
+ +
…
(1) 
 
y utilizando los coeficientes: 
0 1 2 1N Na a a a a−…  (2) 
 
1 2 1 0N N Na a a a a− − …  (3) 
 
con 
0a
aN
=η  (4) 
 
Restando los coeficientes, uno a uno y haciendo el 
término independiente 0 obtendremos 
 
' ' ' '
0 1 2 1 0Na a a a − +…  (5) 
 
' ' ' '
1 2 3 0N N Na a a a− − − …  (6) 
 
con 
'
1
'
0
Na
a
η −=  (7) 
 
De igual forma, obtendremos: 
 
'' '' ''
0 1 2a a a …  (8) 
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Las raíces del polinomio P(z) tendrán un módulo 
menor que 1 si:  
 
' ''
0 0 ... 0oa a a >  (9) 
 
2.1 PRELIMINARES 
 
Tomamos el polinomio P(z) y calcularemos su 
polinomio recíproco ( )tP z , tal que: 
 
( ) ( )1NtP z z P z−=  (10) 
 
Por tanto el polinomio ( )tP z  queda de la siguiente 
forma 
 
( ) 21 2 Nt o NP z a a z a z a z= + + + +…  (11) 
 
Se define el polinomio siguiente: 
( ) ( ) ( )tQ z P z P zη= −  (12) 
 
( )
( )
1
0 1
1
1
1 1 0
...
...
...
N N
N N
N N
N N
Q z a z a z
a z a
a z a z a z aη
−
−
−
−
= + +
+ +
− + + + +
 (13) 
 
( ) ( )
( ) ( )
0
1 1 0
...
...
N
N
N N
Q z a a z
a a z a a
η
η η
−
= − +
+ − + −
 (14) 
 
2.1.1 Teorema 1 
 
Las raíces del polinomio P(z) de modulo igual a la 
unidad serán raíces también de Q(z) para cualquier 
valor real de η . También se puede afirmar que las 
raíces del polinomio Q(z) que tengan  módulo igual a 
la unidad, serán también raíces del polinomio P(z), 
salvo para los valores de η  de 1± . 
 
Demostración: 
Empezaremos demostrando que toda raíz del 
polinomio P(z) de módulo uno también lo será de 
Q(z). Si se supone de P(z) tiene una raíz en jz e ω=  
también será raíz de P(z) jz e ω−=  puesto que los 
coeficientes del polinomio son reales. 
 
( ) ( )0 0j jP z e P z eω ω−= = ⇒ = =  (15) 
 
Debido a que Q(z) se define de la siguiente forma, se 
puede demostrar fácilmente que cualquier raíz de 
módulo unidad del polinomio de P(z) también lo será 
de Q(z). 
( ) ( ) ( )tQ z P z P zη= −  (16) 
 
( ) ( ) ( ) ( )'
'
1 1 1
q qjw jw
q q
N jw jw
Q z z e z e P z
z e e P
z z z
η
−
−
= − −
     
− − −     
     
 (17) 
 
Simplificando la ecuación anterior, se obtiene lo 
siguiente. 
 
( ) ( ) ( ) ( )
( ) ( )
'
2 ' 11 1
q qjw jw
q qN q jw jw
Q z z e z e P z
z ze ze P
z
η
−
− −
= − −
 
− − −  
 
 (18) 
 
( ) ( ) ( ) ( )
( ) ( )
'
2 ' 1
q qjw jw
q qN q jw jw
Q z z e z e P z
z z e z e P
z
η
−
− −
= − −
 
− − −  
 
 (19) 
 
( ) ( ) ( )
( )' 2 ' 1
q qjw jw
N q
Q z z e z e
P z z P
z
η
−
−
= − −
  
−   
  
 (20) 
 
Como se puede observar que toda raíz de P(z) de 
módulo la unidad y de índice de multiplicidad igual a 
q será raíz también de Q(z) manteniendo su índice de 
multiplicidad. Como se puede observar estas raíces 
no varían con respecto al parámetro η . 
 
Ahora se va a demostrar que todas las raíces de 
módulo unidad del polinomio Q(z) son los mismos 
que tiene P(z) para cualquier valor real de η  excepto 
para 1± . Supongamos que para un valor concreto de 
η  diferente de 1± , Q(z) tiene una raíz de módulo 1 
de índice de multiplicidad “q”. 
 
( ) 0jQ z e ω= =  (21) 
 
Ahora descompondremos el polinomio P(z) en parte 
real y parte imaginaria, dejándolo en función de w. 
( ) ( ) ( )Re ImjP z e jω ω ω= = +  (22) 
 
Si sustituimos en Q(z) z por je ω  podemos advertir 
que se obtiene la siguiente ecuación si se supone que 
je ω  es raíz de Q(z). 
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]
0 Re( ) Im( )
[Re( ) Im( )j N
j
e jω
ω ω
η ω ω
= +
− −
 (23) 
 
( ) ( )( )
( ) ( )( )
0 0 Re( ) Im( )
cos sin
Re Im
j j
N j N
j
ω ω
η ω ω
ω ω
+ = +
− +
−
 (24) 
 
Igualando la parte real y la parte imaginaria del lado 
derecho de la ecuación anterior a cero, se obtienen 
las siguientes igualdades. 
 
 
0 Re( ) cos( )Re( )
sin( ) Im( )
N
N
ω η ω ω
η ω ω
= −
−
 (25) 
 
0 Im( ) sin( ) Re( )
cos( ) Im( )
N
N
ω η ω ω
η ω ω
= −
+
 (26) 
 
Simplificando las expresiones anteriores se llega al 
sistema de ecuaciones siguiente. 
 
( )0 1 cos( ) Re( )
sin( ) Im( )
N
N
η ω ω
η ω ω
= −
−
 (27) 
 
( )
0 sin( ) Re( )
1 cos( ) Im( )
N
N
η ω ω
η ω ω
= −
+ +
 (28) 
 
Este sistema de ecuaciones se escribe de forma 
matricial así. 
 
0 1 cos( ) sin( )
0 sin( ) 1 cos( )
N N
v
N N
η ω η ω
η ω η ω
− −   
=   
− +   
 (29) 
 
Donde v

 se define así: 
[ ]Re( ) Im( )tv ω ω=  (30) 
 
Como se puede observar este sistema es homogéneo. 
Para saber que condiciones hace falta cumplir para 
que este sistema sea un sistema compatible y 
determinado, se calcula la determinante de la matriz. 
 
1 cos( ) sin( )
sin( ) 1 cos( )
N N
N N
η ω η ω
η ω η ω
− −
∆ =
− +
 (31) 
 
( )2 2 2 21 cos ( ) sin ( )N Nη ω η ω∆ = − −  (32) 
 
21 η∆ = −  (33) 
 
Por tanto si η  toma un valor real diferente de 1± , el 
sistema homogéneo resulta ser un sistema compatible 
y determinado. En consecuencia Re( )ω  y Im( )ω  
tomarán valor nulo. En conclusión cualquier 
polinomio Q(z) con un η  diferente de 1±  tiene las 
mismas raíces de módulo 1 que P(z).  
 
En el caso de que η  tomase los valores 1± , el 
sistema anterior sería compatible e indeterminado. 
Eso quiere decir que el polinomio Q(z) además de 
tener entre sus raíces las raíces de módulo unitario de 
P(z), tendrá otras raíces de módulo unitario. Para 
calcular esto vamos a estudiar las raíces de módulo 
unitario de Q(z) para los valores 1± . 
 
Estudiemos si existe algún valor w que cumpla el 
sistema de ecuaciones anterior cuando η  toma el 
valor 1. Debido a que este sistema de ecuaciones es 
indeterminado basta estudiar la primera ecuación del 
sistema. 
 
( )0 1 cos( ) Re( )
sin( ) Im( )
N
N
η ω ω
η ω ω
= −
−
 (34) 
 
( )1 cos( ) Re( )
sin( ) Im( )
N
N
η ω ω
η ω ω
− =
 (35) 
 
Im( ) 1 cos( )
Re( ) sin( )
N
N
ω η ω
ω η ω
−
=  (36) 
 
Im( ) 1 cos( )
Re( ) sin( )
N
N
ω ω
ω ω
−
=  (37) 
 
Si se estudia la función 
1 cos( )
sin( )
N
N
ω
ω
−
 en el 
intervalo abierto de valores para w desde 0 hasta 
2pi/N, se puede advertir que esta función es continua, 
y que toma todos los valores reales. Eso implica que 
esta función se corta con la función   en uno o varios 
valores de w en ese intervalo. Por tanto Q(z) tiene 
además de las raíces unitarias de P(z) como raíces, 
tendrá una ó más raíces unitarias cuando 
Im( )
Re( )
ω
ω
 
vale 1. 
 
En el caso de que η  valga –1 se hace el mismo 
razonamiento solamente que ahora tenemos la 
siguiente igualdad. Al igual que en el caso anterior 
esta otra función también toma todos los valores 
reales y además es continua en el intervalo abierto 
desde 0 hasta 2pi/N. 
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Im( ) 1 cos( )
Re( ) sin( )
N
N
ω ω
ω ω
+
= −  (38) 
 
En este caso también se puede afirmar que el 
polinomio Q(z) presenta más raíces unitarias que las 
raíces unitarias de P(z). De esta forma quedaría 
demostrado completamente el teorema. 
 
2.1.2 Teorema 2 
 
Las raíces de Q(z) varían de forma continua para 
todo valor de η  salvo para 0
N
a
a
. En las cercanías de 
este valor al menos una de las raíces tiende hacia 
infinito. 
 
Demostración: 
 
El polinomio Q(z) se puede escribir de la siguiente 
forma. 
 
( ) ( )
( )
( ) ( )
0
1
1 1
1 1 0
...
...
N
N
N
N
N N
Q z a a z
a a z
a a z a a
η
η
η η
−
−
−
= − +
− +
+ − + −
 (39) 
 
Igualándolo a cero y haciendo uno el coeficiente de 
más potencia, se obtiene la ecuación siguiente. 
 
( ) ( )
1 1 0
0 0
... 0N N N
N N
a a a a
z z
a a a a
η η
η η
−
   
− −
+ + + =      
− −   
 (40) 
 
Por la formulas de Cardano-Vieta sabemos que el 
termino independiente es el producto de todas las 
raíces. Por tanto si variamos el parámetro η  y alguna 
o mas raíces sufren una discontinuidad el término 
independiente también sufrirá esa discontinuidad. 
Como el termino independiente solamente sufre una 
discontinuidad para el valor 0
N
a
a
, se puede decir que 
para ese valor al menos una de las raíces ha 
evolucionado hacia infinito. Con lo cual 
demostramos el teorema 2. 
 
 
3 DEMOSTRACIÓN DE LA 
PRUEBA O TEST DE JURY 
 
Cuando η  vale 0 las raíces de Q(z) tiene las mismas 
raíces que P(z). Si η  vale 
0
Na
a
 el polinomio Q(z) 
tiene un termino independiente nulo, eso implica que 
este polinomio Q(z) tiene una raíz en z=0. Por tanto 
cuando el parámetro η  varía desde 0 hasta 
0
Na
a
 al 
menos una de la raíces de P(z) ha tenido que 
evolucionar hasta z=0. Sabemos también que una raíz 
de Q(z) tiende a infinito si η  tiende a 0
N
a
a
 (ver 
teorema 2). Finalmente si hacemos variar el 
parámetro η  en el intervalo abierto (-1,1) las raíces 
del polinomio Q(z) no pueden cruzar la 
circunferencia de radio unidad, puesto que las raíces 
de radio unitario de P(z) los son de Q(z), y estas no 
varían, y Q(z) no logra más raíces unitarias hasta que 
η  toma los valores 1 o –1. Por tanto ninguna raíz de 
Q(z) podrá cruzar el circulo unidad dentro del 
intervalo abierto (-1,1). 
 
1.-Supongamos que 
0
Na
a
 es positivo: Haremos que 
η  varíe desde 0 hasta 1. Si 
0
Na
a
 es menor que 1, η  
tomará ese valor en el intervalo (0,1). Por tanto 
sabemos que al menos una de las raíces esta dentro 
del circulo unidad, y por tanto al menos una de la 
raíces de P(z) será estable. Hay que recordar que las 
raíces de Q(z) y de P(z) coinciden cuando η  tome el 
valor nulo. En este caso nos quedaremos con el 
polinomio Q(z) con η  igual a 
0
Na
a
. Debido a que si 
bien las raíces de Q(z) no cambian de zona entre el 
exterior y el interior del circulo unidad, y que además 
se ha demostrado que una de las raíces es estable, se 
repetirá la operación de llevar otra raíz a z=0. Para 
hacer esta operación haremos uso del polinomio 
Q(z)/z con η  igual a 
0
Na
a
. Con cada operación el 
polinomio  reduce su grado en uno. Si se demuestra 
que todas las raíces son estables, indicaremos que es 
sistema es estable. 
 
0 0
0 1N Na a
a a
> ⇒ <  (41) 
 
Si por el contrario 
0
Na
a
 es mayor que uno, la raíz no 
podrá cruzar el circulo unidad. Pero sabremos que 
una de las raíces está fuera del circulo unidad por que 
si 
0
Na
a
 es mayor que uno, 0
N
a
a
 será menor que uno, 
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y entonces η  podrá tomar el valor 0
N
a
a
 ya que está 
dentro del intervalo [0,1). Debido a esto una de las 
raíces irá al infinito. Esto nos lleva a la conclusión de 
que el sistema es inestable. 
 
2.-Supongamos que 
0
Na
a
 es negativo: Haremos que 
η  varíe desde 0 hasta -1. Si  
0
Na
a
 es mayor que -1, 
η  tomará ese valor en el intervalo (-1,0). Por tanto 
sabemos que al menos una de las raíces esta dentro 
del circulo unidad, y por tanto al menos una de la 
raíces de P(z) será estable. Hay que recordar que las 
raíces de Q(z) y de P(z) coinciden cuando η  tome el 
valor nulo. En este caso nos quedaremos con el 
polinomio Q(z) con η  igual a 
0
Na
a
. Debido a que si 
bien las raíces de Q(z) no cambian de zona entre el 
exterior y el interior del circulo unidad, y que además 
se ha demostrado que una de las raíces es estable, se 
repetirá la operación de llevar otra raíz a z=0. Para 
hacer esta operación haremos uso del polinomio 
Q(z)/z con η  igual a 
0
Na
a
. Con cada operación el 
polinomio  reduce su grado en uno. Si se demuestra 
que todas las raíces son estables, indicaremos que es 
sistema es estable. 
 
0 0
0 : 1N Na a
a a
< > − ⇒ Raíz estable. (42) 
 
Si por el contrario 
0
Na
a
 es menor que -1, la raíz no 
podrá cruzar el circulo unidad. Pero sabremos que 
una de las raíces está fuera del circulo unidad por que 
si 
0
Na
a
 es menor que -1, 0
N
a
a
 será mayor que -1, y 
entonces η  podrá tomar el valor 0
N
a
a
 ya que está 
dentro del intervalo (-1,0]. Debido a esto una de las 
raíces irá al infinito. Esto nos lleva a la conclusión de 
que el sistema es inestable. 
 
 
4 CONCLUSIÓN 
 
La condición para que la raíz sea estable será: 
0
1Nac
a
= <  (43) 
 
Si se calcula de forma recursiva como se indica en la 
demostración se podrán determinar todos los 
coeficientes c. Si todos estos coeficientes son menor 
que 1 el sistema será estable. Si alguno de ellos no 
cumple la anterior inecuación el sistema se 
considerará directamente inestable. 
Como se puede apreciar este trabajo es una 
demostración sencilla que se puede presentar a los 
alumnos de ingeniería. De esta forma los alumnos 
podrán interpretar los casos extremos que pueden 
aparecer en dicha prueba. 
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Resumen 
 
En el presente trabajo se presenta una fase 
preliminar para obtener un sistema automatizado 
capaz de distinguir los distintos tipos de fisuras que 
se pueden encontrar en piezas de fundición a partir 
de la propagación de ultrasonidos en sólidos 
(ensayos no destructivos).  
Aunque existen otras técnicas para la detección de 
fisuras los ultrasonidos, debido a su versatilidad, son 
ampliamente utilizados en aplicaciones con piezas de 
fundición. 
 
  
Palabras Clave: ultrasonidos, detección de fisuras, 
vector de características, clasificador, funciones 
discriminantes. 
 
 
 
1 INTRODUCCION 
 
El origen del uso de los métodos de ensayos no 
destructivos de materiales surgió de la necesidad de 
encontrar una técnica que permitiese la exploración 
interna de un objeto sin que ello conllevase su 
deterioro [5] [6]. 
 
Para la detección de fisuras dentro de los ensayos no 
destructivos se pueden utilizar diversas técnicas 
como son el ensayo de líquidos penetrantes, de 
partículas filtradas, electrizadas o magnéticas,  
corrientes inducidas o técnicas más convencionales 
como son los ultrasonidos. 
 
La técnica ultrasónica es la más común debido a que 
se  puede emplear en  una gran gama de  aplicaciones   
y su uso es más sencillo en cuanto a que no exige 
grandes requerimientos de hardware ni de software. 
 
El objetivo de este trabajo es el de obtener un sistema 
automatizado de inspección de materiales usando 
técnicas END que permita la detección de 
heterogeneidades o fisuras internas en piezas de 
fundición así como obtener su clasificación según su 
naturaleza, morfología, orientación, posición o 
tamaño. 
 
Esta técnica junto con las técnicas clásicas de 
reconocimiento de objetos permite el diseño de dicho 
sistema [1] [4].  
 
Según el método de reconocimiento de objetos se 
puede trabajar con varios enfoques: 
- Aproximación estadística: Se aplica cuando las 
formas con las que se trabaja son simples y se pueden 
caracterizar con un sencillo vector de características. 
La clasificación se realiza con la ayuda de funciones 
discriminantes o de decisión y con estudios 
estadístico-probabilísticos. 
- Aproximación estructural: Se usa cuando las formas 
son más complejas y requieren de un vector de 
características de grandes dimensiones para su 
representación. En este caso cada forma se considera 
constituida por varias formas simples entre las cuales 
existirán relaciones estructurales. La clasificación se 
realiza con un análisis sintáctico de dichas formas. 
 
En este trabajo se considera el uso de funciones 
discriminantes para la construcción de clasificadores 
que permitan catalogar las fisuras. Un clasificador es 
un sistema de reconocimiento en el cual todas las 
formas se caracterizan con un vector de 
características y cuyo funcionamiento se muestra en 
la Figura 1:  
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Figura 1: Esquema de un clasificador 
 
En este caso se utiliza el aprendizaje supervisado, 
inicialmente de cada clase se dispone de una serie de 
muestras (muestras etiquetadas). Después de un 
proceso concreto en el cual se hace un estudio sobre 
las características más adecuadas para la 
clasificación, se obtiene la regla de decisión. Una vez 
construida ésta, se hace pasar por ella a muestras de 
las cuales se desconoce la clase de pertenencia 
(muestras no etiquetadas) y se obtiene a partir de ella 
la clasificación. 
 
La selección de características es muy importante 
porque éstas no se deben elegir al azar sino que 
deben cumplir unos requisitos concretos [2][3]. 
Deben tener poder de discriminación, es decir, los 
valores de las características para objetos que 
pertenezcan a diferentes clases deben ser distintos; 
deben ser fiables lo que significa que las 
características de los objetos de la misma clase deben 
tomar valores similares. Por último, no debe existir 
correlación entre las características ya que, en el caso 
de existir, describirán la misma propiedad pero de 
forma diferente. 
 
Además, el número de características no debe ser 
muy grande porque la complejidad de un sistema de 
reconocimiento aumenta de forma muy significativa 
según se aumenta el conjunto de características 
seleccionadas; por tanto, se debe seleccionar un 
número mínimo de ellas de forma que definan los 
objetos adecuadamente y que se tenga la menor carga 
computacional posible para reducir el tiempo de 
procesado.  
 
 
2 DESCRIPCIÓN DEL SISTEMA 
 
Para el presente trabajo se ha utilizado el 
Krautkramer USLT2000, un equipo de exploración 
de ensayos no destructivos con el que se han 
capturado los ecos de la pieza objeto de estudio 
(Figura 2). Con dicho equipo se obtiene la envolvente 
de dichos ecos. 
 
El sensor que se ha utilizado para las medidas es el 
MSEB 4-E de la casa Krautkramer que es un 
palpador de contacto de incidencia normal, de doble 
cristal (uno emisor y otro receptor) y con una 
frecuencia de trabajo de 4 MHz. A la hora de trabajar 
con él se ha elegido el modo de operación de emisor-
receptor.  
 
 
 
Figura 2: Equipo de medida. 
 
La pieza de estudio se muestra en la Figura 3, es una 
probeta de acero cuyas dimensiones son 266 mm de 
largo, 30 mm de ancho y 38 mm de altura y dispone 
de una serie de fisuras a lo largo de ella  que abarcan 
el largo de la pieza. Dichas fisuras son de 1 mm de 
espesor y de diferentes alturas (desde 2 mm a  12 mm 
en paso de 2 mm).  
 
 
 
Figura 3: Sensor en contacto con la pieza. 
 
 
3 CAPTURA DE ECOS Y SELEC- 
CIÓN DE CARACTERÍSTICAS 
 
La forma de proceder para el objetivo de este trabajo 
es la siguiente:  
 
Se han capturado ecos de las zonas entre fisuras que 
son los que se van a utilizar como ecos patrón de la 
clase 1 (sin fisuras), también se han capturado ecos 
de la zona de fisuras que son los que se van a utilizar 
para el eco patrón de la clase 2 (con defectos). 
 
PROCESO REGLA DE DECISION
MUESTRAS NO 
ETIQUETADAS C L A S I F I C A CION
MUESTRAS 
ETIQUETADAS 
REGLA DE  
DECISION 
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La representación gráfica que se obtiene para ambos 
tipos de ecos, centrándose en la zona que va desde el 
impulso de emisión hasta el eco de fondo 
correspondiente al primer rebote se presenta en la 
Figura 4. 
 
195 205 215 225 235 245 255 265
0 
100 
200 
300 
400 
 500 
 600 
 
 
Figura 4: Representación de los dos tipos de ecos 
 
En azul y línea discontinua se muestra un eco de la    
clase 1 mientras que, en rojo y trazo continuo, se 
muestra un eco de la clase 2. En este último eco se 
observa la aparición de un eco debido a un rebote en 
la fisura y una disminución de la amplitud en el eco 
de fondo debido a la aparición de dicho defecto.   
 
A la vista de dichos ecos las características que se 
han calculado son: posición del primer eco (fondo), 
amplitud máxima (amax), posición de la muestra 
máxima (nmax), pendiente de subida (pte) y área bajo 
la envolvente del eco (area). Una representación 
gráfica de cómo se obtienen dichas características se 
muestra en la Figura 5.       
 
Para el valor de la pendiente (1) se ha utilizado la 
siguiente aproximación:  
 
                       
fondonmax
amp(fondo)amaxpte −
−=            (1) 
 
195 205 215 225 235 245 255 2650 
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pte 
fondo 
amp(fondo)
nmax  
 
Figura 5: Representación grafica de las 
características 
 
De cada clase se han tomado 6 ecos y, los valores de 
las características para cada uno de ellos, junto con 
los valores medios se muestran en la Tabla 1 y en la 
Tabla 2: 
 
Tabla 1: Valores para los ecos de la clase 1. 
 
 fondo nmax amax pte area 
Eco11 242 250 459 48.375 3706 
Eco12 242 250 492 52.75 3908 
Eco13 242 250 467 49.125 4284 
Eco14 243 250 519 64.2857 4471 
Eco15 244 250 427 53.3333 2999 
Eco16 244 250 446 56.5 3163 
Valores 
medios 243 250 468 54.0615 3755 
 
Tabla 2: Valores para los ecos de la clase 2. 
 
 fondo nmax amax pte area 
Eco21 200 205 99 9.8 1914 
Eco22 199 202 89 12.6667 2094 
Eco23 200 204 83 3.5 1907 
Eco24 199 202 90 12.3334 1655 
Eco25 199 204 92 7.2 1770 
Eco26 199 202 90 11 1699 
Valores 
medios 199 203 91 9.4167 1840 
 
Estos datos son los que se han utilizado para el 
diseño de los clasificadores.  
 
 
4 DISEÑO DEL CLASIFICADOR 
 
En este trabajo se han utilizado dos tipos de 
clasificadores, cuyo desarrollo teórico se muestra a 
continuación [1] [4]. 
 
4.1 CLASIFICADOR EUCLIDEO 
 
Los problemas de reconocimiento que se resuelven 
basándose en la distancia Euclídea parten de dos 
hipótesis; la primera de ellas consiste en que todos 
los objetos deben estar caracterizados por un único 
vector de características y, la segunda, indica que se 
debe disponer de antemano de toda la información 
necesaria para el diseño del clasificador 
(conocimiento a priori). 
 
Lo que se ha de tener en cuenta para la deducción del 
clasificador es que se ha considerado el discriminante 
lineal más sencillo (caso bidimensional=dos 
características).  
 
En el problema a resolver se dispone de un espacio 
de dos dimensiones en el cual se definen dos clases 
C1 y C2. Cada una de ellas lleva asociada una función 
discriminante di cuya expresión se calcula a partir del 
vector de características.  
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Como función discriminante se va a utilizar la 
distancia Euclídea (2):  
 
              ( ) ( )∑ −=−=
=
n
j
ijjiiE pxpxpxd
1
2, rrrr              (2) 
 
donde x es el vector de características y pi es el 
centroide o vector prototipo de cada clase (vector 
media). Uno de los problemas que tiene esta distancia 
es que no es función lineal pero este hecho se 
resuelve trabajando con el cuadrado de la misma, la 
función de decisión (3) que se obtiene es: 
 
                     ( ) iTiiTi pppxxd rrrrr 2
1−=                  (3) 
 
La regla de clasificación para un objeto catalogado 
por un vector de características x vendrá dada por:  
 ( ) ( )
( ) ( ) 221
121
 Si
 Si
Cxxdxd
Cxxdxd
∈⇒<
∈⇒>
rrr
rrr
 
 
La zona de incertidumbre (5) se presenta cuando los 
valores de las dos funciones es el mismo.  
 
      ( ) ( ) 0   3221121 =++⇒= wxwxwxdxd rr    (5) 
 
Dicha ecuación corresponde a la ecuación de una 
recta (6) en el espacio de características que separa 
dicho espacio en dos zonas cada una de las cuales 
caracteriza a una de las dos clases. 
 
                       ( ) 32211 wxwxwxd ++=r                (6) 
 
Teniendo esto en cuenta se obtiene que la regla de 
clasificación viene dada por: 
                    ( )
( ) 0 si 
0 si 
2
1
<∈
>∈
xdCx
xdCx
rr
rr
 
 
4.2 CLASIFICADOR VECINO MÁS PRÓXIMO 
 
En este caso se utiliza el criterio de distancia mínima. 
Cada una de las clases está representada por un 
vector prototipo. La regla de decisión utilizada es: un 
objeto de vector x a catalogar se asociará a la clase Ci 
si la distancia de x a pi es la mínima de todas las 
posibles.  
 
Para el caso de dos clases se tiene el siguiente 
clasificador: 
 ( ) ( )
( ) ( )212
211
,D,D si 
,D,D si 
pxpxCx
pxpxCx
rrrrr
rrrrr
>∈
<∈  
 
donde D representa la función distancia utilizada y 
debe ser una distancia métrica.  
 
Para este trabajo se ha utilizado la distancia Euclidea 
indicada anteriormente (2). 
 
4.3 RESULTADOS 
 
Para la obtención de los distintos clasificadores se ha 
utilizado siempre como primera característica 
discriminante el fondo (x1) y se da la opción de elegir 
una de las restantes (nmax, amax, pte, area) como 
segunda característica discriminante (x2).  
 
4.3.1 Clasificador Euclídeo 
 
A continuación se muestran en la Tabla 3 los 
resultados obtenidos para las fronteras de decisión de 
cada caso: 
 
Tabla 3: Fronteras de decisión para el clasificador 
Euclideo 
 
fondo y amax 44x1 + 377x2 − 115095.5 = 0 
fondo y nmax 44x1 + 47x2 − 20369.5 = 0 
fondo y pte 44x1 + 44.645x2 − 11140.987  = 0 
fondo y area 44x1 + 1915.333x2 − 5367869 = 0 
 
La representación gráfica de dichas fronteras en cada 
espacio de características se muestra en la Figura 6. 
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Figura 6: Fronteras de decisión para cada espacio de 
características 
 
4.3.2 Clasificador vecino más próximo 
 
Para este clasificador lo que interesa es conocer para 
cada caso los valores de los centroides 
correspondientes a cada clase que se muestran a 
continuación en la Tabla 4. 
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Tabla 4: Centroides de cada clase para el clasificador 
vecino más próximo 
 
 Clase 1 Clase 2 
fondo y amax (243 468) (199 91) 
fondo y nmax (243 250) (199 203) 
fondo y pte (243 54.0615) (199 9.4167) 
fondo y area (243 3755) (199 1840) 
 
La representación gráfica de los objetos en el espacio 
de características se muestra en la Figura 7. 
 
 
 
Figura 7: Centroides de cada clase en cada espacio de 
características 
 
 
5 PRUEBA DEL CLASIFICADOR 
 
Para comprobar la eficacia de cada clasificador se 
han capturado en la pieza una serie de ecos al azar. 
De cada uno de ellos se han obtenido los 
correspondientes vectores de características cuyos 
valores se muestran en la Tabla 5. 
 
Tabla5: Vectores de características para los ecos de 
prueba 
 
 fondo nmax amax pte area 
prueba1 242 250 453 49.125 3787 
prueba2 200 205 84 3.8 1841 
prueba3 243 251 499 54 4391 
prueba4 242 250 444 47.875 3660 
prueba5 199 204 89 7.6 2881 
prueba6 201 205 90 3.75 2086 
 
La pertenencia a cada una de las clases se conoce 
previamente y es la siguiente: los ecos 1,3,4 
pertenecen a la clase 1 y los ecos 2,5,6 pertenecen a 
la clase 2.  
 
A este conjunto de ecos se les han aplicado los dos 
clasificadores para comprobar si verdaderamente 
funcionan. Los resultados que se han obtenido se 
muestran a continuación. 
 
 
5.1 CLASIFICADOR EUCLIDEO 
 
5.1.1 Caso fondo y nmax 
 
La representación gráfica de los objetos en el espacio 
de características se muestra en la Figura 8. 
 
 
 
Figura 8: Clasificador Euclídeo (fondo-nmax) 
 
5.1.2 Caso fondo y amax 
 
La representación gráfica de los objetos en el espacio 
de características se muestra en la Figura 9. 
 
 
 
Figura 9: Clasificador Euclideo (fondo-amax) 
 
5.1.3 Caso fondo y pte 
 
La representación gráfica de los objetos en el espacio 
de características se muestra en la Figura 10. 
 
 
 
Figura 10: Clasificador Euclideo (fondo-pte) 
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5.1.4 Caso fondo y area 
 
La representación gráfica de los objetos en el espacio 
de características se muestra en la Figura 11. 
 
 
 
Figura 11: Clasificador Euclideo (fondo-area) 
 
5.2 CLASIFICADOR VECINO MAS 
PROXIMO 
 
5.2.1 Caso fondo y nmax 
 
La representación gráfica de los objetos en el espacio 
de características se muestra en la Figura 12. 
 
 
 
Figura 12: Vecino más Próximo (fondo-nmax) 
 
5.2.2 Caso fondo y amax 
 
La representación gráfica de los objetos en el espacio 
de características se muestra en la Figura 13. 
 
 
 
Figura 13: Vecino más Próximo (fondo-amax) 
5.2.3 Caso fondo y pte 
 
La representación gráfica de los objetos en el espacio 
de características se muestra en la Figura 14. 
 
 
 
Figura 14: Vecino más Próximo (fondo-pte) 
 
5.2.4 Caso fondo y area 
 
La representación gráfica de los objetos en el espacio 
de características se muestra en la Figura 15. 
 
 
 
Figura 15: Vecino más Próximo (fondo-area) 
 
5.3 RESULTADOS 
 
Para el clasificador Euclideo en los tres primeros 
casos  se obtiene la siguiente clasificación: 
 
----- DISCRIMINADOR EUCLIDEO MODIFICADO ---- 
             x1=FONDO        x2              
-------------------------------------------- 
 
clase1 = 1     3     4 
 
clase2 = 2     5     6 
 
y, para el último caso: 
 
----- DISCRIMINADOR EUCLIDEO MODIFICADO ---- 
             x1=FONDO        x2              
-------------------------------------------- 
 
clase1 = 1     3     4     5 
 
clase2 = 2     6 
XXVII Jornadas de Automática
Almería 2006 - ISBN: 84-689-9417-0 1199
Para el clasificador Vecino Mas Próximo en los tres 
primeros casos se obtiene la siguiente clasificación: 
 
------------ DISTANCIA EUCLIDEA ------------ 
             x1=FONDO        x2              
-------------------------------------------- 
Objeto        Clase 
-------------------------------------------- 
1             1 
2             2 
3             1 
4             1 
5             2 
6             2 
 
y, para el tercer caso: 
 
------------ DISTANCIA EUCLIDEA ------------ 
             x1=FONDO        x2              
-------------------------------------------- 
Objeto        Clase 
-------------------------------------------- 
1             1 
2             2 
3             1 
4             1 
5             1 
6             2 
 
A la vista de las clasificaciones obtenidas para cada 
uno de los dos clasificadores, puede deducirse que 
cualquiera de los 3 primeros casos (fondo−nmax, 
fondo−amax, fondo−pte) se puede utilizar como 
sistema de detección de fisuras o grietas en las piezas 
de fundición porque se tiene un espacio de 
características que cumplen las propiedades 
adecuadas de discriminación, fiabilidad e 
independencia que se indicaron en la introducción del 
trabajo y son capaces de distinguir entre clases. 
 
Sin embargo, el último caso (fondo−area) aunque 
aparentemente se tenía un espacio de características 
que cumplía dichas propiedades al probar con los 
ecos de prueba no es capaz de discriminar entre ellos. 
 
 
6 CONCLUSIONES 
 
Dado el número reducido de clases que se han 
utilizado los dos clasificadores seleccionados 
muestran un comportamiento eficiente a la hora de 
detectar las fisuras en las piezas de fundición. 
 
Si el problema se traslada a un caso más real, en el 
cual haya que distinguir entre varios tipos de fisuras, 
aumenta el número de clases por lo que aumenta su 
dificultad y, por tanto, la complejidad del software de 
detección. 
 
En este caso, entre uno u otro clasificador, el que 
obtendrá mejores resultados de una forma menos 
complicada será el del vecino más próximo porque la 
regla de decisión para el clasificador Euclideo es 
mucho más difícil de deducir ya que aumenta el 
número de fronteras de decisión y, por tanto, a la 
hora de obtener el sistema automatizado éste es más 
complicado de programar. 
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Resumen
El uso de sensores visuales en robots ae´reos
para realizar tareas como evacio´n de obsta´culos,
seguimiento de objetivos o deteccio´n de carac-
ter´ısitcas salientes, permite a tales robots servir
de visores inteligentes para aplicaciones de in-
speccio´n, patrullaje y monitoreo, reconstruccio´n
digital ae´rea, etc. Ma´s au´n, el uso de la visio´n
por computador puede reducir la incertidumbre e
incrementar la versatilidad y desempen˜o general
cuando se realizan tareas robotizadas. Este traba-
jo aborda la problema´tica del control servo visu-
al de un veh´ıculo ae´reo auto´nomo en espacios ex-
teriores, en especial de un helico´ptero auto´nomo.
El siguiente trabajo propone te´cnicas de visio´n por
computador que permiten a un veh´ıculo ae´reo re-
alizar maniobras mientras se hace seguimiento de
caracter´ısticas en entornos donde el GPS tiene fal-
los de recepcio´n (usualmente en zonas urbanas) o
simplemente permiten alinear el veh´ıculo con un
objetivo dado. Se investigan te´cnicas de control
servo visual que usan directamente la posicio´n de
las carater´ısticas en la ima´gen para generan refer-
encias de velocidad para control de vuelo, es decir,
la tarea se especif´ıca en el espacio de trabajo del
sensor. Esta estrategia no requiere procedimientos
calibracio´n de la ca´mara o reconstruccio´n 3D de
la escena, los cuales estan sujetos a errores y de-
mandan una alta capacidad de computacional.
Palabras clave: control visual, helico´ptero
auto´nomo, navegacio´n basada en visio´n, deteccio´n
y seguimiento visual.
1. Introduccio´n
Los veh´ıculos ae´reos auto´nomos (UAV, de sus si-
glas inglesas Unmanned Aerial Vehicles. Nomen-
clatura internacional adoptada en el presente doc-
umento) han sido un a´rea de investigacio´n muy
activa durante los ultimos an˜os. El uso de UAV
en aplicaciones civiles de patrullaje y monitoreo
continu´a en crecimiento debido en parte por la
evolucio´n y reduccio´n en el coste de los sistemas
visio´n. La visio´n para el control de un UAV implica
realizar investigacio´n en diversos campos como la
deteccio´n y seguimiento de objetos, estimacio´n de
posicio´n, fusio´n sensorial con GPS y medidas iner-
ciales, y modelado y control de sistemas multivari-
ables no lineales. Un helico´ptero auto´nomo posee
propiedades que lo hacen la plataforma ido´nea
para tareas de inspeccio´n y monitoreo. Su inher-
ente habilidad de volar a baja velocidad, esta-
cionariamente, lateralmente y realizar maniobras
en espacios reducidos lo hacen la plataforma ade-
cuada para tales tareas.
Figura 1: Plataforma ae´rea COLIBRI durante
prueba experimental con lineas ele´ctricas.
La plataforma ae´rea presentada (figura 1) com-
bina te´cnicas de visio´n por computador con un
control de bajo nivel para lograr el control visual
de un UAV por medio del seguimiento visual de
caracter´ısticas en la ima´gen. El sistema de visio´n
actu´a como un controlador de alto nivel enviando
consignas de velocidad al control de vuelo, el cual
es responsable de un control robusto y estable. El
resultado es un algoritmo de seguimiento visual de
caracter´ısticas que controla los desplazamientos de
un helico´ptero auto´nomo en espacios exteriores.
2. Trabajos Relacionados
El estudio de los helico´pteros auto´nomos tiene su
origen de´cadas atra´s. El modelado dina´mico ha
sido ampliamente documentado, en particular en
[23], [11] donde se presenta un estudio en detalle
sobre el modelo aerodina´mico y ana´lisis de esta-
bilidad. Dada la inestabilidad propia de los hel-
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ico´pteros los primeros trabajos de investigacio´n
se enfocaron en el disen˜o de controladores esta-
bles. En [29] se documenta el disen˜o de un control
retroalimentado robusto basado enH∞, al igual en
[27] se presenta un control Fuzzy para un Yamaha
R-50.
Entre los primeros sistemas documentados de
navegacio´n para helico´pteros auto´nomos se en-
cuentra [6]. Este sistema presentaba la particu-
laridad de solo usar GPS como sensor principal
para la navegacio´n sustituyendo a la Unidad de
Medida Inercial (IMU), la cual histo´ricamente se
hab´ıa usado como sensor principal. Este sistema
estaba dotado de un GPS que consist´ıa de un os-
cilador principal y 4 receptores (usando desplaza-
miento en fase) con 4 antenas colocadas en puntos
estrate´gicos sobre el helico´ptero con lo que se con-
seguia su posicio´n, velocidad, actitud e informa-
cio´n angular. El helico´ptero descrito en [21] posee
una arquitectura jera´quica de mo´dulos de control.
Mo´dulos de bajo nivel se encargan de tareas re-
flexivas, de ra´pida respuesta como control de bajo
nivel, mientras los mo´dulos de alto nivel se en-
cragan de tareas de planificacio´n y navegacio´n. El
control se ha disen˜ado con leyes de control lineal
usando controladores PID. Entre los sensores que
posee estan GPS, IMU, Magneto´metro, Sonar, etc.
En [26] se presenta un sistema de control
jera´rquico usado en el helico´ptero: BErkeley AeR-
obot project (BEAR) [4]. La identificacio´n del sis-
tema se usa para generar el modelo del helico´ptero,
y basa´dose en este modelo se disen˜an las leyes de
estabilizacio´n. El controlador consta de 3 lazos: 1)
un lazo interno de control de actitud, 2) un lazo
intermedio de control de velocidad, y 3) un lazo ex-
terno de control de posicio´n. Las redes neuronales
tambie´n han servido para disen˜o e implementacio´n
de controladores de vuelo, siendo el Instituto Tec-
nolo´gico de Georgia [28] el que ma´s aportes ha
hecho en esta te´cnica. Entre los trabajos ma´s im-
portantes de este grupo se encuentran [12], [13],
[14] y [22]. Recientes logros en el control y mod-
elado han permitido extender las capacidades de
vuelo, llegando a realizar maniobras acroba´ticas.
Un ejemplo de este sistema es el helico´ptero de-
scrito en [7] y [8].
Al hacer referencia al control visual, y en especial
al de veh´ıculos auto´nomos ae´reos, se hace refer-
encia al uso de la informacio´n visual del proce-
samiento de imagenes para el control de velocidad,
posicio´n absoluta o relativa, o para el control de
la orientacio´n de un robot ae´reo. Al igual que la
literatura sobre control visual contempla el te´rmi-
no camara-en-mano para ciertas configuraciones
en robots articulados, la misma puede usarse para
el caso de robots ae´reos [15]. Uno de los primeros
helico´pteros auto´nomos guiados por visio´n se de-
scribe en [3]. Este veh´ıculo combina las lecturas
GPS con un sistema de visio´n, con la finalidad
aumentar la precisio´n de la estimacio´n de estado
para la navegacio´n. El sistema de visio´n consiste
de un procesador DSP que proporciona medidas
de posicio´n, velocidad y actitud a frecuencias del
orden de 10ms, que combinado con las lecturas del
GPS y IMU aumenta la precisio´n en la estimacio´n
de la actitud y la posicio´n del helico´ptero.
El control visual tambie´n se ha aplicado a veh´ıcu-
los en miniatura, en el caso de un helico´ptero
(HMX-4) de cuatro rotores [1], [2] donde la visio´n
se usa para determinar la disposicio´n del hel-
ico´ptero y para la deteccio´n de objetos en tierra.
En el caso de aviones en miniatura [5] la deteccio´n
y localizacio´n del horizonte se usa para el control
lateral de un mini UAV.
En el a´rea del aterrizaje auto´nomo basado en
visio´n, recientemente en [20] la deteccio´n de un
patro´n conocido usando visio´n por computador y
la fusio´n de esta informacio´n con las medidas in-
erciales permite aterrizar este helico´ptero en caso
de no disponibilidad de GPS. En [10] te´cnicas de
visio´n por computador son usadas para recobrar
y detectar aquellas a´reas seguras para aterrizaje
en terrenos desconocidos. Anteriormente, la visio´n
artificial se uso´ para aterrizar auto´nomamente un
helico´ptero usando dos estrategias diferentes [24] y
[25], pero con la particularidad de ser la visio´n por
computador la fuente principal de informacio´n.
En el caso de la navegacio´n 3D basada en visio´n
Habrar [9] propone una te´cnica de evasio´n de ob-
sta´culos basada en visio´n por computador com-
binando flujo o´ptico y visio´n estereosco´pica. Ex-
perimentos demuestran las ventajas de combinar
ambas te´cnicas, las cuales a su vez combinadas
con un planificador de trayectorias basado en ma-
pas probabil´ısticos permite la navegacio´n de un
helico´ptero auto´nomo en entornos urbanos.
3. Control de vuelo
El control de vuelo esta compuesto por varios la-
zos de control en cascada para controlar la actitud,
velocidad y posicio´n. Cada controlador genera las
referencias al controlador siguiente, siendo el con-
trol de actitud el que genera las consignas finales
a los servos del helico´ptero.
Los diferentes lazos de control mencionados an-
teriormente leen el estado de las variables del
estimador de estado y estabilizan el helico´ptero
en un punto de operacio´n basa´ndose en contro-
ladores PID desacoplados. La maniobrabilidad del
veh´ıculo auto´nomo considerado, el helico´ptero, co-
mo se menciono´ anteriormente puede ser contro-
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lada modificando los a´ngulos de actitud, es decir,
actuando sobre el roll, pitch y yaw. El control de
actitud lee los valores de roll, pitch y yaw, y genera
las consignas necesarias para estabilizar la actitud
del helico´ptero. El control del roll y pitch se lleva
a cabo mediante dos controladores PD, el control
del yaw se hace mediante un controlador PID. La
ecuaciones que rigen el control de actitud se mues-
tran a continuacio´n:
δlat = Kp(φd − φ) +Kd (φd − φ)
dt
(1)
δlon = Kp(θd − θ) +Kd (θd − θ)
dt
(2)
δt = Kp(ψd−ψ)+Ki
∫
(ψd−ψ)dt+Kd (ψd − ψ)
dt
(3)
donde: δlat, δlon and δt son los comandos de
pitch c´ıclico latitudinal, pitch c´ıclico longitudinal
y colectivo de rotor de cola, respectivamente. Los
valores de Kp, Ki and Kd las ganancias propor-
cional, integral y derivativa asociadas a cada con-
trolador.
El control de velocidad, el cual genera referencias
de roll, pitch (al control de actitud) y colectivo de
rotor principal, esta implementado mediante un
control PI. El controlador lee los valores de ve-
locidad del estimador de estado y genera: φd y θd
al control de actitud lo que desplaza el veh´ıculo
lateral y longitudinalmente a una velocidad da-
da, respectivamente. La velocidad vertical que se
controla actuando sobre el colectivo de rotor prin-
cipal, se puede modificar por medio del control de
velocidad o posicio´n dependiendo del modo de op-
eracio´n. Cuando el veh´ıculo se mueve hacia una
coordenada GPS dada, el control de posicio´n gen-
era consignas de colectivo principal basa´ndose en
la altura actual y la deseada. Cuando se esta´ en
vuelo estacionario o se opera en modo velocidad,
el control de velocidad es capaz de recibir refer-
encias externas generando consignas de colectivo
principal directamente. Este modo de operacio´n
es particularmente u´til cuando se realiza control
visual.
φd = vxr = Kp(vxd−vx)+Ki
∫
(vxd−vx)dt (4)
θd = vyr = Kp(vyd−vy)+Ki
∫
(vyd−vy)dt (5)
δm = Kp(vzd − vz) +Ki
∫
(vzd − vz)dt (6)
donde: vxr, vyr and δm son la referencias de veloci-
dad longitudinal, velocidad latitudinal y colectivo
de rotor principal, respectivamente. Los valores de
Kp y Ki son las ganancias proporcional e inte-
gral asociadas a cada controlador. Como se men-
ciono´ anteriormente en la configuracio´n de control
en cascada cada controlador genera los setpoints
(referencias) al controlador siguiente, por esta ra-
zon las ecuaciones 4 y 5 son los valores deseados
de entrada al controlador de actitud, mientras que
la ecuacio´n 6 es el valor del comando de colectivo
del rotor principal.
El control de posicio´n se implementa mediante un
controlador PID. Cuando se vuela en direccio´n
a una coordenada dada o se esta´ en vuelo esta-
cionario, el controlador lee las coordenadas GPS
deseadas y la actual, y genera las referencias de
velocidad al control de velocidad del veh´ıculo y
colectivo de rotor principal.
vxd = xr = Kp(xd−x)+Ki
∫
(xd−x)dt+Kd (xd − x)
dt
(7)
vyd = yr = Kp(yd−y)+Ki
∫
(yd−y)dt+Kd (yd − y)
dt
(8)
vzd = zd = Kp(zd−z)+Ki
∫
(zd−z)dt+Kd (zd − z)
dt
(9)
De manera similar, al control de velocidad el con-
trol de posicio´n genera las referencias al contro-
lador siguiente. El controlador enseguida es el de
velocidad, por esta razo´n la ecuacion 7 y 9 se
pueden escribir como las referencias de velocidad.
Sin embargo, dependiendo del modo de operacio´n
el control de posicio´n puede generar directamente
la consigna de pitch colectivo de rotor principal
influyendo sobre la altitud del helico´ptero.
4. Integracio´n con referencias
visuales
La integracio´n de la visio´n por computador en
el control de vuelo implica otros campos de in-
vestigacio´n como la deteccio´n y seguimiento de
patrones, estimacio´n de posicio´n por flujo o´pti-
co, navegacio´n inercial, GPS, modelado no lin-
eal, etc. Durante el procesamiento de ima´genes, al
realizarse la deteccio´n y seguimiento en el plano
de la ima´gen, las referencias mas apropiadas que
puede generar esta etapa son de velocidad en el
plano de la ima´gen, lo que representa a su vez las
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Figura 2: Diagrama general de control. Se muestra
la configuracio´n desacoplada del sistema de visio´n
referencias de velocidad al control de vuelo en el
sistema de coordenadas del helico´ptero.
La configuracio´n actual propuesta (figura 2) del
sistema es descoplado y basado en ima´gen, es de-
cir, la sen˜al de error a corregir es la posicio´n de
la caracter´ıstica en la ima´gen. En la mayor para
de las aplicaciones derivadas de esta propuesta, la
visio´n se usa para alinear el UAV con el objeto de
intere´s usando referencias de velocidad en el plano
de la imagen, por lo que la convergencia de esta
sen˜al a cero val`ıda la configuracio´n propuesta.
4.1. Capa de interconexio´n entre
procesos
Esta capa hace uso de una arquitectura conoci-
da como es la cliente-servidor. Esta arquitectura
esta basada en mensajes TCP/UDP y esta ori-
entada a que los processos embebidos se ejecuten
a bordo del veh´ıculo. En la seccio´n 5 se describe
como son generadas las referencias visuales de ve-
locidad del plano de la ima´gen. Su integracio´n con
el control de vuelo se lleva a cabo mediante men-
sajes, a trave´s de una capa de software definida por
una API de comunicaciones. Esta capa permite la
interconexio´n de diferentes procesos externos si-
multa´neamente.
El esquema propuesto tiene la ventaja de ser
enormemente flexible, dado que varios procesos
externos pueden inter-actuar entre ellos y con el
control de vuelo a trave´s de la capa de conexio´n,
vease figura 3. En el caso del uso de la visio´n por
computador para el control visual, dicha flexibil-
idad viene del hecho de que varios sub-procesos
de visio´n, y entiendase por sub-procesos como, al-
goritmos dedicados a tareas y/o aplicaciones es-
pec´ıficas, pueden inter-actuar a la vez. En el caso
de requerir algoritmos de propo´sito especial, el es-
quema sigue siendo va´lido ya que solo requerira´ el
cambio interno del proceso de visio´n.
Las funcionalidades ba´sicas de esta capa se definen
como:
Definir un conjunto de mensajes para identi-
Figura 3: Esquema de procesos. Procesos externos
(nivel superior) inter-actu´an con el control a trave´s
de una capa de conexio´n
ficar el tipo de informacio´n, as´ı como el des-
tino del mensaje. Mensajes y estructuras de
datos son definidas, y luego enviados a la ca-
pa de interconexio´n. Diferentes mensajes son
creados para el control de vuelo como: control
de velocidad, control de posicio´n, orientacio´n,
actitud, estado del helico´ptero, etc. Para pro-
cesos externos como: tipo de infomacio´n a en-
viar y recibir, desde y hacia los procesos ex-
ternos.
Conmutar y enrutar los mensajes dependi-
endo del tipo de informacio´n contenida. Por
ejemplo, la capa puede cambiar entre control
de velocidad o posicio´n dependiendo del tipo
de mensaje recibido desde un proceso exter-
no.
5. Posicionamiento basado en
visio´n. Definicio´n de la tarea de
control visual
La tarea del control visual se encarga de alinear
el veh´ıculo con respecto a un objetivo basa´ndose
solo en la informacio´n visual 2D que extrae de la
escena. A continuacio´n se define como se gener-
an las sen˜ales de referencias de velocidad que son
enviadas al control de vuelo para realizar el con-
trol visual. Segu´n el esquema de control mostrado
en la figura 2 se definen principalmente tres man-
iobras que son controladas visualmente, el control
de posicio´n lateral, vertical y longitudinal. La figu-
ra 4 muestra la disposicio´n de la ca´mara durante
el control visual de la maniobras. Cabe destacar
que el control visual lateral del veh´ıculo puede ser
llevado a cabo utilizando ambas configuraciones.
5.1. Control visual lateral
Para el control de la velocidad lateral, y por con-
siguiente, de la posicio´n lateral del helico´ptero
se puede usar una ca´mara colocada en la parte
frontal del veh´ıculo o en la parte inferior del mis-
mo. En el caso ilustrado en la figura 5(a) la ca´mara
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Figura 4: Disposicio´n del helico´ptero y la ca´mara,
ca´mara inferior y ca´mara frontal. La sen˜al de er-
ror se indica en forma vectorial, para expresar que
consta de dos componentes de referencia de veloci-
dad en la direccio´n j e i de la ima´gen.
esta situada en la parte inferior. La tarea de con-
trol visual se define como aquella donde los a´ngu-
los α y β se conducen a cero. Pero debido a que en
el ca´lculo de dichos a´ngulos son introducidos mu-
chos para´metros de incertidumbre, derivados de la
calibracio´n y condicionados por la eleccio´n de un
modelo de ca´mara ma´s complejo, se escoge como
para´metro para la generacio´n de la sen˜al de refer-
encia de la tarea de control visual la coordenada
i de la posicio´n de la caracter´ısticas en la ima´gen.
Un razonamiento ana´logo se aplica en el caso en
el que la ca´mara esta situada en la parte frontal
del veh´ıculo, figura 5(b).
En ambas configuraciones se usa la coordenada i
de la caracter´ısitica en la ima´gen, siendo las ref-
erencias de velocidad lateral va´lidas para ambas.
Estas referencias vienen dadas por la ecuacio´n 10.
vyr = kl
(i− w2 )
w/2
(10)
Donde w es el ancho de la ima´gen e i la posicio´n
y
O'
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coordenadas de la imagen
posicion inicialposicion final
xc
yc
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a)ca´mara inferior, control lateral
yy yc
x xcO'O
coordenadas de la camara
sistema de coordenadas del helicoptero
coordenadas de la imagen
π
α'β'
i
vista superior 
d
f
b)ca´mara frontal, control lateral
Figura 5: Disposicio´n helico´ptero-ca´mara: control
visual de posicio´n lateral
de la caracter´ıstica detectada en la ima´gen. kl se
usa como ganancia del sistema visual de referen-
cias laterales. Si su valor es igual 1, las referencias
varian entre -1 y 1 (m/s). Si es diferente entonces
su valor sera kl veces ±1 (m/s).
Regresando a la figura 5, de ella se puede extraer:
tanα =
i− w/2
f
(11)
tanβ =
i− w/2
f + zd
(12)
tanα′ =
i− w/2
f
(13)
tanβ′ =
i− w/2
f + d
(14)
donde f es la distancia focal de la ca´mara, d y xd
la distancia que separa ambos sistema de coorde-
nadas, respectivamente. En la pra´ctica d y zd se
aprox´ıman a cero colocando la ca´mara los ma´s fiel
posible al centro de masa del veh´ıculo. Resultando
en:
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tanα = tanβ (15)
tanα′ = tanβ′ (16)
El control visual tiene la funcio´n de hacer que la
componente i de la sen˜al de error tienda a w2 (car-
acter´ıstica centrada en la ima´gen) con velocidad
negativa, esto es, a medida que el veh´ıculo se alin-
ea con el objetivo, i → w2 , esto genera referencias
positivas de velocidad al helico´ptero y los a´ngulos
α′ y β′ tienden a cero, causando a su vez vyr → 0.
Por lo tanto, al ser los ejes longitudinales de la
ca´mara y el helico´ptero solidarios, el helico´ptero
se mueve lateralmente por medio de las referen-
cias de velocidad dadas por la ecuacio´n 10.
5.2. Control visual vertical
Por medio de un razonamiento ana´logo al anterior,
la velocidad y la posicio´n vertical del helico´ptero,
son controladas por las referencias de velocidad
vertical generadas a partir de la ima´gen. Estas ref-
erencias vienen dadas por la ecuacio´n 17.
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Figura 6: Disposicio´n helico´ptero-ca´mara: control
visual de posicio´n vertical (altitud)
vzr = kv
(j − h2 )
h/2
(17)
Donde h es el alto de la ima´gen y j la posicio´n de
la caracter´ıstica detectada en la ima´gen. Ana´loga-
mente al caso anterior kv es la ganancia de sistema
visual de referencias verticales.
De figura 6, se puede extraer:
tanα =
j − h/2
f
(18)
tanβ =
j − zd − h/2
f + d
(19)
A medida que el control visual corrige la posicio´n
del veh´ıculo, la caracter´ıstica tiende a centrarse
en la ima´gen, luego la componente j de la sen˜al
de error (j → h2 ), y el a´ngulo α tiende a cero. No
as´ı, el a´ngulo β que tiende a −zdf+d . Esto conlleva
a que cuando la caracter´ıstica esta centrada en la
ima´gen, verticalmente el veh´ıculo no esta alineado
con el objetivo, debido al factor zd. Fisicamente se
ha encontrado que esta distancia es muy pequen˜a,
por lo que en la practica no se distingue su efecto
y se desprecia.
5.3. Control visual longitudinal
De manera similar a los planteamientos anteri-
ores, la velocidad y la posicio´n longitudinal del
helico´ptero, sera´n controladas por las referencias
de velocidad generadas a partir de la ima´gen. Es-
tas referencias vienen dadas por la ecuacio´n 20.
Extrayendo de la figura 7, la vista lateral:
x
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zzd O
j
α
β
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coordenadas de la imagen
posicion inicialposicion final
zc
xc
f
Figura 7: Disposicio´n helico´ptero-ca´mara: control
visual de posicio´n longitudinal
vxr = −kL
(j − h2 )
h/2
(20)
donde h es el alto de la ima´gen y j la posicio´n
de caracter´ıstica detectada en la ima´gen. El signo
menos viene del hecho que ambos sistemas de co-
ordenadas son opuestos, es decir, el eje ZC y el
eje x tienen sentido contrarios. Ana´logamente al
caso anterior kL es la ganancia de sistema visual
de referencias longitudinales.
De figura 7, se puede extraer:
tanα =
j − h/2
f
(21)
tanβ =
j − h/2
f + zd
(22)
A medida que la caracter´ıstica se centra en la
ima´gen la componente j tiende a h2 , lo que conlleva
a que los a´ngulos α y β tienden a cero. Con lo que
se verifica la convergencia del control longitudinal
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5.4. Aplicaciones Experimentales
De entre la varias aplicaciones que se han con-
seguido con esta plataforma se encuentran
1. Deteccio´n y seguimiento de caracter´ısticas ex-
ternas en entornos urbanos. Con el objetivo
de la validar la propuesta de control visual an-
teriormente mencionada, se ha simulado una
inspeccio´n sobre una fachada de un edificio
siguiendo visualmente carater´ısticas elegidas
por un usuario en tierra.
2. Visio´n estereosco´pica para la navegacio´n de
un veh´ıculo ae´reo auto´nomo. Usando un sis-
tema estereosco´pico se consigue calcular la
altura y el desplazamiento del sistema de-
tectando y siguiendo puntos salientes en la
ima´gen
3. Planificacio´n de trajectorias usando splines.
Dada una serie de coordenadas GPS, el sis-
tema calcula la trayectoria o´ptima mas ade-
cuada de forma que el UAV visite cada punto
siguiento una ruta cont´ınua.
4. Deteccio´n y seguimiento de lineas ele´ctricas
de alta tensio´n. Usando una te´cnica de de-
teccio´n de segmentos de lineas se encuentran
la lineas sobre la ima´gen, y a continuacio´n el
sistema visual busca los objetos de intere´s o
componentes, como aisladores, sobre la l´ınea
de manera de inspeccionarlos visualmente.
Algunas de estas aplicaciones y sus resultados
mas significativos se describen en [16], [17],
[18] y [19].
6. Conclusiones
El tema del control y la navegacio´n visual de
veh´ıculos ae´reos auto´nomos ha suscitado un im-
portante intere´s durante los u´ltimos an˜os y sigue
motivando en la actualidad la actividad inves-
tigadora de una numerosa comunidad cient´ıfica.
Gran parte de esta actividad se ha centrado en el
a´rea de control, se han propuesto y desarrollado
te´cnicas para estabilizar y maniobrar helico´pteros
auto´nomamente dada una trayectoria de vuelo.
Sin embargo el a´rea de control visual de UAV esta
en pleno auge y desde an˜os recientes se viene pop-
ularizando el uso de veh´ıculos ae´reos no tripulados
para inspeccio´n, monitoreo y vigilancia visual, lo
que a su vez ha llevado a los investigadores del a´rea
visio´n por computador ha desarrollar te´cnicas que,
usando la informacio´n que el veh´ıculo adquiere a
trave´s de sensores visuales, pueda influir sobre la
trayectoria o plan de vuelo acorde con el proce-
samiento visual de la escena. El presente trabajo
ha mostrado una estrategia de control visual apli-
cado a un helico´ptero auto´nomo, con aplicaciones
potenciales reales en la industria.
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Resumen 
 
Dentro de los métodos probabilísticos para la 
estimación de estados, el Filtro de Partículas es una 
técnica novedosa que está despertando un gran 
interés. Su éxito se debe a su versatilidad,  pudiendo 
aplicarse a cualesquier tipo de sistemas (lineales y no 
lineales) y modelos de ruido. En este artículo se 
presenta una comparación entre los resultados 
obtenidos al aplicar el Filtro de Partículas con los 
obtenidos al aplicar el Filtro de Kalman. 
 
Palabras Clave: Filtro de Partículas, Filtro de 
Kalman, estimación de estados. 
 
 
 
1 INTRODUCCIÓN  
 
La estimación de las variables de estado de un 
sistema representa un elemento fundamental a la hora 
de analizar el comportamiento del mismo o de 
establecer una estrategia de control adecuada. Sin 
embargo, con frecuencia el valor de dichas 
magnitudes no está accesible directamente y es 
necesario implementar un sistema que permita 
estimar sus valores a partir de los datos 
proporcionados por los sensores y el conocimiento de 
la señal de entrada. Existen numerosas técnicas que 
abordan el problema de la estimación según un 
enfoque determinista [14], sin embargo cuando el 
sistema, la señal de entrada, y/o los sensores se ven 
afectados por un ruido estocástico relevante se hace 
necesario introducir técnicas probabilísticas en la 
estimación de estados. 
 
Considérese un sistema físico representado por un 
modelo matemático, donde es posible medir las 
señales de entrada y las señales de salida. Por lo 
general, dichas medidas serán el único conocimiento 
que se tenga de manera directa el omportamiento 
del sistema. 
 
Existen tres motivos básicos por los cuales las teorías 
de control deterministas, en muchos casos,  no 
proporcionan suficientes medios para estimar el valor 
del estado [9]. En primer lugar, ningún modelo 
matemático de un sistema real es perfecto. Las 
características que se modelan son necesariamente 
aproximaciones. Por tanto, en todo modelo existe 
incertidumbre debido a dicha aproximación. 
 
Un segundo problema es que los sistemas dinámicos 
no sólo son guiados por las señales de entrada 
teóricas, sino que también influyen en su 
comportamiento perturbaciones que no pueden ser 
controladas o modeladas “determinísticamente”.  
Esto representa la incertidumbre asociada al sistema. 
Incluso la señal de entrada aplicada no será 
exactamente la deseada, sino que también estará 
afectada por algún ruido. 
 
Por último, los sensores tampoco proporcionan una 
medida exacta de las variables de salida ya que 
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 introducen sus propias dinámicas, distorsiones y 
ruidos.  
 
Existen numerosas técnicas probabilísticas para 
solventar en mayor o menor medida estos problemas. 
Seguramente, la técnica más conocida es el Filtro de 
Kalman (FK) [6, 7, 13] o el Filtro Extendido de 
Kalman (FEK) [10]. Desarrollos más recientes son 
los métodos basados en rejillas (Grid-Based Method) 
[1, 12] y el Filtro de Partículas (FP) [2, 4, 11], del 
que trata este artículo.  
 
El FK proporciona un estimador óptimo del estado 
del sistema, pero sólo para sistemas lineales y 
modelos de ruido Gaussianos [6]. Para sistemas no 
lineales, se puede utilizar el FEK, que aproxima el 
sistema por su linealización de primer orden [10]. 
Este método de puede ser poco preciso para sistemas 
altamente no lineales.  
 
Por otro lado, el FP es una técnica de estimación 
probabilística que últimamente está suscitando gran 
atención [3, 5]. Uno de sus atractivos es que combina 
la potencia de los métodos de Montecarlo con la 
inferencia Bayesiana, sin aumentar desmedidamente 
el tiempo de cómputo respecto a los métodos 
anteriores. Además, no impone ninguna restricción 
respecto al tipo de sistema o los ruidos que le 
afectan, siendo perfectamente válido para sistemas 
no lineales afectados por ruidos no Gaussianos. 
 
En este artículo se presentan los resultados de una 
serie de experimentos realizados sobre un sistema 
lineal de segundo orden afectado de ruidos 
Gaussianos. Se compara la estimación proporcionada 
por el FK con la generada aplicando el FP. Se ha 
decidido experimentar con este tipo de sistema  ya 
que para él la estimación proporcionada por el FK es 
óptima. Es decir, se pretende comparar el FP con por 
el FK en la situación más favorable para este último. 
No obstante, es importante resaltar que la 
implementación del FP aplicada a estos experimentos 
sería la misma aunque el sistema fuese no lineal y los 
ruidos no Gaussianos.  
 
El presente artículo se ha estructurado de la siguiente 
manera. En al sección 2 se exponen los principios 
básicos de la estimación de estados mediante técnicas 
probabilísticas. En la sección 3 se profundiza en la 
implementación del FP usada en las simulaciones. En 
la sección 4 se realiza una primera confrontación 
entre el FK y el FP, analizando de forma cualitativa 
las diferencias entre ambos y, por último, en la 
sección 5 se presentan los resultados de las 
simulaciones realizadas y las conclusiones obtenidas. 
 
 
2  ESTIMACIÓN DE ESTADOS 
MEDIANTE TÉCNICAS 
PROBABILÍSTICAS 
 
El problema de la estimación de estados mediante 
técnicas probabilísticas se puede formular de la 
siguiente manera [10]. Sea 
 
 
),(
),,(1
kkk
kkkk
vXhZ
wuXfX
=
=+  (1) 
 
el modelo de un sistema no lineal y variante en el 
tiempo, donde: 
· k hace referencia al instante de tiempo 
· X es el vector de estados. 
· f(...) define la dinámica del sistema. 
· u es el vector de entradas. 
· w es el vector que modela las fuentes de 
error del sistema. 
· Z es el vector de las medidas 
proporcionadas por un sensor. 
· h(...) describe el modelo del sensor. 
· v modela las fuentes de error en la medida. 
 
Conocidos: 
· f, h, la caracterización del ruido y las 
condiciones iniciales. 
· La señal de entrada u 
· La señal medida por el sensor Z 
 
Se trata de obtener la mejor estimación posible de Xk 
con objeto de minimizar el error de la estimación 
según algún criterio. 
 
Desde un punto de vista Bayesiano, el estimador debe  
propagar una función de densidad de probabilidad 
(fdp) del vector de estado (esto es, una función que 
define con qué probabilidad unos valores dados del 
vector de estado pueden ser los valores reales en un 
instante de tiempo k) condicionada por los datos 
ccesibles hasta el momento. Expresado más 
formalmente la fdp queda determinada por la 
siguiente expresión (2): 
 
 ),|( 101 -kkk uuZZXP KK  (2) 
 
Ecuación que define la probabilidad de que el estado  
en el instante k sea X conocidas todas las medidas 
proporcionadas por el sensor hasta t=k, y las entradas 
al sistema hasta t=k-1. A partir de esta fdp se obtiene 
el estimador que optimiza cierto criterio, como 
pueden ser la media, la moda o la mediana [10].  
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 3  EL FILTRO DE PARTÍCULAS 
 
El principal objetivo del FP es estimar el estado de un 
sistema (lineal o no lineal) a medida que este 
evoluciona en el tiempo, estando el sistema sometido 
a una serie de perturbaciones que, en el caso más 
general, seguirán una distribución de probabilidad no 
Gaussiana [11]. 
En el ejemplo considerado en este artículo, se 
pretende estimar el estado X de un sistema gobernado 
por (3). 
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Estas ecuaciones son la particularización de (1) para 
un sistema lineal, el cual se considera completamente 
observable con ayuda de la medida Z proporcionada 
por un sistema sensorial. Las señales de ruido w y v se 
modelarán mediante variables aleatorias Gaussianas 
de media 0 y matrices de covarianza Q y R, 
respectivamente (4) y (5). 
 
 
ú
ú
û
ù
ê
ê
ë
é
= 2
2
2
1
0
0
Qx
QxQ
s
s
  (4) 
 
ú
ú
û
ù
ê
ê
ë
é
=
2
2
2
1
0
0
Rx
RxR
s
s
   (5) 
 
Como ya se ha mencionado anteriormente, las fdp de 
estos ruidos no tienen que ser necesariamente 
Gaussianas para usar el FP, pero sí es necesario que lo 
sean en el caso del FK, de forma que se ha optado por 
este tipo de ruido para que las comparaciones entre 
ambos métodos tengan mayor sentido. 
 
El FP es un algoritmo basado en una simulación de 
Montecarlo que proporciona un conjunto de M 
muestras (las partículas) con unos pesos asociados a 
las mismas, que indican la importancia de cada una a 
la hora de estimar el estado.  Para realizar dicha 
estimación se simula la evolución de las partículas, 
obteniéndose M posibles estados del sistema. A 
continuación se utiliza la información dada por los 
sensores para ajustar los pesos de las partículas, de 
forma que cuánto más “lejos” esté una partícula de la 
medida del sensor menor será su peso. Finalmente se 
realiza una estimación del estado real del sistema en 
base al conjunto de partículas y sus pesos. 
 
En la figura 1 se muestra una descripción global del 
uso del FP para la estimación de estados. 
 
El fundamento del FP es el siguiente [11]. En un 
instante dado k, en el espacio de estados es posible 
definir una fdp que indica la probabilidad de que un 
estado dado sea el estado real. El FP construye una 
representación basada en muestras de dicha fdp y 
utiliza la medida proporcionada por un sensor para 
disminuir la incertidumbre de la misma.  
 
 
 
 
Figura 1: visión global del uso del FP 
 
Para tal fin se utilizan las partículas, cada una con 
un peso asociado que denota la “calidad” de esa 
partícula, esto es, la probabilidad de que esa 
partícula represente al estado real. Mediante una 
media ponderada de estas partículas se obtiene una 
estimación del estado real del sistema. 
 El algoritmo del FP se puede desglosar en varias 
fases: 
 
· Predicción 
· Actualización 
· Estimación 
· Resampling 
 
Las tres primeras se llevan a cabo en cada iteración 
del algoritmo, mientras que la tercera sólo cuando se 
cumplen ciertas condiciones, como se explicará en el 
apartado 3.4. 
 
3.1 PREDICCIÓN 
 
En esta fase del algoritmo, la evolución de las 
partículas se simula aplicando a cada una de ellas la 
entrada deseada más cierto ruido estocástico 
representado por una variable aleatoria (para simular 
la incertidumbre a la hora de aplicar la entrada del 
sistem ), obteniéndose tantos estados posibles del 
sist ma como partículas se usen. Este ruido a la 
ntrada se considerará Gaussiano de media cero y 
varianza su, y es independiente del ruido w e la 
ecuación (3). 
 
Así pues, en cada iteración se calcula el nuevo 
estado de cada partícula según (6) 
 
( ) ( )QNNUBAXX ukjkjk ,0),0(1 +++=+ s  (6) 
 
Estimación 
del estado 
Partículas 
Ruido a la 
entrada 
Ruido del 
sensor 
Sistema 
Real 
U(k) 
Sensor 
Modelo 
del 
sistema  
Ui(k) 
Ruido 
simulado 
Filtro de 
Partículas 
i=1...M 
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 donde el superíndice j hace referencia a la partícula. 
 
 
3.2  ACTUALIZACIÓN 
 
A continuación, el peso de las partículas es 
modificado en función de la información 
proporcionada por el sistema sensorial, de manera 
que las partículas que representen los estados más 
probables tendrán mayor peso.  
 
Más concretamente, mediante simulación se calcula 
el valor que hubiese medido el sensor si el estado del 
sistema fuese realmente el dado por cada partícula. 
Así pues, esta simulación se realiza considerando la 
ecuación de salida de (3) a la que se le suma una 
variable aleatoria normal, resultando la ecuación (7) 
 
 MjRNXCZ jk
j
k ...1,),0(11 =+×= ++  (7) 
 
Ahora bien, el peso de una partícula j será 
inversamente proporcional a la diferencia entre la 
medida del sensor para la partícula j (jZ ) y la medida 
real del sensor (Z). Esto es, cuanto más “lejos” esté la 
medida simulada de la partícula de la medida real del 
sensor, menor será su peso. Más formalmente, se ha 
tomado como peso de la partícula j (jkW 1+ ) la 
probabilidad asociada a jkZ 1+ si el valor esperado de 
la medida fuese el proporcionado por los sensores. En 
el ejemplo considerado, ya que el modelo 
probabilístico del sensor es Gaussiano, se ha utilizado 
la siguiente expresión [11]:  
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donde [ ]Tzz 21  sería la medida real del sensor en 
k+1, y [ ]Tjj zz 21 la medida que daría el sensor en 
k+1 si el estado fuese el dado por la partícula j. 
 
3.3  ESTIMACIÓN DEL ESTADO 
 
En esta tercera fase se realiza una media ponderada 
entre todas las partículas para obtener la estimación 
del estado real del sistema. Para esto se ha optado por 
realizar la media robusta de las partículas, ponderadas 
por sus pesos, esto es, no se hace la media de todas las 
partículas, sino sólo de aquellas cuyo peso difiera 
menos de un porcentaje dado del mayor peso. 
 
j
j
j
est wXX å= max...1, wkwMj j ×>=  (9) 
 
donde el índice j hace referencia a las partículas que 
cumplen maxwkw
j ×> , con k entre 0 y 1. Una vez 
seleccionadas las partículas que se van a utilizar para 
la media, se deben normalizar los pesos de las 
restantes. Es necesario resaltar que las partículas “no 
seleccionadas” sólo se descartan a la hora de realizar 
la estimación del estado, pero se siguen manteniendo 
para la iteración siguiente. Sólo en la fase de 
resampling se eliminan realmente las partículas con 
pesos despreciables y se sustituyen por copias de las 
partículas de mayor peso. 
 
En [11] se sugieren otros métodos para llevar a cabo 
la estimación del estado, como la media ponderada o 
la mejor partícula. 
 
3.4 RESAMPLING 
 
Uno de los principales problemas que aparecen al 
usar el FP es la dispersión de las partículas después 
d  unas pocas iteraciones, esto es, las partículas se 
van “alejando” del estado real más probable, por lo 
que aparecen muchas partículas con un peso ínfimo 
que prácticamente no contribuyen nada a la 
estimación del estado. Para evitar esto, cuando el 
número de partículas con peso despreciable supera 
cierto umbral, se lleva efectúa la fase de resampling, 
en la que se eliminan estas partículas con pesos 
demasiados pequeños y se realizan copias de las 
partículas con mayor peso para que la población no 
decrezca. 
 
Para decidir cuándo realizar el resampling se ha 
usado el parámetro denominado “Tamaño Efectivo 
de las Muestras” ESSt (Effective Sample Size), tal 
como se sugiere en [8], y que se calcula como se 
indica en (10). 
 
 
21 t
t
cv
M
ESS
+
=   (10) 
 
donde cvt
2 es el denominado “Coeficiente de 
Variación”  (Coefficient of Variation) que viene dado 
por (11). 
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Este parámetro EESt da una idea del número de 
partículas con pesos no despreciables, de manera que 
cuando el ESSt cae por debajo de cierto umbral (un 
porcentaje del número de partículas M) se produce el 
resampling de forma probabilística. 
 
En [11] se proponen tres métodos para realizar el 
resampling, de los cuales se ha elegido el de 
“Selección con Reemplazamiento” (Select with 
XXVII Jornadas de Automática
1212 Almería 2006 - ISBN: 84-689-9417-0
 Replacement), también descrito en [2], según el cual 
una partícula tiene una probabilidad igual a su peso de 
seguir adelante (esto es, de no ser eliminada). 
 
4  FILTRO DE PARTÍCULAS VS 
FILTRO DE KALMAN 
 
Como es de sobra conocido, el FK es un conjunto de 
ecuaciones matemáticas que proporcionan un medio 
computacionalmente eficiente para estimar el estado 
de un sistema lineal sometido a diversos ruidos 
Gaussianos, de forma que se minimice el error 
cuadrático medio, a partir del modelo de estado del 
sistema y de la medida proporcionada por los 
sensores. Las ecuaciones que gobierna el sistema son 
las mismas que en (3). 
 
Bajo estas suposiciones para el ruido y para un 
sistema lineal, el FK proporciona una estimación 
óptima del estado [7,10]. El algoritmo del filtro se 
divide en dos etapas: predicción y corrección. En la 
primera se predice el estado del sistema en t=k+1 a 
partir de los datos (estado, entrada, matrices de 
covarianza) en t=k y en la segunda etapa se corrige 
esta predicción introduciendo la medida del sensor en 
t=k+1. Las ecuaciones en (12) determinan el proceso 
de predicción y las de (13) el de corrección. 
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Como se ha mencionado, el FK en sí, sólo se puede 
utilizar con sistemas lineales y siempre que la 
segunda ecuación de (3) que relaciona la medida del 
sensor con el estado también sea lineal. Para 
sistemas no lineales se debe usar el FEK que implica 
la “linealización” del sistema [6] donde la estimación 
ya no es óptima [10]. Sin embargo, el FP, como se 
ha señalado en los apartados anteriores, no requiere 
la linealidad ni del sistema ni de la ecuación del 
sensor, siendo, en cualquier caso, perfectamente 
válida la misma implementación del filtro ya 
descrita. 
 
Por último, recordar que con el FK los ruidos del 
proceso y del sensor deben ser Gaussianos blancos y 
aditivos para poder aplicar las ecuaciones (12) y 
(13). Por contra, el FP no impone ninguna restricción 
a este respecto. Por supuesto, si se modelan los 
ruidos como no Gaussianos, la ecuación (8) que 
cal l  los pesos de la partículas debería sustituirse 
or otra expresión donde los pesos, presentaran una 
proporcionalidad inversa a la diferencia entre la 
medida real del sensor y la “medida” del sensor para 
cada partícula [4]. 
 
5  RESULTADOS DE SIMULACIÓN 
 
Las simulaciones se han llevado a cabo sobre un 
sistema lineal de segundo orden subamortiguado, 
concretamente una masa m sujeta a un muelle y 
empujada sobre un plano horizontal con una fuerza 
F, como se muestra en la figura 3. 
 
Las ecuación que gobierna este sistema es (14). Si se 
reescribe en forma de variables de estado, donde x1 
será la posición x de la masa y x2 l  velocidad de la 
misma,  se discretiza el sistema usando el método de 
Euler y se añaden las fuentes de ruido, se obtiene 
(15). 
 
 xkxFxm --= &&& m  (14) 
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En estas ecuaciones, Dt es el paso de integración.  
 
 
Figura 3: sistema a estudio 
 
Las matrices G y C de (3) se han tomado como la 
matriz identidad. 
 
En cuanto a los coeficientes de rozamiento y la 
constante elástica del muelle se ha tomado m = 1 
Kg/s y k = 0.2 N/m, y la masa del objeto será m = 
100g. 
 
El algoritmo del FP tiene varios parámetros que 
ajustar, como el número de partículas, la constante 
‘b’ usada en el resampling y que determina cuándo 
es necesario hacer resampling, y la constante ‘k’ que 
det rmina qué porcentaje de las partículas se utilizan 
m 
F 
x
xkx+&m
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 en la estimación. En los resultados mostrados a 
continuación se ha tomado b = 0.5 y k = 0.75. 
 
Por último se han usado las siguientes matrices de 
covarianza: 
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=
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El paso de integración en todas las simulaciones ha 
sido Dt=0.1s 
 
5.1  EXPERIMENTO 1: ENTRADA ESCALÓN 
 
En este primer experimento se somete el sistema a 
una entrada escalón como se muestra en la figura 4 y 
se deja evolucionar hasta t =300s.  
 
Figura 4: entrada del sistema 
 
En la figura 5 se muestran simultáneamente tres 
gráficas: la evolución del estado real del sistema 
(negro y línea punteada), el estado estimado por el FP 
con 100 partículas (en azul y línea continua) y el 
estado medido por los sensores (verde y línea 
continua con puntos). En la figura 6 se comparan los 
errores absolutos cometidos en la posición y la 
velocidad usando la estimación del FP (en azul y 
línea continua) y utilizando sólo la información 
sensorial (en negro y con línea punteada). 
 
Figura 5: Diagrama de estados usando el FP (100 
partículas) 
Finalmente, en las figuras 7 y 8 se comparan los 
errores cometido al usar el FK (en azul –más oscuro 
si B/N- y línea continua con puntos) y al usar el FP 
(en rojo y línea continua). Cada figura representa un 
experimento con un número distinto de partículas, 50 
en la figura 7 y 100 en la figura 8. 
 
Figura 6: error cometido en la estimación de la 
posición (arriba) y en la velocidad (abajo) usando el 
FP (100 partículas) 
 
 
Figura 7: error cometido en la estimación de la 
posición (arriba) y en la velocidad (abajo) usando el 
FP (50 partículas) y el FK 
 
 
Figura 8: error cometido en la estimación de la 
posición (arriba) y en la velocidad (abajo) usando el 
FP (100 partículas) y el FK 
 
Empíricamente se ha comprobado que con 100 
partículas prácticamente se obtienen resultados 
equivalentes a los del FK y que para un mayor 
número de partículas los resultados obtenidos son 
similares.  
F 
t 10 
1
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Por último en la tabla 1 se pude ver la media de los 
errores medios cometidos al usar el FK y el FP y el 
tiempo medio de cómputo necesario para realizar 300 
iteraciones en 50 experimentos. Esto es, se han 
realizado 50 experimentos y se ha calculado la media 
de los errores medios de cada experimento, así como 
la media del tiempo invertido en cada simulación. 
 
Tabla 1: errores medios y tiempo de cómputo 
 
 Kalman Part. 50 Part. 100 Part. 400 
Error 
Posición 
0.01547 0.02654 0.01948 0.01621 
Error 
Velocidad 
0.00268 0.00278 0.00237 0.00222 
Tiempo de 
cómputo 
0.07126 s 0.18782 s  0.26688 s  0.78438 s  
 
Decir, sobre todo a la hora de dar significado a los 
tiempos de cómputo, que los algoritmos han sido 
implementados en MATLAB 6.5 y las simulaciones 
se han ejecutado en un Pentium IV a 3 Ghz, con 384 
MB de RAM. 
 
Se aprecia en la tabla que con 100 partículas los 
errores usando el FK y partículas son ya de la misma 
magnitud. Por encima de 100 partículas no se aprecia 
una mejora significativa 
 
5.2  EXPERIMENTO 2: PÉRDIDA DE LOS 
DATOS DEL SENSOR 
 
En este segundo experimento, la entrada es la misma 
que en el experimento anterior, pero entre los 
instantes de tiempo t=50s y t=150s se supone que el 
sensor deja de dar datos válidos, no pudiéndose 
ejecutar la fase de corrección en el FK ni de 
actualización en el FP. En las figuras 9 y 10 se 
comparan los errores cometidos en la estimación  
usando el FK (en azul –más oscuro si B/N- con 
puntos) y el FP (en rojo).  Los experimentos se han 
realizado  con 50 y 100 partículas, figuras 9 y 10 
respectivamente. En estas gráficas, se observa que 
para este experimento el comportamiento del FP es 
mejor que el del FK incluso para M=50 
 
5.3  CONCLUSIONES 
 
A la vista de los resultados mostrados arriba, se puede 
concluir que el FP proporciona resultados de calidad 
similar a los obtenidos por el FK, con la ventaja de 
que los modelos de ruido no tienen porqué ser 
Gaussianos. Por supuesto, su principal desventaja 
respecto al FK es el tiempo de cómputo, casi 4 veces 
mayor usando 100 partículas. Sin embargo recordar 
que los datos mostrados en la Tabla 1 muestran el 
tiempo transcurrido en 300 iteraciones, por lo que una 
iteración sólo tardaría 0’8896 ms, lo que podría ser 
suficientemente rápido para cualquier aplicación 
típica de control en tiempo real. También hay que 
tener en cuenta que el algoritmo se ha implementado 
en MATLAB, por lo que es de esperar un 
comportamiento más rápido implementándolo en un 
lenguaje más eficiente como C.  
En futuros desarrollos se abordará la tarea de 
confirmar, mediante experimentos reales, el buen 
comportamiento del FP observado en las 
simulaciones 
 
 
Figura 9: error cometido en la estimación de la 
posición (arriba) y en la velocidad (abajo) usando el 
FP (50 partículas) y el FK 
 
 
Figura 10: error cometido en la estimación de la 
posición (arriba) y en la velocidad (abajo) usando el 
FP (100 partículas) y el FK 
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Resumen 
 
En este trabajo se presentan los resultados 
obtenidos en la realización de la segmentación por 
color de imágenes, empleando diferentes espacios 
de color y criterios de decisión, centrándose, en un 
primer lugar en la identificación de la piel para, 
posteriormente, realizar el seguimiento de una 
mano en movimiento. A continuación, para 
realizar dicho seguimiento, se ha aplicado la 
técnica de contornos activos estudiando a su vez su 
comportamiento en diversas condiciones. Como 
extensión a los resultados obtenidos se han 
aplicado ambas técnicas al seguimiento del 
movimiento de un brazo robot. 
 
Palabras clave: Espacios de color, Segmentación 
de Imágenes, Clasificador Estadístico, Contornos 
Activos, Snakes 
 
 
1. INTRODUCCIÓN 
 
El seguimiento de objetos en una secuencia de 
imágenes es una de las tareas que más comunes 
dentro del campo de la visión artificial. Para 
desarrollar esta tarea existen diferentes técnicas 
como son imágenes en diferencia, correspondencia 
entre características, el cálculo de de flujo óptico, o 
la aplicación de snakes, entre otras. 
 
En este trabajo, se han aplicado contornos activos a 
la imagen resultante de la segmentación por color 
siendo ésta otra de las técnicas más empleadas 
dentro de la visión artificial. Existen diversos 
trabajos sobre la segmentación de la piel frente a 
fondos de imagen no uniformes. Partiendo de este 
hecho ha sido de nuestro interés realizar la 
segmentación de una mano frente a objetos de 
madera, para comprobar si poseen características 
de color muy similares como parece a priori. Por lo 
que se ha realizado el estudio previo que se 
presenta a continuación. 
 
2. ESPACIOS DE COLOR 
 
El ojo humano percibe los colores en función de la 
longitud de onda que reflejan los objetos. Por lo 
que si las condiciones de iluminación varían 
también se modifica la forma en la que se percibe 
un mismo color. Sin embargo, el color se puede 
considerar como una de las características más 
importantes que definen a los objetos, lo que hace 
buscar soluciones a los problemas que plantean 
dichas variaciones de iluminación. 
Como ya es conocido existen diversos espacios de 
color para la representación de imágenes, entre los 
cuales se encuentran el espacio RGB, el espacio 
HSV, o el espacio YCbCr. 
 
2.1 ESPACIO RGB 
 
Es el modo más utilizado en dispositivos de 
imagen que emiten luz, como televisiones o 
monitores. Este espacio de color presenta las 
imágenes como una combinación de los tres 
colores primarios rojo (R), verde (G), y azul (B). 
 
BGRX ++=          (1) 
 
donde x es el valor de color que puede tomar un 
píxel de la imagen. 
Esta representación  no hace distinción entre la 
luminosidad y la información del color, por lo que 
los algoritmos de segmentación de color realizados 
en este espacio no suelen ser demasiado robustos 
ante variaciones en las condiciones de iluminación. 
 
2.2 ESPACIO HSV 
 
El espacio de color HSV sí efectúa una separación 
entre luminosidad e información del color. Lo hace 
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definiendo por separado las componentes de tono, 
brillo y saturación. 
El tono (H) se refiere a la longitud de onda 
reflejada o emitida por un objeto. 
La saturación (S) es la intensidad del color. 
El brillo (V), también llamando luminancia, se 
refiere a la claridad u oscuridad relativa a cada tono 
de color. 
La transformación de RGB a HSV viene dada por 
las siguientes ecuaciones: 
 
))(()(
))()((2
1
cos
2 BGBRGR
BRGR
arH
−−+−
−+−=      (2) 
 
BGR
BGRS ++−=
),,min(31   (3) 
 
)(3
1 BGRV ++=   (4) 
 
Las componentes H y S representan la 
cromaticidad, mientras que la componente V hace 
referencia a la luminosidad. 
Este hecho, hace que los algoritmos de 
segmentación basados en este espacio de color no 
sean tan sensibles a variaciones de iluminación 
como lo pueden ser los basados en el espacio RGB. 
 
2.3 ESPACIO YCbCr (YUV) 
 
La transformación de RGB a YCbCr viene dada por 
las ecuaciones (5), (6), (7). La obtención de la 
luminosidad se realiza como la suma de los colores 
primarios asignando a cada uno un peso específico, 
 
BGRY 114.0587.0299.0 ++=         (5) 
 
y la obtención de la información del color se 
obtiene a través de las componentes Cb y Cr. 
 
YBCb −=         (6) 
 
YRCr −=         (7) 
 
Este espacio de color es bastante utilizado en tareas 
de segmentación de color de piel ya que como 
reflejan las ecuaciones separa, al igual que el 
espacio HSV, las componentes de la luminosidad y 
la crominancia, haciendo que los algoritmos sean 
más robustos ante las variaciones de la 
iluminación. 
 
2.4 ENSAYOS SOBRE IMÁGENES 
 
Para hacer un pequeño estudio sobre el 
comportamiento de la piel, madera, y fondo en 
estos espacios de color, se han tomado varias 
imágenes con pequeñas variaciones en la 
iluminación, en las que se ha seleccionado zonas de 
interés como son zonas de piel, zonas de madera, y 
zonas de fondo. 
Las imágenes se han dividido en dos grupos, un 
primer grupo de entrenamiento a partir del cual se 
realizan todos los cálculos, y un segundo grupo de 
prueba. La Figura 1 muestra una de las imágenes 
del grupo de prueba. 
 
Figura 1. Imagen capturada 
 
Se han realizado las correspondientes 
transformaciones de color sobre dichas imágenes, y 
se ha realizado un análisis de la distribución de 
píxeles en los tres espacios de color, mostrando los 
resultados para color de piel, en color verde, color 
madera, en color amarillo, y fondo de las imágenes, 
en color azul. 
Para el espacio RGB los resultados obtenidos son 
los siguientes: 
  
Figura 2. Distribución de píxeles en formato RGB 
 
Se puede observar en la Figura 2 como los píxeles 
pertenecientes tanto a la piel como los 
pertenecientes a la madera se extienden de una 
forma lineal a lo largo del rango de valores RGB, 
encontrándose los grupos de píxeles de cada 
elemento muy solapados entre si. 
 
Para el espacio HSV se obtuvieron los resultados 
que se muestran en la Figura 3. Se puede observar 
cómo la distribución de los píxeles tanto de la piel 
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como de la madera se produce a lo largo de todo el 
rango de valores de Tono (H), y cómo los 
diferentes grupos de píxeles se encuentran bastante 
solapados. 
 
Figura 3. Distribución de píxeles en formato HSV 
 
A continuación se muestran los resultados 
obtenidos para el espacio de color YCbCr  
 
 
Figura 4. Distribución de píxeles en formato YCbCr
 
En la Figura 4 se puede ver cómo los píxeles tanto 
de piel como de madera se encuentran 
concentrados en una determinada zona del rango 
CbCr, existiendo entre ambas una cierta zona de 
solapamiento. 
 
A la vista de los resultados para realizar una 
discriminación entre lo que es piel, madera y fondo 
se decidió generar funciones de distribución de 
probabilidad para cada uno de los estos objetos de 
estudio, teniendo en cuenta que el objetivo final es 
realizar la segmentación de la piel con el resto de la 
imagen, si bien era de esperar que para los espacios 
de color RGB y HSV no se iban a obtener 
resultados satisfactorios debido a la elevada 
desviación que presentan los píxeles tanto de piel 
como de madera a lo largo de sus respectivos 
rangos. 
 
 
3. CLASIFICACIÓN 
 
Para realizar la identificación de los píxeles que 
pueden pertenecer a la piel, madera, o fondo, se 
definieron tres clases: clase piel, clase madera, 
clase fondo, y se crearon, a partir de una base de 
datos obtenida de varias imágenes de 
entrenamiento, las funciones de probabilidad 
correspondientes para cada una ellas con las que se 
puedan representar los valores de las características 
de cada clase, por ejemplo los valores de Crb y Cr 
de la clase piel.  
 
Estas funciones de densidad de probabilidad [2],[5] 
se crean a partir de la ecuación de distribución 
gaussiana (8) 
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e
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donde 
c es el vector de características (Cb ,Cr, H, …) 
µs representa la media de los valores de las 
características, y aporta información sobre el punto 
donde se agrupan dichas características, ecuación 
(9) 
 Σs es la matriz de covarianza e indica cómo se 
agrupan las características entorno a la media, 
ecuación (10) 
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Se han implementado las funciones de densidad de 
probabilidad para los espacios GB, RG, y, RB, 
existiendo en los tres casos un alto grado de 
solapamiento entre las tres clases, como por 
ejemplo se puede ver en la Figura 5 para el espacio 
GB.  
 
Figura 5. Función de densidad de probabilidad para 
clase piel, clase madera y clase fondo. (GB) 
 
Para RG, y RB el resultado obtenido es similar al 
que se muestra en la figura por lo que se omite la 
presentación. 
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Para el formato HSV las funciones de densidad 
obtenidas igualmente presentan un alto grado de 
superposición entre las tres clases tal y como se 
aprecia en la representación tridimensional. 
Figura6  
 
Figura 6. Función de densidad de probabilidad para 
clase piel, clase madera y clase fondo.(HS) 
 
Si se analizan las gráficas obtenidas para el espacio 
de color YCbCr, la función de densidad de 
probabilidad obtenida para la clase piel se 
encuentra diferenciada del resto, presentando 
únicamente una pequeña zona de solapamiento con 
la clase fondo. Además se observa que la función 
de densidad correspondiente a la clase madera, está 
casi en su totalidad incluida en la clase fondo y 
diferenciada de la clase piel, Figura 7, y Figura 8. 
 
 
Figura 7. Función de densidad de probabilidad para 
clase piel, clase madera y clase fondo. CbCr 
 
 
     
Figura 8. Funciones de densidad de probabilidad 
A la vista de estos resultados se decidió incluir la 
clase madera dentro de la clase fondo, reduciendo 
las clases a clase piel y clase no piel. Por otra parte 
debido al alto grado de solapamiento entre las tres 
clases para los espacios RGB y HSV la aplicación 
de un clasificador bayesiano no iba a generar 
resultados satisfactorios en la segmentación, por lo 
que se decidió trabajar con el espacio de color 
YCbCr.   
 
Ya que las características del color no separan bien 
las clases definidas debido a su superposición en la 
distribución a lo largo de sus respectivos rangos, se 
ha utilizado un clasificador estadístico que emplea 
las distribuciones de probabilidad que caracterizan 
cada clase. 
 
Según el teorema de Bayes [2] 
 
)()|()()|(
)()|()|(
nopielpnopielcppielppielcp
pielppielcpcpielp +=
 (11) 
 
donde : 
 
p(piel|c) representa la probabilidad a posteriori, es 
decir, la probabilidad de que un píxel de la clase 
piel posea las características c. 
p(c|piel) representa la probabilidad de que un píxel 
de la imagen sea un píxel perteneciente a la clase 
piel. 
p(piel) representa la probabilidad a priori de que un 
píxel de la imagen pertenezca a la clase piel Madera Fondo p(nopiel) análoga a p(piel) 
Piel Se ha considerado que tanto p(piel) como p(nopiel) 
tienen la misma probabilidad de ocurrir, por lo que 
se les ha asignado a ambas el valor 0.5. 
 
La regla de clasificación empleada es  
 
clase piel  si p(piel|c)>p(nopiel|c) 
clase no piel  si p(nopiel|c)>p(piel|c) 
 
En la Figura 9 se muestran dos de las imágenes que 
pertenecían del grupo de prueba y a las que se les 
aplicará el clasificador por color bayesiano. 
   
Madera 
Piel 
Figura 9. Imágenes de prueba 
 
La Figura 10 presenta el resultado de la 
segmentación utilizando como criterio de decisión 
la regla de clasificación mencionada. 
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La figuras binarizadas corresponden al resultado de 
haber aplicado a la imagen segmentada las 
transformaciones morfológicas, de binarización, 
cierre y llenado de huecos. Figura 10 
 
 
Figura 10. Imágenes segmentadas 
 
Otro criterio de decisión fue el tomado a partir de 
las funciones de probabilidad calculadas mediante 
el clasificador bayesiano con las que se generó una 
imagen en escala de grises que representa los 
valores de p(piel|c). Para la obtención de las 
imágenes binarias se estableció un umbral que 
discriminara los valores más bajos de la 
probabilidad para la clase piel y se aplicaron las 
mismas operaciones morfológicas que en el caso 
anterior. Las imágenes de la parte superior de la 
Figura 11 muestran el resultado de la 
segmentación. 
 
Figura 11. Imágenes segmentadas 
 
Como se aprecia tanto en la Figura 10 como en la 
Figura 11, existen varias zonas en la imagen que 
han sido clasificadas como clase piel cuando en 
realidad pertenecen al fondo. Aún así, la 
segmentación se puede dar como aceptable, aunque 
susceptible de mejoras. 
4. CREACIÓN DE SNAKES 
 
Una vez realizada la segmentación por color para 
seguir el movimiento de la mano se generan 
contornos activos que se adaptan tanto al cambio 
de posición como de forma del objeto aplicado. 
 
Un contorno activo se puede representar como una 
curva paramétrica v(s,t), [1], [3], [4], dada por la 
ecuación (12) 
 
Ttstsytsxtsv ∈Ω∀= )),(),,((),(       (12) 
 
donde s es el índice espacial definido para el 
intervalo Ω, y t es el tiempo definido en el 
intervalo T. 
 
Esta curva, en la imagen, va modificando su forma 
hasta encontrar el mínimo de la función de energía 
[6], Esnake, definida en la ecuación (13) 
 
[ ] dsvEvEvE ExtIntsnake ∫
Ω
+= )()(21)(     (13) 
 
donde  
 
EInt, son las energías internas, que aportan 
restricciones de suavidad y están formadas por la 
suma de las energías elásticas, ecuación (14),  y las 
energías de flexión, ecuaciones (15), (16) 
respectivamente 
 
EInt= EElastic,+ EBending  (14) 
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donde α, constante de tensión, y β constante de 
rigidez, dan peso a sus respectivas energías a lo 
largo de la curva. 
 
EExt, son las denominadas energías externas, y 
hacen que la snake vaya hacia los límites buscados 
en la imagen. Vienen definidas por la ecuación(17) 
 [ ]2),(*),()( ⎥⎦⎤⎢⎣⎡∇= yxIyxGkvEEst σ     (17) 
 
donde ∇ es operador gradiente, k constante, 
Gσ(x,y) es una función gaussiana con una 
desviación estándar σ, e I(x,y) es una imagen en 
escala de grises. Si la imagen I(x,y) está filtrada de 
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forma que contenga bordes, como va a ser el caso 
de este trabajo, la energía externa puede 
simplificarse y venir dada por  
 
),(*),()( yxIyxGkvEEst σ=  (18) 
 
El contorno activo que minimice la Esnake deberá 
cumplir la siguiente ecuación de Euler 
 
0)()( .
''''' =∇−− ExtEsvsv βα  (19) 
 
es decir, tienen que igualarse las fuerzas internas y 
las externas.Para encontrar una solución a la 
ecuación (19), se realiza una discretización. 
Finalmente se tendrá un contorno v(s) representado 
por una serie de puntos de control v0, v1,…, vn-1, y 
una matriz K en la que estarán incluidas todas las 
constantes de peso de las energías, [5]. 
 
En la implementación de las snakes se ha incluido 
un algoritmo que reconoce si el objeto está o no 
dentro de la imagen, y en ese caso, en qué zona de 
la imagen se encuentra. Para ello la imagen se 
encuentra dividida en zona superior, inferior, 
derecha, e izquierda. Con esta información 
podremos calcular exactamente la orientación que 
debe tener la curva con la que se inicializa 
automáticamente la snake. Si el objeto se encuentra 
totalmente dentro de la imagen, la curva de 
inicialización se crea como una circunferencia 
centrada en el centro de masas del objeto, y con un 
radio proporcional a las dimensiones de dicho 
objeto. 
 
Si parte del objeto está fuera de la imagen la curva 
de inicialización es la mitad de una elipse cuyo 
centro se sitúa en el centro del objeto y con radio 
mayor y menor obtenidos de las dimensiones de 
dicho objeto, con lo que se generará un contorno 
activo abierto. Después de una primera curva de 
inicialización el contorno activo sufre sucesivas 
transformaciones que hacen que el valor de la 
curva tienda al mínimo de energía buscado. 
 
Para mantener el contorno activo abierto, en las 
ecuaciones que deforman la snake se ha 
introducido una discontinuidad entre dos de los 
puntos de control que lo forman, desligando de este 
modo las energías que relacionan ambos puntos. 
 
En la Figura 12, (imágenes con diferentes 
iluminaciones y orientaciones), se muestran, tras 
haber realizado la segmentación por color, los 
contornos activos abiertos aplicados a la primera 
imagen perteneciente a una secuencia de imágenes, 
y su evolución a lo largo del tiempo. 
 
 
 
Figura 12. Snakes aplicadas a imágenes de prueba 
 
 
5. SEGUIMIENTO DE UN BRAZO 
ROBOT EMPLEANDO SNAKES 
 
Una aplicación que puede resultar interesante es 
realizar el seguimiento del movimiento de un brazo 
robot. En este caso se emplearon dos cámaras que 
captan imágenes de los desplazamientos del robot. 
La iluminación captada por una y otra cámara es 
diferente debido a su localización. Al igual que se 
realizó para el proceso de detección de una mano, 
se ha realizado la segmentación por color del robot 
en el espacio YCbCr, y se han aplicado sobre las 
imágenes segmentadas la técnica de las snakes.    
La primera de las imágenes muestra cómo existen 
zonas donde el contorno activo no se ajusta 
perfectamente al objeto.  
  
Figura 13. Contornos activos abiertos 
 
Este problema suele desaparecer en las imágenes 
sucesivas, siempre y cuando el movimiento 
producido entre ellas no sea demasiado elevado, en 
cuyo caso la snake puede llegar a encontrar 
mínimos no deseados y por lo tanto no ajustarse de 
forma correcta a la imagen. 
 
Las imágenes de la Figura 14 muestran los mismos 
movimientos del robot tomados desde otra cámara 
y su snake correspondiente. La inicialización para 
este caso se realiza por medio de un círculo (curva 
cerrada debido a que está completamente dentro la 
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imagen) situado en el centro del objeto y con un 
radio aproximado a sus dimensiones. 
  
Figura 14. Contornos activos cerrados 
 
Si se aplicara un contorno cerrado para el caso de 
una imagen cuyo objeto de estudio estuviera parte 
fuera de la imagen, el resultado no sería 
satisfactorio, ya que parte de la curva de 
inicialización de la snake queda fuera de la imagen, 
y al ser sometida al ajuste y deformación ya en la 
primera iteración perderá parte de los puntos que la 
forman haciendo como se puede observar en la 
Figura 15 que la adaptación al objeto se realice de 
forma incorrecta. 
 
Figura 15. Problema de los contornos activos  
 
Además si el objeto es excesivamente pequeño, la 
snake convergerá hacia mínimos no deseados 
haciendo que la snake quede atrapada en ellos, tal y 
como se puede apreciar en la Figura 16 donde 
además se muestra el mismo caso, pero 
solucionando este problema al aplicar un contorno 
activo abierto. 
 
  
 
Figura 16. Problema de los contornos activos  
 
 
6. CONCLUSIONES 
 
Se han creado funciones de distribución de 
probabilidad en varios espacios de color, para 
objetos madera, color piel, y fondo, obteniendo los 
mejores resultados con el formato YCbCr. Se ha 
comprobado como la distribución de densidad de 
color de la piel humana, y de madera están 
diferenciadas, y que las características que 
pertenecen a la madera se pueden englobar en 
características que definen un fondo.  
 
Posteriormente se ha realizado la identificación de 
la mano empleando un clasificador clasificado 
estadístico de tipo bayesiano, obteniendo 
resultados satisfactorios, aunque existen pequeñas 
zonas segmentadas incorrectamente. Una posible 
mejora en la segmentación por color es el empleo 
de redes neuronales que una vez entrenadas 
realicen una mejor distinción entre los elementos 
de la imagen que sean piel y lo que no.  
 
Se ha comprobado como el empleo de contornos 
activos es con la segmentación por color y 
clasificación bayesiana, una buena opción a la hora 
de realizar el seguimiento de objetos en 
movimiento, creando además contornos activos 
abiertos que permiten una mejor adaptación a 
objetos que no están completamente dentro de la 
imagen. 
 
Las snakes se han aplicado además de para el caso 
del  seguimiento de una mano,  para el de un brazo 
robot. Ya que dicho movimiento se ha capturado a 
través de dos cámaras, el siguiente paso dentro de 
esta técnica será la realización de una superficie 
definida por snakes que proporcione información 
tridimensional acerca de dicho movimiento. 
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Resumen  
 
La posibilidad de disponer de un sistema de control 
que permita realizar un barrido del ciclo de servicio 
en la modulación de ancho de pulso (PWM, Pulse 
Width Modulation), tanto en sentido ascendente  
(desde 0 hasta 1), como descendente (desde 1 hasta 
0), así como la realización de barridos a intervalos  
discretos (0%-10%, 10%-20% ,….……,90%-100%), 
proporciona además de un control adicional sobre el 
convertidor, un método de evaluación de la respuesta 
de dicho convertidor, tanto en todo el rango del ciclo 
de servicio, como a intervalos. En este trabajo 
mostramos el diseño y la implementación de una 
tarjeta de ensayo, que permite realizar el barrido del 
ciclo de servicio, por tramos, y en todo el rango, así 
como para distintas frecuencias; esta tarjeta será 
utilizada para controlar un convertidor CC-CC, que 
a su vez permitirá la obtención de las curvas tensión-
corriente (I-V) de un módulo fotovoltaico. 
 
Palabras Clave: Barrido y Control del ciclo de 
servicio, Microcontrolador, convertidores CC-CC, 
módulos fotovoltaicos. 
 
 
 
1 INTRODUCCIÓN 
 
La técnica de modulación PWM es ampliamente 
utilizada en muy diferentes esquemas de control de 
convertidores de potencia, principalmente se basa en 
la modulación del ancho de un pulso (TON), mientras 
su periodo (TS) se mantiene constante, esto permite 
que los dispositivos electrónicos que forman el 
convertidor actúen en conmutación, y por tanto con 
las mínimas pérdidas [1-2]. 
 
La relación entre el ancho de pulso y el periodo se le 
denomina ciclo de servicio (D), y esto permite 
establecer los dos parámetros característicos de una 
señal PWM: el ciclo de servicio y la frecuencia de 
oscilación, que dará origen a la frecuencia de 
conmutación para los interruptores de potencia. 
 
En el presente trabajo se presenta un método de 
realización del barrido de D (desde 0 hasta 1 y 
viceversa) empleando un microcontrolador, para 
distintas frecuencias y diferentes intervalos de 
duración del incremento y decremento de dicho ciclo 
de servicio.  
 
Finalmente aplicaremos el barrido del ciclo de 
servicio obtenido para controlar un convertidor CC-
CC, que a su vez reproducirá la curva I-V de un 
módulo fotovoltaico. 
 
2 BARRIDO DEL CICLO DE 
SERVICIO MEDIANTE µC. 
 
El microcontrolador (µC) utilizado para implementar 
el barrido del ciclo de servicio es el PIC18F252 de 
Microchip, las características principales de este 
dispositivo pueden ser resumidas en las siguientes: 
emplea una arquitectura tipo RISC (Reduced 
Instruction Set Computer, arquitectura de procesador 
con juego reducido de instrucciones) para la unidad 
de control con un conjunto de 75 instrucciones, 
utiliza una memoria tipo FLASH (memoria 
programable no volátil de bajo consumo) de 32K de 
tamaño, más rápida y de mayor densidad que la 
memoria EEPROM, tolerando más escritura/borrado 
que ésta, de 256 bytes, la memoria de datos RAM 
tiene una capacidad de almacenamiento de 1536 
bytes, dispone de 17 fuentes de interrupciones, tres 
puertos E/S, cuatro temporizadores internos, dos 
módulos Capture/Compare/PWM (CCP) que 
proporcionan señales moduladas en anchura de pulso, 
y un módulo de transmisión y recepción asíncrono y 
direccionable estándar (USART, Universal Serial 
Asynchronous Receiver Transmitter) es uno de los 
dos módulos de E/S serie. Este módulo es el que se 
usa para la comunicación serie con el PC. 
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Los dos módulos CCP, son denominados CCP1 y 
CCP2 (ambos módulos son prácticamente idénticos), 
contienen un registro asociado (CCPR1 y CCPR2) de 
16 bits que puede trabajar como: Registro de 16 bits 
de Captura, Registro de 16 bits de Comparación, y 
Registro de Ciclo de Servicio del PWM.  
La figura 1 muestra un diagrama de bloques 
simplificado del módulo CCP1 en modo PWM a 
nivel de registros. Los diagramas de flujo de los 
datos en el PIC cuando genera la señal PWM se 
muestran en la figura 2. 
 
 
Figura 1: Diagrama de bloques simplificado del 
módulo CCP1 en modo PWM 
 
El programa que gestiona el barrido del ciclo de 
servicio, ha sido desarrollado en lenguaje C, y 
modifica gradualmente (incrementa o decrementa) la 
duración de Ton,. Se ha dotado al sistema de la 
posibilidad de seleccionar mediante cinco pulsadores 
y un microinterruptor, un valor de frecuencia entre 
diez posibles, en el rango de 10KHz a 100KHz, a 
intervalos de una década. 
 
Al ser pulsado uno de los pulsadores para establecer 
un valor de frecuencia concreto, se pone en marcha 
un mecanismo de tratamiento de la interrupción 
provocada que empieza con la identificación del 
pulsador accionado. 
Mediante software también es posible establecer, 
intervalos de recorrido del ciclo de servicio entre el 
0% y el 100%. 
 
3 DESCRIPCIÓN DE LA 
APLICACIÓN. 
 
3.1 Convertidores DC/DC como emuladores de 
resistencia variable. 
 
Los convertidores DC/DC son muy empleados en 
aplicaciones donde se requiere obtener una tensión 
media de salida que puede ser mayor o menor que la 
aplicada a su entrada, gobernando los tiempos en que 
el interruptor principal del convertidor conduce o no-
conduce (técnica PWM), generalmente a frecuencia 
constante. A la relación entre el intervalo de tiempo 
en el que el interruptor esta cerrado (TON) y el 
periodo de conmutación (T), se le denomina ciclo de 
servicio (D). 
 
 
 
Figura 2: Diagramas de flujo del programa del PIC. 
 
Tanto en el modo de funcionamiento con corriente 
continuada (CCM, Continuous Conduction Mode), 
como en el modo discontinuo (DCM, Discontinuous 
Conduction Mode), las diferentes topologías pueden 
ser asemejadas a un transformador de corriente 
continua [3-6], donde la relación de transformación 
puede ser controlada electrónicamente variando el 
ciclo de servicio D del convertidor en el rango [0,1].  
 
Suponiendo convertidores sin pérdidas, puede 
demostrarse [7-9] que las estructuras Reductoras-
Elevadoras son las únicas capaces de reproducir a su 
entrada una resistencia en el intervalo [0,∞). Una de 
las topologías que es capaz de reproducir todo el 
rango resistivo, es la topología SEPIC (Single-ended 
primary inductance converter), cuyo circuito 
eléctrico es mostrado en la figura 3. 
 
3.2 Generador Fotovoltaico (FV). 
 
La relación entre la tensión (V) y la corriente (I) 
proporcionada por un módulo fotovoltaico puede ser 
descrito mediante la expresión exponencial 
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simplificada propuesta por Gow y Manning [10], 
ecuación (1). 
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Figura 3: Circuito eléctrico de la estructura SEPIC. 
 
 
 
Figura 4: Características I-V y P-V de un panel 
fotovoltaico. 
 
Donde nP y nS indican el número de células 
conectadas en paralelo y en serie; RP y RS las 
resistencias intrínsecas paralelo y serie asociadas a la 
célula, K es la constante de Boltzman (1.38·10-23 J/K) 
y q es la carga del electrón. El factor A determina la 
desviación de las características de una unión p-n 
ideal, e IS es la corriente inversa de saturación, que 
presenta una dependencia con la temperatura del 
panel. IL representa la corriente (foto corriente) 
generada por la radiación solar (S). Dicha corriente 
exhibe una relación sensiblemente lineal respecto de 
la radiación y la temperatura.  
 
La expresión (1) (considerando la dependencia de sus 
parámetros con T y S), proporciona las denominadas 
curvas I-V teóricas de un panel fotovoltaico [11-14], 
y el producto de ambas magnitudes la potencia 
suministrada. En la Figura 4 se muestran las curvas 
de un panel determinado, así como la dependencia de 
estas variables con la temperatura y la radiación 
solar.  
 
 
4 SISTEMA EXPERIMENTAL. 
 
La estrategia descrita en al sección 2, ha sido 
implementada físicamente para obtener la curva I-V 
de un módulo fotovoltaico de unos 100W, para lo 
cual se ha seguido el esquema mostrado en la figura 
5.  
 
En la figura 6, se muestra una fotografía de la placa 
de ensayo implementada, aquí se puede apreciar los 
cinco pulsadores (junto con sus respectivos circuitos 
antirrobotes) y el microinterruptor, que permiten 
seleccionar uno de los 10 valores discretos de 
frecuencia (en el rango 10KHz a 100KHz).  
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Figura 5: Diagrama de bloques del esquema 
experimental.   
 
Figura 6: Placa de ensayo. 
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Se han añadido también señales ópticas, que junto 
con el correspondiente serigrafiado de la placa, 
permiten identificar rápidamente la frecuencia 
seleccionada. 
 
En la figura 7, se muestra la placa donde se ha 
implementado el driver que permite accionar al 
Mosfet de potencia a partir de la señal generada por 
el microcontrolador, además del montaje del 
convertidor CC-CC en su versión SEPIC. 
 
 
Figura 7: Driver de excitación y estructura SEPIC. 
 
 
 
Figura 8: Diferentes ciclos de servicio y frecuencias 
medidos. 
 
Figura 9: Curva I-V medida con el osciloscopio. 
 
 
La figura 8 muestra tres señales de distintas 
frecuencias y ciclos de servicio generados por la 
placa de ensayo, y capturados por los tres canales de 
un osciloscopio digital. Así mismo, en la figura 9 
aparece la curva I-V capturada por el mismo 
osciloscopio en modo X-Y, donde el canal 1 (la 
tensión en los extremos del panel) es representado en 
el eje X y el canal 2 (la corriente suministrada por el 
módulo FV) es representada en el eje Y. Si bien la 
tensión en dicho panel ha sido medida directamente, 
la corriente proporcionada ha sido medida mediante 
una sonda basada en el efecto de Hall.  
 
Para resaltar los puntos de la curva I-V se ha ajustado 
la persistencia del osciloscopio hasta valores que 
permiten una representación clara. 
 
 
5. CONCLUSIONES. 
 
En el presente trabajo se ha descrito un método para 
realizar el barrido del ciclo de servicio de la 
modulación PWM mediante un microcontrolador, 
junto con sus diferentes opciones. El diseño de una 
placa de ensayo donde implementar la estrategia de 
control ha permitido evaluar la capacidad del 
convertidor SEPIC para reproducir la curva I-V de un 
módulo fotovoltaico. 
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Resumen
En este trabajo se presenta el estado actual del tra-
bajo realizado en el Instituto de Automa´tica Indus-
trial para el desarrollo de una interfaz de control
basada en sen˜ales de electroencefalograf´ıa (EEG).
Uno de los problemas de los sistemas de inter-
faz basados en EEG es la presencia de ruidos en
la sen˜al que enmascaran los cambios sutiles en
las caracter´ısticas de estas sen˜ales. El algoritmo
aqu´ı presentado explora la sen˜al en busca de cam-
bios en los para´metros de frecuencia que caracter-
izan las sen˜ales. Para el ana´lisis de frecuencia
se han probado dos aproximaciones distintas, el
ana´lisis con la transformada de Fourier y el proce-
sado de las bandas de frecuencias con un banco de
filtros pasa-banda digitales. La posibilidad de im-
plementacio´n de ambos algoritmos en tiempo real
nos puede brindar una implementacio´n del control
online basado en BCI con datos fiables.
Palabras clave: BCI, FFT, EEG, Validacio´n de
datos.
1 Introduccio´n
Una de las l´ıneas de investigacio´n del grupo de
bioingenier´ıa del Instituto de Automa´tica Indus-
trial es el desarrollo de ayudas te´cnicas a la dis-
capacidad, como el proyecto MANUS [2] en el que
se desarrollo´ una pro´tesis de mano multifuncional
controlada por sen˜ales de electromiograf´ıa (EMG).
Esta pro´tesis an˜ad´ıa a las pro´tesis comerciales ac-
tuales el movimiento de prono-supinacio´n de la
mun˜eca y la posibilidad de un mayor nu´mero de
agarres por el movimiento del pulgar en dos planos
diferentes.
Para la utilizacio´n de un dispositivo de ayuda a la
discapacidad como MANUS, el usuario necesita el
control voluntario de un grupo muscular, que en
algunos casos no es posible. En estos casos se hace
imperativo la utilizacio´n de otros canales de infor-
macio´n, estos canales pueden ser de los ma´s distin-
tos como el movimiento de la cabeza, movimiento
de los ojos, o las sen˜ales de EEG. Actualmente
en el Instituto de Automa´tica Industrial se esta´
desarrollando un sistema de control basado en las
sen˜ales de EEG.
Los sistemas de control BCI, cuyo desarrollo se
inicio´ en los u´ltimos an˜os, esta´n pensados inicial-
mente para el control de interfaces de comuni-
cacio´n para personas con niveles de discapacidad
muy elevados, como los pacientes que sufren los
estados ma´s adelantados de patolog´ıas como la es-
clerosis multiple, o los pacientes que sufren ac-
cidentes en la me´dula en niveles elevados de la
columna vertebral.
La investigacio´n en el campo de la interfaz di-
recta entre cerebro y ordenador posee dos ver-
tientes con enfoques muy diferenciados por el tipo
de sen˜al utilizada, de un lado los sistemas no-
invasivos basados en EEG y los sistemas invasivos,
basados en electrodos implantados en la corteza
cerebral para la captura de la actividad cerebral.
A continuacio´n se presenta las caracter´ısticas de
la sen˜al EEG, las caracter´ısticas de los principales
tipos de ruidos que se puede encontrar en la sen˜al
EEG y se presenta una propuesta de algoritmo de
validacio´n de los datos de EEG para su posterior
utilizacio´n en un sistema de control de una interfaz
basada en EEG.
2 La sen˜al de Electroencefalograf´ıa
La sen˜al de Electroencefalograf´ıa (EEG) aparece
en la superficie del cuero cabelludo proveniente de
la interaccio´n de la actividad ele´ctrica en distintos
puntos del cerebro. Cada uno de estos puntos del
cerebro genera una actividad ele´ctrica diferente,
esta actividad se suma en el volumen del cerebro
y se filtra por las sucesivas capas de distintas car-
acter´ısticas ele´ctricas existentes entre el cerebro y
la superficie de la piel. Este filtrado atenu´a las al-
tas frecuencias de las sen˜ales y adema´s realiza una
mezcla espacial de las sen˜ales, resultando en una
sen˜al EEG que refleja sen˜ales generadas por todo
el volumen del cerebro. Por el filtrado espacial de
los tejidos, se aprecia un nivel de actividad comu´n
en todas los canales[3].
El ana´lisis cla´sico de la sen˜al EEG se basa en
separar la actividad registrada en distintas ban-
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das de frecuencia, definidas entre 0.5 y 30 Hz,
aproximadamente. Por las caracter´ısticas de fil-
trado de los tejidos intermediarios entre el cerebro
y los electrodos, frecuencias superiores a 40 Hz
no poseen amplitud diferenciable del ruido de la
sen˜al.
2.1 Caracter´ısticas de las bandas de la
sen˜al EEG
La sen˜al de EEG se subdivide en 5 bandas prin-
cipales con distintas caracter´ısticas de frecuencia
y que representan distintas condiciones espec´ıficas
respeto a la actividad cerebral [1].
2.1.1 Alfa
La banda Alfa presenta frecuencias entre 8 y 13Hz,
aproximadamente, esta´ presente normalmente en
adultos despiertos, pero no esta´ relacionado al
procesamiento de informacio´n. La actividad en
esta banda aumenta en con el cerrar de ojos y dis-
minuye con el aumento de la actividad cerebral,
como la ejecucio´n de ca´lculos matema´ticos o con
la concentracio´n en una determinada actividad.
2.1.2 Beta
La banda Beta presenta frecuencias entre los 13Hz
y los 30Hz, esta´ presente en adultos despier-
tos, dominando la sen˜al el el caso de se estar
procesando informacio´n o resolviendo problemas
anal´ıticos. La actividad en esta banda representa,
adema´s, actividad no-sincronizada del cerebro.
2.1.3 Delta
La banda Delta presenta frecuencias entre 0.1 y
3Hz, caracteriza el suen˜o profundo y refleja el pen-
samiento inconsciente. Es el ritmo dominante en
nin˜os de hasta un an˜o. Gran parte de los indi-
viduos diagnosticados con problemas de deficit de
atencio´n aumentan la actividad en delta al inten-
tar concentrarse, al contrario de lo considerado
normal, que es un descenso de esta actividad al
concentrarse.
2.1.4 Theta
La banda Theta, con frecuencias entre 4 y 8Hz, se
intensifica en los estados de meditacio´n y oracio´n.
Es un ritmo anormal en adultos despiertos, pero
es normal en nin˜os de hasta 13 an˜os. Refleja un
estado entre el suen˜o y el estado de alerta.
2.1.5 Gama
La banda Gama, con frecuencias entre 36 y 44Hz,
esta´ presente en todo el cerebro. Una buena
memoria esta´ asociada a un ritmo bien regulado de
40Hz, tambie´n se atribuye los problemas de apren-
dizaje a una deficiencia en el ritmo de 40Hz.
De las bandas existentes en la sen˜al, las que mejor
representan la actividad consciente del cerebro
son las bandas Alfa y Beta. Por este motivo se
emplean estas bandas de frecuencia como carac-
ter´ısticas para identificar los estados de actividad
del cerebro. En la Figura 1 se aprecian algunas
de las ondas citadas, adema´s se presenta tambie´n
los picos caracter´ısticos observados en cuadros de
epilepsia.
Figura 1: Componentes de las
sen˜ales EEG. Imagen disponible en
http://butler.cc.tut.fi/ malmivuo/bem/bembook/
13/fi/1305.gif
3 Ruidos en la sen˜al EEG
Uno de los principales problemas para la imple-
mentacio´n de los sistemas de control BCI es la
presencia de ruido en la sen˜al de electroencefalo-
graf´ıa. Los principales tipos de ruidos que se
puede identificar en la sen˜al pueden ser de ori-
gen externo, como la induccio´n de tensiones a
la frecuencia de la red ele´ctrica (50Hz), ruidos
de EMG originados por la contraccio´n de algu´n
mu´sculo cercano a los electrodos, desv´ıos de la
sen˜al originados por parpadeos o los generados
por el movimiento de los ojos (Electro-oculograf´ıa,
EOG). Cada uno de estos tipos de ruidos poseen
caracter´ısticas de frecuencia propias.
3.1 Electromiograf´ıa
La sen˜al de EMG se caracteriza por presentar una
respuesta de frecuencia con actividad ma´s concen-
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trada en bandas ma´s elevadas que las bandas car-
acter´ısticas de la sen˜al EEG como se puede apre-
ciar en la Figura 2. Por estas caracter´ısticas de
frecuencia, se puede eliminar gran parte de este
ruido con un filtrado de la sen˜al. La sen˜al de EMG
suele tener la amplitud mucho ma´s grande que la
sen˜al EEG por existir menos tejido entre la fuente
de la sen˜al EMG, en este caso las unidades mo-
toras, y los electrodos, localizados sobre la piel.
3.2 Ruidos inducidos por la red
El ruido inducido por la red se caracteriza por
tener una frecuencia espec´ıfica y muy bien car-
acterizada, 50Hz en el caso de Europa, y por al-
gunas de sus harmonicas, como se puede notar
en la Figura 2f y 1h donde se aprecia una com-
ponente a 100Hz en el orden de las componentes
de baja frecuencia caracter´ısticas del EEG. Para
estas situaciones un filtrado pasa-bajas tambie´n
puede resultar eficiente y en los casos en los que
el ruido a la frecuencia de la red au´n se note en la
sen˜al, un filtrado rechaza-banda con una banda es-
trecha y centrado en la frecuencia de la red puede
minimizar ma´s todav´ıa este ruido.
3.3 Ruidos de EOG y parpadeos
Los ruidos originados de los parpadeos suelen estar
ma´s concentrados el los electrodos ma´s frontales,
por estaren localizados ma´s cerca de los ojos, pero
en algunas situaciones tambie´n se puede apreciar
este ruido en los canales ma´s alejados de los ojos.
El ruido de EOG se caracteriza por desvios en la
l´ınea base de la sen˜al EEG, estos desv´ıos pueden
ser rapidos o lentos y en general se concentran en
las posiciones ma´s frontales.
Los parpadeos, a pesar de ser resultante de una ac-
tividad muscular no presenta la misma respuesta
de la sen˜al EMG ya descrita, sino que aparece
como un desv´ıo de la l´ınea de base como los rui-
dos por EOG, pero los parpadeos son actividades
puntuales, como se observa en la Figura 2g.
El procesado inicial de los datos es de extrema
importancia para obtenerse una sen˜al con un bajo
nivel de ruido para que se pueda aplicar algunas
te´cnicas de ana´lisis no-lineal como la generacio´n
para´metros auto-regresivos que resultan ser sensi-
bles a los niveles de ruido en la sen˜al.
4 Ana´lisis de frecuencia
Las sen˜ales EEG, por su caracter´ıstica de ser
formada por la interaccio´n de muchas compo-
nentes, se acerca mucho a una sen˜al aleatoria
pero, de acuerdo con la actividad mental del
sujeto,la sen˜al se torna ma´s o menos correla-
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Figura 2: Sen˜ales EMG y EEG y sus con-
tenidos de frecuencia: a)Sen˜al EMG tomada en
el b´ıceps; b)Informacio´n de frecuencia de la sen˜al
EMG; c)Sen˜al DE EEG filtrada a partir de 40Hz,
posicio´n F4; d)Informacio´n de frecuencia de la
sen˜al EEG, posicio´n F4; e)Sen˜al de EEG contami-
nada por ruido de la red ele´ctrica (50Hz), posicio´n
F4; f)Informacio´n de frecuencia de la sen˜al de
EEG contaminada con ruido de la red, posicio´n
F4; g)Sen˜al de EEG contaminada por la red y por
un parpadeo, posicio´n F4; h)Informacio´n de fre-
cuencia de la sen˜al contaminada por la red y por
un parpadeo, posicio´n F4
cionada. Esta correlacio´n se evidencia por la
sincronizacio´n/desincronizacio´n de algunas de las
componentes de la sen˜al. Este efecto se conoce
como De/Sincronizacio´n Relacionada a Eventos
(ERS/ERD). Este efecto se puede evaluar en
el ana´lisis de frecuencia por cambios en la dis-
tribucio´n de las frecuencias.
Para el ana´lisis de frecuencia de las sen˜ales EEG
se pueden emplear distintas herramientas, como
los bancos de filtros pasa-banda, la transformada
de Fourier y el ana´lisis basado en la transformada
Wavelets. A continuacio´n se describen algunas
caracter´ısticas de la implementacio´n de un proceso
de verificacio´n de las sen˜ales para verificacio´n de
los niveles de ruido aleatorio en las sen˜ales EEG,
basado en la FFT y en bancos de filtros.
4.1 La Transformada de Fourier
La transformada de Fourier es una herramienta
cla´sica de procesado de sen˜ales que nos brinda
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informacio´n del contenido de frecuencia en una
determinada sen˜al. En este trabajo se esta´ uti-
lizando la transformada de Fourier para caracteri-
zar la sen˜al en frecuencia, este ana´lisis emplea la
FFT para generar una distribucio´n de frecuencias
de cada uno de los canales adquiridos. El ca´lculo
de la FFT se realiza a intervalos regulares y se
utiliza para la caracterizacio´n el valor absoluto de
las componentes que caracterizan las bandas Alfa
y Beta.
4.2 Bancos de filtros pasa-banda
La implementacio´n de los filtros pasa-banda, como
en Tao eta al.[4] genera a partir de las sen˜ales orig-
inales un conjunto de nuevas sen˜ales limitadas en
banda. Las caracter´ısticas de frecuencia en este
caso son la energ´ıa de cada una de las bandas de
cada uno de los canales. La estimativa de la en-
erg´ıa de las bandas esta´ representada por la en-
volvente de las sen˜ales filtradas. Partiendo de
las caracter´ısticas de la sen˜al para dos grupos de
tareas, imaginacio´n de movimiento en el miem-
bro superior derecho e izquierdo, el autor genero´
dos modelos de referencia, uno para cada activi-
dad, y utilizo´ la correlacio´n como medida de simil-
itud entre el estado instanta´neo y el modelo para
clasificar la intencio´n del sujeto. Para esta clasi-
ficacio´n, el autor utilizo´ un subconjunto de los
canales disponibles en los datos que maximizaban
la informacio´n relevante a la tarea, aumentando la
separacio´n de las clases.
4.3 Aplicacio´n a la verificacio´n de los
datos
La actividad ele´ctrica del cerebro cambia de
acuerdo con el nivel de alerta o de actividad [3],
una manera de verificar la calidad de los datos
adquiridos es buscar por cambios en la actividad
cerebral relacionados a la tarea. Partiendo de la
premisa de que la actividad cerebral, en el caso de
que el sujeto de pruebas esta´ realizando una tarea
espec´ıfica, posee una determinada distribucio´n de
las caracter´ısticas de frecuencia y en el momento
en el que empieza una nueva tarea mental, esta
distribucio´n de las caracter´ısticas debe cambiar
a una nueva configuracio´n, que caracterice esta
nueva tarea.
Como medida de similitud de las distribuciones
de frecuencia se utiliza la correlacio´n, como en [4].
En este art´ıculo el autor utiliza la correlacio´n para
identificar la similitud de las caracter´ısticas de la
sen˜al adquirida con las caracter´ısticas de las ac-
tividades de imaginacio´n de movimiento de manos
derecha e izquierda.
En este trabajo se utiliza la correlacio´n bidimen-
sional definida como
r =
∑
m
∑
n(Amn −A)(Bmn −B)√∑
m
∑
n(Amn −A)2
∑
m
∑
n(Bmn −B)2
(1)
donde A y B son las matrices de caracter´ısticas
de las sen˜ales, de dimensiones m×n, A y B esta´n
definidos como:
A =
∑
m
∑
nAmn
m · n (2)
Siguiendo esta premisa, se desarrollo´ un algoritmo
de verificacio´n a las sen˜ales adquiridas para val-
idar estos para clasificacio´n, configura´ndose as´ı
como una herramienta u´til para las etapas iniciales
del desarrollo de un sistema de control basado en
sen˜ales de EEG.
El algoritmo de verificacio´n calcula la correlacio´n
entre un conjunto de caracter´ısticas y el calculado
anteriormente en el tiempo, si esta correlacio´n es
siempre muy baja, se puede decir que la sen˜al
posee un nivel de aleatoriedad muy alto y que
puede ser debido a elevados niveles de ruido en
la banda de la sen˜al de EEG. En los experimen-
tos con datos validos se verifica una correlacio´n
elevada en el tiempo para una determinada ac-
tividad y una baja correlacio´n en los cambios de
actividad.
Si estos cambios en las estructura de las carac-
ter´ısticas no se verifican, o en todo el tiempo del
experimento las variaciones son muy grandes, los
niveles de ruido pueden estar demasiado elevados,
y puede ser causado por una elevada impedancia
entre los electrodos y el cuero cabelludo o una el-
evada impedancia en los electrodos de referencia
del sistema de adquisicio´n, necesitando un mon-
taje ma´s cuidadoso.
5 Comparaciones de los me´todos
de FFT y filtros pasa-banda
La FFT brinda la informacio´n de frecuencia en
cada una de las ventanas temporales especificadas
y la informacio´n de frecuencia en todas las bandas
aparece en el mismo instante. El banco de filtros
utiliza filtros pasa-bandas de diferentes frecuencias
centrales, lo que genera retrasos de grupo en las
sen˜ales filtradas. Estos retrasos de grupo son ma´s
evidentes en los filtros con frecuencias centrales
ma´s bajas, resultando en que la actividad repre-
sentada en las ventanas de ana´lisis de estas bandas
de frecuencia este´n desplazadas en el tiempo. Esta
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caracter´ıstica genera problemas de sincronizacio´n
entre las bandas indeseados.
La informacio´n de cada uno de los me´todos de
caracterizacio´n de frecuencia se organiza en una
matriz que representa la informacio´n de cada canal
en una determinada frecuencia, configurando una
matriz N × Nf , N es el numero de canales y Nf
es la cantidad de frecuencias de intere´s para el
ana´lisis. Para la identificacio´n de niveles de ruido,
se emplea toda la matriz de datos, en el caso de
nuestro laboratorio, N = 15. Las frecuencias de
intere´s, cubren las bandas Alfa y Beta. Para este
estudio las frecuencias de intere´s para la FFT van
de los 7 a los 24 Hz
Para el ana´lisis con filtros de frecuencia, se utiliza
un conjunto de filtros semejante el empleado en
[4] que cubre un rango de frecuencias entre 5.25
y 30 Hz divididos en 6 bandas de anchos diferen-
ciados de acuerdo con la frecuencia. Frecuencias
ma´s bajas poseen anchos de banda mas estrechos.
Para la generacio´n de las caracter´ısticas con los
bancos de filtros, se calcula una envolvente de la
sen˜al filtrada a trave´s de la rectificacio´n y filtrado
de esta. El valor instanta´neo de cada envolvente
en cada canal de intere´s es una caracter´ıstica.
Los algoritmos presentados aqu´ı pueden ser imple-
mentados en la plataforma software empleada en
el laboratorio de adquisicio´n de sen˜ales en tiempo
real. Este estudio inicial se llevo´ a cabo sobre
datos adquiridos de sujetos en nuestros laborato-
rios y sobre datos disponibles en internet para el
BCI Competition III - Dataset IIIa (disponible en
http://ida.first.fhg.de/projects/bci/competition iii/).
A continuacio´n se presentan algunos resultado del
ana´lisis basado en las caracter´ısticas sacadas con
la FFT de las sen˜ales del BCI Competition y de
los datos sacados en experimentos realizados en
nuestros laboratorios. Las caracter´ısticas sacadas
con los filtros no representaban las sen˜ales con la
misma relacio´n tiempo-frecuencia para todas las
bandas de frecuencia, con la estructura propuesta,
resultando en caracter´ısticas no validas, la inves-
tigacio´n con otras estructuras de filtros con menor
retraso de grupo puede resultar una alternativa a
la FFT.
Las gra´ficas presentadas a continuacio´n represen-
tan el promedio de las distintas evoluciones tem-
porales de cada una de las tareas.
5.1 BCI Competition
Los datos de BCI Competition poseen tiempos de
tareas diferentes de los tiempos de tarea de nuestro
paradigma de experimento. En este paradigma,
se presenta al sujeto una marca de inicio de tarea
en el segundo 2 de la ejecucio´n de la tarea y en
el segundo 5 esta marca se retira indicando al su-
jeto el inicio de la imaginacio´n de movimiento, que
debe seguir hasta el segundo 7. En la Figura 3 se
aprecia la evolucio´n de la correlacio´n en el tiempo,
para las dos tareas de intere´s y el promedio entre
las tareas.
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0.2
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0.4
0.5
0.6
0.7
0.8
0.9
1
Tarea de imaginación de movimiento, der
Tarea de imaginación de movimiento, izq
Promedio de todas las tareas
Figura 3: Evolucio´n de la correlacio´n temporal de
las caracter´ısticas. Datos de BCI Competition III.
Estas sen˜ales esta´n libres de ruidos y se nota un
descenso en la correlacio´n despue´s del quinto se-
gundo, caracter´ıstico del cambio en la actividad
mental. En una las tareas de este conjunto de
datos, el cambio en la correlacio´n es muy pequen˜o,
mientras que en la otra tarea este cambio es bas-
tante acentuado, representando incluso un mı´nimo
en la correlacio´n.
5.2 Datos Propios
El paradigma de los experimentos realizados en
nuestros laboratorios posee algunas semejanzas
con el ya presentado excepto por los tiempos de
presentacio´n de marcas. La marca de la tarea se
presenta entre los instantes 5 y 6. La ejecucio´n de
la tarea empieza con la retirada de la marca de
tarea.
Con uno de los sujetos hubieron problemas en el
montaje de los electrodos. Estos problemas se car-
acterizan en el ana´lisis con esta herramienta por
una correlacio´n baja y sin cambios representativos
por la ejecucio´n de la tarea, como se aprecia en la
Figura 4. Los datos de esta sesio´n estaban con-
taminados por ruido de 50Hz y por ruidos en la
banda de intere´s (entre 7 y 24Hz).
En la Figura 5 se puede apreciar la evolucio´n de
la correlacio´n para unos datos va´lidos. En este
caso los datos tambie´n conten´ıan contaminacio´n
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0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Tarea de imaginación de movimiento, der.
Tarea de inactividad
Todas las tareas, excepto Inactividad
Tarea de imaginación de movimento, izq.
Figura 4: Evolucio´n de la correlacio´n temporal
de las caracter´ısticas. Datos propios, la baja cor-
relacio´n indica problemas en las sen˜ales
por ruido de 50Hz, pero los niveles de ruido en
las bandas de intere´s no eran significativos para
comprometer a los datos.
6 Conclusiones
La herramienta aqu´ı presentada en su estado ac-
tual brinda la posibilidad de verificar la calidad
de los datos en l´ınea mientras se esta´ ejecutando
la sesio´n de medidas. La identificacio´n de prob-
lemas de conexio´n es importante en el caso de no
disponer de un medidor de impedancias en el lab-
oratorio para verificacio´n de las conexiones de los
electrodos.
Como seguimiento de este trabajo, se esta´n desar-
rollando los algoritmos necesarios para la imple-
mentacio´n de la separacio´n de las distintas tareas,
basa´ndose en las caracter´ısticas de la sen˜al. Otra
l´ınea de trabajo es la identificacio´n de cambios en
la distribucio´n de las caracter´ısticas con el apren-
dizaje.
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Resumen
El presente documento muestra la aplicacio´n de
una estrategia de control predictivo no lineal
basado en modelo (NMPC ) a un proceso de labo-
ratorio: una planta piloto con una va´lvula de re-
circulacio´n manipulable para controlar la tempe-
ratura en el reactor. El controlador esta´ basado en
un modelo diagonal de Volterra de segundo orden
para considerar efectos no lineales. Para calcular
la accio´n de control se utiliza un me´todo iterativo
que requiere pocos recursos computacionales. El
comportamiento del proceso y del controlador se
presentan mediante resultados experimentales
Palabras clave: control predictivo no lineal,
modelos de Volterra, secuencia pseudo-aleatoria.
1 INTRODUCCIO´N
Los modelos de Volterra representan la extension
simple y lo´gica de los modelos de convolucio´n que
han sido aplicados con gran e´xito en control pre-
dictivo lineal basado en modelos (linear model
predictive control, MPC ). Estos modelos presen-
tan gene´ricamente un buen comportamiento y se
puede aprovechar su estructura en el disen˜o de
controladores, especialmente en el caso de mode-
los de segundo orden. En el caso de un modelo
de segundo orden y truncamiento de te´rminos, el
modelo tiene la forma
y(k) = h0 +
N1∑
i=1
a(i)u(k − i)
+
N2∑
i=1
N2∑
i=j
b(i, j)u(k − i)u(k − j) (1)
que corresponde al modelo lineal de convolucio´n
con la no linealidad como te´rmino adicional y adi-
tivo.
El control predictivo no lineal basado en modelos
(nonlinear model predictive control, NMPC ) es un
campo joven y todav´ıa existen pocas referencias de
aplicaciones industriales [1]. Pero la capacidad de
considerar dina´micas ma´s complejas y no lineales
convierte el NMPC en una opcio´n prometedora en
el momento de controlar procesos reales. Aunque
los procesos industriales demuestran en general un
comportamiento no lineal, la mayor´ıa de los con-
troladores predictivos esta´n basados en modelos
lineales. Sin embargo, los procesos fuertemente
no lineales justifican el uso de NMPC.
En los procesos fuertemente no lineales la apli-
cacio´n de MPC lineal puede ser poco efectiva y
requiere el empleo de controladores no lineales. La
principal ventaja de NMPC representa la posibili-
dad de considerar la dina´mica no lineal. Enfrente
a esta gran ventaja existen tambie´n desventajas
que son: la obtencio´n de un modelo no lineal a
partir de datos experimentales y el problema de
optimizacio´n del ca´lculo de la accio´n de control.
Este documento presenta la aplicacio´n de control
predictivo no lineal a un proceso de laboratorio.
El modelo dina´mico esta´ basado en un modelo de
Volterra y la optimizacio´n del ca´lculo de la accio´n
de control se realiza mediante un me´todo iterativo
presentado por Doyle et al. [5]. El documento esta´
distribuido de la siguiente manera: en el apartado
2 se explica el proceso utilizado y el problema que
resulta del mismo, en el apartado 3 se presenta
la identificacio´n del modelo de Volterra y en el 4
se muestra la ley de control predictivo no lineal.
En el apartado 5 se presentan los resultados de la
aplicacio´n del controlador no lineal al proceso real
y en el 6 se presentan las conclusiones derivadas
de la aplicacio´n de este tipo de controlador.
2 DESCRIPCIO´N DEL
PROBLEMA
Para la aplicacio´n de un control no lineal se
ha elegido un proceso real representado por una
planta piloto, estudiado anteriormente por varios
autores [6, 10, 2]. La planta piloto puede simular
reacciones qu´ımicas exote´rmicas a base de cambios
en la temperatura. Los cuatro elementos princi-
pales de la planta son: el reactor, la resistencia,
el intercambiador de calor y la va´lvula de recircu-
lacio´n, ver la figura 1.
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Figura 1: Diagrama de la planta piloto con los cua-
tro elementos: reactor, va´lvula de recirculacio´n,
resistencia y intercambiador de calor.
Mediante la resistencia se puede suministrar ener-
g´ıa calo´rica y en consecuencia aumentar la tempe-
ratura del contenido del reactor. Para la reduccio´n
de la temperatura del contenido del reactor se uti-
liza el intercambiador de calor. El transporte de
energ´ıa calo´rica desde el reactor al intercambiador
de calor se puede regular mediante la va´lvula. El
contenido saliente del reactor que pasa por el in-
tercambiador de calor entra otra vez en el reactor
tal que la planta piloto representa un sistema cer-
rado con respecto a la masa.
La planta piloto representada (ver la figura 1)
se utiliza en general para simular experimentos
de reacciones qu´ımicas exote´rmicas. Para infor-
macio´n ma´s detallada sobre el proceso utilizado
ver [2, 3]. En este documento no se utiliza un mo-
delo matema´tico para calcular la energ´ıa calo´rica
generada por una presunta reaccio´n qu´ımica, sino
que se fija la resistencia a un valor constante. Con
la resistencia fijada a un valor constante, eso signi-
fica que la resistencia no representa una entrada
manipulable del proceso, la planta piloto repre-
senta un sistema SISO (single in single out) con
una entrada (la apertura de la va´lvula) y una sa-
lida (la temperatura en el reactor).
La idea de este articulo es la obtencio´n de un
modelo matema´tico discreto para representar el
cambio de la temperatura T en dependencia de la
apertura de la va´lvula de recirculacio´n v8 con un
suministro constante de energ´ıa (resistencia fijado
a un valor constante) y su posterior uso para el
desarrollo de un controlador predictivo no lineal.
Tal modelo se puede escribir de la siguiente ma-
nera:
y(k + 1) = f (u(k), u(k − 1), u(k − 2), . . .) (2)
con la salida y (temperatura T ) y la entrada u
(apertura de la va´lvula v8).
T
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Figura 2: Relacio´n entre apertura de la va´lvula y
temperatura en regimen estacionario y resistencia
con un valor constante del 50%.
El modelo para identificar deber´ıa considerar la
dina´mica y los efectos no lineales del proceso de
laboratorio. Una de las no linealidades es la
relacio´n entre la apertura de la va´lvula v8 y la
temperatura T en regimen estacionario y la re-
sistencia con un valor constante, ver la figura 2.
3 IDENTIFICACIO´N DE
MODELOS
La identificacio´n de para´metros de modelos con-
siste en la mayor´ıa de los casos de cuatro partes:
eleccio´n de la estructura del modelo, eleccio´n de
sen˜ales de entrada adecuadas, ensayos con apli-
cacio´n de las sen˜ales elegidas para conseguir datos
de tipo entrada–salida, as´ı como la propia identi-
ficacio´n de los para´metros del modelo.
3.1 ESTRUCTURA DE MODELO
A pesar del hecho que los sistemas f´ısicos evolucio-
nan en general en tiempo continuo, la mayor´ıa de
esquemas de control basados en modelos utilizan
ordenadores para recoger las medidas de los sen-
sores en el instante de tiempo discreto tk y realizan
las acciones de control algunos instante ma´s tarde
en tk+n. Por estas razones existe la necesidad de
describir sistemas continuos mediante modelos en
tiempo discreto. Los modelos de Volterra per-
miten la representacio´n de sistemas complejos y
no lineales mediante modelos discretos y por lo
tanto su uso en el control de estos sistemas.
Finalmente, se ha elegido un modelo de Volterra
de segundo orden que representa un modelo no li-
neal, con el fin de considerar la dina´mica compleja
del proceso real. La estructura general de un mo-
delo de Volterra de segundo orden es la siguiente:
y(k) = h0 +
∞∑
i=1
a(i)u(k − i)
+
∞∑
i=1
∞∑
j=1
b(i, j)u(k − i)u(k − j) (3)
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Con el fin de reducir considerablemente el nu´mero
de para´metros para identificar, se ha elegido un
modelo diagonal de Volterra que representa un
caso especial del modelo de Volterra. En este tipo
de modelo se consideran solamente los te´rminos
cuadra´ticos de los pasados valores de la entrada
y no se utilizan los te´rminos cruzados de los mis-
mos. Esta reduccio´n de para´metros resulta en la
siguiente estructura de modelo:
y(k) = h0 +
∞∑
i=1
a(i)u(k − i)
+
∞∑
i=1
b(i)u(k − i)2 (4)
Con el truncamiento a N1 te´rminos lineales y
N2 te´rminos no lineales el modelo diagonal de
Volterra tiene la siguiente forma:
y(k) = h0 +
N1∑
i=1
a(i)u(k − i)
+
N2∑
i=1
b(i)u(k − i)2 (5)
3.2 SEN˜AL DE ENTRADA
Para la identificacio´n de los para´metros del modelo
diagonal de Volterra hay que utilizar datos de tipo
entrada–salida adecuados. La obtencio´n de estos
datos requiere la eleccio´n de una sen˜al de entrada
adecuada. La sen˜al de entrada debe permitir la
identificacio´n de la dina´mica compleja del sistema.
En muchas identificaciones de sistemas se utiliza
como sen˜al de entrada el ruido blanco de Gauss
[8]. No obstante, el ruido blanco de Gauss es bas-
tante atractivo en teor´ıa, pero poco atractivo en
el momento de aplicarlo al sistema [9]. El uso
de ruido blanco como sen˜al de entrada para una
va´lvula resulta en un movimiento constante de la
misma y puede dan˜arla. Por estas razones hay
que encontrar una sen˜al de entrada aplicable que
no dan˜e la va´lvula pero permita la identificacio´n
de los para´metros del modelo.
Para la identificacio´n de sistemas lineales se usa
en muchos casos una PRBS (Pseudo Random
Binary Sequence). Desafortunadamente, las
PRBS tienen una gran deficiencia en el momento
de identificar sistemas no lineales debido a la ex-
citacio´n insuficiente del sistema [8].
Por los problemas con el ruido blanco de Gauss y
la PRBS se ha elegido finalmente como sen˜al de
entrada una PRMS (Pseudo Random Multilevel
Sequence). Las PRMS tienen, al contrario que
las PRBS, no solamente dos niveles, sino varios
u(k)
u+
u0
u−
k
Figura 3: Secuencia (PRMS ) de entrada para la
identificacio´n de modelos de Volterra hasta se-
gundo orden.
niveles. La ampliacio´n del nu´mero de diferentes
niveles en la sen˜al de entrada permite una mejor
excitacio´n del sistema. Las PRMS con N + 1
niveles pueden excitar suficientemente sistemas de
Volterra de orden N [8]. Por el orden N = 2
del modelo diagonal de Volterra que se utiliza en
este documento se usa una PRMS con tres niveles
u(k) = {u−, u0, u+}, ver la figura 3.
3.3 ENSAYO
En un primer paso se han realizado varios en-
sayos de la planta piloto con el objetivo de con-
seguir datos para la identificacio´n de un mode-
lo de tipo Volterra. Para los ensayos se ha fi-
jado la resistencia a un valor constante del 50%
(→ 7500W) y la apertura de la va´lvula se ha cal-
culado mediante el me´todo PRMS con tres niveles
v8 = {30, 60, 90}%. Los ensayos se realizaron con
periodos variables de la PRMS, pero bastante lar-
gos para observar la reaccio´n de la planta piloto a
cambios en la entrada, ver la figura 4.
T
[˚
C
]
55
65
75
v
8
[%
]
30
40
50
50
60
60
70
70
80
80
90
t [h]
t [h]
0
0
1
1
2
2
3
3
4
4
5
5
Figura 4: Resultados de ensayo de la planta piloto
con la entrada calculada mediante el me´todo de
PRMS con tres niveles de la apertura de la va´lvula
de recirculacio´n v8 = {30, 60, 90}%.
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Figura 5: Para´metros identificados del modelo no
lineal con N1 = 80 y N2 = 45.
3.4 IDENTIFICACIO´N DE
PARA´METROS
Finalmente, con los datos entrada–salida
obtenidos en los ensayos, se ha realizado la
identificacio´n de los para´metros del modelo
diagonal de Volterra de segundo orden. Para la
identificacio´n de los para´metros se ha utilizado el
me´todo de mı´nimos cuadrados.
Antes de identificar los para´metros, se ha norma-
lizado la entrada de la siguiente manera:
u˜ =
u− u0
∆u
(6)
con u0 = 60 y ∆u = 30 as´ı que la entrada norma-
lizada tiene los niveles u˜ = {−1, 0, 1}.
Durante el proceso de identificacio´n se ha obser-
vado que la eleccio´n de un tiempo de muestreo
de tm = 30 s representa un buen compromiso en-
tre la bondad de la identificacio´n y el nu´mero de
para´metros. Adema´s se ha observado que, con el
tiempo de muestreo de tm = 30 s, el sistema tiene
un retardo de 1 periodo de muestreo.
Finalmente, se han identificado N1 = 80
para´metros de primer orden yN2 = 45 para´metros
de segundo orden. Los para´metros identificados
se pueden ver en la figura 5. El offset del modelo
tiene un valor de h0 = 59.1
oC.
Para evitar problemas en la posterior imple-
mentacio´n del controlador predictivo se normaliza
la salida del sistema y la referencia, de tal manera
que desaparece el offset del modelo:
y˜ = y − h0 (7)
r˜ = r − h0 (8)
4 LEY DE CONTROL
Para predecir el futuro comportamiento del pro-
ceso se utiliza el modelo no lineal identificado
en una representacio´n de DMC (Dynamic Matrix
Control) [4] extendida al caso no lineal. Para el
modelo de segundo orden los futuros valores de la
salida vienen definidos como:
y˜ =Gu˜+ c+ f (9)
con
f = u˜TG2u˜ (10)
c = Hu˜pas + u˜
T
pasH2u˜pas + d (11)
y las matrices G (12) y H (13) que represen-
tan la parte lineal del modelo identificado. Las
matrices G2 y H2 consideran la parte no line-
al identificada y tienen la forma que se puede
ver en (14) y (15), respectivamente. El vector
d = [d(k + 1), d(k + 1), . . . , d(k + 1), ]T contiene
la diferencia entre la salida del proceso y la salida
del modelo en el instante k.
G =


a1 0 . . . 0
a2 a1
. . . 0
...
...
. . . a1
...
...
. . . a1 + a2
...
...
. . .
...
aP aP−1 . . .
P+M+1∑
i=1
ai


(12)
H =


a2 a3 . . . . . . aN 0
a3 a4 . . . aN−1 0 0
...
...
...
...
... a1
aP−1 aP
...
...
... a1 + a2
aP 0
...
...
...
...
0 0
... 0 0 0


(13)
G2 =


b1 0 . . . 0
b2 b1
. . . 0
...
...
. . . b1
...
...
. . . b1 + b2
...
...
. . .
...
bP bP−1 . . .
P+M+1∑
i=1
bi


(14)
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H2 =


b2 b3 . . . . . . bN 0
b3 b4 . . . bN−1 0 0
...
...
...
...
... b1
bP−1 bP
...
...
... b1 + b2
bP 0
...
...
...
...
0 0
... 0 0 0


(15)
Con la anterior representacio´n del modelo no lineal
se ha elegido un enfoque iterativo para calcular la
accio´n de control. Este enfoque, presentado por
Doyle et al. [5, 7], no considera restricciones en
la accio´n de control. El esquema para calcular la
accio´n de control es el siguiente:
• Paso 1: poner i = 1
• Paso 2: resolver las ecuaciones
a =
(
(r− c− f)
T
G
)T
(16)
u˜ =
(
G
T
G
)−1
a (17)
• Paso 3: comprobar si la u calculada cumple
la condicio´n∣∣∣u˜(i)(k)− u˜(i)(k − 1)∣∣∣ < δ (18)
• Paso 4: Si la anterior condicio´n esta´ cumpli-
da, poner u˜(k) = u˜(i)(k) y aplica u˜(k). Si la
anterior condicio´n no esta´ cumplida, recalcu-
lar f usando u˜(i)(k), poner i = i+ 1 y volver
a paso 2.
Como no se utilizan restricciones para calcular las
acciones de control se usa la saturacio´n
u˜(k) =


u˜min si u˜(k) < u˜min
u˜(k) en otro caso
u˜max si u˜(k) > u˜max
(19)
que limita la accio´n de control al intervalo u˜min ≤
u˜(k) ≤ u˜max.
5 RESULTADOS
EXPERIMENTALES
El proceso se controla mediante el sistema de con-
trol distribuido Simatic-IT que incluye un Au-
tomata Programable denominado PMC 10. El
algoritmo de control se ejecuta en Matlab e in-
tercambia informacio´n con el sistema de control
distribuido a trave´s de OPC.
La figura 6 muestra los resultados de un en-
sayo de la planta piloto controlado mediante el
NMPC. Por los 80 elementos lineales del modelo
no lineal identificado se ha elegido un orden de
truncamiento de N = 80. Para el horizonte de
prediccio´n y el horizonte de control se han uti-
lizado P = 80 y M = 15, respectivamente.
En la gra´fica se pueden ver arriba la temperatura
y la referencia, en el centro la accio´n de control
y abajo las iteraciones necesarias para cumplir la
condicio´n de convergencia. La temperatura del
proceso sigue bien la referencia y muestra pocas
oscilaciones. Solamente en el momento de cam-
bio de la referencia hay grandes divergencias entre
temperatura y referencia, pero el controlador no
lineal compensa estas divergencias en un tiempo
razonable. Las acciones de control muestran con-
siderables oscilaciones a lo largo del ensayo, in-
cluso en instantes en los que no hay divergencias
entre temperatura y referencia. En los momentos
de cambio de referencia, la accio´n de control (la
apertura de la va´lvula) ha sido limitada por la sa-
turacio´n a los valores mı´nimos y ma´ximos permi-
tidos. Con respecto a las iteraciones para cumplir
la condicio´n de divergencia se puede ver que el al-
goritmo necesitaba entre 3 y 11 iteraciones, que
significa un ca´lculo ra´pido con los ordenadores ac-
tuales.
Adema´s se han realizado ensayos de control pre-
dictivo lineal para obtener datos de comparacio´n.
Con el NMPC se ha podido reducir la suma del
error cuadra´tico entre salida del proceso y referen-
cia un 5.1 % frente al error del proceso controlado
por un MPC.
6 CONCLUSIONES
En este documento se ha mostrado la aplicacio´n
de un NMPC basado en un modelo diagonal de
Volterra a un proceso de laboratorio. El pro-
cedimiento de desarrollo del controlador es simple
(por el uso de un modelo de Volterra) y ra´pido.
El ca´lculo de la accio´n de control se ha realizado
con un me´todo iterativo que converge en pocas
iteraciones y por consiguiente requiere pocos re-
cursos. En los resultados se ha podido ver un
buen comportamiento del proceso, pero tambie´n
cambios permanentes en la entrada del sistema.
Para reducir estos cambios permanentes en la
apertura de la va´lvula se puede pensar en una ex-
tensio´n de la ley de control, de tal manera que se
incluye una ponderacio´n de los cambios de con-
trol ∆u en el algoritmo de control. Para reducir
el error entre temperatura y referencia se puede
incluir restricciones para la accio´n de control, de
tal manera que se puede eliminar la saturacio´n
utilizada en la entrada del sistema. Esta medida
obligar´ıa a cambiar del algoritmo iterativo a pro-
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Figura 6: Resultado del ensayo de la planta piloto controlado por el MPC no lineal con ca´lculo iterativo
de la accio´n de control. Arriba: la temperatura y la referencia, centro: la accio´n de control, abajo: las
iteraciones necesarias para cumplir la condicio´n de convergencia.
gramacio´n cuadra´tica (QP).
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Resumen 
 
Los sistemas de tiempo real generalmente se 
caracterizan porque a priori se pueden utilizar 
técnicas de planificación que garantizan que un 
conjunto de tareas será planificable durante toda su 
ejecución. Pero para ello también es necesario que 
las características de las tareas, como puede ser: el 
período, el plazo de ejecución, el tiempo de computo, 
el tiempo de respuesta, etc., sean conocidas 
anticipadamente y que además permanezcan 
constantes, lo cual les hace rígidos y poco 
adaptables a los cambios en su entorno. Este tipo de 
sistemas normalmente es suficiente, pero cuando en 
los sistemas distribuidos de tiempo real aumenta la 
complejidad de las aplicaciones se hace 
indispensable dotar al sistema de un mayor grado de 
adaptabilidad y flexibilidad frente a la dinámica del 
entorno. Desde este punto de vista, el paradigma de 
sistemas multiagente parece el más adecuado para 
afrontar la complejidad de este tipo de aplicaciones 
debido a su naturaleza distribuida, su autonomía y su 
autorregulación, y opcionalmente, es posible 
aumentar el nivel de flexibilidad si se considera el 
movimiento de agentes de tiempo real cuando las 
condiciones de ejecución son desfavorables en su 
nodo. 
 
Palabras Clave: Sistemas Distribuidos de Tiempo 
Real, Planificación, Sistemas Multiagentes, Agentes 
Móviles de tiempo real. 
 
 
 
 
1 INTRODUCCION 
 
Los sistemas de tiempo real generalmente se 
caracterizan porque a priori se pueden utilizar 
técnicas de planificación, como las anteriormente 
comentadas, que garantizan que un conjunto de 
tareas será planificable durante toda su ejecución. 
Pero para ello también es necesario que las 
características de las tareas, como puede ser: el 
período, el plazo de ejecución, el tiempo de cómputo, 
el tiempo de respuesta, etc., sean conocidas 
anticipadamente y que además permanezcan 
constantes, lo cual les hace rígidos y poco adaptables 
a los cambios de su entorno. Este tipo de sistemas 
normalmente es suficiente, pero cuando en los 
Sistemas Distribuidos de Tiempo Real (SDTR) 
aumenta la complejidad de sus aplicaciones se hace 
indispensable dotar al sistema de un mayor grado de 
adaptabilidad y flexibilidad frente a la dinámica del 
entorno.  
 
Desde este punto de vista, el paradigma de sistemas 
multiagente parece el más adecuado para afrontar la 
complejidad de este tipo de aplicaciones debido a su 
naturaleza distribuida, su autonomía y su 
autorregulación, y adicionalmente, resulta también 
interesante el uso de agentes móviles de tiempo real 
los cuales aumentan considerablemente el grado de 
flexibilidad del sistema cuando las condiciones de 
ejecución son desfavorables. 
 
A continuación se enunciarán algunos conceptos 
básicos sobre los sistemas distribuidos de tiempo real 
así como la justificación en la aplicación de los 
sistemas multiagentes a los SDTR, y todo esto 
basándonos ampliamente en secciones anteriores de 
esta tesis. 
 
 
2 SISTEMAS DISTRIBUIDOS DE 
TIEMPO REAL 
 
Los Sistemas Distribuidos de Tiempo Real (SDTR) 
están formados por un conjunto de hardware 
dedicado que se encuentra espacialmente distribuido 
y que se interconecta a través de un canal de 
comunicaciones compartido por el que se 
intercambian datos y mensajes. Normalmente este 
hardware son sistemas empotrados que cumpliendo 
unos requerimientos temporales monitorizan 
procesos del mundo real, actúan y reaccionan a 
eventos. Adicionalmente, y en el caso específico de 
los sistemas distribuidos de control, estos sistemas 
empotrados pueden operar en sistemas de control de 
lazo cerrado muestreando sensores, calculando 
respuestas de control y enviando esas respuestas a los 
actuadores correspondientes, siendo por tanto 
indispensable una integración determinista de la 
información, tanto espacial como temporal, para una 
correcta operación de control, tal y como es expuesto 
XXVII Jornadas de Automática
Almería 2006 - ISBN: 84-689-9417-0 1241
en secciones anteriores. Este tipo de sistemas es 
común encontrarlos en controladores de vuelo,  
automóviles, robots, circuitos de vigilancia, en el 
control industrial, etc. en donde diferentes sensores, 
actuadores y dispositivos de control  se encuentran  
dispersos. Un ejemplo gráfico de un sistema 
distribuido de tiempo real es mostrado en la ¡Error! 
No se encuentra el origen de la referencia.. 
 
 
 
 
 
 
 
 
 
Figura 1: Ejemplo general de un sistema distribuido 
de tiempo real. 
 
La naturaleza distribuida de muchas aplicaciones de 
tiempo real se debe a que la recopilación eficiente de 
información del entorno requiere una adquisición de 
datos desde diferentes ubicaciones físicas, un 
ejemplo es el mostrado en la  
 
 
 
 
 
 
Figura 1.  
 
Los elementos que componen los SDTR son 
inherentemente concurrentes, por lo que es necesario 
utilizar algún mecanismo de coordinación de 
acciones, y para ello, son utilizados recursos 
compartidos (tal como canales de comunicación). 
Adicionalmente y cuando es requerido algún tipo de 
cooperación entre componentes también se hace 
necesario el empleo de métodos de sincronización 
[¡Error! No se encuentra el origen de la 
referencia.]. 
 
En los SDTR con cooperación entre nodos los 
requerimientos temporales se encuentran 
interrelacionados, de forma que una serie de eventos 
distribuidos deben ser ejecutados antes de un plazo 
de ejecución global (DG=D1+D2+D3). Es decir, los 
objetivos que deben ser alcanzados de forma común 
y en colaboración con otros elementos distribuidos 
tienen unos requerimientos temporales de extremo a 
extremo bastante críticos siendo necesario algún tipo 
de coordinación de elementos individuales con 
respecto a un DG general que me asegure que los 
resultados que se generen sean temporalmente 
válidos. 
 
Según las características mencionadas, en la etapa de 
diseño de sistemas distribuidos de tiempo real es 
necesario tener en cuenta las características 
específicas de cada nodo tales como su capacidad 
computacional, el tipo de sistema operativo, el tipo 
de algoritmo de planificación, etc., siendo además 
necesario analizar las características temporales de 
los recursos compartidos, como es el caso del bus de 
comunicaciones en donde es importante analizar el 
tipo de servicios soportados (comunicaciones Time 
Triggered o Event Triggered) [¡Error! No se 
encuentra el origen de la referencia.]. 
 
En general, los sistemas distribuidos de tiempo real 
deben cumplir ciertas propiedades como son: 
escalabilidad, confiabilidad, integración, tolerancia a 
fallos, composabilidad, etc., las cuales son 
presentadas ampliamente en [¡Error! No se 
encuentra el origen de la referencia.] y [¡Error! 
No se encuentra el origen de la referencia.].  
 
2.1  SISTEMAS DISTRIBUIDOS DE TIEMPO 
vs SISTEMAS DE TIEMPO REAL 
CONVENCIONALES. 
 
En los sistemas distribuidos de tiempo real es 
necesario tener en cuenta aspectos adicionales a los 
de los sistemas de tiempo real centralizados o 
convencionales tales como: 
 
• Planificación: En un sistema centralizado el 
conjunto de tareas que se ejecutan en un 
procesador suele ser el único recurso compartido 
que se debe planificar, mientras que en los 
sistemas distribuidos además de lo anterior se 
deben planificar los mensajes que intercambian 
las aplicaciones, ya que estos tiene restricciones 
temporales. Y por consiguiente es necesario 
utilizar protocolos de comunicación que 
proporcionen algún grado de determinismo en la 
entrega de mensajes. 
 
• Asignación de tareas: En los sistemas 
convencionales la ejecución de tareas se centra 
en la planificación de un único procesador 
utilizando las técnicas anteriormente estudiadas. 
En sistemas distribuidos se debe decidir qué 
tareas se ejecutan en que nodo (procesador). Una 
asignación incorrecta puede llevar a que algunos 
procesos incumplan sus plazos (Di). 
 
• Plazos (DG) globales: En los SDTR a diferencia 
de los sistemas centralizados es necesario tener 
en cuenta no únicamente los D individuales de 
un proceso o mensaje sino que hay que fijarse en 
el conjunto de D de los procesos y mensajes que 
conforman una aplicación como si fueran un 
todo (DG=DP1+DM2+DP3). Una aplicación 
distribuida puede utilizar mensajes para 
 Recurso Compartido (Bus de comunicaciones de TR)
Nodo 1 
Sensores T1 Sensores T2Actuador 1 
 
Proceso X 
Nodo 2 Nodo 3 Nodo 4 Nodo 5
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coordinar la ejecución de las partes de código 
que se encuentren distribuidas entre distintos 
nodos (procesadores). Por ellos es conveniente 
analizar el tiempo de respuesta de la aplicación 
desde que comienza hasta que se termina su 
ejecución distribuida, teniendo en cuenta los 
tiempo de ejecución en cada nodo así como el 
tiempo de transmisión de los mensajes sobre el 
recurso compartido (ej. red de comunicaciones). 
 
• Sincronización: como comentamos con 
anterioridad cuando en los SDTR se utiliza algún 
tipo de cooperación entre elementos es 
imprescindible sincronizarlos debido a que los 
relojes locales de cada elemento distribuido 
pueden tener diferentes valores, cuyas 
diferencias derivan de pequeñas desviaciones 
hardware internas. Es importante acotar la 
diferencia entre referencias locales y la 
referencia global para evitar casos en los que un 
determinado nodo considere un suceso como 
temporalmente válido y en otro nodo ese mismo 
suceso se interprete como fuera de plazo, dando 
lugar a incongruencias. 
 
• Tolerancia a fallos: Una de las principales 
ventajas del uso de sistemas distribuidos es la 
abstracción de errores de tal forma que se pueda 
garantizar el correcto funcionamiento del 
sistema ante posibles fallos, abstracción que no 
es posible en sistemas centralizados. Las 
técnicas de tolerancia a fallos en SDTR consiste 
en la ejecución de rutinas adicionales que 
supervisan el funcionamiento distribuido del 
sistema para la detección y recuperación ante 
fallos, pero la ejecución de estas rutinas 
representan una carga extra en el sistema por lo 
que es posible que algún proceso incumpla sus 
requisitos temporales, y por consiguiente deben 
ser tenidas en cuenta en el diseño. 
 
 
3  APLICACIÓN DE LOS SMA EN 
SDTR 
 
Para el diseño de sistemas distribuidos de tiempo de 
real se suelen utilizar análisis estáticos de tareas y 
mensajes lo que puede proporcionar una idea más 
clara del comportamiento del sistema pero una baja 
tolerancia a modificaciones en tiempo de ejecución. 
Actualmente, las nuevas aplicaciones de SDTR 
empiezan a demandar nuevos requerimientos tales 
como flexibilidad e inteligencia, inteligencia desde el 
punto de vista de capacidad para adaptarse 
rápidamente a los cambios de su entorno, de la 
habilidad para comunicarse y coordinarse con otros 
elementos para la consecución de objetivos en común 
y de la capacidad de autodeterminación.  
 
Tradicionalmente, para el desarrollo de SDTR y en 
general para los sistemas de tiempo real es necesario 
conocer con anterioridad la cantidad de tareas que se 
van a ejecutar al igual que sus propiedades 
temporales (tales como Pi, Di, Ci)  y los mensajes que 
se intercambiarán en el sistema distribuido para 
realizar un análisis y una planificación de su 
funcionamiento. Este procedimiento es eficiente pero 
bastante rígido para entornos muy dinámicos. El 
número de eventos externos considerados así como el 
número de interacciones entre nodos debe ser 
pequeño de tal forma que se pueda simplificar el 
proceso de análisis [¡Error! No se encuentra el 
origen de la referencia.]. Esto nos lleva a realizar 
ciertas asumisiones en el comportamiento del entorno 
que será controlado por el sistema de tiempo real, de 
tal forma que teóricamente el análisis de 
planificación nos asegurará que las tareas y los 
mensajes intercambiados cumplirán sus restricciones 
temporales durante la ejecución, pero con el aliciente 
de que este análisis sólo será válido mientras se 
cumplan las suposiciones realizadas. Si el 
comportamiento del entorno sufre cambios rotundos 
en comparación con las situaciones previstas en el 
diseño es posible que el sistema alcance un 
comportamiento indeseado, el cual puede verse 
reflejado en perdidas de plazos de tareas críticas. En 
sistemas con entornos relativamente estáticos este 
riesgo puede no estar presente. 
 
Los requerimientos inicialmente mencionados 
incrementan la complejidad de los sistemas 
distribuidos de tiempo real, complejidad que hace 
inviable su diseño  utilizando técnicas tradicionales 
de planificación tal como se ha expuesto, siendo 
necesario recurrir a otras perspectivas que soporten 
las nuevas características demandadas y que además 
tengan en cuenta los nuevos inconvenientes que 
aparecerán a raíz de esto, como puede ser la inclusión 
o expulsión de elementos del sistema en tiempo de 
ejecución, la redistribución de elementos dentro del 
sistema distribuido, la resolución de conflictos de 
objetivos entre elementos, la asignación dinámica de 
tareas y recursos, etc. y todo esto teniendo en cuenta 
las restricciones temporales del sistema. 
 
En un primer momento, el paradigma de agente y 
más específicamente los sistemas multiagentes 
(SMA) aparecen como la opción más acertada para 
abordar la demanda de estos nuevos requerimientos 
debido a que muchos de los cuales son intrínsecos en 
estos. Los SMA, tal como es expuesto en el capitulo 
1, se caracterizan por su naturaleza distribuida, su 
autonomía, su autorregulación, su capacidad 
cooperativa, su alta adaptabilidad y opcionalmente 
por su movilidad, pero sin embargo, una de las 
características más importantes en los SDTR y de las 
que carecen los SMA es la gestión del tiempo como 
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elemento crítico en la ejecución del sistema. Por 
consiguiente y para una factible aplicación a los 
sistemas de tiempo real es necesario añadir una 
dimensión adicional a los SMA: el “tiempo”, pero el 
tiempo desde la perspectiva de los sistemas de tiempo 
real (T, D, C etc.). Todo esto conlleva a que los SMA 
deban heredar las restricciones temporales impuestas 
en un SDTR convencional así como el cumplimiento 
de algunas propiedades básicas como son: 
escalabilidad, integridad, disponibilidad, 
confiabilidad, tolerancia a fallos, etc. 
 
La aplicación de los SMA en entornos distribuidos de 
tiempo real implica un cambio drástico en la filosofía 
de ejecución de los agentes así como en la 
interacción entre ellos, por lo que es posible que la 
mayoría de arquitecturas de agentes existentes no 
sean adecuadas o las que lo son soporten únicamente 
restricciones temporales acríticas, siendo necesario 
adaptarlas, o bien, siendo necesario diseñar nuevas 
arquitecturas, tal y como se pretende en esta tesis. A 
este tipo de sistemas le denominaremos “Sistemas 
MultiAgente de Tiempo Real” (SMA-TR o RT-
MAS1). 
 
Antes de abordar las ventajas y aplicaciones que 
podemos conseguir con la adaptación de los SMA a 
entornos de tiempo real, haremos una definición 
formal de varios conceptos: 
 
Definición 2.1 Agentes de tiempo real 
 
Un agente de tiempo real es un componente software 
con autonomía propia que se desenvuelve en 
entornos con restricciones temporales y que tiene la 
capacidad de llevar a cabo de forma inteligente 
distintos objetivos mediante el intercambio de 
información con el entorno cumpliendo plazos 
estrictos de tiempo. 
 
Podemos definir de forma general la estructura de un 
agente de tiempo real como: 
 { }iiiTRi BOK ,,=Α  
 
en donde: 
 
Ki Æ constituye el conocimiento que el agente de 
tiempo real i tiene del entorno y cuyo conocimiento 
debe estar caracterizado temporalmente. 
Bi Æ es el conjunto de comportamientos posibles del 
TR
iΑ . 
Oi Æ constituye el conjunto de objetivos que debe 
cumplir el agente y los cuales deben estar acotados 
temporalmente. Adicionalmente, para la consecución 
                                                          
1 Por el acrónimo de Real Time Multiagent System 
de cada uno de los objetivos es necesario efectuar un 
conjunto de tareas que es posible expresar de la 
siguiente forma: 
 { }iniii TTTO ,..,, 21=  
 
y en donde al menos una de las tareas T contiene 
restricciones temporales definidas de la siguiente 
forma: 
),,( nnn
i
n PDCT =  
en donde Cn es el tiempo de cómputo, Dn el plazo de 
entrega y Pn define el período. 
 
Definición 2.2 Sistemas Multiagentes de tiempo 
real 
 
2.1 SECCIONES Y SUBSECCIONES (10 ptos, 
negrita) 
 
2.1.1 Subsección (10 ptos, negrita) 
 
Si hubiera más subsecciones, tendrían el mismo 
formato que ésta subsección. Tanto los títulos de las 
secciones como de las subsecciones están con sangría 
y alineados a la izquierda. 
 
 
 
2.2 NOTAS A PIE DE PÁGINA 
 
No incluir cabecera ni pie de página. 
 
2.3 CITAS EN EL TEXTO 
 
Las citas dentro del texto deben incluir el número de 
referencia entre corchetes, por ejemplo [1]. 
 
2.4 FIGURAS 
 
Todas las figuras deben estar centradas y ser claras. 
El número de la figura y la leyenda aparecerán 
siempre en la parte inferior de la figura. Cada figura 
debe ser numerada correlativamente y debe estar 
referenciada en el texto. Dejar una línea entre el texto 
del párrafo y la figura. 
 
 
Figura 1: Ejemplo de leyenda de una figura 
 
2.5 FÓRMULAS 
 
Las fórmulas deben estar centradas y numeradas 
correlativamente, dejando una línea entre el texto y la 
fórmula tanto antes como después, o entre dos 
fórmulas consecutivas. Referenciar las ecuaciones 
mediante su numeración. 
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 μ μσA
A
A
2( ) exp
( ( ))
x
x x= − −
⎛
⎝⎜
⎞
⎠⎟
2
2
 (1) 
 
2.6 TABLAS 
 
Todas las tablas deben estar referenciadas en el texto, 
como se ha hecho en la tabla 1, centradas y claras. El 
numero y título siempre aparecerán en la parte 
superior de la tabla, dejando un espaciado de una 
línea entre el texto del párrafo y la tabla. Las tablas 
deben estar numeradas de manera correlativa. 
 
Tabla 1: Ejemplo de título de una tabla. 
 
Nombre Descripción 
A 
μA 
Subconjnto borroso de X 
Función de pertenencia de A 
 
Agradecimientos (10 ptos, negrita) 
 
La palabra Agradecimientos debe ir alineada a la 
izquierda, no numerada y en negrita. Todos los 
agradecimientos deben figurar al final del trabajo. 
 
Referencias (10 ptos, negrita) 
 
[1] Pedrycz, W., (1993) Fuzzy sets and fuzzy 
systems, Research Studies Press, England. 
 
[2] Zadeh, L., (1965) “Fuzzy logic”, Fuzzy Sets and 
Systems, pp. 100-106. 
 
Deben estar ordenadas por orden alfabético y 
justificadas con la sangría correspondiente. 
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Resumen 
 
En la cadena de producción de losas de mármol 
surge el problema del sellado de los defectos 
localizados en las superficies de dichas losas. Hasta 
ahora este proceso se realiza de forma manual, pero 
tras los avances producidos en los últimos años, se 
plantea la posibilidad de sustituir dicho 
procesamiento manual por un sistema autónomo que 
se encargue de la tarea de sellado. 
 
El objetivo es reducir los costes en tiempo, mano de 
obra necesaria y material empleado, centrando el 
sellado de los defectos en las zonas afectadas en 
lugar de aplicarse a toda la superficie. 
 
El siguiente trabajo propone un método para la 
detección de irregularidades y defectos en las 
superficies de las losas de mármol mediante la 
utilización de técnicas de visión artificial. 
 
Palabras Clave: visión artificial, reparación de 
superficies, defectos en mármol. 
 
 
 
1 INTRODUCCIÓN 
 
La Comarca del Mármol de Almería constituye la 
principal zona de extracción y transformación de 
mármol de Andalucía y la primera de España en 
cuanto a reservas, calidad del mármol y valor de la 
producción. Este dato es significativo por cuanto 
España es el segundo país productor de mármol del 
mundo, lo que habla por sí solo de la importancia 
socioeconómica del sector, tanto a nivel provincial 
como regional. Más de 200 canteras y otras tantas 
industrias de elaboración se concentran en la comarca 
[6]. 
 
Como ocurre con la mayor parte de sectores 
industriales, la industria del mármol, necesita 
optimizar sus procesos de producción y para ello se 
suele recurrir a la  automatización y a la robótica. 
 
Uno de estos procesos es el de la detección de 
irregularidades o defectos, y su posterior reparación, 
en las losas de mármol. Estos defectos son agujeros 
localizados sobre la superficie de las losas y su 
reparación consiste en taparlos aplicando resina u 
otro tipo de sellador sobre éstos. En la figura 1 se 
puede observar una muestra de mármol defectuoso. 
 
Este proceso, se viene realizando de forma manual, 
pero puede optimizarse mediante técnicas de 
automatización y robótica de forma que no requiera 
la intervención de personal alguno. 
 
Este trabajo se centrará en las técnicas de visión 
artificial que permitan detectar los defectos de las 
superficies de las losas. 
 
 
Figura 1: Ejemplo de mármol defectuoso. 
 
2 DESCRIPCIÓN DEL SISTEMA 
 
El sistema que se propone esta dividido en dos 
partes: por un lado el sistema de visión y por otro el 
sistema robotizado de aplicación de resinas. En la 
figura 2 se puede observar el sistema propuesto. 
 
Para la construcción de un prototipo que permita 
comprobar el funcionamiento del sistema se ha 
utilizado un SCORBOT ER-IX controlado a través 
de un controlador tipo B que se conecta al puerto 
serie de un PC. Las comunicaciones se realizan 
mediante el estándar RS-232 utilizando un cable con 
conectores db9 y un esquema de conexión  de 
módem nulo. 
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Se pretende detectar defectos de hasta medio 
milímetro, y puesto que las losas utilizadas para el 
desarrollo del trabajo poseen un tamaño de 30x30 
cm., la resolución mínima de la cámara a utilizar 
debe ser de 600x600 píxels. 
 
El sistema de visión utilizado consiste en una cámara 
JAI 2060 en color y una fuente de luz natural que 
permite iluminar la superficie uniformemente 
evitando reflejos. La disposición de la cámara es 
perpendicular a la superficie a examinar para 
minimizar el efecto de las distorsiones de perspectiva 
y el flash de la cámara permite aumentar el contraste 
entre la superficie y el fondo. 
 
3 SISTEMA DE VISIÓN 
 
Este artículo se centrará en la parte de visión: 
adquisición de imágenes y detección de defectos en 
las superficies de las losas de mármol, así como los 
algoritmos de procesamiento y segmentación de 
imágenes que se han utilizado. 
 
Las losas de mármol utilizadas no tienen un color 
uniforme, lo que puede provocar errores en la 
identificación de los defectos y afectar al resultado 
final. Estas losas, generalmente grises, suelen tener 
partes con tonalidades blancas, amarillentas y, en 
algunos casos, rojas. 
 
El principal objetivo es realzar los defectos de la 
superficie y suavizar al máximo las diferencias de 
tonalidad, permitiendo preservar el mayor número de 
defectos y evitando la identificación errónea de 
regiones de distinto color. 
 
Las imágenes utilizadas han sido convertidas a tonos 
de gris utilizando el canal L del espacio HLS, ya que 
está demostrado que los resultados que se podrían 
obtener con una representación RGB son muy 
similares a los obtenidos mediante niveles de gris 
siendo el coste computacional bastante menor[5]. 
 
3.1 ALGORITMOS UTILIZADOS 
 
3.1.1 CONVOLUCIÓN DE IMÁGENES 
 
La convolución de imágenes se realiza mediante 
máscaras que tienen la forma indicada en la tabla 1. 
 
Tabla 1: Máscara para el cálculo de convoluciones. 
 
m(0,0) m(0,1) m(0,2) 
m(1,0) m(1,1) m(1,2) 
m(2,0) m(2,1) m(2,2) 
 
Para calcular la convolución de una imagen en el 
caso discreto, se sitúan ambas matrices una sobre 
otra, se multiplica cada celda por la inferior y se 
suman los productos resultantes. A continuación se 
desplaza la máscara a la siguiente celda y se repite el 
proceso hasta recorrer por completo la imagen a 
convolucionar [2]. 
 
 
Figura 2: Sistema propuesto. 
 
Las matrices de convolución pueden tener diversos 
tamaños dependiendo de las necesidades, aunque el 
caso más común es el de matrices 3x3. 
 
La convolución se utiliza para la aplicación de filtros 
como los que se mostrarán en los siguientes 
apartados. 
 
3.1.2 FILTRADO DE PASO ALTO (REALCE) 
 
El objetivo principal del realce es el de destacar los 
detalles finos de una imagen o intensificar detalles 
que han sido difuminados, bien sea por error o bien 
por efecto natural del método de adquisición de la 
imagen. 
 
Debido a que los bordes y demás cambios bruscos de 
los niveles de gris están relacionados con las 
componentes de alta frecuencia, puede lograrse el 
realce de la imagen en el domino del espacio 
mediante un procedimiento de filtrado de paso alto, 
que atenúa las componentes de baja frecuencia al 
mismo tiempo que intensifica los detalles [3]. 
 
Para realizar el filtrado de una imagen se procede a 
calcular la convolución de ésta con una matriz 
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cuadrada del orden deseado (también denominada 
máscara). 
La máscara utilizada para implementar un filtro 
espacial de paso alto debe tener coeficientes positivos 
cerca de su centro y negativos en la periferia. Para 
una máscara 3x3 esta condición se cumple 
escogiendo un valor positivo en el centro y negativos 
en el resto [3]. 
  
En este caso, la matriz de convolución para el filtrado 
de paso alto es la que se muestra en la tabla 2. Tras 
realizar varias pruebas se escogió aquel filtro que 
proporcionaba un realce suficiente para las siguientes 
fases del proceso. 
 
Tabla 2: Matriz de convolución para el filtrado de 
paso alto. 
 
-1 -1 -1 
-1 10 -1 
-1 -1 -1 
 
En la figura 3 se puede observar el resultado del 
filtrado de paso alto y, como se puede apreciar, los 
defectos de la superficie se muestran mucho mas 
nítidos que en la imagen original. 
 
3.1.3 FILTRADO DE LA MEDIANA 
 
Se trata de un filtro no lineal en el dominio espacial y 
se utiliza para la eliminación de ruido, es decir, para 
suavizar píxels que difieren mucho de sus vecinos. 
 
El nivel de gris de cada píxel es sustituido por la 
mediana de los niveles de gris de un entorno de 
tamaño dado de este píxel. 
 
La mediana de un conjunto es el valor tal que la 
mitad de los valores de dicho conjunto son menores 
que él y la otra mitad son mayores. 
 
El filtrado de la mediana es muy efectivo para 
eliminar ruido de una imagen ya que permite 
deshacerse de píxels aislados que por su reducido 
tamaño son irrelevantes en el proceso. 
 
3.1.4 EROSIÓN Y DILATACIÓN 
 
Se denomina transformaciones morfológicas a 
aquellas que modifican la estructura o forma de los 
objetos que están presentes en una imagen. Estas 
transformaciones son una herramienta muy útil para 
la extracción de características además de permitir la 
eliminación de ruido. 
 
Las dos operaciones morfológicas principales son la 
erosión y la dilatación [2]. 
 
• Erosión. Para los conjuntos A y B de 2Z , la 
erosión de A por B, representada por , se 
define como: 
BAΘ
 { }ABxBA x ⊆=Θ )(|   (1) 
 
b) Imagen original. 
 
 
b) Imagen filtrada. 
 
Figura 3: Ejemplo de filtrado de paso alto. 
 
Es decir, la erosión de A por B es el conjunto de 
todos los puntos x tales que B, trasladado por x, está 
contenido en A. 
 
El conjunto B recibe el nombre de elemento 
estructurante. 
 
• Dilatación. Siendo A y B conjuntos de 2Z  y ∅  
representando al conjunto vacío, la dilatación de A 
por B, representada por BA⊕ , se define como: 
 { }∅≠∩=⊕ ABxBA x)ˆ(|  (2) 
 
La dilatación de A por B es entonces el conjunto de 
todos los desplazamientos x tales que Bˆ y A se 
solapen en al menos un elemento distinto de cero. 
 
La figura 4 muestra un ejemplo de erosión y 
dilatación sobre la imagen de la figura 3.a. Como 
puede observarse, las regiones claras se agrandan en 
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el caso de aplicar dilatación y se encogen en caso de 
aplicar erosión. 
 
Estas dos operaciones son la base para la apertura y 
el cierre, las cuales se mostrarán en el siguiente 
apartado. 
 
 
a) Erosión. 
 
 
b) Dilatación. 
 
Figura 4: Ejemplo de erosión y dilatación. 
 
3.1.5 APERTURA Y CIERRE 
 
Las dos transformaciones anteriores no son 
conmutativas, es decir, después de una erosión no se 
puede recuperar la imagen original con una dilatación 
ya que se habrán perdido pequeños detalles. Sin 
embargo, esto posee una gran utilidad puesto que la 
información que se mantiene corresponderá a las 
partes más importantes de los objetos y además se 
habrán eliminado pequeños elementos, reduciéndose 
el ruido [2]. 
 
• Apertura. La apertura se define como una 
combinación de erosiones y dilataciones en las que la 
primera operación es una erosión y la última una 
dilatación, utilizando siempre el mismo elemento 
estructural: 
BBABA ⊕Θ= )(o  (3) 
Se denomina apertura ya que al comenzar con una 
erosión se tiende a romper las piezas en sus partes 
constitutivas. [2] 
 
La apertura suaviza los contornos de los objetos y 
elimina protuberancias finas. 
 
• Cierre. El cierre es la operación dual de la apertura 
y su definición es la siguiente [2]: 
 
BBABA Θ⊕=• )(  (4) 
 
Al igual que la apertura, el cierre también suaviza los 
contornos, pero generalmente fusiona las hendiduras 
finas y largas presentes en los objetos, elimina 
agujeros pequeños y rellena brechas en el contorno. 
 
La figura 5 muestra un ejemplo de apertura y cierre 
sobre la imagen original mostrada en la figura 3.a. Se 
puede observar como los cambios de color tienen a 
uniformarse tras la aplicación de la operación de 
apertura y como las regiones pequeñas tienden a 
desaparecer tras la aplicación del cierre. 
 
 
a) Apertura. 
 
 
b) Cierre. 
 
Figura 5: Ejemplo de apertura y cierre. 
XXVII Jornadas de Automática
Almería 2006 - ISBN: 84-689-9417-0 1249
3.1.6 UMBRALIZACIÓN 
 
Uno de los métodos más utilizados en la 
segmentación de imágenes es la umbralización. 
 
Si se dispone de una imagen con objetos luminosos 
sobre un fondo oscuro, el histograma de la imagen 
mostrará dos grupos principales como se muestra en 
la figura 6. 
 
 
Figura 6: Histograma. 
 
Con un histograma como el de la figura anterior, se 
puede seleccionar un umbral T que separe ambos 
grupos, de forma que cualquier punto (x,y) para el 
que f(x,y) > T será un punto del objeto mientras que 
en caso contrario se tratará de un punto del fondo. La 
elección del umbral T adecuado es un aspecto 
decisivo para obtener los resultados deseados [3]. 
 
3.2 IDENTIFICACIÓN DE REGIONES 
 
Una vez que se ha optimizado la imagen para realzar 
y detectar después los defectos, se hace necesaria la 
interpretación de ésta identificando las regiones que 
la componen. 
 
El objetivo de la identificación de regiones es 
detectar el área mínima que encierra un conjunto de 
puntos próximos entre sí. De esta forma el robot no 
tendrá que sellar cada punto de forma independiente 
si no que se aplicará el sellador a grupos de puntos. 
 
En la tabla 3 se muestran las coordenadas del 
rectángulo mínimo que contiene a cada una de las 
regiones. Se indican dos puntos: el superior derecho 
y el inferior izquierdo. La figura 7 muestra el 
resultado de la representación de las regiones para 
una sección de una de las imágenes de prueba. 
 
Tabla 3: Tabla de características de las regiones 
 
Objeto 
nº 
X 
Superior-
Izquierda 
Y 
Superior-
Izquierda 
X 
Inferior-
Derecha 
Y 
Inferior-
Derecha 
1 532,000 52,000 535,000 54,000 
2 523,000 54,000 529,000 57,000 
3 990,000 54,000 993,000 56,000 
4 375,000 57,000 377,000 59,000 
5 422,000 57,000 428,000 62,000 
… 
 
 
Figura 7: Identificación de regiones. 
 
3.3 IMPLEMENTACIÓN 
 
La implementación de la metodología propuesta se 
ha llevado a cabo mediante LabVIEW 7.1 [4] y se 
muestra en la figura 8. 
 
Básicamente los pasos que se realizan son los 
siguientes: 
 
1. Conversión de la imagen a escala de grises. 
Para ello se extrae el canal L del espacio HLS. 
2. Realce de detalles. Se aplica el filtro mostrado 
en la tabla 2 para realzar los detalles de la 
imagen. Esto provoca que pequeños defectos se 
muestren con mayor claridad. 
3. Transformación mediante apertura. Como se 
ha mostrado en apartados anteriores, la apertura 
permite que algunas regiones muy cercanas se 
fusionen, lo que posteriormente permitirá tratar 
nubes de puntos muy cercanos como una única 
región. 
4. Umbralización. Mediante la técnica de 
umbralizado se pueden aislar los defectos de la 
superficie de la losa. El umbral elegido 
determina la precisión que tendrá la detección,  
así como el grado de error que se cometa ya que 
se pueden interpretar como defectos algunas 
variaciones de color. 
5. Filtrado de la Mediana. Mediante la aplicación 
de un filtro de la mediana se consigue un 
suavizado general de la imagen que permite la 
eliminación de pequeños puntos. De esta forma 
como resultado final se obtendrán las regiones 
principales. 
 
4 RESULTADOS PRELIMINARES 
 
A continuación se mostraran algunos de los 
resultados obtenidos con las técnicas propuestas. 
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4.1 IDENTIFICACIÓN DE DEFECTOS 
 
Como se puede observar en la figura 9, el sistema es 
capaz de detectar distintas cantidades y tamaños de 
defectos independientemente de la densidad de estos. 
 
Los cambios de orientación en las losas o la 
ubicación de los defectos no influyen en el resultado 
final de la interpretación. En la figura 10 se puede 
observar el resultado tras girar la imagen de la figura 
9.a 90º en el sentido de las agujas del reloj. 
 
4.2 LOCALIZACIÓN DE DEFECTOS 
 
El proceso de reconocimiento completo consiste en 
una serie de pasos que se suceden secuencialmente. 
 
Como ya hemos visto, lo primero que se hace es 
mejorar la imagen para favorecer los aspectos que 
nos interesan, los defectos de la superficie de las 
losas, y a continuación se segmenta la imagen para 
aislar las regiones de interés.  
 
Después se procede a identificar y extraer las 
características de las regiones que hayan aparecido 
tras el paso anterior. 
 
De la identificación de regiones se extrae una tabla 
con las características de éstas, lo que permitirá 
indicar al robot manipulador el trabajo a realizar. 
 
La figura 11 muestra el proceso de reconocimiento 
completo. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5 CONCLUSIONES Y FUTUROS 
TRABAJOS 
Figura 8: Implementación del sistema de visión. 
 
En el presente trabajo se ha expuesto un estudio 
sobre la detección de irregularidades y defectos en 
las superficies de las losas de mármol utilizando 
diversos algoritmos para el tratamiento de imágenes. 
 
La principal ventaja del sistema propuesto está en el 
ahorro de material empleado en sellar los defectos de 
las losas. Si en el proceso manual se procedía a cubrir 
la mayor parte de la superficie, el sistema propuesto 
aplicará el sellador de forma localizada, es decir, en 
aquellas zonas que hayan sido detectadas tras el 
proceso de identificación. 
 
Con las pruebas realizadas se ha comprobado que por 
lo general el área de superficie afectada por defectos 
se encuentra en un rango de unos 600.000 a 
1.200.000 píxels, por lo que si las imágenes tienen 
aproximadamente unos 3.000.000 de píxels, el 
sistema propuesto provoca que solamente se cubra 
entre un 20% y un 40% de la superficie total, o lo que 
es lo mismo, supone un ahorro de entre el 60% y el 
80% de material de sellado. 
 
Queda pendiente estudiar la propuesta de Birginiea y 
Rivasb [1] sobre la utilización de escáneres láser para 
resaltar la degradación de las superficies de piedra en 
condiciones climatológicas adversas. 
 
En el futuro se pretende desarrollar un sistema 
completo que disponga de un sistema de adquisición 
de imágenes propio y que integre las técnicas de 
visión con el SCORBOT ER-IX para el sellado 
automático de los defectos de las losas. 
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a) Imagen original 1. 
 
 
c) Imagen original 2. 
 
 
 
 
 
a) Imagen original 1 girada 90º. 
 
 
 
 
 
 
  
 
b) Resultado 1. 
 
 
d) Resultado 2. 
 
 
 
Figura 9: Ejemplo de distintas densidades de defectos. 
 
 
b) Resultado. 
 
 
 
Figura 10: Ejemplo de cambio de orientación de defectos. 
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a) Imagen original. 
 
 
b) Preprocesamiento. 
 
 
c) Reconocimiento de regiones. 
 
Objeto 
nº 
Primer 
Píxel X 
Último 
Píxel Y Área 
1 53.200.000 5.200.000 500.000 
2 52.300.000 5.400.000 1.400.000 
3 99.000.000 5.400.000 500.000 
4 37.500.000 5.700.000 300.000 
… 
 
d) Características de las regiones. 
 
Figura 11: Proceso de reconocimiento. 
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Resumen
El art´ıculo presenta resultados obtenidos en el pro-
yecto europeo COMETS en el cual se ha desarro-
llado y demostrado un sistema para la coordina-
cio´n y control de mu´ltiples veh´ıculos ae´reos hete-
roge´neos. Este art´ıculo introduce el sistema CO-
METS y presenta me´todos de percepcio´n coopera-
tiva multi-UAV con aplicacio´n a la deteccio´n y lo-
calizacio´n de alarmas. Se incluyen resultados de
experimentos de deteccio´n, confirmacio´n y locali-
zacio´n precisa de incendios forestales.
Palabras clave: robo´tica ae´rea, coordinacio´n
de robots, percepcio´n cooperativa, deteccio´n
incendios.
1. INTRODUCCIO´N
Los equipos de mu´ltiples robots han sido objeto de
una atencio´n creciente durante la u´ltima de´cada.
En la mayor parte de los trabajos se consideran
equipos de robots terrestres, y fundamentalmente
en interiores.
En el caso de veh´ıculos ae´reos no tripulados (UAVs
en sus siglas en ingle´s), los esfuerzos se han concen-
trado en la coordinacio´n de veh´ıculos del mismo
tipo para actividades como el vuelo en formacio´n
[4]. Tambie´n se ha investigado la coordinacio´n de
veh´ıculos ae´reos y terrestres [12] [11].
El objetivo del proyecto COMETS era el desarro-
llo de una arquitectura para el control y la coor-
dinacio´n de multiples UAVs heteroge´neos. La he-
terogeneidad abarca desde el nivel de autonomı´a
hasta las plataformas consideradas. En este art´ıcu-
lo se muestran algunos aspectos de la arquitectura
desarrollada, para a continuacio´n centrarse en la
cooperacio´n para la percepcio´n.
En cuanto a sus aplicaciones, los UAVs han si-
do fundamentalmente usados en el campo militar.
Ma´s recientemente se han presentado los primeros
resultados en aplicaciones tales como la deteccio´n
de minas [1].
El sistema desarrollado en el proyecto COMETS
puede ser empleado en numerosas aplicaciones de
Figura 1: Imagen de un incendio desde un UAV.
vigilancia y monitorizacio´n. En el proyecto se ha
incluido la demostracio´n del sistema en la detec-
cio´n y monitorizacio´n de incendios forestales (figu-
ra 1), problema particularmente relevante en nu-
merosas regiones de nuestro planeta, incluyendo
el sur de Europa. En el proyecto COMETS se ha
realizado la primera demostracio´n de un sistema
multi-UAV en experimentos de fuegos forestales.
El art´ıculo se organiza del siguiente modo. La sec-
cio´n 2 analiza algunos de los aspectos fundamen-
tales en la coordinacio´n de UAVs heteroge´neos.
A continuacio´n, la seccio´n 3 presenta las te´cnicas
empleadas para la percepcio´n cooperativa entre
varios UAVs. La seccio´n 4 presenta algunos de los
experimentos de fuego en que el sistema ha sido
demostrado, as´ı como resultados concretos obteni-
dos en dichos experimentos. Finalmente, se apor-
tan conclusiones.
2. COORDINACIO´N DE
MULTIPLES UAVS. EL
SISTEMA COMETS
Una arquitectura para la coordinacio´n de mu´lti-
ples robots debe considerar los siguientes aspec-
tos:
Supervisio´n y ejecucio´n de tareas. La
ejecucio´n de tareas es un proceso pasivo, que
se encarga del manejo de la ejecucio´n de las
distintas tareas, mientras que la supervisio´n
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es un proceso activo que controla todas las
actividades deliberativas del robot.
Coordinacio´n de tareas. La coordinacio´n
asegura la coherencia en las actividades que
se desarrollan en un grupo de robots. Se de-
ben definir mecanismos para la resolucio´n de
conflictos, especialmente para el caso de pla-
nificacio´n de trayectorias y la ejecucio´n de ta-
reas cooperativas (por ejemplo, la percepcio´n
simulta´nea de un mismo objetivo por parte
de varios robots).
Planificacio´n y refinamiento de misio-
nes. Estas actividades consideran todo lo que
es la construccio´n de planes coherentes, con-
siderando para ello modelos de las tareas y
modelos del entorno.
Asignacio´n de tareas. Es necesario abor-
dar co´mo se distribuyen las tareas entre los
robots. Requiere establecer un protocolo de
asignacio´n de tareas, as´ı como definir me´tri-
cas que permitan cuantificar la relevancia de
asignar una tarea a uno u otro robot.
La arquitectura desarrollada en COMETS abor-
da todos estos aspectos, a los que se an˜ade una
particularidad adicional. Los UAVs considerados
en COMETS son heteroge´neos tambie´n en el gra-
do de autonomı´a de cada uno de ellos. Por tanto,
la arquitectura COMETS es capaz de coordinar al
mismo tiempo sistemas teleoperados, sistemas con
autonomı´a operacional (las tareas se planifican y
supervisan en un centro de control) y sistemas con
autonomı´a de decisio´n (capaces de realizar misio-
nes complejas por ellos mismos). Adema´s, dicha
arquitectura da soporte a que el centro de control
tome el gobierno de los UAVs con autonomı´a de
decision, para hacer frente a posible situaciones de
emergencia por ejemplo.
Por tanto, la arquitectura de COMETS permite
integrar tanto planificacio´n puramente centraliza-
da como sistemas distribuidos de decisio´n, en fun-
cio´n del contexto y la misio´n a desarrollar. Es-
tos aspectos hacen de ella un sistema multi-robot
versa´til y flexible. Ma´s detalles pueden encontrar-
se en [3], [2].
3. PERCEPCIO´N
COOPERATIVA ENTRE
MULTIPLES UAVS
Uno de los objetivos fundamentales de COMETS
era el desarrollo de te´cnicas para la percepcio´n
cooperativa entre los UAVs. La percepcio´n coope-
rativa puede ser definida como la colaboracio´n de
los robots de un equipo para la estimacio´n del en-
torno, mediante la fusio´n de datos obtenidos por
diferentes robots e incluso mediante la ejecucio´n
de acciones de forma coordinada.
Por tanto, el sistema de percepcio´n cooperativa
debe tratar con un aspecto fundamental: la fusio´n
de datos. E´sta es necesaria para aumentar la fiabi-
lidad en la estimacio´n al emplear distintas fuentes
de informacio´n. Adema´s, en una flota de UAVs
heteroge´neos, los veh´ıculos poseera´n sensores de
distinto tipo. Por tanto, los algoritmos de fusio´n
deben ser capaces de admitir informacio´n de dis-
tinta naturaleza.
Esta seccio´n presenta el esquema general de este
sistema para el caso de la deteccio´n, confirmacio´n
y localizacio´n de eventos de intere´s por parte de
una flota de UAVs. Para clarificar la exposicio´n, se
considerara´ su aplicacio´n concreta a la deteccio´n
de incendios.
3.1. DETECCIO´N Y LOCALIZACIO´N
DE ALARMAS EMPLEANDO
GRIDS
Una de las misiones fundamentales de la flota de
UAVs es la deteccio´n y localizacio´n de eventos de
intere´s. El sistema de percepcio´n cooperativa de-
be hacer uso de los distintos sensores en la flota
para determinar las posiciones de las posibles alar-
mas, reduciendo en lo posible el nu´mero de falsas
alarmas.
Esta seccio´n describe el algoritmo empleado para
la deteccio´n y localizacio´n cooperativa. La u´nica
premisa necesaria es un mapa de alturas de la zo-
na a explorar (que podr´ıa ser generado por otro
de los UAVs, como Karma [5]). La superficie 3D
se representa mediante una matriz 2D o grid. Ca-
da celda i del grid tiene una posicio´n 3D asociada
xi y una probabilidad p(hi) de contener un evento
de intere´s (por ejemplo, fuego en la aplicacio´n de
deteccio´n de incendios). Es decir, cada celda tie-
ne asociada un variable aleatoria binaria hi, que
sigue una distribucio´n de Bernoulli. Representare-
mos mediante hi el hecho de que haya un objeto
en la celda i y mediante h¯i el contrario, de modo
que p(hi) = 1− p(h¯i).
Las probabilidades asociadas a las celdas del grid
son actualizadas a medida que se obtienen nuevos
datos usando un ciclo de prediccio´n-actualizacio´n.
Sea Sk+1 = {S0, . . . ,Sk+1} el conjunto de todos
los datos obtenidos hasta el instante k+1. El obje-
tivo es estimar, en el instante k + 1, la funcio´n de
distribucio´n a posteriori p(hi,k+1|Sk+1) para to-
das las celdas del grid; es decir, la probabilidad de
que exista un evento en cada celda i en el instan-
te k + 1, condicionada a los valores de los datos.
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Estos datos consistira´n en las lecturas de los dis-
tintos sensores de los UAVs (como las ca´maras y
otros sensores).
La funcio´n de distribucio´n se puede escribir como:
p(hi,k+1|Sk+1) = p(hi,k+1|Sk+1,Sk) (1)
Usando la regla de Bayes:
p(hi,k+1|Sk+1,Sk) = p(Sk+1|hi,k+1,S
k)p(hi,k+1|Sk)
η
(2)
donde
η = p(Sk+1|hi,k+1,Sk)p(hi,k+1|Sk)+
+p(Sk+1|h¯i,k+1,Sk)p(h¯i,k+1|Sk)
(3)
y p(h¯i,k+1|Sk) = 1−p(hi,k+1|Sk). Se asume que las
medidas tomadas en distintos instantes son condi-
cionalmente independientes, de modo que
p(Sk+1|hi,k+1,Sk) = p(Sk+1|hi,k+1) (4)
y del mismo modo para p(Sk+1|h¯i,k+1,Sk). El
te´rmino p(hi,k+1|Sk) se calculara´ a partir de la
informacio´n de la que se dispone en el instante k,
p(hi,k|Sk) usando (5):
p(hi,k+1|Sk) =
∑
j
p(hi,k+1|hj,k)p(hj,k|Sk) (5)
donde p(hi,k+1|hj,k) es la probabilidad de transi-
cio´n que relaciona la probabilidad de que exista
un evento en la celda i si hay un evento en la cel-
da j el instante anterior. Por tanto, el modelo de
transicio´n considera que hi,k+1 depende de todo
el conjunto de celdas en el instante anterior, y no
so´lo en el estado de ella misma hi,k. De este modo,
la probabilidad de transicio´n p(hi,k+1|hj,k) permi-
te considerar la propagacio´n del evento de unas
celdas a otras. El modelo concreto depende de la
aplicacio´n. Para la deteccio´n de incendios, y si na-
da ma´s se conoce, (por ejemplo, la direccio´n del
viento, que podr´ıa ser incluida en el modelo), este
modelo de transicio´n considera que el fuego se pro-
paga con igual probabilidad en todas direcciones,
con lo que consiste en un suavizado de las proba-
bilidades de las celdas. Otros aspectos podr´ıan ser
tenidos en cuenta en este modelo de transicio´n, co-
mo por ejemplo la pendiente del terreno en cada
celda.
Por tanto, mientras los UAVs no proveen nuevos
datos, el estado de las alarmas hasta el instante
k+1 viene dado por la ecuacio´n (5). Cada vez que
se reciben nuevos datos desde un UAV, el estado
es actualizado usando (2).
El te´rmino p(Sk+1|hi,k+1) es la funcio´n o modelo
del sensor, la funcio´n de verosimilitud. Determina
la probabilidad de obtener los datos Sk+1 si se tie-
ne un objeto de intere´s en la celda i en el instante
k + 1. Los datos Sk+1 consisten en toda la infor-
macio´n recogida por los robots del equipo en el
instante k+1. Las medidas de los distintos senso-
res se consideran condicionalmente independientes
dado el valor de las celdas, y, por tanto:
p(Sk+1|hi,k+1) =
∏
j
p(Sj,k+1|hi,k+1) (6)
con j un ı´ndice sobre todos los sensores que obtie-
nen datos en el instante k + 1.
Los diferentes te´rminos de (6) considerara´n las po-
siciones de los distintos sensores respecto del ma-
pa, as´ı como las relaciones geome´tricas entre los
puntos en el espacio y las lecturas de los mismos.
El modelo de esto u´ltimo se obtendra´ mediante
procesos de calibracio´n, mientras que la posicio´n
de los sensores sera´ calculada por los propios ro-
bots. Es necesario tener en cuenta las incertidum-
bres asociadas para actualizar correctamente los
valores de las celdas del grid.
En el instante k+1, y para cada sensor j, el hard-
ware a bordo de los UAVs permite obtener una es-
timacio´n de la posicio´n tj,k+1 y orientacio´nRj,k+1
del sensor en un sistema de coordenadas global a
toda la flota. Denominaremos mediante qj,k+1 a
estos datos de posicionamiento. Cada UAV tam-
bie´n obtiene una estimacio´n de los errores en di-
chas cantidades (la matriz de covarianza de los
errores). Puesto que las medidas obtenidas por los
sensores dependen de la posicio´n de los mismos,
estos errores deben ser tenidos en cuenta al calcu-
lar la verosimilitud de los datos. Por tanto, cada
factor en (6) consiste en (a partir de este momen-
to, el ı´ndice temporal no se muestra salvo que sea
necesario):
p(Sj |hi) =
∫
p(Sj |hi,qj)p(qj)dqj (7)
El ca´lculo de p(Sj |h¯i) se realiza mediante expre-
siones equivalentes a (6) y (7).
3.2. MODELOS DE LOS SENSORES
Los distintos UAVs de la flota pueden llevar a
bordo distintos sensores. Para poder aplicar las
te´cnicas anteriores, la funcio´n de verosimilitud de
los distintos sensores debe ser caracterizada. Este
apartado va a describir la funcio´n para los sensores
empleados en la misio´n de deteccio´n de fuegos.
Uno de los veh´ıculos, el helico´ptero auto´nomo
Marvin de la Universidad Te´cnica de Berl´ın po-
see un sensor detector de fuegos, consistente en
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Figura 2: Imagen infrarroja de una escena con un
fuego capturada por Heliv.
un foto-detector ajustado para responder ante las
radiaciones ultravioleta propias del fuego [10].
El helico´ptero Heliv lleva a bordo una ca´mara vi-
sual y una ca´mara infrarroja [8]. La figura 2 mues-
tra una de las ima´genes infrarrojas tomadas desde
dicho veh´ıculo. Tambie´n, tanto Heliv como Marvin
poseen ca´maras de v´ıdeo en color .
Los sensores considerados tienen muy diferentes
caracter´ısticas en lo que respecta a la localizacio´n,
es decir, la cantidad de informacio´n que propor-
cionan acerca de la posicio´n del fuego. En el caso
del sensor de fuegos, esta informacio´n es pobre,
pues so´lo indica la presencia o ausencia de fuego
en el campo de visio´n del sensor. En el caso de las
ca´maras esta informacio´n es algo mejor, pues las
ca´maras indican la direccio´n en la que se encuen-
tra el fuego.
Cuadro 1: Caracterizacio´n datos preprocesados
Sensor de fuego IR Visual
PD 95% 100% 90%
PF 5% 10% 3%
Los datos procedentes tanto de las ca´maras co-
mo del sensor de fuego son preprocesados en una
primera fase. Para el caso del sensor de fuego pre-
sente en Marvin, el preprocesamiento consiste en
una umbralizacio´n, de modo que el resultado final
es un valor binario indicando si hay fuego presen-
te dentro de su campo de visio´n. Para las ima´ge-
nes (tanto infrarrojas como visuales), el prepro-
cesamiento consiste en una segmentacio´n. Usan-
do estos algoritmos, ambos tipos de ima´genes son
transformados en ima´genes binarias en las que los
p´ıxeles se clasifican como fuego o no fuego. Dichos
algoritmos no se describira´n en el presente docu-
mento (ver [7] y [9] para ma´s detalles).
Tanto los algoritmos de segmentacio´n como la um-
bralizacio´n para el sensor de fuego han sido carac-
terizados en funcio´n de sus probabilidades PD de
deteccio´n y PF de falso positivo. La tabla 1 mues-
tra los valores t´ıpicos.
Las ecuaciones de medida tendra´n en cuenta las
Figura 3: Esquema del modelo de medida del sen-
sor de fuego.
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Figura 4: Gra´ficas correspondientes a (8) y (9).
Izquierda, componente angular. Derecha, compo-
nente debida a la distancia.
caracter´ısiticas de este preprocesamiento. A con-
tinuacio´n se muestra en detalle los modelos de am-
bos sensores.
3.2.1. Sensor de fuego
Como se ha dicho, tras un pre-procesamiento, el
sensor de fuego proporciona un valor binario indi-
cando la presencia o ausencia de fuego en su cam-
po de visio´n. Este campo de visio´n viene deter-
minado por dos a´ngulos de apertura (horizontal y
vertical) y una distancia ma´xima (Figura 3).
El modelo p(Sj |hi,qj) esta´ determinado por las
probabilidades PD,j y PF,j de la Tabla 1. Estas
probabilidades nominales se modifican en funcio´n
de la posicio´n relativa de la celda i, xi, respecto
de la posicio´n y orientacio´n del sensor (qj), y as´ı:
PD,j(xi,qj) = PD,j − wD,j(d2ij , θij , αij) (8)
PF,j(xi,qj) = PF,j − wF,j(d2ij , θij , αij) (9)
donde wD,j y wF,j son funciones que disminuyen el
valor de PD,j y PF,j con la distancia entre la celda
i y el sensor j, dij , y los a´ngulos bajo los que se
observa la celda i para la orientacio´n del sensor
j , θi,j y αi,j (figura 3). La figura 4 muestra una
gra´fica de dichas funciones.
Si el sensor detecta fuego, entonces :
p(Sj |hi,qj) = PD,j(xi,qj) (10)
p(Sj |h¯i,qj) = PF,j(xi,qj) (11)
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En cambio, si el sensor no detecta fuego:
p(Sj |hi,qj) = 1− PD,j(xi,qj) (12)
p(Sj |h¯i,qj) = 1− PF,j(xi,qj) (13)
La evaluacio´n de (7) puede hacerse mediante
muestreo a partir de la distribucio´n p(qj). El prin-
cipal efecto de los errores en qj es una incertidum-
bre en los l´ımites del campo de visio´n del sensor.
Sin embargo, para el caso particular de los expe-
rimentos presentados en la seccio´n 4, el UAV que
porta el sensor de fuego es capaz de determinar
su posicio´n con gran precisio´n, por lo que no se
tienen en cuenta.
3.2.2. Ca´maras
Como resultado de los algoritmos de segmenta-
cio´n, los datos obtenidos a partir de las ca´maras
son ima´genes binarias en las que los p´ıxeles esta´n
clasificados como fuego o no fuego.
La funcio´n de medida de las ca´maras considera el
modelo de proyeccio´n de las ca´maras (el llamado
modelo pin-hole). Cada celda tiene una posicio´n
asociada xi, y el centro de dicha celda correspon-
dera´ con un p´ıxel mj,i en el plano de la imagen de
la ca´mara j (si esta´ en el campo de visio´n de dicha
ca´mara). Si xi y mj,i se expresan en coordenadas
homoge´neas, la posicio´n del p´ıxel viene dada por:
smTj,i = Aj [Rjtj ]xi = f(qj ,xi) (14)
donde Aj es la matriz de calibracio´n de la ca´mara
j. Esta matriz se obtiene mediante un proceso de
calibracio´n. Rj y tj son la rotacio´n y traslacio´n
que localizan la ca´mara en el sistema de referen-
cia global, y son calculadas en base a los sensores
a borde del UAV (GPS, IMU y enconders si se
dispone de pan-tilt para las ca´maras).
De nuevo, para calcular la verosimilitud p(Sj |hi) ,
(7) debe ser integrada para todos los posibles va-
lores de qj . Y, adema´s, esto debe ser hecho para
todas las celdas del grid que se encuentran en el
campo de visio´n de la ca´mara. Para determinar
de forma precisa la posicio´n del fuego, y a diferen-
cia del caso del sensor de fuego, aqu´ı es necesa-
rio tener en cuenta las incertidumbres en qj , pues
las ca´maras proporcionan mucha ma´s informacio´n
acerca de la localizacio´n del fuego.
La solucio´n directa de (7) usando me´todos de
Monte-Carlo tiene un coste computacional eleva-
do. Por ello, en lugar de resolver (7), las incerti-
dumbres en qj se trasladan a incertidumbres en la
posicio´n del p´ıxel correspondientemj,i a trave´s de
la funcio´n f . Esta´ funcio´n es claramente no lineal.
La propagacio´n de las incertidumbres se realiza
empleando la llamada Unscented Transform ([6]).
Por tanto, (7) se convierte en:
p(Sj |hi) =
∑
m
p(sj |mj,i)p(mj,i) (15)
El te´rmino p(sj |mj,i) corresponde a (10) si el p´ıxel
mj,i pertence a una regio´n segmentada como fue-
go, mientras que si el p´ıxel fue clasificado co-
mo parte del fondo, entonces corresponde a (12).
La misma aproximacio´n se emplea para calcular
p(Sj |h¯i).
Para las ca´maras, las funciones wD,j y wF,j en (8)
y (9) so´lo dependen de la distancia de la celda a
la ca´mara dij , y no de su orientacio´n relativa.
3.3. OBTENCIO´N DE MEDIDAS DEL
GRID
Mediante las ecuaciones anteriores se estima de
forma recursiva el estado del grid usando los datos
que los distintos UAVs de la flota van obteniendo.
Desde un punto de vista Bayesiano, el grid re-
presenta toda la informacio´n que puede obtenerse
acerca de las posibles alarmas en el instante k+1.
Sin embargo, en algunas aplicaciones se necesitan
medidas ma´s espec´ıficas. Por ejemplo, si un equi-
po de UAVs esta´ rastreando una zona en busca de
posibles incendios, el centro de control necesitar´ıa
una estimacio´n de la posicio´n de las alarmas po-
tenciales, de modo que pueda planificar una nueva
misio´n, enviando ma´s UAVs a confirmar la alarma.
La posicio´n de las alarmas se estima del siguien-
te modo. Cada T segundos se obtiene el conjunto
de celdas del grid con una probabilidad superior
a un determinado umbral. Una alarma se genera
por cada conjunto R de celdas vecinas que supe-
ran dicho umbral (si la regio´n supera un taman˜o
mı´nimo). La posicio´n de la alarma se calcula como
la media ponderada de las posiciones de las celdas,
usando las probabilidades como pesos.
µR =
∑
i⊂R xip(hi|S)∑
i⊂R p(hi|S)
(16)
Tambie´n se obtiene una medida de la incertidum-
bre en esta posicio´n estimada de los momentos de
segundo orden de la regio´n R.
4. EXPERIMENTOS
4.1. DESCRIPCIO´N DE LOS
EXPERIMENTOS
Los experimentos con fuegos controlados del pro-
yecto COMETS han tenido lugar en el aero´dromo
de Lousa˜ (Portugal) en el mes de mayo de los an˜os
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Figura 6: Una vista de lugar de los experimentos
desde el UAV Marvin.
2003, 2004 y 2005. El objetivo de los experimen-
tos era la demostracio´n final de la deteccio´n y mo-
nitorizacio´n automa´tica de pequen˜os fuegos con-
trolados por parte de varios UAVs heteroge´neos,
equipados con distintos sensores.
Se han empleado los siguientes UAVs en dichos
experimentos: el helico´ptero Marvin, el dirigible
Karma y el helico´ptero Heliv. Marvin es un he-
lico´ptero auto´nomo desarrollado por el Grupo de
Sistemas en Tiempo Real y Robo´tica de la Te-
chnische Universita¨t en Berlin ([10]). Karma es
un dirigible auto´nomo de 18m3 desarrollado en el
LAAS (Laboratoire dA´rchitecture et dA´nalyse des
Syste`mes) [5]. Heliv es el resultado de la evolucio´n
de un helico´ptero de radio-control convencional, al
que le han sido an˜adidas sensores y capacidades
de percepcio´n, comunicacio´n y control. La figura
5 muestra ima´genes de todos ellos.
Como ya se ha comentado, los UAVs no son so-
lo heteroge´neos en cuanto a las plataformas (he-
lico´pteros y dirigibles) o su autonomı´a, sino tam-
bie´n en los sensores que posee cada uno de ellos.
Adema´s de los receptores GPS giro´scopos y sen-
sores de medida inercial para la navegacio´n, los
UAVs cargan sensores para la percepcio´n del en-
torno. Los sensores considerados en los experimen-
tos son ca´maras (visuales e infrarrojas) y un detec-
tor de fuego especializado (descritos en la seccio´n
3.2).
Los helico´pteros, adema´s, poseen unidades pan-
and-tilt motorizadas que permiten orientar las
ca´maras independientemente del cuerpo del
veh´ıculo. Estas unidades poseen codificadores
o´pticos para medir los a´ngulos. Adema´s, el diri-
gible Karma tiene taman˜o suficiente para cargar
un par este´reo con una l´ınea de base de unos 10
m., que puede ser usada para obtener mapas de
elevacio´n [5].
El escenario en el que ocurre la misio´n es un cua-
drado de unos 400 metros de lado. La figura 6
muestra el escenario de los experimentos visto des-
de la ca´mara de abordo de unos de los veh´ıculos
involucrados, el helico´ptero auto´nomo Marvin.
Figura 7: El estado del grid en tres instantes de
la misio´n. El cuadrado marca la posicio´n real del
fuego.
4.2. ESQUEMA DE LA MISIO´N Y
RESULTADOS
Durante los experimentos, se probaron en an˜os su-
cesivos distintos aspectos relacionados con la coor-
dinacio´n y control de varios UAVs. En los expe-
rimentos de 2005 se incluyo´ una demostracio´n de
una misio´n general de deteccio´n, confirmacio´n y
monitorizacio´n de incendios. Dicha misio´n se des-
cribe en lo que sigue.
Durante la misio´n, se provoco´ un pequen˜o fue-
go controlado usando balas de paja. Para validar
los resultados, la posicio´n del fuego es registrada
usando un receptor GPS.
El centro de control planifica una primera fase en
la que un UAV es enviado a sobrevolar una zo-
na, buscando posibles alarmas. En este caso, Mar-
vin recibe o´rdenes para el despegue, una serie de
puntos de paso (calculados para cubrir una zona
determinada) y la orden de realizar tareas de per-
cepcio´n para la deteccio´n.
La figura 7 muestra la evolucio´n del grid en varias
fases del experimento (colores oscuros indican ba-
ja probabilidad). La dos primeras ima´genes mues-
tran como evoluciona el estado del grid mientras
Marvin ejecuta su misio´n inicial. En la primera,
Marvin ha volado sobre una zona donde no hay
fuego, usando u´nicamente el sensor de fuego que
lleva a bordo. La segunda imagen muestra como
Marvin genera dos zonas de alta probabilidad en el
grid, una debido a una falsa alarma y otra debida
al fuego real.
Por tanto, se generaron dos alarmas. El centro de
control reacciona, y se re-planifica la misio´n ac-
tual. Heliv es enviado para la confirmacio´n y loca-
lizacio´n precisa, mientras que Marvin es enviado
a una posicio´n segura y mantenido en vuelo esta-
cionario. Heliv usa su ca´mara IR en la zona de las
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Figura 5: Heliv, Marvin y Karma en accio´n.
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Figura 8: Posicio´n estimada de una de las zonas
de alta probabilidad (rojo) y posicio´n real del fue-
go (azul). Se muestra la varianza de la posicio´n
estimada.
alarmas. El sistema de percepcio´n combina la esti-
macio´n anterior con los nuevos datos de Heliv. La
tercera imagen de la figura 7 muestra como tras
cierto tiempo, cuando las ima´genes IR de Heliv y
las lecturas del sensor de fuego son integrados, la
regio´n de alta probabilidad se reduce a una zona
ma´s pequen˜a, que incluye la posicio´n real del fue-
go. Del mismo modo, la zona correspondiente a la
falsa alarma es descartada.
Adema´s, al combinar los datos a partir de las
ca´maras de Heliv, la posicio´n del fuego se determi-
na con mucha mayor precisio´n. La figura 8 muestra
la evolucio´n de la posicio´n del fuego estimada me-
diante (16) y comparada con la posicio´n real. Tam-
bie´n muestra una estimacio´n de la incertidumbre
en dicha posicio´n estimada.
Una vez confirmada la alarma, el centro de control
de nuevo produce nuevas misiones para los UAVs.
Karma entra en accio´n. Se le ordena despegar y
tomar ima´genes desde gran altitud para supervisar
la zona. La figura 10 muestra un mosaico obtenido
con las ima´genes capturadas por Karma. Al mismo
tiempo, Heliv y Marvin son enviados a tomar de
forma sincronizada ima´genes del incendio para la
monitorizacio´n del mismo (ver figura 9).
Tanto la sincronizacio´n como la fusio´n de datos
Figura 9: Medidas del fuego obtenidas.
tienen lugar de forma distribuida entre los UAVs.
Una vez completada la misio´n, los 3 UAVs reciben
la orden de regresar y aterrizar.
Todo lo descrito en este apartado sucede de forma
auto´noma. La intervencio´n humana se centra en la
teleoperacio´n de uno de los helico´pteros y en las
fase de replanificacio´n, que son confirmadas por un
operador. El procesamiento y obtencio´n de datos
es totalmente automa´tico.
5. CONCLUSIONES
El proyecto COMETS, realizado con la coordina-
cio´n cient´ıfica y te´cnica de la Universidad de Se-
villa, alcanzo´ todos los objetivos de la propuesta
y fue evaluado muy positivamente por los reviso-
res de la Comunidad Europea, quienes pusieron
de manifiesto que el proyecto hab´ıa contribuido
significativamente en robo´tica, sistemas empotra-
dos, aerona´utica, seguridad y medio ambiente, que
hab´ıa generado una perspectiva ma´s madura so-
bre el disen˜o de sistemas auto´nomos basados en
la cooperacio´n de objetos, y que hab´ıa generado
nuevos productos y sistemas en arquitecturas de
control, tecnolog´ıa de UAV de bajo coste, percep-
cio´n, teleoperacio´n y comunicaciones.
El trabajo ha dado lugar al primer sistema para la
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Figura 10: Mosaico obtenido a partir de las ima´ge-
nes de Karma.
coordinacio´n y control en tiempo real de mu´ltiples
veh´ıculos ae´reos auto´nomos heteroge´neos del que
se tiene conocimiento que haya sido implantado y
validado con los UAVs. Se trata tambie´n del pri-
mer sistema en el mundo que ha sido aplicado a la
deteccio´n y monitorizacio´n de incendios forestales.
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Resumen 
 
Este artículo muestra una nueva técnica de 
actualización de mapas de características 
(segmentos) a partir de los datos proporcionados por 
un sensor láser montado sobre un robot móvil 
autónomo. Básicamente, se trata de comparar la 
posición relativa de todas las esquinas del mapa 
local con las del mapa global. La ventaja 
fundamental se halla en la invariabilidad de los 
segmentos que unen las esquinas en un mapa y en 
otro. Si en el mapa local y en el mapa global se están 
observando un mismo grupo de esquinas, la posición 
relativa de las mismas será igual en los dos mapas. 
Así, los segmentos que las unen tendrán la misma 
longitud. Este hecho se utiliza para calcular el 
cambio de orientación y desplazamiento de un mapa 
con respecto a otro para así determinar la 
transformación a realizar. 
 
Palabras Clave: mapas de características, láser, 
SLAM. 
 
 
 
1 INTRODUCCIÓN 
 
Un robot móvil autónomo que navega en entornos 
interiores desconocidos debe ser capaz de conocer su 
posición. Esta tarea, junto con la construcción del 
mapa del entorno se engloba en un concepto 
denominado SLAM (Simultaneous Localization and 
Mapping). Estas dos acciones suelen ir unidas, puesto 
que para localizarse dentro de un espacio se debe 
conocer una representación del entorno (ya sea por la 
construcción en tiempo real del mismo o por su 
conocimiento a priori) y para construir un mapa es 
necesario conocer la posición del robot. Este entorno 
puede ser estático o, incluso, dinámico [5]. 
 
La construcción del mapa suele basarse en celdillas 
de ocupación o en la extracción de las características 
del mismo; habitualmente, segmentos y polilíneas. 
No obstante, la representación de las características 
del entorno implica un menor coste computacional y 
está siendo el método de representación más utilizado 
en los últimos años. 
 
En cuanto al proceso de construcción, consiste, 
básicamente, en ir actualizando un mapa global a 
partir de los mapas locales que genera el robot. Estos 
mapas locales se van obteniendo en cada una de las 
posiciones en las que el robot toma muestras con su 
sistema sensorial. 
 
El problema consiste en la superposición de los 
mismos. Hay varios criterios para realizar la 
actualización. Por ejemplo, a partir de los segmentos 
extraídos [3], segmentos y esquinas [2], polilíneas [6] 
incluso utilizando técnicas basadas en Biología 
Computacional [4]. 
 
En este trabajo se propone un procedimiento basado 
en la comparación del grafo obtenido a partir de las 
esquinas presentes en los mapas de entornos 
interiores parcialmente estructurados. Este grafo se 
construye uniendo todas las esquinas del mapa.  
 
La ventaja de elegir puntos del plano (esquinas) y no 
segmentos para la comparación del mapa local y 
global es el menor grado de incertidumbre  que existe 
al comparar puntos en lugar de segmentos. Una pared 
vista desde dos posiciones distintas puede no 
apreciarse de la misma forma (por ejemplo, se puede 
observar parcialmente en una posición y completa en 
otra); eso puede suponer un grado mayor de 
dificultad a la hora de la comparación de segmentos. 
Sin embargo,  si el mismo punto se observa desde 
dos posiciones diferentes, esta característica no 
permite  una observación total o parcial. 
 
No obstante, los elementos que se comparan no son 
los puntos que determinan las esquinas, sino las 
uniones del grafo formado a partir de las mismas. 
Así, una unión aparecerá en los dos grafos si y solo si 
en el mapa están representadas las esquinas. A partir 
de sus características geométricas (longitud y 
orientación) es posible determinar el valor de la 
traslación y la rotación del robot. 
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Este procedimiento, aunque diseñado para actuar 
independientemente, puede utilizarse como 
complemento a otros para aumentar el nivel de 
confianza y disminuir el grado de incertidumbre. 
 
Este artículo se estructura de la siguiente forma: en la 
sección 2 se presenta el proceso de construcción del 
mapa de características, definiendo las fases del 
mismo y explicando el método que se propone en 
este trabajo. La sección 3 muestra las pruebas 
realizadas, tanto de simulación como reales, 
finalizando, en la sección 4, con las conclusiones 
obtenidas. 
 
2 CONSTRUCCIÓN DEL MAPA DE 
CARACTERÍSTICAS 
 
Antes de explicar el algoritmo de actualización del 
mapa global, es importante exponer los distintos 
pasos que se llevan a cabo previamente; éstos 
incluyen la lectura de los datos por parte del sensor 
láser, la segmentación, el filtrado de los segmentos 
obtenidos y, por último, la actualización del mapa. 
 
2.1 OBTENCIÓN DE DATOS 
 
El equipo utilizado es un escáner láser programable 
(PLS) de la empresa SICK montado en un robot 
móvil autónomo ATRV-Mini de iRobot tal y como 
aparece en la figura 1. El láser tiene un alcance de 
50m., realizando un barrido de 180º con una 
resolución de hasta 0,5º. Actualmente, está 
programado para una resolución de 1º con lo que en 
cada lectura se obtienen 180 medidas. 
 
 
Figura 1: ATRV-Mini  
 
2.2 SEGMENTACIÓN 
 
Una  vez que el láser ha tomado una lectura del 
entorno, se realiza el proceso de segmentación. Esta 
tarea consiste en obtener una serie de segmentos que 
se corresponden con las paredes del espacio que está 
recorriendo el robot.  
 
De entre los diferentes métodos que hay para la 
extracción de rectas a partir de una lectura del sensor 
láser [7][8], se ha optado por la transformada de 
Hough, utilizando el método propuesto en [1] para la 
elección del umbral de votos. 
 
Posteriormente a la obtención de las rectas, se 
definen los segmentos. En primer lugar se toman los 
puntos cercanos a cada recta, fijando un umbral de 
cercanía de los unos con respecto a las otras y, 
posteriormente, se agrupan los puntos más cercanos 
formando, finalmente, los segmentos; no obstante, se 
eliminan aquéllos cuya longitud no sea superior a una 
mínima predefinida. Estos segmentos se 
parametrizan (coordenadas de los extremos, longitud, 
orientación) y se procede a un filtrado de los mismos 
para eliminar segmentos que no aportan información 
del entorno. 
 
2.2.1 Filtrado de segmentos 
 
Este filtrado tiene un doble objetivo. Por un lado, 
eliminar segmentos que no ofrezcan información y 
por otro, determinar las esquinas que se hayan podido 
observar desde la posición actual del robot. Se asume 
que el entorno está compuesto por paredes rectas que 
forman ángulos de 90º, aproximadamente; por tanto, 
se considerará que hay una esquina en el mapa 
cuando dos segmentos formen un ángulo cercano a 
90º. Para eliminar segmentos se tienen en cuenta la 
longitud y la orientación relativa de los dos que se 
estudian. La casuística que se utiliza es la siguiente: 
 
• Si un segmento corta a otro y forman un 
ángulo distinto de 90º (con cierto margen de 
error) se elimina el más pequeño puesto que 
proporciona menos información del entorno. 
En la figura 2, los segmentos mostrados en 
línea discontinua se eliminarían del mapa. 
 
 
Figura 2: Filtrado de segmentos 
 
• Si dos segmentos se cortan, formando un 
ángulo de 90º (asumiendo una pequeña 
tolerancia) se considera que forman una 
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esquina y esa esquina se sitúa en el punto de 
corte de ambos segmentos. Las coordenadas 
de los extremos más cercanos de los 
segmentos se modifican para hacerlas 
coincidir con el punto de corte. La figura 3 
muestra esta situación; el segmento de línea 
discontinua se añade al conjunto de 
características así como el punto de unión, 
como una esquina. 
 
 
Figura 3: Filtrado de segmentos 
 
• Otra posibilidad es que dos segmentos no se 
crucen pero sí lo hagan las rectas a las que 
pertenecen, estando este punto de corte 
cerca de algún extremo de los dos 
segmentos. En ese caso, se considera que 
también hay una esquina y se cambian los 
extremos de los segmentos para hacerlos 
coincidentes con el punto de corte de las 
rectas. En la figura 4, se muestra la nueva 
esquina detectada en el mapa. 
 
 
Figura 4: Filtrado de segmentos 
 
En definitiva, se pretende obtener los segmentos que 
mejor definan el entorno y la posición de las 
esquinas. Esta es la información que necesita este 
método para actualizar el mapa. 
 
2.3 ACTUALIZACIÓN DEL MAPA GLOBAL 
 
Una vez que se ha obtenido el mapa local, y si no es 
la primera lectura que se realiza, se procede a la 
actualización del mapa global. 
 
El primer paso es calcular el grafo de las esquinas del 
mapa local, tal y como aparece en la figura 5. Estos 
segmentos serán los que se comparen con los del 
mapa global. 
 
Si sólo se ha detectado una esquina, ese mapa local 
no es válido al no poder construir los segmentos; el 
robot deberá moverse a otra posición del entorno. 
 
 
Figura 5: Construcción del grafo a partir de las 
esquinas del mapa 
 
El algoritmo se muestra a continuación: 
 
Paso 1. Se compara la longitud de todas las uniones 
del grafo del mapa local con las del mapa global y se 
eligen aquéllas cuya longitud sea similar; se 
considera un grado de incertidumbre determinado a 
partir de los datos del error del sensor láser. 
 
Paso 2. De entre los segmentos elegidos, se calcula la 
variación de orientación de cada uno de ellos y sus 
similares. 
 
Paso 3. Al final, se obtienen un conjunto de 
segmentos (idealmente, sólo un segmento) similar a 
cada uno de los que aparecen en el mapa local. Se 
pueden utilizar métodos estadísticos para calcular la 
orientación. En este caso, se ha determinado qué 
valores aparecen con más frecuencia y, entre ellos, se 
ha calculado la media. 
 
Con esa información se actualiza el mapa global, 
transformando sus coordenadas según la matriz de 
rotación (1).  
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−= )cos()(
)()cos(
_ ϕϕ
ϕϕ
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sen
rotM  (1) 
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A continuación, y a partir de la diferencia en las 
coordenadas de los segmentos similares, se calcula el 
desplazamiento que se ha realizado.  
 
 
3 PRUEBAS REALIZADAS 
 
Se han realizado dos grupos de pruebas diferentes. El 
primero se basa en simulaciones de varios casos 
posibles en los que se observa cómo se comporta el 
algoritmo en cada ocasión. El segundo corresponde a 
un experimento real con el robot que dispone el 
grupo de investigación. 
 
3.1 SIMULACIONES 
 
Se ha efectuado un conjunto de pruebas a partir de 
una serie de mapas ficticios que se han ido 
modificando para incluir distintas dificultades. 
 
El mapa inicial (en línea continua de color rojo), 
indicando las uniones del grafo (línea discontinua de 
color azul), se muestra en la figura 6. La tolerancia 
que se ha fijado cuando se compara la longitud de los 
segmentos ha sido de 10cm. y la variación máxima 
permitida en la orientación ha sido de 15º.  
 
El objetivo es analizar el comportamiento del 
procedimiento propuesto ante diferentes situaciones 
que se pueden encontrar en mapas reales. En los 
resultados que se ofrecen, aparecen los valores de 
rotación que obtiene el algoritmo junto con la 
frecuencia de aparición en valor absoluto y 
porcentual; es decir, sobre el total de posibles 
orientaciones, el porcentaje en el que aparece cada 
una. 
 
 
Figura 6: Mapa inicial 
 
3.1.1 Simulación 1 
 
En la primera prueba se ha realizado una traslación 
de (10,0) y una rotación de 10º a partir del mapa 
inicial. El resultado, aparece en la figura 7. 
 
Como se observa, aparecen las mismas esquinas y, 
por tanto, el grafo es idéntico. Este es el caso más 
favorable puesto que todas las uniones aparecen en 
los dos mapas. Al aplicar el algoritmo, el resultado es 
el que aparece en la tabla 1. 
 
 
Figura 7: Simulación 1 
 
Tabla 1: Resultado de la simulación 1 
 
Ángulo Frecuencia Porcentaje 
10º 6 85.71% 
-6º 1 14.29% 
 
3.1.2 Simulación 2 
 
A partir del mapa anterior, se ha eliminado una 
esquina, tal y como aparece en la figura 8. Los 
colores y tipo de línea son iguales que en apartado 
anterior. 
 
 
Figura 8: Simulación 2 
 
El resultado se muestra la tabla 2. 
 
Tabla 2: Resultado de la simulación 2 
 
Ángulo Frecuencia Porcentaje 
10º 3 75% 
-6º 1 25% 
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3.1.3 Simulación 3 
 
En este caso se ha añadido una esquina más al mapa 
original. De nuevo, el número de uniones del grafo es 
distinto, tal y como se aprecia en la figura 9. 
 
 
Figura 9: Simulación 3 
 
El resultado aparece en la tabla 3. 
 
Tabla 3: Resultado de la simulación 
 
Ángulo Frecuencia Porcentaje 
10º 3 60% 
-6º 1 20% 
7º 1 20% 
 
En las tres simulaciones, el algoritmo ofrece la 
solución correcta. 
 
3.2 EXPERIMENTO REAL 
 
Una vez que se han mostrado diferentes 
simulaciones, se presenta ahora un caso real, en el 
que se utilizan datos obtenidos por el robot ATRV-
Mini en el laboratorio del grupo de investigación. 
 
3.2.1 Cálculo de la variación de orientación 
 
Se han tomado muestras de una zona del laboratorio 
desde tres posiciones distintas. Estos tres mapas se 
muestran en las figuras 10, 11 y 12. Además, se ha 
leído la odometría del robot, proporcionando los 
datos que aparecen en la tabla 4. 
 
Tabla 4: Odometría en el experimento real 
 
Mapa 01: 
x = 0.0cm. y = 0.0cm. ϕ = 0.0º 
Mapa 02:  
x = 0.0cm. y = 0.0cm. ϕ = -11.06º 
Mapa 03:  
x = 6.43cm. y = 32.98cm. ϕ = -11.06º 
 
 
Figura 10: Mapa 01 
 
 
Figura 11: Mapa 02 
 
 
Figura 12: Mapa 03 
 
Una vez realizado el proceso de segmentación y 
construido el grafo de las esquinas, los resultados se 
muestran en las figuras 13, 14 y 15. Las 
características están en línea continua y de color rojo, 
mientras que el grafo, en línea discontinua y color 
azul. También se indican las esquinas. 
 
XXVII Jornadas de Automática
1266 Almería 2006 - ISBN: 84-689-9417-0
 
Figura 13: Grafo del Mapa 01 
 
 
Figura 14: Grafo del Mapa 02 
 
 
Figura 15: Grafo de Mapa 03 
 
Para observar mejor la bondad del método, se ha 
aplicado el mismo a las tres posibles combinaciones 
de los tres mapas. Puesto que el desplazamiento ha 
sido pequeño, pueden compararse los resultados con 
la lectura de la odometría. Al final, se actualiza el 
mapa 01 con las características observadas en los 
mapas 02 y 03. 
 
En la tabla 5 aparecen los resultados obtenidos al 
aplicar el algoritmo al mapa 01 y mapa 02, 
considerando el mapa 01 como global y el mapa 02, 
local. 
 
Tabla 5: Mapa 01 vs. Mapa 02 
 
Ángulo Frecuencia Porcentaje 
12º 2 28.57% 
-6º 1 14.29% 
5º 1 14.29% 
11º 2 28.57% 
13º 1 14.29% 
 
El valor máximo se obtiene para las variaciones de 
orientación de 12º y 11º. Haciendo una media, 
obtenemos un valor final de 11.5º. Según la 
odometría, el valor de la orientación debería ser de 
11.06º. 
 
En el caso del mapa 01 y el mapa 03, los resultados 
se muestran en la tabla 6. 
 
Tabla 6: Mapa 01 vs. Mapa 03 
 
Ángulo Frecuencia Porcentaje 
11º 3 23.08% 
9º 1 7.69% 
12º 3 23.08% 
10º 4 30.77% 
-2º 1 7.69% 
-1º 1 7.69% 
 
El máximo se obtiene para el valor 10º. 
 
Por último, al analizar el mapa 02 y el mapa 03, 
según se observa en la tabla 7, el resultado es 0º. 
 
Tabla 7: Mapa 02 vs. Mapa 03 
 
Ángulo Frecuencia Porcentaje 
-3º 1 16.67% 
-1º 2 33.33% 
0º 3 50.00% 
 
 
3.2.2 Actualización del mapa 
 
Para actualizar el mapa 01 con la información del 
mapa 02, se calcula la rotación, como se ha hecho 
anteriormente y se transforman las coordenadas de 
los segmentos de acuerdo con la correspondiente 
matriz de transformación (1). En la figura 16, en 
color azul aparece el mapa 01 y en color rojo el mapa 
02, una vez aplicada la matriz de rotación 
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Figura 16: Mapa 01 y Mapa 02 aplicando la rotación 
 
Posteriormente, se toman los segmentos que unen las 
esquinas similares en un mapa y otro y se determina 
la posible traslación que pueda haber. En este caso, al 
hacer la media, resulta una traslación de (4.71, 1.03). 
El resultado final aparece en la figura 17. 
 
 
Figura 17: Actualización del Mapa 02 sobre Mapa 01 
 
Para la actualización del mapa 03 sobre el mapa 01, 
la variación de orientación es de 10.00º. Al aplicar la 
rotación queda la situación mostrada en la figura 18.  
 
 
Figura 18: Mapa 01 y Mapa 03 aplicando la rotación 
 
 
La traslación resultante al aplicar el mismo método 
que en el caso anterior resulta (-6.81, -30.46). Al 
final, queda como aparece en la figura 19. 
 
 
Figura 19: Actualización del Mapa 03 sobre Mapa 01 
 
Si se actualiza el mapa 01 con la información del 
mapa 02 y mapa 03, la situación queda como se 
muestra en la figura 20. 
 
 
Figura 20: Mapa 01, Mapa 02 y Mapa 03 
 
 
4 CONCLUSIONES 
 
Se ha mostrado un método para actualizar mapas de 
entorno a partir de los datos proporcionados por un 
sensor láser. Aunque se han utilizado los datos 
procedentes de un sensor láser, las características 
pueden obtenerse a partir de cualquier sensor. Sólo es 
necesario disponer de los segmentos que definan esas 
características y las esquinas observadas. 
 
Al realizar la actualización a partir de la posición 
relativa de las esquinas, se evita comparar todas las 
características del entorno. 
 
Además, las uniones del grafo, al estar formadas a 
partir de las esquinas, tienen la misma longitud en los 
dos mapas, evitando así la incertidumbre en cuanto a 
determinar la correspondencia entre dos segmentos. 
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Resumen  
 
En la automatización industrial, los buses de 
comunicación cada día juegan un papel más 
importante, permitiendo a diferentes dispositivos 
(sensores, actuadores, autómatas, terminales de 
supervisión) interactuar entre sí dentro de una 
arquitectura distribuida. Actualmente el principal 
inconveniente de este tipo de arquitecturas es la gran 
cantidad de dispositivos, fabricantes, protocolos, etc. 
Para solventar este problema es necesaria la 
integración de todos los sistemas dotándolos de una 
mayor flexibilidad. En este trabajo se describe el 
desarrollo de una arquitectura para la integración 
de un sistema de comunicaciones industriales 
tomando como referencia, los distintos niveles de 
abstracción sobre integración y producción de 
acuerdo a la filosofía “Computer Integrated 
Manufacturing” (CIM), barajando distintas 
alternativas en función de la tecnología de 
comunicación utilizada para cada nivel.  
 
Palabras Clave: Buses de Campo,  Integración,  
Redes de Comunicación. 
 
1 INTRODUCCIÓN 
 
En la industria coexisten equipos y dispositivos 
dedicados al control de procesos. Entre estos 
sistemas se encuentran los autómatas programables, 
computadores de diseño y gestión, sensores y 
actuadores, etc. El desarrollo de las redes industriales 
ha proporcionado un modelo para unir estos 
dispositivos aumentando el rendimiento y aportando 
nuevas características a los sistemas. Esta integración 
total se conoce como CIM (Computer Integrated 
Manufacturing)[4]. 
 
El objetivo principal es la comunicación totalmente 
integrada dotando a los sistemas de gran flexibilidad 
permitiendo integrar dispositivos de características 
diferentes mediante interfaces estandarizadas[4]. 
 
Aunque la utilización de las redes industriales debe 
ser estudiada y evaluada en terminos de coste, ofrece 
ventajas como: 
 
· Visualización y Supervisión de todo el proceso. 
· Toma de datos del proceso de forma más rápida. 
· Mejora del rendimiento global de proceso. 
· Posibilidad de intercambio de datos entre sectores 
del proceso y departamentos. 
· Programación a distancia sin necesidad de estar a 
pie de fábrica. 
 
En la implementación de las redes de comunicación 
en la industria de procesos se deben tener en cuenta 
ciertos requisitos: 
 
· Demanda de alta seguridad 
· Necesidad o posibilidad de funcionar en áreas 
peligrosas. 
· Así como que sean sistemas abiertos y 
extensibles. 
 
Figura1. Pirámide de Automatización 
 
Continuando con el planteamiento de la filosofía 
CIM, este trabajo presenta un ejemplo de  
arquitectura para la integración de los niveles de 
automatización que forman un sistema, mostrados en 
la figura 1, así como la integración de sistemas sobre 
TCP-IP [6]. Dicha arquitectura ha sido desarrollada 
en base a las tecnologías de comunicación actuales  
([1], [2], [3], [7], [10], [11], [12], [13], [14]). 
 
La estructura del artículo se presenta como sigue: en 
la sección 2  se establecen los criterios y el 
planteamiento seguido en el trabajo, en la sección 
siguiente se exponen las tecnologías comunicación 
consideradas  para el desarrollo de las interfaces de 
comunicación, en la sección 4 se desarrollan los 
niveles de comunicación para integrar una célula de 
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fabricación flexible [8], [15], y finalmente se 
exponen las conclusiones obtenidas. 
 
 
2 DISTRIBUCIÓN DE REDES DE 
COMUNICACIÓN 
 
Partiendo de la pirámide de automatización mostrada 
en la figura 1, se puede obtener una pirámide de 
comunicación tal como se observa en la figura 2. 
 
 
Figura 2. Niveles de Comunicación 
 
La pirámide de comunicación se encuentra 
constituida por los siguientes niveles: 
 
· Nivel de Campo que comunica el nivel de 
entradas y salidas con el nivel de campo y 
proceso. Está formado principalmente por redes 
de área de bus de campo (FAN) [10]. 
· Nivel de Célula que comunica el nivel de campo 
y proceso con el nivel de control. Constituido por 
redes de área de  bus de campo (FAN) y área  
local (LAN) [6]. 
· Nivel de Planta donde se comienzan a gestionar 
grandes volúmenes de datos y es el enlace entre el 
nivel de control y el nivel de gestión. Se 
encuentra formado por redes de área local y por 
redes de área amplia (WAN) [6]. 
· Nivel de Factoría donde la comunicación se 
establece entre grandes sistemas, mediante redes 
de alta disponibilidad como Ethernet. Esta 
formado por redes de área global (GAN) [6]. 
 
  
 
Figura 3. Distribución de redes industriales 
 
Para el desarrollo concreto de este trabajo y 
continuando con el criterio establecido en los niveles 
de comunicación se han considerado dos niveles de 
interacción, una primer nivel que se encuentra 
formada por los niveles más bajos de la pirámide de 
automatización y que se encarga de la interacción 
con los dispositivos y una segundo nivel que se 
encarga de la gestión de datos abstrayéndose de los 
dispositivos permitiendo de esta manera flexibilizar 
los sistemas. 
 
3 NIVELES DE COMUNICACIÓN 
 
Para ir mostrando las distintas tecnologías utilizadas 
en cada nivel se han desarrollado diversas 
implementaciones partiendo de un problema  
recogido en [16], que consiste en el procedimiento 
para el tratamiento de superficies, con el fin de 
hacerlas resistentes a la oxidación. En la figura 4 se 
ilustra el proceso a automatizar. 
 
El sistema consta de tres baños: 
 
· Uno para el desengrasado de las piezas. 
· Otro para el aclarado de las piezas. 
· Un tercero donde se les dará el baño 
electrolítico. 
 
La grúa introducirá la jaula portadora de las piezas a 
tratar en cada uno de los baños, comenzado por el de 
desengrasado, a continuación en el de aclarado y por 
último le dará el baño electrolítico; en este último, la 
grúa debe permanecer un tiempo determinado para 
conseguir una uniformidad en la superficie de las 
piezas tratadas. 
 
 
Figura 4. Esquema de tratamiento electrolítico 
 
3.1 NIVEL DE AUTOMÁTICA 
 
Esta área abarca los niveles de comunicación  de 
célula y nivel de campo. También se puede 
considerar el nivel de entrada / salida como el nivel 
de comunicación entre los sensores, actuadores y el 
proceso propiamente dicho. 
 
Para ilustrar el nivel de entrada y salida existen una 
amplia variedad de dispositivos en el mercado en este 
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caso particular se han utilizado tarjetas del fabricante 
ICPDAS [17] y una simulación de entradas a 
autómatas programables como se ve en la figura 5. 
 
 
  
Figura 5. Dispositivos nivel E/S 
 
Por lo general suelen ser dispositivos que utilizan 
transistores, y relés, para la lectura y escritura del 
proceso. 
 
Los otros dos niveles que se encuentran en esta área, 
están formados principalmente por buses de campo. 
Dentro de la clasificación según sus prestaciones y 
tiempos de respuesta [4], se pueden asignar los buses 
en función a su funcionalidad, quedando así en el 
nivel de célula los buses con mayor funcionalidad y 
en el nivel de proceso los buses de mayor velocidad y 
menor funcionalidad. La clasificación intermedia de 
los buses oscila entre estos niveles de comunicación 
en función de las características que presenten.  
 
Para ejemplificar estos niveles se ha utilizado un bus 
de campo UNITEL-WAY de Telemecanique [1], que 
ha permitido realizar una aproximación a la 
clasificación de buses anterior. 
 
3.1.1 Buses de bajas prestaciones 
  
Para llevar acabo esta simulación se ha realizado una 
implementación del proceso de tratamiento de piezas 
utilizando tareas periódicas, es decir cada cierto 
tiempo el maestro pregunta a los esclavos por sus 
entradas y salidas, simulando de esta manera un bus 
de proceso. 
 
Centrado en el ejemplo propuesto se ha realizado la 
implementación que puede observarse en la figura 6, 
donde el maestro controla la grúa y los esclavos 
controlan respectivamente los sensores superiores e 
inferiores del sistema donde la interacción con el 
sistema se realiza a partir de dispositivos como los 
mostrados en la figura 5. 
 
3.1.2 Buses de altas prestaciones 
 
En este nivel los dispositivos a utilizar tienen una 
mayor funcionalidad. Para realizar la implementación 
se ha modificado el ejemplo de partida como se 
puede ver en la figura 7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 6: Pantalla de visualización limpieza 
electrolítica 
 
 
Figura 7. Esquema nivel de célula 
 
Se ha implementado una estación de tratamiento en  
cada autómata esclavo, quedando el maestro para la 
gestión del recurso compartido que se encarga de 
cargar y descargar las grúas de limpieza. Además se 
supone que la cuba electrolítica (la última), debe 
estar a una determinada temperatura, por lo que en 
los autómatas esclavos,  se ha utilizado un módulo 
PID para realizar el control de la temperatura, 
ejemplificando de esta manera una mayor 
funcionalidad del sistema. 
 
3.2 NIVEL DE INFORMÁTICA 
 
En esta área se encuentran los niveles de planta y 
factoría donde la interacción con los dispositivos se 
realiza mediante interfaces software estandarizados. 
En el nivel de planta son utilizadas diversas 
interfaces software que pueden ser clasificadas en: 
Software propietario, Software empotrado [21], OPC 
[3]. 
 
Esta clasificación ha sido ubicada en el nivel de 
planta por su interacción directa con el dispositivo y 
por  ofrecer mejores prestaciones en cuanto a tiempos 
de respuesta. 
 
El software propietario es el que proporciona el 
fabricante de los dispositivos para la interacción con 
el dispositivo.  
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En el ejemplo concreto el software propietario es el 
programa PL7 de Schneider-Telemecanique [18] que 
permite configurar e implementar el bus de campo y 
diseñar pantallas de explotación como la mostrada en 
la figura 6. Además también provee una librería de 
funciones que permite la interacción con los 
dispositivos (Autómatas del fabricante) desde 
cualquier lenguaje de programación bajo la 
plataforma Microsoft Windows, lo que permite 
integrar la comunicación directa con el dispositivo 
desde cualquier aplicación. Se ha realizado una 
implementación utilizando las herramientas de 
LabVIEW [19] para desarrollar una aplicación que 
utilizando la librería de funciones, interactúa con el 
dispositivo. Puede verse la implementación realizada 
en LabVIEW en la figura 8. 
 
 
Figura 8. Implementación  en LabVIEW utilizando 
librería de funciones 
 
Continuando con la clasificación del software de 
interacción se encuentran dispositivos que utilizan 
software empotrado para proveer servicios de 
configuración e interacción como servidores Web, 
plataforma JAVA etc. Para ilustrar este tipo de 
dispositivos se ha utilizado un Autómata Premium 
que posee un servidor Web, y una implementación 
JAVA que pueden ser modificados mediante el 
software Factory Cast [20] (que  acompaña al 
dispositivo).  Estos servicios pueden analizarse en la 
figura 9. 
 
Como último punto a destacar en la clasificación 
realizada se encuentra OPC (Ole for Proccess 
Control) que es un estándar de comunicación en el 
campo del control y la supervisión de procesos. 
Permite que diversas fuentes de datos envíen datos a 
un mismo servidor. La mayoría de los fabricantes del 
mercado disponen de un servidor OPC para 
interactuar con sus dispositivos. 
 
Para poner de manifiesto la utilización de esta 
tecnología y continuando con el desarrollo del 
ejemplo elegido, se ha utilizado el software OFS [22] 
(Object Factory Server), OPC del fabricante 
Schneider-Telemecanique, que permite la interacción 
con los autómatas que intervienen el proceso. 
 
Para la mencionada implementación se ha utilizado 
una herramienta de configuración que pertenece al 
conjunto de herramientas de que esta provisto OFS 
(Figura 10). 
 
 
Figura 9. Software empotrado 
 
 
Figura 10. OFSConf 
 
A partir de esta herramienta se configura el acceso a 
las aplicaciones que se encuentran ejecutando en los 
dispositivos. 
 
A continuación se han utilizado una librería de 
funciones para implementar clientes OPC. Así se han 
realizado dos implementaciones. La primera se ha 
realizado utilizando el conjunto de herramientas de 
LabVIEW para conexión OPC (Figura 11), y la 
segunda utilizando Java (Figura 12) y la librería de 
funciones, (integrada con Java mediante el Java 
Native Interface) debido a sus características de 
lenguaje orientado a transacciones sobre la red. 
 
 
Figura 11. Implementación cliente OPC LabVIEW 
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Figura 12. Implementación cliente OPC Java 
 
En el nivel más alto de comunicación se encuentran 
principalmente el siguiente software de interacción: 
 
· RMI [25] 
· CORBA [25] 
· Servicios Web (XML) [2] [5] 
 
Los cuales presentan una arquitectura de 
comunicación como la de la figura 13: 
 
 
 
Figura 13. Arquitectura de Comunicación a nivel de 
factoría 
 
La arquitectura consiste en la implementación de un 
servicio que realice la interacción con los niveles 
inferiores, la publicación de el mencionado servicio 
en un servidor ( 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
puede ser local a la aplicación o no). Desde el lado 
cliente, se selecciona el servicio. Una vez obtenida la 
referencia al servicio el cliente procede a la 
utilización de este. 
 
Utilizando esta arquitectura las aplicaciones se 
orientan al servicio sobre la red. La aplicación ofrece 
sus servicios de monitorización y control a otra 
computadora que puede estar ubicada 
geográficamente en otro lugar. 
 
Para el desarrollo del ejemplo en este nivel se ha 
utilizado  la implementación de OFS realizada sobre 
Java, desarrollando clientes RMI, y CORBA, como 
puede verse en la figura 14, donde se generan 
archivos de configuración y de funciones 
compartidas tanto del lado del servidor y del cliente. 
Debiendo utilizar los archivos del lado cliente para 
desarrollar el cliente de estas tecnologías. 
 
Los Servicios Web permiten capturar el servicio 
mediante herramientas locales, para su posterior 
utilización. Esta última opción ha sido seleccionada 
para su implementación en LabVIEW, utilizando 
herramientas .NET [23] para capturar los servicios. 
Puede verse un esquema general y la aplicación 
desarrollada en la figura 15 
 
Por otro lado para publicar los servicios tanto RMI 
como CORBA poseen sus propios servidores. Para la 
implementación de los Servicios Web se ha utilizado 
Systinet Server for Java [24]. 
 
Figura 17: Esquema del sistema integrado 
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Figura 14. Implementación cliente RMI y CORBA 
 
3.4 INTEGRACIÓN 
 
Como se ha podido observar en punto anterior se ha 
implementado la integración de todos los niveles de 
la pirámide de automatización. En la figura 15 se 
puede ver el esquema de este nivel de integración así 
como la imagen de la aplicación desarrollada.  El 
siguiente nivel de integración es la cooperación de 
sistemas sobre la red. 
 
Una vez definido el planteamiento de la orientación 
al servicio los sistemas puede cooperar y este ámbito 
de cooperación en este trabajo se ha definido sobre 
una herramienta SCADA [26]. Para completar el 
desarrollo de la integración se ha implementado una 
herramienta SCADA en LabVIEW, que permite la 
interacción con dispositivos distintos, para la puesta 
en funcionamiento se ha desarrollado una 
herramienta SCADA  sobre LabVIEW, que se puede 
ver en la figura 16 
 
 
 
 
Figura 15. Implementación cliente Servicios Web en 
LabVIEW 
 
 
  
Figura 16. SCADA con integración de servicios 
 
En la figura 17 se pude ver un esquema de la 
aplicación desarrollada, donde se puede observar un 
desglose de las tecnologías utilizadas según el nivel 
de comunicación. 
 
En el nivel de campo una comunicación RS232 con 
las tarjetas de ICPDAS. A nivel de célula se puede 
ver una comunicación con el bus UNI-TELWAY.  
Subiendo un nivel se encuentra el OPC de 
comunicación con el bus de campo y con el autómata 
(OFS). Para la comunicación con la tarjeta de E/S se 
ha utilizado software del fabricante. Llegado este 
punto se pueden supervisar los procesos mediante 
una aplicación en un PC de forma local, lo que 
permite la interacción con bases de datos para 
guardar históricos, utilizar software para hacer 
cálculos más complejos etc. Para alcanzar el nivel de 
factoría se ha utilizado el software Systinet Server for 
JAVA que permite publicar los servicios locales 
(implementados en JAVA), sobre TCP-IP. 
De esta manera se han integrado bajo un mismo 
sistema redes heterogéneas. 
 
En este punto surge un elemento de integración de 
servicios  un servidor de polling que pregunta a cada 
uno de los subsistemas los servicios que están 
disponibles. Y surgen dos variantes: 
 
· Productor Consumidor, el servidor ofrece los 
servicios a un cliente externo facilitando 
ubicación y características. 
· Sistema Peer, que permite balancear cargas de 
trabajo en procesos de producción, cuando alguno 
de los sistemas se encuentra en estado de 
mantenimiento. 
 
4 RESULTADOS 
 
4.1 DESARROLLO DE UNA CÉLULA DE 
FABRICACIÓN FLEXIBLE. 
 
Los desarrollos anteriormente descritos han sido 
utilizados para el desarrollo de una célula de 
fabricación flexible cuyo esquema se puede ver en la 
figura 18. (La implementación real puede verse en 
[8]) 
 
La célula esta diseñada para llenar un estuche con 
artículos tipo A o tipo B (en función de los sensores) 
y seguidamente para proceder a su almacenamiento.  
 
La célula consta de 4 estaciones: 
 
· La primera espera el palet, y si esta vació pone la 
base del estuche 
· La segunda estación comprueba el tipo de pieza 
y además que haya base, de ser así rellena. 
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· La tercera estación verifica que haya contenido y  
si procede pone la tapa del estuche. 
· La cuarta estación verifica que la tapa esté 
puesta y si procede clasifica y almacena el 
estuche. 
 
Para llevar a cabo esta implementación se ha 
utilizado un bus de campo UNITEL-WAY, un brazo 
manipulador SCORBASE-V [28] y un simulador de 
un brazo robotizado SCORBASE-V plus [28]. 
 
 
Figura 18. célula de fabricación flexible. 
 
 
El bus de campo se encarga de gestionar las 
estaciones 2 y 4, un autómata TSX Micro 3710 [29] 
[8] se encarga de la interacción el brazo robotizado 
de la estación 1 y la estación 3 se ha utilizado un 
simulador. La implementación física de la interacción 
con el brazo robotizado puede verse en la figura 19. 
 
 
 
Figura 19. Implementación física interacción brazo 
manipulador 
 
 
4.2 MODELADO E IMPLEMENTACIÓN 
 
El modelado de las estaciones se ha realizado 
mediante redes de Petri [27], y la implementación ha 
sido llevada a cabo con el software PL7. En la figura 
20 se puede ver el modelado de la estación 3. 
 
4.3 INTERACCIÓN Y SERVICIO 
 
La interacción con los dispositivos se ha realizado a 
través de OPC, en concreto de OFS (como se indicó 
en la sección anterior).  
 
Una vez configurado OFS, se ha procedido a 
implementar cada uno de los servicios de las 
estaciones, desarrollando clientes OPC, y creando 
Web Services mediante Systinet Server for Java. 
 
4.3.1 INTEGRACIÓN DEL SISTEMA 
 
Para la integración del sistema se ha utilizado 
LabVIEW para desarrollar la herramienta SCADA 
que supervisa el sistema. Esta herramienta puede 
verse en la figura 21. 
 
Figura 20. Ejemplo de modelado 
 
 
 
Figura 21. Herramienta de supervisión del sistema 
 
 
5 CONCLUSIONES Y TRABAJOS 
FUTUROS 
 
En la actualidad y con la mejora tecnológica las redes 
de control tienden ha estandarizarse sobre TCP/IP 
relegando a redes de comunicación como los buses 
de campo a niveles de automatización inferiores 
(donde los requisitos sean más estrictos). 
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La utilización de una arquitectura abierta en 
comunicaciones industriales posibilita la 
independencia de dispositivos. Las arquitecturas de 
comunicación industrial están avanzando hacia la 
estandarización de sistemas sobre TCP-IP [1] y hacia 
la orientación al servicio para aumentar la 
flexibilidad de sus sistemas. 
 
Dentro del marco del trabajo desarrollado,  se ha 
establecido varios trabajos futuros: 
 
· Desarrollo de una herramienta de simulación de 
buses de campo, a la que poder imponer 
restricciones adecuando los buses a las 
necesidades de los proyectos.  
· Aplicar técnicas de control a este tipo de 
arquitecturas abiertas, debido a los problemas 
sobre saturación de tráfico de las redes de datos. 
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Resumen
Normalmente, en aquellas operaciones robo´ticas en
las que un robot manipulador interactu´a con su en-
torno resulta de extremada importancia poder contro-
lar las fuerzas y pares que e´ste realiza. Para poder
llevar a cabo este control, se suele colocar un sensor
de fuerza en la mun˜eca del manipulador que cierre el
lazo de control. Sin embargo, en lo que se refiere a
estos sensores, el principal problema que plantean es
que sus medidas esta´n influenciadas no so´lo por las
fuerzas y pares de contacto, sino tambie´n por aque-
llas fuerzas y pares relacionadas con la dina´mica de
la herramienta del manipulador.
El presente artı´culo propone el desarrollo de una nue-
va estrategia de fusio´n sensorial aplicada al problema
de la estimacio´n de las fuerzas y pares de contacto
ejercidas por un robot manipulador a su entorno. Esta
nueva te´cnica, fundamentada en la utilizacio´n de ob-
servadores de estado, recurre a una notacio´n basada
en torsores la cual simplifica el planteamiento de la
dina´mica del sistema, y, consiguientemente, reduce la
complejidad del estimador.
Palabras clave: Control de Fuerza y Par, Fusio´n
Sensorial, Robots Manipuladores.
1. INTRODUCCI ´ON
Es bien conocido que para un robot manipulador sin
sensores en su extremo final, la posicio´n de e´ste ha de
seguir una trayectoria sin otra realimentacio´n que la
que ofrecen sus sensores de posicio´n de las articula-
ciones, implicando importantes restricciones en la eje-
cucio´n de tareas donde sea necesaria la interaccio´n en-
tre el robot y su entorno. Sin embargo, con la ayuda
de sensores, un sistema manipulador exhibe cierta ca-
pacidad adaptativa [5], esto es, el robot se amolda a
las caracterı´sticas de su entorno, posibilitando la rea-
lizacio´n de tareas ma´s complejas.
Por otro lado, la utilizacio´n u´nicamente de sensores
de fuerza/par para controlar la interaccio´n entre el
robot y su entorno proporciona una solucio´n inicial
que adolece de ciertos problemas. Probablemente, uno
de los ma´s importantes sea la aparicio´n de perturba-
ciones producidas por las fuerzas y pares de inercia,
efecto que se pone especialmente de manifiesto en
aplicaciones con herramientas pesadas. De esta forma,
la utilizacio´n de estimadores de la fuerza/par de con-
tacto basados en observadores que fusionan la infor-
macio´n de las medidas de fuerza/par, generadas por un
sensor convencional, y de las medidas de aceleracio´n,
proporcionadas por un acelero´metro, suponen una sus-
tancial mejora a la hora de estimar esta conjunto de
fuerzas y pares [7].
En la literatura actual podemos encontrar diferentes
soluciones a este problema. Inicialmente, Uchiyama
et al. [11] propusieron la utilizacio´n del error de la
trayectoria como datos de entrada para la estimacio´n
de las fuerzas y pares ejercidos por el manipulador a su
entorno. Ma´s tarde, el mismo Uchiyama [10], al igual
que Lin en [9], desarrollaron un estimador de la fuerza
de contacto basado en un filtro de Kalman Extendido.
El principal inconveniente de estas soluciones, a parte
de demostrarse so´lo teo´ricamente, es que parte de sus
variables, como es el caso de las aceleraciones de la
herramienta, eran estimadas a partir de las medidas de
posicio´n de las articulaciones y del modelo cinema´tico
del brazo robot.
En [1] se propuso un observador de la fuerza de con-
tacto en la que se fusionaban las medidas de fuerza
y de posicio´n, junto con las de aceleracio´n tomadas a
partir de un acelero´metro, para estimar la fuerza nor-
mal a la superficie de trabajo. Este observador fue apli-
cado exitosamente en un robot manipulador con arqui-
tectura abierta con un lazo de control de control de
impedancia. Posteriormente, en [2], se extendio´ el ob-
servador incluyendo un acelero´metro de tres grados de
libertad; por un lado el estimador trabajaba en los tres
grados de libertad cartesianos; y por otro, se incluyo´ el
modelo lineal del brazo robot dentro del observador.
Tambie´n en este caso se demostro´ su funcionamiento
implementa´ndolo en un lazo de control de impedancia
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para un robot con arquitectura abierta.
La principal contribucio´n de este trabajo es la propues-
ta teo´rica de una aplicacio´n de fusio´n sensorial consis-
tente en la integracio´n de las medidas de fuerza/par,
aceleracio´n, posicio´n y orientacio´n, con el objetivo de
estimar de forma apropiada las fuerzas y pares exter-
nos ejercidos por el manipulador y mejorar por tanto
la ejecucio´n de la tarea en la que el robot interacciona
con el entorno. Las medidas de las que parten el obser-
vador propuesto son: medidas de fuerza/par, tomadas
por un sensor colocado en la mun˜eca del robot; me-
didas de aceleracio´n lineal y angular, tomadas por un
acelero´metro lineal y un giro´scopo colocados sobre la
herramienta del robot; y por u´ltimo, las de posicio´n
y orientacio´n de la herramienta, que son obtenidas a
partir del modelo cinema´tico del manipulador y de las
medidas de los sensores de posicio´n de las articulacio-
nes.
Finalmente, el estimador desarrollado consta de un ob-
servador basado en el Filtro de Kalman en el que la
dina´mica de la herramienta ha sido definida utilizando
torsores con el fin de facilitar el manejo de e´sta.
La formulacio´n del problema es como sigue: cuando
un robot manipulador se desplaza, bien por el espa-
cio libre, bien por el espacio restringido, un sensor
de fuerza/par colocado entre la herramienta y el ex-
tremo final del manipulador no so´lo medira´ las fuerzas
y pares ejercidas por el robot manipulador a su en-
torno, sino que tambie´n sus medidas vendra´n afectadas
por las fuerzas y pares debidas a la dina´mica de la her-
ramienta, esto es, las fuerzas y pares producidos por
la inercia de la herramienta. De esta forma, la medidas
de fuerza y par tomadas por el sensor (~Fs y ~Ns) sera´n
igual a las fuerzas y pares externos (~FE y ~NE ), ma´s las
fuerzas y pares debido a la inercia de la herramienta
(~FI y ~NI) (Ec. 1).
(
~Fs
~Ns
)
=
(
~Fc
~Nc
)
+
(
~FI
~NI
)
(1)
Normalmente, la realizacio´n de la tarea requiere el
control de las fuerzas y pares de contacto o externas
(~Fc y ~Nc).
Este trabajo se estructura de la siguiente forma. En
el apartado II se presenta el modelo dina´mico de la
herramienta, describiendo los sistemas de referencia
utilizados. En la seccio´n III se describe el observador
propuesto, ası´ como la solucio´n utilizada para estimar
las fuerzas y pares de contacto. El apartado IV muestra
una breve discusio´n, mientras que la seccio´n V recoge
las conclusiones de este trabajo.
ZS
YS
XS ZAYA
XA
XW
YW
ZW
Herr.
EN
TO
R
NO
F/T 
Sensor
Acelerometro 6D
OS
OA
OW
Figura 1: Sistemas de referencia definidos.
2. MODELADO DIN ´AMICO DE LA
HERRAMIENTA
2.1. TRANSFORMACI ´ON FUERZA-PAR
El conjunto de fuerzas F (F ∈ R3x3) y pares N (N ∈
R3x3) que ocurren en el sistema A y que esta´ referen-
ciados a ese sistema, puede ser definido a partir de un
vector compuesto por el conjunto de fuerzas y pares
como (en terminologı´a inglesa: wrench vector):
AUA =
(AFA
ANA
)
(2)
A partir de este vector, podemos representar estas
fuerzas y pares en un nuevo sistema de referencia B
aplicando la siguiente transformacio´n conocida como
wrench transformation [6]:(BFA
BNA
)
=
( BRTA 03x3
−BRTA B px BRTA
)(AFA
ANA
)
(3)
donde BAR es la matriz de rotacio´n que relaciona el sis-
tema A con respecto al sistema B y el vector B px se
obtiene a partir de [6]:
p×q = pxq, px =
 0 −p3 p2p3 0 −p1
−p2 p1 0
 (4)
2.2. SISTEMAS DE REFERENCIA
UTILIZADOS
Tal y como se muestra en la figura 1, conside´rese un
robot manipulador al que se le ha colocado un sensor
de fuerza/par en la mun˜eca adema´s de un acelero´metro
de seis grados de libertad en su herramienta. En este
caso, definimos los siguientes sistemas de referencia:
OSXSYSZS equivale al sistema de coordenadas del sen-
sor de fuerza/par; OAXAYAZA representa al sistema de
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Figura 2: Fuerzas y momentos aplicados a la her-
ramienta.
coordenadas del acelero´metro de seis grados de lib-
ertad; OEXEYEZE equivale al sistema de coordenadas
donde se realizan las fuerzas y pares externos; y final-
mente, OW XWYW ZW representa el sistema de referen-
cia global.
Por otro lado, considerando de forma local la her-
ramienta, las fuerzas y pares externos que aparecen
ejercidos sobre ella se muestran en la figura (Fig. 2),
donde OPXPYPZP representa el centro de gravedad de
la herramienta.
2.3. DIN ´AMICA DE LA HERRAMIENTA
Como se dijo anteriormente, si colocamos un sensor de
fuerza/par entre la herramienta del robot y la mun˜eca
de e´sta, este sensor no so´lo medira´ las fuerza y pares
externos producidos por la interaccio´n con el entorno,
si no que tambie´n reflejara´ las perturbaciones produci-
das por la dina´mica de e´sta. Esto es, la propia dina´mi-
ca de la herramienta produce en el sensor medidas de
fuerza y par diferentes de las contacto o externas.
Consideremos la dina´mica de la herramienta a par-
tir de la figura 2. Adema´s de los sistemas de coor-
denadas descritos en el apartado anterior, definiremos
OPXPYPZP como el sistema de referencia del centro de
gravedad de la herramienta.
Por un lado, el sensor de fuerza/par medira´ las fuerzas
y pares (SFS y SNS) que se producen entre el brazo
del manipulador y la herramienta. Por otro lado, las
fuerzas y pares ejercidas por el entorno sobre la her-
ramienta vienen definidas por (EFE y ENE ). Entonces
se deduce que las fuerzas y pares ejercidas sobre el
centro de gravedad vendrı´an dadas a partir de las si-
guientes ecuaciones:
PFP = PRS · SFS +P RE · SFE
PNP = PRS · SNS +P rS×P RS · SFS
+ PRE · ENE +P rE ×P RE · EFE (5)
Utilizando la notacio´n propuesta en la ecuacio´n (2), la
Ec. (5) queda convertida a:
PWP =
(PFP
PNP
)
=
( PRTS 03x3
−PRTS P px PRTS
)(SFS
SNS
)
+
( PRTE 03x3
−PRTE E px PRTE
)(EFE
ENE
)
= PTS
(SFS
SNS
)
+ PTE
(EFE
ENE
)
(6)
donde PRS, PRE son las matrices de rotacio´n que rela-
ciona los sistemas S y E con P, respectivamente. P px y
P px son matrices de dimensio´n 3x3 y se obtienen la Ec.
(4) donde el vector p representa la distancia entre el
origen del sistema de referencia del centro de gravedad
y el origen del sistema de coordenadas, bien del sensor
de fuerza, bien del punto de aplicacio´n de la fuerza. Fi-
nalmente, aplicando las ecuaciones de Newton-Euler,
la dina´mica de la herramienta queda definida como
PWP =
(
mW R−1P (a−go)
Iω˙ +ω× Iω
)
=
(
mwR−1P 03x3
03x3 I
)(
a
ω˙
)
+
(
mwR−1P 03x3
03x3 ω×I
)(
go
ω
)
(7)
donde m es la masa total de la herramienta; a =
[x¨, y¨, z¨]T es la aceleracio´n de la herramienta referida al
sistema global OW ; go = [gx,gy,gz]T es la aceleracio´n
de la gravedad; ω = [ω1,ω2,ω3]T es la velocidad an-
gular de la herramienta en torno a los ejes xp,yp y zp y
la matriz I es igual a
I =
I1 0 00 I2 0
0 0 I3
 (8)
donde I1, I2 e I3 son los principales momentos de iner-
cia con respecto a x,y,z.
3. ESTIMADOR DE LAS FUERZAS Y
PARES DE CONTACTO
El objetivo principal de este trabajo es el de proponer,
de forma teo´rica, un observador de la fuerza y par de
contacto ejercido por un robot manipulador a su en-
torno. A diferencia de trabajos anteriores [10][9][8],
en este artı´culo se propone que una de las variables
medidas, adema´s de las ya habituales: posicio´n, ori-
entacio´n, fuerza y par; sean la aceleracio´n lineal y an-
gular de la herramienta.
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El primer paso para obtener un estimador de las
fuerzas y pares externos sera´ el de definir la dina´mi-
ca de la herramienta a trave´s de espacio de estados.
Para ello, definimos a continuacio´n el vector de estado
como:
X = [x,y,z,θ ,φ ,ψ, x˙, y˙, z˙,w1,w2,w3] (9)
donde x,y,z son las coordenadas de posicio´n del cen-
tro de gravedad de la herramienta y θ ,φ y ψ son los
a´ngulos de Euler que define la orientacio´n de la her-
ramienta. Ambos esta´n referidos a OW XWYW ZW . Por
otro lado, x˙, y˙, z˙ corresponden con las velocidades de
la posicio´n del centro de gravedad y en cuanto a los
a´ngulos de Euler considerados, estos se relacionan con
las velocidades angulares ω = [ω1,ω2,ω3]T de la her-
ramienta a trave´s de la siguiente ecuacio´n [3]:
 ˙θ˙φ
ψ˙
 = A1 ·ω
=

sen(ψ) cos(ψ) 0
−cos(ψ)
sen(θ)
sen(ψ)
sen(θ) 0
cos(ψ)
tan(θ) −
sen(ψ)
tan(θ) 1

w1w2
w3
(10)
La ecuacio´n en espacio de estados que define nuestro
sistema serı´a:
˙X = A(X)X +g+BSUS +BEUE (11)
donde US = [SFS,SNS]T , UE = [EFE ,ENE ]T , gh =
[03x1,go,06x1]T y las matrices A(X), BS y BE obtienen
sus valores a partir de las ecuaciones (6) y (7), resul-
tando:
A(X) =

1 0 0
0 1 0 03x9
0 0 1
A13x3
09x9 03x3
A23x3
 ; (12)
BS =
(
1/mwRP 03x3
03x3 I−1
)
· PTS;
BE =
(
1/mwRP 03x3
03x3 I−1
)
· PTE
donde la matriz A2 es igual a:
A2 =
 0 w3
I2−I3
I1
0
0 0 w1 I3−I1I2
w2
I1−I2
I3
0 0
 (13)
Por otro lado, puesto que la posicio´n y orientacio´n de
la herramienta, las medidas de fuerza y par del sensor
colocado en la mun˜eca del robot, y las aceleraciones
lineales y angulares de la herramienta capturadas por
los acelero´metros y giro´scopos colocados en la her-
ramienta, son las medidas con las que contamos, las
proponemos como salidas en nuestro sistema. El vec-
tor de salida quedarı´a por tanto como:
y =

pT
oT
FTs
NTs
p¨T
w˙T
 (14)
que, utilizando las ecuaciones (6) y (7) podrı´a conver-
tirse a:
y = C(X)X +DSUS +DEUE +DGgo (15)
donde las matrices C(X), DS y DE serı´an igual a:
C(X) =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0 06x9
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
09x6 09X6
03x9 A26X6
03x9 03x9

(16)
DS =

06x6
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
DS1
03x6

DE =

06x6
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
DE1
03x6

DG =

018x3
1 0 0
0 1 0
0 0 1

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donde
DS1 =
(
1/mwRP 03x3
03x3 I−1
)
· PTS;
DE1 =
(
1/mwRP 03x3
03x3 I−1
)
· PTE (17)
obtenie´ndose A2 a partir de la ecuacio´n (13).
Finalmente, utilizando las ecuaciones (11) y (15), el
sistema en espacio de estado que representa la dina´mi-
ca de la herramienta del manipulador quedarı´a como:{
˙X = A(X)X +g+BSUS +BEUE +νX
y =C(X)X +DSUS +DEUE +go+νy
(18)
donde las matrices A(X),BS,BE ,C(X),DS y DE se ob-
tienen de las ecuaciones (12) y (16); go correspon-
derı´a con el vector aceleracio´n; νX y νy son, respec-
tivamente, el ruido del proceso y de las variables de
medida.
Una vez definida la dina´mica, y para obtener un esti-
mador apropiado de las fuerzas y pares externos, se
propone un observador donde la entrada UE no sea
considerada [1][2]. Entonces, la diferencia entre el sis-
tema real y el observador propuesto, dara´ lugar a una
estimacio´n de las fuerzas y pares de contacto. Nuestro
observador serı´a por tanto:
˙X̂ = A(X)X̂ +BSUS +K(y− yˆ) (19)
ŷ = C(X)X̂ +DSUS +go (20)
donde X̂ corresponde a la estimacio´n de X y K es la
ganancia del observador, siendo:
K =
 k1,1 k1,2 ... k1,12...
k21,1 k21,2 ... k21,12
 (21)
La dina´mica del error de la estimacio´n vendrı´a dada a
partir de X˜ = X − X̂ obtenie´ndose
˙X˜ = (A(X)−KC(x))X˜ − (BE +KDE)UE (22)
y˜ = y− ŷ =C(X)X˜ +DEUE (23)
Finalmente, si aseguramos que la matriz (A(X) −
KC(x)) tiene sus autovalores con parte real negativa,
de forma que para un valor de estado X el observador
fuese estable, un estimador de las fuerzas y pares de
contacto vendrı´a dado como:
ÛE = D†E(−C(X)X˜ + y˜) (24)
donde D†U es la pseudoinversa de DU . En este caso se
cumple la propiedad
ÛE = D†U (−C(X)X˜ + y˜)
= D†U (−C(X)X˜ +C(X)X˜ +DEUE)
= D†EDEUE =UE (25)
implicando que ÛE =UE .
3.1. FILTRO DE KALMAN EXTENDIDO
Como se puede comprobar en las ecuaciones (19) y
(20) a trave´s de las matrices A(X) y C(X), el problema
de extraer las fuerzas y pares externos a partir de las
medidas de fuerza/par del sensor, de las posiciones y
orientaciones de la herramienta, y de las aceleraciones
de e´sta, representa un problema de estimacio´n de es-
tados no lineales, estimacio´n cuya solucio´n exacta re-
sulta imposible de obtener [11].
Consideremos entonces el problema de la estimacio´n
de estados para una trayectoria dada X . En este caso,
las ecuaciones (19) y (20) pueden ser linealizadas uti-
lizando las series de Taylor para una trayectoria pre-
definida X , ya que esta trayectoria representarı´a una
solucio´n particular del sistema estoca´stico descrito [4].
Aplicando esta linealizacio´n tendrı´amos:
F(t) = A(X(t))+
∂A
∂ X (X(t))X(t) (26)
H(t) = C(X(t))+ ∂C∂X (X(t))X(t) (27)
en la que estas expresiones podrı´an tener en cuenta,
adema´s de los te´rminos lineales, los de mayor grado,
pero debido a altas exigencias computacionales con-
sideramos esta opcio´n como la adecuada.
Finalmente, utilizando la informacio´n de la ecuacio´n
(18), la ganancia K(t) puede ser estimada utilizando el
Filtro de Kalman a partir de la siguiente ecuacio´n:
K(t) = P(t)HT (t)R−1(t) (28)
de la que P(t) se obtiene como solucio´n a la siguiente
ecuacio´n de Riccati:
˙P(t) = F(t)P(t)+P(t)FT (t) (29)
− P(t)HT (t)R−1H(t)P(t)+BQBT (30)
donde
E[vξ (t) vTξ (τ)] = Q(t)δ (t− τ); E[vξ (t)] = 0(31)
E[vy(t) vTy (τ)] = R(t)δ (t− τ); E[vy(t)] = 0
E[vξ (t) vTy (τ)] = S(t)δ (t− τ) = 0; ∀t,τ
3.2. PROPIEDADES DEL ESTIMADOR
PROPUESTO
Para analizar las propiedades del observador pro-
puesto, consideremos en primer lugar la ecuacio´n (19)
transforma´ndola a:
X̂ =
−(BE +KDE)
sI−A(X)+KC(X) ·UE (32)
Entonces, a partir del estimador definido en la
ecuacio´n (24), y utilizando la Ec. (32), tendrı´amos
ÛE =−D+E C(X)
−(BE +KDE)
sI−A(X)+KC(X)UE +D
+
E y˜ (33)
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Por otro lado, desarrollando y˜ teniendo en cuenta el
ruido del sistema, obtendrı´amos:
y˜ = y− yˆ =C(X)+νX − ˆX +DSUS +DEUE
+ go+νy−C(X) ˆX −DSUS
= C(X) ˜X +C(X)νX +DEUE +go+νy (34)
donde, considerando la ecuacio´n (33) y sustituyendo y˜
por la ecuacio´n (34), tendrı´amos:
ˆUE = D+E C(X)νX +UE +D
+
E νy (35)
Comproba´ndose que, aunque el estimador propuesto
es insesgado, e´ste es sensible tanto al ruido del pro-
ceso como al introducido por las medidas, por lo que
conviene disen˜ar la ganancia K de forma que el obser-
vador final tenga propiedades de filtro paso-bajos. Este
problema queda resuelto utilizando el filtro de Kalman
extendido.
4. DISCUSI ´ON
El trabajo propuesto aborda el tema de robots manipu-
ladores en interaccio´n con su entorno. Ma´s especı´fica-
mente, se expone la problema´tica de la estimacio´n de
las fuerzas y pares de contacto de la herramienta ter-
minal con una superficie de trabajo. Hasta ahora, en la
mayorı´a de los trabajos sobre el tema de robots con in-
teraccio´n, las fuerzas y pares debido a las propiedades
dina´micas de la herramienta son usualmente despreci-
adas; sin embargo, es de esperar que las perturbaciones
producidas por estas fuerza y pares deterioren el com-
portamiento de un robot manipulador que interacciona
con su entorno; ma´s concretamente cuando e´ste ha de
superar una fase de transicio´n espacio libre - espacio
restringido, o bien cuando la herramienta de trabajo es
una herramienta pesada.
En cuanto al estimador descrito, y debido a la no-
linealidad del sistema modelado, se ha propuesto uti-
lizar una te´cnica basada en el Filtro de Kalman Exten-
dido consistente en la linealizacio´n del sistema para
unas variables de estado predefinidas. A la hora de
implementar este filtro aparecen diferentes alternati-
vas para dar valores a estas variables: modo off-line,
modo on-line, etc. La ma´s comu´n serı´a linealizar el
sistema a partir de una variables de estado, que en nue-
stro caso corresponderı´an con la trayectoria del robot,
a partir de las trayectorias nominales. En este punto
cabe la discusio´n de si lo ma´s adecuado serı´a utilizar
esta trayectoria—posicio´n y orientacio´n— definida de
antemano y en la que no se ha tenido en cuenta la in-
teraccio´n con la superficie de trabajo, o bien si lo ma´s
apropiado es utilizar como valores de las variables una
estimacio´n on-line que tenga en cuenta la ejecucio´n de
la tarea hasta el instante actual. Parece claro que la se-
gunda opcio´n es la correcta, ya que normalmente al
linealizar sobre la trayectoria nominal, la desviacio´n
entre la trayectoria actual y la nominal aumenta con el
tiempo.
5. CONCLUSIONES
Para estimar apropiadamente las fuerzas y pares de
contacto en situaciones donde el robot trabaja tanto
en espacio libre como en espacio restringido, se ha
desarrollado de forma teo´rica un observador que in-
tegra, por un lado, las medidas de las fuerzas y pares
captadas por un sensor de fuerza/par de 6 gdl situado
en la mun˜eca del robot; por otro, las medidas de acel-
eracio´n de la herramienta obtenidas a partir de sen-
sores de aceleracio´n colocados sobre la herramienta; y
finalmente, las medidas de posicio´n y orientacio´n de la
herramienta situada en el extremo del manipulador.
El principal objetivo del observador propuesto es el de-
sarrollo de un estimador de la fuerza/par de contacto
que permita disen˜ar algoritmos de control de fuerza
donde las caracterı´sticas dina´micas de la herramienta
no perturben las medidas de fuerza/par externas. Esta
proposicio´n implica la mejora de la ejecucio´n de aque-
llas tareas donde fuese necesario controlar la interac-
cio´n del brazo robot con su entorno.
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Resumen
En este art´ıculo se presenta un modelo neurobo-
rroso de la presio´n de una ca´mara de mezclas de
gases en una fundicio´n de cobre, dentro del cir-
cuito de tratamiento de gases de la fa´brica. Se ha
usado el me´todo de ana´lisis de componentes prin-
cipales para la reduccio´n del espacio de variables
de entrada y se ha obtenido adema´s un modelo no
recurrente, usa´ndose para ello modelos neurobor-
rosos jera´rquicos. El modelo se ha validado con
datos experimentales obtenidos en una planta real.
Palabras clave: Modelos Neuroborrosos,
Ana´lisis de componentes principales, Modelado.
1 Introduccio´n
El proceso de obtencio´n del cobre tiene como sub-
producto una corriente de gases rica en azufre. Es-
tos gases se pueden procesar para obtener a´cido
sulfu´rico a partir de ellos. Tras la salida de los
diferentes hornos donde se funde el mineral, los
gases pasan por una ca´mara de mezcla antes de
ser enviados a la fase de lavado previa a las plan-
tas de obtencio´n de a´cido. En todo el circuito
(y por tanto tambie´n en la ca´mara de mezcla) la
presio´n de los gases debe ser negativa para im-
pedir la emisio´n de los mismos al ambiente. Esta
presio´n depende de diversas variables en la l´ınea
de produccio´n y es bastante dif´ıcil de predecir,
tanto obteniendo un modelo de primeros princi-
pios como por me´todos de identificacio´n. Es por
tanto u´til el empleo de me´todos basados en las
redes de neuronas artificiales o los sistemas neu-
roborrosos Para realizar el modelo se tienen datos
provenientes del sistema de control distribuido in-
stalado en la planta referidos a 57 variables toma-
dos cada 2 segundos. Para el modelo que se pre-
senta aqui se trabajo´ con datos de tres dias dis-
tintos, durante los que se realizaron adema´s, prue-
bas en lazo abierto de diversas variables. En un
primer estudio, se hicieron diversos experimentos
para observar la correlacio´n de las variables con la
presio´n de la ca´mara de mezcla.
La organizacio´n del resto del art´ıculo es la sigu-
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Figura 1: Mezcla de gases. Produccio´n a´cido
sulfu´rico
iente. En la seccio´n 2 se hace una breve in-
troduccio´n al modelado neuroborroso aplicado al
sistema. En la seccio´n 3 muestra la te´cnica de
ana´lisis de componentes principales, usada aqu´ı
para la reduccio´n del espacio de variables. En las
secciones 4 y 5 se muestran los resultados de los
distintos modelos obtenidos. Finalmente, las con-
clusiones de este trabajo se resumen en la seccio´n
6.
2 Modelado Neuroborroso
La meta del modelado borroso (Fuzzy modelling)
es la obtencio´n de un conjunto de reglas que de-
scriban la dina´mica de la planta a trave´s de unos
datos experimentales. Los Sistemas de Inferen-
cia Borrosos (FIS) son aproximadores funcionales
gene´ricos, es decir, dado un cierto nivel de error,
se puede encontrar un FIS que aproxime cualquier
funcio´n con un error menor que el fijado. Para ello
se pueden usar diversas te´cnicas, algunas prove-
nientes del campo de las redes neuronales y otras
de otros campos (estad´ıstica, algoritmos gene´ticos,
etc). Muchos son los me´todos que pueden en-
contrarse en la literatura para la identificacio´n
de un modelo borroso. Los me´todos ma´s co-
munes o conocidos son el Fuzzy neuronal network
(FNN), el me´todo de Linguistic Equations (LE) y
los me´todos de Fuzzy clustering (FC). El uso de
Sistemas de Inferencia Borrosos (Fuzzy Inference
Systems) para el modelado permite manejar bien
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los procesos no lineales y dan un conocimiento del
sistema que es imposible con el uso de redes neu-
ronales. Los modelos basados en sistemas de in-
ferencia neuroborrosos adaptativos (ANFIS) com-
binan la ventaja de las redes neuronales adapta-
tivas (ANN), tales como la capacidad de apren-
dizaje y adaptacio´n, y la lo´gica borrosa, es decir,
el conocimiento basado en reglas y el manejo de
incertidumbre y significancia del conocimiento. A
diferencia de los sistemas basados en ANNs, los
sistemas ANFIS pueden partir de una base de
conocimiento previo, o bien, se puede an˜adir de-
spue´s la informacio´n que se desee para poder mejo-
rar el modelo.
A la hora de establecer la estructura de un AN-
FIS, uno de los problemas es fijar las funciones de
pertenencia. Un mayor nu´mero dara´ una mayor
precisio´n en el conocimiento, pudie´ndose provo-
car el manejo de numerosas reglas. Este prob-
lema de la explosio´n de reglas a mayor cantidad
de te´rminos lingu¨´ısticos, se puede subsanar con la
aplicacio´n de me´todos de clustering que busquen
la clasificacio´n de datos en subconjuntos (subset).
Adema´s de la adecuada eleccio´n de reglas y fun-
ciones de pertenencia mediante una metodolog´ıa,
es importante la eleccio´n de las variables de en-
trada.
En un sistema simple, de pocas variables, es fa´cil
la eleccio´n de las mismas observando la causalidad.
Cuando el sistema esta´ compuesto de muchas vari-
ables (como el caso que nos ocupa, en el que in-
tervienen 57), acopladas entre ellas y dif´ıcilmente
observable a simple vista, un me´todo puede ser
introducir el ma´ximo nu´mero de variables en la
entrada del FIS y dejar que un me´todo de clus-
tering decida los subconjuntos adecuados entre el-
las junto con la entrada. Esto es algo, en oca-
siones, poco pra´ctico, perdiendo adema´s una de las
propiedades esenciales de los sistemas borrosos: el
conocimiento del comportamiento del sistema.
En nuestro caso, queremos obtener un modelo de
la variable PCM (presio´n de la ca´mara de mezcla).
El camino inicial deber´ıa ser el estudio previo del
sistema observando, mediante el ana´lisis de cor-
relaciones y los ensayos adecuados, las variables
que afectan realmente a la PCM y despue´s de ello,
plantear un ANFIS con las variables mencionadas
como entradas.
La metodolog´ıa empleada en este trabajo es la
siguiente: En primer lugar se han elegido sufi-
cientes datos para entrenar el sistema, en con-
creto se han usado 6000 datos de 57 variables.
Se han elegido, adema´s datos de otros dias para
poder validar el modelo y para evitar el sobre-
entrenamiento del sistema ANFIS [3]. Se han nor-
malizado las variables, para evitar que la distinta
naturaleza y magnitud de las mismas, afecten al
proceso de aprendizaje neuronal. Despue´s se han
probado algunas estructuras de sistemas ANFIS,
eligie´ndose las estudiadas en las secciones 4 y 5
Debido al acoplamiento dado entre las variables y
la dificultad existente en la realizacio´n de prue-
bas experimentales, el estudio inicial no aporta
la suficiente informacio´n para la implementacio´n
de un modelo adecuado. El uso del me´todo PCA
proporciona dos caracter´ısticas: la obtencio´n de
nuevas variables incorreladas, la condensacio´n de
toda la informacio´n en un espacio mucho ma´s re-
ducido, proporcionando as´ı una mayor simplifi-
cacio´n del ANFIS. El inconveniente es la pe´rdida
de simplicidad en el significado de las reglas del
sistema borroso, pues las entradas requieren de
interpretacio´n.
3 Ana´lisis PCA
En las situaciones donde hay un gran nu´mero
de variables, es dif´ıcil obtener una visio´n general
de las relaciones que puedan existir entre ellas.
Uno de los me´todos ma´s importantes usados en el
campo de la estad´ıstica multivariante es el Ana´lisis
de Componentes Principales (PCA), cuyo objetivo
es reducir la dimensio´n del sistema, minimizando
la pe´rdida de informacio´n.
Suponiendo p variables, la matriz de n datos es
X =

x11 x12 ... x1p
x21 x22 ... x2p
....................
xn1 xn2 ... xnp

Cada fila i nos dara´ un dato en el tiempo ti con p
variables.
Las p variables son los vectores generadores del
subespacio V . Lo que perseguimos es encontrar
una nueva base de vectores (Y1, Y2, ..., Yk) que de-
finan un nuevo subespacio donde la informacio´n
contenida sea la ma´xima. Esto es:
Y1 = w11x1 + w12x2 ... + w1pxp
Y2 = w21x1 + w22x2 ... + w2pxp
....................
Yk = wk1x1 + wk2x2 ... + wkpxp
Donde k < p.
Se demuestra que
µY = E(Y ) = E(WTX) =WTE(X)
y que la matriz de covarianza de Y es igual a
ΣY = E{(Y − µY )(Y − µY )T } =WTΣXW
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El objetivo es conseguir la ma´xima varianza de
los datos en los ejes nuevos, es decir, la ma´xima
ΣY , con la clara restriccio´n de que sean ortonor-
males, esto es WTW = I. En definitiva, se trata
de maximizar
WTΣXW − λ(WTW − I)
derivando la expresio´n e igualando a cero, tenemos
que
(ΣX − λI)W = 0
En definitiva, el problema se restringe a calcular
los autovectores de ΣX
Las componentes Wj asociadas a los autovalores
con ma´s valor de ΣX , son las significativas para
representar los datos, denomina´ndose e´stas las
Componentes Principales del sistema.
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Figura 2: Componentes Principales
La primera componente es la correspondiente al
mayor autovalor, la segunda al siguiente mayor,
y as´ı sucesivamente. Obtenie´ndose as´ı un nuevo
subespacio donde se encierra casi toda la infor-
macio´n. A la hora de elegir las componentes prin-
cipales, existen varios criterios. Uno de ellos es
usar el nu´mero de autovectores l asociados a los
autovectores que cumplan que∑l
i=1 λi∑n
i=1 λi
≥ n
siendo n el porcentaje de informacio´n deseada.
Al aplicar el ana´lisis de componentes principales
al sistema en cuestio´n (con 57 variables), se ob-
tuvieron 7 componentes principales que contienen
el 95% de la informacio´n, reducie´ndose consider-
ablemente el espacio de las entradas al sistema
4 Modelo Dina´mico
Un modelo borroso dina´mico extiende el do-
minio de aplicacio´n de las redes de neuronas bor-
rosas (FNN) a los problemas temporales (en el
tiempo). Son llamados tambie´n Sistemas de neu-
ronas borrosas recurrentes (RFNN). Son sistemas
que poseen las mismas ventajas que las redes de
neuronas recurrentes [5]. La recurrencia es debida
a la realimentacio´n de la salida para poder as´ı cap-
tar la dina´mica y el cambio. Estos sistemas pre-
sentan una dificultad: la propia estabilidad de los
mismos una vez que esta´n on-line. Los sistemas
no dina´micos no tienen este problema, debido a la
respuesta instanta´nea y la unidireccionalidad de
la informacio´n.[6] [7]
Fuzzy Inference 
SystemP
C
A
E
n
tr
a
d
a
s
P
C
M
Figura 3: Modelo neuroborroso dina´mico
Debido a problemas encontrados en el entre-
namiento, de la red dina´mica cla´sica propuesta,
en el caso que nos ocupa, se propuso un esquema
distinto -tambie´n dina´mico- pero incluyendo en el
ana´lisis PCA el valor anterior de la variable de sal-
ida, realimentando indirectamente la misma. Para
el ajuste se uso´ la toolbox de MATLAB c©de lo´gica
borrosa [3]. La tabla 1 describe las caracter´ısticas
del sistema RFNN obtenido
Tabla 1: Caracter´ısticas del Sistema Borroso
Tipo de sistema T-Sugeno
No de nodos 294
Para´metros (lineales y no lineales) 128
Nu´mero de reglas 128
Tipo de salidas Constantes
Funciones de pertenencia gausianas
Funciones de pertenencia por entrada 2
En la figura 3 puede verse un diagrama de la prop-
uesta del sistema.
En la figura 4 se presenta la validacio´n del modelo,
siendo e´ste representado en l´ınea azul.
El modelo as´ı obtenido se ha validado para distin-
tos d´ıas de funcionamiento, en los cuales las condi-
ciones de operacio´n cambian continuamente. La
figura 5 muestra la prediccio´n que ofrece el mod-
elo en otra situacio´n.
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Figura 4: Resultados del modelo dina´mico
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Figura 5: Validacio´n del modelo dina´mico en otras
condiciones de operacio´n
5 Modelo No Recurrente
Para garantizar, en la pra´ctica, la estabilidad del
modelo en s´ı mismo, suele hacerse uso de modelos
no dina´micos, o tambie´n llamados Feedforward.
En nuestro caso, el resultado de proponer un sis-
tema neuroborroso cuya salida sea la PCM y en-
tradas las componentes principales resultantes del
ana´lisis sobre las 56 variables restantes despue´s de
un PCA, empeora los resultados, considera´ndolo
inviable en la validacio´n.
Un me´todo alternativo aplicado en este trabajo es
usar sistemas borrosos en serie. En la figura 6 se
presenta un esquema del sistema propuesto. La
idea propuesta consiste en encontrar otro sistema
neuroborroso que tenga como entrada el resultado
del PCA de las variables menos la PCM y como
salidas los datos que se usaron para entrenar las
entradas del sistema recurrente.
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Figura 6: Modelo No-recurrente
Como se observa en la figura 6, en el sistema en-
tran las variables distintas a la PCM y, despue´s de
un PCA, se obtienen las componentes principales
que recogen el 95% de toda la informacio´n del sis-
tema. La evaluacio´n de los sistemas borrosos in-
termedios, dara´ como resultado cada una de las
componentes principales propias del PCA usado
para el modelo recurrente, obtenie´ndose con ellas,
a trave´s del sistema neuroborroso obtenido en la
seccio´n anterior, el valor de la PCM. As´ı pues, a
partir de un modelo donde no se tiene en cuenta
directamente los valores anteriores de la PCM, se
obtiene primero, por estimacio´n, las entradas del
modelo recurrente.
La figura 7 describe con un poco ma´s de detalle
el esquema del modelo propuesto. Se observa la
forma que tienen las distintas funciones de perte-
nencia de las siete entradas seleccionadas.
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Entrada 1 
Entrada 2 
Entrada 3 
Entrada 4
Entrada 5
Entrada 6
Entrada 7
input7 
Figura 7: Esquema del modelo
En la figura 8 pueden observarse los resultados de
este sistema (el modelo esta´ representado en l´ınea
azul).
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Figura 8: Resultados del modelo No-recurrente
6 Conclusiones
En este art´ıculo se ha presentado modelos neu-
roborrosos de la presio´n de la ca´mara de mezcla de
un proceso de produccio´n de a´cido sulfu´rico, obte-
niendose resultados aceptables para simulacio´n y
prediccio´n. Se ha hecho uso del me´todo PCA para
la reduccio´n del espacio de variables a la entrada.
La te´cnica aqu´ı presentada es un paso ma´s para
obtener una metodolog´ıa adecuada para el mode-
lado neuroborroso, siendo u´til e´ste u´ltimo al con-
trol basado en modelo. Tambie´n se ha propuesto
otro camino para la obtencio´n de modelos no re-
currentes basa´ndose en el ana´lisis de componentes
principales y en el modelo dina´mico obtenido.
Es de destacar que el modelo ha sido validado so-
bre una planta real, en la cual servira´ de ayuda
para el disen˜o y validacio´n posterior de los con-
troladores. La seleccio´n de las variables manipu-
lables que tienen mayor influencia en la presio´n de
la ca´mara de mezcla facilita la tarea de disen˜o de
los controladores.
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Resumen 
 
Este artículo presenta un sistema que obtiene la 
configuración óptima de una flota de helicópteros 
autónomos que tienen incorporada una cámara para 
maximizar la información visual obtenida a partir de 
un objeto móvil que se desplaza sobre la superficie 
de un terreno. 
 
Palabras Clave: UAV, percepción cooperativa, 
punto de visión óptimo. 
 
 
 
1 INTRODUCCIÓN 
 
Algunas tareas de observación requieren gestionar 
una configuración espacio-temporal de sensores en 
un área relativamente amplia. Una aproximación 
consiste en montar cada sensor en un vehículo aéreo 
autónomo no tripulado. Concretamente, los 
helicópteros autónomos son adecuados para muchas 
aplicaciones debido a su maniobrabilidad. Es más, la 
capacidad de vuelo estacionario de los helicópteros 
es muy útil para observación de eventos y tareas de 
inspección. 
 
Coordinar múltiples UAVs para estas aplicaciones 
requiere coordinación espacial y temporal. La 
coordinación espacial distribuye unidades sobre el 
área que está siendo observada, determinando que un 
equipo adopte una formación determinada. La 
coordinación temporal asegura que todos los UAVs 
actúan en el momento adecuado y suministran sus 
datos de entrada cuando éstos sean requeridos. La 
cooperación de equipos busca optimizar la 
asignación del papel que debe jugar cada vehículo en 
términos de sus capacidades o restricciones, 
dirigiendo la formación, coordinación, 
mantenimiento y dispersión de grupos de vehículos. 
 
Se han desarrollado muchos sistemas basados en 
flotas de vehículos aéreos autónomos no tripulados 
en estos últimos años. Algunas aplicaciones 
representativas que aprovechan las ventajas de los 
UAVs en tareas de inspección son detección 
cooperativa usando feromonas digitales [10], 
búsqueda cooperativa con evitación de colisiones y 
restricciones de comunicaciones con alcance limitado 
[34], búsqueda cooperativa de múltiples blancos en 
un entorno bayesiano [7], búsqueda cooperativa 
usando modelos teóricos de juegos con restricciones 
de tiempo de vuelo [30], detección de fuego 
cooperativa [26] y búsqueda cooperativa usando 
descomposición de un área en polígonos [12]. 
 
En estas aplicaciones, la flota de UAVs persigue dos 
objetivos que requieren diferentes comportamientos 
de los UAVs. En localización de blancos debe 
cubrirse eficientemente un gran espacio de búsqueda 
y volver a visitar los puntos regularmente, 
maximizando la probabilidad de detección 
basándonos en características conocidas del blanco. 
Cuando un vehículo detecta un blanco, anuncia la 
posición de éste, y entonces un conjunto de vehículos 
comienza la observación. En esta fase, los vehículos 
deben recoger datos visuales del blanco. Para 
alcanzar este objetivo, es necesario situar los UAVs 
en algunas coordenadas espaciales en las que 
obtengan la máxima información visual de dicho 
blanco. El movimiento del éste podría provocar la re-
configuración de la formación de UAVs. Esta 
información visual es enviada a una estación base 
(una antena isotrópica) por medio de las 
comunicaciones inalámbricas de los UAVs. 
 
Aunque los problemas de gestión de los recursos de 
sensores, optimización de la localización y 
formaciones han sido ampliamente estudiados en 
sistemas multi-agente, hay muy pocos métodos 
disponibles que puedan ser aplicados al problema de 
observación presentado en el párrafo anterior. 
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La mayor parte de aproximaciones de planificación 
del movimiento del robot suponen que se asigna una 
ruta a cada agente, así que su principal objetivo 
consiste en encontrar el camino óptimo entre el 
origen y el destino como por ejemplo en [15], [17], 
[13] y [38]. Sin embargo, el problema discutido en 
este artículo no puede ser considerado un simple 
problema de origen-destino porque el movimiento de 
los UAVs depende del movimiento del blanco y el 
parámetro que debería ser optimizado es la 
información obtenida a partir de las cámaras y no la 
longitud del camino de los UAVs. 
 
Otras aplicaciones tradicionales de planificación del 
movimiento como búsqueda de blancos [29], [27], 
[23], [6] e intercepción de blancos [33], [18] acaban 
cuando cada objetivo es visitado. Pero en el escenario 
discutido aquí, cada UAV debe alcanzar solamente 
una posición y mantenerla para obtener datos 
visuales. 
 
Hay métodos cuyos escenarios son similares a los 
considerados aquí; por ejemplo el paradigma PG2P 
en [20] supone que los vehículos deben seguir un 
camino e intenta maximizar la fiabilidad de la 
percepción a lo largo de ese camino. Sin embargo, 
este método no es aplicable al problema considerado 
aquí porque los UAVs no tienen que seguir un 
camino dado durante la observación, sino que ese 
camino depende de la posición del blanco.  
 
En [40] el escenario MMMT considera el problema 
de la planificación del movimiento para unos 
recursos limitados de M sensores móviles en un 
entorno con N blancos. Las dinámicas de los sensores 
móviles se modelan como puntos de masa que se 
mueven a una velocidad constante con un radio de 
giro limitado. Este método es claramente no 
adecuado para el problema de los helicópteros ya que 
sólo trabaja con vehículos en movimiento sin 
considerar la habilidad de vuelo estacionario de los 
helicópteros. Es más, el escenario considerado en 
este artículo tiene un número mayor de UAVs que de 
blancos y por el contrario los escenarios MMMT 
tienen un número mayor de blancos que de UAVs. 
 
El trabajo de Cortés et al. en [21] es más cercano a la 
formulación del problema de este artículo, pero aún 
tiene diferencias considerables. La característica 
principal que se toma en cuenta para medir la calidad 
de la observación es la distancia. Otros parámetros a 
tener en cuenta cuando un blanco está siendo 
observado con cámaras, como la distorsión, no se 
mencionan. Es más, este modelo es únicamente 
aplicable a un escenario 2D llano, que no es el tipo 
de escenario considerado aquí. 
 
Este artículo se centra en la fase de observación 
anteriormente descrita. La sección 2 presenta el 
problema de encontrar el punto de visión óptimo para 
un UAV. La sección 3 extiende esa solución para 
más de un UAV, resolviendo el problema de la 
coordinación espacial mediante el cálculo de la 
formación de la flota que obtiene una visión óptima 
del blanco. La sección 4 trata brevemente del diseño 
del planificador y de los eventos que pueden 
repercutir en la ejecución de sus tareas. En la sección 
5 se presentan los resultados de la simulación. 
 
2 PUNTO DE VISIÓN ÓPTIMO 
PARA UN UAV 
 
En la ejecución de una misión se despliegan algunos 
UAVs y entonces a la flota se le asigna el objetivo de 
la misión (en este caso, la observación de un 
determinado blanco obteniendo la máxima 
información visual). Una vez asignado, los UAVs de 
la flota tienen que coordinarse para alcanzar el 
objetivo de la misión. 
 
Debido a la naturaleza de la misión que se trata en 
este artículo, es necesario juzgar la calidad de la 
realización de la misión y ajustar su ejecución en 
relación a esta medida. 
 
Adaptar la ejecución de la misión a la calidad del 
objetivo de la misión requiere que el planificador sea 
capaz de calcular la calidad actual y que sea capaza 
de reconfigurar la formación de la flota para mejorar 
esta calidad. 
 
En [10] se describen tres aproximaciones al problema 
de la re-configuración: el modelo local implícito, la 
evaluación de la idoneidad y la evaluación de la 
calidad. 
 
La aproximación usada en este trabajo para optimizar 
la calidad de la misión es la evaluación de la 
idoneidad. Consiste en construir una función de 
idoneidad que traduzca un estado determinado de la 
flota (la posición de los UAVs en el espacio) en un 
valor de idoneidad que será un número en [0, 1]. La 
función de idoneidad se expresa como: 
 
         332211 fwfwfwfitness ⋅+⋅+⋅=       (1) 
 
donde f1 es la distancia del UAV al blanco, f2 es la 
distorsión de la cámara y f3 es el ángulo entre el 
vector que va desde el UAV al blanco y la normal al 
terreno en el punto donde está el blanco. Estas 
variables determinan la calidad de la información 
visual que los UAVs pueden tomar del blanco. Los 
pesos w1, w2 y w3 determinan la importancia relativa 
de cada factor en la solución final. A continuación se 
analiza cada una de las características mencionadas 
arriba. 
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2.1 Distancia 
 
En [20] se introduce el concepto de fiabilidad de la 
percepción (COP). Esta fiabilidad es proporcional a 
la resolución de los datos percibidos. Por tanto, esa 
fiabilidad puede ser expresada en función de la 
distancia de percepción: 
 
                           COP = f(distance)                        (2) 
 
COP es alta cuando la percepción se ha realizado 
muy cercana al lugar considerado. 
 
Pero esta aproximación es insuficiente para el 
problema discutido en este artículo porque los UAVs 
no tienen que seguir un camino y pueden situarse en 
cualquier punto en el espacio. El planificador 
siempre determinaría que los UAVs obtendrían la 
mejor resolución cuando estuvieran físicamente 
situados junto al blanco. Ese razonamiento no es 
adecuado puesto que la distancia óptima entre el 
UAV y el blanco debe atender a dos criterios, uno de 
seguridad y otro relativo a la naturaleza de la 
aplicación. Atendiendo al criterio de seguridad el 
UAV no debe acercarse tanto al blanco que puedan 
producirse colisiones con éste o con otros UAVs, o 
por ejemplo en una aplicación para monitorizar fuego 
el UAV no debe acercarse tanto a éste como para que 
peligre su integridad. El criterio de la naturaleza de la 
aplicación es más difícil de calibrar. Si tenemos una 
aplicación en la que pretendemos realizar el 
seguimiento de un blanco, el UAV debe estar lo 
suficientemente alejado para que sus cámaras puedan 
encuadrar el blanco completo y no sólo una parte de 
éste. 
 
De esta forma, se ha determinado que la distancia 
óptima entre el UAV y el blanco define una esfera 
alrededor del blanco. Cada punto que pertenezca a la 
superficie de esta esfera tiene el máximo valor 
posible de f1. El valor de f1 disminuirá 
proporcionalmente con la distancia del UAV a dicha 
esfera. 
 
2.2 Distorsión de la cámara 
 
En las imágenes que la cámara instalada en el UAV 
toma del blanco, la distorsión se incrementa con la 
distancia de la proyección del objeto en el plano de la 
imagen al centro de la imagen. 
 
Si se conoce la posición de un punto de la imagen en 
el mundo real y también se conoce la posición de la 
cámara a partir de las coordenadas de los UAV y la 
transformación entre la cámara y las coordenadas del 
UAV, se puede obtener una relación unívoca entre el 
mundo real y la posición en pixels. 
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donde la primera matriz a la derecha depende 
únicamente de los parámetros de la cámara, la 
segunda matriz representa la rotación y la traslación 
del sistema de referencia del mundo real al sistema 
de referencia de la cámara y el último vector 
representa la posición del punto en coordenadas 
reales homogéneas. Una vez se obtienen u´, v´ y s a 
partir de la ecuación de arriba, las coordenadas en el 
plano de imagen del blanco pueden ser calculadas 
como: 
 
                           
s
uu
′=      
s
vv
′=                        (4) 
 
El siguiente paso consiste en obtener la distorsión, 
utilizando las siguientes ecuaciones: 
 [ ]22222210 )()()( yxkyxkuuuu +++−+=(  (5) 
 [ ]22222210 )()()( yxkyxkvvvv +++−+=(  (6) 
 
                          cyxuu ++= α0                         (7) 
 
                               yvv β+= 0                             (8) 
 
donde α (distorsión alfa), β (distorsión beta), c, k1 y 
k2 son parámetros de la cámara. 
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En las figuras 1.1, 1.2 y 1.3 puede verse que la 
distorsión en el centro de la imagen es 0 y crece si los 
píxeles están situados en los bordes de la imagen. 
 
Finalmente, una vez se ha calculado la distorsión en 
todos los puntos, el valor de f2 en un punto es 
inversamente proporcional al valor de la distorsión en 
dicho punto. 
 
2.3 Ángulo 
 
Es el ángulo que forman el vector que va desde el 
UAV hasta el blanco y el vector normal a la 
superficie en el punto en que se encuentra el blanco. 
Para obtener la máxima información visual es 
necesario que este ángulo sea de 45º. Cuando el 
ángulo sea de 0º o de 90º, dicha información será 
mínima. 
 
El método más exacto para obtener el vector normal 
a la superficie en un punto consiste en calcular las 
derivadas parciales de la ecuación implícita e la 
superficie. Pero esta solución no es adecuada en este 
problema porque el terreno viene dado por una serie 
de coordenadas con sus alturas, no por una ecuación 
implícita. 
 
El problema de la poligonización de superficies no 
implícitas ha sido ampliamente estudiado. Una de las 
soluciones más aceptadas consiste en modelos de 
superficies triangulares como en [9], [37] y [5]. En 
estos casos la obtención del vector normal a la 
superficie en un punto se reduce a obtener el vector 
normal al triángulo que contiene el punto. 
 
Sin embargo, esta aproximación vuelve a no tener 
validez en este artículo. Como se muestra en la figura 
2, el vector normal en un punto que está entre dos 
pendientes distintas será distinto dependiendo de si el 
triángulo elegido está en la pendiente ascendente o en 
la pendiente descendente. En la figura 2, el vector ar  
es normal a los triángulos marcados con A y el vector 
b
r
 es normal a los triángulos marcados con B. 
 
La solución a este problema en los artículos 
mencionados consiste en incrementar la resolución, 
dividiendo los triángulos en más triángulos para 
obtener una aproximación mejor de la superficie. 
Pero en el problema expuesto en este artículo no es 
posible obtener más puntos de la superficie para 
hacer una aproximación mejor. La representación de 
los terrenos es obtenida a partir de mapas 
topográficos con muchos kilómetros de longitud y su 
exactitud no puede ser incrementada. 
 
Suponiendo que el punto en el que el vector normal 
tiene que ser hallado es (x, y, z) y siendo p1 la 
parábola que contiene los puntos (x + 1, y, z), (x, y, z) 
y (x - 1, y, z) y p2 la parábola que contiene los puntos 
(x, y + 1, z), (x, y, z) y (x, y – 1, z), la mejor solución 
encontrada consiste en obtener la normal al plano 
tangente a las parábolas p1 y p2. 
 
 
 
    Figura 2: Obtención de la normal en un modelo de 
                            superficie triangulada 
 
Este método obtiene una solución más exacta que los 
modelos de superficie triangulada. En la figura 2 
puede verse que el vector c  que fue obtenido con 
este método es una combinación lineal de los 
vectores obtenidos con la poligonización. 
r
 
Finalmente, el valor de f3 en cada punto se calcula 
dependiendo del ángulo entre el vector normal 
obtenido y el vector que va del blanco al punto donde 
se levanta la normal. El valor será máximo si el 
ángulo es de 45º y será mínimo si el ángulo sea 0º o 
90º. 
 
3 PUNTOS DE VISIÓN ÓPTIMOS 
PARA MÚLTIPLES UAVS 
 
Una vez que se ha definido la función que calcula la 
idoneidad de la posición de un UAV en el espacio, es 
necesario resolver el problema de la coordinación 
espacial; es decir, es necesario averiguar cual es la 
formación de la flota que maximiza la calidad del 
objetivo de la misión. 
 
La mayoría de trabajos publicados sobre localización 
multicámara presentan sistemas con cámaras en 
localizaciones fijas. Estos trabajos se centran en 
resolver oclusión de objetos [14], en estimar la 
localización [4], en resolver variaciones de 
iluminación [35] o en búsqueda multisensor [25]. 
Existen pocos trabajos que mencionan coordinación 
espacial en un sistema multicámara. En [10], dicha 
coordinación se basa en el conocimiento de que volar 
en una formación rectangular alrededor de un blanco 
ofrece una imagen de buena calidad. 
 
De acuerdo con el trabajo en [10] y algunos 
resultados del trabajo en [36] se ha supuesto que la 
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máxima información se obtiene cuando los UAVs se 
distribuyen alrededor del blanco de una forma que 
los vectores que van desde los UAVs hasta el blanco 
tengan una separación de 360/N grados, donde N es 
el número de UAVs. 
 
Para resolver el problema de distribuir los UAVs de 
esta forma se creó una matriz M que almacena los 
ángulos entre un vector de referencia aleatorio y los 
vectores que van desde todos los puntos del escenario 
hasta el blanco. Entonces se aplica un algoritmo que 
en su primera iteración busca todos los puntos que 
son el origen de un vector cuyo destino es el blanco y 
que forman con el vector de referencia un ángulo de 
0 grados. Se encuentra cual es el que tiene mayor 
valor de idoneidad y se elige dicho punto. En las 
siguientes iteraciones se opera igual, pero tomando 
los puntos que forman con el vector de referencia un 
ángulo de  grados, 
teniendo en cuenta que n = 1, 2, 3..., NUMUAVS. 
nUAVSNUM ⋅)_/360(
Una vez que se ha obtenido un punto por cada UAV 
con el máximo valor de idoneidad posible, se suman 
éstos, obteniendo el valor de idoneidad de la 
formación. 
A continuación se vuelve a ejecutar el algoritmo 
desde el principio, pero rotando la posición de los 
UAV un grado, y así sucesivamente hasta que se 
realizan 360/NUM_UAVS rotaciones. 
 
La formación que tenga mayor valor de idoneidad es 
la que maximiza los parámetros considerados en 
anteriores apartados.  
 
En este algoritmo es importante el uso de una 
constante α. Esta constante hace posible que las 
localizaciones con un buen valor de idoneidad que 
formen un ángulo cercano a 360/NUM_UAVS sean 
tomados en consideración también (esta desviación 
máxima permitida es de 2α grados). 
 
El número de iteraciones requerido para cubrir todas 
las posiciones posibles es 360 / NUM_UAVS porque 
en ese momento todos los UAVs estarán en la 
posición inicial de los siguientes UAVs en el sentido 
de las agujas del reloj,  lo que significa que esas 
configuraciones de la flota fueron evaluadas 
previamente. 
 
4 DIAGRAMA DE ESTADOS DEL 
PLANIFICADOR 
 
Como se ha indicado antes, el sistema debe ser capaz 
de reaccionar dinámicamente a cambios en la 
composición de la flota. Para alcanzar este objetivo 
es necesario que cada vez que un UAV salga del 
escenario (ocurra un accidente, vaya a repostar 
combustible, etc.) o cada vez que se incorpore un 
nuevo UAV al escenario, se calcule de nuevo la 
configuración óptima de la flota. 
 
De forma parecida, el movimiento del blanco 
provoca una reevaluación de los valores de idoneidad 
de las localizaciones de los UAVs. Esta reevaluación 
puede ser evitada cuando la pendiente de esta nueva 
localización del blanco sea la misma que la pendiente 
de su localización anterior. En este caso, lo único que 
hay que hacer es diseñar la trayectoria de los UAVs 
de forma que sigan exactamente la trayectoria del 
blanco, de forma que mantengan exactamente las 
mismas distancias y ángulos a su alrededor. 
 
En la figura 3 se encuentra el diagrama de estados del 
planificador. En éste se muestran los eventos que 
pueden producir una reacción por parte del 
planificador y el nuevo estado al que pasaría éste 
cuando se diese este cambio. 
 
 
 
Figura 3: Diagrama de estados del planificador. 
 
5 SIMULACIONES 
 
Para realizar las simulaciones se ha considerado un 
escenario que consiste en un mapa topográfico de 
100 x 100 puntos. Sobre la superficie de dicho mapa 
se ha situado un blanco que debe ser monitorizado. 
En cada ejemplo se ha variado el número de UAVs 
que se utilizan para observar el blanco y la posición 
de éste. 
 
El planificador primero calcula las coordenadas en 
las que los UAVs deben estar situados para obtener la 
máxima información visual del blanco. Entonces se 
ejecuta una aplicación que recibe como entradas el 
mapa topográfico del terreno, las coordenadas de los 
UAVs, sus orientaciones relativas al blanco y las 
coordenadas de éste y representa en VRML el terreno 
y la posición de los helicópteros en relación al 
blanco, además de los conos de visión que proyectan 
las cámaras de los helicópteros sobre el blanco. 
 
5.1 Primera simulación 
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En este ejemplo el blanco se situó en las coordenadas 
(65, 65, 4) sobre una superficie con una pendiente de 
0º. Se estableció que habría dos UAVs disponibles 
para monitorizar el blanco. 
 
Como puede apreciarse en la figura 4, las posiciones 
de los UAVs y del blanco conforman un segmento en 
cuyo centro se encuentra el blanco y con un UAV en 
cada extremo. Las coordenadas de los UAVs son (72, 
77, 11) y (58, 63, 11). 
 
 
 
Figura 4: Resultados de la primera simulación. 
 
5.2 Segunda simulación 
 
En esta simulación el blanco fue situado en las 
coordenadas (17, 17, 3) que, como puede observarse 
en la figura 5, es un punto situado entre dos 
pendientes distintas. En esta ocasión se estableció 
que habría tres UAVs para monitorizar el blanco. 
 
En esta ocasión, el planificador determinó que la 
formación óptima consistía en una formación en la 
que cada UAV determina el vértice de un triángulo 
isósceles (en lugar de un triángulo equilátero, que 
sería lo adecuado si sólo se tuvieran en cuenta 
consideraciones geométricas para la determinación 
de la configuración de la flota). Los UAVs se sitúan 
en las coordenadas (22, 14, 11), (12, 14, 11) y (15, 
19, 13). 
 
 
 
Figura 5: Resultados de la segunda simulación. 
5.3 Tercera simulación 
 
Para la última simulación se situó el blanco en las 
coordenadas (20, 20, 4), en el punto de inflexión 
entre dos pendientes de la misma inclinación, pero 
siendo una de ellas de subida y la otra de bajada. Se 
estableció que habría cuatro UAVs para monitorizar 
el blanco. 
 
En este último ejemplo, el planificador resolvió que 
la formación óptima consistía en un cuadrilátero en 
cuyo interior se encontraba el blanco. Sin embargo, 
esta figura queda lejos de ser un cuadrado o un 
rectángulo perfecto, y el blanco no se encuentra en el 
centro geométrico de la figura que conforman los 
UAVs, cuyas coordenadas son (25, 12, 8), (13, 16, 
10), (15, 19, 13) y (24, 22, 13). 
 
 
 
Figura 6: Resultados de la tercera simulación. 
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Resumen  
 
El presente artículo muestra el desarrollo de una 
nueva interfaz háptica multidedo empleada para 
tareas colaborativas de manipulación. Se plantean 
las consideraciones que se han tenido en cuenta en 
su diseño y se presentan los distintos modelos 
cinemáticos de los dispositivos desarrollados. Se 
presentan asimismo las distintas estrategias para 
entornos colaborativos cuando se trata de 
interacciones con objetos. 
 
Palabras Clave: haptics, interfaz multidedo, tareas 
colaborativas. 
 
 
 
1 INTRODUCCIÓN 
 
La creciente necesidad de una mayor fidelidad en las 
simulaciones y en especial, el deseo de incrementar 
la sensación de inmersión del usuario dentro de un 
entorno virtual han incitado la creciente investigación 
y desarrollo de dispositivos capaces de recrear 
entornos virtuales. Este aumento de percepción 
sensorial exige una componente de interactividad que 
solamente se puede alcanzar mediante dispositivos de 
tipo táctil.  
 
La utilización del sentido del tacto no se encuentra 
todavía explorada plenamente, a pesar de que este 
sentido posee una amplia capacidad para percibir 
señales dentro de un rango de frecuencias y 
magnitudes muy amplio. 
 
Cuando se trata de tareas colaborativas, el empleo de 
sistemas hápticos esta aún menos empleado, y el 
estudio de cómo se articulan y comportan estos 
sistemas supone un campo amplio de trabajo en el 
futuro. 
 
Las interfaces hápticas permiten al usuario tocar, 
sentir y manipular los objetos simulados en entornos 
virtuales o sistemas teleoperados. La idea básica de 
una interfaz háptica es la de realimentar al usuario  
las fuerzas generadas en el entorno virtual o remoto 
como consecuencia de los movimientos realizados 
por el usuario. 
 
El sistema requiere un dispositivo mecánico, con el 
que el usuario interactúa con el entorno y que debe 
generar las fuerzas y momentos que el entorno 
provoca sobre el usuario. Usualmente van equipados 
de un dispositivo gráfico, que es el encargado de 
mostrar el escenario virtual o remoto y proporciona, 
por tanto, la realimentación visual. Asimismo es 
preciso tener un software de control que calcule las 
fuerzas de contacto y genere las señales de consigna 
para los actuadores. 
 
2 CARACTERÍSTICAS 
 
A la hora de diseñar una interfaz háptica se deben 
analizar las distintas características técnicas, con el 
fin de hacer una selección óptima y que está 
adecuada  al uso de la interfaz. Las principales 
especificaciones técnicas que se deben considerar 
son: 
 
· Estructura mecánica. Existen básicamente dos 
tipos de estructuras: las estructuras serie y las 
paralelas, aunque también son posibles 
combinaciones híbridas entre ambas arquitecturas  
 
· Tipo de actuadores. Éstos irán adecuados al 
margen de fuerzas a aplicar y a las posiciones a 
las que se deba acceder. 
 
· Número de grados de libertad. Son el número de 
desplazamientos o rotaciones que permite el 
dispositivo y deben ser acordes a los grados de 
libertad que el usuario emplea en una tarea. 
 
· Espacio de trabajo. Es el volumen o área dentro 
del cual el usuario puede posicionar el efector  
final y dentro del cual el dispositivo puede 
imponer restricciones a ese movimiento. 
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· Rango de fuerzas. Es el rango formado por los 
niveles máximo y sostenido de fuerzas que puede 
ejercer el dispositivo. Los valores máximos de 
fuerzas controlable apretando con la mano varían 
desde 228 N para la mujer hasta los  400 N para el 
hombre [1]. Sin embargo, si en vez de hacer un 
agarre fuerte se realiza un agarre de precisión, hay 
que hacer notar que las máximas fuerzas para los 
dedos pulgar e índice es de 50 N, mientras que 
para el resto es de 40 N. 
 
Sin embargo, para que el confort del operador esté 
dentro de unos niveles de seguridad admisibles, 
las fuerzas ejercidas por la interfaz no deben 
exceder del ~15% de los valores máximos 
anteriormente citados [13]. 
 
· Fricción aparente. Las pérdidas por fricción en 
una interfaz háptica deben ser inferiores a la 
mínima fuerza o par que el usuario es capaz de 
percibir mientras interactúa con el entorno virtual. 
En caso contrario, la interfaz dejaría de ser 
“transparente”, pues no se podría diferenciar si las 
fuerzas percibidas por el usuario provienen de la 
realimentación deseada o de las pérdidas 
mecánicas del dispositivo en sí. Los valores de 
fricción aparente deben mantenerse en valores por 
debajo del 7% de las fuerzas y del 12,7 % de los 
pares  aplicados en la interacción con el entorno 
virtual [10]. 
 
· Rigidez. La rigidez de una interfaz háptica se 
relaciona íntimamente con la habilidad de la 
misma para generar restricciones al movimiento 
del operador dentro del entorno virtual, 
impidiendo que se penetre dentro de los distintos 
sólidos virtuales, y permitiendo, de este modo, su 
inspección y manipulación. 
 
La rigidez máxima de una interfaz depende de la 
fuerza máxima que pueda desarrollar y del 
mínimo desplazamiento que detecte. Los estudios 
demuestran que, en la práctica, una interfaz debe 
proporcionar una rigidez mínima de 20 N/m para 
que el operador pueda recorrer adecuadamente 
una superficie virtual [11]. 
 
· Inercia aparente. La inercia aparente es la mínima 
masa percibida por el usuario cuando mueve el 
dispositivo háptico a través del espacio. En el 
caso de que la inercia aparente del dispositivo 
fuese demasiado alta, podría causar en el usuario 
una fatiga excesiva. Un estudio piloto [7] indica 
que son aceptables masas de 50 gramos para 
operaciones que durasen media hora o menos, si 
bien, estudios recientes recomiendan valores 
cercanos a los 100 gramos. 
 
· Transparencia. Expresa la capacidad del sistema 
para seguir el movimiento del usuario 
rápidamente y sin oposición. Es decir, el usuario 
no debe percibir ninguna fuerza sobre la mano en 
tanto que no exista interacción física con el 
entorno virtual.  
 
· Ancho de banda del dispositivo. Muestra el rango 
de frecuencias dentro del cual la interfaz háptica 
es capaza de reflejar fuerzas de forma aceptable.  
 
3 DISPOSITIVOS MULTIDEDO 
 
En cuanto a las interfaces multidedo la mayoría está 
basada en estructuras tipo guantes [6] (fig. 1) o 
exoesqueletos [4] (fig. 2) por lo que es el usuario el 
que debe aguantar el peso de las estructuras y 
actuadores. En estos casos los actuadores van 
colocados sobre la palma de la mano o sobre al brazo 
y las fuerzas que pueden desarrollar sobre cada dedo 
es de 10 N aproximadamente. Sin embargo, los 
grados de  libertad actuados suelen ser reducidos. 
 
 
 
Figura 1: Cybergrasp 
 
 
 
Figura 2: Rutger Master 
 
Últimamente está creciente el interés por 
interfaces accionadas mediante cables como es el 
caso de [3,9], con las que se puede acceder a los 
dedos de manera mejor, aunque existen los 
problemas de interacciones entre cables y que 
sólo se actúan un número de grados de libertad 
sobre el dedo.  
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Figura 3: SPIDAR 
 
 
4 INTERFAZ HÁPTICA 
MULTIDEDO DESARROLLADA 
 
Como alternativa a las estructuras multidedo que 
existen en la actualidad, presentamos un dispositivo 
que se conecta a cada dedo y permite la exploración 
de forma natural y pudiendo realimentar fuerzas en 
cada dedo con varios grados de libertad (fig. 4).  
 
 
 
Figura 4: Grados de libertad de la interfaz multidedo 
 
La interfaz está constituida por una estructura      
serie-paralelo que le permite tener un gran campo de 
alcance pero que sin embargo le confiere una 
reducida inercia (fig. 5) 
 
 
 
Figura 5: Primer prototipo de la interfaz multidedo 
 
El dispositivo tiene cinco grados de libertad, de los 
cuales, los tres primeros están actuados. Los dos 
últimos grados de libertad  no están actuados pero sí 
se que mide su posición.  
 
Las longitudes de los eslabones que componen el 
mecanismo se han seleccionado de tal manera que el 
campo de alcance sea tal que permita al usuario una 
gran área de exploración 
 
El “dedal”, donde el usuario inserta su dedo para 
poder interactuar con el entorno, está provisto de 
unas tiras resistivas que miden las fuerzas que el 
usuario está ejerciendo y que sirven para cerrar 
bucles en fuerza y poder tener un control adecuado.   
 
4.1 CINEMÁTICA DEL DISPOSITIVO 
 
4.1.1  Cinemática directa e inversa 
 
Se presenta a continuación  la cinemática de los 
dispositivos que irán asociados a cada dedo. El 
primer GdL permite un giro vertical de la mano 
(aproximadamente correspondiente al movimiento de 
deviación radio-cubito de la muñeca) mientras que 
los demás grados de libertad están asociados al 
movimiento del dedo, propiamente dicho. De entre 
éstos grados de libertad los más interesantes de 
estudiar son los dos primeros, que actúan de forma 
paralela, evitando así la inercia provocada por el  
movimiento de arrastre de los motores. Una vez 
resuelta la cinemática de estos dos GdL el estudio de 
la cadena completa se puede realizar como la de un 
mecanismo serie con el método de Denavit-
Hartenberg, que ha sido explicado ampliamente en la 
literatura [2] y que por esta razón se omite. 
 
En cuanto a los grados de libertad que forman una 
estructura paralela, se muestran en la figura 6 los 
eslabones que la forman y los parámetros 
dimensionales y angulares que se emplearán. 
 
 
 
 
 
 
 
 
 
Figura 6: Esquema de los tres primeros GdL 
 
El punto P donde se encuentra el cuarto GdL viene 
expresado según las siguientes ecuaciones (1): 
 
1
1
cos( ) cos( )
sin( ) sin( )
x l l
y l l
j j y
j j y
= + +ì
í = + +î
 (1) 
 
j
y
1l
2l
3l
4l
d
l
q
a
P 
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Sin embargo los ángulos conocidos, que son los 
medidos por los encoders que llevan los motores, son 
j y q, por lo que es necesario hacer una 
transformación.  
 
El mecanismo paralelo posee dos GdL, por ende, de 
los cuatro parámetro que definen la posición de los 
eslabones (j, q, a y y), únicamente dos son 
independientes, habiendo por tanto dos ecuaciones de 
restricción (2) y (3): 
 
1 2 3 4cos( ) cos( ) cos( ) cos( )l l l lj j y a q+ + = +  (2) 
 
1 2 3 4sin( ) sin( ) sin( ) sin( )l l d l lj j y a q+ + = + +  (3) 
 
Eliminando a de las ecuaciones anteriores se llega a 
una ecuación que relaciona j, q y y (4), que son el 
conjunto de parámetros conocidos o necesarios para 
la cinemática.   
 
2 2 2 2 2
1 2 3 4 1 2 1 4
2 4 1 2
4
2 cos( ) 2 cos( )
2 cos( ) 2 sin( ) 2 sin( )
2 sin( ) 0
l l l l d l l l l
l l l d l d
l d
y j q
j y q j j y
q
+ - + + + - -
- + - - - +
+ =
 (4) 
 
Manipulando adecuadamente la ecuación (4) es 
posible obtener cualquiera de los parámetros en 
función de los otros dos. Esto es necesario tanto para 
el cálculo de la cinemática inversa como la directa. 
Como ejemplo se muestra como se puede calcular el 
ángulo y en función de los otros dos (5): 
 
2 2arctan( ) arcsin( )B A b A By = - +  (5) 
 
donde los parámetros B, A y b son funciones 
dependientes de las longitudes de los eslabones y de 
j y q (se describen en el anexo I). 
 
4.1.1 Matriz jacobiana 
 
El modelo diferencial, que relaciona velocidades 
articulares con cartesianas, se formula a través de la 
matriz jacobiana. Pero la matriz jacobina juega un 
papel mucho más importante, ya que también 
relaciona los pares articulares con las fuerzas 
ejercidas en el efector final (“dedal”) a través de la 
relación (6). 
 
·tJ Ft =  (6) 
 
La importancia de la ecuación (6) radica en su 
empleo para el cálculo de los pares necesarios en los 
motores para que el usuario experimente una fuerza 
determinada. 
 
Para los grados de la estructura paralela la matriz 
jacobiana viene representada por la siguiente 
expresión. Las expresiones de las derivadas parciales 
vienen descritas en el anexo I. 
  
0· dJ J J=  (7)  
 
1
0
1
·sin( ) ·sin( ) ·sin( )
·cos( ) ·cos( ) ·cos( )
l l l
J
l l l
j j y j y
j j y j y
- - + - +é ù
= ê ú+ + +ë û
 (8) 
 
1 0
dJ y y
j q
é ù
ê ú= ¶ ¶ê ú
ê ú¶ ¶ë û
 (9) 
 
4.1.2 Espacio de trabajo y fuerzas reflejadas 
 
En el proceso de  diseño de la interfaz multidedo se 
ha tenido en cuenta las posibles zonas del espacio a 
las que el usuario puede acceder. En principio, los 
puntos a los que puede llegar un dedo son 
aproximadamente los contenidos en el interior de una 
semiesfera de diámetro, la longitud de la palma de la 
mano. Sin embargo, se ha tenido en cuenta que el 
usuario puede ejercer otros tipos de movimientos 
relacionados con la muñeca o antebrazo que ayudan a 
las tareas cooperativas y por tanto el espacio de 
trabajo que se plantea como objetivo es mayor que el 
de la palma de la mano. La figura 7 muestra distintas 
posiciones accesibles para un dedo, pero que son 
accesibles de igual manera, para la interfaz con todos 
los dispositivos conectados a cada dedo. 
 
 
 
Figura 7: Distintas posiciones accesibles 
 
La figura 8 muestra una sección se las zonas 
accesibles que permite el dispositivo multidedo 
cuando se consideran los primeros grados de libertad 
(El espacio de trabajo total es el obtenido como 
revolución respecto al eje x = 0 de la sección de la 
figura 8). 
 
 
 
XXVII Jornadas de Automática
1302 Almería 2006 - ISBN: 84-689-9417-0
 
 
 
 
 
 
 
 
 
 
Figura 8: Espacio de trabajo alcanzable 
 
Al igual que es necesario  tener en cuenta las zonas 
accesibles es necesario las fuerzas que el usuario va a 
poder percibir. Al mismo tiempo es necesario que las 
longitudes de los eslabones sean tales que hagan que 
los actuadores no tengan un tamaño excesivo y que 
se llegue a un compromiso entre las fuerzas que se 
pueden aplicar y un espacio de trabajo aceptable. Con 
estas consideraciones las fuerzas que el usuario 
puede sentir en cada dedo son las que muestra la 
figura 9.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 9: Mínima fuerza de la máxima en cualquier 
dirección a poder reflejar 
 
5 REALIZACIÓN DE TAREAS 
COLABORATIVAS 
 
Existen dos configuraciones básicas de agarre: agarre 
de potencia y agarre de precisión. Con el agarre de 
potencia se consigue una mayor estabilidad y fuerza, 
ya que se emplea la palma de la mano, aunque las 
tareas se realizan con menos destreza. Cuando se 
emplea el agarre de precisión se utilizan los dedos 
únicamente y aunque se desarrolle menos fuerza, las 
tareas se realizan con mayor precisión. Esta habilidad 
para agarrar un objeto de forma precisa entre los 
dedos pulgar y  índice permite a los humanos y 
algunos otros primates realizar un amplio rango de 
complejos y delicados movimientos de la mano. Es 
por esto que para poder desarrollar tareas 
colaborativas en las que intervienen varios individuos 
sea necesario un dispositivo con el que se pueda 
interactuar con los dedos y no con una herramienta 
como habitualmente ocurre en las interfaces hápticas. 
 
En la primera etapa para poder trabajar con entornos 
cooperativos es conocer el comportamiento humano 
de la mano y cómo el cerebro es capaz de integrar la 
información que recibe para generar una respuesta. 
Para ello la interacción más sencilla es la de los 
usuarios con los objetos. De las conclusiones 
obtenidas se podrán plantear estrategias de control 
para entornos P2P (persona con persona) y POP 
(persona -objeto-persona). Esta interfaz permitirá 
realizar 3 tipos de funciones en la interacción con 
objetos. 
 
En la fase de grabar (fig. 8) el usuario está conectado 
a la interfaz, que actúa como dispositivo maestro,  
mientras que un dispositivo semejante (esclavo) 
interactúa con el entorno. Los datos generados en 
esta interacción son recogidos y servirán para recrear 
un entorno virtual pero con las mismas características 
que el real. 
 
 
 
Figura 10: Acción de grabar 
 
En la fase de reproducción (fig. 9) se plantea una 
interacción de la persona con el anterior entorno real 
pero ahora simulado con los parámetros obtenidos 
del proceso anterior, y previo ajuste de los modelos 
dinámicos. 
 
 
 
Figura 11: Acción de reproducir 
 
La última fase consiste en crear nuevos entornos de 
los que a priori no se tiene información directa. Para 
ello se harán uso de los modelos creados en la fase de 
reproducción (fig. 10). 
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Figura 12: Acción de crear 
 
Una vez creados los patrones y se hayan modelado 
las interacciones hombre-objeto, el siguiente paso es 
la interacción de dos personas distintas sobre el 
objeto de manera que puedan realizar una tarea 
conjunta desde el mismo lugar o desde entornos 
distintos (fig. 13). 
 
 
 
Figura 13: Dos personas actuando sobre el mismo 
objeto 
 
6 CONCLUSIONES 
 
En este artículo se presenta una nueva interfaz 
multidedo para realizar tareas colaborativas. La 
interfaz permite manipular objetos haciendo uso de 
los dedos, pero con un gran espacio de trabajo y con 
la capacidad de reflejar valores suficientes de 
fuerzas. La figura 5 muestra el primer prototipo para 
un dedo. 
De igual manera se ha mostrado los modelos 
cinemáticos necesarios para los distintos cálculos. 
Por último, se han planteado estrategias para la 
interacción colaborativa con objetos (fig. 13). 
 
 
Anexo I 
  
Parámetros empleados en los cálculos cinemáticos: 
 
1 2 2 4 22· · 2· · ·cos( ) 2· · ·sin( )B l l l l d lj q j= - + - -  (9) 
 
2 4 22· · ·sin( ) 2· · ·cos( )A l l d lj q j= - -  (10) 
 
1 4 1 42· · ·cos( ) 2· · ·sin( ) 2· · ·sin( )b a l l d l d lj q j q= - - - +  (11) 
 
2 2 2 2 2
1 2 3 4a l l d l l= + + + +  (12) 
 
 
Derivadas parciales del jacobiano: 
 
( ) ( )
2 2
4 4 1 4
2 2
2 3
1 1
2 2 3 22 2
2 22 2 3 2
2 2 3 2 2 2
2 2 3
2· · ·sin( ) · ·cos( ) · 1·sin( )
1·
4· - 4· - ·
·( )
d l d l l l d l
b l l
f b
l b l l bl b l l
l b l l
y q j q j
j
¶ - - - + - +
= -
¶ - +
- -
æ ö+ -
+ ç ÷- +è ø
  
 
( )
( ) ( )( )
2
4 4 1 4
2 2
2 3
4 1
1
2 2 2
2 2 3 2 2 3
· ·sin( ) · ·cos( )
· sin( )· ·cos( )
2· 2· · · 2· 2· ·
l d l l l
b l l
l l d
l l l b l l l b
y q j q
q
j q q
¶ + - -
= -
¶ - +
- +
- - + + - - +
 (13 y 14) 
 
1 4 12· · ·sin( ) 2· · ·cos( )f l l d lj q j= - -  (15) 
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Resumen 
 
Las imágenes de alta resolución que proporcionan 
las últimas misiones de satélites como Quickbird, 
Ikonos y Orbview han abierto una nueva era en el 
campo de la teledetección, principalmente en 
aquellas aplicaciones donde es crucial la extracción 
de información referente a edificios, calles, 
vehículos, etc. El incremento de la resolución incide 
también en que algo inherente a una imagen como 
son las sombras cobren un especial significado. En 
este artículo se presentan algunos métodos ya 
publicados para detectar sombras y se analiza si son 
adecuados para ser aplicados a imágenes de satélite 
en color de alta resolución. Basado en este estudio, 
en este trabajo se presenta un procedimiento que 
permite la identificación de sombras a partir de 
invariantes del color y bordes para identificar con 
exactitud las sombras en imágenes de Quickbird. El 
método que se describe aquí ha sido probado con 
éxito sobre imágenes adquiridas bajo diferentes 
condiciones de iluminación tanto en áreas urbanas 
como rurales. 
 
Palabras clave: Detección de sombras, índices 
invariantes del color, imágenes de alta resolución, 
Quickbird. 
 
1 INTRODUCCIÓN 
 
Las imágenes de alta resolución proporcionadas por 
las últimas misiones tales como Quickbird, Ikonos, y 
OrbView han abierto un nuevo rango de aplicaciones 
en el campo de la teledetección debido a la 
posibilidad de extraer información detallada de las 
imágenes. Esas aplicaciones incluyen algo que está 
comenzando a ser común en los últimos años como la 
monitorización de desastres naturales (inundaciones, 
terremotos, etc.) o detección de cambios urbanos, y 
otras que serán una posibilidad real en los próximos 
años como la reconstrucción de escenas urbanas, 
actualización automática de cartografía, inventario 
urbano, etc. 
 
 
Figura 1: Sombras en imágenes del Quickbird 
 
El incremento de la resolución espacial en las 
imágenes de satélites también provoca que algo tan 
inherente en las imágenes como son las sombras 
cobren un especial significado por diferentes razones. 
Por un lado causan la pérdida total o parcial de la 
información radiométrica en las áreas afectadas y, 
consecuentemente, provocan una mayor dificultad o 
incluso la imposibilidad de aplicar procesos de 
análisis de imágenes tales como la detección y 
reconocimiento de objetos, la detección de cambios 
temporales, la reconstrucción de escenas 3D, etc. (ver 
figura 1). Por otro lado podemos aprovechar la 
ventaja que  proporcionan las sombras considerando 
la información que facilitan para inferir la estructura 
3D de la escena, basada en la posición y la forma de 
la sombra proyectada, por ejemplo para la detección 
de edificios, delineación y estimación de alturas [5]. 
Es clara por lo tanto, la ventaja que la detección 
precisa de las áreas ensombrecidas en las imágenes 
de satélite  aporta a la restauración de las áreas 
afectadas y a la generación de información 3D. 
 
La detección de sombras ha recibido en los últimos 
años gran atención dentro del campo de la visión por 
computador, aunque no se han desarrollado muchos 
trabajos destinados a la aplicación de esos resultados 
a las imágenes de satélite de alta resolución 
disponibles recientemente. Este artículo describe los 
principales enfoques que se dan para detectar 
sombras en imágenes y analiza su idoneidad para ser 
aplicados a imágenes de satélite en color. 
Basándonos en este estudio, proponemos un método 
que explota  dos índices invariantes de color en 
espacios complementarios, así como la información 
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de bordes para la detección de sombras en imágenes 
Quickbird (0,6 m./píxel) de forma efectiva y precisa. 
En este trabajo no se ha dado consideración a la 
información adicional derivada del azimut del sol o 
de la altura del terreno (DEM). 
 
De forma muy breve, el método propuesto se basa en 
la detección de sombras a través de un procedimiento 
de crecimiento de regiones que fundamentalmente 
consiste en dos fases: 
1. Se seleccionan como semillas de regiones de 
sombras a pequeños grupos de píxeles que muy 
probablemente forman parte de sombras. Estos 
grupos se obtienen del entorno vecino del 
máximo local en la componente c3 del espacio de 
color c1c2c3 [4]. Cada área de sombra se 
caracteriza entonces por una distribución 
gausiana de los valores c3 de los píxeles que se 
encuentran dentro de esta región. 
2. Desde estas semillas se extiende recursivamente 
la forma de la región de sombra mediante la 
adición de píxeles adyacentes que son 
consistentes con la distribución previamente 
mencionada. Para detectar el área sombreada de 
la forma más precisa posible, este proceso tiene 
en cuenta la información sobre la frontera de la 
región que proporciona el detector de bordes. 
Uno de los  problemas que se presentan cuando se 
utiliza la componente c3 es su inestabilidad para 
ciertos valores de color, lo que nos lleva a una 
incorrecta clasificación de píxeles de zonas no 
sombreadas como pertenecientes a zonas sombreadas 
(falsos positivos). Tal como se presenta en [9,4], esto 
ocurre para píxeles con bajo nivel de saturación y 
para píxeles con valores de intensidad extremos 
(altos y bajos). Para evitar esto, se tienen en cuenta 
algunos componentes de los espacios HSV y RGB 
que son revisados en las dos fases anteriores. El 
método presentado ha sido probado con éxito con 
imágenes adquiridas bajo diferentes condiciones de 
iluminación tomadas en diferentes estaciones y con 
diferentes ángulos de elevación de sol sobre áreas 
tanto de naturaleza urbana como rural. 
 
El resto de este artículo se estructura de la siguiente 
manera. En la sección 2 revisamos algunos de los 
métodos más representativos para detectar sombras. 
En la sección 3 describimos algunos de los espacios 
de color de especial interés para la detección de 
sombras. En la sección 4 se describe el método 
propuesto. En la sección 5 presentamos algunos de 
los resultados experimentales. Finalmente, 
destacamos algunas conclusiones y trabajos futuros. 
 
2 UNA REVISIÓN DE LOS 
MÉTODOS DE DETECCIÓN DE 
SOMBRAS 
 
En esta sección se presenta una breve introducción a 
la naturaleza de las sombras (tipos y estructura). 
También se revisan algunos de los enfoques más 
representativos en la literatura para detectar sombras 
en imágenes digitales. 
 
Las sombras se producen cuando los objetos ocluyen 
total o parcialmente la luz directa que proviene de 
una fuente de iluminación. Las sombras se pueden 
dividir en dos clases: la sombra del propio objeto que 
consiste en la parte del objeto que no es iluminada 
por la luz directa, y la sombra proyectada por el 
objeto en la dirección de la fuente de iluminación. La 
parte de la sombra proyectada donde la luz directa es 
completamente bloqueada por el objeto se llama 
umbra, mientras que la parte donde la luz directa es 
parcialmente bloqueada, se llama penumbra. 
Refiérase a [3] para un análisis más profundo de la 
física de las sombras. 
 
 
Figura 2: Diferentes tipos de sombras 
 
Cuando se tratan imágenes aéreas o de satélite no se 
da importancia a las sombras propias de los objetos 
ni a distinción entre umbra y penumbra. Así la 
mayoría de los métodos propuestos en el campo de la 
teledetección solo tratan con sombras proyectadas 
siguiendo en general dos enfoques: métodos basados 
en modelos, o métodos basados en imágenes 
(basados en las propiedades de las sombras). 
 
2.1 MÉTODOS BASADOS EN MODELOS 
 
En este enfoque se asume que se conoce la geometría 
3D y la iluminación de la escena. Esto incluye la 
localización del sensor o cámara, la dirección de la 
fuente de luz, y la geometría de los objetos 
observados, de los cuales se puede derivar un 
conocimiento a priori de las áreas de sombra. Por 
ejemplo, podemos considerar regiones poligonales 
para aproximar las sombras de los edificios u otros 
elementos urbanos  en algunas escenas urbanas poco 
complejas. Sin embargo, en escenas complejas con 
gran diversidad de estructuras geométricas, como 
ocurre habitualmente en las imágenes Quickbird, 
estos modelos son demasiados restrictivos para 
proporcionar una buena aproximación. Además, en la 
mayoría de las aplicaciones, la geometría de la 
escena y/o las fuentes de luz son desconocidas. Estos 
hechos limitan la aplicabilidad de este enfoque a 
Penumbra
Umbra 
Sombra propia
Sombra proyectada
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escenas muy restringidas como aquellas utilizadas en 
[7] y [5]. 
 
2.2 MÉTODOS BASADOS EN IMÁGENES 
 
Este enfoque hace uso de ciertas propiedades de las 
sombras de las imágenes como el color (o 
intensidad), estructura de la sombra (hipótesis de 
umbra y penumbra), bordes, etc., sin ningún tipo de 
suposición sobre de la estructura de la escena. Más 
aún, aunque ninguna de esas informaciones estén 
disponibles, estos métodos pueden ser usados para 
mejorar el rendimiento en el proceso de detección. 
Algunas formas habituales de explotar las 
características de las sombras son: 
• El valor de los píxeles en las sombras deben ser 
bajos en todas las bandas RGB. Las sombras son, 
en general, más oscuras que las regiones de 
alrededor por lo que tienen que estar delimitadas 
por bordes perceptibles (límites de sombras) 
[9,6]. 
• Las sombras no cambian la textura de la 
superficie. Las marcas a lo largo de la superficie 
no tienden a cambiar en los límites de las 
sombras bajo condiciones generales de 
observación [6]. 
• En algunos componentes de colores (o 
combinaciones de ellos) no se observan cambios 
con independencia de si la región está 
sombreada o no, es decir, que son invariantes a 
las sombras [9,1] (ver sección 3 para más 
información). 
Cuando se dispone de alguna información sobre la 
escena, esta puede ser usada en combinación con los 
procedimientos anteriores. Algunos ejemplos de 
cono aplicar esta información son: 
• Uno o más bordes de la sombra proyectada están 
orientados exactamente en la dirección de la luz 
[8]. 
• Los tamaños de las sombras dependen de la 
dirección de la fuente de la luz y de la altura del 
objeto [11]. 
Nuestra técnica para la detección de sombras es un 
método completamente basado en imágenes, puesto 
que exclusivamente aplicamos propiedades de la 
imagen. Aunque el azimut del sol y la localización 
del sensor o cámara están normalmente disponibles 
en las imágenes de satélite (como por ejemplo en el 
Quickbird), no hacemos uso de esta información 
porque en general no es posible la derivación de un 
modelo preciso del área adquirida (en la mayoría de 
los casos la geometría 3D de la escena es 
desconocida o de gran complejidad). En particular, 
explotamos tanto las componentes invariantes de las 
sombras como la información de bordes para 
segmentar las regiones sombreadas. A continuación 
describimos los diferentes espacios de color y 
analizamos su idoneidad para ser aplicados a la 
detección de sombras en imágenes de satélite de alta 
resolución en color. 
 
3 ESPACIOS DE COLOR 
INVARIANTES 
 
Los colores se pueden representar en una variedad de 
espacios tridimensionales tales como RGB, HSV, 
XYZ, l1l2l3, YCrCb, Lab, Luv, etc. [2]. Cada espacio 
de color se caracteriza por una serie de propiedades 
que los hacen especialmente apropiado para 
aplicaciones específicas. Entre estas propiedades 
destacamos las características invariantes. Por 
ejemplo, algunos espacios de color son invariantes a 
los cambios en las condiciones de la imagen 
incluyendo la dirección de visualización, la 
orientación de la superficie del objeto, las 
condiciones de iluminación, y las sombras. Los 
espacios de color tradicionales como el RGB 
normalizado (rgb), color y saturación (HSV) y más 
recientemente, c1c2c3 [4] son representaciones de 
color que revelan la existencia de alguna propiedad 
invariante a las sombras. El espacio que mejor 
comportamiento presenta en este sentido es el c1c2c3 
el cual ha sido utilizado con éxito por [9] para extraer 
sombras en imágenes sencillas con pocos objetos de 
colores únicos y fondo plano (sin textura). 
Obviamente estas premisas no pueden ser asumidas 
en imágenes de satélite en color de alta resolución 
donde las escenas observadas presentan muchas 
texturas, los objetos tienen colores muy diferentes y 
la escena, en general, es muy compleja (ver figura 3). 
Sin embargo para evaluar las limitaciones de este 
espacio para la detección de sombras en imágenes 
Quickbird, hemos realizados pruebas sobre un amplio 
conjunto de imágenes adquiridas bajo diferentes 
condiciones de iluminación y que cubren tanto áreas 
urbanas como rurales. El resultado de nuestras 
pruebas verifica la idoneidad de la componente c3 
para identificar regiones sombreadas, las cuales 
producen una respuesta más alta que las regiones no 
sombreadas (ver figura 4). La banda c3 se calcula a 
partir de la representación RGB mediante la siguiente 
transformación no lineal: 
 
{ }⎟⎟⎠
⎞⎜⎜⎝
⎛=
GR
Bc
,max
arctan3  (1) 
 
Donde R, G, y B son iguales a los componentes rojo, 
verde y azul respectivamente de cada píxel en la 
imagen. 
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Figura 3: Escenas urbanas habituales que ilustran la 
complejidad de las imágenes de satélite de alta 
resolución en color (texturas complejas, objetos con 
diferentes colores, etc.) 
 
A pesar de las prometedoras posibilidades, nuestras 
pruebas han revelado también los siguientes 
problemas: 
• La banda c3 es bastante ruidosa lo que puede 
provocar una clasificación errónea de los píxeles 
de sombras como no sombreados (verdaderos 
negativos) además de falta de precisión en los 
límites de las sombras. 
• La ecuación (1) llega a ser inestable debido a los 
valores bajos de saturación (S) llegando a causar 
clasificaciones erróneas de píxeles 
pertenecientes a zonas sin sombra como píxeles 
sombreados (falsos positivos). Este 
comportamiento ha sido también referido por 
[4]. 
• Los colores cercanos al blanco (altos valores de 
V) y al azul (altos valores de B) son 
erróneamente detectados como sombras (falsos 
positivos). En nuestras imágenes de prueba esto 
ocurre habitualmente en áreas saturadas y con el 
agua de las piscinas (como se puede ver en la 
figura 4). 
Para superar los problemas citados en nuestro 
enfoque hemos incorporado las siguientes dos 
actuaciones: 
• Para minimizar el efecto de ruido, suavizamos la 
imagen c3 y utilizamos la imagen gradiente para 
delimitar con mayor precisión las áreas de 
sombra. 
• Analizamos las componentes S, V (del espacio 
HSV) y B (del RGB) y no clasificamos un píxel 
como sombra si se cumple alguno de los 
problemas mencionados arriba. Esto puede dar 
lugar a pequeños huecos en una región de 
sombra que constituyen un precio pequeño a 
pagar por evitar los falsos positivos, 
especialmente si pensamos que estos pequeños 
huecos pueden ser fácilmente rellenados con un 
filtro morfológico. 
A continuación describimos el método desarrollado 
que está basado en la segmentación de la imagen 
suavizada c3 a la par que se tienen en cuenta las 
consideraciones anteriores. 
 
Figure 1: Componentes c3 correspondientes a las 
imágenes mostradas en la figura 3. Aquí se muestran 
marcados los máximos locales producidos por los 
colores crecanos al blanco (izquierda) y al azul 
(derecha). 
 
 
Figura 2: Líneas de barrido horizontal extraídas de (a) la 
componente c3 y (b) de la componente c3 suavizada. 
 
4 DESCRIPCIÓN DEL MÉTODO 
PROPUESTO 
 
En la figura 6 de muestra un diagrama de bloques del 
método propuesto que comprende las tres fases que 
se describen a continuación. 
 
4.1 FASE DE PREPROCESAMIENTO 
 
La entrada al sistema es una imagen RGB de la cual 
se calculan las siguientes componentes: c3, saturación 
(S) e intensidad (V). La imagen c3 se convoluciona 
con un kernel de promediado de 5x5 para minimizar 
los efectos del ruido (ver figura 5) y la magnitud de 
gradiente de la imagen de intensidad (V) se calcula 
mediante la aplicación de un detector Sobel 5x5 (ver 
figura 7.c). 
 
4.2 FASE DE DETECCIÓN DE SOMBRAS 
 
0 20 40 60 80 100 120 140 160
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En esta fase se realiza un proceso genérico de 
crecimiento de regiones en el que se comienza a 
partir de un pequeño grupo de píxeles (llamado 
región semilla) al que se añaden de forma recursiva 
vecinos que cumplen ciertas reglas de pertenencia. 
 
Esta técnica es particularmente adecuada para 
nuestro problema ya que en la imagen pueden existir 
muchas regiones de sombra y cada una de ellas 
pueden tener perfiles radiométricos muy diferentes 
(la intensidad o fuerza de la sombra de la sombra 
puede variar de una zona de la imagen a otra). 
Obviamente uno de los puntos clave de esta técnica 
consiste en la correcta colocación de las semillas en 
la imagen que debe ser de al menos una por región 
(no pasa nada si hay más de una) y ninguna en 
píxeles que no son sombra. A continuación se 
describe nuestra implementación de la técnica en 
profundidad. 
 
 
Figura 3: Estructura del sistema propuesto de detección de 
sombras. 
 
4.2.1 Selección de semillas 
 
Una semilla es una ventana de 9x9 píxeles. Se sitúa 
en la imagen c3 suavizada cuando verifica las 
siguientes condiciones: 
1. El centro de la ventana es un máximo local y su 
9x9 vecinos tienen valores mayores que la media 
de la imagen c3 completa (ver figura 8). El 
tamaño de esta ventana constituye el mínimo 
tamaño permitido para las sombras 
2. La media de las componentes azul (B) e 
intensidad (V) deben ser más bajas que ciertos 
umbrales  TB y TV respectivamente, para evitar 
los problemas que se mencionaron en la sección 
anterior. De igual manera, la media de la 
componente de saturación (S) de la ventana de 
píxeles debe ser más alta que un umbral TS. 
3. Ninguno de los píxeles pertenecientes a la 
ventana están en otra semilla previa. 
 
En nuestra implementación estos valores han sido 
empíricamente establecidos a los siguientes valores 
TB=0.65, TV=0.85 y TS = 0.02. 
 
Esas condiciones hacen muy probable que la ventana 
semilla se corresponda con una sombra. Puesto que 
en una típica región de sombra se identifican más de 
una semilla, no nos importa demasiado que no 
cumplan las premisas que se demandan, lo 
importante es no generar falsos positivos. Cuando en 
una región de sombra se sitúa más de una semilla, 
estas acaban formando una sola región debido al 
proceso de crecimiento de regiones empleado. Lo 
único que se podría objetar en este proceso es que 
tiene más requisitos computaciones que si sólo 
hubiera una semilla por cada región de sombra, 
aunque esto no es una cuestión crítica por lo que ha 
sido obviada en nuestra implementación. 
Cada una de las semillas se toma como un prototipo 
que se caracteriza por la media de la distribución 
gaussiana N(c3) de los valores c3 (ver figura 7). El 
proceso descrito a continuación descansa sobre esta 
información para el crecimiento de las semillas sobre 
las regiones de sombra. 
 
 
Figura 4: Semillas de sombra identificadas en la 
componente c3 suavizada (primera fila). (d) Semilla típica y 
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la distribución estimada de los píxeles contenidos en el 
interior del vecindario. 
 
4.2.2 Proceso de crecimiento 
 
Este proceso se ejecuta recursívamente para todos los 
8-vecinos de los píxeles situados en los límites de la 
región de sombra. Comenzando con la ventana 
semilla, un píxel es clasificado como sombra y 
añadido a la región si satisface las siguientes 
condiciones: 
• No ha sido previamente añadido a otra región de 
sombra. 
• Tiene que estar por debajo de cierta distancia de 
Mahalanobis d0 de la media 3cˆ  de la región, es 
decir, su valor c3 sigue la distribución gaussiana 
N(c3):  
0
33 ˆ d
cc <−σ
 (2) 
       donde σ es la desviación estándar de la región. 
• Satisface la condición 2 de la sección anterior 
impuesta para los píxeles semilla. 
• La magnitud del gradiente de V está por debajo 
de un determinado umbral TE = 0.25. 
Si el píxel se incorpora la región entonces se 
actualiza la distribución gaussiana, es decir, se 
recalculan 3cˆ y σ. El proceso termina cuando ninguno 
de los píxeles vecinos se añade a la región. 
 
La figura 8 ilustra el proceso de crecimiento en una 
dimensión. Se muestran distintas líneas de barrido: el 
módulo del gradiente de la imagen V, y las 
componentes c3 y B. Se pueden observar tres 
ventanas-semilla detectadas y los límites de las 
sombras (indicados por líneas verticales) donde el 
proceso de crecimiento de regiones termina debido a 
la gran magnitud del gradiente. 
 
 
Figura 5: La selección de semillas y las fases de 
crecimiento se presentan en una línea de barrido horizontal 
de las imágenes: (a) la componente S, (b) la componente c3 
suavizada y (c) el módulo del gradiente de V. (d) Todas las 
líneas de barrido trazadas conjuntamente. 
 
4.3  FASE DE RELLENADO DE HUECOS 
 
Después de la fase de crecimiento de regiones 
aparecen pequeños huecos que se deben a la 
naturaleza ruidosa de la imagen c3. En esta fase 
aplicamos un par de operaciones morfológicas 
habituales sobre la imagen binaria de sombras que 
consisten en una dilatación con un filtro 2x2 seguida 
de una erosión también 2x2 [10]. Esto rellena huecos 
de hasta 2 píxeles de anchura. 
 
5 RESULTADOS 
EXPERIMENTALES 
 
El método propuesto ha sido probado en una gran 
variedad de imágenes Quickbird adquiridas bajo 
diferentes condiciones de iluminación (diversas 
estaciones meteorológicas y diferentes ángulos de 
elevación del Sol) y sobre áreas urbanas y rurales. 
 
Para mostrar los resultados hemos seleccionado dos 
porciones de imagenes de la ciudad de Málaga 
(España): una que cubre un área residencial con 
edificios y zonas boscosas  (figura 9.a), que es de  
particular interés para comprobar el comportamiento 
del método en áreas con muchas texturas y con 
sombras pequeñas e irregulares; y la otra es una 
típica área urbana (figura 10.a) con edificios altos y 
una variedad de formas, colores y zonas oscuras que 
nos permite ilustrar la eficacia del método en 
presencia de saturaciones y zonas oscuras. 
 
Las figuras 9.b y 10.b muestran las sombras 
detectadas en las imágenes anteriores para el 
conjunto de umbrales mencionados en la sección 4.  
En referencia a estas figuras nos gustaría llamar la 
atención del lector sobre los siguientes puntos de 
interés: 
• En la figura 9.b, aunque algunas de las sombras 
pequeñas no han sido detectadas, el método 
funciona bastante bien dada la dificultad que 
tiene incluso para un operador humano la 
distinción entre copas de árboles y sombras. 
Hemos comprobado que la mayoría de las 
sombras no detectadas lo fueron por no haberse 
colocado ninguna semilla en ellas. Esto podría 
ser corregido de alguna manera pero siempre a 
costa de aumentar los falsos positivos. Hay que 
tener en cuenta que con los umbrales 
seleccionados prácticamente no aparecen falsos 
positivos en la imagen. 
• En la figura 10.b se muestra menos cantidad de 
regiones de sombra de mayor tamaño que en la 
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imagen anterior, las cuales están muy bien 
delimitadas. Las sombras en esta imagen no son 
fácilmente detectables debido a que se proyectan 
sobre superficies con mucha textura (ver el 
edificio de la zona inferior izquierda) y también 
porque algunos elementos podrían ser 
erróneamente clasificados como sombras, tal 
como puede ocurrir por ejemplo en los 
hexágonos oscuros, el lado saturado de los 
edificios, etc. 
Para cuantificar la efectividad del método hemos 
comparado dos de las imágenes de sombras 
detectadas con aquellas manualmente identificadas 
por un operador (quien ha trazado el contorno con el 
ratón). Comparando estas imágenes con las correctas 
hemos calculado los índices de éxitos y fallos que se 
muestran en la tabla 1. 
 
Tabla 1: El porcentaje de falsos positivos, verdaderos 
negativos y verdaderos positivos de las dos imágenes de 
tamaño 2076 x 1024 píxeles de donde fueron extraídas las 
porciones de los ejemplos aquí mostrados. 
 
 Figura 6.b Figura 7.b 
Falsos positivos 4% 1% 
Verdaderos 
negativos 
23% 7% 
Verdaderos 
positivos 
77% 93% 
 
 
6 CONCLUSIONES Y TRABAJO 
FUTURO 
 
En este artículo hemos presentado un procedimiento 
para la detección automática de sombras en imágenes 
de satélite de muy alta resolución. El método 
propuesto se ha basado en otros trabajos del campo 
de la visión por computador que fueron desarrollados 
y aplicados para imágenes de naturaleza muy 
distinta. En particular, hemos explotado la 
sensibilidad de los píxeles de sombras a una de las 
componentes (c3) de un espacio de color denominado 
c1c2c3. Para superar las limitaciones que la banda c3 
presenta hemos desarrollado un procedimiento de 
crecimiento de regiones que tiene también en cuenta 
algunas componentes de otros espacios de color (S, V 
y B). 
 
Aunque nuestro método necesita de la selección 
manual de ciertos umbrales, esta operación no tiene 
que ser muy precisa para la obtención de resultados 
satisfactorios, aunque esto es algo que queremos 
evitar en futuros trabajos. Experimentalmente hemos 
verificado el éxito y efectividad del método para una 
gran variedad de imágenes en distintas condiciones. 
Aun así la tasa de verdaderos negativos (sombras 
reales no detectadas) es todavía alta para algunas 
aplicaciones como la detección de cambios urbanos. 
 
Como futuro trabajo nos gustaría explotar las áreas 
de sombra tanto para restaurar la información 
radiométrica como para inferir información 3D (por 
ejemplo, la altura de los edificios). 
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a) b)  
Figura 6: Imagen QuickBird de una área residencial que contiene pequeñas edificaciones y zonas boscosas. El número de 
semillas de sombras identificadas en la imagen es de 189. 
 
a) b)  
Figura 7: Imagen QuickBird de un área urbana que contiene sombras proyectadas, zonas de saturación y zonas oscuras sobre 
áreas con mucha textura. El número de semillas de sombra identificadas en esta imagen es de 92. 
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Resumen 
 
Se ha desarrollado una aplicación que permite 
segmentar y etiquetar cabezas de espermatozoides de 
verraco como vivas y muertas. Para ello se utilizan 
pares de imágenes obtenidas de la misma muestra en 
instantes de tiempo consecutivos. Dichos pares están 
formados por una imagen bajo fluorescencia y otra 
en contraste de fases positivo, obtenidas mediante un 
microscopio epifluorescente Nikon E-600 con y sin 
iluminación fluorescente. Se han desarrollado dos 
métodos diferentes para segmentar cada tipo de 
imagen. La segmentación de la imagen en contraste 
de fases positivo se basa en el halo blanco que se 
produce alrededor de la cabeza, utilizando una 
binarización y un estudio posterior de las regiones 
obtenidas en función del número de Euler. Para las 
imágenes en fluorescencia se utilizó un preprocesado 
con filtro de mediana y filtro de Wiener y una 
segmentación empleando la transformada máxima 
extendida con un valor de H = 30. La identificación 
del color en las cabezas para las regiones 
segmentadas se realizó mediante una relación ad-
hoc entre las componentes roja y verde de la imagen 
en color real. El emparejamiento se realizó con 
distancia euclídea entre los centroides de las 
regiones de cada par de imágenes. Los resultados 
obtenidos son bastante buenos ya que la exactitud 
del sistema llega al 91,73 %. 
 
Palabras Clave: segmentación, fluorescencia, 
correspondencia, semen, verraco 
 
1 INTRODUCCIÓN 
 
El área de Ingeniería de Sistemas y Automática lleva 
varios años colaborando con el área de Reproducción 
y Obstetricia del Departamento de Sanidad Animal 
de la Facultad de Veterinaria de la Universidad de 
León. Esta colaboración se centra en la aplicación de 
visión, análisis de imagen y reconocimiento de 
patrones a la evaluación de la calidad del semen de 
verraco. Para poder realizar estos estudios [2, 5, 6, 7] 
es necesario disponer de una colección de cabezas de 
espermatozoides de verraco correctamente 
segmentadas y etiquetadas. Una de las líneas en las 
que se está trabajando es en la clasificación 
automática de las cabezas como pertenecientes a 
espermatozoides vivos o muertos. 
 
Para ello se estudia la textura de la cabeza en 
imágenes en escala de grises [5]. Se pretende sustituir 
las técnicas de laboratorio utilizadas habitualmente 
que emplean tinciones y luego realizan un conteo 
manual de las cabezas que presentan dichos estados –
vivo o muerto- en una serie de muestras. Estas 
técnicas clásicas tienen el inconveniente de que son 
lentas o bien requieren utilizar materiales de 
laboratorio costosos, como es el caso de los 
microscopios de fluorescencia. 
 
En este trabajo se presenta una aplicación 
desarrollada con Matlab que permite realizar la 
segmentación y el etiquetado automático de las 
cabezas de espermatozoides de verraco. Se parte de 
parejas de imágenes tomadas de la misma muestra 
conteniendo varios espermatozoides, en instantes de 
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tiempo consecutivos, formadas por una imagen de 
fluorescencia y otra imagen en escala de grises. En 
otros trabajos anteriores [1] se había abordado la 
segmentación de una imagen conteniendo una única 
cabeza que es precisamente el resultado de este 
trabajo. 
 
Se realiza la segmentación de las cabezas en la 
imagen de fluorescencia y de esa manera se obtienen 
los espermatozoides que hay en la imagen, pudiendo 
etiquetarlos, en función de su color, como vivos o 
muertos. Posteriormente se realiza la segmentación 
en el correspondiente par en escala de grises. Es la 
misma muestra de la que se ha obtenido una imagen 
unos segundos después sin utilizar el microscopio de 
fluorescencia. Los espermatozoides no se encuentran 
exactamente en la misma posición espacial ya que, al 
estar en un fluido se produce una deriva de su 
posición con el tiempo. Se realiza la segmentación de 
las cabezas de espermatozoide en la imagen en escala 
de grises y después se estudia la correspondencia 
entre las cabezas segmentadas en ambas imágenes. 
 
La aplicación desarrollada permite procesar un gran 
número de imágenes y para cada una de ellas, 
segmentar, recortar, etiquetar y guardar en disco las 
cabezas que aparecen en ellas. La segmentación no es 
trivial al presentarse situaciones diversas, poco 
controlables, que dificultan esta tarea. Alguno de los 
problemas que se pueden encontrar son:  
 
· Defectos y ruido en las imágenes 
· Objetos parecidos a un espermatozoide 
pueden ser identificados como tales sin 
serlo, y viceversa. 
· Como ya comentaremos, se trabaja, para 
cada caso, con una pareja de imágenes. En 
ocasiones, la correspondencia entre las 
cabezas de los espermatozoides entre una y 
otra imagen no es del todo correcta y eso 
puede introducir más errores. Hemos creado 
un algoritmo para el emparejamiento de las 
parejas basado en la distancia euclidea. 
· Las cabezas pueden solaparse, es muy difícil 
distinguir en estos casos cuando se trata de 
una sola cabeza o varias, o si también ha 
aparecido ruido. 
 
A continuación se muestran algunas imágenes que 
presentan dificultades para su correcta segmentación. 
 
 
 
Figura 1: Situaciones difíciles en la clasificación de 
las cabezas. De izquierda a derecha: cabezas muy 
próximas y de canto, cabezas solapadas, 
espermatozoides solapados y de canto. 
 
 
 
2 MATERIALES Y MÉTODOS. 
 
2.1 PREPARACIÓN DE LAS MUESTRAS Y 
OBTENCIÓN DE LAS IMÁGENES 
 
Para la determinación de la viabilidad de los 
espermatozoides porcinos se utilizó una tinción 
combinada de Ioduro de Propidio (IP)-Diacetato de 
Carboxifluoresceína (DCF); para llevarla a cabo se 
tomó una muestra de 0.5 mL de una dosis seminal 
comercial conservada un mínimo de 24 horas a 15 
ºC; a dicha muestra se le añadió 5 µl de formaldehído 
al 0,3% en suero salino fisiológico, 10 µl de una 
solución de IP (0,5 mg/ml) y 10 µl de una solución 
de DCF (0,46 mg/ ml). Se incubó a 38ºC durante 10 
minutos, dejando la muestra otros 10 minutos más a 
temperatura ambiente. 
 
 
 
 
Figura 2: Imagen de fluorescencia. 
 
En la Figura 3 puede verse la imagen en escala de 
grises correspondiente con la imagen de 
fluorescencia anterior. 
 
 
 
Figura 3: Imagen en contraste de fases positivo. 
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En la Figura 2 puede verse una muestra de las 
imágenes de fluorescencia obtenidas. Los 
espermatozoides que se tiñen y se ven de color rojo 
están muertos y los teñidos en verde están vivos. 
 
A continuación se realizó la observación en un 
microscopio epifluorescente Nikon E-600, bajo una 
excitación de 495 nm a 100x. Una vez focalizados y 
seleccionados los espermatozoides se procedió a 
realizar una fotografía bajo fluorescencia de los 
mismos con una cámara Nikon Coolpix 5000; sin 
mover la preparación se suprimió la iluminación 
fluorescente y se abrió el diafragma de luz 
convencional, obteniéndose una imagen de los 
mismos espermatozoides en contraste de fase 
positivo, que fue fotografiada por la cámara 
previamente descrita. Este proceso se repitió hasta 
conseguir el número final de imágenes. 
 
 
2.2 ETAPAS DEL PROCESO 
 
El proceso que sigue nuestro programa, partiendo de 
la pareja de imágenes es el siguiente: 
 
ETAPA 1.  
 
Segmentación de las imágenes en niveles de grises 
para obtener las imágenes recortadas de las cabezas 
de los espermatozoides contenidos en cada muestra. 
 
ETAPA 2.  
 
Segmentación de las imágenes de fluorescencia para 
obtener, al igual que en la fase anterior, las imágenes 
recortadas de las cabezas.  
 
ETAPA 3.  
 
Entre las cabezas recortadas obtenidas de ambas 
segmentaciones se produce un emparejamiento; de 
esta forma habremos extraído la misma cabeza de las 
dos imágenes. 
 
Para el emparejamiento usamos la distancia euclidea; 
dos imágenes recortadas pertenecen a la misma 
cabeza si la distancia que hay entre sus centroides es 
la mínima posible. 
 
ETAPA 4.  
 
Clasificación de las cabezas teniendo en cuenta la 
información de color contenida en la imagen de 
fluorescencia. Los espermatozoides de color verde 
están vivos y los que presentan alguna parte roja 
están dañados o muertos. Se realiza el etiquetado 
analizando el color de los píxeles que forman la 
cabeza de los espermatozoides. 
 
 
 
Figura 4: Etiquetado de las cabezas en función de su 
color. 
 
ETAPA 5.  
 
Se etiquetan las imágenes en escala de grises 
correspondientes, se realiza un recuento de vivos y 
muertos cuyos resultados se presentan por pantalla y 
se graban los recortes con la correspondiente 
etiqueta. 
 
La aplicación también permite calcular el porcentaje 
de aciertos comparando los resultados con un contaje 
realizado visualmente por un ser humano. 
 
 
2.3 PROCESAMIENTO DE IMÁGENES 
REALIZADO 
 
2.3.1 Preprocesado y segmentación de las 
imágenes en escala de grises 
 
La primera parte del tratamiento consiste en una 
segmentación que permita extraer las cabezas de los 
espermatozoides en la imagen en escala de grises. 
 
Previamente se preprocesa la imagen para facilitar la 
segmentación. Para ello se utiliza un filtrado paso 
bajo utilizando un filtro de media con un kernel de 
10x10. Se puede observar el resultado en la figura 5. 
 
 
Figura 5. Resultado del filtrado paso bajo. 
 
La segmentación de las cabezas de los 
espermatozoides se basa en utilizar un efecto en la 
imagen producido por la obtención de dichas 
imágenes en el microscopio. Se puede observar un 
halo blanco que rodea los espermatozoides y 
principalmente sus cabezas. En base a ello se realiza 
una binarización con un umbral próximo al blanco, 
típicamente un nivel de 250, de manera que se 
extraen las regiones que rodean las cabezas. 
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Cada cabeza debe ser representada por un único 
objeto cerrado y no se deben extraer objetos que no 
correspondan exclusivamente con una cabeza. Para 
conseguir estos fines además de la umbralización 
mencionada se utilizan operaciones morfológicas 
(erosión y dilatación) utilizando kernels en forma de 
diamante de distintos tamaños.  
 
 
Figura 6. Operaciones morfológicas a realizar en 
función del número de Euler. 
 
Los resultados de las operaciones realizadas 
anteriores son muy variadas y las etapas posteriores 
dependen de cada caso particular. Para discriminar 
entre una posibilidad y otra se ha utilizado el número 
de Euler y las operaciones a realizar sobre cada 
objeto procedente de la umbralización dependerán 
del número de Euler de dicho objeto. 
 
En la figura 6 puede verse las distintas opciones que 
aparecen y las operaciones que se realizan en cada 
caso. 
 
Por último se eliminan los objetos cuyo tamaño sea 
demasiado pequeño para ser una cabeza de 
espermatozoide. 
 
 
2.3.2 Segmentación de las imágenes de 
fluorescencia 
 
Antes de segmentar las imágenes de fluorescencia se 
realiza un preprocesado. Como las imágenes son 
capturadas en color real, lo primero que se hace es 
convertirlas a escala de grises. Posteriormente se 
realiza un filtrado lineal adaptativo utilizando una 
modificación del filtro de Wiener [4]. La imagen 
resultante es filtrada nuevamente mediante un filtro 
paso bajo de media con un kernel de tamaño 3. 
 
La segmentación se realiza aplicando la transformada 
máxima extendida [8] a la imagen con un valor H. En 
este caso se ha utilizado un valor de H de 30. Esta 
transformada consiste en obtener la máxima regional 
de la transformada H-máxima. La máxima regional la 
forman los píxeles conectados que tienen un valor de 
intensidad constante y cuyos píxeles del límite 
externo presentan todos valores inferiores. 
 
El resultado de esta operación es una imagen binaria 
que se utiliza para enmascarar cada uno de los tres 
planos, R, G y B de la imagen de color real. Para ello 
se multiplica cada plano por la imagen binaria 
obtenida.  
 
Finalmente se vuelve a componer la imagen de color 
real, se convierte nuevamente a escala de grises y se 
binariza poniendo a 1 todos los píxeles con un nivel 
de gris mayor que cero, y dejando a cero aquellos que 
ya tuvieran ese valor. 
 
2.3.3. Formación de parejas 
 
En cada una de las dos segmentaciones, contraste de 
fases y fluorescencia, se obtuvieron las regiones que 
se corresponden con las cabezas de los 
espermatozoides. Para establecer la correspondencia 
se busca únicamente asociar los centroides de las 
regiones utilizando para ello un criterio de mínima 
distancia. 
 
Aunque la solución propuesta es muy sencilla se 
comprobó como suficiente en base a los resultados 
obtenidos. 
 
Es posible que en una y otra segmentación 
obtengamos distinto número de objetos, si esto 
ocurre nos quedaremos con el número más pequeño  
y descartaremos los objetos restantes. 
 
Para formar parejas cogeremos un objeto cualquiera 
obtenido en la segmentación de una de las imágenes 
y a partir de su centroide medimos la distancia desde 
este objeto a todos los objetos obtenidos en la otra 
imagen. Es decir, asociamos las cabezas que estén 
más cercanas usando una mínima distancia euclídea. 
 
 
2.3.4. Clasificación de las cabezas 
 
El estado sano o dañado (o vivos y muertos) de los 
espermatozoides depende del color de la cabeza. La 
presencia de alguna zona roja en ella indica que el 
espermatozoide está dañado o que está muerto. 
 
Se han probado diferentes algoritmos, más o menos 
complejos, para el reconocimiento de los colores de 
la cabeza. Al final se ha recurrido a un procedimiento 
sencillo que consiste en la búsqueda en la cabeza de 
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los espermatozoides de píxeles que tengan más 
componentes de un color determinado. 
 
Como ya sabemos una imagen en color está formada 
por 3 planos o matrices, uno para cada color principal 
R (red), G (green) y B (blue).  
 
Experimentalmente hemos deducido la siguiente 
condición de decisión: 
 
Si G/R > 2 el píxel es verde 
Si G/R < 2 el píxel es rojo 
 
 
 
Figura 7: Presentación de los resultados en la pantalla 
principal del programa. 
 
Es decir, los píxeles verdes son aquellos que tienen, 
al menos, el doble de componentes verdes que rojas. 
En caso contrario el píxel es rojo y la cabeza en 
donde se encuentre ese píxel será identificado como 
espermatozoide dañado. 
 
Se podría pensar que es demasiado costoso, a nivel 
computacional, analizar el color de todos los píxeles 
de la cabeza. Etapas anteriores del proceso han 
eliminado el fondo y reducido la resolución por tanto 
el número de píxeles a procesar no es demasiado 
grande. Además en cuanto se encuentran suficientes 
píxeles rojos como para identificar el espermatozoide 
como dañado se da por concluido el análisis de la 
cabeza y se pasa a la siguiente. En caso contrario, se 
continúa hasta terminar de revisar todos los píxeles, 
en busca de regiones rojas que puedan asociarse a un 
espermatozoide defectuoso.  
 
Este procedimiento de clasificación, aunque sencillo, 
ha sido el que mejores resultados ha proporcionado y 
el que menor tiempo computacional ha requerido. 
 
2.3.5. Visualización de los resultados de la 
clasificación 
 
En la figura 7 puede observarse la forma en la que el 
programa presenta los resultados finales una vez que 
ha analizado todas las parejas de imágenes 
contenidas en una carpeta seleccionada por el 
usuario. 
 
En una zona de la pantalla principal del programa 
podrá verse el recuento de espermatozoides sanos, 
dañados y totales y una comparativa con los datos 
procedentes de un recuento manual, valores 
introducidos por el usuario. 
 
En la figura 8 se muestra el resultado de un 
experimento realizado sobre 37 imágenes. 
 
El programa también almacena las imágenes 
recortadas y en el nombre del archivo aparece la 
información de la imagen original de donde fueron 
obtenidos y también si se trata de una cabeza sana o 
de una cabeza dañada: 
 
 
 
Figura 8. Almacenamiento de las imágenes de las 
cabezas clasificadas. 
 
 
3 EXPERIMENTOS Y 
RESULTADOS 
 
Se ha realizado un experimento para evaluar el 
funcionamiento de la aplicación sobre un conjunto de 
imágenes. Hemos utilizado 37 muestras, es decir, 37 
parejas de imágenes y es importante resaltar que no 
hemos realizado ningún tipo de selección de las 
muestras, todas las muestras disponibles en el 
momento del experimento fueron analizadas por el 
programa implementado. 
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Los resultados fueron los mostrados en las figuras 7 y 
8. 
 
De la inspección visual obtuvimos: 
 
 50 espermatozoides dañados (rojos) 
 83 espermatozoides sanos (verdes) 
 133 espermatozoides 
 
El porcentaje de población de sanos respecto a los 
totales es de 62,4 %. 
 
El programa obtuvo los siguientes resultados: 
 
 47 espermatozoides dañados (rojos) 
 77 espermatozoides sanos (verdes) 
 124 espermatozoides 
 
El porcentaje de población de sanos respecto a los 
totales es según la aplicación del 62,1 %. 
 
Respecto a los aciertos y los fallos que obtuvimos en 
la clasificación obtenemos los siguientes parámetros 
que se utilizan para calcular la matriz de confusión 
[3]: 
A Número de espermatozoides dañados 
identificados como dañados: 
 
 A = 46 
 
B Número de espermatozoides sanos 
identificados erróneamente: 
 
 B = 7 
 
C Número de espermatozoides dañados 
identificados erróneamente: 
 
 C = 4 
 
D Número de espermatozoides sanos 
identificados como sanos: 
 
 D = 76 
 
La matriz de confusión es la siguiente: 
 
  Predicción 
(aplicación) 
  Negativo 
(Muerto) 
Positivo 
(Vivo) 
Negativo 46 (a) 7 (b) Real 
(Manual) Positivo 4 (c) 76 (d) 
 
Tabla 1. Matriz de confusión 
 
En los apartados B y C se incluyen los 
espermatozoides detectados en la inspección visual 
que no fueron encontrados por el programa. También 
hay dos casos en los que el programa detecta 
espermatozoide cuando en realidad sólo se trata de 
pequeños defectos en las imágenes, estos dos casos 
se han repartido por igual entre los apartados B y C. 
 
La matriz de confusión permite calcular algunas 
medidas para evaluar las prestaciones del método 
propuesto: 
 
AC Exactitud. 
 
Número de predicciones que son correctas: 
 
·100 91,73%a dAC
a b c d
+
= =
+ + +
 
 
TP Ratio de verdaderos positivos.  
 
Porcentaje de espermatozoides sanos identificados 
como sanos:  
 
·100 95%dTP
c d
= =
+
 
 
TN Ratio de verdaderos negativos. 
 
Porcentaje de espermatozoides dañados identificados 
como dañados:  
 
%8,86100 =×
+
=
ba
aTN  
 
FN Falsos negativos. 
 
Proporción de casos positivos (sanos) clasificados 
como muertos: 
%5100 =×
+
=
dc
cFN  
 
FP Falsos positivos. 
 
Proporción de casos negativos (muertos) clasificados 
como vivos: 
%2,13100 =×
+
=
ba
bFP  
 
 
3. CONCLUSIONES Y TRABAJOS 
FUTUROS 
 
Los resultados obtenidos en los experimentos han 
sido bastantes satisfactorios. El objetivo del análisis 
de muestras era obtener una población de 
espermatozoides y tanto el recuento automático como 
la identificación de cabezas como vivos y muertos, 
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en función del color han dado resultados muy 
próximos a los obtenidos mediante una inspección 
visual. 
 
El interés de los experimentos es aún mayor si se 
tiene en cuenta que hemos trabajado con todo tipo de 
imágenes, no habiendo preseleccionado las imágenes 
a utilizar. 
 
Los errores producidos se deben principalmente a las 
siguientes causas: 
 
· Cabezas demasiado juntas o incluso 
solapadas. Es difícil separarlas para tratarlas 
individualmente. 
· A veces es difícil saber si algunos objetos 
que en ocasiones aparecen en las imágenes 
son espermatozoides u otros objetos o 
defectos en las imágenes. 
· Las fotos presentan distintas tonalidades de 
colores por lo que la separación en verdes y 
rojos no es trivial. 
 
Queremos destacar que las etapas más difíciles son 
las segmentaciones de las imágenes, tanto de la 
fluorescencia como la de niveles de grises. La 
mayoría de los errores que han aparecido han sido 
producidos porque la segmentación no ha sido capaz 
de separar objetos demasiado juntos o cabezas de un 
color muy parecido al fondo. 
 
El problema del emparejamiento se ha resuelto 
correctamente en la mayoría de las ocasiones 
utilizando la mínima distancia euclídea entre 
centroides. Hay situaciones en las que, debidas a la 
deriva que se produce en las cabezas por encontrarse 
flotando en la suspensión, este emparejamiento 
produce errores. En trabajos futuros utilizaremos una 
técnica de correspondencia de formas para mejorar 
esta asignación. 
 
Indicar finalmente que las líneas de trabajo futuras en 
las que se trabajará son: 
 
· Segmentación de las imágenes. 
· Reducción del tiempo necesario de análisis 
para cada imagen. 
· Posible método de selección de objetos; 
éstos deberán cumplir unos requisitos 
(forma, superficie, excentricidad, etc.) para 
poder ser considerados como cabezas de 
espermatozoides. 
· Mejora del emparejamiento de las cabezas 
utilizando descriptores de contorno. 
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Abstract—La provisio´n de servicios multimedia sobre IP esta´
destinada a convertirse en un factor clave en los ingresos de
muchos operadores de telecomunicaciones y proveedores de
contenidos. Este nuevo paradigma de servicios personalizados,
y bajo demanda requiere de nuevas aproximaciones al ciclo de
vida completo de la gestio´n de dichos servicios. Este artı´culo
presenta un nuevo me´todo analı´tico para determinar la calidad
proporcionada en servicios de distribucin multimedia sobre redes
IP. Se tiene en cuenta la calidad desde un punto de vista del
usuario final dado que, en definitiva, esto ayudara´ a los oper-
adores de red a satisfacer mejor las expectativas de sus clientes.
Siendo una aproximacio´n analı´tica, muestra explı´citamente la
relacio´n existente entre la calidad proporcionada y las me´tricas
observables en la red para ası´ crear procedimientos operativos
para la gestio´n de servicios.
I. INTRODUCCIO´N
La transmisio´n de contenidos de audio y video sobre redes
IP constituye un cambio en las condiciones iniciales en las que
fueron concebidos los algoritmos de codificacio´n. Al principio
los codecs de video fueron creados para optimizar la calidad
de la imagen decodificada para una tasa de bits fija. Dos condi-
ciones fueron asumidas, un canal de transmisio´n constante y
recursos computacionales suficientes para asegurar un proceso
de decodificacio´n en tiempo real. Estas condiciones ya no
son va´lidas y son necesarios nuevos sistemas de codificacio´n
capaces de adaptarse a tasas de bits variables y recursos com-
putacionales limitados. El fin principal de cualquier plataforma
de distribucio´n multimedia es proporcionar la ma´xima calidad
al usuario sin importar cuales sean las condiciones de la
red. Existen varias aproximaciones para superar una poten-
cial degradacio´n en la calidad multimedia proporcionada,
la primera, basada en la sobre-provisio´n reserva ancho de
banda para el peor de los escenarios para ası´ asegurarse que
hay suficientes recursos disponibles. Otra alternativa se basa
en adaptar el ancho de banda necesario a las condiciones
existentes en la red, para ello utiliza estrategias de codificacio´n
capaces de presentar una respuesta uniforme de decodificacio´n
a variaciones imprevistas en la red. Este esquema adaptativo de
codificacio´n, llamado Scalable Vido Coding (SVC), se logra
mediante me´todos, tanto de codificacio´n jera´rquica como la
llamada Fine Granularity Scalability (FGS).
La codificacio´n jera´rquica toma como entrada un grupo
de ima´genes, las que componen una pelı´cula, y produce una
imagen clave y un conjunto de ima´genes no clave. Mientras
que la imagen clave ha de ser correctamente decodificada
por el cuadro de pelı´cula en el que es mostrada, el conjunto
restante de ima´genes que aaden resolucio´n tanto espacial como
temporal no tienen porque´ ser recibidas necesariamente por el
decodificador [1]. Esta caracterı´stica permite una degradacio´n
controlada de la calidad de la imagen, mediante el descarte
selectivo de ima´genes no-clave, en caso de congestio´n en la
red o escasez de recursos como en dispositivos mo´viles, por
ejemplo.
Las te´cnicas de codificacio´n FGS como se proponen en [3]
constituyen una mejora importante hacia esquemas de codifi-
cacio´n ma´s eficientes puesto que reducen significativamente
la cantidad de ancho de banda requerido para transmitir
contenidos con una resolucio´n de calidad. Para ello, FGS
divide imagen sencilla en dos nuevas ima´genes: Una actuando
como referencia y otra que aade informacio´n no crı´tica extra.
Mediante me´todos FGS el proceso de codificacio´n es capaz de
ajustar la tasa de informacio´n al ancho de banda disponible
reduciendo el nu´mero de bits utilizado para codificar ima´genes
no crı´ticas.
El codec de video ma´s reciente, recomendacio´n
ISO/IEC14496-10, tambie´n conocido H.264/AVC [3]
propone una nueva arquitectura que, desemparejando la
codificacio´n de video en dos entidades separadas, es capaz
de adaptarse a una gran variedad de medios de transmisio´n.
La primera capa denominada como capa de codificacio´n de
video (VCL) esta´ encargado de la representacio´n eficiente de
los contenidos mientras que la capa de adaptacio´n a la red
(NAL) es la responsable de la transmisio´n de la informacio´n
de acuerdo con las especificaciones de la red subyacente. Este
planteamiento ha proporcionado esquemas de codificacio´n
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con una mejor eficiencia en el ancho de banda como muestran
los resultados en [4].
Gracias a los nuevos esquemas de codificacio´n como
H.264/AVC y a las tecnologı´as ma´s eficientes para explotar
el ancho de banda disponible en el cable de acceso del
cliente, los operadores de red son capaces de progresar hacia
servicios multimedia extensivos, interactivos y bajo demanda.
La complejidad cada vez mayor de los servicios de nueva gen-
eracio´n parado´jicamente debido a la cantidad de tecnologı´as
disponibles y a sus propiedades de hechos a medida y bajo
demanda, reclaman me´todos novedosos para gestionar el ciclo
completo de vida del proceso de desarrollo. La provisio´n de
servicios tradicional y las estrategias de gestio´n de la red ya
no son suficientes para cubrir las expectativas de los usuarios.
Por un lado la naturaleza en tiempo real de la distribucio´n
multimedia requiere una solucio´n diferente que la seguida por
la distribucio´n de informacio´n basada en TCP en la cual los
fallos en la red podrı´an mantenerse ocultos al usuario. Tambie´n
el transporte de informacio´n sobre UDP proporcionando un
mecanismo ligero se ha probado que hace a la informacio´n
bastante sensible a las me´tricas de la red como el retraso o
la pe´rdida de paquetes. Este informe esta´ organizado como
sigue: Primeramente trabajos relacionados y las propuestas
de adaptacio´n de la calidad multimedia sera´n presentadas. En
segundo lugar una solucio´n para determinar el comportamiento
multimedia en redes IP. En tercer lugar algunos resultados
experimentales y finalmente se proporcionan conclusiones y
futuro trabajo.
II. TRABAJOS RELACIONADOS
Es numerosa la actividad de investigacio´n orientada hacia la
valoracio´n de la calidad percibida por el usuario final. El hecho
de ser capaces de inferir co´mo el proceso de decodificacio´n
se esta´ realizando, sirve para dos propo´sitos fundamentales,
desde el punto de vista del desarrollo se define el banco
de pruebas para nuevas propuestas de codificacio´n, por otro
lado la capacidad para modelar la percepcio´n del usuario
marca la referencia y los objetivos para una arquitectura de
gestio´n multimedia basada en adaptar la calidad a los recursos
disponibles.
A. Modelos de percepcio´n de usuarios finales
Los me´todos existentes esta´n usualmente basados en pro-
cedimientos objetivos o subjetivos. Los objetivos caracterizan
la calidad sin intervencio´n humana, por ejemplo la relacio´n
seal ruido (PSNR) ha sido ampliamente utilizada [4], [7] como
me´trica de referencia para la fidelidad de varios esquemas
de codificacio´n. Los me´todos subjetivos como los mostrados
en [8] o en la recomendacio´n ITU-R BT.500 [9] tienen en
cuenta la percepcio´n humana par definir me´tricas de calidad
relacionadas con el usuario.
Segu´n la documentacio´n analizada [10] la caracterizacio´n
de servicios multimedia segu´n la percepcio´n de los usuarios
obedece a un comportamiento multidimensional por cuanto
intervienen numeros factores en la opinio´n final acerca de la
calidad de los contenidos. Si bien es cierto que tanto la calidad
de las ima´genes como el sonido son los aspectos ma´s desta-
cables, el tipo de contenido (deportes, mu´sica, noticias) ası´
como caracterı´sticas personales (sexo, correctores de visio´n)
intervienen en el proceso de elaboracio´n de opinio´n.
En [11] se identifica un elevado ı´ndice de interaccio´n entre
los modos visual y auditivo en la conformacio´n de la opinio´n
final de los telespectadores, invalidando de este modo la
aplicacio´n de los modelos unimodales tanto de audio [12],
[13] como de vı´deo existentes utilizados [14], ya sea en la
estimacio´n de servicios de voz ası´ como para la calidad en los
procesos de codificacio´n de ima´genes.
De manera general los humanos somos ma´s sensibles a la
informacio´n auditiva que a la visual tal y como demuestran
numerosos estudios llevados a cabo [15], [16]. Dicha tendencia
se manifiesta de manera especial en determinados contenidos
como noticias o vı´deos musicales.
En [17] se lleva a cabo una serie de experimentos con
usuarios reales que permiten determinar el comportamiento
frente a distintas condiciones de visualizacio´n de contenidos.
Como principales conclusiones de dicho estudio podemos
citar:
i. Los modelos de calidad percibida en contenidos multi-
media son multimodales, es decir, es necesario contem-
plar la respuesta combinada de audio y vı´deo.
ii. La percepcio´n de los usuarios responde a un modelo
mutiplicativo entre la calidad de vı´deo y de audio.
iii. Los modelos de utilidad son dependientes del tipo de
contenido.
iv. La percepcio´n de los usuarios experimenta una ra´pida
disminucio´n inicial frente a degradaciones de los nive-
les de calidad visuales y auditivos. Posteriormente la
relacio´n entre opinio´n y calidad, visual y auditiva, obe-
dece a un comportamiento lineal.
Desde el punto de vista de la gestio´n de un servicio de
telecomunicaciones solo aquellos me´todos que son capaces de
inferir la calidad proporcionada sin decodificar el contenido
son va´lidos, es necesario desarrollar procedimientos que per-
mitan a los operadores de telecomunicaciones gestionar el
servicio ofrecido a miles de consumidores mediante proced-
imientos automatizados que no requieran la visualizacio´n de
cada contenido distribuido.
Para nuestros propo´sitos necesitamos definir me´tricas de
calidad y me´todos para estimarlas basados en informacio´n
cuantitativa observable por los operadores de la red IP sub-
yacente.
B. Adaptacio´n de la calidad en servicios multimedia
El trabajo presentado en [18] define dos objetivos, me´tricas
no referenciadas, NR BLOCKINESS y NR Packet Loss rate,
estando la u´ltima me´trica directamente relacionada con el
impacto que las pe´rdidas experimentadas por la red tienen en
la calidad de la imagen final decodificada. Debido al contesto
especı´fico en el que estas me´tricas fueron desarrolladas solo
son va´lidas para los esquemas de codificacio´n MPEG2 y no
tienen en cuenta otros aspectos importantes, como la calidad
del audio.
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En [19] varias pruebas subjetivas fueron realizadas para
obtener un modelo lineal generalizado que relacione pe´rdidas
de paquetes con las distorsiones observadas, denominadas
artefactos, en el contenido decodificado.
Basado en la me´trica de calidad no referenciada de una ima-
gen en movimiento definida en [8], un esquema de adaptacio´n
multimedia es propuesto en [20]. El llamado esquema de
adaptacio´n a la calidad (QOAS) se basa en un agente de
monitorizacio´n localizado en el domicilio del cliente que
perio´dicamente informa al servidor considerando el estado del
contenido proporcionado. Para hacerlo el cliente computa un
resultado de calidad al nivel de aplicacio´n (QoDScore) basado
en las me´tricas de red como la tasa de pe´rdidas el retardo o el
parpadeo. De acuerdo con la me´trica computada QoDScore
el servidor decide en tiempo real si bajar la tasa de bits
enviada para adaptarse a la congestio´n de red existente. De
acuerdo con los resultados presentados este me´todo orientado
a calidad proporciona una solucio´n escalable para gestionar el
punto de vista, la respuesta recibida por el servidor activa una
arquitectura autorregulable.
Todos los estudios considerados tienen en cuenta la cali-
dad de la imagen decodificada como el principal banco de
pruebas. La percepcio´n del usuario de los nuevos servicios
multimedia, como el video bajo demanda (VoD) supone que
sean incorporados componentes extra en los futuros esquemas
de adaptacio´n de calidad. Aspectos como la calidad de audio,
el retardo de acceso de un cuadro aleatorio o el retraso en
el cambio de idioma entre otros necesitan ser tenidos en
cuenta para cualquier me´trica de calidad exhaustiva. Adema´s
la mayorı´a de los me´todos esta´n restringidos a escenarios
MPEG2 ası´ que no son capaces de utilizar los mecanismos
de recuperacio´n de errores como los definidos en H.264/AVC.
3GGP define en su servicio packet switched streaming
(PSS) un conjunto de protocolos y funcionalidades que pueden
ser utilizados para adaptar sesiones multimedia a los recursos
de red disponibles [21] para obtener una experiencia calidad
o´ptima en los usuarios finales. Respecto a la calidad de la
experiencia muchas me´tricas han sido identificadas por 3GGP,
particularmente relevantes son: me´trica de duracio´n de la
corrupcio´n, me´trica de la duracio´n de rebuffering, duracio´n de
buffering, pe´rdida de paquetes RPT consecutiva, desviacio´n de
la tasa de cuadros y duracio´n del parpadeo.
En nuestra opinio´n au´n se necesitan definir mecanismos
para correlacionar la percepcio´n del usuario de los servicios
solicitados y las me´tricas observables. Los proveedores de
servicios multimedia necesitan mecanismos de respuesta para
regular la entrega de servicios adema´s esta regulacio´n debera´
ser realizada en base a procedimientos y tecnologı´as de gestio´n
de la red existentes.
III. DETERMINACIO´N ANALI´TICA DE ME´TRICAS
ORIENTADAS AL CLIENTE
La calidad de la experiencia (QoE) ha sido definida como
una extensio´n de la tradicional calidad del servicio (QoS) en
el sentido de que QoE proporciona informacio´n respecto a los
servicios proporcionados desde un punto de vista del usuario
final [22]. La idea de QoE esta´ directamente relacionada con el
concepto tradicional de funciones de utilidad como formas de
alto nivel de especificaciones de requisitos. Tanto QoE como
las funciones de utilidad permiten marcar grados de deseo
para algunos niveles de QoS proporcionados, esta flexibilidad
ha pasado a ser de uso pra´ctico en arquitecturas de gestio´n de
autooptimizacio´n [23].
Dentro del enfoque multimedia del presente artı´culo, QoE
es definida como la relacio´n causa-efecto entre las me´tricas de
red y los aspectos de calidad como los artefactos de vı´deo o
cualquier otro para´metro que pueda afectar a la percepcio´n del
usuario, esto es para un conjunto de caracterı´sticas de calidad
dadas k = 1, . . . , n, se trata de determinar:
QoEk = f(metric1, ...,metricn) (1)
Para determinar la expresio´n anterior de una forma similar
al me´todo presentado en [19] un modelo estadı´stico sera´ con-
struido en las siguientes secciones, basado en la observacio´n
real de ima´genes tal como se ven en la pantalla del usuario.
Crear modelos estadı´sticos relacionando la calidad propor-
cionada con las me´tricas de red permitira´ a los operadores
de red implementar polı´ticas de gestio´n de servicio adecuadas
basadas en informes obtenidos de accesos previos al servi-
cio. Adema´s sera´ posible para ellos gestionar servicios en
tiempo real mediante una degradacio´n controlada de la calidad
proporcionada basado en un conocimiento precisa de co´mo
cada me´trica de la red esta´ contribuyendo a la percepcio´n del
usuario, esto claramente contribuye a reforzar los procesos de
gestio´n de la capacidad como se define en la recomendacio´n
ISO20000 [24].
A. Diseo de experimentos y optimizacio´n multiobjetivo
El diseo de experimentos (DOE) esta´ definido en [25]
como un me´todo gene´rico estadı´stico que guı´a el ana´lisis
y diseo de experimentos para encontrar la relacio´n causa-
efecto entre respuestas y factores. DOE tambie´n puede guiar
al experimentador a disear experimentos eficientes y a dirigir
el ana´lisis de datos para obtener otra informacio´n valiosa
como la identificacio´n y ordenacio´n de factores importantes.
Creemos que DOE es un me´todo adecuado para determinar
QoE principalmente por tres razones: Caracteriza el compor-
tamiento de procesos en servicios extremo a extremo, establece
una relacio´n explı´cita entre me´tricas observables y la calidad
obtenida y finalmente proporciona informacio´n acerca de la
contribucio´n de cada me´trica a la variabilidad del proceso
de entrega. En resumen, DOE ayuda a deducir la calidad de
un servicio multimedia desde el punto de vista del usuario
y tambie´n las variaciones en la calidad proporcionada en un
cuadro determinado.
Generalmente DOE se desarrolla en tres etapas. La inicial
esta´ destinada a discriminar factores relevantes que afecten a
QoE, en segundo lugar se lleva a cabo un ana´lisis ma´s en
profundidad para construir un modelo preciso. Finalmente se
tienen en cuenta las preferencias del usuario, para presentar
una solucio´n o´ptima representada mediante una funcio´n de
preferencia.
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MPEG original
Non-Controllable Factors
Controllable Factors
              CODvideo
MPEG decoded
Response Variables
QoV,QoA
PLR, Delay,DV 
  Input Variables
H.264 Sequence
Coding
RTP/RTSP
    Decoding
UDP
IP
Fig. 1. Modelo de caja negra correspondiente al proceso de codificacio´n,
transporte y decodificacio´n de H.264 sobre RTP
IV. RESULTADOS EXPERIMENTALES
El principal objetivo de este experimento es llegar a un
diseo cualitativo para el ana´lisis de procesos de transporte y
decodificacio´n de contenidos digitales tal como se solicitan
por un usuario medio. Para los propo´sitos de modelado los
procesos de distribucio´n y decodificacio´n pueden ser descritos
como sistema de caja negra, en los que algunos factores no
controlables como la tasa de pe´rdida de paquetes, el retardo o
la variacio´n del retardo interactu´an con factores controlables
como la tasa de bits de video para producir una respuesta
que, en nuestro caso, consiste en una serie de distorsiones
de audio y video detectadas, referirse a figura 1. En primer
lugar se establecera´ la influencia de cada factor en la respuesta
de salida (ana´lisis Pareto), determinando posteriormente la
contribucio´n de estos factores en la variabilidad del sistema
(ana´lisis ANOVA). Para una lectura ma´s detallada acerca del
procedimiento los lectores interesados pueden consultar [26].
Los experimentos fueron realizados utilizando equipamiento
comu´n para la distribucio´n de contenido multimedia sobre
IP [28]. Para analizar el comportamiento del sistema de
acuerdo a las variaciones de factores, la red subyacente fue
simulada utilizando el software NETEM [27].
Para todas las observaciones, se realizaron pruebas de un
solo estı´mulo dado que refleja la respuesta de un espectador
que no tiene acceso al contenido original, de esta manera el
espectador decide sobe la calidad basa´ndose en el contenido
decodificado una vez que ha atravesado la red.
A. Experimento exploratorio
Como se recoge en [29], [7], [5], los factores ma´s im-
portantes que afectan a la respuesta de los servicios propor-
cionados sobre redes IP son el retraso de los paquetes, las
variaciones en dicho retardo, ası´ como la pe´rdida y duplicacio´n
de paquetes. En el caso de servicios multimedia sobre IP, como
codificacio´n de vı´deo y algoritmos de encriptacio´n, tambie´n
han de tenerse en cuenta dichos factores.
Las tablas siguientes muestran tanto los factores consider-
ados como sus valores permitidos. Se ha realizado un experi-
mento factorial completo, 34, y una replicacio´n. Esto es, cuatro
factores con tres valores distintos cada uno haciendo un total
de 81∗2 observaciones. El procedimiento de cada observacio´n
consiste en descargar una pelı´cula de 180 segundos y contar
el nu´mero de distorsiones de vı´deo y audio que notan los
usuarios. Aunque es un experimento que consume mucho
tiempo, describe precisamente la opinio´n del usuario real sobre
la calidad de los contenidos.
TABLE I
FACTORES CONSIDERADOS. EXPERIMENTO INICIAL
Variables de respuesta Descripcio´n
Video Quality -QoEvideo- Final outcome of the video decoding.
· Nmin, No distortions were noticed
· Nmax, Max. noticed distortions
Audio Quality-QoAaudio- Final outcome of the audio decoding.
· Nmin, No distortions were noticed
· Nmax, Max. noticed distortions
Factores de red
Packet Loss Rate -PLR- Discarded packets rate percentage
· N0, minimum 0%
· N1, medium 0.05%
· N2, maximum 0.1%
Delay -Delay- end to end delay
· N0, minimum 0ms.
· N1, medium 75ms.
· N2, maximum 150ms.
Delay Variation -DelayV- end to end delay Variation
· N0, minimum 0ms.
· N1, medium 37,5ms.
· N2, maximum 75ms.
Factores multimedia
Video coding rate -CODVideo- Amount of bits to code the video
· N0, 600kbits/s.
· N1, 1200kbits/s.
· N2, 2200kbits/s.
· N3, 4000kbits/s.
1) 1) Ana´lisis Pareto, QoEV ideo: Considerando los resul-
tados de la tabla II, los factores que´ ma´s afectan a la respuesta
obtenida son el retardo y la tasa de codificacio´n de vı´deo. Sin
embargo, todos los factores son estadı´sticamente significativos.
TABLE II
FACTORES SIGNIFICATIVOS EN LA VARIABLE DE RESPUESTA QoEV ideo
Effect Estimate Stnd. Error VIF
Average 11,9211 0,8517
Packet Loss Rate -PLR- 4,3115 0,8517 1,0
Delay -Delay- 11,9192 1,2633 1,0
Delay Variation -DV- 2,760 1,248 1,0
Video coding rate -CODVideo- 18,6991 1,42218 1,11
Delay*CODVideo 9,303 1,6751 1,0
CODV ideo2 -6,438 2,4157 1,11
2) ana´lsisis analysis, QoEV ideo: Cuando se tiene en cuenta
la variabilidad observada, un ana´lisis ANOVA muestra que
tanto CODVideo como Delay juegan un papel muy importante,
segu´n refleja la tabla III. Hay que sealar, de acuerdo con el
valor R-cuadrado, que el modelo se ajusta aproximadamente
al comportamiento real de la variable de respuesta QoEVideo.
3) Ana´lisis de Pareto, QoEAudio: Segu´n los resultados que
se muestran en la tabla IV, la variable de respuesta QoEAudio
depende del retardo, de la tasa de codificacio´n de vı´deo y de la
variacio´n del retardo. Hay que indicar que el ratio de pe´rdida
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TABLE III
ANA´LISIS DE LA VARIANZA -ANOVA- PARA LA VARIABLE DE RESPUESTA
QoEV ideo
Source Sum of Sq. Df Mean Sq. F-Ratio P-Value
PLR 249,27 1 249,279 11,80 0,0009
Delay 1870,0 1 1870,04 89,01 0,0000
DV 102,78 1 102,786 4,89 0,0301
CODVideo 3631,9 1 3631,91 172,87 0,0000
Delay*CODVideo 648,06 1 648,067 30,85 0,0000
CODV ideo2 149,21 1 149,216 7,10 0,0094
Total error 1554,6 74 21,0089
R-squared = 81,573 percent
R-squared (adjusted for d.f.) = 80,079 percent
Standard Error of Est. = 4,58
Mean absolute error = 3,59
Durbin-Watson statistic = 1,508 (P=0,0036)
Lag 1 residual autocorrelation = 0,2281
de paquetes de la me´trica no influye significativamente en este
caso, debido a la baja exposicio´n de los contenidos de audio
codificados a 128Kbits/s a las pe´rdidas de paquetes de red.
TABLE IV
FACTORES RELEVANTES EN LA VARIABLE DE RESPUESTA QoEAudio
Effect Estimate Stnd. Error VIF
Average 6,72 1,43
Delay -Delay- 11,61 1,197 1,03
Delay Variation -DV- 2,6 1,18 1,00
Video coding rate -CODVideo- 13,6 1,35 1,13
Delay*CODVideo 9,59 1,59 1,05
4) Ana´lisis ANOVA, QoEAudio: En este caso, el ana´lisis
ANOVA muestra que al igual que el CODVideo y el retraso,
la variacio´n del retardo juega un papel muy importante, como
se refleja en la tabla V.
TABLE V
ANA´LISIS DE LA VARIANZA -ANOVA- PARA LA RESPUESA QoEAudio
Source Sum of Sq. Df Mean Sq. F-Ratio P-Value
Delay 1770,4 1 1770,4 94 0,0000
DV 91,56 1 91,56 4,86 0,0309
CODVideo 1900 1 19009 100 0,0000
Delay*CODVideo 682,7 1 682,7 36,25 0,0000
Total error 1242,9 66 18,83
R-squared = 80,14 percent
R-squared (adjusted for d.f.) = 75,9 percent
Standard Error of Est. = 4,33
Mean absolute error = 2,97
Durbin-Watson statistic = 2,13 (P=0,53)
Lag 1 residual autocorrelation = -0,072
Contrariamente a algunos esquemas de codificacio´n como
el MPEG2 transportado sobre MPEG-TS, los resultados mues-
tran que H.264/AVC transportado sobre RTP1 ofrece una
mejora significativa en la resistencia manifestada a la pe´rdida
de paquetes. Los factores CODVideo y Retardo, sin embargo,
no afectan a la calidad de vı´deo final QoEV ideo, como se
muestra en la figura 2.
1Real Time Protocol
En el primer diagrama de respuesta del contorno (diagrama
de la izquierda), los valores de QoEVideo se muestran con
respecto a CODVideo y Retardo para un ratio de pe´rdida
de paquetes dado -PLR- del 0%. Hay que indicar que, a
pesar de la ausencia de paquetes perdidos, al aumentar el
retardo se degrada ra´pidamente la calidad para casi todos los
valores de tasa de codificacio´n -CODVideo-. Este feno´meno
empeora cuando la pe´rdida de paquetes aumenta (diagrama de
la derecha) de forma que para pe´rdidas de paquetes del 1% los
ratios de codificacio´n de vı´deo mayores que 1200 Kilobits/s
no es posible garantizar niveles de calidad aceptables.
Desde el punto de vista de un operador de red, esto implica
que cuando los ratios de pe´rdida de paquetes y de retraso end-
to-end son bajos, entonces es posible proporcionar contenidos
de alta resolucio´n (es decir, codificacio´n a ratios elevados). Sin
embargo, si aumenta la pe´rdida de paquetes, se deben utilizar
ratios de codificacio´n ma´s bajos para evitar la degradacio´n de
la calidad.
Por otra parte, se podrı´a decidir codificar a un ma´ximo
de 1500 Kilobits/s y trabajar sobre seguro para mantener
unos niveles de calidad de vı´deo o´ptimos incluso para rangos
amplios de retardo, hasta 150 ms. Hay que sealar que debido a
la mayor eficiencia de codificacio´n obtenida por H.264/AVC,
la resolucio´n de una pelı´cula codificada a 1500 Kilobits/s
con esta tecnologı´a es equivalente a la resolucio´n producida
por una codificacio´n a 3000 Kilobits/s utilizando esquemas
anteriores.
B. Ana´lisis de la superficie de respuesta
Como se ha visto anteriormente, las codificaciones de ratio
elevado requieren un control estricto de los valores ma´ximos
que podı´an tomar el retraso y el ratio de pe´rdida de pa-
quetes, ver Figura 2. En este segundo conjunto de observa-
ciones, so´lo se considera un rango limitado de valores de do-
minio, consiguiendo de esta manera obtener ma´s informacio´n
relativa a algunas a´reas especı´ficas de intere´s y construir
un modelo ma´s preciso. El experimento siguiente tiene en
cuenta el entorno del rango de codificacio´n CODV ideo ∈
[2000Kilobits/s, 4000Kilobits/s] , el cual constituye un caso
tı´pico de prestacio´n de servicios multimedia sobre redes IP. En
todo caso, el mismo procedimiento se aplicara´ a otras a´reas
de intere´s.
Generalmente, el ana´lisis de superficie de respuesta (RSM)
es una te´cnica estadı´stica especializada para construir modelos
cuantitativos. El experimento de screening anterior tenı´a como
finalidad caracterizar el comportamiento desde el punto de
vista cualitativo. RSM, sin embargo, considera datos ma´s
detallados para inferir la respuesta esperada con ma´s precisio´n,
por ejemplo, aadiendo efectos de o´rdenes mayores (te´rminos
cuadra´ticos). Se puede encontrar ma´s informacio´n sobre RSM
en [26].
En este caso, el experimento se desarrollo´ bajo las mismas
condiciones, el mismo nu´mero de observaciones y factores
ide´nticos. Esta vez, sin embargo, el Retraso ma´ximo fue
restringido a 75 ms puesto que valores ma´s altos degradan
ra´pidamente la calidad de vı´deo. La metodologı´a propuesta
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Fig. 2. Evolucio´n de la calidad de vı´deo QoEvideo en funcio´n de las pe´rdidas de paquetes -PLR-
tiene como propo´sito fundamental definir una expresio´n
analı´tica para cada variable de respuesta considerada, en este
caso para QoEV ideo y QoEAudio se obtienen las siguientes
relaciones:
QoEV ideo = 121, 67PLR− 0, 399Delay + 0, 035DV +
+ 0.00035CODV ideo+ 0, 002Delay2 +
+ 0, 002Delay ·DV + 0, 0001Delay · CODV ideo
QoEAudio = 5, 08PLR− 0, 11Delay + 0, 0074DV −
− 0, 00008CODV ideo+ 0, 00064Delay2 +
+ 0, 0006Delay ·DV + 0.00003Delay · CODV ideo
Estas expresiones se derivan de un ana´lisis por regresio´n
donde QoEV ideo y QoEAudio indican el grado de distorsio´n
de video y audio observado, respectivamente.
Las ecuaciones anteriores establecen las bases para la
definicio´n de procedimientos operacionales de gestio´n de ser-
vicios streaming multimedia H.264/AVC sobre RTP/UDP/IP,
lo cual es un perfil de tipo-3 como se define en la Recomen-
dacio´n de2.0 de ISMA [31]. Como el vı´deo y el audio se con-
sideran los componentes principales de la calidad percibida,
una ventaja importante del me´todo propuesto es la flexibilidad
que proporciona DOE para incorporar ma´s aspectos como el
retraso rewind/forward, el retraso al cambiar el lenguaje, etc.
Para aadir ma´s componentes al modelo de calidad se realizarı´a
de la misma manera.
V. OPTIMIZACIO´N MULTIOBJETIVO
En los apartados anteriores, empleando un enfoque
analı´tico, se ha definido un modelo de calidad de video
y audio en multimedia sobre servicios IP. Las expresiones
resultantes establecen la tolerancia de ciertas me´tricas de red
para asegurar que se proporciona el servicio adecuado en
te´rminos de distorsiones observadas. Hasta el momento no se
ha definido que´ supone el ser aceptable para los usuarios, es
decir, debe el operador proporcionar un servicio 100% libre
de distorsiones? Un servicio 80% libre de distorsiones, cubrira´
las expectativas del cliente? A que´ coste hay que proporcionar
el servicio solicitado?
La respuesta parcial a estas preguntas recae, desde el punto
de vista matema´tico, en la llamada programacio´n multiobjetivo
entre otros me´todos de programacio´n no lineales. En este
trabajo, se necesitan encontrar soluciones o´ptimas para las
variables de respuesta -QoEAudio, QoEV ideo- dadas ciertas
restricciones en el nivel de degradacio´n que los clientes esta´n
dispuestos a soportar. Formalmente, el problema se podrı´a
describir de la siguiente manera:
Para cada respuesta QoEi una funcio´n de preferencia
di(QoEi) asigna un nu´mero real entre 0 y 1 a los posibles
valores de QoEi. di(QoEi) = 0 representa un valor no
deseable completamente y di(QoEi) = 1 representa un valor
de respuesta ideal. A continuacio´n, se combinan los valores
deseados individuales utilizando la media geome´trica:
D = {d1(QoE1) · d2(QoE2) · · · dn(QoEn)}1/n (2)
En la literatura existen diversas propuestas para construir
modelos de preferencia. En este caso hemos optado por las
propuestas en [32] principalmente por la flexibilidad a la hora
de seleccionar la respuesta de los usuarios en funcio´n del tipo
de contenido presentado (noticias, deportes o cine).
Si fijamos un ma´ximo de 15 distorsiones visuales admisibles
durante un perı´odo de 2 minutos ası´ como un nu´mero ma´ximo
de 3 distorsiones auditivas obtenemos la serie de funciones
representadas en las figuras 3.
Se ha seleccionado un margen ma´s estricto para la calidad
de audio debido a la mayor sensibilidad de los humanos a
dicha componente. Este u´ltimo punto en realidad incorpora
la componente subjetiva de los usuarios que visualizan los
contenidos y por tanto es susceptible de mu´ltiples interpreta-
ciones, esta es quiza´s la mayor ventaja de este tipo de sistemas
de optimizacio´n: el permitir de manera sencilla especificar
las preferencias de los usuarios de manera independiente para
cada variable de respuesta. En este caso, y de acuerdo con las
conclusiones obtenidas en [17] se ha optado por un modelo de
utilidad combinado (correspondiente a los para´metros S=2.0)
en el cual la componente de audio y de vı´deo experimentan
inicialmente una fuerte degradacio´n (elevada pendiente) para
ir paulatinamente moderando el nivel de degradacio´n obser-
vado. Este comportamiento obedece al comportamiento de los
usuarios que, en general , tienden a ser ma´s tolerantes frente
a sucesivas degradaciones de la calidad cuando dicha calidad
se encuentra en niveles mı´nimos.
Para otro tipo de contenidos (deportes o pelı´culas) los
usuarios valoran en mayor medida la calidad del factor visual,
esto implicarı´a un modelo de utilidad ma´s restrictivo en la
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Para la variable -QOV- se especifica un valor máximo de 15 distorsiones 
admisibles para una secuencia de 2 minutos de duración, por el contrario para la 
variable QoA el valor máximo admisible es de 3 distorsiones. Se observa como, 
en función del parámetro s, es posible ajustar las curvas de preferencia en 
función del comportamiento de los usuarios permitiendo incorporar la mayor o 
menor sensibilidad de los usuarios a cada variable de respuesta. A juzgar por la 
documentación existente los humanos somos especialmente sensibles a las 
variaciones de audio, esto nos lleva a seleccionar un valor de s=3.0 para la 
respuesta de audio -QoA- y de s=0.3 para la respuesta de video -QoV-. 
 
Este último punto en realidad incorpora la componente subjetiva de los usuarios 
que visualizan los contenidos y por tanto es susceptible de múltiples 
interpretaciones, esta es quizás la mayor ventaja de este tipo de sistemas de 
optimización: el permitir de manera sencilla especificar las preferencias de los 
usuarios de manera independiente para cada variable de respuesta. Finalmente 
la función de preferencia conjunta quedaría como sigue: 
 
D={d1(QoV(PLR,DV,CODVideo))*d2(QoA(PLR,DV,CODVideo))}^1/2 
 
Evaluando la función (referencia a ecuación D) obtenemos las figuras (refeencia 
a figurones) y los correspondientes diagramas de contorno (refeencia a 
contornones) para cada tipo de codificación MPEG2 y MPEG4 
Fig. 3. Funciones de preferencia para las variables de respuesta QoEV ideo y QoEAudio. Tipo de contenido noticias
componente visual (S=3.0) frente a la auditiva (S=2.0), ver
figuras 4.
Del mismo modo podrı´a haberse contemplado la inclusio´n
de otro tipo de restricciones adicionales como el tiempo de
retardo en el cambio de secuencia, tiempo de retardo en el
cambio de canal o funciones de coste para la calidad entregada.
Finalmente la funcio´n de preferencia conjunta quedarı´a como
sigue:
QoE =
√
d1(QoEV ideo) · d2(QoEAudio) (3)
La cual, evaluada para la expresio´n dada en el apartado IV-
B. proporciona los gra´ficos de contorno mostrados en la
figura 5.
Llegados a este punto conviene destacar que la funcio´n
de preferencia reflejada en 3 satisface de manera implı´cita
las premisas del modelo de calidad presentado en [17]: se
trata de un modelo multiplicativo, multim al, dependiente
del tipo de contenido y permite modelar dina´micamente el
comportamiento de los usuarios frente a distintos niveles de
degradacio´n de calidad.
De acuerdo con las figuras, tanto el retardo como la pe´rdida
de paquetes son los que ma´s influyen en el nivel de calidad
o´ptimo para la respuesta combinada de vı´deo y audio para un
ratio de codificacio´n dado (a´reas cuadradas). Hay que sealar
que cuanto ma´s alto es el ratio de codificacio´n, ma´s restrictivas
se vuelven las condiciones.
A. Gestio´n de QoE en tiempo real
La me´trica de calidad de vı´deo y audio combinados -QoE-
como se definio´ en la expresio´n3 proporciona una expresio´n
cuantitativa para desarrollar procedimientos de gestio´n de
servicio basados en me´tricas de red observables para controla
la calidad proporcionada en servicios multimedia como vı´deo
bajo demanda. A continuacio´n mediante un caso de estudio se
muestra co´mo una sesio´n multimedia establecida se gestiona
en te´rminos de calidad proporcionada.
Supongamos que un usuario esta´ recibiendo una pelı´cula
codificada a 3500 Kilobits/s mediante H.264/AVC. Esto con-
stituye un caso tı´pico para un flujo que cumple el perfil
ISMA de tipo-3. Segu´n las me´tricas de red obtenidas para
algu´n proceso de monitorizacio´n de red (bien sean pruebas de
red, dispositivos de encaminamiento o informes RTCP -Real
Time Control Protocol-) las operaciones y el departamento de
mantenimiento determinan que las condiciones de red actuales
son PLR = 0.06 % y Retardo = 30 ms. Como se puede ver en
el gra´fico de contornos central representado en la figura 5, el
estado de la sesio´n real esta´ en P1 y por tanto el usuario esta´
recibiendo un nivel de calidad cercano a las cero distorsiones.
Como resultado de la congestio´n de la red, debida al
aumento de la demanda por algu´n evento especial, el grado
de operacio´n pasa abruptamente a presentar ratios de pe´rdidas
de paquetes mayores y comienzan a producirse retardos que
causan la degradacio´n de la calidad, representada por P2. La
primera medida posible que se puede tomar para restaurar
el servicio a la situacio´n anterior serı´a proporcionar recursos
extra (tales como mecanismos de provisio´n de QoS, clu´sters
de servidores, etc) para reducir tanto el retraso como la pe´rdida
de paquete . Otra alternativa fa tible serı´a imponer control de
admisio´n limitando accesos de usuarios adicionales al servicio
o incluso rechazando algunos usuarios existentes (por ejemplo
abonados de niveles no garantizados). En nuestra opinio´n,
estos dos mecanismos previos para afrontar la degradacio´n
de la calidad son en la pra´ctica difı´ciles de implementar: el
primero es te´cnicamente difı´cil de poner en pra´ctica en tiempo
real y el segundo es demasiado intrusivo.
Una tercera alternativa consiste en degradar el ratio de
codificacio´n de bits de las sesiones realiza´ndolo en un punto
especı´fico del tiempo para restaurar la calidad a niveles
o´ptimos, representado por P3. Esta alternativa permite restau-
rar el servicio sin ningu´n recurso extra y sin que los usuarios
lo noten. Adema´s, reduciendo la cantidad de informacio´n
proporcionada ayuda a estabilizar la red y se necesita menos
banda ancha para proporcionar el contenido. Hay que indicar,
sin embargo, que para algu´n tipo de contenido como pelı´culas
de alta definicio´n o eventos deportivos, reducir el ratio de vı´deo
puede no ser aceptable para algunas audiencias sensibles. Este
desarrollo es similar al propuesto en [20].
Otra forma de afrontar la degradacio´n del servicio es me-
diante el denominado cambio de versio´n en la que una sesio´n
multimedia establecida en cierto momento comienza a recibir
contenidos que esta´n codificados de otra forma. La reduccio´n
del ratio de bits puede considerarse un caso simple de cambio
de versio´n. La seleccio´n del esquema de codificacio´n ma´s
adecuado depende sobre todo de las caracterı´sticas especı´ficas
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Para la variable -QOV- se especifica un valor máximo de 15 distorsiones 
admisibles para una secuencia de 2 minutos de duración, por el contrario para la 
variable QoA el valor máximo admisible es de 3 distorsiones. Se observa como, 
en función del parámetro s, es posible ajustar las curvas de preferencia en 
función del comportamiento de los usuarios permitiendo incorporar la mayor o 
menor sensibilidad de los usuarios a cada variable de respuesta. A juzgar por la 
documentación existente los humanos somos especialmente sensibles a las 
variaciones de audio, esto nos lleva a seleccionar un valor de s=3.0 para la 
respuesta de audio -QoA- y de s=0.3 para la respuesta de video -QoV-. 
 
Este último punto en realidad incorpora la componente subjetiva de los usuarios 
que visualizan los contenidos y por tanto es susceptible de múltiples 
interpretaciones, esta es quizás la mayor ventaja de este tipo de sistemas de 
optimización: el permitir de manera sencilla especificar las preferencias de los 
usuarios de manera independiente para cada variable de respuesta. Finalmente 
la función de preferencia conjunta quedaría como sigue: 
 
D={d1(QoV(PLR,DV,CODVideo))*d2(QoA(PLR,DV,CODVideo))}^1/2 
 
Evaluando la función (referencia a ecuación D) obtenemos las figuras (refeencia 
a figurones) y los correspondientes diagramas de contorno (refeencia a 
contornones) para cada tipo de codificación MPEG2 y MPEG4 
Fig. 4. Funciones de preferencia para las variables de respuesta QoEV ideo y QoEAudio. Tipo de contenido deportes
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Fig. 5. Diagrmas de contorno para la funcio´n de pref renci conjunta de H.264/AVc sobre RTP. Contenido Noticias
de la red y de si el proveedor del serv cio tiene control para
la provisio´n de mecanismos de QoS. El procedimiento de
cambio de versio´n se puede realizar en tiempo real gracias
a la existencia de SP y SI-Frames [34].
En el caso de redes subyacentes que proporcionen mecan-
ismos de calidad de servicio (QoS) avanzados tales como
Servicios Diferenciados [35] o cualquier forma de descarte de
paquetes selectivo, serı´a posible codificar los contenidos multi-
media en diversos subflujos conteniendo cada uno informacio´n
cada vez ma´s importante para el proceso de decodificacio´n.
Este esquema de codificacio´n, denominado particionado de
datos, permite una degradacio´n del servicio gradual mediante
descarte selectivo de los subflujos menos relevantes para el
proceso de decodificacio´n.
VI. CONCLUSIONES
Este trabajo define un me´todo estadı´stico para caracterizar
el comportamiento de los sistemas multimedia proporcionados
sobre redes IP. Al mismo tiempo, incorpora, mediante fun-
ciones de utilidad, la percepcio´n de los usuarios para permitir
servicios multimedia orientados al usuario.
Nuestra propuesta define un procedimiento de adaptacio´n en
servicios multimedia capaz de asegurar la calidad entregada a
los usuarios finales.
El modelo de utilidad contemplado es multimidal en el
sentido de contemplar mu´ltiples factores, fundamentalmente
vı´deo y audio, constituyentes de la percepcio´n final de los
usuarios
Debido a que el esquema propuesto se basa en me´tricas
de red observables y controlables, es posible para los op-
eradores de red monitorizar y controlar en tiempo real la
calidad proporcionada a sus abonados. Como lı´neas de trabajo
futuras del desarrollo propuesto consideramos especialmente
interesante profundizar en te´cnicas de control del servicio
basadas en realimentacio´n en el espacio de estados, de este
modo serı´a posible calcular el impacto del nu´mero de accesos
concurrentes al servicio o asignar de forma dina´mica los
recursos necesarios para la prestacio´n del servicio.
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Resumen
El proyecto AQUASOL constituye en la actuali-
dad uno de los objetivos ma´s ambiciosos dentro de
la tecnolog´ıa de desalacio´n de agua de mar, utili-
zando como fuente de energ´ıa la radiacio´n solar.
Dicho proyecto, financiado por la Unio´n Europea,
coordinado por CIEMAT y en desarrollo en la Pla-
taforma Solar de Almer´ıa, estudia el proceso de
produccio´n de agua destilada mediante energ´ıa so-
lar, con el objetivo fundamental de minimizar los
costes y el uso de energ´ıas fo´siles de apoyo. Como
toda planta de produccio´n, es necesario conocer el
comportamiento de los distintos subsistemas que la
forman para desarrollar te´cnicas de control apro-
piadas y que mejoren la eficiencia energe´tica glo-
bal del proceso de desalacio´n. Uno de los objeti-
vos fundamentales ha sido el desarrollo de mode-
los dina´micos derivados de primeros principios, de
cada uno de los subsistemas, su posterior calibra-
cio´n e interconexio´n para formar el modelo com-
pleto. En este trabajo se presentan los resultados
preliminares, en materiade modelado dina´mico y
calibracio´n, de cada uno de los subsistemas.
Palabras clave: modelado, control, energ´ıa solar
1. INTRODUCCIO´N
El proyecto AQUASOL consta de una planta de
desalacio´n del tipo multi efecto acoplada a un
campo de colectores tipo CPC [1]. Mediante el uso
de la energ´ıa solar se desea obtener una tempera-
tura del agua de alimentacio´n adecuada y, de esta
forma asegurar la produccio´n de agua desalada.
Como todo proceso de produccio´n con un objeti-
vo comercial, es importante minimizar los costes
asegurando un nivel de producto o´ptimo. Es en es-
te a´mbito donde se hace ba´sico el uso de te´cnicas
de control adecuadas que respeten las restriciones
que cada sistema muestra. Para ello, es importan-
te caracterizar cada uno de los subsistemas de los
que esta´ compuesta la planta y modelar la dina´mi-
ca que en ellos se presenta.
En la primera seccio´n de este trabajo se mues-
tra una visio´n general de la motivacio´n que con-
lleva el uso de te´cnicas de control en el proyecto
AQUASOL. Con el objetivo de desarrollar dichos
controladores, se explican los modelos ba´sicos de-
sarrollados en el siguiente apartado. Por u´ltimo se
muestran los resultados obtenidos de los modelos
en distintos d´ıas de ensayo.
2. MOTIVACIO´N DEL USO DE
TE´CNICAS DE CONTROL
Con el objetivo de poner en funcionamiento la
planta, es necesario definir los lazos de control
ba´sicos de operacio´n as´ı como dispositivos de
emergencia que impidan el paso por puntos de
operacio´n con riesgos. Una vez que el sistema se
encuetra en disposicio´n de poder trabajar manual-
mente bajo la supervisio´n de operadores, pueden
disen˜arse lazos de control que optimicen la pro-
duccio´n.
Uno de los posibles riesgos que existe en la planta,
es las temperaturas extremas que sufren los colec-
tores. En concreto, es importante que la tempe-
ratura en el campo no baje demasiado durante la
noche y evitar as´ı la congelacio´n de los colectores.
Actualmente hay implementado un dispositivo de
emergencia mediante una ma´quina de estados que
hace poner en funcionamiento la bomba del campo
solar cuando se detecta una temperatura inferior a
la mı´nima definida. Dicha bomba extrae el agua de
los tanques de almacenamiento que esta´n a tem-
peraturas superiores, y actu´a durante un tiempo
determinado hasta que se completa la renovacio´n
del agua en la totalidad del campo. A simple vista
este lazo no muestra ninguna complejidad mayor,
pero es necesario hacer un estudio de la dina´mi-
ca del campo con el fin de encontrar la relacio´n
caudal-tiempo de funcionamiento de la bomba y
as´ı reducir el consumo energe´tico de la misma. Un
caso similar al anterior es el riesgo de evaporacio´n
del agua en el campo por altas temperaturas que
obligan a circular caudal con el objetivo de bajar
la temperatura, pero intentando reducir los costes
energe´ticos.
Por otra parte, segu´n los fabricantes de los colecto-
res, para obtener el ma´ximo rendimiento del cam-
po solar tiene que existir un incremento de tem-
peratura entre la entrada y la salida del campo
de 10oC. Segu´n sus especificaciones se disen˜o una
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ma´quina de estados de forma que si la temperatu-
ra del campo supera en ma´s de 8oC la de entrada,
la bomba del campo se para y volvera´ a arrancarse
cuando la diferencia sea menor de 3oC. Con este
mecanismo no es posible trabajar continuamente
en el punto de operacio´n o´ptimo, sino que e´ste se
alcanza a intervalos. Es por ello por lo que un mo-
delo del campo solar se hace indispensable para
poder desarrollar te´cnicas de control que aseguren
la operacio´n sobre el punto de trabajo definido.
Por u´ltimo, uno de los factores que afecta a la pro-
duccio´n de agua destilada es la temperatura de
entrada al primer efecto. Por ello es importante
obtener la dependecia de esta variable en funcio´n
de las perturbaciones relacionadas.
3. MODELOS DE LA PLANTA
AQUASOL
La planta AQUASOL (figura 1) esta´ formada por
una planta de desaladora multi efecto (MED) [5]
que recibe agua de alimentacio´n procedente de un
tanque de agua primario. Dicho tanque esta´ conec-
tado en serie a un tanque secundario del que fluye
agua hacia el campo solar. Tras elevarse la tem-
peratura del agua mediante energ´ıa solar, el fluido
retornara´ al tanque primario o secundario depen-
diendo de la temperatura que se desee alcanzar en
el tanque primario. Existe adema´s una bomba de
absorcio´n de doble efecto (BADE) [5] para asegu-
rar la continua operacio´n de la planta.
En esta seccio´n se muestra brevemente el mode-
lo desarrollado en el campo solar para obtener la
temperatura de salida, el modelo de los tanques
de almacenamiento para estimar la temperatura
de entrada al primer efecto de la planta MED,
y el modelo del intercambiador del primer efecto
para conocer la temperatura de salida del primer
efecto.
       CPC
Agua de mar
MED
Salmuera Destilado
CAMPO SOLAR
Primario
Tanque Tanque
Secundario
BADE
Efecto 1
Figura 1: Esquema de la planta AQUASOL
3.1. MODELO DEL CAMPO SOLAR
Con el objetivo de alcanzar equilibrio hidra´ulico
en el campo de colectores, los 252 CPCs esta´n di-
vididos en cuatro filas de 63 colectores. Dentro de
cada fila, los colectores esta´n comunicados en pa-
ralelo por grupos de nueve, que a su vez tienen
conexiones en serie y paralelo por grupos de tres
como se muestra en la figura 2.
Tin To
Tog
Tin(t− dtin)
Figura 2: Campo Solar
En el modelo del campo solar se considera que
un grupo de nueve colectores es equivalente a un
hipote´tico tubo con una longitud, Leq, tres ve-
ces la de los tubos reales que los colectores po-
seen Lo, Leq = 3Lo. Adema´s, el flujo ma´sico
de entrada a dicho grupo, m˙eq, es una fracio´n
del flujo ma´sico total que entra al campo m˙F ,
m˙eq = m˙F · (4 · 7 · 7 · 3)
−1.
El comportamiento dina´mico de dicho tubo equi-
valente de colector puede ser determinado median-
te un modelo no lineal de para´metros distribuidos
basado en ecuaciones diferenciales.
ρ · Cp · A ·
∂Tog
∂t
= I · η · C ·G−H(T¯ − Ta)
−ρ · Cp · m˙eq(t) ·
Tog − Tin(t− dtin)
L
(1)
T¯ =
Tog + Tin(t− dtin)
2
(2)
donde Tog es la temperatura de salida en un grupo
de nueve colectores y T in la temperatura de en-
trada al campo. Adema´s estas ecuaciones tienen
en cuenta caracter´ısticas geome´tricas del tubo de
colector (apertura G, seccio´n transversal A, longi-
tud L), propiedades del metal (concentracio´n C)
y del fluido (densidad ρ, capacidad calor´ıfica Cp),
radiacio´n I y coeficiente global de transferencia de
calor H. Es importante sen˜alar que entre el sensor
de temperatura en la entrada del campo solar y
la entrada a un grupo de nueve colectores hay un
retardo temporal, dtin, que var´ıa dependiendo de
la velocidad del fluido. Es posible modelar este re-
traso utilizando la distancia l1 que el fluido tiene
que recorrer para llegar a la entrada del tubo de
colector [3]:
l1 =
∫ dtin
0
v(t)dt (3)
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Discretizando la ecuacio´n en tiempos de muestreo,
l1 =
Ts
S
∑
f(i) (4)
donde f es el caudal del agua en la entrada del
campo de colectores. De esta forma, conociendo
l1 es posible calcular el retardo existente entre los
dos puntos debido a la velocidad del fluido en los
instantes anteriores.
Para obtener la temperatura de salida del campo
de colectores (To) debe ser considerado otro retar-
do en la temperatura de salida del grupo de nue-
ve colectores(Tog) que depende del flujo ma´sico al
igual que ocurr´ıa con la temperatura de entrada.
To = Tog(t− dto) (5)
El te´rmino de las pe´rdidas te´rmicas globales pue-
de ser representado por un polinomio de segundo
grado con (Tm − Ta) como variable independiente
[2]. Con el objetivo de simplificar el modelo, es-
te te´rmino se ha asumido constante con un valor
obtenido experimentalmente en distintos d´ıas de
operacio´n.
3.2. TANQUES DE
ALMACENAMIENTO
Mediante balances de masa y energ´ıa es posible
obtener un modelo en espacio de estados de cuar-
to orden. Para ello se supone despreciable los efec-
tos de estratificacio´n, pudiendo por tanto definir
una u´nica temperatura en cada tanque. Adema´s,
las pe´rdidas te´rmicas se supondra´n despreciable
como primera aproximacio´n. Las variables de es-
tado son los niveles y temperaturas en los dos tan-
ques (L1, L2, T1, T2), y como salida del modelo se
obtiene la temperatura de entrada al primer efec-
to de la planta MED (TiM ). Por tanto, el modelo
de los tanques es representado mediante dos fun-
ciones F y G que dependen no linealmente de las
variables de estado x y las entradas u:
x˙ = F (x, u) (6)
y = G(x, u) (7)
donde u = (m˙F , m˙ref , m˙D, m˙21, γ, ToM , TD).
L˙1 =
1
ρA
[−m˙F + m˙21 + γm˙ref − m˙D] (8)
L˙2 =
1
ρA
[m˙F − m˙21 − γm˙ref + m˙D] (9)
T˙1 =
1
ρAL1
[−T1(m˙21 + γm˙ref ) + (10)
m˙21T12 + γm˙refToM ]
T˙2 =
1
ρAL2
[−T2(m˙F + m˙D − m˙21) + (11)
m˙FTF + m˙DTD − m˙21T12]
El agua de entrada es una mezcla entre el agua
procedente del tanque primario y el retorno de la
propia celda (figura 3).
TiM = γT2 + (1 − γ)ToM (12)
Estas ecuaciones tienen en cuenta los flujos
ma´sicos en el campo solar, MED y BADE
(m˙F , m˙ref , m˙D), as´ı como el flujo ma´sico entre los
dos tanques m˙21. El para´metro γ se encuentra en
el rango [0,1] y es utilizado para modelar la re-
gulacio´n de la va´lvula. Dependiendo de las condi-
ciones de operacio´n, la variable T12 puede variar
entre T1 y T2 en cada iteracio´n. Por u´ltimo ToM es
la temperatura de salida del primer efecto y que
en la seccio´n siguiente se modela. Hay que tener
en cuenta que el flujo entre los tanques m˙21 es
una variable algebraica que depende de los niveles
de los tanques y propiedades termodina´micas del
fluido [4].
3.3. PRIMER EFECTO DE LA
PLANTA MED
La planta MED esta´ conectado a un sistema de
inyectores que hace que en la primera celda se
trabaje en condiciones de saturacio´n. Por tanto,
la temperatura en la primera celda (Tcell1) es la
temperatura de saturacio´n. Aplicando un balance
de calor en estacionario es posible estimar la tem-
peratura de salida del agua en la primera celda
ToM .
V2 P2
 TO TK1
Sea water
MED PLANT Effect 1
 FROM TK2
Figura 3: Primer efecto de la planta MED
m˙ref · cp · (TiM − ToM ) = k · A(Tm − Tcell1) (13)
Tm =
TiM + ToM
2
(14)
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donde el para´metro k es el coeficiente de trans-
ferencia de calor global. Hay que sen˜alar que el
producto k ·A ha sido evaluado experimentalmen-
te, y que el modelo supone que la temperatura
del metal (Tm) es la media entre los valores de la
temperatura del agua a la entrada (TiM ) y salida
(ToM ) del primer efecto.
4. RESULTADOS
Los resultados de los modelos son mostrados para
el caso de distintos d´ıas de operacio´n trabajan-
do u´nicamente con el campo solar como medio de
aporte energe´tico.
4.1. MODELO DEL CAMPO SOLAR
En la figura 4 se observan las perturbaciones para
el d´ıa 06/03/06 en el que, aunque la radiacio´n no
presenta variaciones relevantes, se actuo´ sobre la
bomba para conseguir diferentes escalones en cau-
dal. Adema´s, la temperatura de entrada del campo
presenta un escalo´n que corresponde con la puesta
en funcionamiento de la planta MED.
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Figura 4: Perturbaciones
Es posible comparar la temperatura que el modelo
predice con los valores reales mediante la gra´fica
5. Se observa que ambas curvas siguen una misma
dina´mica en funcio´n de los cambios en las pertur-
baciones y no presentan un retardo importante.
4.2. MODELO DE LOS TANQUES DE
ALMACENAMIENTO
En el caso de los tanques de almacenamiento, las
perturbaciones que se muestran en la figura 6 son
el caudal en el campo solar, regulacio´n de la va´lvu-
la de mezcla γ y el caudal de entrada y tempera-
tura de salida en primer efecto de la MED.
En los instantes iniciales, figura 7, el modelo no se
ajusta a los valores reales debido a que la planta
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Figura 5: Temperatura de salida del campo solar
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MED no esta´ en funcionamiento. En esos instan-
tes el caudal que circla es nulo y, por tanto, la
temperatura de entrada al primer efecto es la de
un fluido estancado y sometido a pe´rdidas con el
ambiente.
En el instante en el que empieza a circular caudal
a trave´s del primer efecto, la temperatura sube en
funcio´n de la regulacio´n de la va´lvula y la tempe-
ratura de salida.
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Figura 7: Temperatura de entrada al primer efecto
de la planta MED
4.3. MODELO DEL PRIMER EFECTO
DE LA PLANTA MED
Las perturbaciones mostradas en la figura 8 co-
rresponden al d´ıa 23/06/06 en el que se muestran
variaciones en forma de escalo´n en la temperatura
de entrada al primer efecto. Es por ello por lo que
la temperatura de salida (figura 9) tiene tambie´n
una dina´mica de escalones. Las diferencias que se
observan en las curva del modelo respecto a la real,
se localizan al producirse los cambios en la tempe-
ratura de entrada. Estas discrepancias son debidas
al controlador PI que regula dicha temperatura
de entrada actuando sobre la va´lvula reguladora,
y tienen su origen en la simplificacio´n realizada
a la hora de escoger un modelo estacionario y no
dina´mico.
5. CONCLUSIONES Y
TRABAJOS FUTUROS
Este trabajo presenta el estado actual de las tareas
de desarrollo de modelados dina´micos de la planta
de desalacio´n basada en energ´ıa solar del proyecto
AQUASOL, desarrollado en la Plataforma Solar
de Almer´ıa. El objetivo de estos modelos es el de
servir como base de controladores avanzados que
permitan optimizar la eficiencia de dicha planta
en diferentes condiciones de operacio´n.
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Se han descrito los submodelos para el campo de
colectores, tanques de almacenamiento y primer
efecto de la planta MED que se han estudiado has-
ta el momento para una vez finalizada la valida-
cio´n, englobarlos en un u´nico modelo que simule
la planta en su totalidad.
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Resumen 
 
El presente artículo describe varios novedosos algo-
ritmos para la estimación on-line del Jacobiano de la 
imagen. Se ha aplicado exitosamente para tareas de 
seguimiento de un sistema articular no calibrado y 
con tres grados de libertad, empleando dos cámaras 
fijas en el espacio y débilmente calibradas. Los algo-
ritmos propuestos se han mostrado especialmente 
robustos cuando las características de la imagen se 
calculan con un nivel de ruido medio, y los resulta-
dos obtenidos superan claramente a los hallados con 
los algoritmos existentes en la literatura especializa-
da. 
 
Palabras Clave: Jacobiano de la Imagen, control 
visual dinámico, sistema no calibrado, matriz funda-
mental. 
 
1 INTRODUCCIÓN 
 
La realización de tareas por parte de los sistemas 
robotizados en entornos estructurados con presencia 
de objetos cuya posición y orientación es perfecta-
mente conocida, es un problema suficientemente 
estudiado en la actualidad [9]. Sin embargo, la reali-
zación de tareas en entornos no estructurados o di-
námicos presenta numerosas dificultades aún no 
suficientemente resueltas. Un sistema sensorial de 
visión es capaz de aportar una información extrema-
damente útil en estos entornos puesto que ofrece 
información acerca de cuáles son los objetos presen-
tes en la escena de trabajo y además y quizás más 
importante, permiten determinar de una forma sufi-
cientemente precisa su posición, orientación, y velo-
cidad. 
 
Con el nombre de control visual se agrupan todas las 
técnicas que utilizan la información proporcionada 
por sensores visuales (por ejemplo, cámaras) en el 
control de robot o sistemas articulares.  En los últi-
mos años ha sido objeto de múltiples estudios, exis-
tiendo en la literatura especializada interesantes sur-
veys como los descritos en [2] , [7] y [8]. La princi-
pal clasificación entre los sistemas que emplean con-
trol visual radica en el propio esquema de control. 
Así existe el Control Visual Basado en Posición 
(PBVS) donde la señal de error y la ley de control se 
expresan en referencias cartesianas en función de la 
posición y orientación deseadas y medidas. También 
se le conoce como 3D visual servoing. Por el contra-
rio en el Control Visual Basado en Características 
(IBVS) la señal de error y la ley de control se expre-
san en el plano de la imagen en función de las carac-
terísticas visuales deseadas y medidas. Se le conoce 
en la literatura como 2D visual servoing. Implica el 
cálculo del llamado Jacobiano de la imagen, que 
relaciona linealmente la variación de las característi-
cas visuales con la variación del sistema articular. 
Dicho Jacobiano puede ser calculado analíticamente 
o se puede obtener mediante una estimación.  El 
PBVS posee como ventajas un control desacoplado, 
la ausencia de singularidades, y un mejor control de 
la trayectoria de la cámara, imprescindible en entor-
nos complejos. El IBVS presenta como ventajas un 
conocimiento menor del modelo tridimensional del 
entorno, una menor sensibilidad al ruido y a los erro-
res de calibración y una mejor precisión.  
 
Este artículo presenta un método para la estimación 
del Jacobiano on-line con dos cámaras fijas obser-
vando la escena, sin necesidad de requerir la calibra-
ción euclídea de las cámaras ni la calibración cine-
mática del sistema articular. Su principal novedad 
radica en incorporar la información de la llamada 
calibración débil o calibración proyectiva obtenida 
mediante el cálculo de la matriz fundamental, lo que 
permite una estimación más robusta ante el ruido 
presente en la detección de las características visua-
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les. La tarea propuesta en las pruebas realizadas es 
conseguir que las características visuales, centroides 
de la proyección de unos puntos, cumplan unas espe-
cificaciones impuestas. Más detalles están expuestos 
en González  [5] y Sebastián [13]. 
 
El artículo se estructura en los siguientes apartados: 
Tras la presente introducción, en el apartado segundo 
se detallan la nomenclatura y los conceptos teóricos 
utilizados en el artículo. En el apartado tercero se 
exponen los algoritmos novedosos propuestos, mien-
tras que en el apartado cuarto se describe el entorno 
utilizado en las pruebas y los resultados obtenidos, 
para por último en el apartado quinto se destacan las 
conclusiones obtenidas. 
 
2 JACOBIANO  DE  LA  IMAGEN 
 
Supóngase que se observa un sistema articular o 
robot desde una o varias vista fijas. Sea 
T
1 2 pr r r =  r   el vector de dimensión p que 
representa la posición del efector final en un sistema 
de coordenadas cartesiano. Sea 
[ ]T1 2 nq q q=q   el vector de dimensión n que 
representa la posición articular del robot. Sea 
[ ]T1 2 ms s s=s   el vector de dimensión m que 
representa las características de las imágenes  (por 
ejemplo las coordenadas de un punto en una o varias 
imágenes). 
 
La relación entre la velocidad articular del robot 
[ ]T1 2 nq q q=q    y su correspondiente veloci-
dad en el espacio de la tarea 
T
1 2 pr r r =  r    , 
se expresa en términos del Jacobiano del robot rqJ , 
como rq=r J q  . La relación entre la velocidad de las 
características [ ]T1 2 ms s s=s     y la velocidad 
en el espacio de la tarea se expresa como sr=s J r  . 
 
La velocidad de las características de la imagen se 
puede relacionar directamente con las velocidades 
articulares en términos de un Jacobiano compuesto, 
conocido como Jacobiano visual-motor ([3] y [14]): 
  
JJJJqqJs ==














∂
∂
∂
∂
∂
∂
∂
∂
== rqsrsq
m
1
m
n
1
1
1
sq   con  
qn
s
q
s
q
s
q
s





 
(1)
La determinación analítica de esta matriz no es senci-
lla. Es necesario destacar que en su cálculo intervie-
nen: los parámetros intrínsecos de la calibración de la 
cámara (distancia focal, coordenadas centrales de la 
imagen), la reconstrucción tridimensional del punto o 
una aproximación (coordenada Z ), la calibración 
cinemática de la cámara (relación entre las coordena-
das de la cámara y el origen articular), y la calibra-
ción cinemática del robot. La mayoría de los trabajos 
previos en control visual suponen conocidos la es-
tructura y los parámetros del sistema, o que los pa-
rámetros pueden identificarse en un proceso off-line.  
Un esquema de control con identificación de paráme-
tros off-line no es robusto ante perturbaciones, cam-
bio de parámetros, y entornos desconocidos. El con-
trol visual basado en imagen sin calibración consiste 
en la estimación dinámica del Jacobiano visual-motor 
durante el movimiento. 
 
2.1 ESTIMACIÓN DEL JACOBIANO 
 
La literatura especializada recoge cuatro métodos 
para la estimación del Jacobiano descrito en (1) ([3] y 
[14]). En todos los casos se parte de un Jacobiano 
inicial obtenido al realizar n pequeños movimientos 
linealmente independientes. 
 
2.1.1 Estimación basada en los últimos movi-
mientos 
 
Si se representa respectivamente el incremento de 
características de la imagen y del movimiento articu-
lar por  k k k 1−∆ = −s s s  y por k k k 1−∆ = −q q q  y se 
supone que el Jacobiano de la imagen es constante 
durante  n movimientos, entonces el Jacobiano puede 
definirse como la matriz que satisface simultánea-
mente n movimientos:  
 
1 1k n k n
T
k
k k
− + − +∆ ∆   
   
=   
   ∆ ∆   
s q
J
s q
   (2)
 
Este método puede presentar problemas si los movi-
mientos articulares se producen en la misma direc-
ción, algo que puede ser bastante normal. En estos 
casos se obtiene una matriz mal condicionada, con 
todos los problemas que ello conlleva. Zutanito en 
[14] resuelve el problema detectando cuándo se pro-
duce esta situación y añadiendo pequeños movimien-
tos exploratorios.  
 
2.1.2 Método de Broyden 
 
En este método el Jacobiano se estima de forma re-
cursiva, a partir del anterior Jacobiano, añadiendo la 
información del último movimiento. Con respecto al 
anterior método tiene la ventaja de aglutinar la in-
formación de todos los movimientos. La ecuación 
para el método de Broyden ([11] y [1]) es: 
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(3)
siendo kkk sse −=
*  el error en las características de 
la imagen, y *ks  las características deseadas. 
 
2.1.3 Mínimos cuadrados recursivos (RLS) 
 
En este método el Jacobiano es estimado recursiva-
mete por medio del algoritmo de mínimos cuadrados 
([11] y [1]). La fórmula que define el Jacobiano es: 
 
kk
T
k
k
T
kkk
k
k
kk
t
t
qPq
PqqJee
JJ
∆∆+
∆




 ∆−∆
∂
∂
+∆−
+=
−
−−
−
1
11
1 λ
(4)
 
Donde 
 
T
k 1 k k k 1
k k 1 T
k k 1 k
P q q P1P P
q P q
− −
−
−
 ∆ ∆
= − λ λ + ∆ ∆ 
 (5)
 
Las prestaciones del método dependen del parámetro 
λ , que varía en el rango entre 0 y 1, y pondera los 
movimientos previos. Permite un compromiso entre 
la información suministrada por todos los antiguos 
movimientos y los nuevos datos, posiblemente co-
rruptos por el ruido. En presencia de ruido moderado, 
valores de  λ  cercanos a 0.9 son usados normalmen-
te.  
 
2.1.4 Filtro de Kalman 
Otra forma de estimar recursivamente el Jacobiano es 
utilizando el filtro de Kalman  ([12]). El sistema es 
modelado utilizando variables de estado como: 
 
υ



x x
y C x
k+1 k k
k k k k
= +
= +
η
 (6)
 
Donde ,υk kη  son respectivamente el ruido del estado 
y de la medida, x  es un ( )mn 1×  vector formado por 
la concatenación de los elementos de las filas del 
Jacobiano: 
 
T
1 2 ms s s
q q q
 ∂ ∂ ∂
= 	 
∂ ∂ ∂ 
x   (7)
 
Donde i
s
q
∂
∂
 es la i-th fila del Jacobiano kJ . El vector 
de medida es:  
 
k1k1k ssy −= ++  (8)
 
Siendo la matriz kC   el incremento articular. 
 
T
k
k
T
k
q 0
0 q
 ∆
 
=  
 ∆ 
C   (9)
 
Las ecuaciones del filtro de Kalman son: 
 
[ ]
[ ]
k 1 k
1T T
k 1 k 1 k k k 1 k
k 1 k 1 k k 1
k 1 k k 1 k 1 k k
P P R
K P C C P C R
P I K C P
ˆ ˆ ˆx x K y C x
η
υ
−
+
−
− −
+ + +
−
+ + +
+ + +
= +
 = + 
= −
= + −
 (10)
 
 
Donde kP  es la matriz de covarianza en el momento  
k, k 1P
−
+  es la predicción de kP , R ,Rη υ  son las matri-
ces de covarianza del estado y de la medida respecti-
vamente y k 1K +  es la ganacia de Kalman. 
 
2.2 JACOBIANO  DE  MÚLTIPLES  VISTAS 
 
Cuando se utilizan varias vistas, el visual-motor 
Jacobiano se puede definir como la concatenación de 
cada vista (más detalle en  [10] y [1]). Todos los 
Jacobianos poseen los mismos incrementos articula-
res, aunque distintas características. Si las caracterís-
ticas son las proyecciones de puntos, es posible in-
corporar la restricción epipolar en la estimación del 
Jacobiano, como se muestra en el presente artículo. 
La notación usada se describe con más detalle en la 
sección 3.2. 
 
En los trabajos previos ([13]) se comparan los resul-
tados obtenidos al estimar el Jacobiano usando una o 
dos cámaras. Los resultados muestran una importante 
mejora en el segundo caso, para cualquier método. 
En la mayoría de las aplicaciones las ventajas sobre-
pasan los posibles efectos negativos de las desventa-
jas: incremento en el coste de los equipos y en el 
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gasto computacional. Los experimentos descritos en 
el presente trabajo, se han realizado utilizando dos 
cámaras. 
 
2.3 LEY  DE  CONTROL 
 
La ley de control utilizada añade al termino propor-
cional ([11]) un término predictivo a partir de las dos 
últimas referencias según la ecuación:  
 
( )* 1**1 −++ −+−+= kkkkkk ssssJqq  (11)
 
Donde  ( ) T1T JJJJ −+ =  es la pseudo-inversa de la 
Jacobiana de la imagen. 
 
3 ALGORITMOS PROPUESTOS 
 
La línea de investigación seguida en el artículo es la 
estimación del Jacobiano basándose en los movi-
mientos ya efectuados, no necesariamente los n últi-
mos realizados. Se emplea la información visual 
suministrada por dos cámaras. Dos son las novedades 
aportadas: por un lado se ha dotado a cada movi-
miento de una fiabilidad, a fin de poder elegir entre 
los movimientos ya efectuados los más adecuados o 
fiables. Por otro se ha incorporado al cálculo del 
Jacobiano la restricción epipolar que debe de cumplir 
la proyección de un mismo punto en dos imágenes 
(apartado 3.2), lo que aumenta significativamente la 
robustez del método, como se verá en el cuarto apar-
tado. 
 
3.1 ESTIMACIÓN DE LA FIABILIDAD 
 
La matriz Jacobiana, ecuación (2), depende fuerte-
mente de la posición del punto en la imagen, por lo 
que la suposición de que es constante solo será válida 
en el entorno del punto en la imagen. Por tal motivo 
una primera posibilidad es la de potenciar positiva-
mente los movimientos ya efectuados con un peque-
ño recorrido en las características de la imagen. Sin 
embargo estos movimientos son excesivamente sen-
sibles al ruido, por lo que será necesario buscar un 
compromiso entre ambos aspectos. Igualmente pare-
cen más adecuados aquellos movimientos ya efec-
tuados que se producen en el entorno articular del 
movimiento deseado. Los algoritmos propuestos 
catalogan los movimientos ya efectuados según una 
fiabilidad que depende de dos factores, que recogen 
estos conceptos:  
 
ki i kifiabilidad Factor1 / Factor2=  (12)
 
Donde el subíndice k representa el último movimien-
to efectuado y el subíndice i variará entre los movi-
mientos ya efectuados que hayan sido almacenados. 
Es necesario destacar que el Factor1i depende sólo 
de los movimientos ya efectuados, mientras que en el 
Factor2ki también interviene el último movimiento 
efectuado.  
 
El Factor1i potencia movimientos en los que las 
características varían dentro de un rango: no son muy 
grandes para que el Jacobiano se pueda considerar 
constante ni son muy pequeños para que no sean muy 
sensibles al ruido. La fórmula empleada es: 
 
( )
R
F
Fabs
11Factor
i
i
+
−∆
=
s
 
(13)
 
Donde R representa la estimación del error en el 
cálculo de características (por ejemplo, para 5 puntos 
detectados con precisión subpixel un valor cercano a 
1.0 píxeles), y F representa una estimación del 
máximo incremento fiable en las características  para 
considerar que el Jacobiano no cambia (por ejemplo 
20 píxeles). Este factor no depende del último movi-
miento realizado, por lo que puede ser calculado y 
almacenado junto con el correspondiente movimien-
to. 
 
El Factor2ki potencia aquellos movimientos ya alma-
cenados que se han producido en el entorno articular 
del movimiento deseado, comparándose a tal fin la 
posición articular actual con el punto medio de las 
posiciones articulares ya efectuadas. Su expresión es: 
 





 +
−=
−
2
2 1iikkiFactor
qq
q  (14)
 
3.2 INCORPORACIÓN DE LA RES-
TRICCIÓN EPIPOLAR  
 
Un punto en el espacio [ ]1 TX Y Z=S , donde 
  representa coordenadas homogéneas, se proyecta 
en la primera imagen en el punto 
[ ]' ' ' 1 'Tx y= =s P S , donde 'P  representa la 
matriz de proyección (3x4) de la primera cámara. 
Este punto se proyectará en la segunda cámara en el 
punto [ ]'' '' '' 1 ''Tx y= =s P S  donde ''P  represen-
ta la matriz de proyección (3x4) de la segunda cáma-
ra. Los puntos se expresan en coordenadas homogé-
neas y se asume un modelo sin distorsión (que es 
fácilmente corregible si se conoce). La calibración 
euclídea de ambas cámaras implica el conocimiento 
de las matrices ', ''P P , algo que no se desea realizar 
en al algoritmo propuesto. 
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La proyección de un mismo punto sobre las dos imá-
genes debe de cumplir la relación: 
 
'' ' 0T =s F s   (15)
 
donde F  es una matriz (3x3) que se denomina matriz 
fundamental o restricción epipolar. Su conocimiento 
se conoce como calibración débil o calibración pro-
yectiva, y su detección es mucho más robusta que la 
calibración euclídea. Una descripción más detallada 
se puede consultar en [6] y [4]. 
 
El método propuesto considera la restricción epipo-
lar, ecuación (15), en el cálculo del Jacobiano de la 
imagen, ecuación (1).  Si las características visuales 
son centroides de puntos, y un punto en la primera 
cámara se expresa por ‘, y un punto en la segunda 
cámara se expresa por “, se tendrá el siguiente mode-
lo: 
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kkkkkk qJssqJss ∆′′+′′=′′∆′+′=′ −− 11 ;  (17)
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1 11 =
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 ′
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
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Sustituyendo en la ecuación (18) los valores obteni-
dos en las ecuaciones (17) se llega a la expresión no 
lineal para las incógnitas ( ) , ′ ′′J J : 
 
[ ] 01
1 1
1
=∆′′′+




 ′
′′∆+∆′′′∆
−
−
k
T
k
kTT
kk
TT
k qJFs
s
FJqqJFJq (19)
 
Tanto las ecuaciones lineales (2) como las ecuaciones 
no lineales (19) se han resuelto conjuntamente apli-
cando el método de Levenberg-Marquardt. 
 
3.3 GLOSARIO DE ALGORITMOS PRO-
PUESTOS 
 
En la implementación descrita en el presente artículo 
se han utilizado los siguientes algoritmos para el 
cálculo del Jacobiano de la imagen: 
 
• 3LAST: Últimos tres movimientos efectuados. 
Como el sistema articular empleado posee tres 
grados de libertad, la ecuación (2) puede ser re-
suelta utilizando los datos de solo tres movimien-
tos.  
• 3+REL: Tres movimientos más fiables entre los 
diez últimos efectuados. 
• 10LASTW: Últimos diez movimientos efectua-
dos, ponderados por su fiabilidad. La ponderación 
se introduce multiplicando cada fila de la ecua-
ción (2) por su correspondiente fiabilidad. 
• 10+REL: Diez movimientos más fiables entre los 
efectuados. 
• FUNDMAT: Diez movimientos más fiables entre 
los efectuados, con la incorporación de la restric-
ción epipolar. 
• BROYDEN:  Método de Broyden 
• RLS: Estimación recursiva mediante mínimos 
cuadrados. 
• KALMAN: Estimación recursiva mediante el 
filtro dew Kalman. 
 
Los algoritmos 3+REL, 10LASTW, 10+REL y 
FUNDMAT son originales. 
 
4 PRUEBAS EFECTUADAS 
 
En el presente apartado se describe primeramente el 
entorno de pruebas empleado y posteriormente los 
resultados obtenidos. 
 
4.1 EQUIPO EXPERIMENTAL 
 
El sistema utilizado en la realización de las pruebas 
consta de: 
 
• Un sistema articular compuesto por un posiciona-
dor de alta precisión y su controlador, modelo 
Newport MM3000 (ver Figura  1). Posee tres gra-
dos de libertad que son dos ejes de giro y un eje de 
desplazamiento, y su precisión teórica es de la mi-
lésima de grado y la milésima de milímetro. Sobre 
el último eslabón del sistema articular y en un pla-
no se han dispuesto el objeto visual a controlar, 
formado por cinco puntos negros sobre fondo 
blanco, y cuya proyección en la imagen serán las 
características empleadas en el control. 
• Un sistema de adquisición y procesamiento de 
imágenes compuesto por dos cámaras analógicas 
CV-M50 y una tarjeta de adquisición de imágenes 
Meteor II-MC de Matrox, que permite la adquisi-
ción simultánea de las dos cámaras. Las cámaras, 
fijas en el espacio de trabajo, están separadas 642 
milímetros, poseen los dos ejes convergentes hacia 
el sistema articular, y distan del mismo unos 900 
milímetros. La detección de las características vi-
suales se realiza con precisión subpíxel, y dada la 
sencillez de la imagen se estima que con un error 
menor de 0.2 píxeles. La comunicación con el 
controlador del sistema articular se realiza me-
diante un línea serie RS-232C. 
XXVII Jornadas de Automática
1340 Almería 2006 - ISBN: 84-689-9417-0
 Figura  1: Entorno de pruebas 
 
Es necesario destacar que el sistema articular es un 
sistema cerrado: una vez seleccionada una posición, 
no devuelve el control hasta que la alcanza. Esta 
forma de trabajo es inaceptable para un sistema de 
control visual que debe utilizar la información sumi-
nistrada por las cámaras lo antes posible. Para simu-
lar un comportamiento más acorde, la opción elegida 
ha sido limitar el movimiento articular, en función 
del tiempo estimado que tardaría el sistema de visión 
en adquirir y procesar las imágenes.  Por el contrario, 
la alta precisión del sistema permite mejorar la com-
paración de los métodos propuestos. 
 
4.2 OBJETIVO DE CONTROL 
 
La tarea encomendada al sistema es lograr el segui-
miento de una trayectoria previamente fijada (ver 
figura 2), a partir de la información obtenida en la 
detección de un cierto número de características 
(centroides de la proyección de puntos). Se pretende 
contrastar las prestaciones de los métodos propuestos 
en la estimación del Jacobiano usando la ley de con-
trol del apartado 2.3. 
 
Las características visuales deben de ser realizables y 
el objeto a controlar debe de ser visible desde ambos 
puntos de vista. Para asegurar esta coherencia, se ha 
optado por obtener previamente las características 
visuales, adquiriendo las imágenes en posiciones 
articulares de referencia, obtenidas mediante la gene-
ración de curvas alabeadas con parámetros aleatorios. 
Esta forma de generar las características se la conoce 
como “teach-by-showing”. Debido a la dependencia 
que presenta el Jacobiano con respecto a las caracte-
rísticas visuales y al punto en la espacio articular, se 
ha optado por encadenar un elevado número de tra-
yectorias (en concreto 50), para obtener resultados 
más representativos en el estudio comparativo de los 
algoritmos propuestos. 
 
4.3 ÍNDICES DE EVALUACIÓN 
 
Para evaluar la efectividad de cada método, se consi-
deran 3 índices, que se definen como: 
 
• Índice 0: La suma de las distancias euclídeas entre 
las características visuales actuales y las deseadas. 
Está ponderado por el número de puntos, el núme-
ro de cámaras y el número de trayectorias. 
• Índice 1: La suma de las distancias euclídeas en el 
espacio articular para el conjunto de movimientos 
efectuados, divido por mil. Está ponderado por el 
número de trayectorias. 
• Índice 2: Suma de distancias euclídeas entre las 
posiciones articulares deseadas y las obtenidas.  
Está ponderado por el número de puntos. 
 
4.4 RESULTADOS OBTENIDOS 
 
Se ha realizado un estudio comparativo entre los 
algoritmos propuestos para la estimación del Jaco-
biano. La comparación abarca tanto a características 
visuales cuyo cálculo se estima con un error menor 
de 0.2 píxeles, por lo que se considerarán sin ruido, 
como características visuales a las que se les añade 
artificialmente un ruido gaussiano con una desvia-
ción típica de 0.5 píxeles. Igualmente se analiza la 
influencia de incrementar el número de puntos o 
características visuales de 2 a 5. 
 
Así en la  
Tabla 1 se recogen los resultados obtenidos para 
todos los algoritmos, sin o con ruido, en cada uno de 
los índice definidos, y variando el número de puntos 
empleados. Los métodos que obtienen mejores resul-
tados son los de KALMAN, RLS; FUNDMAT y 
10LASTW. Añadiendo ruido, el más robusto de 
todos es el FUNDMAT, especialmente en el índice 2, 
mientras que RLS y KALMAN también muestran un 
buen comportamiento. Incrementar el número de 
puntos tiene dos efectos opuestos: Se posee más 
información para controlar el sistema, pero también 
es más difícil cumplir plenamente el objetivo pro-
puesto, por lo que causa un incremento en los índi-
ces. 
 
La Figura  2 (FUNDMAT), la Figura  3 (RLS) y la 
Figura  4 (KALMAN) representan la evolución en el 
espacio articular para cada método empleado en la 
estimación del Jacobiano. Los puntos rojos represen-
tan los puntos de referencia en la trayectoria genera-
da, y la línea azul muestra la evolución del sistema 
articular con la ley de control basada en el Jacobiano. 
Se aprecia que tanto con ruido como sin ruido, el 
mejor seguimiento se realiza con el algoritmo 
FUNDMAT. 
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Tabla 1: Valor de los tres índices, en función del número de puntos, para los algoritmos considerados. 
SIN RUIDO CON RUIDO 
 ALGO-RITMO 
2 PUNTOS 3 PUNTOS 4 PUNTOS 5 PUNTOS 2 PUNTOS 3 PUNTOS 4 PUNTOS 5 PUNTOS 
3LAST 16.6 17.9 18.6 18.5 20.4 21.8 21.5 22.1 
3+REL 16.8 18.2 18.0 17.8 17.2 21.0 19.6 22.0 
10LASTW 16.5 17.5 17.9 17.7 18.4 17.8 20.7 19.9 
10+REL 16.5 17.7 17.9 17.7 18.5 20.9 19.4 21.4 
FUNDMAT 16.5 17.5 17.7 17.6 16.6 17.7 17.9 17.7 
BROYDEN 16.4 18.2 18.7 17.8 16.9 19.6 22.8 19.0 
RLS 16.5 17.7 18.1 17.7 16.7 18.8 18.4 18.4 
IN
D
IC
E 
  0
 
KALMAN 16.0 17.3 17.7 17.6 17.4 18.0 18.7 18.5 
3LAST 3.43 3.48 3.68 3.63 2.22 2.55 2.29 2.39 
3+REL 3.68 3.47 3.44 3.42 3.60 2.45 3.66 2.40 
10LASTW 3.40 3.37 3.37 3.37 3.39 3.57 2.92 3.40 
10+REL 3.37 3.32 3.34 3.35 3.18 2.42 3.44 2.49 
FUNDMAT 3.35 3.33 3.34 3.35 3.36 3.34 3.31 3.34 
BROYDEN 3.37 3.43 3.66 3.38 3.34 2.86 3.84 3.32 
RLS 3.34 3.31 3.38 3.34 3.44 3.59 3.49 3.44 
IN
D
IC
E 
 1
 
KALMAN 3.37 3.41 3.48 3.42 3.65 3.53 3.39 3.46 
3LAST 0.77 0.98 1.84 0.99 7.08 5.70 5.34 5.55 
3+REL 0.94 0.67 0.58 0.41 1.88 5.66 1.97 5.36 
10LASTW 0.59 0.33 0.39 0.34 4.11 0.78 4.99 3.65 
10+REL 0.46 0.69 0.53 0.37 4.14 6.01 2.97 5.14 
FUNDMAT 0.42 0.50 0.38 0.29 0.45 0.60 0.45 0.29 
BROYDEN 0.38 0.80 1.60 0.45 1.42 3.64 6.19 2.38 
RLS 0.50 0.43 0.58 0.34 1.17 2.81 1.06 1.17 
IN
D
IC
E 
  2
 
KALMAN 0.21 0.42 0.62 0.56 3.45 1.63 1.73 1.58 
 
  
Figura  2: Evolución en el espacio articular para cinco puntos con el algoritmo FUNDMAT, sin y con ruido añadido 
  
Figura  3: Evolución en el espacio articular para cinco puntos con el algoritmo RLS, sin y con ruido añadido 
  
Figura  4: Evolución en el espacio articular para cinco puntos con el algoritmo KALMAN, sin y con ruido añadido 
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5 CONCLUSIONES 
 
La estimación on-line del Jacobiano de la imagen es 
un método flexible y versátil para el control visual 
de una estructura articular pues aísla los resultados 
obtenidos de los errores producidos en la calibra-
ción de la cámara y en la calibración del sistema 
articular. Estos aspectos son especialmente críticos 
en muchas aplicaciones. Los algoritmos propuestos 
en el presente artículo introducen tanto el concepto 
de fiabilidad como la inclusión de la restricción 
epipolar en la estimación del Jacobiano. Este aspec-
to no ha sido tratado por otros autores, y aumenta la 
robustez de la estimación cuando las características 
se detectan con un moderado nivel de ruido. El 
conocimiento de la matriz fundamental no es una 
dificultad relevante, pues su cálculo es mucho más 
simple, robusto y fiable que la completa calibración 
de las cámaras y del sistema articular. 
 
Algunos aspectos no tratados en el presente artículo 
y que están siendo estudiados en la actualidad es el 
análisis de la estabilidad del sistema con una ley de 
control generada a partir de la estimación del Jaco-
biano y el cálculo analítico del Jacobiano, para 
poder contrastar los resultados. Con respecto al 
primer aspecto es necesario destacar que en las 
numerosas pruebas efectuadas con ruido moderado, 
nunca el algoritmo FUNDMAT ha producido una 
inestabilidad en el sistema.  
 
Este trabajo está subvencionado por la Comisión 
Interministerial de Ciencia y Tecnología, Proyecto 
DPI2004-07433-C02-02, y por la Agencia Española 
de Cooperación Internacional (AECI) dentro del 
Programa de Cooperación Interunirvesitaria de 
2005. También se enmarca en las actividades que el 
grupo desarrolla dentro del proyecto RoboCity2030 
de la CAM, referencia S-0505/DPI/0176. 
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Resumen  
 
El conocimiento de la influencia de las fuerzas de 
corte es fundamental para el entendimiento a 
profundidad del comportamiento cinemático y 
dinámico de los procesos de mecanizado a alta 
velocidad. Los actuales sistemas de sensado de 
fuerzas durante el mecanizado, como las plataformas 
dinamométricas, solo son capaces de adquirir las 
fuerzas totales presentes lo que hace necesario un 
análisis para la separación de señales. En la 
literatura científica, es muy común analizar las 
fuerzas de corte cinemáticas como un promedio de 
los datos muestreados, sin hacer una separación real 
de  las señales que son específicas de las fuerzas de 
corte. En el presente trabajo se muestran las 
herramientas necesarias y  una metodología para 
realizar un análisis de señal que tome en cuenta la 
física del proceso más allá de un simple promedio de 
datos.       
 
Palabras Clave: Fuerzas de corte, Mecanizado a alta 
velocidad, análisis de señal, FFT, modelación. 
 
 
 
1 INTRODUCCIÓN 
 
Debido a su propia naturaleza, en el mecanizado a 
alta velocidad predominan las fuerzas dinámicas 
sobre las fuerzas de corte, a diferencia del 
mecanizado convencional donde las fuerzas 
dinámicas llegan a ser despreciables (ver figura 1). 
Las fuerzas de corte son aquellas fuerzas propias del 
proceso de mecanizado que influyen en fenómenos 
del corte asociados a la deformación del material. Las 
fuerzas dinámicas están asociadas con la oscilación 
alrededor de una posición de equilibrio del sistema 
con un valor medio típico alrededor de cero, pero que 
adicionadas a las anteriores influyen de forma 
determinante en fenómenos importantes del 
mecanizado a alta velocidad como el acabado 
superficial, desgaste de herramientas y en el 
retemblado.   
 
Los estudios profundos y confiables del proceso de 
alta velocidad requieren un análisis y separación de 
señales correspondientes a las fuerzas que son 
específicas del corte. Las plataformas 
dinamométricas, que son de los sensores más 
confiables para medir las fuerzas durante un 
mecanizado, arrojan señales correspondientes a las 
fuerzas totales presentes, por lo que es poco 
conveniente utilizar las señales originalmente 
adquiridas para el análisis profundo del proceso de 
corte.  
 
Lo expresado anteriormente, permite concluir que 
para estudiar y caracterizar, con una buena 
aproximación, la física del proceso  es necesario el 
análisis y separación de las señales de fuerza 
colectadas por los sensores. Si se quieren desarrollar 
modelos se deben de tener en cuenta estas dos 
componentes y analizar físicamente cuales son los 
fenómenos que dependen de la fuerza de corte (baja 
frecuencia) y los fenómenos que dependen de las 
fuerzas dinámicas  (alta frecuencia). 
    
Generalmente, en la literatura científica son 
utilizadas las fuerzas de corte directamente como son 
adquiridas del sensor, incluyendo en ella efectos 
dinámicos que no son propios del proceso de corte.  
Esto sucede en muchas de las aplicaciones del 
mecanizado, analizando solo algunos ejemplos 
tenemos que: En [9] se desarrolla una modelación 
para microfresado basado en fuerzas adquiridas 
directamente del sensor; de la misma manera, en [2] 
se determinan los coeficientes de corte para taladrado 
utilizando la fuerza total obtenida del sensor; 
igualmente, en [7] se desarrolló un controlador 
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borroso para torneado basado en la medición de las 
fuerzas de corte bajo las misma condiciones. 
  
También existe la tendencia a desarrollar análisis 
utilizando el promedio de las fuerzas muestreadas 
como la componente de corte o estática de las fuerzas 
sensadas [8].  En [4], se utilizó la fuerza promedio 
durante el corte como un parámetro característico 
para monitorear el estado de la herramienta.  
 
 
 
 
Figura 1: Mecanizado convencional vs Mecanizado a 
alta velocidad. 
 
 
2 METODOLOGÍA 
 
La metodología propuesta en el presente trabajo es 
mostrada en la Figura 2. Como ya se ha mencionado 
en el mecanizado a alta velocidad la señal de fuerza 
tiene una componente dinámica de magnitud mayor a 
la componente que representa la fuerza de corte. Para 
comprobar este hecho se realiza un primer análisis a 
la señal adquirida a través de la obtención de su 
espectro de Hilbert, donde se debe visualizar las 
frecuencias predominantes de la señal y su contenido 
energético. Típicamente, éstas deben ser la 
frecuencia de revolución, la frecuencia entre dientes 
y armónicas de éstas. Las ventajas que proporciona el 
espectro de Hilbert radican en el hecho de que 
permite análisis de señales no estacionarías y no 
lineales. 
 
También se realiza un análisis frecuencial más 
común basado en la generación de un espectrograma 
para verificar las características fundamentales  de la 
señal y así confirmar la información obtenida por el 
espectro de Hilbert. 
 
Hasta esta parte la metodología permite de una forma 
concluyente verificar que las frecuencias dominantes 
son la  frecuencia de revolución y la frecuencia entre 
dientes. 
 
En una segunda etapa se debe de filtrar la señal 
original para separar las señales debajo de las 
frecuencias obtenidas en la etapa anterior que 
contienen las frecuencias del proceso de corte y las 
señales de alta frecuencia  que contienen las 
frecuencias de los fenómenos dinámicos del proceso. 
a) Mecanizado Convencional 
b) Mecanizado a alta velocidad 
 
Una vez separadas las señales, en una tercera etapa se 
procederá a realizar su análisis FFT más detallado de 
las señales de corte y señales dinámicas, de esta 
manera se puede correlacionar los efectos de las 
variables del proceso. 
 
2.1 ESPECTRO DE HILBERT y 
ESPECTROGRAMA 
 
La mayoría de las técnicas utilizadas para el análisis 
espectral comúnmente aceptado están fundamentadas 
en la transformada rápida de Fourier [1][3]. Sin 
embargo, el análisis de series temporales presenta 
una serie de limitaciones debido a que el análisis de 
Fourier la señal es linealmente descompuesta en una 
combinación de senos y cosenos, y a que modela la 
señal de entrada como una señal estacionaria. 
 
Por lo anteriormente expresado, los métodos que se 
fundamentan en la transformada de Fourier realizan 
un análisis de tiempo y frecuencia que pueden no 
resaltar la presencia de oscilaciones locales de la 
señal que pueden ser importantes [6]. 
 
Muchos fenómenos naturales pueden ser 
aproximados a ser representados por sistemas 
lineales y ser estacionarios. Para verificar si el 
fenómeno de corte es estacionario o no, se propone 
realizar un espectrograma el cual es una 
representación visual de las variaciones de la 
frecuencia en el eje vertical, y de la intensidad 
mediante niveles de colores que se está representando 
a lo largo del tiempo en el eje horizontal. 
 
El espectro de Hilbert es una técnica que nos permite 
tratar aquellas señales que son no-lineales y no 
estacionarios. El espectro de Hilbert provee un 
contexto con los cuales se formalizan y generalizan 
los conceptos de las series de Fourier en términos de 
polinomios ortogonales arbitrarios y la propia 
transformada de Fourier [6]. 
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Figura 2: Esquema de la metodología 
 
La generación del espectro de Hilbert (HS) se realiza 
en dos fases. En primer lugar, en el proceso llamado 
descomposición empírica de modo (Empirical Mode 
Decomposition, EMD) en que se descompone la serie 
temporal de entrada en un conjunto de funciones 
llamadas funciones modales intrínsecas (Intrinsic 
Mode Function, IMF) que representan modelos de 
fenómenos oscilatorios correspondientes a las 
frecuencias dominantes. Este proceso identifica 
automáticamente la escala de tiempo apropiada para 
el estudio de las características físicas de la señal 
estudiada, [5]. A continuación, se aplica la llamada 
transformada de Hilbert para la descomposición de 
las funciones modales intrínsecas (IMF) y la 
construcción de la distribución de la energía en el 
dominio del tiempo-frecuencia ó denominado 
espectro de Hilbert.  
 
En el presente documento se propone utilizar el 
espectro de Hilbert como una herramienta 
exploratoria para la identificación de las 
características fundamentales de la señal generada en 
el proceso de mecanizado a alta velocidad.  
 
 
2.2 TÉCNICAS DE SEPARACIÓN DE 
SEÑALES 
 
Una vez que se tiene determinado las características 
principales de nuestra señal, se procede a realizar la 
separación de señales propias de corte como de las 
señales propias de la dinámica del proceso. 
 
Para el filtraje de la señal se utiliza el filtro de 
Butterworth, que es uno de los más utilizados, debido 
a que produce menos alteración de la señal en la 
frecuencia de corte del filtro. En el caso de las 
señales del mecanizado a alta velocidad, la 
frecuencia de corte del filtro será aquella que se 
obtenga del análisis realizado en la etapa anterior de 
la metodología. Esta frecuencia de filtraje deberá de 
ser el límite que separa las frecuencias de corte de las 
frecuencias dinámicas, o sea, la frecuencia entre 
dientes para el caso del proceso fresado. Al final de 
esta etapa de la metodología tendremos dos señales 
separadas: una que representa el proceso de corte 
puro y otra que representa las características 
dinámicas del mismo.  
 
 
2.3 ANÁLISIS EN FRECUENCIA 
 
La tercera etapa de la metodología es el análisis en 
frecuencia de cada uno de los tipos de señales 
obtenidos hasta el momento. Para ello se propone 
utilizar el análisis de Fourier (FFT). Las series de 
Fourier describen señales periódicas como una 
combinación de señales armónicas (sinusoides) y 
permite analizar una señal oscilatoria estacionaria en 
términos de su contenido frecuencial de tal forma que 
operaciones realizadas en el dominio temporal tienen 
su dual en el dominio frecuencial. 
 
 
3 EXPERIMENTACIÓN  
 
Para demostrar la metodología propuesta, se realizó 
una etapa experimental basada en un diseño de 
experimentos factorial fraccionado utilizando 8 
factores a dos niveles (2(8-3)) como variables 
independientes y la rugosidad superficial como 
variable de respuesta.  
Espectro de Hilbert Análisis FFT  Filtro Butterworth
Adquisición 
Señal Adquirida Proceso 
Señal  de Fuerza 
Dinámica 
Señal  de Fuerza 
de corte 
Espectrograma
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Se realizaron un total de 32 experimentos con 
aluminio de diferentes durezas, en la tabla 1 se 
muestran las variables y el valor de los respectivos 
niveles utilizados.  
 
 
Alto 1 0 850 10 16 5 145 40 exterior
Bajo -1 0 500 5 12 1 65 20 interior
I/CCódigoNivel Dtool (mm)
ae
 (mm)
Dureza 
(HB) 
Radio 
(mm)
fz 
(mm/diente)
Vc 
(m/min)
ap
 (mm)
 
 
Donde : 
 
fz = Avance por diente. 
Vc = Velocidad de corte. 
ap = Profundidad axial. 
Dtool = Diámetro de la herramienta. 
ae = Profundidad radial. 
Dureza = Dureza Hard Brinel 
I/C = Geometría de pieza. 
 
Tabla 1: Valores de los niveles de las variables 
utilizadas en el diseño de experimentos. 
 
Los experimentos fueron realizados en un centro de 
mecanizado Kondia HS1000 equipado con un CNC 
abierto marca Siemens modelo Sinumerik 840D. Para 
la medición de las fuerzas de corte se montó en la 
mesa de la máquina una plataforma dinamométrica 
marca Kistler modelo 9257B. 
 
 
4 RESULTADOS 
 
Para propósitos del presente trabajo, se mostrará la 
aplicación de la metodología propuesta a la 
componente X de la fuerza medida por la plataforma 
dinamométrica para ejemplificar su uso. El 
experimento  para generar esta fuerza fue realizado 
en una probeta con una geometría tipo caja circular 
con una avance por diente de 0.13 mm/diente, una 
velocidad de corte de 500 m/min, una herramienta 
para fresar de 12 mm de diámetro, la pasada radial 
fue de 1 mm y la pasada axial de 10 mm. El material 
utilizado fue un aluminio 5083. 
 
Del análisis de Hilbert se obtuvo la gráfica para la 
señal (figura 3), de donde se puede concluir que 
existen dos frecuencias dominantes, una que 
representa la frecuencia de rotación de la herramienta 
(221 Hz) y otra que representa la frecuencia entre 
dientes (442 Hz) . Se verifica también que estas 
frecuencias son estacionarias a lo largo del tiempo. 
Además, se visualiza que existen otras frecuencias de 
valor mayor y de contenido energético relevante que 
representan los fenómenos dinámicos antes referidos.  
 
Como el método de Hilbert no está todavía validado 
para las señales de un proceso de corte a alta 
velocidad se realizó el espectrograma de la figura 4 
que confirma exactamente los resultados 
mencionados en el párrafo anterior. En el se visualiza 
que las frecuencias dominantes son estacionaria a lo 
largo del tiempo y también muestra los niveles de 
magnitud de cada frecuencia. 
 
F
Fx
 
 
Figura 3: Espectro de Hilbert de la componente Fx. 
 
 
En la figura 5 se muestra el resultado de la 
separación de la señal original en la componente de 
corte y en la componente dinámica. Se verifica en la 
figura que el promedio de (a) es -62 N que 
corresponde a la fuerza de corte convencional y en  
(b) el promedio es cero que significa que es la 
oscilación del sistema alrededor de su posición de 
equilibrio Esto confirma que el valor de las fuerzas 
dinámicas se sobrepone a las fuerzas de corte en el 
mecanizado a alta velocidad. 
 
 
 
 
Figura 4: Espectrograma. 
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 (a) Componente de la fuerza de corte  (b) Componente dinámica de la fuerza  
 
Figura 5 : separación de la componente X de la fuerza sensada.  
 
El resultado del análisis frecuencial de las señales 
separadas que se muestra en la figura 6 nos indica 
que: 
• En (a), verificamos que existen 3 frecuencias 
dominantes correspondientes a la frecuencia de 
revolución (221 Hz), frecuencia entre dientes 
(442 Hz) y una tercera armónica de la primera.  
•  Se denota también en la gráfica que la 4a y 6ª 
armónica están presentes, pero que con respecto 
a las anteriores son de menor relevancia, sin 
embargo, éstas son frecuencia dominantes en la 
señal de más alta frecuencia mostrada en (b). 
Esto se debe a una cierta incertidumbre por el la 
frecuencia de corte del filtro Buttherworth 
utilizado. 
• En (b) se verifica también la aparición de una 
octava armónica con un nivel de energía también 
relevante, y el resto de las armónicas ya no 
tienen un gran significado físico. 
•  
(a) 
 
Frequency 884 Hz 
Frequency 1326 Hz 
Frequency 1768 Hz 
 
(b) 
 
Frequency: 221 Hz 
Frequency: 663 Hz 
Frequency: 884 Hz 
Frequency: 1326 Hz 
Frequency: 442 Hz Figura 6: Análisis en frecuencia (FFT) 
 
 
5 CONCLUSIONES 
 
Con este trabajo se puede concluir de una forma clara 
que: 
 
• La señal original obtenida directamente del 
sensor, no tiene ningún significado físico si es 
considerada como fuerza de corte. 
• Las fuerzas dinámicas en mecanizado a alta 
velocidad son de mayor intensidad (en un factor 
de 4 a 1) con respecto a la fuerza de corte 
efectiva. 
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Por otra parte, la metodología que se propone se ha 
mostrado capaz de proporcionar un medio para 
efectuar la separación de las señales consistentes con 
el fenómeno físico del corte. 
 
Se necesita un trabajo adicional para una validación 
más profunda, comparando las fuerzas de corte 
obtenida por las señales adquiridas por los sensores 
con las fuerzas de corte calculadas a través de 
modelos mecanísticos ya comprobados.  
 
El presente trabajo propone que si no se realiza un 
análisis previo de la fuerza puede llevar a errores de 
interpretación debido a la falta de una 
correspondencia del análisis con los fenómenos 
físicos del proceso a bajas y altas frecuencias.   
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Resumen 
El presente artículo describe la creación de un 
modelo conceptual que refleja el conocimiento 
existente en el dominio de las técnicas de análisis y 
diseño de sistemas en el lugar de las raíces. Para la 
creación de esta estructura se utilizan las técnicas de 
modelado del conocimiento provenientes del campo 
de la Ingeniería del Conocimiento. También se 
describe una aplicación que hace las veces de tutor 
inteligente para este dominio utilizando esa 
representación del conocimiento. 
Palabras Clave: Educación en control, Ontologías, 
Sistemas Basados en el Conocimiento. Software para 
control 
1 INTRODUCCIÓN 
Las aplicaciones informáticas actuales necesitan 
estructuras que reflejen de forma más adecuada el 
conocimiento de un dominio. Este hecho está 
provocado por la necesidad de aumentar el nivel del 
procesamiento de la información en el ordenador ante 
la creciente informatización e interconexión de los 
sistemas informáticos. La orientación a objetos y sus 
herramientas relacionadas no son capaces de expresar 
toda la riqueza conceptual que se exige al software 
bajo estas premisas. En la actualidad están 
apareciendo aproximaciones basadas en la creación 
de modelos del conocimiento como base para obtener 
la solución a estas necesidades. El mundo de la 
empresa, con la denominada gestión del 
conocimiento, junto con la nueva idea del servicio 
web, la Web Semántica, son los campos donde con 
más fuerza se está sintiendo esta tendencia. 
 
Las ideas que subyacen a esta nueva aproximación 
provienen del campo de la Ingeniería del 
Conocimiento [5] y más concretamente de la 
representación del conocimiento. La aproximación de 
esta disciplina consiste en la creación de estructuras 
formales de representación (o lo que es lo mismo,  
modelos) del conocimiento que conforman la base de 
las aplicaciones informáticas. Esta aproximación es 
radicalmente opuesta a la utilizada hasta el momento 
en el campo de la orientación a objetos, donde los 
modelos que se construyen son utilizados como 
herramientas de ayuda en la fase de diseño, 
desapareciendo una vez que se ha generado el 
código. 
 
En el campo del Control Automático durante los 
últimos años han cobrado especial relevancia la 
necesidad de incrementar la interactividad entre el 
usuario y las aplicaciones informáticas en este 
dominio. Este hecho se manifiesta sobre todo en el 
campo del diseño asistido por ordenador y en el de la 
educación en control. A partir de finales del siglo XX 
han ido apareciendo diversas aplicaciones (ver por 
ejemplo [3] ó [2]) que hacen uso de las técnicas de 
orientación a objetos, capacidades multimedia y las 
comunicaciones a través de Internet para crear 
aplicaciones con gran interactividad y uso extensivo 
de representaciones gráficas así como para construir 
laboratorios virtuales y/o remotos. Estas aplicaciones 
han supuesto un gran avance comparadas con las 
existentes hasta el momento, de las que usualmente 
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se obtenían resultados numéricos sin ningún tipo de 
interactividad. 
 
Estas nuevas aplicaciones interactivas emergentes 
pueden ver aumentada su utilidad y usabilidad 
utilizando las técnicas de las que se ha hablado en 
párrafos anteriores. Esto permitirá obtener una serie 
de beneficios en la interacción hombre-máquina, 
entre los que se pueden citar: 
• El usuario pasará de interactuar con los 
datos y las graficas a interactuar con los 
conceptos asociados a esos datos o 
representaciones gráficas. 
• Se podrá mantener el enlace conceptual 
entre las representaciones de los datos y los 
conceptos matemáticos y teóricos que 
subyacen a los mismos, hecho este que es un 
problema en una herramienta altamente 
interactiva con un nivel de representación 
del conocimiento de poca abstracción. 
 
El presente artículo describe la creación de una 
estructura formal de representación del conocimiento 
(también llamado modelo conceptual) que refleja el 
conocimiento existente en un dominio del Control 
Automático, más en concreto en el dominio de las 
técnicas de análisis y diseño de sistemas en el lugar 
de las raíces. Esta estructura puede servir para 
construir aplicaciones de tipo CACE (Computer-
Aided Control Engineering), tutores inteligentes o 
para crear aplicaciones web semánticas para el 
dominio del Control, con las ventajas citadas en el 
párrafo anterior. 
 
El artículo está organizado del siguiente modo: En la 
sección 2 se presentan las ideas de la Ingeniería del 
Conocimiento así como los elementos constituyentes 
y la forma de crear y usar las estructuras o modelos 
conceptuales. En la sección 3 se presenta el dominio 
de estudio dentro de la Ingeniería de Control que se 
ha escogido y el modelo conceptual que se ha 
construido de ese dominio. Finalmente, en la sección 
4 se presenta una discusión de los resultados 
obtenidos, describiendo brevemente una aplicación 
realizada para comprobar el uso de la estructura 
conceptual. La sección 5 está dedicada a posibles 
aproximaciones y  trabajos futuros. 
 
2 EL MODELADO DEL 
CONOCIMIENTO 
La Ingeniería del Conocimiento es una rama de 
investigación enmarcada dentro de la Inteligencia 
Artificial que se encargó de recoger el fracaso de los 
Sistemas Expertos de los años 80 y estudiar desde un 
punto de vista más teórico las posibles soluciones a 
los problemas que provocaron ese fracaso. 
 
Como consecuencia de los estudios llevados a cabo 
en esta disciplina a lo largo de los años se ha llegado 
a ciertos puntos de acuerdo sobre la forma en la que 
abordar la representación del conocimiento [4]: 
• Necesidad de estudiar la representación del 
conocimiento desde un punto de vista 
formal. 
• Separar la descripción del conocimiento de 
su implementación. Una estructura 
conceptual solamente describe el 
conocimiento de un dominio. Idealmente 
una representación del conocimiento no 
debería presuponer siquiera qué tipo de 
agente usará esa descripción. 
• Considerar uno de los objetivos más 
importantes de la creación de estructuras 
conceptuales la reutilización de las mismas 
en diferentes aplicaciones. Las estructuras 
conceptuales deben tener mecanismos para 
ser evaluadas, extendidas o fusionadas con 
otras. 
 
En cuanto a la estructura conceptual, un modelo del 
conocimiento puede dividirse en dos partes: 
• La estructura estática. Recoge los conceptos 
y relaciones existentes en ese dominio. Los 
conceptos pueden considerarse como los 
nombres y adjetivos existentes en la 
descripción del dominio. En cuanto a las 
relaciones, éstas pueden ser de muy diversa 
índole: estructurales, topológicas, 
mereológicas, teleológicas, etc. Las 
propiedades se modelan como conceptos 
especiales y tendrán también características 
asociadas (transitividad, reflexividad, etc). 
• Estructura dinámica. Describe la estructura 
de tareas y subtareas en las que se puede 
dividir la descripción de las estrategias de 
resolución de problemas que se dan en el 
dominio de estudio. 
 
La estructura conceptual que recoge estos tres 
componentes básicos (conceptos, relaciones y tareas) 
se denomina ontología [1](Gruber, 1995) y 
constituye hoy en día uno de los campos de 
investigación más activos dentro de la Ingeniería del 
Conocimiento e incluso dentro de la Inteligencia 
Artificial en su conjunto. 
 
La creación de un modelo conceptual tiene sentido 
cuando el dominio en base al cual se crea ese modelo 
presente gran contenido semántico, es decir, gran 
cantidad de conceptos y relaciones que conformen 
una compleja red. En estos casos el uso de técnicas 
tradicionales de orientación a objetos haría que esa 
estructura de conocimiento se perdiese y no pudiese 
ser utilizada durante la ejecución de la aplicación. 
Otra de las condiciones que hace que sea beneficioso 
usar esta aproximación es que se quiera que el 
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programa interactúe con el usuario de forma muy 
flexible y a alto nivel y sea capaz de ofrecer 
información sobre la estructura de su conocimiento 
interno así como los procesos que han llevado a una 
determinada solución. 
 
3 UN MODELO CONCEPTUAL 
PARA EL LUGAR DE LAS RAÍCES 
A la hora de crear un modelo conceptual es necesario 
encontrar un dominio acotado de conocimiento al que 
aplicar estas técnicas. En el caso del presente artículo 
se ha elegido como dominio las técnicas de análisis y 
diseño de controladores (de adelanto-retraso de fase) 
en el lugar de las raíces. 
 
3.1 EL MÉTODO DEL LUGAR DE LAS 
RAÍCES 
En control automático tienen gran importancia los 
métodos gráficos para la representación de los 
problemas de análisis y diseño. Las dos principales 
formas de estudiar el comportamiento de un sistema 
y abordar el diseño del mismo dentro de la teoría 
clásica del control son la respuesta temporal y la 
respuesta en frecuencia. En cuanto a herramientas 
gráficas, la más relacionada con la respuesta 
temporal es el diagrama del lugar de las raíces, 
mientras que en el caso de la respuesta en la 
frecuencia se cuenta con diversos diagramas como el 
de Bode, el de Nyquist o el de Nichols. Los métodos 
de la respuesta en frecuencia han ido ganando terreno 
a la hora de realizar el diseño de un sistema de 
control debido a la mayor relevancia que han ido 
cobrando temas como el diseño para el rechazo de 
perturbaciones y ruidos introducidos en el sistema o 
técnicas relativamente nuevas como el control 
robusto. 
 
Sin embargo, la respuesta temporal sigue siendo la 
más intuitiva para el ser humano y la que más 
información nos da sobre si un determinado diseño 
tiene un comportamiento acorde con las 
especificaciones impuestas de partida al reflejar de 
forma directa el comportamiento del sistema durante 
el régimen transitorio cuando se produce un cambio 
en la señal de referencia o una variación en la carga 
del proceso. La relación entre la respuesta temporal y 
las herramientas gráficas citadas anteriormente puede 
establecerse en todos los casos aunque en el caso de 
la representación de las raíces en el plano complejo y 
el lugar de las raíces esta relación es más directa e 
intuitiva. 
 
 Observando la posición de los polos y ceros del 
modelo en función de transferencia de un sistema en 
el plano complejo se puede obtener una idea bastante 
aproximada de cómo es la forma de la respuesta 
temporal del sistema ante una variación de tipo 
escalón en la señal. El tipo de raiz (real o compleja) 
de los polos del sistema nos hablan de la forma de la 
onda resultante, mientras que el valor numérico y la 
posición en el plano de las partes real y compleja de 
esas raíces están relacionadas directamente con la 
rapidez de la respuesta y la frecuencia de oscilación 
de la onda de salida respectivamente, por poner un 
ejemplo. En cuanto al diseño, la representación del 
lugar de las raíces es una herramienta que pone 
rápidamente de manifiesto el tipo de control a 
implementar para conseguir unas especificaciones 
dadas en la respuesta a un escalón así como la 
influencia que la variación en los parámetros del 
controlador que se diseña tendrá en la posición de 
polos y ceros del sistema en cadena cerrada y por 
tanto en esa respuesta temporal del sistema total. 
 
Por estas razones, a pesar de que en la práctica se 
suelen emplear las técnicas de la respuesta en 
frecuencia para hacer el diseño de controladores, se 
ha preferido a la hora de tener una experiencia en la 
creación de un modelo conceptual utilizar los 
métodos del lugar de las raíces, que se encuentran 
semántica o conceptualmente más cercanos a los 
conceptos de respuesta en el tiempo. 
 
3.2 EL MODELO CONCEPTUAL 
Seguidamente se presentan una serie de ejemplos de 
cómo se ha construido el modelo conceptual para el 
dominio elegido. Como se vio en la sección 2, la 
creación de un modelo conceptual consiste en la 
búsqueda de los conceptos, relaciones y tareas 
presentes en el dominio. 
 
3.2.1 Modelado de conceptos y relaciones 
Los métodos relacionados con el lugar de las raíces 
están incluidos dentro de la teoría clásica de control y 
por lo tanto utilizan modelos de representación en el 
dominio de la frecuencia compleja, en el “dominio 
s”. Estos modelos están caracterizados por la 
denominada función de transferencia, una estructura 
matemática algebraica consistente en un cociente de 
polinomios que representan la relación entre las 
transformadas de Laplace de la señal de salida y la 
correspondiente a la de la señal de entrada. Usando 
esa representación y las características asociadas a la 
misma se efectúa todo el razonamiento en este 
campo. Por lo tanto el concepto de función de 
transferencia y todos los conceptos asociados al 
mismo son la base del modelo conceptual. 
 
Estructuralmente una función de transferencia está 
compuesta por un cociente de polinomios: uno de 
ellos en el papel de numerador y el otro en el de 
denominador. Cada uno de estos polinomios serán 
conceptos a su vez dentro del modelo conceptual y 
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estructuralmente estarán formados por sus 
descripciones que serán bien en forma de coeficientes 
de potencias decrecientes o bien una serie de raíces 
más una ganancia. En el caso de la descripción en 
potencias decrecientes, los términos serán números 
reales (condición que se cumple al tratarse de 
sistemas físicos). En el caso de la descripción en 
forma de lista de raíces y ganancia tendremos por un 
lado una serie de números complejos (representando 
a las raíces) y un número real para representar a la 
ganancia. 
 
Vemos que la definición de conceptos en cuanto a su 
estructura exige la representación de diferentes 
conceptos (función de transferencia, cociente, 
polinomios, número real, número complejo, etc). 
Además de estos conceptos, se deberá especificar 
cómo están relacionados unos con otros a la hora de 
construir los de más alto nivel a partir de los de más 
bajo nivel. De esta forma habrá que representar la 
relación de tipo estructural que define de qué están 
compuestos los conceptos. Habitualmente este tipo 
de relaciones estructurales se representan como 
propiedades asociadas directamente a los conceptos 
que los definen. Este tipo de relación estructural es 
tan importante que muchas herramientas de creación 
de ontologías proporcionan un mecanismo de 
representación para las mismas. Este mecanismo es 
el denominado slot, un término que proviene de la 
definición de marco como estructura de 
representación de conocimiento (Newell 84). Un slot 
es por tanto una relación estructural entre un 
concepto y otros conceptos que definen su estructura. 
Cabe hacer notar que en orientación a objetos se 
tomó esta idea como base para crear las denominadas 
“propiedades” de un objeto, con la salvedad de que 
allí estas propiedades no tienen la restricción de 
expresar una relación estructural, de composición, 
sino que pueden utilizarse para decir cualquier cosa 
del objeto. 
 
En el caso que nos ocupa los slot tienen este valor 
estructural, es decir, definen características 
estructurales para el concepto que los contiene. A 
modo de ejemplo, para el concepto función de 
transferencia un posible slot será el que relaciona este 
concepto con un cociente de polinomios. En el 
ejemplo que nos ocupa esto se ha modelado 
introduciendo dos conceptos: 
TransferFunctionSystemModel y 
PolynomialQuotient y creando un slot asociado al 
concepto TransferFunctionSystemModel 
denominado “hasPolynomialQuotient” que se define 
como una instancia concreta del concepto 
PolynomialQuotient. 
 
Los slot por tanto especifican relaciones estructurales 
de composición. El resto de características que no 
son de tipo estructural se modelan aparte, 
separándolas del concepto principal. A modo de 
ejemplo, para un concepto 
TransferFunctionSystemModel podríamos tener una 
posible característica asociada al mismo que fuese 
“orden”, ya que es habitual hablar del orden del 
modelo del sistema. Sin embargo esta característica 
no es estructural, es decir, no define una relación de 
composición respecto al concepto al que se asocia, se 
puede prescindir de ella y el concepto sigue teniendo 
validez y estando definido. El concepto “orden” es 
simplemente una característica o algo que se puede 
decir de un concepto TransferFunctionSystemModel 
pero no entra dentro de la definición del concepto y 
por tanto no se debe modelar como un slot. En el 
caso de la orientación a objetos, todo lo que se puede 
decir de un objeto en una aplicación se modela como 
una propiedad del mismo, sin tener en cuenta esta 
distinción entre característica estructural o no. Esta es 
una de las diferencias entre un modelo conceptual del 
conocimiento y un modelo en orientación a objetos.  
 
Por seguir con el ejemplo del orden de un sistema, 
este tipo de características no estructurales se 
modelan aparte tal como se ha mencionado, en el 
caso de este ejemplo se han modelado como 
características cuantitativas, más en concreto como 
características cuantitativas y relacionadas con el 
estudio de sistemas en el dominio de la frecuencia 
compleja. Esto sugiere que las cosas que se pueden 
decir de un sistema (características) pueden 
organizarse conceptualmente en una jerarquía , lo 
cual sirve para introducir otro tipo de relación, la 
relación “subtipo” ó relación “is-a”. De este modo, 
las características pueden dividirse en cualitativas y 
cuantitativas, o bien en las relacionadas con el 
dominio de la frecuencia (teoría clásica de control) o 
del dominio del tiempo (teoría moderna de control). 
Incluso las relacionadas con el dominio de la 
frecuencia compleja pueden dividirse entre las 
relacionadas con la respuesta en el tiempo y las 
relacionadas con la respuesta en frecuencia. A su vez 
éstas pueden dividirse aún más utilizando esta 
relación. Por ejemplo, las características relacionadas 
con la respuesta en el tiempo pueden dividirse según 
las que hay para cada señal de entrada de prueba. 
También pueden dividirse en cuanto a características 
para el régimen permanente y el transitorio, etc. En 
definitiva, se puede hacer una red conceptual usando 
esta relación “is-a” con el significado que se ha visto. 
Con la relación estructural expresada por medio de 
los slot, introducida previamente, tendríamos otra red 
conceptual. En general, con cada relación que 
introducimos en el modelo tenemos una red 
conceptual que nos relaciona unos conceptos con 
otros. Estas redes conceptuales son vitales a la hora 
de manejar el conocimiento y generar definiciones o  
respuestas a preguntas del usuario. 
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En cuanto a las representaciones gráficas, su 
modelado presenta dificultades extra ya que deben 
modelarse conceptos y relaciones pertenecientes al 
dominio de la geometría euclídea y el razonamiento 
gráfico. Es necesario modelar conceptos como punto, 
área, curva, y relaciones topológicas como la 
posición relativa, corte, inclusión, intersección, etc. 
 
3.2.1 Modelado de tareas 
Existen varios métodos para el diseño de 
compensadores en el lugar de las raíces. En el 
presente trabajo se ha estudiado el diseño de 
compensadores de adelanto-retraso de fase. En 
principio se parte de una serie de especificaciones de 
funcionamiento que pueden venir dadas como 
especificaciones para el régimen permanente y/o para 
régimen transitorio. Las especificaciones sobre 
régimen permanente suelen satisfacerse colocando 
una red de retraso de fase cerca del origen de 
coordenadas de forma que el lugar de las raíces no se 
vea modificado con esta acción, permitiendo de este 
modo separar el diseño para el régimen transitorio 
del de régimen permanente (se supone una estructura 
simple de realimentación unitaria con el 
compensador en serie con el proceso). En cuanto al 
régimen transitorio, el diseño suele resolverse 
hallando las posiciones de un polo y un cero reales 
correspondientes a una red de adelanto de fase y 
colocando una ganancia tal que los polos dominantes 
del sistema total estén en una posición que se 
corresponda con las especificaciones de diseño. 
 
El diseño para régimen transitorio tiene por tanto 
mucho más contenido conceptual. Las 
especificaciones de régimen transitorio se traducen a 
una zona de diseño en el gráfico del lugar de las 
raíces, zona en la que deberán localizarse los polos 
dominantes del sistema total una vez calculados los 
parámetros del controlador. Seguidamente se 
comprueba si un ajuste de la ganancia (un 
controlador proporcional) puede llevar los polos 
dominantes a la zona de diseño. Para que esto ocurra 
alguna de las ramas del lugar de las raíces debe pasar 
por la zona de diseño, definiendo un rango de 
posibles valores de K. Para este rango de la ganancia 
ninguna rama del lugar de las raíces debe estar en el 
semiplano real positivo. Bajo estas condiciones se 
podría llevar a cabo el ajuste de la ganancia. Una vez 
fijada una ganancia, habría que ver si el diseño se 
comporta de acuerdo a las especificaciones 
simulando para ello el modelo total y comparando los 
resultados con los de las especificaciones. Si el 
resultado no es satisfactorio habría que iterar de 
nuevo, diseñando un nuevo valor de la ganancia o 
llegando a la conclusión de que el ajuste de la 
ganancia no va a servir para alcanzar las 
especificaciones. 
 
Si el ajuste de la ganancia no es suficiente para 
alcanzar las especificaciones de diseño en régimen 
transitorio hay que diseñar una red de adelanto de 
fase para modificar la forma del lugar de las raíces 
para que éste pase por la zona de diseño. El diseño de 
la red de adelanto de fase consiste en hallar la 
posición de un polo y un cero, ajustando primero el 
cero y calculando analíticamente la posición del polo. 
Una vez que el lugar de las raíces pasa por el área de 
diseño hay que calcular el valor de la ganancia y 
volver a comprobar mediante simulación si el diseño 
final cumple las especificaciones. Si no las cumple 
habrá que hacer una nueva iteración de diseño 
buscando una nueva posición del cero por ejemplo. 
 
El modelado de la tarea de diseño consiste en 
localizar las tareas y subtareas en las que aquéllas se 
pueden dividir y que en conjunto forman el proceso 
descrito anteriormente. Además será necesario 
expresar las relaciones existentes entre las diferentes 
tareas, relaciones que pueden ser de secuenciación 
(qué tareas van antes de cuales), de influencia mutua, 
etc. En general habrá una descripción de la secuencia 
de ejecución de tareas para llegar al objetivo final. 
Además cada tarea de uno u otro nivel de agregación 
tendrán una serie de precondiciones para poder ser 
llevadas a cabo y una serie de consecuencias o 
decisiones de diseño como consecuencia de su 
ejecución. 
 
La principal característica distintiva de la tarea de 
diseño en control es que suele ser un procedimiento 
iterativo (es decir, hay tareas de rediseño). Muchas 
de las tareas del diseño en el lugar de las raíces son 
procedurales, es decir, tienen una forma de ser 
calculadas por métodos analíticos. Existen otras que 
por el contrario presentan un alto grado de contenido 
heurístico, entre las que se pueden citar a modo de 
ejemplo la determinación de un área de diseño a 
partir de las especificaciones iniciales o la colocación 
del cero del compensador de adelanto de fase. En 
estos casos la modelización requiere recoger este 
contenido heurístico y presenta retos más complejos 
que las tareas procedurales. Para modelar estas tareas 
se pueden utilizar aproximaciones similares 
provenientes de otros campos como el diseño 
paramétrico, razonamiento con incertidumbre, etc.  
 
El modelo conceptual creado representa la tarea 
como una regla en la que las condiciones están 
formadas por los hechos que deben cumplirse para 
poder ejecutarse y las consecuencias son decisiones 
de diseño (valores para los parámetros del 
controlador o decisiones sobre la ejecución de otras 
tareas). Se ha dotado de una estructura multinivel 
para las reglas de forma que hay reglas “de bajo 
nivel” y reglas “de alto nivel” o metarreglas, que 
controlan la ejecución de otras reglas. 
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4 APLICACIÓN 
Se ha creado una aplicación para comprobar la 
estructura de conocimiento. La aplicación es una 
especie de tutor inteligente que realiza el diseño de 
controladores y proporciona explicaciones sobre el 
proceso de diseño al usuario. Además, también 
ofrece descripciones sobre los diferentes conceptos a 
partir de la estructura del conocimiento interna. En la 
figura 1 puede verse una ventana de la aplicación.  
 
 
Figura 1: Pantalla de la aplicación 
 
Cabe destacar que cada explicación que se ve en la 
ventana está creada a partir de la ontología y que 
cada concepto que aparece es una etiqueta activa 
sobre la que se puede hacer clic y acceder a un menú 
de posibles preguntas sobre ese concepto. Los 
elementos de la gráfica del lugar de las raíces 
también son activos e internamente están unidos a la 
estructura conceptual. Podemos tener una descripción 
generada automáticamente de todo el proceso de 
diseño, cada decisión de diseño tomada se presenta al 
usuario, ofreciéndole la oportunidad de preguntar por 
qué se ha realizado dicha decisión.  
 
El conocimiento es parcial por el momento, por lo 
que el conjunto de funciones de transferencia a 
utilizar está acotado y no es libre. En un futuro se 
abordará la extensión a cualquier tipo de función de 
transferencia. 
 
La aplicación se ha desarrollado utilizando Protégé 
[6] como herramienta editora de la ontología, Java 
como lenguaje de programación y aplicaciones de 
respaldo para cálculos numéricos como Matlab o 
Maple, cuyas interfaces con la ontología también han 
sido formalizadas en la misma. Conviene citar que, al 
contrario que en las técnicas de orientación a objetos, 
no se crean clases ni instancias a partir de los 
conceptos del modelo sino que la aplicación en sí son 
una serie de clases abstractas que “interpretan” la 
estructura de conocimiento plasmada en la 
ontología.. 
 
5 CONCLUSIONES 
Se ha construido un modelo conceptual para las 
técnicas del lugar de las raíces y a partir del mismo se 
ha generado una aplicación que hace las veces de 
tutor inteligente en este campo. Se ha limitado el 
estudio al lugar de las raíces, lo supone perder parte 
del conocimiento que puede servir para hacer el 
diseño de forma más sencilla, pero lo que se intenta  
en esta primera aproximación es precisamente 
representar cómo el conocimiento del lugar de las 
raíces se corresponde con el comportamiento de un 
sistema hasta el punto en que esto se puede hacer 
razonando solamente en el plano complejo. Un futuro 
modelo conceptual incluirá también los métodos que 
usan la respuesta en frecuencia, representando 
también las relaciones entre estos métodos y el del 
lugar de las raíces y usando los dos conjuntamente 
para llegar a un diseño. Este hecho es especialmente 
importante y es una de las aplicaciones más 
provechosas que este tipo de aplicaciones puede 
tener. 
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Resumen 
 
En este trabajo se introducen las redes 
probabilísticas, concretamente las redes bayesianas 
para la predicción probabilística y el diseño de 
modelos conceptuales. 
 
Se presenta un modelo para predicción de Rugosidad 
Superficial (Ra) desarrollado con redes bayesianas, 
basado en datos experimentales tomados en un 
centro de mecanizado a alta velocidad en un proceso 
de fresado. Se consiguieron resultados de precisión 
en la clasificación general de tipos de Ra de 88.5%  
y dependiendo del tipo de hasta 100%. 
 
Palabras Clave: redes probabilísticas, redes 
bayesianas, rugosidad superficial (Ra), fresado a alta 
velocidad. 
 
 
 
1 INTRODUCCION 
 
En la modelación de un sistema complejo, todos los 
datos y observaciones disponibles son susceptibles de 
ser utilizados. Uno de los paradigmas comunes de 
desarrollar modelos es a través de la estadística, sus 
metodologías basadas en diseño de experimentos y 
análisis de correlación. A pesar de obtenerse bastante 
rigor con un número más reducido de datos, los 
modelos estadísticos clásicos, como la regresión 
lineal, no han dado buenos resultados en la 
resolución de este tipo de problemas. Unas de las 
razones para adoptar los modelos basados en redes 
probabilísticas como solución a problemas no 
lineales están justificadas en que son muy fáciles de 
construir, particularmente los clasificadores, han 
tenido buen desempeño en otras aplicaciones de esta 
índole y son muy intuitivas [1]. 
 
Las Redes Probabilísticas están formadas por un 
conjunto de variables y su distribución de 
probabilidad conjunta. Esta es una herramienta capaz 
de obtener un modelo de dependencia entre todas y 
entre cada una de las variables disponibles. Este tipo 
de redes permite, además, cuantificar estas relaciones 
con la definición de una función de probabilidad 
conjunta de las mismas, como producto de funciones 
locales de probabilidad condicionada (la probabilidad 
de cada nodo condicionado a sus padres). En la 
ecuación 1 se muestra una función de probabilidad de 
Ra según una red bayesiana generada (Figura 1). 
 
P(Ra,v,rpm,Va,Dh,fz,ap,ae,Cv,Hb,S) = P(Ra) 
P(v|Ra,rpm) P(rpm|Ra,Va)  P(Va|Ra,Cv)                (1) 
P(Dh|Ra,rpm) P(fz|Ra,Va) P(ap|Ra, Va) P(ae|Ra,Va) 
P(Cv|Va) P(Hb|Ra,Va) P(S|Ra,Va) 
 
La función de probabilidad resultante se corresponde 
con las relaciones de dependencia e independencia 
codificadas en el grafo de la red, haciendo que estos 
modelos proporcionen una alternativa más potente y 
general que los métodos estándar basados en 
correlación. 
 
2 REDES BAYESIANAS PARA 
PREDECIR Ra 
 
Una Red Bayesiana es un grafo acíclico dirigido en el 
que cada nodo representa una variable y cada arco 
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una dependencia probabilística. Estas redes son una 
forma de representar el conocimiento bajo 
incertidumbre y dispone de métodos flexibles de 
razonamiento [3]. La figura No. 1 muestra un grafo 
de una red bayesiana con estructura de Naïve Bayes 
Aumentado a Árbol (TAN) como modelo de 
Rugosidad superficial (Ra), formada por 11variables 
y las relaciones de dependencia que se establecen 
entre ellos. Este grafo determina las relaciones de 
dependencia que se crean entre las variables. 
 
 
 
Figura 1: Ejemplo de red bayesiana con estructura 
TAN. 
 
El algoritmo para construir un Tree Augmented 
Network (TAN) desarrollado por Friedman et al [6] 
consiste básicamente en una adaptación del algoritmo 
de Chow y Liu [4]. Para decidir los padres de cada 
nodo, tiene en cuenta la cantidad de información 
mutua condicionada a la variable clase, en lugar de la 
cantidad de información mutua en la que se basa el 
algoritmo de Chow-Liu. La cantidad de información 
mutua entre las variables discretas X e Y 
condicionada a la variable clase C se define en la 
ecuación No. 2 como: 
 
(2) 
 
La construcción del árbol que forman las variables 
predictoras de un TAN consta de dos pasos. Dadas n 
variables, en el primer paso se calculan las cantidades 
de información mutua para cada par de variables 
(X,Y) condicionadas por la variable C.  
 
Seguidamente debe construirse un grafo no dirigido 
completo con n nodos, uno por cada una de las 
variables predictoras, en el cual el peso de cada arista 
viene dado por la cantidad de información mutua 
entre las dos variables unidas por la arista 
condicionada a la variable clase.  
 
En el segundo paso el algoritmo de Kruskal parte de 
los n (n – 1 ) / 2 pesos obtenidos en el paso anterior 
para construir el árbol expandido de máximo peso de 
la siguiente manera: 
- Asignar las dos aristas de mayor peso al árbol a 
construir. 
- Examinar la siguiente arista de mayor peso, y 
añadirla al árbol a no ser que forme un ciclo, en 
cuyo caso se descarta y se examina la siguiente 
arista de mayor peso. 
- Repetir el paso 2 hasta que se hayan seleccionado 
n - 1 aristas. 
 
2.1 APRENDIZAJE  
 
El desarrollo de sistemas basados en conocimiento 
motivó la investigación en el área de aprendizaje 
buscando la automatización del proceso de 
adquisición de conocimiento, uno de los principales 
problemas en la construcción de estos sistemas. Un 
aspecto importante del aprendizaje inductivo es 
obtener un modelo que represente el dominio de 
conocimiento, donde es importante obtener la 
información de dependencia entre las variables 
involucradas en el fenómeno en los sistemas en los 
cuales se busca predecir el comportamiento de 
algunas variables desconocidas a partir de otras 
conocidas. Las redes bayesianas son capaces de 
capturar esta dependencia entre las variables. 
 
Dado un conjunto de datos que forman la base de 
conocimiento, se debe encontrar la estructura o grafo 
y los parámetros o probabilidades condicionadas, que 
mejor se ajusten a dichos datos utilizados como 
muestra. La estructura y los parámetros pueden ser 
estimados automáticamente a partir de los datos, con 
la ayuda de algoritmos eficientes, combinándolos en 
algunos casos con el conocimiento del experto.  
 
En la construcción de la estructura de una red 
Bayesiana hay numerosas posibilidades, 
destacándose aquellas que tienen en cuenta dos 
aspectos principales: 
 
- Una medida para evaluar la calidad del ajuste de 
cada estructura con respecto a los datos. 
 
- Un método de búsqueda que genere diferentes 
estructuras hasta encontrar la óptima, de acuerdo 
a la medida seleccionada. 
 
Hay varias formas de definir esa medida, siendo las 
más utilizadas la métrica Bayesiana (maximizando la 
probabilidad estimada de la estructura dados los 
datos) y la Longitud de Descripción Mínima (MDL), 
que estima la longitud (tamaño en bits) requerida 
para representar la probabilidad conjunta con cierta 
estructura. También hay varios métodos de búsqueda 
de estructuras. 
 
2.2 MODELO PROPUESTO PARA LA 
PREDICCION DE Ra 
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2.2.1 Concepto de Ra 
 
En una pieza mecanizada Ra es el parámetro más 
representativo para la  descripción de la textura 
superficial, condicionando muchos de los atributos y 
propiedades superficiales. Por eso ésta suele ser una 
de las variables de mayor  importancia en el 
mecanizado a alta velocidad. La medición de Ra se 
hace con rugosímetros implicando inspecciones post-
proceso usando métodos de control estadístico. 
 
El término rugosidad superficial es cuantificado por 
parámetros relativos a características de la superficie. 
Es la variación vertical sobre una distancia de 
medida. La medida usada más comúnmente es Ra o 
rugosidad media, que es el área entre el perfil de 
rugosidad (Zi) y su línea central dividido por la 
longitud de la evaluación por el número de 
evaluaciones(N). 
 
 
 
(1) 
 
 
Según la norma ISO4288:1996 los valores están entre 
0.006 µm < Ra < 80 µm. Este parámetro es usado 
principalmente para supervisar el proceso de 
producción donde puede darse un cambio gradual del 
acabado superficial quizá originado por el desgaste 
de la herramienta de corte.  
 
Como Ra es un promedio, los defectos en la 
superficie no tienen mucha influencia en sus 
resultados, significa que no es representativo en la 
detección de defectos dado que el valor de Ra no 
diferencia entre los picos y los valles. 
 
Actualmente hay muchos grupos de investigación 
dirigidos al desarrollo de modelos de predicción de 
Ra [11][2][7][8][9][12]. Sin embargo no se ha 
alcanzado un consenso en el concepto general de la 
predicción y de los modelos a usar. Además, no 
existe en el mercado un dispositivo que permita 
medir en línea la rugosidad superficial.  
 
En busca de este objetivo, este trabajo pretende 
contribuir en el desarrollo de un clasificador eficiente 
de Ra, usando redes bayesianas, que se perfile como 
la clave para desarrollar un sensor virtual para la 
“medición” de Ra. 
 
2.2.1 Hardware usado en la experimentación 
 
Las pruebas se hicieron en un centro de mecanizado 
Kondia HS1000 equipado con un CNC abierto 
Siemens 840D. El material usado para las pruebas 
fue el aluminio 7075-T6 con HB145 y 5083-H111 
con HB 65, con un perfil de dimensiones 170 x 100 
mm. El diseño de la geometría elegida se puede 
apreciar en la figura 2, la profundidad de corte 
máxima fue de 10 mm. Se utilizaron herramientas 
marca Sandvik de 2 filos con 12 y 16 mm. de 
diámetro. Estas pruebas se realizaron con diferentes 
velocidades de corte y avance. 
 
Para medir la rugosidad superficial se utilizó un 
rugosímetro digital Karl Zeiss modelo Surfcom 130. 
En el proceso de corte se midieron además las 
fuerzas de corte con un dinamómetro multi-
componente con plato superior, y se instalaron 
acelerómetros en la pieza. Estas señales serán 
analizadas y utilizadas en trabajos posteriores 
continuación de este modelo inicial. 
 
 
 
Figura 2: Diseño geométrico de las probetas. 
 
2.2.3. Software 
 
El clasificador fue desarrollado utilizando "Elvira" 
[13], programa desarrollado en Java destinado a la 
edición y evaluación de redes bayesianas y diagramas 
de influencia, que permite la generación de redes 
bayesianas a partir de un archivo de datos. 
 
2.3 DESARROLLO DEL MODELO PARA 
PREDICCION DE Ra 
 
Como se comentó para la construcción del 
clasificador se aplicó el algoritmo TAN. Se tomaron 
once variables [5], algunas son parámetros de corte 
como: la profundidad y el espesor de corte (ap y ae), 
velocidad de corte (v), velocidad de avance (Va), 
velocidad de giro (rpm), otras como las variables de 
la herramienta: diámetro de la herramienta (Dh) y 
avance por diente (fz), propiedades del material 
como la dureza (HB) y algunas propias de la 
geometría de la pieza a mecanizar como el radio y 
forma (Cv), se tomaron probetas con 20 y 40 mm. de 
radio y formas cóncavas y convexas[10]. El diámetro 
fue dividido en 3 sectores, permitiendo hacer 3 
réplicas de las mediciones para mejor 
representatividad estadística, o sea, minimizar el 
error experimental. 
 
Las etiquetas de la variable Ra, se muestran en la 
tabla 1, y fueron asignadas de acuerdo al valor de 
rugosidad establecido en el estándar ISO 4287 e ISO 
4288. 
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Tabla 1: Rangos de rugosidad del modelo. 
 
Valor de rugosidad Ra 
Límites clase 
Ra(µm) 
Promedio 
clase 
Ra(µm) 
Código 
0.5 – 1 0.63 Terso 
0.3 – 0.5 0.4 Rugoso 
0.1 – 0.3 0.16 Pulido 
 
Para la construcción del modelo se han utilizado 97 
datos, provenientes de la fase experimental. 
 
Se selecciona la clasificación supervisada porque es 
la que se adapta al tipo de datos a usar. Los 
clasificadores son algoritmos dedicados "a 
interpretar" los datos provistos en el archivo de 
entrenamiento para generar la red bayesiana. 
 
Partiendo de esta premisa, el objetivo de un modelo 
de clasificación consiste en clasificar correctamente 
casos nuevos, por tanto no debe hacerse la validación 
sobre los mismos datos con que se creó el 
clasificador. Por ello se tomó como método de 
validación el K-Fold Cross-Validation o validación 
cruzada. 
 
Este consiste en dividir el conjunto total de casos en 
K subconjuntos disjuntos de aproximadamente el 
mismo tamaño. K-1 de dichos subconjuntos los 
utilizamos para entrenar el modelo, testándolo con el 
restante subconjunto. Este procedimiento se efectúa 
K veces. La estimación de la tasa de error en la 
clasificación se da como la media de las K tasas de 
error obtenidas. En nuestro caso la validación se 
efectuó con K=10. 
 
Terminada la validación se genera una matriz de 
confusión, que consiste en una tabla de contingencia 
cruzando la variable derivada de la clasificación 
obtenida, con la variable que guarda la verdadera 
clasificación.  
 
2.4 EVALUACION Y RESULTADOS 
 
Inicialmente se construyó una red con la estructura 
Naïve Bayes para conocer cúal es la influencia de 
cada una de las variables con la clase de manera 
independiente. 
 
En la figura 3 se muestran las distribuciones de 
probabilidad a priori calculadas a partir del conjunto 
de datos con el que se construyó la red. 
 
 
 
Figura 3: Distribución de probabilidades a priori – 
estructura Naïve Bayes 
 
Los enlaces rojos muestran influencia positiva de la 
clase Ra con las variables fz, Hb y en menor 
proporción con las variables Cv y ap. Esto significa 
que a valores más altos de Ra la probabilidad de que 
avance por diente (fz) y dureza del material (HB) 
tomen mayores valores es más alta, presentándose la 
misma situación pero con menor proporción de  
aumento con la profundidad axial y la geometría de 
la pieza. 
 
Los enlaces azules indican influencia negativa de la 
clase Ra sobre las variables v, rpm, Dh y Va. 
Significa que a mayores valores de Ra la 
probabilidades acumuladas que los valores de 
velocidad de corte (v), velocidad de giro (rpm), 
diámetro de la herramienta (Dh) y velocidad de 
avance (va) tomen valores más altos disminuye. Igual 
situación pero en menor proporción se presenta con 
la variable sector (S).  
 
Es importante tener en cuenta que además la 
estructura Naïve Bayes está basada en la hipótesis de 
independencia condicional de las variables 
predictoras dada la clase. 
 
Un análisis realista acorde con el problema de 
predicción de Ra se obtiene con una estructura TAN. 
Esta es más indicada que la anterior porque no se 
toman las variables de forma independiente, sino que 
plantea la dependencia entre ellas y su relación con la 
clase. Para este caso se eliminaron las variables 
velocidad de avance (Va) y velocidad de giro (rpm) 
por ser redundantes. Estas pueden ser calculadas a 
partir de la velocidad de corte (vc) y el avance por 
diente (fz), y el sector (S) ya que no aporta 
información adicional a la red. 
 
En la figura 4 se observa la red generada con este 
algoritmo. En este caso los enlaces muestran 
influencia indefinida en todas las variables, salvo fz 
que  conserva la influencia positiva.  
 
La influencia de la clase Ra está dada por los 3 tipos 
que puede adoptar, según los datos con que fue 
entrenada la red. La probabilidad más alta está en el 
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rango Terso (0.5<Ra<1) con probabilidad de 43% 
con influencia proporcional en todas las variables. 
 
 
 
Figura 4: Distribución de probabilidades a priori – 
estructura TAN 
 
Validando el modelo con el método de validación 
cruzada con K=10, se genera la matriz de confusión 
media de la figura 5, en donde se aprecia que el 
porcentaje de fiabilidad general del modelo es de 
88.5%. En el tipo 0, es decir Pulido (0.1<Ra<0.3) es 
de 100%, el tipo 1 Ground (0.3<Ra<0.5) de 83.3% y 
tipo 2 Terso (0.5<Ra<1) de 75%. Esto significa que 
se estima que para cualquier nuevo dato introducido 
a la red perteneciente al tipo 0 será bien clasificado el 
100% de las veces, del tipo 1 el 83.3% y del tipo 2 el 
75%. 
 
 
 
Figura 5: Matriz de confusión media 
 
Introduciendo evidencia a la red, se asume que el 
valor de Ra esté en el rango Ground, en la figura 6 se 
observa como aumenta la probabilidad en las 
variables fz y V, expresa que si el valor de Ra está en 
el rango indicado hay más seguridad de que el valor 
de la probabilidad en el avance por diente y la 
velocidad de corte este en un valor estimado de 72%, 
además es más probable que el valor estimado de 
diámetro de la herramienta mayor este en 62% y en 
material blando en 71%. El comportamiento del 
avance por diente (fz) se ve reflejado en la figura 7. 
 
 
 
Figura 6: Distribución de probabilidades después de 
introducir como evidencia Ground (0.3<Ra<0.5). 
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Figura 7: Comportamiento de Ra con aumento del 
avance por diente (fz) 
 
De manera similar, figura 8, en el nodo avance por 
diente (fz) se introduce como evidencia el estado 
0.13 y en el nodo velocidad de corte (V) el estado 
500, se observa cómo aumenta el valor de la 
probabilidad de Ra del estado Pulido (0.1<Ra<0.3) 
de 25% a 56%. Esto significa que aumentando el 
avance por diente aunque se aumente la velocidad de 
corte es más probable conseguir mejores acabados 
superficiales. El estado Pulido (0.1<Ra<0.3) alcanza 
una probabilidad de 56% frente al 28% y 16 % de los 
demás estados de Ra. 
 
 
 
Figura 8: Distribución de probabilidades después de 
introducir como evidencia fz=0.13 y V=500 
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2.5 CONCLUSIONES Y TRABAJO FUTURO 
 
Las redes probabilísticas y concretamente las redes 
bayesianas han demostrado ser una herramienta muy 
útil para la aportación de conocimiento en el 
desarrollo de un predictor de Ra. 
  
El método presentado en este trabajo muestra el uso 
de las redes bayesianas con la estructura TAN para el 
desarrollo de un modelo empírico que es capaz de 
estimar el acabado superficial, concretamente Ra, 
con una fiabilidad de 88.5%, en procesos de 
mecanizado a alta velocidad.  
 
El análisis de la matriz de confusión dio como 
resultados una exactitud de 100% en la clasificación 
del acabado en el tipo 0 correspondiente al rango 
0.1<Ra<0.3, en el tipo 1 de 70.9%, 0.3<Ra<0.5 y en 
el tipo 2 de 79.1%, 0.5<Ra<1. 
 
Los resultados del modelo a partir de datos 
experimentales presentan una predicción 
estadísticamente satisfactoria. 
 
Este trabajo es un avance en la búsqueda de un 
modelo para la predicción de Ra ya que se tomaron 
en cuenta variables como diámetro de la herramienta, 
dureza del material y geometría de la herramienta 
que no suelen tenerse en cuenta en el momento de 
modelar este tipo de procesos. 
 
Para mejorar el desarrollo de los modelos se pretende 
utilizar señales adquiridas durante el proceso de corte 
como las fuerzas, aceleraciones y vibraciones.   
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Resumen  
 
Este trabajo propone un modelo estadístico de 
predicción del desgaste de herramientas en 
operaciones de mecanizado de altas prestaciones. Se 
ha utilizado la sensorización de una máquina 
herramienta mediante la instalación de un 
dinamómetro piezoeléctrico y se ha establecido una 
relación lineal entre las fuerzas de corte medidas y el 
desgaste progresivo durante el tiempo de vida de la 
herramienta. Debido a que el desgaste tiene una 
influencia directa sobre la dimensión final de la 
pieza mecanizada, se plantea utilizar este modelo 
dentro de controladores externos a la máquina-
herramienta que permitan calcular este error 
dimensional en proceso y compensarlo.   
 
Palabras Clave: modelado, predictores, mecanizado 
de altas prestaciones, dinamómetro, desgaste de 
herramienta. 
 
 
 
1 INTRODUCCIÓN 
 
Para cualquier taller industrial que trabaje con 
procesos de arranque de viruta es de vital 
importancia mantener la calidad dimensional y 
geométrica de las piezas durante el mecanizado, y 
poseer cierta experiencia del proceso que le permita 
predecir el acabado superficial generado y el desgaste 
de la herramienta de corte para mantener una alta 
productividad y cumplir con los requerimientos del 
cliente. Sin embargo la complejidad del proceso de 
mecanizado dificulta en gran parte el desarrollo de 
aplicaciones o fórmulas matemáticas que faciliten 
esta tarea. 
Uno de los parámetros más influyentes en la calidad 
dimensional de la pieza mecanizada viene dado por 
el propio desgaste de la herramienta de corte. Los 
desgastes modifican la geometría real del inserto de 
corte, modificando los espesores de material 
eliminado y generando variabilidad en las piezas 
procesadas finales. Debido al aumento en las 
exigencias de las calidades de las piezas en centros 
de mecanizado, es de interés plantear nuevas 
metodologías de compensación para minimizar el 
impacto de las variables que influyen en la calidad 
final de la pieza como profundidad del corte, sujeción 
de la pieza, vibraciones, etc. (Figura 1). 
 
Avance
Profundidad de corte
Velocidad de corte
Montaje de pieza
Desgaste de
herramienta
Vibraciones de la
máquina
Recrecimiento de filo
de corteRefrigerantes
Temperatura
ambiente
Excentricidad de 
herramienta
Tipo de sujeción de
herramienta
Dureza del material
Defectos en la composición
del material
Formación discontinua
de viruta
Operación de mecanizado
Máquina herramienta
 
 
Figura 1: Variables que influyen en la calidad de las 
piezas mecanizadas. 
 
En la actualidad la evaluación del estado de la 
herramienta de corte se realiza a través de la 
habilidad y la experiencia del operario, resultando un 
procedimiento caro y poco fiable. O bien se utilizan 
palpadores de reglaje de las herramientas, pero se 
pierde tiempo vital en el proceso o los dispositivos 
son costosos (sistemas láser por ejemplo). Si la 
herramienta de corte no se reemplaza al final de su 
vida útil se pueden generar defectos dimensionales en 
la pieza mecanizada, problemas de ensamblaje de 
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conjuntos de pieza, acabado superficial 
insatisfactorio e incluso daños irreparables en la 
misma máquina-herramienta. Si por el contrario la 
herramienta se cambia antes de que se alcance su 
vida útil, se tiene una subutilización de la 
herramienta de corte y una pérdida en el tiempo de 
producción [2]. 
 
El presente trabajo tiene como objetivo mostrar 
experimentalmente la posibilidad de modelar y  
predecir el desgaste de la herramienta de corte a 
través de la sensorización de la máquina-herramienta, 
concretamente mediante un dinamómetro 
piezoeléctrico. A su vez, se plantea la posibilidad de 
emplear esa predicción del desgaste de la herramienta 
de corte, para estimar la desviación de la calidad 
dimensional de la pieza a procesar, y permitir así una 
corrección de las dimensiones de las herramientas en 
las tablas de parámetros del controlador. Esta 
corrección permitirá minimizar las desviaciones 
geométricas sobre la pieza de trabajo y mantener así 
el proceso dentro de las tolerancias especificadas. 
 
La estructura del artículo es como sigue. En la 
sección 2 se revisa la literatura más relevante sobre la 
monitorización del desgaste de la herramienta de 
corte. La sección 3 detalla el sistema experimental 
empleado. La sección 4 muestra la influencia del 
desgaste sobre la calidad dimensional de la pieza 
mecanizada. La sección 5 recoge los resultados 
experimentales mientras que en la sección 6 se 
realiza el modelado del desgate de la herramienta. La 
sección 7 propone un esquema de control en línea y 
por último, la sección 8 concluye el artículo. 
 
 
2 REVISIÓN DE LA LITERATURA 
 
El desgaste en la herramienta de corte hace referencia 
al desgaste del filo de corte del inserto durante el 
proceso de mecanizado. En la literatura existe una 
gran cantidad de trabajos acerca de la predicción y 
monitorización del estado de la herramienta de corte 
[4],[6],[7].  
 
En [5] se hace uso de la señal captada por 
dinamómetros, acelerómetros y sensores de emisión 
acústica, para monitorizar, en los dominios de tiempo 
y frecuencia, los cambios que pudieran existir 
debidos al mecanizado con herramientas desgastadas. 
En este trabajo se aprecia que, al desgastarse la 
herramienta, la amplitud de las vibraciones aumenta 
y aparecen nuevos armónicos en la etapa de máximo 
deterioro. En [8] se plantea un sistema informático de 
diagnóstico para el mecanizado de piezas complejas. 
El sistema genera mapas espaciales de fuerzas de 
corte, medidas en línea durante el mecanizado, que 
permiten realizar análisis posteriores causa-efecto de 
posibles desviaciones geométricas ocasionadas por la 
condición de la herramienta. 
 
El trabajo [10] presenta una estrategia para 
monitorizar la cantidad de desgaste de la  
herramienta y su relación con la variación de fuerzas 
de corte en operaciones de mecanizado. Se observa, 
en el dominio de frecuencias, que ciertos armónicos 
se incrementan con el desgaste mientras que otros 
permanecen sin cambio. Con esta información se ha 
desarrollado una simulación por ordenador del 
desgaste progresivo. El trabajo [9] compara el 
rendimiento de diferentes herramientas fabricadas 
con materiales y recubrimientos de última 
generación, en términos de variaciones de las fuerzas 
de corte en el transcurso de su vida útil. En este 
trabajo, para herramientas fabricadas de carburo de 
tungsteno con recubrimiento de TiAlN (nitruro de 
titanio aluminio) se observa una relación lineal entre 
desgaste y fuerzas de corte.  
 
El trabajo [3] desarrolló un sistema multi-sensor 
(dinamómetro y acelerómetro) basado en la medición 
de fuerzas en X e Y y de vibraciones en el husillo. Se 
enfatiza el hecho de que el aplicar directamente la 
medición de los sensores para el modelado del 
proceso puede ser una tarea ineficiente, y que es 
necesario pre-procesar la información sensorial para 
emplear únicamente la parte de la medición que 
aporta información sobre el sistema. Por ello, para 
cada medición se obtuvieron 3 índices característicos 
de la señal de fuerzas, como son: la media, la 
varianza, y la frecuencia. En todos estos índices se 
encontraron relaciones directamente proporcionales 
con el desgaste de la herramienta. El trabajo [1] 
implementa un sistema multi-sensorial compuesto de 
acelerómetros y de la medición de la potencia 
consumida por la máquina. Se plantean diferentes 
estrategias de modelado, obteniéndose modelos de 
predicción tanto para el acabado superficial como 
para el desgaste de la herramienta de corte.  
 
En la mayor parte de los trabajos enfocados a la 
predicción del desgaste de la herramienta de corte, se 
coincide en afirmar que son las fuerzas de corte las 
variables que mayor relación presentan con el estado 
de la herramienta de corte. Estas predicciones en 
línea, permiten efectuar acciones correctivas sobre la 
máquina de control numérico y mejorar así el 
acabado superficial y dimensional de las piezas 
mecanizadas. 
 
 
3 SISTEMA EXPERIMENTAL  
 
Con el objetivo de poner en marcha posibles sistemas 
de predicción, se propone la sensorización de la 
máquina-herramienta a través del uso de un 
dinamómetro piezoeléctrico de 8 canales. La 
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experimentación requerida para el modelado se 
centra en una de las operaciones de mecanizado más 
habituales en la industria, como es el planeado. Todo 
el equipo empleado en la experimentación, su 
montaje y el posterior tratamiento de las señales 
capturadas se muestra a continuación. 
 
3.1 EQUIPO DE LABORATORIO 
 
3.1.1 Máquina-herramienta 
 
La máquina herramienta con la que se cuenta para el 
desarrollo experimental, es la mostrada en la figura 2.  
 
 
 
Figura 2: Máquina-herramienta utilizada en el 
desarrollo experimental. 
 
Las características principales de la máquina se 
muestran en la tabla 1. 
 
Tabla 1: Características de máquina-herramienta 
 
Centro de Mecanizado Vertical de 3 Ejes 
Marca/Modelo Deckel Maho/DMC 70V 
Potencia 40 KW 
Vel. husillo máx. 15.000 rpm 
Vel. avance máx. 30.000 mm/min 
Área de trabajo 700x550x500 mm 
Interpolación Lineal, circular 
Controlador Heidenhain 426 PB 
Accesorios Palpador inalámbrico de 
piezas y sistema de reglaje 
de herramientas 
 
3.1.2. Herramienta de corte  
 
Para los experimentos se ha utilizado una 
herramienta de corte con plaquitas circulares, tal y 
como se muestra en la figura 3 y 4. 
 
 
 
Figura 3: Herramienta utilizada.,  
 
 
Cara de incidencia 
Ángulo de incidencia (α) 
 
 
Figura 4: Plaquita de herramienta de corte. 
 
3.1.3 Pieza a mecanizar 
 
El tipo de material a mecanizar, en este caso es acero 
DIN 1.2080 con una dureza promedio de 60 HRC, 
utilizado en la fabricación de moldes y matrices, de 
dimensiones 250x250mm. 
 
3.1.4 Dinamómetro piezoeléctrico 
 
Los dinamómetros consisten en plataformas que 
incorporan células piezo-eléctricas que miden las 
fuerzas en las tres direcciones de operación de la 
máquina herramienta (x, y, z). La señal captada por 
dichos sensores es enviada a amplificadores que la 
condicionan para ser posteriormene capturada 
mediante sistemas de adquisición de datos (ver figura 
5).  
 
 
 
Figura 5: Ejemplo de un sistema de adquisición de 
fuerzas de mecanizado. Fuente: www.kistler.com 
 
Diámetro: 35 mm 
Número de plaquitas (z) = 6 
Fabricante: Franken 
Material plaquitas: Carburo 
Diámetro plaquita= 6 mm 
Recubrimiento: TiAlN 
Ángulo de incidencia= 15º 
Ángulo de inclinación= 0º 
Ángulo de desprendimiento= 0º 
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El dinamómetro empleado en la experimentación 
(Figura 6) consiste en un plato multicomponente de 
alta frecuencia natural, que provee mediciones 
dinámicas y cuasi-estáticas de los 3 componentes 
ortogonales de las fuerzas de corte (Fx, Fy y Fz) 
actuando en cualquier dirección en la parte superior 
del plato. La fuerza a ser medida es captada por tres 
pares de sensores de cuarzo sensibles a la presión en 
Z y a esfuerzos cortantes en X y en Y.  Las señales 
son enviadas a amplificadores que convierten la 
carga eléctrica, previo ajuste de sensibilidad y  
escala, en unidades mecánicas. La salida de los 
amplificadores es posteriormente capturada por una 
tarjeta de adquisición de datos.  
 
 
 
Figura 6: Sistema multi-componente dinamómetro-
amplificadores de señal. 
 
3.2 MONTAJE DEL EXPERIMENTO 
 
La probeta a mecanizar se monta encima de la mesa 
dinamométrica (Figura 7) y se amarra por medio de 
tornillos, previa preparación de la probeta mediante 
taladrados pasantes. El dinamómetro se fija en la 
mesa de la máquina-herramienta mediante varias 
cuñas y bridas.  
 
 
 
Figura 7: Montaje experimental. 
 
3.3 TRATAMIENTO DE LAS SEÑALES 
 
La captura de las señales se realiza mediante la 
tarjeta de adquisición de datos IOTECH 112 y el 
software DAQVIEW (Figura 8). Las señales 
capturadas a una frecuencia de 2000 muestras/s 
corresponden a las componentes en X, Y y Z de las 
fuerzas de corte. Tras el mecanizado, los ficheros se 
analizan en MATLAB, obteniendo durante un tramo 
de corte de 1 segundo de duración el valor cuadrático 
medio de cada componente de la fuerza de corte 
(FX_RMS), a través de la ecuación 1. El valor final 
empleado para el modelado corresponde a la fuerza 
resultante de corte, (Fresul_RMS) que se obtiene por la 
ecuación 2. 
 
∑
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Figura 8: Software DAQVIEW  para registro de las 
señales del dinamómetro. 
 
3.4 DISEÑO DE EXPERIMENTOS 
 
Para modelar el proceso de desgaste, se realizó el  
diseño de experimentos de la tabla 2. Como se 
observa los parámetros de corte establecidos fueron 
tres velocidades de corte (Vc): 60 m/min, 87,5 m/min 
y 100 m/min; y dos valores del avance por diente 
(Sz): 0,104 mm y 0,05 mm. Los valores de la 
profundidad axial (aa) y profundidad radial (ar) se 
mantuvieron constantes en todos los experimentos, y 
fueron de 0,2 mm y 21 mm respectivamente. 
 
Tabla 2: Diseño de experimentos. 
 
Vc  
(m/min)
Sz 
(mm/diente) 
aa 
(mm) 
ar  
(mm) 
60 0,104 0,2 21 
87,5 0,104 0,2 21 
100 0,104 0,2 21 
60 0,05 0,2 21 
87,5 0,05 0,2 21 
100 0,05 0,2 21 
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3.5 MEDICIÓN DEL DEGASTE DE LA 
HERRAMIENTA 
 
Para la medición del desgaste se ha utilizado una lupa 
a 20 aumentos con cámara digital integrada, y las 
plaquitas han sido fotografiadas al finalizar cada 
trayectoria de planeado de la pieza de trabajo. El 
desgaste de las plaquitas de la herramienta ha sido 
medido de acuerdo a las directrices contenidas en el 
estándar ISO 4688-1. Bajo este estándar se  
especifica que para un desgaste localizado sobre la 
cara de incidencia de las plaquitas de la herramienta, 
se debe tomar como criterio de vida última un 
desgaste en la cara de incidencia de la herramienta  
(VB) de 800 µm. 
 
 
4 INFLUENCIA DEL DESGASTE 
DE LA HERRAMIENTA DE 
CORTE EN LA CALIDAD 
DIMENSIONAL DE LA PIEZA 
MECANIZADA 
 
 
El desgaste de la herramienta de corte afecta a la 
dimensión superficial de la pieza mecanizada, de 
acuerdo a la relación mostrada en la figura 9. 
 
Herramienta con plaquitas
nuevas
Sección A-A’
A
A’
VB
∆z α
Herramienta con plaquitas
desgastadas
∆z
Detalle  
 
Figura 9: Relación entre desgaste de la cara de 
incidencia y altura de la plaquita. 
 
Matemáticamente, la desviación en la dimensión en 
la dirección Z que no se mecanizaría debida al 
desgaste de la herramienta se puede modelar por la 
ecuación (3). 
 
  )tan(αBVz =∆            (3) 
 
Donde z∆ es el decremento de altura en el eje axial 
de la herramienta debido al desgaste en la cara de 
incidencia (VB) y α es el ángulo de incidencia.  
 
En la experimentación de este trabajo, se ha 
controlado el z∆  antes de cada pasada de 
mecanizado, con la ayuda de un palpador de piezas 
montado en el husillo de la máquina-herramienta. 
Con esta medida se asegura un constante arranque de 
material y una simulación del control en línea. 
 
5 RESULTADOS 
EXPERIMENTALES 
 
De acuerdo al diseño de experimentos, se han 
obtenido los resultados que se muestran en la tabla  3. 
La figura 10 muestra la evolución del desgaste de la 
herramienta de corte para una velocidad de corte (Vc) 
de 100 m/min y un avance por diente (Sz). Para todos 
los casos, en las fuerzas de corte resultantes se 
observan unas altas correlaciones lineales (R2) con 
respecto al tiempo de mecanizado. Las figuras 11 y 
12 muestran este hecho para Vc=60 m/min, Sz= 0,104 
mm y para Vc=100 m/min, Sz= 0,05 mm 
respectivamente. 
 
Tabla 3: Resultados Experimentales. 
 
Variables 
Vc 
m/min
Sz 
mm 
Fresul_RMS 
N 
VB 
µm 
Tiempo 
mins. 
60 0,104 128 162,5 11,26 
60 0,104 127,43 475 22,56 
60 0,104 140 775 33,83 
87,5 0,104 111 200 7,71 
87,5 0,104 125 300 15,5 
87,5 0,104 147 800 23,25 
100 0,104 97,56 175 6,86 
100 0,104 127,89 775 13,71 
60 0,05 84,67 225 23 
60 0,05 96,17 350 46 
60 0,05 95 600 69 
60 0,05 129,14 675 72,5 
87,5 0,05 70 225 16 
87,5 0,05 100 350 32 
87,5 0,05 110 675 48 
87,5 0,05 123 775 58 
100 0,05 66 175 14 
100 0,05 74 300 28 
100 0,05 95 475 42 
100 0,05 105 650 56 
 
 
 
Vc= 100 m/min 
VB= 150 µm 
T= 14 min 
Vc= 100 m/min 
VB= 250 µm 
T= 28 min 
Vc= 100 m/min 
VB= 450 µm 
T= 42 min 
Vc= 100 m/min 
VB= 700 µm 
T= 56 min 
 
 
Figura 10: Fotografías del desgaste progresivo de la 
cara de incidencia para un experimento. 
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Figura 11: Gráfica de tiempo de vida de la 
herramienta vs. Fuerza Resultante para Vc=60 m/min 
y Sz= 0,104 mm. 
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Figura 12: Gráfica de tiempo de vida de la 
herramienta vs. Fuerza Resultante para Vc=100 
m/min y Sz= 0,05 mm. 
  
 
6 MODELO EXPERIMENTAL DEL 
DESGASTE DE  HERRAMIENTA 
 
Para predecir el desgaste de la herramienta de corte, 
se han empleado técnicas de modelado basadas en 
regresión múltiple. En principio se consideran en la 
regresión múltiple todas las interacciones de hasta 
orden 2 de las variables a excepción de la variable 
tiempo, para evitar la obviedad del modelo. Se 
hicieron dos regresiones, una para cada avance por 
diente Sz. 
 
Para un Sz=0.05mm, se realiza el primer análisis 
estadístico que emplea como variables de regresión 
las variables independientes Vc, Fresul_RMS y la 
interacción Vc x Fresul_RMS. El análisis estadístico 
muestra altos p-valores, lo que indica que las 
variables no son significativas (Tabla 4). Eliminando 
uno a uno los p-valores más altos (menos 
significativos para el modelo), se llega a la regresión 
lineal final (ecuación 4), donde la fuerza resultante 
explica el 76,2% de la variabilidad del desgaste de la 
herramienta de corte (Tabla 5). 
 
Tabla 4: p-valores iniciales para Sz=0,05mm 
  
Variable 
Regresión
p-valor Variable 
Regresión 
p-valor
Constante 0,026 Fresul_RMS 0,013
Vc 0,198 VcxFresul_RMS 0,256
 
        RMSresF _1,151389BV +−=            (4) 
 
Tabla 5: p-valores del modelo para Sz=0,05mm 
 
Variable 
Regresión 
p-valor 
Constante 0,011 
Fresul_RMS 0,003 
% de correlación = 76,2% 
 
A través de un procedimiento similar, se tiene la 
regresión final que modela el proceso para un avance 
por diente Sz=0,104mm  (ecuación 5). Las tablas 6 y 
7 muestran los p-valores de la regresión inicial y 
final. 
 
 RMSresF _41,9444BV +−=  (5) 
 
Tabla 6: p-valores iniciales para Sz=0,104 mm 
  
Variable 
Regresión
p-valor Variable 
Regresión 
p-valor
Constante 0,774 Fresul_RMS 0,554
Vc 0,790 VcxFresul_RMS 0,617
 
Tabla 7: p-valores del modelo para Sz=0,104mm 
 
Variable 
Regresión 
p-valor 
Constante 0,016 
Fresul_RMS 0,000 
% de correlación = 75,9% 
 
Para tener un mejor orden de magnitud acerca del 
ajuste de ambos modelos, se incluyen dos gráficas 
donde se pueden apreciar (Figuras 13 y 14). 
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Figura 13: Comparativa entre valores experimentales 
y predicción. Sz=0,05 mm 
 
 
Figura 14: Comparativa entre valores experimentales 
y predicción. Sz=0,104 mm 
 
 
7 PROPUESTA DE CONTROL  
 
Tras la obtención de un modelo para la predicción 
aproximada del desgaste de la herramienta de corte, 
se puede hacer uso del modelo geométrico descrito 
en la sección 4 para predecir el posible desvío en el 
proceso de corte sobre la dimensión nominal 
deseada.  
 
Por ello, es de interés plantear el desarrollo de un 
sistema de control/supervisión externo al control 
numérico de la máquina-herramienta, que permita 
predecir entre el procesado de cada pieza, el desgaste 
de la herramienta de corte a través de la adquisición 
de las fuerzas de corte. Esta predicción se basará en 
los modelos obtenidos off-line, y las predicciones 
serán función de los parámetros de corte. Con ello, se 
podrá compensar la desviación dimensional que se 
produciría en la pieza debido a ese desgaste, 
actuando sobre el control numérico antes del 
mecanizado. Este sistema viene reflejado en la figura 
15.   
 
 
 
 
Figura 15: Sistema de control dimensional. 
 
 
8 CONCLUSIONES 
 
En este trabajo se presenta una de las problemáticas 
más habituales en los procesos de mecanizado de 
altas prestaciones, como es la predicción del desgaste 
de la herramienta de corte y su influencia sobre la 
calidad dimensional de las piezas mecanizadas. Por 
otro lado se propone un sistema basado en un 
dinamómetro piezoeléctrico para el modelado 
aproximado del desgaste de la herramienta de corte, y 
se valida este sistema mediante un conjunto de datos 
experimentales. Por último se plantea la posibilidad 
de desarrollar sistemas de control/supervisión a 
través de los cuales sea posible compensar los errores 
dimensionales debido al desgaste a través de la 
modificación de la trayectoria de la herramienta.  
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Resumen  
 
En este artículo se propone una metodología para el 
posicionamiento óptimo de una cámara en la 
inspección automática de cristales de faros de 
vehículos. Partiendo del CAD del faro, distintos 
expertos marcarán zonas que deben ser 
inspeccionadas con un determinado nivel de detalle; 
con esta información, y teniendo en cuenta otro tipo 
de restricciones, se desarrollará un algoritmo 
genético para calcular las posiciones óptimas de la 
cámara. 
 
Palabras Clave: Posicionamiento óptimo de una 
cámara, inspección automática, fuzzy, algoritmos 
genéticos, CAD. 
 
 
 
1 INTRODUCCIÓN 
 
La reducción del tiempo de fabricación y de 
inspección es un factor crucial en la obtención de 
mayores productividades. Este factor cobra una 
mayor importancia en industrias tan competitivas 
como la del automóvil. 
 
Tradicionalmente, el control de calidad mediante 
visión por computador se ha centrado en el diseño de 
algoritmos encaminados a detectar distintos tipos de 
fallos, dejando a un lado el posicionamiento óptimo 
de la cámara. El objetivo es, por una parte,  
minimizar el número de imágenes a procesar (y de 
esta forma reducir el tiempo de inspección) y por 
otra, seleccionar las posiciones más adecuadas para 
inspeccionar un objeto. 
 
Se puede plantear el problema del posicionamiento 
óptimo de una cámara con respecto a un objeto, 
como el procedimiento que define un conjunto 
mínimo de posiciones que satisfagan de forma 
eficiente y precisa una serie de requisitos de 
inspección. Estos requisitos pueden incluir variables 
como la resolución de la imagen (que afecta a la 
distancia a la que debe colocarse la cámara), la 
orientación de la cámara respecto al objeto a 
inspeccionar, o el enfoque de la imagen.  
 
Los distintos estudios que tratan el problema de 
posicionamiento óptimo de un sensor con respecto a 
un objeto [2], se pueden dividir en dos categorías en 
función de la forma que tienen de tratar el problema: 
generar-probar y síntesis. Las propuestas 
encuadradas en el primer grupo consideran la 
optimización de posiciones como un problema de 
búsqueda en un espacio restringido de soluciones. 
Generalmente, dividen el espacio esférico que rodea 
al objeto respecto al que se pretende posicionar el 
sensor, en un conjunto de posibles soluciones que son 
evaluadas imponiéndoles una serie de restricciones. 
Para conseguir un conjunto óptimo de posiciones en 
las que situar la cámara, se utilizan métodos 
heurísticos. Esto hace que sean fáciles de 
implementar pero tienen el inconveniente del alto 
coste computacional [9]. Dentro de este grupo son 
destacables los trabajos de S. Y. Chen, Y.F. Li [8], 
que utilizan algoritmos genéticos, y los de E. Dunn, 
G. Olague [6], que utilizan optimización 
multiobjetivo. 
 
La otra forma de abordar el problema se conoce 
como síntesis y consiste en modelar las restricciones 
del problema como funciones analíticas; éstas han de 
cumplirse para las distintas posiciones en las que el 
sensor debe ser situado. Las soluciones obtenidas 
utilizando esta metodología son bastantes precisas, 
pero las ecuaciones que modelan las restricciones no 
son fáciles de resolver para espacios de búsqueda con 
muchos grados de libertad [1] [3] [4]. 
 
Estudios recientes, como los realizados por Weihua 
Sheng et al. [10] [11], proponen una combinación de 
las metodologías anteriores para resolver el problema 
de posicionamiento óptimo. Con la información del 
CAD de la pieza a inspeccionar y con un modelo de 
la cámara, generan un conjunto óptimo de posiciones 
en las que situar este sensor. Además, también 
realizan una optimización en el recorrido de estas 
posiciones teniendo en cuenta las restricciones 
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cinemáticas del manipulador sobre el que se 
encuentra montada la cámara. 
 
El trabajo que se presenta en este artículo se basa en 
una estrategia del grupo generar-probar, y 
particulariza el problema de inspección al caso del 
cristal de un faro de un vehículo. Este problema 
presenta una dificultad especial al ser el objeto a 
inspeccionar de un material transparente. 
Habitualmente, esta inspección se realiza hoy en día 
de forma manual, siendo un operario experimentado 
el que visualmente detecta los fallos en el cristal, que 
consisten en rayas de diferentes tamaños. También es 
común que haya zonas del cristal en las que, por ser  
visibles posteriormente, una vez el faro esté montado 
en el vehículo, exigen un nivel de detalle en la 
inspección mayor que otras zonas. 
 
Este conocimiento experto se ha tenido en cuenta en 
el procedimiento planteado en este trabajo, a través 
de la definición de regiones del faro a las que se les 
asocia una función de pertenencia a un conjunto 
borroso que determina el nivel de detalle necesario 
en la inspección. Posteriormente, se utiliza un 
algoritmo genético para generar el conjunto de 
posiciones óptimas de la cámara. 
 
El artículo se estructura de la siguiente forma: en la 
siguiente sección se presenta la descripción del 
problema que se pretende abordar. En la sección 3 se 
expone la forma en la que se tiene en cuenta el 
conocimiento experto del operario. La sección 4 
muestra el procedimiento de obtención de las 
posiciones óptimas de la cámara, estando la sección 5 
dedicada a mostrar los resultados obtenidos con la 
aplicación del procedimiento desarrollado en la 
sección 4. Finalmente, la sección 6 sintetiza las 
conclusiones del trabajo. 
 
 
2 DESCRIPCIÓN DEL PROBLEMA 
 
El problema consiste en determinar las posiciones 
óptimas en las que se tendría que situar una cámara 
para inspeccionar con un determinado nivel de 
detalle la zona vista del cristal del faro de un 
vehículo. 
 
Los estándares de calidad son variables en función 
del cliente; es decir, cada cliente impone unas pautas 
de inspección determinadas, admitiendo fallos de 
hasta un cierto tamaño en las distintas zonas del 
cristal. Por regla general, se admiten un número 
determinado de defectos, de hasta 0.3mm como 
máximo, en la zona central del cristal. En los bordes 
suelen ser más permisivos llegando a tolerar fallos de 
más de 1mm (Fig. 1). 
 
La inspección del cristal de un faro utilizando visión 
por computador es una tarea complicada, en la que la 
selección de la fuente de iluminación adecuada y la 
posición de la cámara respecto a esta fuente es 
fundamental para obtener un buen resultado. 
 
Tanto la dificultad de inspección como el tamaño 
mínimo de defecto permitido no son constantes en 
toda la superficie del cristal. Aplicando lógica difusa, 
se combina esta información para conseguir el nivel 
de detalle con el que inspeccionar las distintas zonas. 
 
 
 
 
Figura 1. Croquis del cristal de un faro con los fallos 
permitidos en cada una de las zonas. 
 
El nivel de detalle con el que se debe inspeccionar 
cada zona del cristal, determina la resolución exigida 
a la imagen utilizada para la inspección, lo que a su 
vez define el campo de visión necesario para 
conseguir esa resolución. 
 
Con el nivel de detalle y teniendo en cuenta otras 
restricciones como la curvatura de la zona a 
inspeccionar, solapamiento entre los distintos campos 
de visión de las posiciones propuestas, etc., se 
implementa un algoritmo genético que indicará las 
posiciones óptimas de la cámara para inspeccionar el 
cristal con el nivel de detalle requerido (Fig.2). 
 
 
 
 
Figura 2. Diagrama de bloques del proceso. 
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3 EL CONOCIMIENTO EXPERTO 
APLICADO A LA OBTENCIÓN 
DEL NIVEL DE INSPECCIÓN 
 
Para determinar el nivel de inspección necesario en 
cada zona de la pieza, se utilizará el conocimiento 
experto de diferentes características que será 
posteriormente combinado para determinar el nivel 
de detalle exigido en la inspección. 
 
Basándose en la opinión de un experto, se determinan 
tanto las zonas de importancia estética subjetiva de la 
pieza como el grado de dificultad de la inspección. 
Cada zona se codifica usando un emborronamiento 
en función de la distancia a esas zonas. El algoritmo 
será: 
 
Paso 1 – Se considerarán dos conjuntos borrosos: la 
importancia de una zona y su dificultad al ser 
inspeccionada. Un experto define, según su criterio, 
las zonas de la pieza que corresponden a ambas 
categorías: muy importante, importante y poco 
importante para la primera, y difícil, normal y fácil, 
para la segunda. 
 
Paso 2 – Para introducir este conocimiento experto 
en el algoritmo es necesario codificarlo de forma 
matemática. Se emplea para ello un recubrimiento de 
cada una de las zonas definidas empleando esferas. 
Estas esferas serán las que realmente se utilicen en el 
algoritmo. El recubrimiento será válido si se cubre 
satisfactoriamente la zona asignada. En la figura 3 se 
representa a la izquierda la zona definida por el 
experto, en el centro se cubre la zona con esferas y a 
la derecha el recubrimiento.  
 
 
Figura 3. Recubrimiento satisfactorio. 
 
Paso 3 – Dado que los datos de posición de la pieza 
son extraídos a partir del CAD, la información 
correspondiente a su geometría viene dada en  
sectores triangulares.  Para cada sector de la 
superficie se evalúa su pertenencia a cada una de las 
zonas mediante una función de pertenencia que 
depende de la distancia del sector al centro de cada 
una de las esferas del recubrimiento. Si esta distancia 
es menor que el radio,  la pertenencia al conjunto será 
total, mientras que si está comprendida entre el radio 
y dos veces este radio pertenecerá de forma parcial. 
Esta función se representa en la figura 4 para una 
dimensión y en la figura 5 para dos dimensiones.  
 
 
Figura 4. Función de pertenencia en una dimensión. 
 
 
Figura 5. Función de pertenencia en dos dimensiones. 
 
Las figuras 6 y 7 muestran un ejemplo de la 
aplicación de este algoritmo. Se observa cómo los 
diferentes sectores de la pieza son asignados tanto al 
nivel de importancia (Fig. 6) como a las zonas de 
dificultad (Fig. 7). En ambas figuras el color indica el 
grado de pertenencia a cada conjunto: en la figura 6 
los rojos son poco importantes, los verdes 
importantes y los azules muy importantes, mientras 
que en la figura 7, los rojos son zonas fáciles, los 
verdes normales y los azules, zonas de gran dificultad 
de inspección. 
 
Figura 6. Niveles de importancia.  
 
Figura 7. Niveles de dificultad.   
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Paso 4 – Se ejecuta, en base a los seis valores 
emborronados para cada sector de la superficie, el 
conjunto de las reglas difusas (Fig. 8 y Fig. 9). 
 
Nivel de Inspección 
 Dificultad   
  
Fá
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l 
N
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m
al
 
D
ifí
ci
l 
Muy importante Alto Alto Alto 
Importante Medio Medio Alto 
Im
po
rta
nc
ia
 
Poco Importante Bajo Bajo Medio 
 
Figura 8. Conjunto de reglas difusas. 
 
 
 
 
Figura 9. Representación de las reglas difusas. 
 
 
Paso 5 – Se obtiene el nivel de inspección necesario 
para cada triángulo mediante el proceso de 
desemborronado. En la figura 10 se muestra el 
resultado de aplicar el algoritmo al ejemplo anterior. 
En ella los niveles altos de inspección (zonas 
brillantes) vienen determinados por importancias 
altas y son incrementados de cierta forma por la 
dificultad de cada zona. 
 
 
 
Figura 10. Resultado. Niveles de inspección. 
 
 
4 OBTENCIÓN DEL CONJUNTO 
DE POSICIONES ÓPTIMAS DE 
LA CÁMARA 
 
Se utiliza un algoritmo genético (AG) para 
determinar el conjunto óptimo de posiciones en las 
que colocar la cámara, e inspeccionar la zona vista 
del cristal del faro de un vehículo, con el nivel de 
detalle requerido por el cliente. 
 
La aplicación de algoritmos genéticos es habitual en 
problemas de optimización en los que la solución 
debe cumplir una serie de restricciones; estas 
restricciones, en ciertos casos, pueden ser 
contradictorias. 
 
El algoritmo genético utilizado es del tipo 
estacionario [5] con un reemplazamiento de la 
población inicial superior al habitual, que suele ser de 
un individuo en cada iteración.  
 
El uso de AG en la optimización de un problema 
requiere la codificación de la población inicial, así 
como la formulación de la función de evaluación, 
(fitness, en terminología inglesa). Tanto una como 
otra deben ser particularizadas para el problema 
abordado. 
 
En este caso se ha utilizado un cromosoma, 
representado en la figura 11, para codificar cada uno 
de los individuos de la población inicial. Este 
cromosoma se divide en 2 partes: genes de control y 
genes paramétricos [8]. Los genes de control son 
números binarios, en los que un cero desactiva los 
genes paramétricos que se corresponden con el gen 
de control mencionado y un uno activa los genes 
paramétricos correspondientes. Los genes 
paramétricos son números reales que representan, 
con respecto a un sistema de referencia, la posición 
de la cámara, orientación respecto el eje z y el 
tamaño del campo de visión Vi=(x,y,z,θz, l1, l2). 
 
Siendo: 
 
. xi, yi, zi: coordenadas geométricas en las que se 
debe situar la cámara. 
. θzi: ángulo respecto al eje z. 
. l1i, l2i: dimensiones del campo de visión de la 
cámara. 
 
 
 
C1 C2 … Cnmax V1 V2 … Vnmax 
Genes de control  Genes Paramétricos 
 
Figura 11. Estructura de un cromosoma de la 
población. 
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Como primera aproximación se ha considerado que 
la cámara se posiciona de forma perpendicular con 
respecto a la normal de la superficie que se va a 
inspeccionar. Por este motivo, no se experimenta 
rotación respecto de los ejes X e Y (Fig. 12). 
 
El número de genes de control de la población inicial 
(n), es un número fijo que se ha estimado teniendo en 
cuenta el número máximo de imágenes necesarias 
para cubrir la totalidad del cristal del faro. El número 
de imágenes es inversamente proporcional al tamaño 
del campo de visión, de manera que el número de 
imágenes será máximo cuando el campo de visión 
sea mínimo. 
 
Para que el algoritmo sea eficiente desde el punto de 
vista computacional, se ha estimado de forma 
heurística que el número máximo de genes de cada 
cromosoma sea de 168. Esto equivale a tener un total 
de 24 genes de control, que indican el número 
máximo de campos de visión. 
 
El tamaño del cristal del faro es variable. En este 
caso, se ha trabajado con un cristal tipo de 450 x 150 
mm de superficie. Al cubrir esta superficie con 24 
posiciones, se obtiene un campo de visión de 
aproximadamente 75 x 56 mm. 
 
Para estimar el campo de visión que se tendría de 
manera experimental, se ha utilizado el modelo 
óptico “Pin-hole” (Fig. 12).  
 
 
Figura 12. Modelo Pin-hole. 
 
La relación entre el campo de visión de la cámara y 
el tamaño del CCD, se muestra en la ecuación 1 [7]. 
 
c
s
x
x
f
h =  (1) 
Siendo: 
 
. h: distancia entre la superficie a inspeccionar y la 
superficie de la lente. 
. f: distancia focal de la cámara. 
. xs: tamaño del campo de visión. 
. xc: tamaño del sensor CCD. 
 
La cámara utilizada es una JAI CV-M77 de 
resolución 1024 x 768 y píxeles cuadrados de tamaño 
4.76 µm, con una lente de 25 mm que, posicionada a 
una distancia de 400 mm, proporciona un campo de 
visión de unas dimensiones similares a las 
propuestas. 
 
 
4.1 POBLACIÓN INICIAL 
 
La población inicial está formada por 100 individuos, 
de los cuales el 25% se generan de forma manual, 
distribuyendo uniformemente las posiciones de la 
cámara sobre la superficie a inspeccionar para 
distintos niveles de detalle. 
 
El 15% se generan distribuyendo uniformemente el 
campo de visión sobre la superficie a inspeccionar. 
En este caso, no obstante, las posiciones pueden 
variar un determinado rango entorno al valor en el 
que deberían posicionarse. 
 
El resto de los individuos se generan de forma 
aleatoria, así como el número de posiciones activas 
en cada individuo (indicado por los genes de control), 
como su valor (indicado por los genes paramétricos). 
En el caso de ser gen paramétrico, este valor se 
genera de forma aleatoria entre ciertos límites 
dependiendo del tipo de parámetro que represente el 
propio gen. 
 
4.2 FUNCIÓN DE EVALUACIÓN 
 
La función de evaluación es la función a minimizar 
cuando se aplica el AG (Ec. 2). El resultado de esta 
ecuación se encuentra normalizado entre cero y uno. 
 
Los miembros de esta ecuación están ponderados 
mediante pesos, lo que permite dar más importancia a 
unos términos de la ecuación frente a otros. 
 
min
..
1
             SWAWNW
curvaturadetalleWF
DNCCPB
camposi
i
iiAEVALUACIÓN
⋅+⋅+⋅+
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +⋅= ∑=
=  
          (2) 
 
Donde: 
 
• WA, WB, WC, WD. Son los pesos asignados a 
cada uno de los miembros de la función de 
evaluación.  
Z 
X
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• Detalle. Indica si el tamaño del campo de 
visión para la posición evaluada de la 
cámara, se corresponde con el que debería 
tener para el nivel de detalle requerido (Fig. 
13). 
• Curvatura. Indica el grado de curvatura de 
la zona del faro incluida en el campo de 
visión. 
• NP. Número de posiciones de la cámara para 
cada cromosoma de la población. 
• ANC. Área del cristal del faro no cubierta por 
el conjunto de los diferentes campos de 
visión de la cámara. 
• Smin. Solapamiento entre los distintos 
campos de visión. 
 
 
 
Figura 13. Relación entre el área del campo de visión 
y el nivel de detalle. 
 
 
4.3 EVOLUCIÓN DEL ALGORITMO 
 
En la evolución del AG se utilizan los parámetros y 
operaciones siguientes: 
 
• Longitud del cromosoma. La longitud del 
cromosoma será knn ⋅+ , donde n es el 
máximo número de puntos de vista, que 
depende del tamaño del cristal a 
inspeccionar, de la configuración del sensor 
y del nivel de detalle requerido. El 
parámetro k es el número de variables 
independientes que definen cada posición. 
• Selección. El método de selección será por 
torneo con tamaño dos. 
• Cruce. La probabilidad de cruce es de 0.25, 
y se realiza el cruce por dos puntos. 
• Mutación. La probabilidad de mutación es 
de 0.01 con respecto al gen. Los genes 
paramétricos y los de control mutan de la 
siguiente forma: 
. Genes de control: mutación por cambio de 
bit. 
. Genes paramétricos: mutación aplicando 
una función de distribución gaussiana 
( )σηφ ,+= gg  donde φ  es la función de 
distribución gaussiana, η  y σ  son la media 
y la varianza respectivamente. 
• Reemplazamiento. La nueva población 
estará formada por los hijos y los mejores 
individuos de la población anterior 
(cromosomas con un menor valor al aplicar 
la función de evaluación). 
• Condición de parada. El algoritmo se da 
por finalizado cuando el indicador ANC sea 
muy próximo a cero (toda el área de la 
superficie ha sido cubierta) y el 
solapamiento entre los campos de visión 
esté en un rango determinado. Si ninguna de 
las condiciones anteriores ha sido alcanzada, 
se finaliza en la iteración 1000.  
 
 
5 RESULTADOS 
 
Se presentan distintos resultados obtenidos con el AG 
para los niveles de detalle estimados mediante lógica 
difusa, partiendo de la información de distintos 
expertos. 
 
En la figura 14 se representa el mejor valor al aplicar 
la función de evaluación, a cada uno de los 
cromosomas de la población para las 1000 
iteraciones realizadas por el algoritmo. 
 
Parte de la población inicial es dirigida a partir del 
conocimiento del campo de visión que puede tener la 
cámara y de las características geométricas de la 
pieza a inspeccionar. De esta forma, se optimiza el 
valor de la función de evaluación aplicada a la 
población inicial, asegurando una mayor rapidez en 
la convergencia al valor óptimo. 
 
Finalmente, las posiciones obtenidas se muestran en 
la Fig. 15. Con 7 posiciones es posible inspeccionar 
la pieza por completo y con el nivel de detalle 
requerido. 
 
Los pesos de la función de evaluación (Ec.2), 
utilizados para obtener los resultados de la figura 14, 
han sido los siguientes: 
 
• WA: 0.4.  WB: 0.1.  WC: 0.4.  WD: 0.1. 
 
En este caso, se ha valorado más que los campos de 
visión obtenidos tengan el tamaño adecuado para 
inspeccionar las zonas con el nivel de detalle 
requerido y que se cubra el máximo posible de la 
superficie del cristal. Las zonas brillantes requieren  
una inspección con un nivel de detalle superior a las 
zonas oscuras. Por este motivo los campos de visión 
de estas zonas son de menor tamaño. 
 
Nivel de 
detalle 
Área campo de 
visión 
Detalle 
máximo 
Detalle 
mínimo 
Campo 
máximo 
Campo 
mínimo 
XXVII Jornadas de Automática
Almería 2006 - ISBN: 84-689-9417-0 1375
 
Figura 14. Fitness/Iteraciones. 
 
 
 
Figura 15. Posiciones óptimas de la cámara. 
 
 
6 CONCLUSIONES 
 
Se ha desarrollado un algoritmo genético para 
determinar el conjunto óptimo de posiciones en las 
que debe situarse una cámara para inspeccionar el 
cristal del faro de un vehículo, con un nivel de detalle 
definido por un experto, en función de los requisitos 
del cliente al que va destinado el producto. 
 
Modificando los coeficientes de ponderación de la 
función de evaluación (Ec.2), es posible obtener un 
conjunto de soluciones óptimas que satisfagan en 
distinta medida las restricciones planteadas. 
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Resumen 
 
El artículo describe el control visual de un robot 
paralelo, denominado Robotenis, con estructura de 
control abierta. El sistema ha sido diseñado y 
construido para realizar tareas en entornos 
dinámicos tridimensionales con objetos con un 
movimiento de hasta 2 m/s. La estrategia de control 
posee dos bucles: Uno interno basado en la 
información articular que actúa cada 0.5 ms, y otro 
externo basado en la información visual que actúa 
cada 8.3 ms. 
 
Palabras clave: Control visual, Robot paralelo 
 
1 INTRODUCCIÓN 
 
Los sistemas de visión se utilizan cada vez con más 
frecuencia en las aplicaciones robóticas, aportando 
una información extremadamente útil sobre los 
objetos presentes en la escena, y permitiendo además 
conocer de una forma suficientemente precisa la 
posición y la orientación de los mismos. Sin embargo 
la integración de estos sistemas en tareas dinámicas 
presenta muchos aspectos no resueltos correctamente 
en la actualidad, y que son motivos de investigación 
en los principales centros de investigación ([10]).  
Entre ellos cabe destacar el diseño de estrategias de 
control visual de robots en tareas de seguimiento de 
objetos a alta velocidad (hasta 2 m/s), como las 
desarrolladas en la Universidad de Tokio ([8] y [11]). 
 
Con el fin de poder estudiar e implementar distintas 
estrategias de control visual, el Grupo de Visión por 
Computador de la Universidad Politécnica de Madrid 
optó por el diseño y la construcción de la plataforma 
Robotenis, dentro del proyecto de investigación 
“Arquitecturas de teleoperación en entornos 
dinámicos modelables” (DPI 2001-3827-C02-01), 
financiado por el Ministerio de Ciencia y Tecnología. 
La Agencia Española de Cooperación Internacional 
(AECI) dentro del Programa de Cooperación 
Interunirvesitaria de 2005, ha permitido igualmente la 
integración de investigadores extranjeros. 
 
La plataforma llamada RoboTenis (ver Figura  1), es 
un robot paralelo de tres grados de libertad (está 
adaptado para incluir un cuarto grado adicional), con 
una estructura abierta para el control, que ha 
permitido la realización de tareas dinámicas a alta 
velocidad.  En el presente artículo se describen las 
pruebas efectuadas en el seguimiento de un objeto 
(una pelota de ping-pong) que se mueve libremente 
con velocidad de hasta 1 m/s. Está prevista la 
realización de seguimientos a una mayor velocidad, y 
la realización de tareas que impliquen el golpeo de la 
pelota. 
 
En términos generales, un robot paralelo consta de 
dos plataformas unidas por más de una cadena 
cinemática cerrada. Esta estructura presenta diversas 
ventajas con respecto a un robot serie, como son una 
mayor rigidez, precisión, capacidad de carga, 
velocidad y una menor inercia de los motores. La 
principal desventaja radica en la disminución del 
espacio de trabajo [1].  
 
 
Figura  1.  Sistema RoboTenis 
 
La estructura mecánica del sistema RoboTenis está 
inspirada en el robot DELTA ([9]). El modelo 
cinemático, la matriz Jacobiana y el diseño óptimo 
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del sistema Robotenis han sido presentados en 
diversos trabajos previos ([3]). La estructura del robot 
ha sido optimizada tanto desde el punto de vista 
cinemático como dinámico. Así el método de diseño 
resuelve dos dificultades: La determinación de las 
dimensiones del robot y la selección de los 
actuadores. El análisis dinámico y el control articular 
han sido presentados en [2] y [4]. El modelo 
dinámico esta basado en los multiplicadores de 
Lagrange e incorpora la influencia de las inercias de 
los antebrazos en el desarrollo de las estrategias de 
control. El sistema posee dos lazos de control. Uno 
interno basado en la información articular, que se 
ejecuta cada 0.5 ms, y que incorpora el modelo 
dinámico en un lazo de prealimentación y un PD en el 
lazo de realimentación. Otro externo, basado en la 
información visual, que se ejecuta cada 8.33 ms, y 
que se describe con más detalle en el presente trabajo. 
 
El artículo se estructura de la siguiente forma: Tras la 
presente introducción, en el apartado segundo se 
describe brevemente el sistema Robotenis, 
ahondándose en el apartado tercero en el algoritmo de 
control visual propuesto e implementado. En el 
apartado cuarto se describen algunos de los resultados 
obtenidos, mientras que en el aparatado quinto se 
resaltan las conclusiones obtenidas. 
 
2 DESCRIPCIÓN DEL SISTEMA 
ROBOTENIS 
 
En este apartado se describe el entorno de pruebas, 
los elementos que componen al sistema Robotenis y 
sus características funcionales. Más información se 
puede consultar en [1]. 
 
2.1 ENTORNO  DE  PRUEBAS 
 
El objetivo definido para el sistema es que la pinza 
del robot sea capaz de seguir a una distancia de 600 
mm a una pelota de ping pong sujeta con un hilo de la 
estructura fija (ver Figura  2) y que se mueve a una 
velocidad cercana a 1 m/s. A fin de facilitar la 
ejecución del control visual se ha optado por emplear 
una pelota de color negro sobre fondo blanco. 
 
 
Figura  2. Entorno de trabajo 
 
 
2.2 SISTEMA  DE VISIÓN 
 
El sistema Robotenis posee una cámara en el extremo 
del robot (ver Figura  3). La ubicación de la cámara 
combina la adquisición de un amplio campo visual, 
cuando el robot está alejado del objeto, con una 
adquisición más precisa cuando el robot está cerca 
del objeto. Este aspecto es muy importante para 
futuras aplicaciones del sistema, como puede ser 
golpear o coger una pelota.  A destacar los siguientes 
aspectos: 
 
2.2.1 Cámara 
 
La cámara utilizada es la SONY XC-HR50. Sus 
principales características son: 
• Captura de imágenes a alta velocidad, en 8.33 
ms, con una resolución de 240 x 640 píxeles. 
• Tiempo de integración de 1 ms.  
• Escaneado progresivo. 
• Reducido tamaño y peso muy ligero: 29 x 29 x 
32 mm y 50 gr.  
• Óptica de 6 mm 
 
 
Figura  3. Cámara en el sistema RoboTenis 
 
2.2.2 Tarjeta de adquisición 
 
La tarjeta de adquisición utilizada ha sido la Matrox 
Meteor 2-MC/4. Permite la adquisición en modo 
doble buffer (adquisición simultánea con el 
procesamiento de la imagen previa), fundamental 
para ejecutar el bucle de control visual en 8.33 ms. 
 
2.2.3 Procesamiento de imágenes 
 
Una vez adquirida la imagen el sistema realiza la 
segmentación de la pelota sobre el fondo blanco. 
Como características visuales se calculan el centroide  
de la pelota y el diámetro de la misma, todas ellas 
con precisión subpixel. Mediante una calibración 
previa es posible determinar la posición espacial de la 
pelota. El algoritmo de control implica el 
conocimiento de la velocidad de la pelota, que se 
estima mediante un filtro de Kalman ([5] y [6]). 
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2.3 SISTEMA  DE  CONTROL 
 
El hardware de control está formado por una tarjeta 
dSPACE 1103. En ella se ejecutan: la generación de 
trayectorias, el cálculo de los modelos cinemático y 
dinámico del manipulador, así como la 
implementación de los algoritmos de control. El 
sistema de accionamiento utilizado está compuesto 
por servomotores brushless AC (Unimotor), 
variadores de velocidad (Unidrive SP) y elementos 
reductores (más información en [1]). 
 
2.4 CARACTERÍSTICAS  FUNCIONALES 
 
El control visual desarrollado está condicionado por 
las características propias de la aplicación y del 
sistema RoboTenis. Entre ellas cabe destacar las 
siguientes: 
 Alta incertidumbre  en los datos suministrados 
por el sistema de visión. El bajo período de 
muestreo (8,33 milisegundos) magnifica los 
errores en la estimación de la velocidad. Así por 
ejemplo con la pelota a 600 mm de distancia el 
diámetro de la pelota mide unos 20 píxeles. Si se 
comete un error de 0,25 píxeles en la estimación 
del diámetro, el error propagado en la estimación 
de la distancia será de 8 milímetros 
aproximadamente, y de 1 metro/segundo en la 
velocidad de la pelota, muy elevada para la 
necesaria continuidad del movimiento del robot. 
el filtro de Kalman disminuye parcialmente este 
problema. 
 Continuidad de la velocidad del robot. El 
planificador diseñado para el sistema RoboTenis, 
necesita una cierta continuidad en la velocidad 
para evitar aceleraciones elevadas que penalizaría 
notoriamente el movimiento. Así un error de 8 
milímetros con un período de muestreo de 8,33 
milisegundos ocasionaría una aceleración de 12g, 
superior a las prestaciones del sistema. Es 
necesario destacar que el sistema RoboTenis es 
un sistema abierto, por lo que está previsto el 
cambio de referencia mientras se mueve, para 
aumentar sus prestaciones. 
 El sistema RoboTenis posee, como cualquier 
sistema real, diversas limitaciones que deben de 
ser tenidas en cuenta en la estrategia de control 
para poder asegurar el éxito de la misma. Las dos 
principales son los retrasos y las saturaciones. 
Existe un retraso entre los datos suministrados 
por la cámara y los obtenidos de los sensores 
articulares. El retraso se estima en 2 periodos de 
muestreo (16.66 milisegundos), y es debido a la 
integración de la información luminosa, su 
transmisión y procesamiento. Igualmente es 
necesario resaltar que la velocidad del robot 
estará limitada por construcción (2.5 m/s), y 
deberá ser tenida en cuenta por la estrategia de 
control. 
 
3 CONTROL VISUAL  DEL  SISTEMA  
ROBOTENIS 
 
Los sistemas de coordenadas definidos se muestran 
en la  Figura 4. Σw, Σe, y Σc son los sistemas del 
mundo, del extremo del robot y de la cámara. cpb es 
la posición relativa de la pelota con respecto al 
sistema de coordenada de la cámara, y wpe es la 
posición relativa del extremo del robot con respecto 
al sistema de coordenadas del mundo, conocida a 
través de la cinemática directa. Se suponen conocidas 
y constantes las matrices  wRe , wRc , eRc y  eTc , a 
través de las calibraciones del sistema. 
 
Xw
Zw
Yw
Σw
Σe
XeYe
Ze, Yc
Xc
ZcΣc
wpc
wpe
wpb
cpb ball
Figura 4. Sistemas de coordenadas involucradas 
 
De entre las distintas alternativas existentes [7]), se 
ha elegido la utilización de un control basado en 
posición. Como se aprecia en el esquema básico de la 
Figura  5, la función de error se obtiene comparando 
la posición deseada del objeto ( ( )*c bp k ) que en la 
presente aplicación se supone constante, con la 
posición obtenida por el sistema de visión ( ( )c bp k ). El 
controlador proporciona la velocidad deseada para el 
efector final. A través de un planificador en el 
espacio cartesiano y empleando la matriz Jacobiana 
del robot se obtiene la variación articular del robot. 
La variable k indica el instante de muestreo 
considerado. 
 
( )ke( )*c bp k
+ -
( )kVew ( )kq
( )c bp k Sistema
Visión
ROBOTMatrizJacobianaControlador
 
Figura  5 Control visual basado en posición 
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3.1 MODELO UTILIZADO 
 
Según se aprecia en la Figura  5, el error se define 
como: 
 
( ) ( )*c cb be k p p k= −  (1) 
 
 
La posición de la pelota en el sistema de coordenadas 
de la cámara se puede expresar como: 
 
( ) ( ) ( )( )c c w wb w b cp k R p k p k= −  (2) 
 
Por lo que sustituyendo se obtiene 
 
( ) ( ) ( )( )*c c w wb w b ce k p R p k p k= − −  (3) 
Para asegurar que el error decrezca 
exponencialmente, supuesto el sistema estable, se 
elige 
( ) ( ) con  >0e k e kλ λ= −  (4) 
 
Derivando la ecuación (3), y teniendo en cuenta que  
cRw es constante, se obtiene: 
 
( ) ( ) ( )( ).c w ww b ce k R v k v k= − −  (5) 
 
Sustituyendo las ecuaciones (3) y (5) en (4), se 
obtiene: 
 
( ) ( ) ( )*w w c T c cc b w b bv k v k R p p kλ  = − −   (6) 
 
Donde ( )w cv k  y ( )w bv k  representan las velocidades 
de la cámara y de la pelota respectivamente. Ya que 
( ) ( )w we cv k v k=  la ley de control puede ser 
expresada como:  
 
( ) ( ) ( )* .w w c T c ce b w b bv k v k R p p kλ  = − −   (7) 
 
La ecuación (7) posee dos componentes: Una de 
predicción de la velocidad de la pelota ( ( )w bv k ) y 
otra de error de seguimiento ( ( )*c cb bp p k −  ). Su 
ejecución implica un conocimiento exacto de todas 
las componentes, algo que no será posible. Una 
aproximación más realista es la siguiente: 
 
( ) ( ) ( )*ˆ ˆw w c T c ce b w b bv k v k R p p kλ  = − −   (8) 
 
Donde las variables estimadas son utilizadas en lugar 
de las reales. La estructura básica de control visual 
sería la expresada en la Figura  6. 
 
3.2 AJUSTE  DEL  PARÁMETRO  λ  
 
Un aspecto fundamental para el correcto 
funcionamiento del algoritmo de control visual es el 
ajuste del parámetro λ. En el presente trabajo se 
propone el cálculo de dicho algoritmo usando un 
algoritmo predictivo que intenta lograr el objetivo de 
control ( ( ) *c cb bp k p= ) en el menor número de 
muestras, teniendo en cuenta las limitaciones del 
sistema. 
 
( )*c bp k ( )ke
+ - + +
( )kVcw ( )kVew
( )ˆw bV k
+
+
( )w bp k ( )kpcw
( )kq
( )ˆc bp k
( )kpew-
+
e
cT
w
c pR
ROBOT
Sistema
Visión
Estimador
Velocidad
Matriz
Jacobiana
Cinemática
Directa
I
T
w
cR
T
w
cRλ−
 
Figura  6. Arquitectura básica de control visual 
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La posición de la pelota en el sistema de 
coordenadas de la cámara se puede expresar en 
función de la posición de la pelota en el sistema de  
coordenadas del mundo y de la posición de la 
cámara en el sistema de coordenadas del mundo. 
 
( ) ( ) ( )c c w wb w b cp k R p k p k = −   (9) 
 
La posición futura de la pelota en el sistema de 
coordenadas del mundo en el instante k+n será: 
 
( ) ( )ˆ ˆ ˆ ( )w w wb b bp k n p k v k Tn+ = +  (10) 
 
Donde T es el período de muestreo (8.33 ms). 
Además la  posición futura de la cámara en el 
sistema de coordenadas del mundo en el instante 
k+n será: 
 
( ) ( ) ( )w w wc c cp k n p k v k Tn+ = +  (11) 
 
Si la ley de control pretende que se anule el error en 
el menor tiempo posible,  sustituyendo la ecuación 
(9) para  k+n , en la ecuación (2), se cumplirá: 
 
( ) ( )( )* ˆ 0c c w wb w b cp R p k n p k n− + − + =  (12) 
 
Sustituyendo (10) y (11) en (12), se obtiene: 
 
( ) ( )* ˆ ˆ[ ( ) ( ) ]c c w w w wb w b b c cp R p k v k Tn p k v k Tn= + − −
(13) 
 
Ya que ( ) ( )w we cv k v k= , la velocidad del extremo 
del robot se puede despejar, teniendo en cuenta la 
ecuación (2), obteniéndose la expresión: 
 
( ) ( ) ( )*1ˆ ˆ .w w c T c ce b w b bv k v k R p p kTn  = − −   
 
(14) 
 
Comparando las ecuaciones (8) y (14), se define el 
parámetro  λ como: 
 
1 .
Tn
λ =  
 
(15) 
 
La ecuación (15) suministra una opción para ajustar 
el parámetro λ cumpliéndose la función objetivo en 
el menor número de muestras posible (n). 
 
3.3 ALGORITMO IMPLEMENTADO  
 
La arquitectura de control visual propuesta en la 
Figura  6 no considera las limitaciones físicas del 
sistema: Los retrasos y las posibles saturaciones 
motivadas por las velocidades máximas del robot. 
En la Figura  7, se representa un esquema de 
control que incorpora y tiene en cuenta estas 
limitaciones. El término rz−  representa un retraso 
de r periodos para las señales de control. En el 
presente sistema se asume que la información 
suministrada por el sistema de visión ( ( )c bp k ), 
posee un retraso de r=2 períodos con respecto a la 
información articular suministrada por el sistema de 
control. Así la futura posición de la pelota se 
expresará como: 
 
( ) ( )ˆ ˆ ˆ ( ) ( )w w wb b bp k n p k r v k r T n r+ = − + − +
 
(16) 
 
Mientras que la futura posición de la cámara vendrá 
expresada por la ecuación (11). 
 
La ecuación (15)  permite ajustar el parámetro λ de 
la ley de control, teniendo en cuenta los siguientes 
aspectos: 
• La ecuación (14) suministra la velocidad 
deseada del robot, que evidentemente no podrá 
sobrepasar la máxima velocidad permitida, lo 
que obligará a un ajuste del mínimo número de 
muestras en el que se puede cumplir la función 
objetivo. Este número será distinto para cada 
eje del robot, por lo que habrá que considerar 
el más restrictivo (el mayor), y se empleará en 
el calculo del parámetro λ. 
• A fin de lograr la mayor continuidad posible en 
la velocidad del robot, lo que facilita la labor 
del planificador de trayectorias que suministra 
la consigna al bucle interno basado en la 
información articular, se ajustará los 
parámetros λ de los ejes menos restrictivos, al 
número de muestras más restrictivo. Así se 
evitan pequeñas paradas de los motores, que 
impedirían el correcto funcionamiento del 
sistema 
 
3.4 ESTABILIDAD  DEL  SISTEMA 
 
No forma parte de los objetivos del presente trabajo 
el estudio detallado de la estabilidad del sistema. 
Las aproximaciones realizadas en el modelado del 
sistema, así como la utilización de valores 
estimados para la posición y velocidad de la pelota, 
unido a las saturaciones y no linealidades del 
sistema aumenta significativamente la complejidad 
del análisis. Tan sólo se ha tenido en cuenta que 
supuesto el sistema estable la ley de control 
diseñada obligue a que el error disminuya 
exponencialmente (ecuación (4)). La estabilidad 
asintótica se garantizará si no hay error en la 
medición y en la estimación, y se considera solo la 
cinemática del robot despreciando su dinámica (lo 
que es equivalente a decir que las velocidades 
articulares son ejecutadas instantáneamente por los 
actuadores). 
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Figura  7. Arquitectura de control visual propuesta 
 
 
4 RESULTADOS EXPERIMENTALES 
 
En el presente apartado se describen las pruebas 
realizadas en el seguimiento de un objeto a alta 
velocidad (hasta 1 m/s) con el sistema Robotenis. 
El objetivo de control es que el extremo del robot 
permanezca a una distancia fija ([0, 0, 600]T mm) 
de la pelota. La pelota se sujeta a la estructura 
mediante una cuerda, y con un arrastre manual 
realiza distintas trayectorias. La Figura  8 
representa la evolución tridimensional de la pelota 
en una prueba. 
 
 
Figura  8. Evolución tridimensional de la pelota 
 
4.1 INDICES DE SEGUIMIENTO 
 
El caótico movimiento de la pelota en el extremo de 
la cuerda dificulta el estudio sistemático de las 
pruebas, ante la dificultad para poder repetir las 
mismas efectuadas con distintos algoritmos de 
control. A tal fin se han definido dos índices de 
seguimiento basados en el error de seguimiento 
(diferencia entre la posición deseada de la pelota y 
la real) y la estimación de la velocidad de la pelota. 
 
• Relación de seguimiento: Se define como la 
relación entre la media del módulo del error de 
seguimiento y la media del módulo de la 
velocidad estimada de la pelota. Permite aislar 
la influencia de la velocidad sobre el error de 
seguimiento. Se expresa en mm / mm/s 
 
1
1
1 ( )
Relación de seguimiento
1 ˆ ( )
N
k
N
w
b
k
e k
N
v k
N
=
=
=


 
 
 
(17) 
 
 
• Media por franjas del módulo del error de 
seguimiento en función del módulo de la 
velocidad estimada de la pelota. Los límites 
inferiores y superiores del módulo de la 
velocidad de la pelota son 0, 200, 400, 600, 
800 y 1000 mm/s. Se expresa en milímetros 
 
4.2 LEYES  DE  CONTROL  ESTUDIADAS 
 
Se han realizado pruebas con dos leyes de control: 
 
• Ley de control proporcional. No se considera 
la componente predictiva de la ecuación (8).  
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( ) ( )* ˆ .w c T c ce w b bv k R p p kλ  = − −   (18) 
 
• Ley de control predictiva. Se considera la 
componente predictiva de la ecuación (8).  
 
( ) ( ) ( )*ˆ ˆ .w w c T c ce b w b bv k v k R p p kλ  = − −   (19) 
 
Las Tabla 1 y la Tabla 2 representan los resultados 
obtenidos para los anteriores índices cuando se 
aplican las dos leyes de control. Los datos 
numéricos se han obtenido haciendo las medias de 
10 pruebas para cada algoritmo. Se observan 
claramente un mejor comportamiento de la 
estructura predictiva, que ocasiona una menor 
relación de seguimiento y un menor error  por 
franjas. 
 
Tabla 1. Relación de seguimiento para las leyes de 
control proporcional y predictiva 
ALGORITMO RELACIÓN DE 
SEGUIMIENTO 
Proporcional 40.45 
Predictivo 20.86 
 
Tabla 2. Error por franjas para las leyes de control 
proporcional y predictiva 
Velocidad V< 
200 
200-
400 
400-
600 
600-
800 
V> 
800 
Algoritmo 
Proporcional 
6.3 13.7 20.1 26.2 32.5 
Algoritmo 
Predictivo 
4.2 8.1 9.5 11.3 13.5 
 
Las Figura  9 y Figura  10 muestran para un 
ejemplo concreto (para cada eje y en módulo) la 
evolución del error de seguimiento, la velocidad 
estimada de la pelota, y la velocidad calcula para el 
extremo del robot, tanto para una ley de control 
proporcional como para la ley predictiva. 
  
Para el control proporcional el máximo error de 
seguimiento es de 34.5 mm y la máxima velocidad 
detectada para la pelota es de 779.9 mm/s. Para el 
control predictivo el máximo error de seguimiento 
es de 18.1 mm  la máxima velocidad detectada para 
la pelota es de 748.1 mm/s. Se observa como el 
empleo del término predictivo mejora 
significativamente el seguimiento. 
 
5 CONCLUSIONES 
 
El artículo presenta una novedosa estructura de 
control visual para un robot paralelo que tiene por 
objetivo interactuar con objetos que se mueven a 
alta velocidad con trayectorias desconocidas. Es el 
primer robot paralelo conocido en el que se realiza 
seguimiento visual en entornos dinámicos. La 
estrategia de control está basada en la predicción de 
la menor muestra en la que es posible cumplir la 
función objetivo. Se integran los retardos existentes 
en el sistema y las saturaciones producidas en la 
acción de control, lo cuál impide que el sistema 
intente alcanzar una velocidad superior a la 
permitida. Las pruebas realizadas muestran las altas 
prestaciones del sistema. Se realiza el seguimiento 
de una pelota de ping pong con un error inferior a 
20 milímetros, y cerrándose el bucle visual en 8.33 
ms. Como futuros trabajos se pretende alcanzar una 
velocidad de seguimiento cercana a los dos metros 
por segundo, que el sistema sea capaz de realizar 
nuevas tareas como impulsar a la pelota o agarrarla  
analizar la estabilidad del sistema. 
 
   
(a) (b) (c) 
Figura  9. Ley de control proporcional. (a) Error de seguimiento. (b) Velocidad estimada de la pelota. 
(c) Velocidad calculada del extremo del robot 
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(a) (b) (c) 
Figura  10. Ley de control predictiva. (a) Error de seguimiento. (b) Velocidad estimada de la pelota. 
(c) Velocidad calculada del extremo del robot 
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Resumen 
 
La digitalización dentro del ámbito biomédico es ya 
un hecho, tanto en los dispositivos como en las 
aplicaciones, la transmisión y el almacenamiento de 
datos. Obtener el máximo rendimiento, haciendo uso 
de la tecnología disponible actualmente para 
compartir información, procesar y visualizar los 
datos diagnósticos depende de forma esencial de la 
creación de herramientas computacionales que 
integren modelos matemáticos y físicos que permitan 
obtener y describir a partir de dichos datos la 
información relevante para su interpretación en el 
diagnóstico clínico. En este trabajo presentamos una 
aplicación Web que integra herramientas para 
análisis de imágenes biomédicas, abarcando desde la 
visualización hasta el procesado. La aplicación ha 
sido diseñada y probada con imágenes de anatomía 
patológica (H&E, DO7, y TMA). 
 
Palabras Clave: Visor de Patología, Procesado de 
Imágenes Biomédicas, Servicios Web, Anatomía 
Patológica. 
 
 
1 INTRODUCCIÓN 
 
La expansión de la World Wide Web (WWW) ha 
sido creciente en los últimos años, su capacidad de 
aplicación ha permitido invertir numerosos recursos 
para crear modelos y herramientas útiles a usuarios 
en diferentes áreas. La biomedicina no se queda al 
margen de estos avances, el uso de aplicaciones 
distribuidas basadas en servicios web, herramientas 
de colaboración, de compartición e interpretación de 
datos, como ayuda al diagnóstico es de gran utilidad 
en esta área. La utilización de estos servicios web 
para fines diagnósticos y educativos en biomedicina 
es posible gracias al desarrollo de sistemas de 
digitalización biomédicos [4, 5]. 
 
En este trabajo se ha hecho un estudio de las 
necesidades de especialistas médicos en Anatomía 
Patológica, relativas al diagnóstico mediante el 
análisis de imágenes en esta especialidad. De este 
estudio se concluye que los sistemas actuales de 
imagen digital en Anatomía Patológica deben 
contemplar soluciones para la visualización y el 
procesado de la imagen en un entorno cooperativo, 
requisito para el desempeño eficaz del trabajo del 
patólogo [5]. A partir de este estudio se ha 
implementado una serie de algoritmos para la 
visualización y el procesado de imágenes patológicas 
todo ello integrado en una aplicación Web. 
 
El objetivo, es por tanto, crear una aplicación Web 
accesible, eficiente y útil que permita visualizar 
imágenes patológicas de gran tamaño, que es uno de 
los grandes problemas que nos encontramos en la 
visualización de estas imágenes, pudiendo ser hasta 
12 Gbytes de dimensión. La aplicación tiene que ser 
flexible, para soportar diferentes formatos de imagen 
(JPEG, JPG, TIF, GIF, BMP, PGM, PPM, PNG), y 
que a la vez posibilite la ejecución de distintos 
algoritmos de procesado de imágenes haciendo uso 
de la plataforma INBIOMED [3].  
 
Dentro de estos objetivos, como se ha mencionado, 
nos centramos en el análisis de imagen. El análisis de 
imágenes biomédicas es ampliamente necesitado en 
esta área, que además puede requerir grandes 
necesidades de cálculo para obtener resultados 
satisfactorios. El uso de aplicaciones distribuidas 
basadas en servicios web es particularmente 
apropiado para estas necesidades tanto para la 
unificación de metodologías y sistemas existentes, 
como para la integración de nuevos métodos. 
Además, los sistemas PACS que normalmente se 
usan en centros hospitalarios y que integran imágenes 
en DICOM, permiten la selección y visualización de 
imágenes inter-departamentales, pero no tienen la 
capacidad de usar funciones de tratamiento digital de 
imágenes y aun menos compartición de recursos a 
nivel multi-céntrico. Sin embargo, mediante su 
interfaz de comunicación, sí podrían usar servicios 
web que conformen análisis de imagen, permitiendo 
trabajar con diferentes herramientas. 
 
A continuación se explica la metodología utilizada 
tanto para el desarrollo del visor como para los 
servicios web de procesado de imágenes. Ilustrándolo 
con ejemplos de la aplicación web implementada. 
XXVII Jornadas de Automática
Almería 2006 - ISBN: 84-689-9417-0 1385
Finalmente se exponen las conclusiones y futuras 
líneas de desarrollo de este trabajo. 
 
 
2 MÉTODOS y RESULTADOS 
 
El empleo de herramientas de análisis de imagen 
médica está cada vez más extendido dada la 
necesidad de tener métodos objetivos de evaluación e 
interpretación de las imágenes diagnósticas. En el 
proceso de evaluación de estas pruebas, el 
especialista está sujeto tanto a las limitaciones 
propias del ojo humano como a las limitaciones del 
sistema de digitalización y/o el sistema óptico. 
Diversos métodos han sido investigados y 
desarrollados para solventar estos problemas, pero en 
su mayoría son todavía costosos tanto computacional 
como económicamente. El procesamiento de imagen 
distribuido proporciona un entorno eficaz para la 
computación e integración de muchos datos y 
algoritmos diferentes. Las principales tecnologías 
que soportan procesado distribuido son: Java RMI 
(Remote Method Invocation), CORBA (Common 
Object Request Broker Architecture), DCOM 
(Distributed Component Object Model), RPC 
(Remote Procedure Calls), Web Services Mobile 
Agents, GRID computing [9]. 
 
En este trabajo se ha usado un método integrado 
basado en servicios web, para procesamiento de 
imagen distribuido dentro de la Red INBIOMED [3]. 
La principal ventaja de los servicios web radica en la 
sencillez con que se puede crear código que se 
ejecute en un servidor, pero que sea accesible desde 
un cliente remoto, además de la capacidad de integrar 
diferentes tipos de datos y modelos computacionales. 
La aplicación Web, aquí implementada, da soporte 
remoto a múltiples usuarios mediante un servidor 
(Apache Tomcat). Uso de servlets (Java) y de 
tecnología JSP. La metodología utilizada sigue: 
a) Proceso Unificado: Siguiendo las distintas fases 
del ciclo de vida del software.  
b) Diseño Conceptual: Utilizando UML, diagramas 
de casos de uso 
c) Diseño Lógico: Objetos de negocio y servicios. 
Diagrama de Clases UML dividido en capas. 
La tecnología utilizada para el visor es:  
• Applet (Java): HTTP sobre TCP en el puerto 80, 
por seguridad en empresas. 
• HTTP Tunneling: Comunicación de applets con 
servidores remotos. 
• HTTP Basic Authentication: Para autentificación 
en el cliente (login + password). 
• Librería de Java para procesamiento avanzado de 
imagen.  
para los servicios web de procesado:  
• C, C++: Implementación de los algoritmos de 
procesado de imágenes (Eficiencia). 
• .NET: Plataforma de integración con respecto a la 
aplicación web (Java). 
• Plataforma INBIOMED: Integración a través del 
Lenguaje IQL. 
 
El objetivo de la plataforma INBIOMED es: 
- Integrar la información diagnóstica. 
- Desarrollar un modelo de información común. 
- Facilitar la utilización de herramientas de análisis. 
 
A continuación se explica el desarrollo del visor de 
imágenes patológicas y los servicios de procesado de 
las mismas. 
 
2.1 VISUALIZACIÓN DE LA IMAGEN 
 
Las soluciones propuestas para la visualización de 
imágenes patológicas de forma eficiente han sido 
tratadas por las casas comerciales [2], y también han 
sido estudiadas por algunos grupos de investigación 
[6, 7, 8, 10]. El mecanismo habitual consiste en 
descomponer la imagen original en múltiples copias 
de distintas resoluciones, empezando por la 
resolución original hasta llegar a una resolución en 
tamaño thumbnail. A su vez cada capa es subdividida 
en pequeños fragmentos a modo de grid. 
 
En estos sistemas para visualizar la zona de la 
imagen requerida, solamente se tendría que leer el 
fichero o ficheros, normalmente muy pequeños, con 
lo que la eficiencia es muy alta, y el tiempo de 
respuesta es prácticamente inmediato. La desventaja 
de este sistema, es la cantidad ingente de ficheros 
pequeños, que necesitamos, si la imagen es muy 
grande, como suele ser el caso de las imágenes de 
patología. Por ejemplo una imagen de 12 Gb, al 
fragmentarla con este sistema tiene unos 91.645 
ficheros de dimensiones 256x256. Se pueden 
producir problemas al tener tantos ficheros, como son 
degradación del rendimiento del Sistema Operativo, 
el tiempo requerido para mover los ficheros, la 
portabilidad de los mismos, así como la posibilidad 
de que algún fichero se corrompa al salvarlos en los 
dispositivos ópticos de almacenamiento. Otra de las 
desventajas es que estos sistemas sólo proporcionan 
la visualización sin herramientas de edición 
(comentarios y anotaciones), herramientas que son 
particularmente necesarias en esta especialidad. 
 
Se ha desarrollado una solución en este trabajo de 
investigación, que trata de solventar estos problemas. 
La metodología empleada para el desarrollo del visor 
corresponde al Proceso Unificado. El Proceso 
Unificado es un proceso de desarrollo de software 
configurable que se adapta a proyectos que varían en 
tamaño y complejidad. Se basa en muchos años de 
experiencia en el uso de la tecnología de objetos en el 
desarrollo de software. Uno de los componentes 
clave es el UML (Modelo Unificado de Lenguaje. 
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Las fases que se han seguido para la implementación 
del visor han sido:  
 
Análisis de los requisitos del usuario 
 
La elaboración de Diagramas de Secuencia y de 
Casos de Uso a partir de una lista de requisitos, 
confeccionada en base a los requerimientos del 
usuario, ha supuesto el punto de partida para el 
desarrollo de la aplicación. En este sentido, se han 
mantenido una serie de reuniones con los usuarios 
para especificar qué funcionalidad debía cubrir el 
Visor. 
 
Diseño de la aplicación 
 
La aplicación está diseñada siguiendo un modelo de 
tres capas independientes, pero interconectadas:  
- Capa de Dominio: representa el contenido lógico 
de la aplicación, pudiéndose decir que es la parte 
computacional de la misma.  
- Capa de Presentación: está orientada a presentar 
la información al usuario.  
- Capa de Persistencia: almacenará en un servidor, 
el contexto sobre el funcionamiento del visor.  
Partiendo de este modelo de tres capas, se ha 
elaborado, en paralelo, el diseño de la base de datos, 
y las clases necesarias para la implementación de la 
capa de dominio. 
 
Este diseño, como se ha apuntado anteriormente, 
emplea como base el Lenguaje de Modelado 
Unificado. UML entrega una forma de modelar cosas 
conceptuales como lo son procesos de negocio y 
funciones de sistema, además de cosas concretas 
como lo son escribir clases en un lenguaje 
determinado, esquemas de base de datos y 
componentes de software reutilizables. 
 
2.1.1 Guía técnica de diseño 
 
El visor se ha implementado como un Servicio Web 
para dar cabida, de forma remota, a los usuarios 
utilizando como “motor” el servidor de Apache 
Tomcat. El tratamiento de imágenes se ha 
considerado elemento primordial en el diseño. Es por 
ello que se ha seleccionado las librerías de Java. Este 
API permite un procesamiento de imágenes eficiente 
en applets y aplicaciones. Además posee un conjunto 
de operaciones que facilitan acciones como pueden 
ser el cambio entre el formato de imágenes o el 
almacenamiento de las mismas. 
 
2.1.2 Almacenamiento de Imágenes  
Implementado haciendo uso de tecnologías como 
Servlets, J2EE (Java 2 Enterprise Edition) y jsp (Java 
Server Pages). Se pretende conseguir, ante todo, 
eficiencia a la hora de subir las imágenes de 
patología, teniendo en cuenta que normalmente serán 
de un elevado tamaño.  
 
2.1.3 Visor de Imágenes de Patología 
El Visor de Imágenes está diseñado como un applet 
de Java. Esta elección de diseño se debe a que 
normalmente el único puerto que los administradores 
suelen dejar abierto es el 80, por motivos de 
seguridad. Un problema común a la hora de 
desarrollar applets es la limitación de éstos a la hora 
de comunicarse con servidores Web. Para solucionar 
esta desavenencia el uso de HTTP (Hypertext 
Transfer Protocol) Tunneling permite a los applets la 
comunicación con sistemas remotos. De esta forma, 
la comunicación applet para el visor y los Servlets 
para el tratamiento de imágenes resultan eficientes. 
 
También se ha considerado, como medida de diseño, 
el uso de autentificación en el cliente (HTTP Basic 
Authentication). Con esto se pretende que para poder 
acceder y utilizar el visor, el usuario sea reconocido, 
a través de un login y un password por el sistema. 
 
Implementación de la Aplicación 
Tras configurar el diseño del Visor, se ha procedido a 
la implementación y pruebas del sistema, siguiendo 
el paradigma de Programación Extrema (XP). 
 
Implantación de la Aplicación 
El paso definitivo es la implantación de la aplicación 
en la máquina que vaya actuar como servidor a través 
de Apache Tomcat. Tras la implantación de la 
aplicación por parte del administrador, el usuario 
puede utilizarla desde una máquina remota. 
 
Las utilidades del visor, ilustradas en las Figuras 1 a 
Figura 7, son:  
- Gestión de imágenes.  
- Preprocesado de imagen: zoom, cambiar brillo y 
contraste. 
- Edición: gestión de comentarios, mediciones de 
puntos de interés.  
 
 
Figura 1: Inicio de la aplicación del visor 
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Figura 2: Gestión de imágenes del visor 
 
 
Figura 3: Visualización de la imagen a distinto zoom. 
        Posibilidad de medir zonas de interés. 
 
 
Figura 4: Preprocesado de la imagen 
 
Tanto la carga, como la visualización y preprocesado 
de una imagen se realiza de forma rápida en pocos 
segundos. El visor tiene la posibilidad de insertar 
comentarios, seleccionando la zona de interés donde 
se quiere hacer un comentario con el ratón. También 
es posible borrar y modificar dicho comentario (ver 
Figura 5 y Figura 6) y localizar el comentario en la 
posición y al aumento seleccionado (ver Figura 7).  
  
Figura 5: Inserción de comentarios 
 
 
Figura 6: Gestión de comentarios 
 
 
Figura 7: Recuperación de comentarios 
 
El siguiente apartado explica los servicios web de 
procesado de imágenes implementados, que se 
integran en la plataforma, siguiendo la estructura que 
indica la Figura 8.  
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Figura 8: Estructura de integración de los servicios web en la plataforma INBIOMED 
 
 
 
2.2 PROCESADO DE LA IMAGEN 
 
Las herramientas de procesado desarrolladas se basan 
en: 
a) Selección del espacio de color. 
b) Detección de regiones de interés (ROIs) basado 
tanto en la homogeneidad de las ROI como en la 
heterogeneidad en los contornos. 
c) Descriptotes de las ROIs para su posterior 
interpretación de las ROI detectadas.  
 
Teniendo en cuenta el tipo de imágenes utilizados: 
molecular, funcional y genéticas. Concretamente el 
trabajo se ilustra con ejemplos de imágenes teñidas 
con hematoxilina-eosina (H&E) aplicado al estudio 
del carcinoma de próstata, con inmunohistoquímica 
para detección de p53 (DO7) en tumores de vejiga y 
con matrices de tejidos (TMA). 
 
Los servicios web implementados hasta el momento 
cubren funcionalidades teniendo como restricción el 
tipo de imagen a tratar. Estas funciones se reflejan en 
la Tabla 1. 
 
No entra dentro del marco de esta publicación 
detallar los métodos de procesado utilizados, el lector 
puede consultar [1], brevemente citaremos los 
aspectos de interés arriba mencionados.  
 
Espacios de color 
 
Después de un análisis exhaustivo de los diversos 
modelos de color: RGB, HSI, HSV y CIEL*a*b* ó 
CIELuv, el modelo con el que mejor resultados 
hemos obtenido es el CIEL*a*b*. Este es un espacio 
de percepción uniforme, basado en la teoría de 
colores opuestos, donde la diferencia entre colores, 
tal y como lo percibe el ojo humano, se puede 
parametrizar mediante una distancia entre los colores, 
propiedad que no cumplen los espacios de color 
previos [11]. 
 
Los procesados de filtrado y realce de la imagen se 
han llevado a cabo de forma marginal, es decir, 
considerando independientemente cada canal. Por el 
contrario para la detección de ROIs se ha operado de 
forma vectorial, considerando el espacio como una 
terna o vector.  
 
Detección de ROIs 
 
La segmentación de ROIs se ha realizado teniendo en 
cuenta las discontinuidades producidas en los 
cambios de región, es decir en la detección de 
contornos y la homogeneidad que se tiene dentro de 
cada ROI. Esta homogeneidad ha permitido agrupar 
los píxeles de cada región por clusters utilizando 
lógica difusa [1] y técnicas basa en derivadas 
parciales [2].  
 
Interpretación de Regiones de Interés 
 
Una vez detectadas las ROI, se debe caracterizar la 
prueba diagnóstica con una serie de características 
morfométricas y densitométricas, calculadas sobre 
las ROI. Así hemos calculado: la forma, el área, el 
número de núcleos, porcentaje de núcleos solapados, 
la tinción y grado. Actualmente se están analizando y 
añadiendo más descriptores para proporcionar una 
clasificación o indicio de benignidad o malignidad 
que ayude al diagnóstico de las imágenes.  
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Tabla 1: Servicios Web de Procesado de Imágenes. 
 
Función Tipo de Imagen  
Area Binarias (0 ó 255) 
Umbralizar En nivel de grises  
Binarizar En nivel de grises 
Conteo Regiones DO7, H&E y TMA 
Contraste DO7, H&E y TMA 
Segmentación  DO7, H&E y TMA 
Filtro Isotrópico DO7, H&E y TMA 
Gradiente DO7, H&E y TMA 
Infiltración DO7, H&E 
Negativo DO7, H&E y TMA 
Perímetro Imágenes segmentadas 
Forma Imágenes segmentadas 
Tinción TMA TMA  
 
Ejemplos de este procesado mediante los servicios 
web se ilustran en la siguientes Figuras 10-17. 
Previamente, se tiene que aceptar un certificado de 
seguridad, firmado digitalmente. Una vez aceptado 
aparecerá una pantalla como la de la Figura 9. A 
través de este cliente se ejecutarán los diferentes 
servicios web, mediante conexión a la plataforma 
INBIOMED por identificación del usuario. 
 
 
Figura 9: Conexión a los servicios web 
 
 
Figura 10: Consulta al servidor de la base de datos  
 
 
 
 
Figura 11: Procesado para la detección de células.  
 
 
Figura 12: Procesado web en imagen de DO7  
 
Se ha implementado una herramienta para detectar 
los porcentajes de las masas correspondientes a los 
núcleos que han quedado teñidas y no teñidas en 
imágenes de D07. Para obtener estos porcentajes se 
realizan dos segmentaciones iterativas sobre los 
núcleos, mediante clusterización en el modelo de 
color CIEL*a*b* y aplicando distintas fórmulas de 
distancias (CIEDE2000 y Euclidea). Utilizando estos 
dos resultados se calculan los porcentajes de tinción. 
Todo este proceso es transparente al usuario y el 
único parámetro que debe especificar es el tipo de 
distancia que se utilizará en la segmentación. La 
diferencia entre la distancia Euclidea y CIEDE2000 
está en el coste temporal y calidad del resultado; la 
distancia CIEDE2000 es más rápida pero desde el 
punto de vista temporal y computacional es mucho 
más compleja. Los resultados de esta herramienta son 
una imagen en la que se pueden ver a distintas 
intensidades las zonas que se han obtenido en la 
segmentación, es decir tinciones, (ver Figura 13) y un 
archivo en el que se muestran los porcentajes 
obtenidos de esta tinción (Figura 14). 
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Figura 13: Infiltración en imagen de D07  
 
 
Figura 14: Porcentajes de tinción en imagen de DO7  
 
Otra de las herramientas implementadas es la 
detección de los niveles de tinción obtenidos en los 
distintos núcleos de la imagen de TMA (ver Figura 
15). La segmentación se realiza en los modelos de 
color CIEL*a*b* y RGB analizando la tinción final 
de los núcleos en rojo y azul.  
 
 
Figura 15: Procesado web en imagen de TMA 
 
Los resultados de esta herramienta son una imagen 
en la que se pueden ver las tinciones R y B (ver 
Figura 16) y un archivo en el que se muestran los 
porcentajes de tinción en píxeles para cada uno de los 
núcleos (Figura 17). 
 
 
Figura 16: Tinción de núcleos en TMA  
 
 
Figura 17: Porcentajes de tinción en imagen TMA 
 
 
 
3 CONCLUSIONES  
 
En este artículo se ha mostrado la necesidad que hay 
dentro de la biomedicina y en particular en la 
especialidad de anatomía patológica, de tener 
herramientas de análisis de imagen, tanto para la 
visualización como para el procesado. El uso de estas 
herramientas de análisis y procesamiento de 
imágenes permitirán al patólogo tener una visión e 
información adicional que le facilitará la evaluación 
y diagnóstico de este tipo de imágenes.  
 
Para la visualización, se ha presentado una 
herramienta desarrollada para visualizar imágenes de 
grandes dimensiones vía web. El visor ha sido 
probado por especialistas del Dpto. de Anatomía 
Patológica del Hospital General de Ciudad Real con 
buenos resultados visualizando imágenes de hasta 
12Gb. Una de las ventajas es la posibilidad de 
introducir comentarios haciendo un entorno más 
cooperativo. En la actualidad se está ampliando con 
más opciones de gestión y procesado.  
 
En el procesado, se han presentado diferentes 
técnicas, que muestran dar resultados satisfactorios 
para la segmentación de estructuras de interés en las 
imágenes analizadas y en entornos cooperativos. Las 
herramientas han sido evaluadas por usuarios de la 
red INBIOMED (IMIM), igualmente con resultados 
XXVII Jornadas de Automática
Almería 2006 - ISBN: 84-689-9417-0 1391
satisfactorios. No obstante, la continuidad de este 
estudio con un mayor número de casos es necesaria 
para realizar un análisis estadístico más fiable y una 
posterior descripción de las características de las 
estructuras de interés en las imágenes diagnósticas, 
imprescindibles antes de concluir la validez de las 
mismas para la rutina médica.  
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Resumen 
 
Existen en el mercado una gama de sistemas 
empotrados comerciales en los que se utiliza Java 
como principal lenguaje de programación para el 
desarrollo de programas. El reclamo principal del 
uso del Java  deriva del hecho de que, además de que 
se pueden desarrollar programas flexibles, robustos 
y seguros, presentan la propiedad de portabilidad 
que asegura su ejecución en diferentes plataformas 
hardware sin necesidad de recompilar los 
programas. Sin embargo, todas estas propiedades 
deseables para la programación tienen un precio que 
se paga en el rendimiento, en una falta en la 
predecibilidad de las tareas  y en unas necesidades 
desmesuradas de memoria que no siempre se pueden 
admitir en aplicaciones que se tienen que ejecutar en 
sistemas empotrados con limitados recursos de 
procesamiento y memoria. En este trabajo se 
presentan las características principales de distintas 
propuestas comerciales de sistemas empotrados Java 
para el desarrollo de aplicaciones empotradas y de 
tiempo real. Cada una de estas propuestas solventa 
los problemas de Java de distinta manera añadiendo 
nuevos mecanismos y facilidades que no son siempre 
compatibles entre sí. Como resultado de este trabajo, 
se propone la utilización de una librería API de Java 
de propósito general que proporciona un modelo de 
programación común que puede ser utilizado en 
cualquiera de los sistemas empotrados analizados. 
 
 
Palabras Clave: Sistemas empotrados, Java, J2ME. 
 
 
 
1 INTRODUCCION 
 
El desarrollo de dispositivos empotrados requiere de 
un alto nivel de integración entre sus componentes 
hardware y software para conseguir un producto de 
bajo costo por unidad, que permita su fabricación en 
serie [3]. Los recientes avances en hardware y la 
reducción en su costo permiten reemplazar circuitos 
electrónicos complejos y procesadores costosos 
hechos a medida, por componentes más baratos y 
simples, que pueden ser reutilizados para otras 
aplicaciones. El desarrollador puede seleccionar 
aquellos componentes hardware más apropiados de 
acuerdo con sus necesidades de confiabilidad, costo, 
rendimiento, consumo de energía, tiempo de vida, 
etc. de entre una gama de microprocesadores de 8, 16 
o 32 bits, DSPs (procesadores digitales de señales), o 
ASICs (circuitos integrados específicos para una 
aplicación). También tiene alternativas en cuanto a 
módulos de memoria de varios tipos, dispositivos de 
entrada y salida, contadores, etc. 
 
Aunque los dispositivos empotrados proporcionan un 
ambiente programable sobre el cual es posible 
ejecutar el software diseñado, la mayoría de los 
sistemas empotrados aún se construyen utilizando 
una mezcla de lenguajes de programación C y 
ensamblador. De este modo, los desarrolladores  
pueden implementar programas más simples que 
logran un máximo rendimiento de acuerdo con las 
prestaciones del dispositivo, con un consumo mínimo 
de memoria y energía. Sin embargo, el uso de 
lenguajes procedimentales inseguros como C tiene un 
impacto negativo en el desarrollo de software, 
especialmente en el caso de aplicaciones complejas, 
que hace que el desarrollo del software se convierta 
en una tarea tediosa y propensa a errores en el que es 
muy difícil su mantenimiento y reutilización. 
 
Java es un lenguaje de programación moderno 
orientado a objetos, que ha sido aplicado 
exitosamente para el desarrollo de aplicaciones para 
sistemas de escritorio y empresariales, aunque 
recientemente está ganando la atención de los 
desarrolladores de sistemas empotrados [10]. Java 
proporciona la infraestructura y los mecanismos 
necesarios para facilitar el desarrollo de aplicaciones 
que sean robustas, flexibles, seguras y reutilizables 
que, en teoría, pueden ser ejecutados en cualquier 
plataforma hardware gracias a la propiedad de 
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portabilidad. Por ello, Java puede ser una alternativa 
interesante para el diseño de sistemas empotrados, ya 
que puede simplificar el diseño, desarrollo, prueba y 
mantenimiento de aplicaciones complejas. Sin 
embargo, todas estas características deseables para el 
desarrollo de aplicaciones requieren sacrificar otras 
propiedades que pueden ser muy importantes para 
una aplicación concreta que se ejecuta en un sistema 
empotrado con recursos limitados en memoria y 
procesamiento como son el rendimiento, el 
determinismo temporal del sistema o el consumo de 
memoria. Se han adoptado varias posibles soluciones 
que solventan en parte algunas de estas dificultades,  
pero en ningún caso pueden considerarse como 
soluciones estándares. 
 
En este trabajo se presentan las características de 
distintas propuestas comerciales de sistemas 
empotrados Java en los que se ha evaluado las 
posibilidades que ofrecen para el desarrollo de 
aplicaciones empotradas y de tiempo real. Cada una 
de estas propuestas proporciona una plataforma Java 
que siguiendo en parte algunas de las 
especificaciones estándares, imponen restricciones en 
la máquina virtual Java (JVM) donde se ejecutan las 
aplicaciones Java, y añaden nuevos mecanismos y 
facilidades para el desarrollo de aplicaciones 
empotradas incluyendo para ello nuevas librerías 
propias.  
 
A diferencia de lo que suele suceder en otros trabajos 
[2][1], no se ha hecho un estudio del rendimiento o 
de las capacidades para el tiempo real de cada una de 
las propuestas, sino más bien se han analizado las 
librerías, los mecanismos, facilidades y abstracciones 
de alto nivel, así como las peculiaridades de la JVM 
para cada una de estas propuestas. 
 
Cuando comparamos algunas de estas propuestas 
entre sí nos podemos encontrar diferentes 
mecanismos para efectuar las mismas funciones, por 
ejemplo en el uso de los temporizadores. Las 
divergencias entre las distintas librerías pueden 
originar incompatibilidades entre las distintas 
soluciones empotradas a las que el desarrollador de 
aplicaciones debe estar atento, dado que se pierde la 
propiedad de portabilidad de código. Es, por ello, que 
en este trabajo se propone el desarrollo de una nueva 
librería API genérica, HAJASE (Hardware Java para 
Sistemas Empotrados) para facilitar la portabilidad 
de programas para sistemas empotrados, es decir, 
diseñar programas que pueden ejecutarse para 
cualquiera de los dispositivos analizados. Esta 
librería consta de un conjunto de paquetes y clases 
que proporcionan un marco de trabajo uniforme, 
coherente y transparente para acceder a puertos de 
entrada y salida digitales o analógicos, interfaces de 
bus (I2C, CAN, 1-Wire, RS-232, RS-485, SPI), 
temporizadores y manejadores de interrupciones. El 
desarrollo de esta librería tiene como origen un 
proyecto de domótica en el cual se buscaba la 
posibilidad de controlar los distintos dispositivos 
domóticos como sensores de presencia, controladores 
de persianas, climatizadores, lámparas, etc. a través 
de diferentes tipos de dispositivos empotrados Java 
[9]. 
 
 
2 JAVA PARA SISTEMAS 
EMPOTRADOS 
 
Java se está convirtiendo en el lenguaje de 
programación preferido para muchos desarrolladores, 
ya que tiene muchas características interesantes que 
ayudan y facilitan el desarrollo, prueba y 
mantenimiento de aplicaciones, especialmente 
cuando éstas son complejas. Pese a todos los 
beneficios de Java como lenguaje de programación 
para el desarrollo de aplicaciones, existen algunas 
particularidades que pueden causar dificultades en el 
desarrollo de aplicaciones para sistemas empotrados. 
A continuación se analizan algunas de estas 
particularidades. 
 
 
2.1 MODELOS DE EJECUCIÓN DE LA JVM 
 
La máquina virtual de Java (JVM, Java Virtual 
Machine) es el núcleo del paradigma Java, y 
determina el rendimiento de la ejecución de los 
programas Java. Para ejecutar programas en Java 
primero deben ser compilados en un formato binario 
portable (en la forma de código intermedio neutro, 
llamado Bytecode) contenidos en ficheros .class, para 
que luego los bytecodes contenidos en dichos 
ficheros sean ejecutados en la JVM. La JVM no sólo 
traduce los bytecodes a instrucciones nativas, sino 
que además verifica todos los bytecodes antes de su 
ejecución. Existen cuatro modelos de ejecución de la 
JVM: 
 
a) Interpretado: este es el modo clásico de ejecución, 
en el que la JVM interpreta bytecodes del fichero 
.class uno a la vez y ejecuta la operación o secuencia 
de operaciones nativas sobre la plataforma software 
del dispositivo (el entorno de ejecución del mismo). 
En este modo se satisface la característica de 
portabilidad de la filosofía Java, pero además se 
obtiene el peor rendimiento, como ejemplo en la 
JVM de las primeras ediciones del JDK. 
 
b) Just-in-Time (JIT). El proceso de traducción de 
bytecodes a código nativo se realiza cada vez que un 
método se invoca o una clase se carga por primera 
vez. La secuencia correspondiente de código nativo 
se guarda en memoria RAM para una rápida 
ejecución la próxima vez que se llame al mismo 
bytecode. Este modo es más rápido que el anterior, 
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pero requiere una cantidad importante de memoria 
RAM para guardar tanto el código Java como su 
correspondiente código nativo. Existen variaciones 
del algoritmo JIT, como la compilación adaptativa 
dinámica (DAC) [4]. Las máquinas virtuales HotSpot 
de SUN y J9 de IBM son ejemplos de JVMs JIT. 
 
c) Ahead-of-Time (AOT) o compilación cruzada: los 
bytecodes Java, o incluso el propio código fuente 
Java se traducen directamente a formato binario de la 
plataforma nativa del dispositivo, utilizando un 
compilador cruzado. Este método es similar al 
utilizado por aplicaciones en C/C++ con librerías 
compartidas. El fichero ejecutable que se obtiene 
puede incluir el fichero objeto más todas las librerías 
precompiladas en un solo fichero, o bien las librerías 
precompiladas pueden ser enlazadas en tiempo de 
ejecución. En cualquier caso, sólo puede ser 
ejecutado por el entorno de ejecución específico para 
el que fue construido. Con este modo se logra un 
rendimiento superior con menos uso de RAM, pero la 
portabilidad, la independencia entre plataformas y la 
flexibilidad de Java se sacrifican. 
 
d) Procesador Java: este modo es el más rápido, ya 
que los bytecodes son interpretados y ejecutados 
directamente por el hardware del procesador, sin 
necesidad de traducción o de tan siquiera un sistema 
operativo subyacente. Existen dos formas de ejecutar 
bytecodes en hardware: con un procesador Java o con 
un chip acelerador [11][12]. En la primera, se 
reemplaza al procesador de uso general por un 
procesador hardware específico capaz de ejecutar 
bytecodes de JVM como su conjunto de instrucciones 
nativo, con lo que sólo puede ejecutar bytecodes 
Java. En cambio, en la segunda se incorpora un co-
procesador junto al microprocesador de propósito 
general, el cual se encarga de traducir los bytecodes 
Java en secuencias de instrucciones para el 
procesador de propósito general. Con este tip, el 
mismo hardware pueda utilizarse para ejecutar 
código mixto. Existen varios procesadores Java con 
implementaciones diferentes de este enfoque, como 
el aJile JEM2, CJip, etc. 
 
 
2.2 LIBRERÍA ESTANDAR 
 
Sun ha agrupado su plataforma Java en tres 
ediciones, cada una orientada a un mercado 
particular: J2EE para aplicaciones empresariales, que 
requieren soluciones completas y escalables, como 
soluciones de comercio electrónico; J2SE para el 
mercado de ordenadores de sobremesa; y J2ME para 
dispositivos portátiles y empotrados, incluyendo los 
dispositivos de gama baja, con limitaciones de 
recursos. Además, se creó una comunidad Java (Java 
Community Process) en la cual grupos especializados 
de compañías y organizaciones académicas pueden 
desarrollar nuevas especificaciones de librerías 
(APIs) para campos de aplicación específicos y para 
las nuevas tecnologías que van surgiendo, como 
Bluetooth (JSR-82), tecnología inalámbrica (JSR-
185), programación en tiempo real (JSR-1), Java TV 
(JSR-927), etc. En el mercado de los dispositivos 
empotrados Java, se pueden encontrar productos que 
satisfacen alguna de las siguientes especificaciones: 
 
− Java Card. La primera versión de esta 
especificación fue introducida en 1996, está 
orientada a pequeñas tarjetas inteligentes con 
procesadores de 8/16/32 bits y fuertes 
restricciones de memoria, en el rango de 1KB de 
RAM y 16 KB de ROM. [7] 
−  PersonalJava [13]. Introducida en 1997, es 
compatible con la versión de JDK 1.1.8, ahora 
discontinuada, está orientada a dispositivos 
empotrados con 2,5 MB de ROM y un mínimo 
de 1MB de RAM. Actualmente esta 
especificación ha sido reemplazada por la de 
J2ME/CDC. Sin embargo, hay fabricantes que 
aún venden sistemas empotrados con librerías 
que satisfacen esta especificación. 
− EmbeddedJava. Introducida en 1998, es 
compatible con la versión discontinuada del JDK 
1.1 orientada a dispositivos de gama baja con 
512kB de ROM y 512 KB de RAM sin 
interfaces gráficas. Actualmente se ha 
reemplazado esta especificación por 
J2ME/CLDC. 
− J2ME/CLDC [6]. Introducida en el 2000, su 
mercado natural son dispositivos con capacidad 
de conexión inalámbrica, como teléfonos 
móviles,  buscapersonas, etc., y se ha convertido 
en el estándar de facto para la mayoría de los 
dispositivos empotrados Java, incluyendo 
equipos de TV, etc. Requiere de al menos 192kB 
de memoria, y de un procesador de 16 0 32 bits. 
− J2ME/CDC [6]. Introducida en el 2001, 
reemplaza a la especificación PersonalJava para 
los dispositivos empotrados con al menos 2MB 
de memoria y procesadores de 32 bits. Se orienta 
principalmente a PDAs y a dispositivos 
empotrados con más recursos.  
− RTSJ [8]. Aparte del mundo de las aplicaciones 
empotradas, en el 2001 se introdujo una 
especificación para la programación de 
aplicaciones de tiempo real. Extiende el lenguaje 
Java, sin modificar la semántica del lenguaje 
para hilos que no tienen características de tiempo 
real,  para que soporte tareas de tiempo real con 
planificadores que pueden ser modificados 
dependiendo del tipo de sistema de tiempo real. 
RTSJ fue diseñado para extender a la 
especificación J2SE (no a J2ME), por lo que uno 
de sus mayores problemas está en la gran 
cantidad de memoria que necesitan sus 
implementaciones, lo que dificulta su uso en 
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dispositivos empotrados, especialmente en 
aquellos de gama baja. Por ejemplo, la 
implementación de referencia de Timesys 
requiere 2,6 MB de memoria para la JVM 
además de 2,5 MB para las librerías. 
 
El uso de la implementación de una librería API que 
sea conforme a una de las especificaciones descritas 
anteriormente sobre un sistema empotrado establece 
la semántica de Java y las posibilidades que ofrece en 
cuanto a la programación. Ahora bien, esto no es 
suficiente para la programación de un dispositivo 
empotrado específico, dado que existen otros 
aspectos importantes a considerar en la programación 
de dispositivos empotrados que se describen en la 
próxima sección. 
 
 
2.3 OTRAS CARACTERISTICAS 
 
Aunque las especificaciones Java mencionadas 
anteriormente definen y especifican como deben 
implementarse los programas Java en un entorno 
empotrado, la plataforma Java tiene algunos 
inconvenientes que tienen que tenerse en cuenta 
cuando se trabaja con sistemas empotrados. 
 
El modelo de seguridad de Java no permite un acceso 
directo al hardware del dispositivo para el que se 
programa, debido a que Java carece de punteros, sólo 
referencias. Por tanto, no es posible controlar 
directamente el contenido de los registros hardware, 
ni de las posiciones de memoria, lo cual hace 
imposible la implementación de controladores  para 
controlar dispositivos de entrada/salida. Sólo es 
posible acceder al hardware utilizando métodos 
nativos Java a través de la extensión JNI (Java Native 
Interface) que nos permite invocar llamadas a 
procedimientos externos escritos en otros lenguajes 
de programación como C o ensamblador. Sin 
embargo la eficiencia de este mecanismo es muy 
dependiente del entorno de ejecución y tiene un 
rendimiento muy pobre. Por este motivo la mayoría 
de los fabricantes de dispositivos empotrados aportan 
sus propios interfaces a métodos nativos para mejorar 
el rendimiento global de las aplicaciones. 
 
La plataforma Java estándar proporciona un soporte 
muy débil para aplicaciones de tiempo real, debido a 
que mecanismos dinámicos de Java como la carga 
dinámica de clases, el enlazamiento dinámico o el 
recolector de basura, son no deterministas por 
naturaleza. Además la semántica de Java para el 
manejo de múltiples hilos de ejecución y de tiempo 
real es débil y no está suficientemente especificada. 
En la mayoría de las ocasiones esto se resuelve 
incluyendo en el entorno de ejecución un sistema 
operativo de tiempo real sobre el que se ejecuta una 
máquina virtual de Java que utiliza el modelo de 
hilos nativos, es decir, hace corresponder los hilos de 
Java con los hilos del sistema operativo. Sin 
embargo, esto no es suficiente para garantizar que 
tenga un comportamiento en tiempo real. 
 
Los fabricantes de empotrados superan algunas de las 
debilidades de Java desarrollando nuevas librerías 
que complementan los mecanismos y medios que se 
le ofrecen a los desarrolladores de sistemas 
empotrados. Por tanto, por una parte, los fabricantes 
anuncian la compatibilidad de sus dispositivos 
empotrados con especificaciones Java estándar 
(como PersonalJava) y por otro lado incluyen 
librerías propietarias para completar el entorno de 
desarrollo de software para los dispositivos. 
 
 
3 DISPOSITIVOS EMPOTRADOS 
JAVA 
 
En esta sección se ofrece una descripción de algunos 
dispositivos empotrados Java comerciales. Los 
dispositivos seleccionados cumplen con las 
siguientes restricciones. Primero, pueden incluir 
procesadores de 8, 16 o 32 bits, pero deben ser 
soluciones comerciales con un costo por unidad 
conocido a través de sus sitios Web o distribuidores. 
En segundo lugar, el lenguaje de programación 
principal utilizado para dichos dispositivos debe ser 
Java. En tercer lugar, los dispositivos no deben 
pertenecer al dominio de los dispositivos móviles con 
conectividad inalámbrica, como PDAs, 
buscapersonas o teléfonos móviles. 
 
 
3.1 JAVELIN STAMP 
 
El Javelin Stamp consiste en una placa de tamaño 
reducido, diseñada por Parallax Inc., para hacer 
simple el desarrollo y despliegue de pequeños 
sistemas prototipo. Incluye un microcontrolador 
RISC (Ubicom SX48AC), convertidores de señal 
analógica a digital (A/D) y digital a analógica (D/A) 
y pines de entrada y salida (E/S) genéricos, que 
pueden ser utilizados para la implementación de 
temporizadores, comunicación serial o para los 
convertidores. La familia de microcontroladores SX 
además introduce el concepto de Periférico Virtual 
(VP, Virtual Peripheral), un método para utilizar una 
parte del tiempo de procesamiento del 
microcontrolador para realizar funciones de 
periféricos en software, funciones que normalmente 
se llevarían a cabo por chips externos; módulos como 
el de comunicación serial y los temporizadores se 
implementan como periféricos virtuales, manejados 
con librerías propietarias proporcionadas por el 
fabricante. El kit de desarrollo de la placa Javelin 
también incluye elementos como un regulador de 
voltaje, una placa de prueba (protoboard) para 
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implementar pequeños circuitos, etc., todo para 
facilitar las pruebas y permitir el desarrollo rápido de 
pequeños prototipos. 
 
La placa Javelin Stamp utiliza un intérprete Java para 
traducir los bytecodes Java a instrucciones nativas 
del microcontrolador SX La placa soporta un 
subconjunto de la especificación Java 1.2; sin 
embargo, la implementación de las clases y métodos 
es muy diferente de la implementación estándar. 
Entre las diferencias más importantes, no tiene 
soporte multihilo, no incluye recolección de basura, 
incluye solo un subconjunto de tipos primitivos de 
datos y de clases estándar, los arrays de caracteres 
solo pueden contener caracteres ASCII y no Unicode, 
no hay clases del tipo interfaz, y los arrays están 
limitados a una dimensión. 
 
El paquete stamp.core es la librería que contiene los 
objetos y métodos para manejar los recursos de 
hardware en forma de objetos y periféricos virtuales. 
Una clase muy interesante en este paquete es la 
stamp.core.CPU, que contiene llamadas específicas 
para ayudar al programador a manejar los recursos 
del procesador, como los pines de E/S o el puerto 
serial. Para escribir, compilar, descargar y ejecutar 
programas en la Javelin se utiliza el entorno de 
desarrollo (IDE) de la Javelin Stamp, proporcionado 
por el fabricante. Este IDE incluye además un 
depurador de programas que se ejecutan dentro del 
mismo dispositivo.  
  
Las limitaciones de esta placa en cuanto a recursos de 
hardware y librerías Java disponibles hacen difícil el 
desarrollo de aplicaciones complejas. Además, el 
código que resulte de este desarrollo no será portable 
a otras soluciones empotradas Java. No obstante, esta 
placa es una buena alternativa para el prototipado 
rápido de pequeñas aplicaciones de prueba, y es 
factible el desarrollo de pequeñas aplicaciones de 
tiempo real utilizando el modelo de ejecutivo cíclico. 
 
 
3.2 AJILE  
 
El aJile JEMcore es un procesador Java de ejecución 
directa, que puede ser instalado como un procesador 
principal nativo Java  para un dispositivo empotrado. 
Existen 2 versiones de este procesador, el aJ-80 y el 
aJ-100; El procesador aJ-100 tiene soporte para 2 
JVM, con lo que se pueden ejecutar hasta 2 
aplicaciones independientes entre ellas, con sus 
propios intervalos de tiempo de ejecución y  
protección de sus espacios de memoria. Dentro de 
estos intervalos y espacios de memoria, el usuario 
puede especificar para cada JVM las políticas de uso 
de memoria y ejecución multihilo 
independientemente. 
 
Pueden encontrarse en el mercado varias placas 
basadas en estos procesadores aJile. Entre ellos 
tenemos la JPro de Quest Innovations, JStamp y JStik 
de Systronics Inc. Todos ellos incluyen una UART 
para la comunicación serial, soporte para buses SPI e 
I2C, y puertos de E/S genéricos. Opcionalmente, 
pueden incluir controladores para los protocolos 
Ethernet, bus CAN, IrDA o 1-Wire. 
 
El aJile JEMCore ejecuta directamente los bytecodes 
de máquina virtual Java y bytecodes adicionales para 
operaciones específicas del empotrado. Con ello se 
incrementa significativamente el rendimiento en la 
ejecución de programa, con lo que los bytecodes se 
ejecutan como instrucciones nativas, el rendimiento 
del procesador JEMCore es similar al de un 
procesador RISC ejecutando código C compilado [5], 
y es posible desarrollar aplicaciones de tiempo real 
con él, aunque no es conforme con RTSJ. 
 
El aJile JEMCore incluye un entorno de ejecución 
Java conforme con la especificación J2ME-CLDC. 
Se incluyen todas las clases de CLDC más clases 
adicionales dentro del paquete com.ajile, para 
permitir el manejo de las características particulares 
del dispositivo, como por ejemplo la clase 
PeriodicTimer en com.ajile.components, que permite 
la configuración de un temporizador con métodos 
abstractos.  
 
Los programas escritos para los dispositivos basados 
en procesadores Ajile deben escribirse en un 
ordenador para luego ser descargados a la tarjeta, 
como en el caso de la Javelin. aJile proporciona dos 
herramientas software para realizar la descarga a 
dispositivos aJile: JEMBuilder y Charade. El entorno 
de ejecución del aJile no soporta la carga dinámica y 
enlace dinámico de clases, por lo que los programas 
descargados al aJile deben tener enlazadas todas sus 
clases antes de su ejecución; ésa es la tarea principal 
de JEMBuilder. El programa Charade se utiliza para 
descargar el fichero binario producido por el 
JEMBuilder al dispositivo y para efectuar labores de 
depuración.  
 
El proceso de desarrollo y despliegue de aplicaciones 
en el caso de tarjetas aJile no es tan simple y directo 
como en el caso de la tarjeta Javelin, ya que los 
programadores tienen que realizar un paso extra de 
compilación, lo que implica la instalación y manejo 
de herramientas software específicas para ello. 
Además, no es posible probar y depurar las 
características de tiempo real de las aplicaciones 
desarrolladas utilizando Charade. Adicionalmente, se 
han encontrado problemas con el hardware de la 
tarjeta JPro, específicamente en el controlador de 
Ethernet y puertos serie, los cuales causan bloqueos y 
fallos inesperados en la ejecución de los programas, 
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que se comportan entonces de manera no 
determinista. 
 
 
3.3     TINI 
 
TINI (Tiny InterNet Interface) es una especificación 
de plataformas empotradas desarrollada por Dallas 
Semiconductor (ahora Maxim Integrated Products). 
El hardware de TINI consta al menos de los 
siguientes integrados: un microcontrolador, memoria 
ROM flash, y RAM estática. La familia de  
microcontroladores utilizados en las 
implementaciones de la especificación TINI es la 
DS80Cxx. Tiene soporte de comunicación serial, bus 
1-Wire y  bus CAN. La especificación TINI no 
obliga a los fabricantes a un único diseño de 
hardware para las placas, con lo que tienen libertad y 
flexibilidad para integrar dispositivos TINI en 
muchos sistemas; sin embargo, Dallas 
Semiconductor ha desarrollado una implementación 
de referencia, la placa TINI 390.  
 
La ROM de las placas TINI contienen el código 
nativo con el que se implementa el sistema operativo 
subyacente (TINI OS), la máquina virtual Java, y las 
clases de Java. El entorno de ejecución Java de la 
especificación TINI combina clases de varios 
paquetes definidos en el JDK 1.1.8 de Sun; sin 
embargo, no soporta toda la especificación, por lo 
que no es conforme con ella. Faltan características 
importantes como la carga dinámica de clases y la 
finalización de objetos. 
 
Dallas Semiconductor, como otros fabricantes de 
dispositivos empotrados, ha desarrollado un número 
de paquetes y clases específicas para TINI (en el 
paquete com.dalsemi, clases como I2CPort en 
com.dalsemi.system., con métodos de alto nivel para 
manejar las comunicaciones con el bus I2C. 
 
Para crear, compilar y desplegar una aplicación 
software para un sistema empotrado TINI son 
necesarias varias herramientas software, disponibles 
en Internet. El kit de desarrollo de software de TINI 
(TINI SDK), de Dallas Semiconductor, incluye el 
sistema operativo TINI OS y la máquina virtual. Para 
compilar un programa Java para TINI, puede 
utilizarse cualquier compilador y cualquier entorno 
de desarrollo Java, siempre y cuando se utilicen las 
librerías del API de TINI para compilar los 
programas. Sin embargo, los empotrados TINI no 
pueden ejecutar ficheros Java (.class) directamente, 
como en el caso del aJile, por lo que hay que 
llevarlos a un formato binario más compacto (.tini), 
utilizado un convertidor incluido en el TINI SDK, 
llamado TINIConvertor. Con ello se pierde buena 
parte de la portabilidad del código final. 
 
 
3.4     SNAP 
 
SNAP (Simple Network Application Platform) es 
una placa de Imsys Tech basada en el procesador 
Java Cjip. Se acopla a una placa portadora que 
provee hardware adicional, como conectores de 
Ethernet y de protocolo serie. Además, es totalmente 
compatible a nivel hardware, y hasta cierto punto a 
nivel software, con la especificación TINI. La placa 
incluye memoria ROM flash y RAM; tres 
controladores UART para comunicación serial, 
controlador Ethernet, soporte para I2C, SPI, CAN y 
1-wire, además de pines de E/S genéricos. El 
procesador Cjip soporta múltiples conjuntos de 
instrucciones nativas, lo que permite que coexistan 
lenguajes como Java, C, C++ y ensamblador en el 
desarrollo de software. Incluye un sistema operativo 
de tiempo real, llamado Moose, el cual maneja los 
temporizadores, interrupciones, hilos y mensajes de 
control.  
 
El microprocesador de la SNAP, como en el caso del 
aJile JEMCore, ejecuta directamente bytecodes Java 
sin necesidad de un traductor o intérprete.  El Cjip 
soporta y es conforme con J2ME-CLDC. Incluye la 
implementación del perfil MIDP. Imsys ha 
desarrollado sub-paquetes de clases para dar soporte 
específico al hardware de la placa SNAP, dentro del 
paquete se.imsys, con clases como 
se.imsys.system.RTC, que permite manejar el reloj 
de tiempo real con métodos de alto nivel. Además, 
incluye y soporta las librerías del paquete 
com.dalsemi de TINI.  
 
La programación y descarga de aplicaciones en el 
caso del SNAP es un proceso mas fácil y flexible que 
en el caso del aJile o del TINI, en parte porque el 
sistema operativo del procesador Cjip, Moose, 
permite directamente el acceso al empotrado a través 
de una sesión telnet, y descargar las aplicaciones 
directamente mediante FTP. Además, no hay 
necesidad de realizar un paso o una compilación 
adicional para llevar los programas de Java a un 
formato binario especial, como en el caso de aJile o 
TINI, ya que Cjip puede ejecutar bytecodes Java 
generados por cualquier compilador o entorno de 
desarrollo. 
 
 
3.5     EJC 
 
EJC (Embedded Java Controller) es una plataforma 
empotrada Java de uso general diseñada por Snijder 
Micro Systems, la cual está orientada hacia 
aplicaciones Java con conexión a Internet, al igual 
que TINI. El hardware de la placa consiste de un 
controlador de la familia EC200, basado en el 
procesador EP7312 de Cirrus Logic. La placa además 
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incluye controladores para Ethernet, interfaces serie, 
buses I2C y 1-Wire, y puertos de E/S de propósito 
general. Incluye un sistema operativo de tiempo real, 
llamado Intent,, con un planificador con desalojo. 
Además tiene una implementación de JVM. Intent y 
su JVM siguen un modelo de ejecución JIT, en el 
cual los bytecodes de Java deben ser primero 
traducidos a código nativo (a través de la JVM) antes 
de su ejecución, como en el caso de TINI y Javelin 
Stamp. La traducción se realiza de manera estática, 
cuando se compilan las aplicaciones, o 
dinámicamente, cuando se cargan clases nuevas.  
 
La versión de Java de EJC soporta y es conforme con 
la especificación PersonalJava, versión 1.2. 
Adicionalmente, Snijder incluye el paquete 
com.snijder para manejar características de bajo nivel 
con clases abstractas, como se.imsys.system.PortIO 
para manejar las entradas y salidas. El kit de 
desarrollo de aplicaciones de EJC (ADK) de Snijder 
es una plataforma de desarrollo que permite 
descargar y ejecutar aplicaciones Java en el 
dispositivo empotrado. Como en el caso de TINI OS, 
el sistema operativo Intent permite a los 
programadores iniciar una sesión con el empotrado 
con telnet, descargarlas aplicaciones con FTP, y 
además crear macros (scripts) para la ejecución de 
programas. Para el desarrollo de aplicaciones Java 
para el EJC, como en el caso del SNAP, pueden 
utilizarse cualquiera de los muchos editores de texto, 
entornos de desarrollo y compiladores disponibles.  
 
 
4 LIBRERÍA HAJASE 
 
4.1     DESCRIPCION GENERAL 
 
La librería HAJASE es una nueva librería Java de 
alto nivel que proporciona un marco de trabajo 
uniforme, coherente y transparente para manejar los 
mecanismos y facilidades de bajo nivel que contienen 
los distintos empotrados analizados en este trabajo. 
La librería desarrollada no implementa ninguna 
solución nueva para el manejo a bajo nivel de 
empotrados desde Java, sino que aprovecha los 
distintos mecanismos utilizados por los fabricantes 
en los diferentes empotrados estudiados para definir 
una API de alto nivel que facilita el trabajo con 
cualquiera de ellos con un interfaz común. 
 
La librería no requiere la utilización de ningún tipo 
de configuración o perfil de J2ME. Funciona sobre 
cualquier implementación de Java que incluya las 
clases básicas de java.lang y java.util. Las 
funcionalidades que cubre la nueva librería son: 
- Acceso al estado a los puertos de entrada/salida 
digital o analógica. 
- Soporte de comunicaciones para buses digitales 
como I2C (1-Wire y SPI próximamente). 
- Servicios para el control y manejo del tiempo 
como temporizadores, timeouts, relojes del 
sistema, etc. 
- Soporte para el manejo de interrupciones (no 
terminado todavía). 
- Soporte para comunicaciones industriales RS-
232, RS-485 y CAN. 
 
 
4.2     DISEÑO DE LA LIBRERIA 
 
Para abstraer el hardware y las características 
específicas de cada empotrado se sigue una filosofía 
basada en la orientación a objetos.  La librería 
proporciona una interfaz al programador consistente 
en varias clases con métodos abstractos (VCPU, 
VTIMER, BUSI2C, VCOM). La clase VCPU 
virtualiza el procesador con todas sus entradas y 
salidas digitales y analógicas. La clase VTimer es 
una clase para el manejo de temporizadores que se 
encarga de la gestión de activaciones periódicas o 
aperiódicas de procesos en nuestras aplicaciones que 
pueden asociarse además a objetos que pueden 
representar a las diferentes salidas digitales y 
analógicas manejadas por la clase VCPU. También 
permite obtener el tiempo en milisegundos, así como 
producir retardos (delays) en la clase VCPU.  La 
clase BUSI2C generaliza un Bus I2C proporcionando 
un conjunto de operaciones básicas  (lectura y 
escritura) sobre los dispositivos que están conectados 
al bus I2C. Por último la clase VCOM se encarga de 
ocultar los detalles de la comunicación serie RS-232 
del empotrado con el exterior.  
 
Para el diseño de la librería hemos utilizado el patrón 
de diseño Factoría que nos permite inicializar las 
clases VCPU, Vtimer, BUSI2C, VCOM con la 
versión especializada dependiente del empotrado 
subyacente. Esto nos permite por una parte 
desacoplar totalmente la interfaz de la librería 
respecto de las versiones especializadas de la misma 
a la vez que nos permite una abstracción del 
hardware para los programadores que utilicen la 
librería, ya que manejarían directamente la clase 
abstracta con la implementación concreta. 
 
Como ejemplo, podemos ver en la figura 1, el 
diagrama de clases de uno de los paquetes de la 
librería HAJASE que virtualiza el procesador del 
sistema empotrado. El mecanismo de funcionamiento 
del patrón Factoria hace que al llamar al método 
estático getCPU de la clase Factoria CPU pasando 
como parámetro el nombre del empotrado, el método 
se encarga de instanciar un objeto de la clase 
especializada concreta al empotrado indicado. 
 
Para reducir el tamaño que ocupa el programa Java 
que utilice Hajase, se han desarrollado scripts que se 
encargan de realizar la compilación del programa 
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Java para cada sistema empotrado añadiendo de 
Hajase sólo las clases concretas específicas de dicho 
sistema empotrado. 
 
pd cpus
VCPU
- tipoEmpotrado:  String
CPU_Jpro
- v_conf_pin_DAC:  Vector
- v_conf_pin_ADC:  Vector
- v_conf_pin_IN:  Vector
- v_conf_pin_OUT:  Vector
CPU_Snijder1
- v_conf_pin_DAC:  Vector
- v_conf_pin_ADC:  Vector
- v_conf_pin_IN:  Vector
- v_conf_pin_OUT:  Vector
CPU
- tipo_empotrado:  String
+ Snap1:  String
+ jpro:  String
+ snijder1:  String
+ snijder2:  String
+ virtual:  String
CPU_Snijder2
- v_conf_pin_DAC:  Vector
- v_conf_pin_ADC:  Vector
- v_conf_pin_IN:  Vector
- v_conf_pin_OUT:  Vector
CPU_Snap
- v_conf_pin_DAC:  Vector
- v_conf_pin_ADC:  Vector
- v_conf_pin_IN:  Vector
- v_conf_pin_OUT:  Vector
CPU_Virtual
- v_conf_pin_DAC:  Vector
- v_conf_pin_ADC:  Vector
- v_conf_pin_IN:  Vector
- v_conf_pin_OUT:  Vector
BitPort
- puerto:  IOPort
- mask:  int
GpioPin
Clase Factoría
I2C::BusI2C
# nombre:  String
# velocidad:  int
0..*
contiene
1
0..*
contiene
11
contiene
0..*
1
posee
0..*
1
contiene
0..*
1
contiene
1
 
 
Figura 1. Diagrama de clases del paquete CPU de la 
librería Hajase. 
 
 
5 CONCLUSIONES Y TRABAJO 
FUTURO 
 
Java constituye una plataforma muy potente para el 
desarrollo de aplicaciones empotradas con 
requerimientos estrictos de rendimiento y 
prestaciones. Sin embargo, existe una gran cantidad 
de especificaciones, mecanismos y modelos de 
programación particulares a cada fabricante de 
dispositivos, lo cual dificulta la adopción de Java por 
parte de los desarrolladores de sistemas empotrados. 
En este trabajo se han expuesto las características 
principales de una muestra significativa de las 
soluciones Java empotradas más populares, y se 
propone una librería de alto nivel, basada en los 
mecanismos abstractos proporcionados por los 
distintos fabricantes, que permite manejar de forma 
homogénea y coherente los recursos de bajo nivel de 
todos los dispositivos analizados. En el futuro se 
prevé expandir la librería desarrollada para cubrir 
mecanismos y tecnologías aún no soportadas, y 
realizar un análisis del rendimiento de aplicaciones 
que utilizan esta librería para realizar las 
optimizaciones oportunas. 
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Resumen 
 
En el presente trabajo se describe el diseño e 
implementación Java de una solución domótica 
abierta, modular y flexible que facilita la integración 
de los diferentes dispositivos domóticos presentes en 
una vivienda, el acceso al sistema desde diferentes 
protocolos de comunicación tanto cableado como 
inalámbrico, así como la posibilidad de utilizar 
desde ordenadores o portatiles a dispositivos móviles 
como teléfonos móviles o Pdas. Para conseguir esa 
integración se ha adoptado una arquitectura cliente-
servidor multicapa que facilita tanto la sustitución de 
componentes como la extensión a nuevos 
componentes. Por otra parte se han desacoplado las 
tareas de acceso, monitorización y control de los 
dispositivos domóticos respecto de las peticiones 
concurrentes de los clientes que demandan servicios 
domóticos, intercalando un subsistema que actúa de 
pasarela entre los clientes y los dispositivos 
domóticos, lo que nos puede garantizar la fiabilidad 
del sistema a la vez que se obtiene un 
comportamiento más determínistico en las tareas de 
control. Además permite mejorar la escalabilidad del 
sistema cuando sea necesario controlar un número 
cada vez más mayor de dispositivos domóticos. 
Para poder comprobar el funcionamiento del 
sistema, hemos construido además un modelo físico a 
escala que contiene gran parte de los dispositivos 
domóticos de una vivienda, muchos de los cuales se 
han tenido que diseñar y construir específicamente 
para el sistema como el climatizador o las persianas. 
En el trabajo se describen también algunos de los 
detalles de construcción de la maqueta. 
 
Palabras Clave: Java, Domótica, Modelo a escala de 
una vivienda, Automatización de sistemas, 
Integración de dispositivos móviles. 
 
 
1 INTRODUCCIÓN 
 
El avance vertiginoso de las tecnologías informáticas, 
electrónica, automática y de las telecomunicaciones 
está produciendo un sinfín cada vez mayor de nuevos 
productos de consumo “automáticos” que se están 
incorporando poco a poco en todas las facetas de 
nuestra vida cotidiana con el compromiso de 
proporcionar servicios hasta hace poco tiempo 
inimaginables en un plazo de tiempo relativamente 
corto para así satisfacer y mejorar nuestra calidad de 
vida. Dentro de este vasto mundo tecnológico que 
nos invade, la domótica integra al conjunto de las 
tecnologías y sistemas automáticos que se utilizan 
dentro del entorno del hogar y, que proporcionan 
servicios de gestión energética, seguridad, bienestar y 
comunicación además de permitir una mejor 
conservación y cuidado de la vivienda.  
 
Aunque todavía la domótica no ha tenido el grado de 
implantación y aceptación esperado, debido 
principalmente a la complejidad, falta de seguridad y 
altos costes derivados de su instalación y puesta en 
funcionamiento, se han desarrollado numerosas 
propuestas, muchas de las cuales son comerciales, 
basadas en la utilización de estándares domóticos en 
cuanto a tecnologías especificas del sector como 
Havi, Osgi, etc, como en el uso de redes domóticas 
como X-10, Lonworks, EIB, etc [3].  
 
En este trabajo se presenta una solución domótica  
implementada completamente en Java que facilita al 
usuario el acceso, monitorización y control de forma 
local y remota de todos los dispositivos de la 
vivienda. Para ello proporciona interfaces de usuario 
flexibles e intuitivos para que el usuario final pueda 
manejar de forma sencilla el sistema, y además 
permite el acceso uniforme y simultáneo al sistema 
desde cualquier ordenador o portátil que se conecte a 
Internet, desde dispositivo móviles como el teléfono 
móvil o un PDA utilizando medios de transmisión 
inalámbricos y desde una centralita con pantalla táctil 
que se puede ubicar en la propia casa. Es un diseño 
propio abierto, modular y flexible que no sigue en 
principio ningún estándar ni protocolo de 
comunicaciones domótico, aunque gracias a su 
arquitectura es factible la integración de nuevos 
protocolos de comunicación, así como la 
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incorporación de nuevos dispositivos domóticos 
adaptando y/o extendiendo algunos de los 
componentes software ya desarrollados, lo que nos 
permite reducir además el tiempo de desarrollo de los 
nuevos componentes. 
 
Para probar el funcionamiento del sistema 
desarrollado hemos construido una maqueta física a 
escala que contiene una gran parte de los dispositivos 
domóticos que puede haber en una casa real. Cada 
uno de estos dispositivos domóticos compuestos por 
sensores o actuadores y la electrónica necesaria para 
que sea controlables desde una unidad de control,  se 
han diseñado y construido específicamente para este 
sistema como componentes hardware que pueden ser 
replicados para las diferentes habitaciones de la 
maqueta o reutilizados para la construcción de 
dispositivos domóticos más complejos. En las 
secciones siguientes se describen algunos de los 
aspectos más relevantes que se han tenido en cuenta 
tanto en su construcción como para su control desde 
la unidad de control. 
 
 
2 DESCRIPCIÓN DEL SISTEMA 
 
2.1 CARACTERÍSTICAS PRINCIPALES  
 
El sistema de control domótico (SCD) realizado en 
este trabajo es un sistema abierto, flexible y modular, 
en el que cada componente desarrollado tanto a nivel 
hardware como a nivel software se ha efectuado 
buscando la extensibilidad del sistema, es decir, 
posibilitando la adición de nuevos dispositivos 
domóticos para lo cual se pueden adaptar parte de los 
componentes ya desarrollados, reduciendo así el 
esfuerzo en el desarrollo. Por tanto, es técnicamente 
posible desarrollar actualizaciones en el software o 
en el hardware sin producir un impacto que afecte 
negativamente al funcionamiento del sistema, e 
incluso puede realizarse dicho proceso de forma 
dinámica teniendo algunos de los módulos del 
sistema en ejecución. 
 
En este tipo de sistemas suele ser habitual operar con 
numerosos sensores y actuadores de diferente 
naturaleza física con los cuales se sondea, monitoriza 
e interactúa con el entorno del hogar. Por tanto, el 
sistema debe permitir la escalabilidad del mismo 
manteniendo tanto la fiabilidad como el desempeño 
del sistema. 
 
El sistema trabaja a diferentes escalas con diferentes 
requerimientos temporales según su cercanía al 
hardware. Cuando un cliente necesita activar un 
regulador como puede ser el modulo detector de 
presencia, requiere que tanto la captura del estado del 
entorno como las acciones de control a considerar se 
efectúen a una frecuencia determinada, no 
admitiendo retrasos en la entrega de la acción 
correctora o en el envío de alarmas. 
 
Una de las características importantes del sistema al 
que se ha prestado especial atención, es la 
interoperabilidad del sistema en cuanto a las redes de 
comunicaciones con el que los clientes pueden 
acceder al sistema de control domótico, así como la 
posibilidad de trabajar de forma común con 
diferentes tipos de microcontroladores utilizando 
Java como lenguaje de referencia para el desarrollo 
del software de control. Un cliente, por tanto, puede 
acceder al SCD utilizando desde ordenadores a 
dispositivos móviles como PDAs y teléfonos móviles 
a través de redes cableadas por Ethernet utilizando 
TCP/IP o redes inalámbricas a través Wifi o 
Bluetooth. 
 
Desde el punto de vista de la facilidad de uso el 
sistema ofrece a los usuarios un entorno GUI sencillo 
e intuitivo adaptado al ordenador o dispositivo móvil 
utilizado. Por  tanto, un usuario que utilice un móvil 
con una pantalla de reducidas dimensiones podrá 
utilizar un interfaz gráfico adaptado al mismo que 
permite manejar el sistema con el uso de dos o tres 
teclas, mientras que el usuario que trabaja desde un 
ordenador dispondrá de un interfaz mucho más rico 
sobre el que podrá interaccionar de la forma habitual 
a través de menús, formularios, etc. 
 
Funcionalmente el sistema domótico va a llevar a 
cabo el control de los siguientes módulos: 
 
a) Control de Iluminación. El sistema permite llevar 
a cabo un control de iluminación independiente en 
cada una de las habitaciones y en el exterior.  
 
b) Gestión de Seguridad. El SCD desarrollado 
incorpora un sistema de seguridad que se aplica en 
varios niveles:  
- Control de presencia, que consiste en varios 
sensores de presencia por infrarrojos distribuidos en 
cada una de las habitaciones.  
- Sistema de detección de gas y humo consistente en 
un sensor de humo que monitoriza la presencia de 
gases en la cocina para evitar posibles escapes de 
gas.  
- Simulación de presencia como elemento de 
seguridad pasivo en el que el sistema interactúa sobre 
los dispositivos domóticos diseminados por la 
vivienda, y los activa o desactiva siguiendo un patrón 
que puede ser almacenado previamente. 
 
c) Control de persianas. El sistema también permite 
llevar a cabo el control de varias persianas, 
permitiendo al usuario subir y bajarlas 
completamente o bien moverlas paso a paso en 
cualquiera de los dos sentidos. 
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d) Control de Temperatura (Climatizador). El 
sistema permite llevar a cabo el control de la 
temperatura mediante un climatizador en una de las 
habitaciones.  
 
e) Gestión de avisos y alarmas. El Sistema permite a 
los usuarios activar o desactivar cada sensor y así 
mismo consultar su estado en cualquier instante. 
Cuando cualquiera de estos sensores detecte una 
situación de riesgo se disparan en el SCD diversos 
mecanismos de aviso a los usuarios: 
- Aviso sonoro y luminoso en las terminales de los 
clientes conectados al sistema. 
- Aviso sonoro mediante una sirena en el interior de 
la vivienda. 
- Aviso a todos los inquilinos de la vivienda mediante 
el envío de un mensaje de correo electrónico 
- Aviso a todos los inquilinos mediante el envío de 
un SMS. 
 
 
PC ethernet 
Sensor1 
Sensor2 Actuador1 
Actuador2 ….. 
Comunicaciones 
TCP/IP  
Cableadas e 
inalámbricas 
Bluetooth 
SMS 
usuario 
Usuario 
Sensor6 Sensor7 
Actuador6 ….. 
Email 
Servidor Domótico 
Wifi 
Ethernet 
Email 
Empotrado 
LCD táctil 
PDA 
 
Figura 1. Componentes del sistema SCD. 
 
 
2.2 COMPONENTES DEL SISTEMA 
 
El Sistema de Control Domótico (SCD) está formado 
por tres subsistemas bien diferenciados e 
interconectados entre si con distintos grados de 
responsabilidad y confiabilidad en función de las 
tareas a realizar (figura 1): 
 
a) Subsistema de control o empotrado encargado del 
acceso, monitorización y control de los dispositivos 
domóticos (sensores, actuadores, …) a más bajo 
nivel, así como de ejecutar las tareas de 
automatización más simples como regulación de 
iluminación o de climatización,  notificación de 
avisos y alarmas que disparan eventos asíncronos 
sobre el SCD, etc. El subsistema de control se puede 
ejecutar en varias unidades de control. Cada unidad 
de control es un sistema empotrado con un 
microcontrolador de baja prestaciones que incluye el 
software apropiado para llevar a cabo tanto labores 
de monitorización del entorno como de activación de 
reguladores simples sobre la parte del conjunto de 
dispositivos domóticos que controla directamente. El 
software de control que se ejecuta en las unidades de 
control utiliza una librería genérica Java (HAJASE, 
Hardware+Java para Sistemas Empotrados) que 
hemos desarrollado para dispositivos con limitados 
recursos de memoria y procesamiento, que 
uniformiza el uso de estos sistemas y permite un 
acceso transparente a ellos [2]. De este modo puede 
sustituirse una unidad de control por otra en tiempo 
de ejecución sin necesidad de desarrollar nuevo 
software, siempre y cuando haya una implementación 
específica de la librería para dicha unidad de control. 
Aunque hemos probado varias unidades, en el 
prototipo final del SCD utilizamos una única unidad 
de control para controlar a todos los dispositivos 
domóticos. 
 
b) Servidor domótico se ejecuta en un ordenador  
independiente de la unidad de control y se encarga de 
gestionar los usuarios que pueden acceder al sistema 
SCD desde diferentes medios de transmisión como, 
por ejemplo, conexiones de red cableadas Ethernet a 
través de TCP/IP o conexiones inalámbricas a través 
de Bluetooth o Wifi, y se comunica con el subsistema 
de control para tratar las peticiones que les hagan los 
diferentes clientes que se conectan simultáneamente 
al sistema. Por tanto, el subsistema actúa como 
intermediario entre los clientes y el subsistema de 
control del SCD. Hay varias razones para separar la 
responsabilidad del SCD en el Subsistema Servidor 
domótico del Subsistema de control. En primer lugar, 
la unidad de control dada sus limitaciones no debe 
añadir a sus funciones propias de control y de acceso 
a los dispositivos domóticos, otras tareas de gestión 
de alto nivel como la gestión de usuario mencionada 
anteriormente. La diversificación de tareas puede 
saturar la unidad de control y ocasionar una perdida 
en las prestaciones del mismo. En segundo lugar, la 
unidad de control tiene que satisfacer unas 
restricciones temporales más estrictas para el control, 
que no son necesarios en tareas de alto nivel. Por 
tanto, el sistema debe presentar diferentes niveles de 
predecibilidad según el tipo de tarea a ejecutar; en las 
tareas de control no debe producirse ninguna pérdida 
en los límites temporales impuestos a las acciones de 
control y consulta del estado de los sensores, 
mientras que para la gestión, acceso o envío de 
peticiones a usuario es factible una pérdida en el 
tiempo requerido para la entrega de una respuesta sin 
que esto represente un problema crítico al sistema. 
En resumen, el servidor domótico actuaría como la 
pasarela residencial del sistema domótico SCD, que 
se encarga de encauzar todas las peticiones externas 
de los usuarios a la red interna del sistema domótico 
sin provocar la saturación del Subsistema de Control 
para que pueda trabajar con características de tiempo 
real. 
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c) Subsistema de clientes. Este subsistema incluye 
todas las posibles formas en las que una aplicación 
cliente puede demandar servicios del servidor 
domótico. Los diferentes tipos de cliente dependen 
del tipo de sistema de procesamiento utilizado desde  
dispositivos móviles o PDAs a ordenadores PC y del 
tipo de medio de transmisión utilizado por el cliente 
pasando desde conexiones cableadas como 
inalámbricas (figura 2). Los tipos de clientes que 
admite el sistema, en resumen, son: 
- Un cliente que utiliza un ordenador PC o portatil 
que se conecta al Servidor Domótico por Ethernet o 
Wifi. 
- Un cliente que utiliza un ordenador PC o portátil 
que se conecta al Servidor Domótico mediante 
Bluetooth.  
- Un cliente que utiliza un PDA para conectarse al 
Servidor Domótico por Wifi.  
- Un cliente que utiliza un PDA o un teléfono móvil 
para conectarse al Servidor Domótico por Bluetooth. 
- Un cliente que utiliza la pantalla táctil de la 
centralita para acceder al Servidor Domótico por 
Ethernet.  
 
 
  
 
Figura 2. Captura de pantallas del subsistema cliente 
para diferentes dispositivos. 
 
Por tanto, el sistema se divide en tres grandes 
subsistemas que se ejecutan de modo independiente 
en nodos distintos, de modo que entre cada par de 
subsistemas se establece una comunicación cableada 
o inalámbrica siguiendo una arquitectura cliente-
servidor. Los subsistemas clientes (móvil, PDA, PC, 
...) realizan peticiones de servicios domóticos al 
subsistema Servidor Domótico utilizando distintos 
tipos de protocolos de comunicaciones cableados o 
inalámbricos. Por otra parte, el subsistema Servidor 
Domótico actúa como cliente en la comunicación que 
se establece con el Subsistema de Control, que actúa 
como servidor del subsistema Servidor Domótico. 
3 DESCRIPCIÓN DEL 
HARDWARE 
 
Para cumplir con los propósitos que nos hemos 
planteado de reutilización de todos los componentes 
del sistema, es necesario aplicarlos tanto a los 
elementos hardware y software del sistema. A 
continuación se describen algunos aspectos del 
hardware. 
 
 
3.1 CONSTRUCCIÓN DE LA MAQUETA Y 
DISPOSITIVOS DOMÓTICOS 
 
La construcción de la maqueta se ha realizado 
teniendo en cuenta los elementos del sistema de 
control domótico que queríamos automatizar en la 
casa, con la intención de obtener un modelo físico 
final ampliable y/o adaptable a nuevos usos futuros 
de modo que pueda ser utilizado para fines docentes. 
Para ello se ha elaborado una maqueta fácilmente 
desmontable para facilitar las labores de 
mantenimiento y reparación, ocultando en la mayor 
medida de lo posible el cableado que pasa por las 
habitaciones y proporcionando la suficiente 
movilidad para que pueda ser desplazada sin 
excesivos problemas. En la figura 3 se pueden  ver 
algunas imágenes del prototipo final del modelo 
físico. 
 
  
Figura 3. Imágenes del modelo físico 
 
No se ha utilizado ningún dispositivo domótico real 
para la realización de este proyecto, ya que, en 
general, tienen grandes dimensiones y no pueden 
ubicarse en la maqueta. Por tanto, hemos tenido que 
diseñar y construir muchos dispositivos domóticos a 
escala. Para que sean controlables por el SCD es 
necesario conseguir niveles de tensión e intensidad 
adecuados por lo que se han incorporado circuitos 
amplificadores y estabilizadores. Los dispositivos 
domóticos (sensores y actuadores) manejados desde 
la unidad de control en el prototipo final del SCD se 
resumen en la tabla 1. 
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Tabla 1. Sensores y Actuadores utilizados en el 
prototipo final del SCD 
 
Sensores Actuadores 
1 Sensor de Humo: a 
través de un ADC 
conectado por I2C 
6 Bombillas: a través de un 
DAC por I2C cada una. 
1 Sensor de Temperatura 
analógico: A través de 
un ADC conectado por 
un bus I2C  
1 Climatizador (célula de 
peltier): a través de un driver 
de corriente de alta potencia 
con 2 patillas digitales. 
8 Sensores Pulsadores 
para el control de 
persianas: a través de 
una entrada digital. 
4 Motores DC para el control 
de persianas: a través de 
drivers de corriente (2 
patillas digitales cada uno) 
6 Sensores de 
Luminosidad: a través de 
un ADC conectado por 
I2C cada uno. 
1 Sirena. Se conecta al 
sistema a través de un relé 
usando una patilla digital. 
6 Sensores de Presencia: 
a través de una entrada 
digital cada uno. 
 
 
Todos los circuitos electrónicos se han diseñado y 
construido buscando la modularización y su posible 
reutilización para distintos componentes del sistema. 
Este tipo de sistemas es muy sensible a las 
interferencias que pueden aparecer en las señales 
lógicas, ya que hay un gran número de dispositivos 
en el sistema que trabajan con señales analógicas que 
se comparan con una tensión de referencia. Para 
disminuir estos efectos indeseables se han aislado en 
la mayor medida de lo posible los dispositivos 
perturbadores del resto del sistema mediante 
optoacopladores. 
 
 
3.2 ELECCIÓN DE LA UNIDAD DE 
CONTROL O EMPOTRADO 
 
La unidad de control del subsistema de control del 
SCD se encarga de realizar un control de bajo nivel 
de todos los dispositivos electrónicos (sensores, 
actuadores, reguladores, amplificadores, etc) 
necesarios para el buen funcionamiento del SCD. La 
unidad de control utilizada va a ser un 
microcontrolador o un sistema empotrado conectado 
a los dispositivos domóticos del SCD, que se encarga 
de generar las señales eléctricas precisas para leer el 
estado de los sensores, lo que nos permite 
monitorizar el entorno físico del hogar, y por otra 
parte genera las señales de control adecuadas para 
accionar los actuadores que interaccionan sobre el 
entorno físico del hogar.  
 
Para conectar los dispositivos domóticos al sistema 
empotrado podemos o bien utilizar los puertos GPIO 
(entradas/salidas de propósito general) con el que 
podemos realizar un control directo de los mismos o 
bien utilizar buses digitales como pueden ser I2C, 
SPI ó 1-Wire para ampliar la conectividad del 
empotrado aumentando el número de dispositivos a 
los que podemos tener acceso. Los sistemas 
empotrados cuentan en general con un número escaso 
o inexistente de entradas/salidas analógicas y 
digitales, sobre todo analógicas. Para ampliar el 
número de puertos de E/S hemos optado por realizar 
circuitos que utilicen conversores ADC y DAC para 
entradas y salidas analógicas, y expansores digitales 
para E/S digital, que se conectan a la unidad de 
control a través de un bus digital. En el prototipo 
final del SCD hemos utilizado conversores PCF8591 
con 4 conversores ADC y 1 DAC a través del bus 
I2C, y expansores PCF8574 que añaden al sistema 8 
puertos de E/S digitales adicionales. 
 
Se han probado diferentes unidades de control que 
tienen un requisito común: ser soluciones empotradas 
comerciales en los que se utiliza Java como lenguaje 
de programación principal para su control. Entre las 
empotrados probados podemos destacar el Javelin de 
Parallax Inc, placas de desarrollo basadas en 
procesadores Java aJile aj100 o aj80, como los JPro 
de Quest Technologies y JStik o JStamp de Systronix 
Inc, la placa de desarrollo para el modulo Snap de 
Imsys Tech, las placas de la compañía Snijder Micro 
System, SK2 y SC210. En el trabajo [2] se ha hecho 
un análisis pormenorizado de las características de 
dichas tarjetas. El empotrado que mejor se ajustaba a 
estos requerimientos es la placa SmartControl SC210 
de Snijder, ya que además de contener una pantalla 
LCD táctil, disponía de suficientes puertos de 
entrada/salida digitales y analógicos, soporte 
Ethernet y la posibilidad de añadir más puertos de 
E/S a través del bus digital I2C.  
 
La implementación del software de control se ha 
realizado utilizando el entorno de desarrollo Java que 
se distribuye con cada placa, sobre el que se añade la 
librería HAJASE,  que proporciona la abstracción y 
adaptabilidad necesaria para ser utilizada con 
cualquiera de los empotrados probados utilizando 
una misma API común [2]. 
 
 
4 DISEÑO E IMPLEMENTACIÓN 
DEL SISTEMA 
 
Al igual que el hardware, los componentes software 
se han diseñado buscando la reutilización de todo el 
sistema o partes de él, facilitando la adaptación y 
extensión del sistema a nuevas funcionalidades o a la 
incorporación de nuevos dispositivos al sistema. Para 
garantizar el cumplimiento de los requerimientos del 
sistema, así como obtener componentes que se 
ajusten a dichos requerimientos, hemos seguido para 
el desarrollo del software una metodología orientada 
a objetos basada en UML. 
 
A diferencias de lo que suele ser habitual en otras 
propuestas domóticas, el sistema SCD se ha 
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implementado completamente en Java, incluido los 
programas de control del Subsistema de Control. 
Para poner en funcionamiento el sistema necesitamos 
que cada componente tenga un entorno de ejecución 
o sistema operativo sobre el que se pueda añadir una 
máquina virtual Java (JVM) necesaria para la 
ejecución de las aplicaciones Java. Existen varias 
implementaciones de la JVM que ocupan desde 
pocos Kilobytes hasta más de 100 Mb de RAM que 
dependen de las características de la plataforma 
hardware, del sistema operativo subyacente y del 
conjunto de librerías que se implementan. Cada 
librería compuesta por una serie de paquetes y clases 
define una especificación Java que proporciona 
soporte para un campo de aplicación o tecnología 
concreta. Así, por ejemplo, la especificación JSR-82 
[4] hace referencia a la librería Java que proporciona 
soporte Bluetooth a la JVM que lo implementa. No 
siempre se distribuye la JVM con todas las librerías 
que se pueden programar con ella, y se incluyen 
como librerías adicionales. También es posible 
encontrar JVMs dentro de lo que se ha denominado 
Edición; en este caso se incluye junto a la JVM un 
conjunto de librerías para un mercado concreto. Por 
ejemplo, la J2ME es una edición específica para los 
dispositivos portátiles y empotrados, mientras que la 
J2SE es la edición estándar para la programación de 
equipos de sobremesa. 
 
En el sistema SCD se utilizan una gran variedad de 
JVMs dada la variedad utilizada tanto en el acceso al 
SCD como para el control de los dispositivos 
domóticos. En resumen, utilizamos: 
 
a) J2SE para la ejecución del Servidor Domótico del 
SCD y las máquinas clientes que acceden al Servidor 
Domótico desde cualquier punto de internet. Incluye  
el soporte de sockets para implementar las 
comunicaciones cableadas por Ethernet así como 
comunicaciones inalámbricas Wifi que utilizan 
TCP/IP y, por otra parte, se utiliza Swing para 
implementar el interfaz de usuario.  
 
b) J2ME/CLDC/MIDP para la ejecución de los 
clientes en dispositivos móviles como teléfonos 
móviles y PDAs, e incluso para la ejecución de 
algunas unidades de control. Nos podemos encontrar 
diferencias significativas entre unos dispositivos y 
otros con respecto a las versiones de la configuración 
y perfil. Para poder soportar la conectividad a través 
de Wifi es necesario que la máquina virtual soporte 
las conexiones a través de Sockets, disponible desde  
la versión 2.0 de MIDP.  Algunos dispositivos como, 
por ejemplo, los móviles, incluyen de fabrica una 
máquina virtual J2ME. Sin embargo, en dispositivos 
móviles como los PDAs, es necesario instalar 
previamente una máquina virtual J2ME para poder 
ejecutar las aplicaciones. Para garantizar que el 
dispositivo móvil pueda acceder al SCD se requiere 
que incluya una JVM que incluya las librerías más 
recientes CLDC 1.1 y MIDP 2.0. 
 
c) JSR-82. Para disponer soporte Bluetooth es 
necesario que la JVM incorpore una implementación 
de la librería, como ocurre en los teléfonos móviles, o 
bien se incorporen como una librería adicional en el 
caso de PDAs u ordenadores y portatiles. 
 
Actuador1 
Sensor1 
Sensor2 
Actuador2 
….. 
 
Subsistema Servidor Domótico 
Subsistema Empotrado 
Subsistemas Cliente 
Cliente-Servidor
Cliente-Servidor
Interfaz 
Sistema 
Servicios 
Interfaz 
Sistema 
Servicios 
 
Figura 4. Arquitectura del sistema. 
 
 
4.1 ARQUITECTURA DEL SISTEMA 
 
La arquitectura utilizada para el diseño del software 
es una combinación de una arquitectura cliente-
servidor y una arquitectura multicapa en tres capas 
como se puede ver en la figura 4. La separación que 
propugna la arquitectura cliente-servidor nos permite 
separar totalmente el subsistema cliente respecto del 
subsistema servidor, lo que permite desacoplar 
dichos subsistemas, mejorar la cohesión de cada 
subsistema, facilitar la reconfiguración y la 
realización de pruebas de los subsistemas, y permitir 
la reutilización y/o sustitución de los subsistemas. 
 
Además de la arquitectura cliente-servidor, hemos 
utilizado una arquitectura en tres capas para el diseño 
de cada uno de los subsistemas señalados 
anteriormente, que son: interfaz, dominio de 
aplicación y servicios. Cada capa a su vez se va a 
descomponer en nuevos subsistemas, que 
denominamos subsistemas estructurales internos para 
diferenciarlos de los anteriores y que tendrán una 
responsabilidad más delimitada y restringida en 
función de la capa en la que se encuentra. Se ha 
escogido esta arquitectura para el diseño de cada 
subsistema entre otras razones por las ventajas que 
aporta en cuanto a la reutilización de los 
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componentes del sistema, su adaptabilidad de modo 
que cualquier cambio en el componente no afecta al 
resto de componentes o subsistemas del sistema, y la 
capacidad de sustitución de un subsistema por otro de 
forma transparente siempre que se preserve el mismo 
interfaz del subsistema. 
 
 pd Diagrama Paquetes
Serv icios
+ cpus
+ I2C
+ Timer
Sistema
+ Dispositivos
+ empotrado
Interfaz
+ comm
I2C
+ BusI2C
+ BusI2CAjile
+ BusI2CSnap
+ BusI2CSnijder
+ EsclavoI2C
+ EsclavoI2CLM75
+ EsclavoI2CPcf8574
+ EsclavoI2CPcf8591
(from Servicios)
cpus
+ BitPort
+ CPU
+ CPU_Jpro
+ CPU_Snap
+ CPU_Snijder1
+ CPU_Snijder2
+ CPU_Virtual
+ GpioPin
+ VCPU
(from Servicios)
Timer
+ TimerJpro
+ TimerSnap
+ VTimer
(from Servicios)
Dispositiv os
+ ADC
+ Button
+ Climatizador
+ Convertidor
+ DAC
+ Dispositivo
+ Driver
+ DriverTipoL293B
+ DriverTipoMD03
+ Motor_Persiana
+ Regulador
+ Regulador_Iluminacion
+ Sensor
+ Sensor_Analógico
+ Sensor_Humedad
+ Sensor_Humo
+ Sensor_Iluminacion
+ Sensor_Presencia
+ Sensor_Pulsador
+ Sensor_Temperatura
+ Sirena
+ Salida
(from Sistema)
empotrado
+ Configuracion
+ Empotrado
(from Sistema)
comm
+ Comm_Eth
+ Comm_Jpro
+ Comm_Jpro_Eth
+ VCOM
(from Interfaz)
«import»
«import»
«import»
«import»«import»
«import»«import»
 
Figura 5. Diagrama de paquetes del Subsistema de 
Control. 
 
Esta forma de estructurar el sistema nos facilita la 
implementación tanto del SCD como de los 
diferentes subsistemas que se ejecutan paralelamente 
en el SCD. De modo que es factible implementar una 
nueva aplicación cliente del Subsistema Clientes que 
puede acceder al SCD utilizando un nuevo protocolo 
de comunicaciones sin más que adaptar la capa de 
servicios para que pueda incluir el nuevo protocolo 
de comunicaciones reutilizando el resto de capas del 
la aplicación cliente. Esto posibilita una 
simplificación en el desarrollo de nuevos 
componentes del sistema, o al menos la reducción en 
el tiempo de desarrollo de dichos componentes.  
 
El modelo arquitectónico propuesto proporciona la 
estructura en la que se sustenta cada componente del 
sistema. En la figura 5 se muestra, por ejemplo, el 
diagrama de paquetes del Subsistema de Control del 
SCD de acuerdo a dicho modelo arquitectónico. Se 
puede observar tanto los paquetes como las clases 
contenidas en cada paquete que conforman el 
subsistema, así como las relaciones de dependencia 
entre los diferentes paquetes. 
 
 cd Data Model
Canal
- is:  InputStream
- os:  OutputStream
+ sendString(String) : int
+ reciveString() : String
ClienteInternet
- direccion:  String
- puerto:  int
ClienteBluetooth
- url:  String
Cilente
# canal:  Canal
# autentificado:  boolean
# conectado:  boolean
+ abrirConexion() : Canal
 
Figura 6. Abstracción de la comunicación del cliente. 
 
 
4.2 AGREGACIÓN DE UN PROTOCOLO 
DE COMUNICACION 
 
Para mostrar como funciona el mecanismo de 
extensión del sistema, vamos a mostrar un ejemplo 
de su utilización para el caso de los protocolos de 
comunicaciones. La forma en como se ha diseñado el 
sistema, permite modificar el protocolo de 
comunicaciones en el cliente sin que afecte en exceso 
al resto del sistema para lo cual hay que abstraer en la 
mayor medida de lo posible los detalles de cada 
tecnología de comunicación manteniendo inalterada 
la lógica del programa.  
 
 cd Data Model
Serv idorComExterno
+ publicar() : void
+ Start() : void
+ Cerrar() : void
Serv idorBluetooth
Serv idorInternet
 
Figura 7. Abstracción de la comunicación del 
servidor. 
 
En la figura 6 se muestra un ejemplo sencillo de uno 
de los mecanismos empleados para la extensión del 
sistema basado en la herencia, aunque el SCD emplea 
distintos patrones de diseño como el patrón factoría, 
el patrón adaptador, etc. [1], que incluyen la 
delegación además del mecanismo de herencia. En 
este caso, los protocolos de comunicaciones se 
implementan a partir de especializaciones de una 
clase base utilizando el mecanismo de herencia. Para 
incluir un nuevo Cliente basado en una nueva 
tecnología de comunicación solamente debemos de 
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heredar de la clase Cliente y redefinir el método 
abstracto abrirConexión() donde se incluyen los 
pasos específicos para abrir un canal de 
comunicaciones (clase Canal) en la nueva tecnología 
de comunicación. 
 
En la parte del Servidor (figura 7) se ha adoptado un 
diseño parecido aunque la incorporación de una 
nueva tecnología de comunicaciones es algo más 
compleja ya que hay que redefinir un número mayor 
de métodos.  Además el servidor debe gestionar la 
conexión concurrente de múltiples peticiones de 
cliente para lo cual se necesita implementar un hilo 
de ejecución por cada sesión.  
 
 
4.3 SIMULADOR DE LA UNIDAD DE 
CONTROL 
 
Para probar el software desarrollado y depurar las 
aplicaciones que utilizan la unidad de control se ha 
desarrollado un simulador de la unidad de control, 
denominado empotrado virtual, para poder trabajar 
con él sin necesidad de tenerlo conectado 
físicamente. Además de la independencia con 
respecto al sistema real, proporciona la posibilidad de 
modificar las condiciones del entorno sin necesidad 
de disponer del modelo físico real. 
 
 
Tipos de 
empotrado
Patillas entrada 
Analógica 
Patillas salida 
Analógica
Patillas entrada 
Digital  Patillas salida 
Digital
Botón 
Interactuar 
Botón 
Actualizar 
Ayuda y 
Acerca De 
 
 
Figura 8. Pantalla del simulador del empotrado 
virtual. 
 
El simulador es un programa independiente que 
puede ejecutarse en cualquier ordenador, y que puede 
ser configurado con cualquiera de los empotrados 
reales utilizados durante el desarrollo, permitiendo 
así trabajar con la unidad de control de forma virtual.  
 
Además es posible modificar en tiempo de ejecución 
la configuración del hardware que queremos simular, 
así como modificar el estado de cualquiera de los 
puertos de entrada/salida digital o analógico que 
puede tener la unidad de control.  
La librería HAJASE proporciona una 
implementación adicional para  la unidad de control 
genérica, de modo que el desarrollo del software del 
SCD se puede realizar de forma desacoplada respecto 
de la unidad de control. 
 
 
5 CONCLUSIONES Y TRABAJO 
FUTURO 
 
Se ha desarrollado un sistema para el control 
domótico completo de una vivienda tanto a nivel 
hardware como a nivel software, buscando construir 
un sistema abierto, flexible, modularizable, 
extensible, interoperable, escalable para lo cual 
hemos utilizados tecnologías basadas en Java. El 
resultado de este trabajo demuestra que es posible 
utilizar Java como lenguaje de programación para el 
desarrollo de todo el sistema, incluso la 
programación de los controladores de los dispositivos 
con requerimientos temporales, aunque para ello 
tenemos que sacrificar alguna de las facilidades que 
ofrece Java a los desarrolladores. 
 
El siguiente paso, consistiría en aplicar el sistema 
desarrollado a un entorno domótico real para algunas 
de las redes domóticas como X10, Lonworks, EIB, 
etc., utilizando dispositivos domóticos reales. El 
desarrollo se haría manteniendo la arquitectura 
mostrada en el articulo, pero extendiendo el sistema 
añadiendo nuevos componentes específicos para cada 
protocolo de comunicación nuevo y para cada 
dispositivo domótico nuevo utilizando la jerarquía de 
clases definida para virtualizar el uso de cada uno de 
los dispositivos domóticos. 
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Resumen  
 
La comunicación hombre-máquina es un campo en 
crecimiento en los últimos años, pero la máquina 
también puede servir para comunicar a los hombres 
entre sí. Ambos aspectos pueden quedar cubiertos 
simultáneamente cuando el usuario es sordo y su 
lenguaje natural es la Lengua de Signos. En éste 
artículo se propone un método para el 
reconocimiento del alfabeto dactilológico de la 
Lengua de Signos Española mediante Visión por 
Computador, que emplea la combinación de una 
serie de normas, que miden la distancia entre el 
signo presentado y los modelos almacenados en una 
base de datos (diccionario). Dicho método es fiable y 
computacionalmente ligero, lo que permite un 
reconocimiento de los signos en tiempo real y con un 
equipo de bajo presupuesto. 
 
Palabras Clave: Visión por computador (CV), 
reconocimiento de gestos (GR), interacción hombre 
máquina (HMI). 
 
 
 
1 INTRODUCIÓN 
 
El reconocimiento de gestos con la mano se está 
convirtiendo en una corriente preferente en el 
reconocimiento de patrones [6, 17], dado el creciente 
número de aplicaciones en el campo de la interacción 
hombre-máquina (p.e. domótica, asistencia a 
personas dependientes, dispositivo de entrada en 
interfaces gráficos, manipulación en entornos de 
realidad aumentada [14]). En este artículo se trata el 
reconocimiento de gestos manuales en la 
comunicación con las personas sordas mediante 
técnicas de visión por computador [3, 7, 13]. La 
interpretación de la Lengua de Signos (LS) en 
general es un todo un desafío dada su indudable 
proyección social y sus problemas intrínsecos: (i) la 
naturaleza multicanal de la comunicación (la postura 
de las manos y su orientación, el movimiento y su 
velocidad, su posición relativa al “espacio de 
signado” y otras partes del cuerpo, la expresión del 
rostro que acompaña a un signo determinado,... ); 
(ii) la variabilidad entre personas al ejecutar el 
signado (faceta bien conocida en los reconocedores 
de voz); (iii) y la presencia de elementos ajenos a la 
comunicación (ropas, fondos cambiantes, 
oclusiones). En este trabajo nos centraremos en el 
reconocimiento de los signos estáticos que 
representan las letras de la Lengua de Signos 
Española (LSE). 
El reconocimiento de signos con la mano se ha 
abordado en [10, 14], pero sólo para contar el número 
de dedos estirados, independientemente de cuáles 
sean. También se a investigado en [7], pero no con 
técnicas de visión sino mediante el uso de 
ciberguantes sensorizados, que informan mediante 
sensores de la postura adoptada por la mano, 
simplificando el reconocimiento pero encareciendo 
enormemente el equipo necesario. En [1] se propone 
un enfoque más general para elementos articulados 
que se puede adaptar al reconocimiento de la LSE, 
pero requiere resolver un costoso problema de 
optimización para cada imagen. En [13] se propone 
el reconocimiento de gestos mediante momentos, 
pero dicha solución sólo es apropiada para 
discriminar un limitado conjunto de signos, al igual 
que los invariantes de los momentos, los descriptores 
simples de formas y los histogramas de chain-codes 
expuestos en [5, 11, 15] respectivamente. En [4, 16] 
se propone el uso de histogramas geométricos y en 
[8, 9] el uso de curvaturas nulas y su caracterización. 
En [2] se aborda el reconocimiento mediante 
modelos de partículas. Finalmente en [12] y [3] se 
aborda el problema en 3D, mediante sistemas 
multicamerales y modelos con muchos grados de 
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libertad, exigiendo además un seguimiento continuo 
de la mano. 
En este artículo se presenta un método fácil de 
implementar, poco exigente en recursos de cálculo, 
que no necesita imágenes de gran calidad (basta una 
simple webcam en color) y pese a todo, capaz de 
discriminar la mayoría de los signos alfabéticos de la 
LSE. 
En la sección 2 se describe el método propuesto. Los 
resultados experimentales se muestran en la seción 3 
y las conclusiones en la sección 4. 
 
2 DESCRIPCIÓN DEL MÉTODO 
 
A grandes rasgos el método opera en la forma 
siguiente: En primer lugar se segmenta la región de la 
mano y su contorno, a continuación se muestrea el 
contorno según arcos de longitud constante y los 
puntos muestreados se comparan con los perfiles 
almacenados previamente en nuestro diccionario. 
Dicha comparación se realiza teniendo en cuenta 
cuatro métricas diferentes, lo cual proporciona la 
robustez adecuada al método. 
 
2.1 SEGMENTACIÓN DE LA MANO 
 
La imagen RGB que proporciona la cámara se 
convierte al espacio de color HSV (tono, saturación, 
brillo), dado que esta representación es más adecuada 
para la detección del color y la segmentación en el 
plano HS muestra una gran robustez frente a las 
variaciones de iluminación. La transformación se ha  
 
Figura 1. Tono (izquierda) y saturación (derecha) en 
niveles de gris (arriba) y filtrados (abajo). 
 
adaptado para que el tono (hue) de interés esté en 
torno a los 180º (127 en la representación en un byte) 
para evitar los problemas del paso por cero típicos de 
las magnitudes angulares, como puede ser el círculo 
de tonalidad del color (figura 1). Una vez aplicado el 
filtro en el plano HS se realizan algunas operaciones  
 
Figura 2. Segmentación de la mano 
 
de morfología matemática para eliminar al menos 
parte del ruido (figura 2) y se extrae el contorno de 
las regiones con un área y perímetro suficiente para 
considerar que es una mano. Dichos contornos son el 
punto de partida para la siguiente etapa en el proceso 
de reconocimiento. (Él método no permite 
discriminar por ejemplo una ‘F’ de una ‘T’, al tener  
la misma silueta.) 
 
2.2 MUESTREO DEL CONTORNO 
 
Una vez obtenido el contorno de la mano se toman 
muestras equiespaciadas, para obtener un conjunto de 
puntos lo suficientemente grande para no perder 
detalles significativos y lo bastante pequeño para no 
sobrecargar los cálculos innecesariamente. Por 
ejemplo en la figura 3 se muestran 100 puntos 
muestreados del contorno de la letra ‘K’. 
 
Figura 3. Puntos muestreados y contornos internos. 
 
Los puntos muestreados se convierten a coordenadas 
polares tomando como origen el centro de gravedad 
de la región. El resultado se puede ver en la figura 4 
donde destacan, de izquierda a derecha, los picos 
correspondientes a los dedos índice, pulgar y 
corazón, y la meseta de la muñeca. 
 
XXVII Jornadas de Automática
1410 Almería 2006 - ISBN: 84-689-9417-0
Figura 4. Diagrama polar (radio vs. ángulo) 
 
El radio es escalado para obtener invarianza frente al 
tamaño aparente de la mano, que varía con la 
distancia del signante a la cámara. Ello permite 
identificar gestos donde la mano ocupa casi toda la 
imagen (como los mostrados en éste artículo) y 
gestos donde la imagen abarca todo el tronco y 
cabeza del signante (forma habitual de uso del 
sistema). 
 
2.3 COMPARACIÓN CON LOS MODELOS 
 
2.3.1 Generación del diccionario de modelos 
 
El modelo de cada signo se obtiene estableciendo una 
banda de confianza entorno al diagrama de radios de 
los puntos muestreados (figura 5). Para establecer 
dicha banda se siguen dos pasos, el primero es 
aumentar y disminuir el valor correspondiente a radio 
de cada punto en un porcentaje fijo, lo que nos da 
una buena aproximación para contornos con 
variaciones suaves del radio, pero con mal 
comportamiento cuando se producen variaciones 
bruscas (pendientes altas) de éste, como las que se 
pueden ver en la figura 5. 
Para evitar éste problema se procede a sustituir cada 
punto de la superior (respectivamente inferior) de la 
banda por el máximo (r. mínimo) que se produce en 
una ventana centrada en el punto a considerar. Este 
proceso es formalmente idéntico a aplicar una 
dilatación (r. erosión) de morfología matemática 
unidimensional al extremo superior (r. inferior) de la 
banda, y aproxima eficientemente el hecho de 
considerar la anchura de la banda relacionada 
linealmente con la varianza del radio en la ventana 
considerada. 
El conjunto de ambos pasos es equivalente también a 
realizar sobre la curva del radio una dilatación, esta 
vez bidimensional, con un elemento estructurante 
rectangular centrado, cuya altura varía de forma 
proporcional a la magnitud del radio en cada punto. 
La banda de confianza (cuadrados) obtenida se puede 
ver en la figura 6 junto a la curva del radio (puntos) 
en los puntos muestreados para otra representación 
de la misma letra. 
 
 
 
Figura 6. Radio y banda de confianza frente a 
longitud de arco 
 
2.3.2 Búsqueda en el diccionario 
 
La sucesión de puntos (su radio escalado) se compara 
con cada uno de los modelos almacenados en el 
diccionario. La comparación es mucho más selectiva 
si combinamos mediante un sistema de votación los 
resultados obtenidos por cada una de las cuatro 
métricas aplicadas. 
Primero se comprueba para cada punto si está dentro 
de la banda de confianza. De ser así éste punto no 
computa en el cálculo de la distancia, y en caso 
contrario se mide la distancia (en vertical) del punto a 
la banda. Las distancias medidas entre el signo a 
identificar y cada uno de los modelos almacenados 
son: 
a) L0: número de puntos que están fuera de la 
banda. 
b) L1: suma de las distancias de los puntos a la 
banda. 
c) L2: suma de los cuadrados de dichas distancias. 
d) Linf: máximo de dichas distancias. 
Una vez calculadas dichas distancias para cada una 
de las cuatro métricas se comprueba si el cociente de 
distancias del modelo más próximo y el siguiente 
clasificado para esa misma métrica es sensiblemente 
pequeño y en caso afirmativo se considera que para 
esa métrica ése es el modelo correspondiente. Si el 
cociente no es lo bastante pequeño (1 en el caso 
extremo) significa que con esa métrica no hemos 
encontrado un modelo marcadamente similar al gesto 
que pretendemos identificar. 
Si 3 ó 4 de las métricas coinciden en su veredicto se 
considera que ha habido una identificación positiva 
del signo. En la figura 7 se puede comprobar la 
identificación positiva de la letra ‘K’ mediante los 
cuatro criterios. 
 
Figura 7. Reconocimiento de signos en imágenes 
próximas y lejanas 
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3 RESULTADOS 
EXPERIMENTALES 
 
El método descrito en la sección 2 se ha 
implementado en un ordenador dotado con un 
microprocesador Pentium IV a 3GHz y una cámara 
Logitech. El SO empleado ha sido Windows 2000. 
La captura de imágenes se ha realizado con una 
resolución de 320x240 píxeles y haciendo uso de la 
librerías OpenCV de Intel se realiza el procesamiento 
a una tasa de unas 12 fps, si bien más del 80% del 
tiempo es utilizado en la adquisición de imagen y la 
conversión de formato que realizan dichas librerías. 
 
Tabla 1: Tasas de reconocimiento 
 
A 99.3% G 85.0% M 91.7% R 93.3% 
B 99.7% H 55.3% N 95.7% S 62.0% 
C 96.3% I 97.7% O 78.3% U 97.3% 
CH 95.7% K 86.0% P 99.0% W 98.7% 
E 99.3% L 98.0% Q 92.7%   
 
Para obtener las tasas de reconocimiento que se 
muestran en la tabla uno se ha procedido a signar 
cada letra repetidas veces, sin que el signante tenga 
realimentación acerca del reconocimiento realizado 
por el sistema y en condiciones variadas de 
iluminación y posición relativa a la cámara. Las tasas 
de reconocimiento son extraordinariamente altas, 
superando en algunos casos el 99%. Los casos no 
contemplados corresponden bien a letras cuyo 
signado coincide con otras pero añadiendo 
movimiento (J, Y y Z con la I, LL con la L, Ñ con la 
N, RR con la R, V con la U) o bien a letras cuya 
silueta se puede confundir fácilmente con otras (o 
son idénticas, como F y T), por lo que sería necesario 
un procesamiento posterior para discriminar entre 
éstas. No obstante algunas de ellas se han 
contemplado en el experimento con mejor (C y E, 
figuras 8 y 9) o peor (O y S) resultado. 
 
Figura 8. Letra C en la LSE 
 
Es conveniente recordar que el experimento se ha 
llevado a cabo sin que el signante tenga 
conocimiento de si el sistema a reconocido el signo o 
no, sabiendo únicamente si la mano está en cuadro en 
la imagen. Es de suponer que en una aplicación 
práctica se puede informar al signante sobre el 
reconocimiento para que aquél modifique el signado 
en línea, en caso de no ser reconocido por el sistema. 
Algunas pruebas realizadas en este sentido han 
mostrado una notable mejora (cuando esto era 
posible) de las tasas de reconocimiento del sistema. 
 
Figura 9. Letra E en la LSE 
 
4 CONCLUSIONES 
 
Se ha presentado un método de fácil implementación, 
y bajo costo computacional que afronta con éxito la 
correcta identificación de los signos propuestos con 
una tasa de imágenes por segundo adecuada para su 
propósito. 
En el futuro se prevé analizar la influencia de un 
aumento masivo del diccionario de gestos, si bien 
cabe esperar que tal circunstancia sea fácilmente 
superable dado que el presente método permite la 
ampliación de forma sencilla tanto en horizontal 
(agregando nuevas métricas o sustituyendo algunas 
de las actuales) como en vertical. En los casos 
dudosos se podrían establecer criterios de 
discriminación adicionales, basados en información 
no utilizada actualmente. Por ejemplo en al caso de la 
F y la T, se podría analizar la dirección dominante de 
contornos internos o de los gradientes en la zona 
donde se cruzan los dedos corazón y pulgar según se 
muestra en las figuras 10 y 11. En todo caso la 
incorporación de diccionarios de más alto nivel 
(sintácticos y semánticos) resulta el camino natural  
mejorar la tasa de reconocimiento. 
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Figura 10. Signos para las letras F y T 
 
Figura 11. Procedimiento adicional para diferenciar 
las letras F y T 
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Resumen 
 
En este trabajo se desea realizar de forma 
satisfactoria el control de sistemas no lineales, 
mediante una estrategia de Control Predictivo y 
utilizando herramientas de Computación Inteligente, 
como son las Redes Neuronales. Lo novedoso de este 
trabajo son los métodos que se emplean para reducir 
de forma notable el gasto computacional, que es de 
especial relevancia en aplicaciones donde el 
mecanismo de control se adapta en tiempo real. 
Estos métodos pasan por la eliminación de 
recursividades en el lazo de control, el aumento de la 
velocidad de entrenamiento de la Redes Neuronales y 
la identificación de los sistemas no lineales mediante 
un emulador neuronal, que contiene implícitamente 
el modelo del sistema a controlar. 
 
Palabras Clave: Redes Neuronales, Control 
Predictivo, Sistemas No Lineales, Reducción de 
Gasto Computacional 
 
 
 
1 INTRODUCCIÓN 
 
Son múltiples las propuestas para resolver los 
problemas de control existentes en el ámbito de la 
estrategia del Control Predictivo (CP). Acerca del 
control de Sistemas Lineales se han desarrollado 
amplios y exhaustivos trabajos, y reflejo de todo ello 
es la cantidad innumerable de artículos existentes hoy 
en día. Por otro lado, en estos momentos se están 
haciendo grandes esfuerzos en estudiar el problema 
del control de Sistemas No Lineales. Las propuestas 
aparecidas en los últimos años abarcan un amplio 
espectro. En todas ellas aparecen unos 
denominadores comunes como son: el uso implícito o 
explícito de un modelo del sistema a controlar, la 
predicción del valor de las variables futuras del 
sistema de control en un horizonte establecido 
previamente, la minimización de ciertas funciones 
objetivo o de costo, el cálculo consecuente de una 
secuencia de control y la aplicación de una estrategia 
de horizonte móvil [1]. La mayoría de estas 
propuestas señalan la importancia de un bajo gasto 
computacional, aunque el peso de sus estudios recae 
en la creación de una nueva metodología de control 
predictivo. 
 
En muchos de los estudios de los problemas de 
control de sistemas no lineales mediante la teoría de 
CP se desarrollan diferentes ideas, en donde tiene 
especial relevancia el diseño de la función de coste, 
que posteriormente se incorpora a un proceso de 
optimización para la búsqueda de un valor mínimo 
satisfactorio. En este sentido se pueden encontrar 
propuestas donde se plantea una reducción de la 
complejidad de dicha expresión eliminando o no 
considerando ciertos términos [4,5]. Estas propuestas 
pueden derivar en una notable mejora en la reducción 
del gasto computacional, ofreciendo resultados 
adecuados en el control de sistemas no lineales 
relativamente complejos [6,7]. 
 
En el campo de la Computación Inteligente, 
concretamente en la línea de las Redes Neuronales 
(RNs), desde hace varias décadas han ido 
apareciendo trabajos destinados a la solución de 
problemas de la teoría de control [9,10]. Estas han 
sido utilizadas indistintamente tanto en el desarrollo 
y sintonización de todo tipo de controladores, como 
en el proceso de identificación de sistemas lineales y 
no lineales [2]. En trabajos más recientes han surgido 
propuestas donde se integran las RNs en el sistema 
de control para ambos dispositivos, controlador e 
identificador. En un nuevo paso este planteamiento 
se está llevado a los sistemas no lineales, donde la 
problemática de control es mucho más compleja de 
resolver [3]. 
 
Los procesos de entrenamiento de las RNs pueden 
llegar a ser muy costosos en el tiempo. Los procesos 
de ajuste de sus parámetros, pesos y bias, pueden 
llegar a necesitar una gran cantidad de iteraciones 
para alcanzar un valor mínimo previamente 
establecido. En la mejora de estos procesos de 
entrenamiento han aparecido múltiples trabajos a lo 
largo de los últimos años [8,12]. Esta cuestión es de 
vital importancia si se traslada a un sistema de 
control, donde tanto el controlador como el 
identificador son RNs, y además, el ajuste de sus 
parámetros se debe hacer en tiempo real. Esta es la 
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situación que se produce en los planteamientos de 
CP. Por todo ello, recoger dichas mejoras e 
integrarlas en este tipo de aplicaciones redundará en 
una mejora del sistema de control, donde las 
exigencias temporales pueden desbordar a los 
planteamientos más novedosos aparecidos 
recientemente. 
 
 
2 OBJETIVOS 
 
En este trabajo se estudia la reducción de los tiempos 
de cómputo en un sistema de control que adapta sus 
dispositivos en tiempo real, empleando una serie de 
métodos, ya estudiados y contrastados, integrándolos 
en los diferentes componentes que existen en dicho 
sistema de control. Además, en este sistema de 
control se utilizarán las RNs para la creación de un 
controlador no lineal [6], y de un identificador del 
sistema a controlar [11]. La dificultad de este trabajo 
no radica en la creación de una estructura del sistema 
de control compleja, tal y como se puede observar en 
la figura 1. Su aportación viene dada por la 
incorporación de nuevas metodologías en todas las 
etapas del proceso de control, tanto en la 
sintonización de los parámetros del controlador 
neuronal, como en la selección de una función de 
coste suficientemente sencilla para el proceso de 
optimización, como de la configuración del 
identificador neuronal. Todo ello para alcanzar el 
objetivo principal: reducir al máximo el gasto 
computacional y mejorar las prestaciones en el 
tiempo de estos dispositivos. 
 
Controlador 
Neuronal 
Sistema  
no lineal + 
– 
y(k) u(k) r(k) e(k) 
Algoritmo 
Entrenamiento 
Identificador 
Neuronal 
Derivadas 
Estructura 
Red Neuronal 
Actualización 
W+B 
 
 
Figura 1: Esquema de control 
 
Todo ello se realizará sobre sistemas no lineales 
discretos en el tiempo, algunos de los cuales 
presentan un comportamiento inestable en ciertos 
puntos de trabajo, haciendo más difícil su control. Un 
ejemplo de este tipo de sistemas se puede observar en 
la fórmula 1 (SNL3) [6]. 
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Estos sistemas se estudiarán previamente para 
determinar la complejidad de su control en función 
de su comportamiento en determinados rangos de 
trabajo. Una representación de dicha característica se 
muestra en la figura 2. 
 
 
 
Figura 2: Puntos de trabajo del sistema SNL3 
 
 
3 CONTROLADOR NEURONAL 
 
El esquema de control sobre el que se va a desarrollar 
el trabajo es un esquema de lazo cerrado estándar, 
como el presentado en la figura 1, donde una RN de 
carácter no lineal es utilizada como controlador. Su 
estructura está basada en un controlador PID 
generalizado, tal y como se puede observar en la 
figura 3. 
 
 
 
Figura 3: Controlador neuronal no lineal 
 
El carácter no lineal del controlador viene dado por 
las funciones de salida de las neuronas de la capa 
oculta que son del tipo sigmoidal. Además, este tipo 
de dispositivos permiten limitar de forma sencilla el 
rango de actuación de la señal de control, al cambiar 
la función lineal de la neurona de la capa de salida 
por otra de forma sigmoidal. Además, mediante una 
pequeña modificación en la estructura de la red se 
podría limitar igualmente las variaciones de la acción 
de control [6]. Esta circunstancia es muchas veces 
contemplada dentro de la estrategia de control, al 
incluir un término nuevo en la función de coste para 
su penalización. La eliminación de este término 
puede revertir en un ahorro del coste computacional 
al emplear una función de coste más sencilla. 
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Actualmente, existen diferentes propuestas para los 
procesos de entrenamiento de las RNs. De todos ellos 
se ha seleccionado un método de segundo orden 
mejorado, basado en el planteamiento de Levenberg-
Marquardt, pero con un análisis de vecindad de 
parámetros de la RN para acelerar el proceso de 
entrenamiento [8,11]. Para el esquema de control que 
se presenta en la figura 1 ha sido necesario modificar 
tal método, dado que el conjunto de entrenamiento 
para la RN no se puede obtener de forma directa. Ello 
implica una modificación en su algoritmo, teniendo 
en cuenta las características dinámicas del sistema no 
lineal a controlar. En esta línea se debe tomar como 
error a minimizar el dado a la salida del sistema, lo 
que implica el desarrollo del cálculo de los términos 
derivados del error a través de dicho sistema. Esta es 
una problemática ya estudiada en varios trabajos 
[5,6] y que hace que ciertas expresiones deban 
desarrollarse tal y como se muestra en la fórmula 2. 
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En este punto debe realizarse una nueva reflexión 
acerca del gasto computacional. El depender dichas 
expresiones de la dinámica del sistema no lineal 
genera un nuevo desarrollo de las mismas, como se 
puede observar en la fórmula 3.  
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  (3) 
 
Es aquí donde se aplican nuevas metodologías que no 
consideran ciertas recursividades en el sistema de 
control, reduciendo dichas expresiones y por tanto el 
gasto computacional del proceso de entrenamiento 
[6]. 
 
 
4 IDENTIFICADOR NEURONAL 
 
Para el proceso de entrenamiento de la RN que 
realiza el papel de controlador es necesario conocer 
el Jacobiano del sistema no lineal, tal y como se 
puede observar en las fórmulas 2 y 3. El cálculo del 
mismo se realiza a través de una red neuronal no 
lineal, de la cual se pueden extraer las reacciones 
entre las variables de entrada y salida del sistema. 
Este planteamiento ha sido presentado previamente 
en diferentes trabajos [11]. En este trabajo se 
pretende optimizar en tiempo el entrenamiento de su 
RN, por medio de las propuestas apuntadas en el 
anterior capítulo. Además, se integrará en la 
estructura de control de tal manera que, cuando los 
requerimientos en tiempo y la buena evolución del 
entrenamiento del controlador neuronal lo permitan, 
se resintonicen sus parámetros para disponer de un 
dispositivo que captura la dinámica del sistemas no 
lineal en tiempo real. 
 
 
 
Figura 4: Emulador neuronal 
 
La configuración básica de esta RN es como la que 
se muestra en la figura 4. Su tipo de estructura 
permite conocer los diferentes elementos del 
Jacobiano del sistema en base a la relación entre sus 
neuronas. A modo de ejemplo, se puede ver en la 
fórmula 4 la relación entre un elemento del Jacobiano 
)(
)(ˆ
nu
ny
∂
+∂ 1 , y los pesos w y salidas o de las neuronas 
de la RN. 
 
 
(4) 
 
 
 
 
5 RESULTADOS 
 
Los diferentes trabajos llevados a cabo hasta el 
momento han demostrado que esta metodología 
funciona de forma satisfactoria. Las pruebas 
realizadas con el controlador neuronal con el sistema 
SNL3 han ofrecido resultados como el mostrado en 
la figura 5. En ella se realiza el control teniendo en 
cuenta que la salida del sistema no lineal viene 
perturbada por una señal ruidosa, y además existe 
una incertidumbre del 5% en el modelo del sistema a 
controlar. 
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Figura 5. Control de SNL3 en base a modificaciones 
en los algoritmos de entrenamiento 
 
Las pruebas donde se ha evaluado el comportamiento 
del entrenamiento de las RNs con los algoritmos 
modificados en base a los nuevos métodos 
mencionados anteriormente, han demostrado un de 
forma satisfactoria alcanzar las exigencias de control 
de los sistemas no lineales, tal y como se muestra en 
la figura 6. 
 
 
Figura 6. Control de SNL3 en base a mejoras en la 
velocidad de entrenamiento de la RN 
 
 
6 CONCLUSIONES 
 
Las propuestas de mejora en la reducción del gasto 
computacional en el esquema de control estándar 
presentado han demostrado funcionar 
satisfactoriamente. Incluso en los casos en que el 
sistema no lineal a controlar presentase ciertos rangos 
de funcionamiento inestables, los algoritmos 
modificados desarrollados para este trabajo han 
ofrecido buenos resultados, como se ha podido 
observar en la figura 5. 
 
La integración de ambas Redes Neuronales en dicho 
esquema de control es posible, manteniendo los 
requisitos que una aplicación de control en tiempo 
real puede exigir. Los periodos de entrenamientos se 
han reducido notablemente gracias al nuevo enfoque 
presentado en este trabajo. 
 
Como futuro trabajo queda la finalización de las 
pruebas para realizar un estadístico que demuestre de 
forma fehaciente las posibilidades de esta 
metodología presentada. Además se estima de gran 
interés el validarlo con un sistema real, donde las 
exigencias temporales sean lo suficientemente 
estrictas como para ofrecer ventajas frente a otras 
propuestas. 
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Abstract 
 
This article presents the use of the StateCad 
application tool to perform digital State Machine 
design models and simulation for Programmable 
Logic Devices, such as Xilinx CPLDs and FPGAs. 
The enormous advantages of this powerful 
application are described on this article, with several 
examples. The use of Digital State Machine 
modelling tools quickly decreases the prototype 
times, designing faster any State Machine digital 
circuit, on a single programmable logic device chip. 
 
Key Words: Digital Simulation, State Machines, 
Programmable Logic Devices. 
 
 
 
1 INTRODUCTION 
 
Today the use of programmable logic devices (PLDs) 
is widely diffused in digital electronic systems. The 
most used are CPLDs (Complex programmable 
Logic Devices) and FPGAs (Field Programmable 
Gate Arrays). These electronic programming devices 
are becoming widely spread due to its low-cost and 
its non-volatibility. Xilinx [1] and Altera [2] are the 
PLDs world class major suppliers. Figure 1 shows 
the main features of Xilinx CPLDs and FPGAs: 
 
 
 
Figure 1: Xilinx CPLDs and FPGAs family 
 
 
One standard low-cost Xilinx CPLDs family is the 
In-System Programmable CPLD XC-9500 [3]. This 
family allows 10.000 erase/programming cycles, has 
36 up to 576 macrocells, 800 up to 6400 usable gates, 
and contains 36 up to 288 registers. It has also IEEE 
1149.1 JTAG compatibility, for In-System 
programming. Table 1 shows its main features: 
 
Table 1: Xilinx XC-9500 family. 
 
CPLD Characteristics 
XC9536 
 
 
XC9572 
 
 
XC95108 
 
 
XC95144 
 
 
XC95216 
 
 
XC95288 
800 usable gates, 36 Registers, 
100Mhz Operating frequency. 
 
1600 usable gates, 72 registers, 
125Mhz Operating frequency. 
 
2400 usable gates, 108 registers, 
125 Mhz Operating frequency. 
 
3200 usable gates, 144 registers, 
125 Mhz Operating frequency. 
 
4800 usable gates, 216 Registers, 
111 Mhz Operating frequency. 
 
6400 usable gates, 288 Registers, 
92 Mhz Operating frequency. 
 
 
2 THE STATECAD APPLICATION 
 
Special software applications are used to design, 
simulate and program a digital circuit in a 
programmable logic device chip. The application 
Xilinx ISE is one of the most popular used. It is 
today, the industry's most complete programmable 
logic design solution for PLDs optimal performance, 
cost reduction, power management and productivity. 
The StatedCad [4] application comes within Xilinx 
ISE Foundation (Project Navigator) [5], and allows 
the design and simulation of digital State-Machines. 
The StatedCad application can design any state 
machine that models a system. It also allows a state 
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machine simulation, the VHDL/Verilog automatic 
code generation, and finally, the PLD programming. 
StateCAD is a visual representation of a state 
diagram. The state diagrams visually describe the 
behaviour of a sequential machine. StateCAD lets us 
layout a sequential machine, defining outputs, inputs, 
and transitions between states. When the diagram is 
complete, the software automatically translates the 
visual representation into a Hardware Description 
Language (HDL). For using StateCAD, we will not 
need to understand how to translate from a state 
diagram into sequential logic (StateCAD does it all). 
 
 
2.1 MATHEMATICAL MODEL OF A 
FINITE STATE MACHINE (FSM) 
 
An acceptor state machine is a quintuple (, S, S0, , 
F), where: 
 
•  is the input, a set of symbols. 
• S is a set of states. 
• S0 is the initial state, belonging to S.  
•  is the state transition function: : S x   
S. 
• F is the set of final states, belonging to S. 
 
A transducer state machine is a six tuple (, , S, S0, 
, ), where: 
 
•  is the input, a set of symbols. 
•  is the output, a set of symbols. 
• S is a set of states. 
• S0 is the initial state, belonging to S. 
•  is the state transition function: : S x   
S x . 
•  is the output function. 
 
The Mealy machine exists when the output function 
is a function of a state and input (: S x   ). The 
Moore machine exists when the output function 
depends only on a state (: S  ). The number of 
states in a Moore machine will be greater than or 
equal to the number of states in the corresponding 
Mealy machine. 
 
In order to optimize an FSM (Finite State Machine) 
we must obtain the machine with the minimum 
number of states that equals the same function. This 
can be achieved using a colouring algorithm. 
In a digital circuit, a FSM may be built using a 
programmable logic controller, a programmable logic 
device, logic gates and flip flops. A digital hardware 
implementation requires a register to store state-
machine variables, a combinational logic block for 
obtaining the state transition, and a second block of 
combinational logic that allows obtaining the output 
of a FSM [6]. 
2.1.1 The 4-Module counter model 
 
Let’s consider as an example, a four module digital 
counter, modelled with a State-Machine. Figure 2 
shows the circuit diagram for a 4 bit TTL counter, a 
simple type of a finite state machine: 
 
 
 
Figure 2: 4 bit TTL counter digital circuit 
 
The State-Machine model for the synchronous 4-
module counter will be created with StateCAD, as an 
application modelling and simulation example. The 
four ellipses are states, and the arrows the 
correspondent transitions. Each transition has one 
condition associated (in this case, the input INP), 
witch sets the next state to be the active. There is also 
a RESET input, witch can reset the State-Machine, 
making the STATE0 to start as the active state. 
The Output vector (OUTP) has 2 bits, for generating 
“00”, “01”, ”10” and “11” possible values for the 4-
module counter. 
 
 
 
Figure 3: State-Machine diagram of a 4-module 
digital counter 
 
2.1.2 StateBench simulation 
 
After successfully drawing and compiling the 
correspondent file (COUNTER4.DIA), with the 
Option “Generate HDL”, we can simulate the 
behaviour of the 4 State-Machine model, using the 
StateBench option. Figures 3 and 4 shows the 4-
counter working, as clock signal rises. 
 
The StateCAD application allows also a visual 
simulation of the State-Machine evolution. Figure 4 
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shows STATE1 as the active (yellow) state, after 
transition 1 fires. In Figure 6 we can see the final 
configuration of the State-Machine, stopped at 
STATE0, after the INP input is reset. 
 
 
 
Figure 4: StateBench Simulation of the 4 State-
Machine synchronous counter 
 
 
 
 
Figure 5: StateCAD visual simulation (STATE1 
active) 
 
 
 
 
Figure 6: Final State-Machine configuration 
 
2.1.3 HDL and Verilog generation 
 
StateCAD allows also the automatic Verilog [7] code 
generation of the State-Machine model design 
(option “Generate HDL”). For the 4-module counter 
example, the Verilog code generated is: 
 
//  C:\PROGRAMAS\XILINXISE61\...\COUNTER4.v 
//  Verilog created by Xilinx's StateCAD 5.03 
//  This Verilog code (for use with Xilinx XST) was generated  
//  using:  
//  binary encoded state assignment with structured code format. 
//  Minimization is enabled,  implied else is enabled,  
//  and outputs are speed optimized. 
 
`timescale 1s/1s 
 
module shell_counter4(CLK,INP,RESET,OUTP0,OUTP1); 
 
// define the State-Machine inputs and outputs 
 input CLK; 
 input INP,RESET; 
 output OUTP0,OUTP1; 
 
// register  with the output State-Machine data 
 reg [1:0] OUTP; 
 reg OUTP0,next_OUTP0,OUTP1,next_OUTP1; 
 reg [1:0] sreg; 
 reg [1:0] next_sreg; 
 
 `define STATE0 2'b00 
 `define STATE1 2'b01 
 `define STATE2 2'b10 
 `define STATE3 2'b11 
 
// This code generate the outputs and the next-state after the clock  
// edge. 
 always @(posedge CLK or negedge RESET) 
 begin 
  if ( ~RESET ) begin 
   sreg=`STATE0; 
   OUTP1 = 0; 
   OUTP0 = 0; 
  end else 
  begin 
   sreg = next_sreg; 
   OUTP1 = next_OUTP1; 
   OUTP0 = next_OUTP0; 
  end 
 end 
 
// This code generate the state of the output variables and the  
// next-state, when there are changes in the states, INP, or in the 
OUTP register. 
 always @ (sreg or INP or OUTP) 
 begin 
  next_OUTP0 = 0; next_OUTP1 = 0;  
  OUTP=2'h0;  
 
  next_sreg=`STATE0; 
 
  case (sreg) 
   `STATE0 : begin 
    if ( ~INP ) begin 
     next_sreg=`STATE1; 
     OUTP= 'h1; 
    end 
    else begin 
     next_sreg=`STATE0; 
     OUTP= 'h0; 
    end 
   end 
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   `STATE1 : begin 
    if ( ~INP ) begin 
     next_sreg=`STATE2; 
     OUTP= 'h2; 
    end 
    else begin 
     next_sreg=`STATE1; 
     OUTP= 'h1; 
    end 
   end 
   `STATE2 : begin 
    if ( ~INP ) begin 
     next_sreg=`STATE3; 
     OUTP= 'h3; 
    end 
    else begin 
     next_sreg=`STATE2; 
     OUTP= 'h2; 
    end 
   end 
   `STATE3 : begin 
    if ( ~INP ) begin 
     next_sreg=`STATE0; 
     OUTP= 'h0; 
    end 
    else begin 
     next_sreg=`STATE3; 
     OUTP= 'h3; 
    end 
   end 
  endcase 
 
  next_OUTP1 = OUTP[1]; 
  next_OUTP0 = OUTP[0]; 
 end 
endmodule 
 
// Input module for the State-Machine. 
module counter4(OUTP,CLK,INP,RESET); 
 
 output [1:0] OUTP; 
 input CLK; 
 input INP,RESET; 
 
 wire [1:0] OUTP; 
 wire CLK; 
 wire INP,RESET; 
 
 shell_counter4 
part1(.CLK(CLK),.INP(INP),.RESET(RESET),.OUTP0(
OUTP[0]), 
  .OUTP1(OUTP[1])); 
 
 
endmodule 
 
Figure 7: Verilog code of the 4-module counter 
State-Machine model 
 
2.1.4 Schematic symbol creation 
 
We can also create a new symbol (schematic 
component) of our State-Machine model (option 
“Create Schematic Symbol”, in Project Navigator 
(Xilinx ISE Foundation). The symbol can then be 
used as an new useful component is ISE Foundation. 
The next figure shows the symbol (counter4) 
automatically created from the Verilog code of the 4-
module counter State-Machine model, in the ECS 
Schematic Editor of Project Navigator (Xilinx ISE 
Foundation): 
 
 
 
Figure 8: Symbol counter4 automatically created 
 
We can use this new symbol in ECS Schematic 
Editor, and connect it to any digital schematic, with 
other pre-defined (library) components, building our 
final schematic: 
 
 
 
Figure 9: A complete circuit using counter4 symbol 
 
2.1.5 Simulation 
 
Also, we can simulate the whole digital circuit with 
the ModelSim Xilinx Edition [8], that can be used 
with the Xilinx ISE Foundation software. 
 
 
 
Figure 10: ModelSim simulation of the 4-counter 
circuit 
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2.1.6 PLD Pinout definition 
 
The next phase is assigning the PLD pins (CPLD 
XC-9536) to the inputs and outputs of the 4-module 
counter model. For that, we use the ChipViewer 
application (inside Project Navigator). Using a 
drag&drop method we can assign any I/O CPLD pin 
to the inputs CLK, INP and RESET, and also to the 
outputs OUTP<0> and OUTP<1>. 
 
 
 
Figure 11: ChipViewer application 
 
 
 
 
Figure 12: CPLD XC-9536 pinout 
 
2.1.7 PLD Programming (iMPACT) 
 
Finally, we will need to program the XC-9536 CPLD 
in order to generate and perform the 4-module 
counter model. It is used the iMPACT application [9] 
(inside ISE Foundation) and a JTAG parallel 
programming cable, to connect the CPLD with a 
personal computer (PC). The JTAG cable connects 
directly to the PC parallel port. 
 
 
Figure 13: iMPACT application to program the 
CPLD XC-9536 
 
 
       
 
Figure 14: Programming JTAG cable 
 
 
3 RESULTS 
 
StateCAD lets us layout a sequential machine, 
defining outputs, inputs, and transitions between 
states. When the diagram is complete, this software 
application translates the visual representation into a 
Hardware Description Language (HDL). It is not 
necessary to understand the language. By default, 
StateCAD uses One Hot Encoding. The logic may 
not be fully minimized because the One Hot 
Encoding uses more flip flops. The tradeoff, is that 
the feedback logic is sometimes simpler 
For using StateCAD, we will not need to understand 
how to translate from a state diagram into sequential 
logic. StateCAD does everything for us, improving 
the design of Digital State-Machine models into 
CPLDs and FPGAs prototypes in more than 1000 
times faster, when compared with Sequential Finite 
State-Machine (SMT-FSM) techniques, converting 
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Mealy and Moore State-Machines to digital 
sequential logic circuits, with Flip-Flops and the 
associated logic blocks. 
 
 
4 CONCLUSIONS 
 
State-Machine modelling and simulation software 
applications, like StateCAD, can be quite useful to 
design, simulate and test any Finite State-Machine 
model, without the need to apply sequential Finite 
State-Machine techniques, that can be hard to get and 
very slow to implement in-circuit. These FSM 
techniques can also bring along human heuristic 
errors. 
The use of the digital programmable logic devices for 
implementing State-Machine models is becoming the 
fast and right solution, due to its low-cost, along with 
its non-volatile capabilities. 
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Resumen 
 
Este trabajo considera la obtención de modelos para 
la síntesis de controladores robustos.  Se presenta 
una metodología bayesiana que combina aspectos de 
las actuales técnicas de identificación robusta, tanto 
deterministas como estocásticas.  El enfoque 
bayesiano presenta interesantes ventajas tanto a 
nivel conceptual y metodológico como de resultados.  
Se comentan aspectos de su implementación por 
medio de técnicas de simulación de Monte 
Carlo/cadenas de Markov y se ilustra parte de la 
metodología con un ejemplo. 
 
Palabras Clave: Robust control oriented 
identification, Bayesian decision theory, Markov 
chain Monte Carlo (MCMC) 
 
 
 
1 INTRODUCCIÓN 
 
En la actualidad, los métodos de síntesis de 
controladores robustos han alcanzado un elevado 
grado de madurez.  En particular, la síntesis de 
controladores H∞ y µ está ya muy sistematizada y la 
carga del problema ha pasado de la fase de solución a 
la de formulación, es decir, a la selección de modelos 
adecuados para la planta a controlar y a la 
determinación de las especificaciones de diseño [15].  
El control robusto presenta la particularidad de que 
no basta con proporcionar un modelo nominal de la 
planta sino que también hay que proporcionar un 
modelo de la incertidumbre del modelo nominal.  El 
objetivo de la identificación de sistemas orientada al 
control robusto, también llamada identificación 
robusta, es obtener ambos modelos, nominal y de 
incertidumbre.  Cuantificar bien la incertidumbre del 
modelo es sumamente importante.  Un modelización 
inadecuada puede dar lugar a controladores frágiles, 
como muestra el interesante ejemplo en [12].  Mucho 
más comúnmente, una cuantificación pesimista de la 
incertidumbre da lugar a diseños excesivamente 
conservadores que penalizan el comportamiento del 
sistema en aras de conseguir un nivel de robustez que 
en realidad no es necesario. 
 
Las técnicas de identificación robusta van más allá de 
las tradicionales técnicas de predicción de error 
(prediction error methods) [8].  Éstas fueron 
descartadas desde un primer momento por ser 
aplicables sólo al caso de incertidumbre en los 
parámetros (y no tener en cuenta la incertidumbre en 
la propia estructura del modelo) y por dar lugar a 
cotas probabilísticas en principio incompatibles con 
la filosofía del control robusto.  Este segundo 
argumento ha perdido fuerza recientemente con la 
aparición de los llamados controladores de riesgo 
ajustado (risk adjusted), esto es, controladores 
probabilísticamente robustos [16].  Por otro lado, 
nunca hubo consenso absoluto al respecto de la 
interpretación de las regiones de incertidumbre 
deterministas también llamadas de peor caso (worst 
case).   
 
En términos generales, las actuales técnicas de 
identificación robusta pueden clasificarse en 
deterministas y estocásticas.  Entre las primeras 
destacan las conocidas con el término set 
membership (SM) de las cuales destacan, a su vez, 
los algoritmos interpolatorios, llamados así porque 
utilizan técnicas de interpolación tales como la de 
Nevanlinna-Pick (para datos en el dominio 
frecuencial) y la de Carathédory-Féjer (para datos en 
el dominio temporal) [2], [10], [15].  Entre las 
segundas, destacan las extensiones de [8] para la 
obtención de modelos de error (model error 
modelling) y la técnica conocida como non-
stationary stochastic embedding (NSSE) donde el 
modelo de error se implementa por medio de un 
proceso de Wiener cuya varianza aumenta con la 
frecuencia [4], [16].   
 
La investigación actual en el campo de la 
identificación robusta se centra en la obtención de 
cotas de incertidumbre más ajustadas y en el 
desarrollo de algoritmos más eficientes para su 
cálculo.  En general, las técnicas deterministas son 
computacionalmente intensivas pero permiten la 
entrada explícita en el proceso de identificación de 
información a priori sobre la planta y sobre el ruido 
de medida.  Ello se implementa por medio de la 
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definición del conjunto de consistencia (consistency 
set), también llamado conjunto de modelos factibles 
(feasible model set).  Por el contrario, las técnicas 
estocásticas no necesitan tantos recursos de 
computación y dan lugar a bandas de incertidumbre 
más pequeñas; no obstante, a veces pueden presentar 
problemas de sesgo dado que la posible información 
a priori de la planta no se utiliza eficientemente.   
 
En esta comunicación se presenta una metodología 
estocástica que permite la introducción de la 
información a priori de la planta y del ruido de 
medida en el proceso de modelización.  Ello se 
consigue por medio de la definición de un conjunto 
bayesiano de modelos creíbles B inspirado en el 
conjunto de consistencia de los métodos 
deterministas.  De esta manera la metodología retiene 
las propiedades más interesantes de los dos enfoques, 
determinista y estocástico.  Para el desarrollo 
completo, así como para una recopilación de las 
técnicas de identificación robusta mencionadas, 
véase [3].  En cuanto a la implementación de los 
conceptos bayesianos, esto ha sido posible sólo 
recientemente gracias a la aparición y desarrollo en la 
última década de las técnicas conocidas como 
MCMC (Markov chain Monte Carlo) [5].  Para una 
panorámica de la filosofía y herramientas bayesianas 
véase, por ejemplo [1], [7], [14]; y, para otros 
trabajos relacionados con la identificación bayesiana 
orientada a control, véase [6], [9], [13]. 
 
 
2 PRELIMINARES 
 
2.1 EL PROBLEMA 
 
En el caso de incertidumbre aditiva el conjunto de 
modelos M que contiene el modelo nominal y todas 
sus posibles variaciones (perturbations) compatibles 
con la información disponible sobre la planta real 
puede expresarse como 
 { }ωω ∀≤∆⋅∆+= ,1)(:0 aWGM , (1) 
 
donde G0 es la función de transferencia del modelo 
nominal, Wa es la función de transferencia del error 
de identificación y ∆ es una función de transferencia 
cualquiera que satisface la condición 1)( ≤∆ ω .  Esta 
condición permite describir la incertidumbre de la 
respuesta frecuencial del modelo en forma de 
círculos centrados en el valor nominal (disk 
uncertainty).  ∆Wa es el llamado modelo de error. 
 
El problema de la identificación robusta consiste en 
obtener el modelo nominal G0 y la cota de error Wa a 
partir de datos experimentales de entrada/salida 
{ } 10, −=Nnnn yu  y de posible información a priori sobre la 
planta “real” Greal y el ruido de medida { } 10−=Nnnv  [2], 
[15].  En el caso de las técnicas deterministas esta 
información a priori define la clase de modelos G 
(model class) y la clase de perturbaciones V 
(disturbance class).  Las formulaciones más típicas 
incluyen descripciones unknown-but-bounded (UBB) 
del tipo δ≤nv , n∀ , para el ruido de medida y 
n
n Lh ρ≤ , n∀ , 0>L , 10 ≤≤ ρ , para la respuesta 
impulsional de la planta. 
 
No sólo interesa que el conjunto de modelos sea 
consistente con los datos experimentales y la 
información a priori (lo que supone tener que validar 
el conjunto de modelos, es decir, verificar su 
consistencia), sino que, además, interesa que las 
funciones de transferencia sean de orden reducido 
(para evitar controladores de orden elevado) y que las 
cotas de incertidumbre estén bien ajustadas a la 
realidad y no sean excesivamente pesimistas. 
 
2.1 DATOS EXPERIMENTALES 
 
En el caso de sistemas SISO (single input single 
output) lineales e invariantes en el tiempo, los datos 
experimentales de entrada/salida en el dominio 
temporal están relacionados según  
 
1,...,2,1,0,),( −=+= NnvuqGy nnn θ , (2) 
 
donde q-1 es el operador retardo y ),( θqG  es una 
función de transferencia que depende del vector de 
parámetros θ  de dimensión d.  También es posible 
trabajar con datos experimentales de entrada/salida 
en el dominio frecuencial.  En ese caso la señal de 
entrada es periódica y la salida la constituye la 
estimación de la respuesta frecuencial de la planta, 
)(ˆ ωG , para cada frecuencia de la excitación, 
mmm wGG += ),()(ˆ θωω , 1,...,2,1,0 −= Mm . 
 
Como es habitual en la identificación robusta, 
consideraremos que el modelo de la planta admite la 
parametrización en función de una serie de funciones 
de transferencia )(qBi  con denominador fijo. 
 
∑−
=
=
1
0
)(),(
d
i
ii qBqG θθ .  (3) 
 
De esta manera se evita la estimación de los polos de 
la planta, muy sensible al ruido de medida.  En su 
lugar, el denominador del modelo se fija a priori por 
medio de )/(1 ii qB ξ−=  eligiendo los polos { } 10−=diiξ  
en las inmediaciones de los modos dominantes de la 
planta.  Una opción muy extendida consiste en usar 
funciones Bi tales que formen una base ortonormal en 
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el espacio de modelos (p. ej. en el espacio H2)  Esta 
opción presenta diversas ventajas, véase [11], y 
puede implementarse mediante la base ortonormal 
generalizada definida por las funciones 
 
∏−
= 





−
−








−
−=
1
0
2
11
)(
i
k k
k
i
i
i q
q
q
qB ξ
ξ
ξ
ξ
. (4) 
 
Si los polos ξi son reales, las funciones Bi 
corresponden al desarrollo en serie de Laguerre y, si 
son complejos conjugados, al desarrollo en serie de 
Kautz.  Si son cero, las funciones resultantes 
i
i qB
−=  corresponden a un modelo FIR (finite 
impulse response). 
 
La parametrización (3) permite expresar (2) en forma 
de regresión lineal 
 
1,...,2,1,0, −=+= Nnvy nTnn θφ  (5) 
 
donde ( )ndnTn uquq )()( 10 −= BB Kφ .  En formato 
matricial, vΦθy += , donde ( )10 −= NT yy Ky , ( )TNTT 10 −= φφΦ K , etc.  En el caso frecuencial, 
wΓθG +=ˆ , donde ( )IMIRT GGG 100 ˆˆˆˆ −= KG , [ ])(ˆReˆ 00 ωGG R = , ( )IMIRT 100 −= BBBΓ K , y ( ))()( 10 mdmm ωω −= BB KB , 1,...,2,1,0 −= Mm . 
 
 
3 REGIONES BAYESIANAS DE 
INCERTIDUMBRE 
 
3.1 CONJUNTO BAYESIANO DE 
MODELOS CREIBLES 
 
Definimos el conjunto bayesiano de modelos creíbles 
como 
 { })()|(: αcGpG ≥∈≡ ySB   (6) 
 
B contiene todos los modelos G pertenecientes al 
espacio S cuya función densidad de probabilidad a 
posteriori condicionada a los datos experimentales y, 
)|( yGp , está por encima del umbral )(αc  donde 
)%1(100 α−  es el nivel de credibilidad deseado.  En 
el caso del control robusto el espacio S de interés 
suele ser H∞ o l1.  El conjunto B define regiones de 
densidad de probabilidad a posteriori más alta 
(highest posterior density, HDP), más fáciles de 
obtener que las regiones de confianza clásicas.  El 
término “creíble” (credible) se emplea en la teoría 
bayesiana a fin de diferenciarlo del concepto clásico 
de “confianza” (confidence) puesto que la 
interpretación es diferente [14].  La definición de B 
para el caso de datos en el dominio frecuencial es 
análoga a (6). 
 
3.1.1 Construcción 
 
Construir B consiste en seleccionar el umbral c y en 
obtener la función de densidad de probabilidad a 
posteriori de los modelos )|( yGp  combinando la 
información a priori y los datos experimentales.  El 
umbral c se escoge de manera que la probabilidad de 
no incluir la planta real dentro del conjunto creíble 
sea pequeña.   
 
En cuanto a la información a priori, al igual que en 
los métodos deterministas, es necesario definir una 
clase de modelos G y una clase de perturbaciones V.  
En nuestro caso, estas clases están caracterizadas por 
las funciones densidad de probabilidad del modelo, 
)(Gp , y del ruido de medida, )(vpv .  En un entorno 
típicamente bayesiano estas funciones son subjetivas, 
y describen cuánto confía el investigador en su 
información a priori sobre el sistema.  Un alto grado 
de ignorancia se expresa por medio de funciones 
densidad de probabilidad no informativas, es decir, 
planas comparadas con la distribución de 
probabilidad de los resultados experimentales.  
 
Por su lado, los datos experimentales se introducen 
en el conjunto creíble B por medio de la función de 
verosimilitud (likelihood function) de las 
observaciones y condicionadas al modelo G, 
)|( yGl .  Para sistemas lineales del tipo vGuy += , 
la función de verosimilitud presenta la misma forma 
que la distribución del ruido puesto que vGuy =− .  
Por tanto, )|()|( GpGl v yy ≡ . 
 
Finalmente, para obtener )|( yGp  se aplica la regla 
de Bayes [1], [14], 
 
)()|(
)(
)()|(
)|( GpGp
p
GpGp
Gp v
v ⋅∝= y
y
y
y     (7) 
 
donde el factor ∫= dGGpGpp v )()|()( yy  es una 
mera constante de normalización.  Nótese que la 
fórmula de Bayes describe cómo nuestra opinión 
previa sobre la planta, p(G), se modifica al tener en 
cuenta los datos experimentales y, y se convierte en 
)|( yGp . 
 
Nótese también que es posible aplicar (7) de forma 
iterativa, es decir, usar la )|( yGp  obtenida en un 
primer experimento como información a priori para 
un segundo experimento.  Ello permite obtener de 
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cotas de incertidumbre más pequeñas a medida que 
se realizan más experimentos [3].   
 
3.1.2 Casos particulares 
 
Hasta ahora hemos supuesto un espacio de modelos 
genérico sobre el que definir p(G) y p(G|y).  
Diferentes descripciones de G dan lugar a diferentes 
casos particulares de B.  En particular, si definimos la 
clase de modelos en base al espacio de parámetros Θ, 
el conjunto bayesiano de parámetros creíble es 
 { })()|(: αcp ≥Θ∈≡ yθθθB .     (8) 
 
Y, si expresamos B en términos de la respuesta 
frecuencial del modelo, podemos definir para cada 
frecuencia ωi, ,1,...,0 −= Mi una región bayesiana de 
respuesta frecuencial creíble 
 { ∈≡ )( iG ωωB ℂ: })()|)(( αω cGp i ≥y . (9) 
 
El conjunto (8) es adecuado para cuantificar la 
incertidumbre en los parámetros de manera análoga a 
como se hace en los métodos de predicción de error 
[8].  Pero también puede generar regiones de peor 
caso, es decir, regiones que contengan el 100% de los 
valores posibles para θ , y todos con el mismo nivel 
de probabilidad.  Ello se consigue por medio del uso 
de distribuciones uniformes.  Véase la Figura 1. 
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(b) 
Figura 1: Interpretación de Bθ como conjunto factible 
(determinista) de parámetros. 
 
Por su parte, el conjunto (9) es especialmente 
interesante para el control robusto puesto que las 
bandas de incertidumbre se obtienen directamente en 
el dominio frecuencial y, además, al tratarse de 
distribuciones bidimensionales en el plano de 
Nyquist su interpretación resulta muy intuitiva. Ver 
el ejemplo de la sección 4. 
 
3.2 MODELOS JERÁRQUICOS 
 
El uso de modelos de probabilidad jerarquizados 
(hierarchical models) y combinados (mixture 
models) permite obtener modelos complejos a partir 
de otros más sencillos [14] y permite una gran 
flexibilidad a la hora de expresar los diferentes 
aspectos inciertos del modelo.  En general, no sólo 
existe incertidumbre al respecto de los parámetros del 
modelo sino también al respecto de la propia 
estructura del modelo.  El enfoque bayesiano permite 
definir conjuntos de modelos tales que contengan 
estructuras diversas (incluyendo modelos no lineales 
y de dimensión infinita).  Asignando una 
probabilidad a priori a cada estructura en 
competición y sintonizándola con los datos 
experimentales por medio de la fórmula de Bayes, es 
posible obtener las bandas de incertidumbre 
bayesianas calculando las regiones de probabilidad a 
posteriori más alta.  De ahí el interés para el campo 
de la identificación robusta donde el error de 
modelización es en gran parte debido a procesos de 
reducción y simplificación de modelos más 
complejos.  Incluyendo en un mismo conjunto de 
modelos el modelo nominal (simple) y otros modelos 
más completos de la dinámica de la planta (no 
lineales, orden elevado) es posible obtener bandas de 
incertidumbre alrededor del modelo nominal debidas 
al resto de modelos más complejos y, por tanto, 
debidas a la dinámica no incluida en el modelo 
simplificado. 
 
Para obtener la probabilidad a posteriori de un 
modelo m perteneciente al conjunto de modelos M, el 
procedimiento es el siguiente.  Cada modelo tiene su 
propio conjunto de parámetros mθ  perteneciente a la 
región mΘ .  La distribución a priori conjunta de ( )mm θ,  se puede factorizar como 
 ( ) ( ) )(|, mpmpmp mm θθ =  (10) 
 
donde p(m) es la distribución a priori del modelo m.  
Una vez obtenidos los datos experimentales y, La 
distribución conjunta a posteriori es 
 
( ) ( ) ( )( ) ( )∫Θ ⋅⋅
⋅=
m
mmm
mm
m
dmpmp
mpmp
mp
θθθy
θθy
yθ
,,|
,,|
|,     (11) 
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Sustituyendo (10) en el denominador de (11) tenemos 
 
( ) ( ) ( )( ) ( )∑ ∫ ⋅ ⋅⋅
⋅=
Θm
mmm
mm
m
mpdmpmp
mpmp
mp
m
)(|,|
,,|
|,
θθθy
θθy
yθ
(12) 
 
La función densidad de probabilidad a posteriori del 
modelo m es, finalmente, 
 
( ) ( ) ( )( ) ( )∑ ∫
∫


 ⋅⋅⋅
⋅⋅⋅
=
Θ
Θ
k
kkk
mmm
k
m
dkpkpkp
dmpmpmp
mp
θθθy
θθθy
y
|,|)(
|,|)(
|  
(13) 
 
3.4 IMPLEMENTACIÓN VIA MCMC 
 
La implementación de (13) por métodos numéricos 
estándar es inviable en el caso de distribuciones de 
probabilidad arbitrarias y conjuntos de modelos y 
parámetros moderadamente grandes.  Nótese que 
para calcular ( )y|mp  hay que obtener la 
distribución marginal ( ) ( )∫Θ ⋅⋅m mmm dmpmp θθθy |,|  
para cada M∈m .  Por ello hay que recurrir a 
técnicas de integración de Monte Carlo, en las que se 
resuelven integrales de la forma 
 
∫= θθθ dfI )()( π           (14) 
 
donde π(θ ) es una función no negativa, π(θ )≥0, tal 
que su integral satisface 1)( =∫ θθ dπ .  De ahí la 
interpretación natural de π como función densidad de 
probabilidad.  Los métodos de Monte Carlo obtienen 
un número N, N>>, de muestras { }Nii 1=θ  distribuidas 
según π(θ ) y aproximan la integral (14) por  
 
∑
=
=
N
i
iN fN
f
1
)(1 θ            (15) 
 
Una manera de generar las muestras de la 
distribución deseada es hacer que ésta sea la 
distribución límite de una cadena de Markov.  Los 
métodos conocidos como Markov chain Monte Carlo 
(MCMC) generan cadenas de Markov cuyos 
histogramas coinciden con las distribuciones 
marginales deseadas para cada uno de los 
parámetros.  Es el caso de algoritmos como el 
muestreador de Gibbs y el algoritmo de Metropolis-
Hastings [14]. 
 
En el caso de la identificación robusta el problema es 
que muchas veces desconocemos el número de 
parámetros a muestrear (el orden del sistema es 
incierto) y por ello hay que recurrir a distribuciones 
de probabilidad combinadas (mixture distributions) 
de la forma 
 
∑
=
⋅
k
i
ikkik Mpp
1
)|( θ         (16) 
 
donde )(·|θp  es una densidad parametrizada, la 
suma de los pesos pik vale 1 y el número de 
componentes k es desconocido.  En este tipo de 
problemas hay que usar técnicas del tipo MCMC con 
salto reversible [5], que permiten muestrear entre 
espacios de diferente dimensión. 
 
3.5 TEORIA DE LA DECISION 
 
En la sección anterior se ha presentado cómo obtener 
las bandas de incertidumbre, lo que constituye el 
punto central de la identificación robusta.  Aún así, el 
punto de vista bayesiano es altamente unificador y 
permite tratar otros aspectos del problema como son 
la identificación del modelo nominal, la validación 
de modelos y el diseño óptimo de experimentos 
considerándolos como problemas de decisión (para 
más detalles, ver [3]).  En relación a la identificación 
del modelo nominal puede utilizarse un criterio de 
máximo a posteriori (MAP) pero es mucho más 
interesante escoger modelos de mínimo riesgo (MR) 
 
∫= G dGGpGLG Gnom )|()(minarg y  (17) 
 
donde la función de penalización L puede definirse 
en función de los teoremas de estabilidad robusta y 
comportamiento robusto [15], reforzando así el 
carácter de orientación al control robusto; o bien 
llevar a cabo algún tipo de optimización minimax, 
 
))((maxminarg
)(
y
y
GLG
GGnom
=      (18) 
 
Con respecto a la validación de modelos, ésta puede 
implementarse por medio de un test de hipótesis.  El 
caso bayesiano es de nuevo diferente al caso clásico 
y un punto central del procedimiento es la definición 
de los factores de Bayes y la ventana de Occam.  
Finalmente, con respecto al diseño óptimo de 
experimentos orientado a identificación robusta, es 
posible definir una función de utilidad U y obtener el 
experimento η tal que la maximice.  Si se desea que 
el experimento sea informativo, una opción razonable 
es maximizar la distancia de Kullback-Leibler entre 
las distribuciones a posteriori y a priori, 
 ( ) ( ) yy,y dGdGp
Gp
Gp ηη∫ )( ,ln      (19) 
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4 EJEMPLO 
 
Vamos a ilustrar el proceso de obtención de bandas 
de incertidumbre bayesianas en la respuesta 
frecuencial de un sistema por medio del uso de un 
conjunto bayesiano de modelos creíbles (6) formado 
por diversas estructuras en competición.  El caso más 
simple es suponer que la planta puede modelizarse 
por medio de un modelo FIR de orden y parámetros 
inciertos [6]. 
 
En primer lugar, e independientemente de los datos 
experimentales que obtendremos más adelante, 
realizamos una serie de suposiciones (más o menos 
razonables) sobre el ruido de medida y sobre la 
planta desconocida.  En cuanto al ruido de medida v 
suponemos que presenta una distribución gaussiana 
de media cero y matriz de covarianzas I×2vσ .  En 
cuanto a la planta, “apostamos” a priori a que el 
valor del orden d del modelo está entre 2 y 5, ambos 
inclusive.  Ello define un conjunto de modelos 
numerable formado por cuatro estructuras: M1≡FIR2, 
M2≡FIR3, M3≡FIR4 y M4≡FIR5.  En principio, no hay 
razón para favorecer la selección de un modelo frente 
al resto, por lo que a todos les asignamos la misma 
probabilidad a priori de ser seleccionados (¼).  Para 
cada modelo suponemos que la distribución de 
probabilidad conjunta de sus coeficientes, )(θp , es 
normal de valor medio d
d 1θ ×= 2.0)(0 , d∀ .  Nótese 
la jerarquía en la asignación de probabilidades: en el 
primer nivel seleccionamos la estructura del modelo 
mientras que en el segundo nivel seleccionamos los 
parámetros.   
 
El grado de confianza en nuestra “apuesta” de 
parámetros lo indicamos por medio de la matriz de 
precisión que, en este ejemplo, se escoge como 
dd
d
××= IR 100)(0 , d∀ .  El valor escogido da lugar a 
una distribución de compromiso, ni excesivamente 
informativa (picuda) ni excesivamente poco 
informativa (plana).  Al ser )(θp  normal, las 
regiones resultantes de incertidumbre en el espacio 
de parámetros de cada Mi son elipsoides, ( ) ( ) 2)(0)(0)(0 ~ dddTd χθθRθθ −− , donde 2dχ  es la 
distribución ji cuadrada con d grados de libertad [8].  
Estas regiones pueden traducirse directamente a cotas 
probabilísticas en el dominio frecuencial.  La Figura 
2 muestra la función densidad de probabilidad a 
priori ),( ωiMp  de la respuesta frecuencial de cada 
uno de los cuatro modelos, Mi, i=1,...,4, a la 
frecuencia rad/s16.1=ω .  Estas cuatro funciones se 
combinan según 
 
∑
=
⋅=
4
1
4
1 ),()(
i
iMpp ωω   (20) 
 
 
(a)   (b) 
 
(c)   (d) 
 
Figura 2: Distribuciones a priori ),( ωiMp , i=1,...,4. 
 
a fin de obtener la función densidad de probabilidad a 
priori total p(ω), para todos los modelos que forman 
el conjunto creíble (véase la Figura3(a)).  La Figura 
3(b) muestra la respuesta frecuencial “real” de la 
planta desconocida así como el diagrama de contorno 
de p(ω) a frecuencia rad/s16.1=ω .  La región 
correspondiente a una probabilidad creíble del 80% 
se muestra sombreada.  Nótese que todavía no hemos 
realizado ningún experimento y aún así ya 
disponemos de unas cotas de incertidumbre en la 
respuesta frecuencial de la planta desconocida.   
 
 
(a) 
 
(b) 
 
Figura 3: Distribución a priori total, p(ω) 
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Consideremos ahora que la planta supuestamente 
desconocida es 
 
)2)(1(
1)( ++= sssG .                   (21) 
 
Esta planta se discretiza anteponiéndole un 
mantenedor de orden cero (zero-order hold, ZOH) 
con periodo de muestreo sTs 1= .  A continuación se 
excita con una señal binaria pseudo aleatoria y se 
recogen 1000=N  muestras de entrada/salida.  El 
ruido de medida es blanco gaussiano de media cero e 
intensidad 0.01.   
 
Con ayuda de la regla de Bayes, esta información 
experimental se combina con la información a priori 
anterior a fin de obtener las distribuciones a 
posteriori de cada modelo y total.  Ahora los cuatro 
modelos ya no son equiprobables siendo sus 
probabilidades 0.2534, 0.2525, 0.2490 y 0.2451, 
respectivamente.  La Figura 4 muestra la distribución 
a posteriori total )|( yωp  a frecuencia 
rad/s16.1=ω , así como la respuesta frecuencial 
“real”.  Nótese como la información experimental ha 
reducido significativamente la incertidumbre inicial 
sobre la respuesta frecuencial. 
 
 
(a) 
   
(b) 
 
Figura 4: Distribución a posteriori total, )|( yωp  
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(b) 
 
Figura 5: Cotas finales (a posteriori) de 
incertidumbre (a) Nyquist (b) ganancia de Bode 
 
La repetición del procedimiento anterior para 10 
frecuencias equiespaciadas entre 0.2rad/s y 3rad/s da 
como resultado las cotas de incertidumbre para un 
nivel de credibilidad del 85% de la Figura 5.  Nótese 
que, a diferencia de las regiones clásicas, las regiones 
bayesianas pueden ser disjuntas (ver (a)).  Ello nos 
proporciona información valiosa al respecto de 
posibles discrepancias entre la información a priori y 
los datos experimentales.   
 
 
5 CONCLUSIONES 
 
Se ha presentado un enfoque bayesiano para formular 
y resolver el problema de la identificación de 
sistemas orientada al control robusto.  La principal 
característica es la necesidad de definir funciones 
densidad de probabilidad a priori sobre el ruido de 
medida y los modelos candidatos.  Si no existe tal 
información a priori, o no es fiable, se eligen 
distribuciones no informativas, planas comparadas 
con la función de verosimilitud de las observaciones.  
En ese caso, las bandas de incertidumbre obtenidas 
coinciden con las de los actuales métodos 
estocásticos y de predicción de error.  Si la 
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información a priori es informativa, las regiones de 
incertidumbre resultantes son más pequeñas que las 
obtenidas a partir de la función de verosimilitud de 
las observaciones.  Por otro lado, es posible reducir 
aún más el tamaño de las bandas mediante la 
aplicación reiterada de la regla de Bayes sobre 
diversos experimentos.  Finalmente, el punto de vista 
bayesiano es altamente unificador y puede ser 
aplicado a todos los aspectos del problema, desde el 
diseño óptimo de experimentos hasta la 
identificación y validación del modelo nominal. 
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Resumen 
 
En este artículo se presenta un método probabilístico 
para estimar el desplazamiento de un robot móvil 
equipado con un sistema de visión estereoscópico. El 
método evita el emparejamiento directo entre las 
marcas (puntos) 3D obtenidas por el sistema estéreo 
en las distintas posiciones del robot mediante el 
cálculo de la función de densidad de probabilidad 
del desplazamiento, que se deriva de la aplicación de 
la regla de Bayes y del modelado de la función de 
verosimilitud de las observaciones. Para la 
obtención de las marcas se resuelve el 
emparejamiento de las características SIFT extraídas 
del par de imágenes y se proyectan al espacio 
tridimensional mediante las matrices de calibración 
de las cámaras (que son conocidas). El enfoque que 
proponemos aquí ha sido probado 
experimentalmente con resultados prometedores. 
 
Palabras Clave: Visión estéreo, marcas visuales, 
estimación bayesiana, robot móvil. 
 
 
1 INTRODUCCIÓN 
 
La visión estéreo es una de las más interesantes 
alternativas para extraer información 3D del entorno 
en aplicaciones robóticas. Frente a otros métodos  
como los sistemas de luz estructurada, escáner láser, 
sónar, etc., la visión estéreo cuenta con ventajas 
como su relativo bajo coste, cantidad de información 
proporcionada, versatilidad (aplicación en entornos 
interiores y exteriores), peso y tamaño del hardware 
necesario, etc. 
 
En robótica móvil, en concreto, es cada vez más 
habitual encontrar sistemas estereoscópicos, tanto 
comerciales como desarrollados a medida, que son 
empleados para detectar obstáculos, construir mapas, 
facilitar la interacción con el entorno (humanos u 
objetos), monitorización remota y/o teleoperación, y 
estimación de la posición o el desplazamiento del 
vehículo (ver por ejemplo [7],[8]). En este trabajo se 
aborda este último problema mediante el 
emparejamiento de los puntos (marcas) 
tridimensionales proporcionados por un sistema 
estereoscópico en dos localizaciones distintas en el 
espacio.  
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Figura 1: (a) Proceso de estimación del movimiento de un sistema estéreo. (b) Imagen de uno de nuestros robots móviles equipado con la 
cámara estéreo BumbleBee®. 
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 Este problema habitualmente se plantea como el 
cálculo de la transformación plana ∆=(∆x, ∆y, ∆φ) 
que minimiza el error cuadrático medio entre ambos 
conjuntos de puntos. De esta clase son, por ejemplo, 
los algoritmos tipo ICP (Iterative Closest Point), que 
son empleados con éxito con mapas densos de 
puntos. Estos métodos, aunque fáciles de 
implementar presentan dos problemas 
fundamentales: 
 
1) Cuando el número de marcas a emparejar es 
escaso, dejan de ser robustos puesto que son 
propensos a encontrar mínimos locales que 
pueden estar lejos de la mejor solución global.   
2) La solución (i.e. desplazamiento) proporcionada 
no incluye una medida de su verosimilitud, lo 
que acarrea serias limitaciones a la hora de 
fusionar con otros sensores y/o tomar decisiones  
en base a la confianza en la medida. 
 
El procedimiento propuesto en este trabajo evita 
estos dos inconvenientes mediante un enfoque 
bayesiano basado en el modelado de la función de 
verosimilitud de los puntos observados para todos los 
posibles desplazamientos del robot.   
 
El proceso completo, esquematizado en la figura 1, 
ha sido testado con éxito empleando el sistema 
binocular comercial Bumblebee® [10] en diversos 
entornos interiores (pasillos, despachos, laboratorios, 
etc.). Los resultados demuestran que la precisión 
alcanzada es mayor que la proporcionada por un 
método de mínimos cuadrados, y suficiente para 
muchas aplicaciones de posicionamiento.  
 
A continuación se describe el proceso de obtención 
de marcas visuales 3D a partir del sistema de visión 
estéreo. En la sección 3 se describe y formula la 
función de densidad de probabilidad del 
desplazamiento, a partir de la función de 
verosimilitud de la observación. La sección 4 está 
dedicada a presentar las pruebas realizadas y analizar 
sus resultados. Finalmente se presentan las 
conclusiones y futuras líneas de extensión de este 
trabajo. 
 
2 OBTENCIÓN DE PUNTOS 3D EN 
UN SISTEMA DE VISIÓN ESTÉREO 
 
En esta sección se aborda la obtención de marcas 3D 
a partir de un par de imágenes proporcionadas por un 
sistema de visión estéreo calibrado. El proceso de 
extracción consta de las siguientes etapas: 1) 
identificación de características en ambas imágenes, 
2) emparejamiento robusto de las características 
seleccionadas (y eliminación de pares espurios) y 
finalmente, 3) la generación, a partir de los pares 
identificados, de marcas 3D mediante triangulación. 
La figura 2 ilustra gráficamente el proceso de 
identificación, emparejamiento y triangulación. 
 
A continuación se describen pormenorizadamente 
cada una de estas etapas. 
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Figura 2: Proceso de extracción de marcas 3D en un sistema de 
visión estéreo. 
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Right
 
Figura 3: Características localizadas por el detector de Lowe en un 
par de imágenes estéreo. 
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2. 1  EXTRACCIÓN DE CARACTERÍSTICAS 
 
La primera etapa del proceso de obtención de marcas 
3D consiste en identificar características en el par de 
imágenes estéreo. Una característica es cualquier 
objeto distintivo o representativo que puede ser 
detectado en la imagen: un borde, región, contorno, 
esquina, etc. Si nos centramos en la búsqueda de 
esquinas (puntos de máxima curvatura), son muchas 
las técnicas propuestas en la literatura para tal fin. 
Algunas de ellas explotan las derivadas de primer 
orden (como el conocido detector de Harris [1]) o de 
segundo orden [3] de la imagen. Otros métodos van 
más allá e incorporan descriptores a las esquinas 
localizadas con objeto de dotarles de invarianza 
frente a, por ejemplo, cambios de escala [9], o 
incluso distorsiones afines [6], incrementando así la 
robustez y facilitando su posterior emparejamiento. 
 
El detector empleado en este trabajo (denominado 
detector de Lowe [4]), está dentro de esta última 
categoría. Este método aborda la detección mediante 
una búsqueda de extremos (máximos y mínimos 
locales) en un espacio de escalas construido a partir 
de Diferencias de Gaussianas (DoG). Las esquinas 
(de coordenadas ( )Tyx,=x ) localizadas con este 
procedimiento son caracterizadas mediante un 
descriptor ( )1, , lf f=f … T  basado en información 
local del gradiente que las dota de invarianza a 
transformaciones afines y cambios de iluminación; el 
par fx,=s  se denomina característica SIFT1. La 
figura 3 muestra las características identificadas en 
un par de imágenes estéreo como las utilizadas en 
este trabajo. 
 
2.2  OBTENCIÓN DE PARES 
 
Una vez finalizada la selección de características en 
el par de imágenes estéreo, la siguiente etapa del 
proceso aborda su emparejamiento. A diferencia de 
otras técnicas tradicionales que explotan la similitud 
radiométrica de los pares candidatos (y de su 
entorno) mediante correlación cruzada normalizada 
NCC, suma de diferencias al cuadrado SSD, etc., el 
procedimiento utilizado en este trabajo establece las 
correspondencias de acuerdo con la distancia 
euclídea que separa sus descriptores (que son menos 
sensibles a los cambios de iluminación y a las 
posibles distorsiones geométricas que pudieran 
presentar las imágenes). Por otro lado, con objeto de 
aportar robustez al proceso, descartamos aquellos 
pares (espurios) cuyas coordenadas no son 
consistentes con la geometría epipolar que relaciona 
ambas imágenes. 
 
                                                           
1
 De los términos ingleses “Scale-Invariant Feature 
Transform”. 
Sean, por tanto, dos conjuntos de SIFTs { }nisLiL ,,1, 	==s  y { }mjs RjR ,,1, 	==s  
identificados en la imagen izquierda LI  y derecha 
RI , respectivamente. El proceso de emparejamiento 
consiste en identificar de forma unívoca los pares 
R
j
L
i ss ,  tales que: 
a) la norma euclídea de sus descriptores 
R
j
L
i ff −  esté por debajo de un umbral y sea 
mínima, 
b) sus coordenadas verifiquen la restricción 
epipolar ( ) 0R Lj ix Fx 
T , esto es, la distancia de 
R
jx  a su correspondiente línea epipolar 
L
ixF  
sea muy pequeña (por ejemplo, menor de un 
píxel), 
c) y finalmente, su disparidad sea superior a tres 
píxeles. Con esta actuación evitamos 
configuraciones que conlleven importantes 
errores en el proceso de triangulación (haces 
casi paralelos). 
 
Left
Right
 
Figura 4: Pares de correspondencias establecidos mediante el 
procedimiento descrito en la sección 2.2. 
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Obsérvese que, puesto que el par de cámaras estéreo 
se supone calibrado, están disponibles la matriz de 
calibración K  y la disposición relativa de las 
cámaras R  y t  [2]. A partir de ellas se calcula la 
matriz fundamental F  requerida en la condición b) 
anterior mediante: 
 
-1-T KEKF =  (1) 
 
donde RtE ×= ][  es la matriz esencial [2].  
 
La figura 4 muestra los emparejamientos encontrados 
por el procedimiento expuesto para las características 
de las imágenes de la figura 3. 
 
2.3  TRIANGULACIÓN 
 
Una vez establecidas de manera robusta las 
correspondencias entre los SIFTs identificados en el 
par de imágenes estéreo, la siguiente etapa del 
proceso consiste en determinar su localización 
tridimensional en el mundo real. 
 
Sean ]0|[IP =L  y ]|[ tRP =R  las matrices de las 
cámaras izquierda y derecha respectivamente, y 
XKPx LL =  y XKPx RR =  las proyecciones del 
punto tridimensional X  sobre los planos imagen de 
ambas cámaras. Puesto que ambas proyecciones 
verifican ( ) 0=× XKPx LL  (análogamente para Rx ), 
el proceso de triangulación se puede expresar 
linealmente como sigue: 
 
0=AX  (2) 
 
con 
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donde 
Lip T  es la i-ésima fila de LP  transpuesta 
(análogamente para RP ). 
 
Resolviendo (2) (mediante, por ejemplo, la 
descomposición de (3) en valores singulares) para 
todos y cada uno de los pares de SIFTs identificados 
en el par de imágenes estéreo, obtenemos sus 
correspondientes coordenadas 3D. A cada uno de 
estos puntos tridimensionales se le asocia el 
descriptor SIFT de una de sus proyecciones en las 
imágenes
2
 (por ejemplo, en la izquierda), formando, 
de esta manera, un conjunto de pares ,i ik kX f al que 
en adelante denominaremos observación.  
 
3 ESTIMACION DE LA FUNCIÓN DE 
DENSIDAD DE PROBABILIDAD 
DEL DESPLAZAMIENTO 
 
En esta sección abordamos el cálculo de la densidad 
de probabilidad del desplazamiento incremental (dk) 
en el instante de tiempo k condicionado a las dos 
observaciones anterior y actual (ok-1 y ok):   
 
( )
1
,
k k k
p
−
d o o  (4) 
 
Las observaciones están compuestas por un conjunto 
de marcas tridimensionales obtenidas mediante 
triangulación de las características SIFT. 
Siguiendo un enfoque bayesiano, la función (4) 
puede descomponerse en un término de estimación a 
priori y un término de verosimilitud: 
 
( ) ( ) ( )1 1 1
Estimación a priori Función de verosimilitud
, ,k k k k k k k kp p pη− − −= ⋅ ⋅d o o d o o d o
 
 
(5) 
 
donde η = 1/p(ok), representa la inversa de la 
probabilidad de la observación en el instante k, la 
cual es una constante cuyo valor no es significativo 
para nuestros propósitos. 
A partir del modelo gráfico del problema (figura 5) 
se observa que dk y ok-1 son variables aleatorias 
independientes, por lo que en la estimación a priori 
en (5) la observación ok-1 no aporta información a la 
distribución del desplazamiento dk. Además, 
suponiendo que no tenemos información alguna 
sobre el desplazamiento (al margen de ok), asumimos 
que esta densidad sigue una distribución uniforme: 
 
( ) ( )
1
'
k k k
p p η
−
= =d o d  (6) 
 
 
                                                           
2
 Los descriptores de las proyecciones deben ser muy 
similares al ser puntos correspondientes, por lo que 
cualquiera de ellas servirá como distintivo para el 
punto tridimensional.   
1k −d
1k −o
1ka −
kd
ko
ka
Variables ocultas
Variables visibles
 
Figura 5: Modelo gráfico del problema en el que se observan las 
dependencias entre las variables involucradas. Las variables ak, ok 
y dk representan las acciones, observaciones y desplazamientos en 
el instante k,  respectivamente. 
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De esta forma, la expresión (5) se reduce a: 
 
( ) ( )
1 1
, ' ,
k k k k k k
p pη η
− −
= ⋅ ⋅d o o o d o  (7) 
 
donde el producto η·η’ = 1 ya que las densidades a la 
izquierda y derecha de la expresión (7) deben tener 
integral unidad. Por lo tanto, en nuestro caso, la 
función de verosimilitud tiene el mismo valor 
numérico que la densidad de probabilidad del 
desplazamiento incremental.  
 
A continuación exponemos nuestra solución al 
problema del cálculo de dicha función. Asumiendo 
independencia en el proceso de detección de cada 
una de las características (ok
i
), podemos factorizar la 
función de verosimilitud como:  
 
( ) ( )1 1, ,ik k k k k k
i
p p o
− −
= ∏o d o d o  (8) 
 
En este trabajo proponemos aproximar la distribución 
de probabilidad de observar una característica, dada 
una observación anterior ok-1 y un desplazamiento dk, 
mediante una extensión de un método utilizado 
anteriormente para sensores láser radiales, llamado 
campo de verosimilitud (likelihood field) [11]. Este 
método considera únicamente los puntos detectados 
en cada medida (los puntos terminales de cada rayo), 
y calcula su probabilidad asumiendo que la distancia 
entre estos puntos y un mapa se corresponde con un 
error de medida gaussiano. En nuestro caso, las 
medidas, además de la posición 3D del punto 
observado, incorporan un descriptor que vamos a 
explotar para resolver la incertidumbre en las 
correspondencias.  
 
Sea cij una variable aleatoria que indica la 
probabilidad de que el punto 3D observado en el 
instante k (o
i
k) se corresponda con el punto o
j
k-1. En 
este trabajo se define la probabilidad de una 
correspondencia cij condicionada a un 
desplazamiento dk y la observación en el instante 
anterior como: 
 
( )
2
1
2
1
2
1
,
i j
k k
F
ij k k
p c e
σ
−
−
−
−
∝
f f
d o  
(9) 
 
donde fik y f
j
k-1 son los descriptores de los puntos 3D i 
y j en los instantes k y k-1, respectivamente, y el 
parámetro σF modela los errores en el cálculo de 
descriptores de un mismo punto visto desde distintas 
posiciones. Esta función asigna una probabilidad alta 
a la correspondencia entre pares de características 
con descriptores similares, lo que se estima mediante 
la distancia euclídea entre descriptores. Normalmente 
esta función sólo tendrá un valor significativo para la 
correspondencia correcta de la característica. 
 
Por otro lado, para calcular la probabilidad de una 
observación i en el instante k condicionada al 
desplazamiento en el mismo instante, a la 
observación en el instante anterior y a que se 
produzca la correspondencia cij, utilizamos la misma 
aproximación que en el método del campo de 
verosimilitud: 
 
( )
( ) 2
1
2
1
2
1
, ,
i j
k k k
D
i
k k k ij
p o c e
σ
−
−
−
−
∝
X d X
d o  
(10) 
 
donde X
i
k(dk) y X
j
k-1 son las posiciones 
tridimensionales de los puntos i y j en los instantes k 
y k-1, respectivamente y σD modela el error del 
proceso de detección de las características en las 
imágenes. Nótese que la posición de las 
características en el momento k dependen del 
desplazamiento dk. 
 
En este artículo, proponemos la siguiente 
aproximación de la función de verosimilitud para una 
observación i: 
 
( ) ( ) ( )1 1 1
Término de distancia Término de correspondencia
, , , ,i ik k k k k k ij ij k k
j
p o p o c p c
− − −
= ⋅∑d o d o d o
 
  
(11) 
 
 
donde se ha aplicado el teorema de la probabilidad 
total. 
 
Para ilustrar el tipo de resultados obtenidos con esta 
función de verosimilitud, en la figura 6 se muestran 
los valores estimados, para un entorno de interior, en 
el caso de un desplazamiento real de 0.665m en el eje 
x y 0.049m en el eje y. Estos valores han sido 
estimados mediante alineamiento de scans de un 
escáner láser radial, que se ha tomado como 
referencia precisa del desplazamiento. Se puede ver 
que el máximo de la verosimilitud está cerca de estos 
valores. 
 
4 RESULTADOS EXPERIMENTALES 
 
En esta sección exponemos los resultados obtenidos a 
partir de las imágenes estéreo capturadas durante la 
navegación de nuestro robot móvil SANCHO, 
equipado con una cámara BumbleBee® (figura 1(b)). 
El experimento descrito a continuación valida 
nuestro método de aproximación de la función de 
verosimilitud de imágenes estéreo. 
 
El experimento consiste en estimar la posición del 
robot de manera incremental durante su navegación a 
lo largo de un pasillo situado en la E.T.S.I. 
Informática de Málaga. Aprovechando que el robot 
también está equipado con un sensor láser radial 
SICK LMS220, utilizaremos como ground truth de 
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los desplazamientos incrementales el resultado de un 
algoritmo de scan-matching (ICP) entre scans 
sucesivos, cuyos resultados tienen un error residual 
estimado inferior a 1 cm [5]. 
 
En cuanto a la detección de características SIFT y el 
emparejamiento entre cada par de imágenes estéreo, 
en la figura 7(a) se muestra el número de 
características detectadas en cada una de las 
imágenes, así como el número de correspondencias 
encontradas entre ellas a lo largo de la navegación. 
Cabe destacar que el número medio de 
correspondencias encontradas está en torno a 70, lo 
que representa aproximadamente un 25% de las 
marcas encontradas en cada una de las imágenes. 
Como ejemplo del proceso de triangulación para la 
obtención de marcas en 3D a partir de 
correspondencias, en la figura 7(d) mostramos un 
conjunto de éstas proyectadas sobre un plano 
horizontal. Estas marcas se corresponden con las 
características detectadas en las imágenes 7(b)-(c). 
 
En la figura 8(a) se puede ver la trayectoria estimada 
por nuestro método al aplicar el desplazamiento 
incremental estimado en cada paso a la posición dada 
por el ground truth en el paso anterior. Podemos 
resaltar el pequeño error cometido con respecto a la 
estimación realizada a partir del sensor láser. La 
precisión de nuestro método se aprecia más 
claramente en la ampliación de un tramo de la 
trayectoria que se muestra en la figura 8(b). En ella 
se representa con un punto azul la media de la 
función de verosimilitud para sucesivos instantes de 
tiempo, junto con la elipse que cubre el área 
correspondiente al intervalo de confianza del 95%. 
Se puede observar cómo en la mayoría de los casos la 
media del desplazamiento estimado resulta muy 
próxima a la estimación del ICP (representada en la 
figura por un punto rojo). La distribución de la 
distancia entre ambas estimaciones se muestra en 
forma de histograma en la figura 8(c). Esta distancia 
se puede considerar un indicador de la calidad de 
nuestro método. Para este experimento se obtiene un 
valor medio de 7.73 cm. Teniendo en cuenta que los 
desplazamientos son del orden de 80cm, este 
resultado indica que nuestro método es relativamente 
preciso. 
 
5 CONCLUSIONES 
 
En este trabajo se ha abordado el problema de 
estimar el desplazamiento diferencial de un sistema 
de visión estéreo de forma probabilística. Para ello 
hemos utilizado un método de estimación de la 
función de verosimilitud anteriormente empleado 
solamente con scans láser en 2D. En este trabajo 
hemos extendido el ámbito de aplicación de este 
método a  características tridimensionales. 
Los resultados experimentales obtenidos indican que 
las estimaciones dadas por nuestro método cometen 
un error relativamente bajo, concretamente, 
obtenemos un error medio de 7.73 cm. A pesar de 
que este error es claramente superior al alcanzable a 
partir de un sensor láser radial, mediante visión se 
pueden detectar características en una parte mayor 
del espacio alrededor del robot. Por ejemplo, si el 
robot está rodeado de personas la mayoría de las 
lecturas láser serán inválidas para localización. Sin 
embargo, mediante visión existe más probabilidad de 
detectar marcas útiles para localización, por ejemplo: 
techos, paredes a distintas alturas, etc. 
 
El método presentado ofrece importantes 
oportunidades de aplicación en los campos de 
localización y construcción de mapas probabilísticos, 
ya que permite su integración de manera directa en 
aproximaciones secuenciales de Monte-Carlo (filtros 
de partículas). 
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Figura 7: (a) Número de características detectadas en cada una de las imágenes estéreo a lo largo de la navegación, junto con el número de 
correspondencias encontradas.  (b)-(c) Imágenes capturadas por las cámaras izquierda y derecha, respectivamente, en un momento dado del 
experimento. En las figuras se resaltan las características para las que se encuentran correspondencias válidas. (d) Vista superior de la 
proyección en 3D de dichas correspondencias sobre la planta del entorno. La flecha indica la orientación del robot en el momento en el que 
se tomaron las imágenes. 
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Figura 8: (a) Trayectoria estimada a partir de nuestro método para calcular la función de verosimilitud de desplazamientos incrementales. Por 
claridad, se muestran las elipses de incertidumbre de la estimación superpuestas a un mapa del entorno. (b) Vista ampliada del tramo 
destacado en la figura (a), donde se aprecia la precisión de nuestro método comparado con la estimación a partir del alineamiento de scans 
láser (ICP). (c) Distribución de la distancia entre la estimación de nuestro método y la del ICP. 
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Resumen 
 
Las técnicas de optimización dinámica se aplican 
para resolver problemas de gran interés: ajuste de 
los parámetros desconocidos de un modelo dinámico, 
validación de modelos, control predictivo basado en 
modelo. En el entorno del lenguaje de simulación 
EcosimPro®, se evaluó en primer lugar el 
funcionamiento de una herramienta de optimización 
y después se estudió de forma sistemática el 
problema de calibración y validación de  modelos. 
 
Palabras Clave: Optimización dinámica, estimación 
de parámetros, análisis de sensibilidad, 
identificabilidad, validación de modelos. 
 
 
 
1 OPTIMIZACIÓN DINÁMICA 
 
Son muchas las aplicaciones de la optimización en el 
campo de la ingeniería de procesos, cubriendo desde 
problemas de diseño a técnicas de control avanzado 
como el control predictivo (MBPC). En muchos 
casos, como ocurre a menudo en problemas de 
diseño, se trata de decisiones de tipo estático, donde 
las variables de decisión y el proceso considerado no 
evolucionan en el tiempo, sino que corresponden a 
una determinada situación de equilibrio. Por el 
contrario, en otros casos, las variables involucradas y 
el proceso evolucionan en el tiempo dando lugar a 
problemas de optimización dinámica.  
 
En los problemas de optimización de sistemas 
dinámicos se desea optimizar una función objetivo 
J(u(t),x(t)) que es función de unas variables de 
decisión u(t) y de las variables de estado x(t) del 
proceso, que a su vez evolucionan en el tiempo. Las 
restricciones de un problema de optimización 
dinámica incluyen las ecuaciones diferenciales del 
modelo junto a otras como los límites inferior y 
superior de las variables de decisión, u otras 
particulares de cada problema. Cuando las variables 
de decisión son de tipo real, los problemas resultantes 
se denominan de programación no-lineal dinámica. 
 
Un problema general de este tipo con restricciones de 
igualdad y desigualdad se formula habitualmente del 
siguiente modo (1): 
 
minimizar      J (u, x)  (1)        
       respecto a u 
sujeto a:     
  gm (x,u)  ≥  0 m = 1, 2, … m 
  hk (x,u)  =  0 k = 1, 2, … k 
  unferior  ≤ u  ≤  usuperior 
             
)t),t(),t(()t(ˆ
)t),t(),t((
dt
)t(d
uxgy
uxfx
=
=
 
 
donde x(t) son los estados del sistema, ŷ(t) son las 
predicciones del modelo para las respuestas medibles 
del sistema y u(t) es un vector de variables de 
decisión que puede variar en función del tipo de 
problema considerado. 
 
Hay varias técnicas posibles para su resolución que 
tratan de reformular el problema en términos de  uno 
de programación no-lineal (NLP) y pueden 
clasificarse dentro de dos grandes familias: Los 
llamados métodos simultáneos, que reformulan la 
parte dinámica de las restricciones convirtiéndola en 
un conjunto de ecuaciones algebraicas, bien mediante 
métodos de colocación o fórmulas de integración 
numérica, y los llamados métodos sucesivos, que se 
basan en la integración de las ecuaciones dinámicas y 
serán los considerados en este trabajo.  
 
 Así pues, la función objetivo a minimizar se 
calculará para unos valores determinados de las 
variables de decisión mediante la simulación del 
modelo correspondiente desarrollado en EcosimPro®, 
que es el entorno de modelado empleado.  
 
Las variables de decisión a optimizar y la función 
objetivo son distintas dependiendo del tipo de 
problema de optimización dinámica de que se trate. 
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En este trabajo se considerará un caso de estimación 
de parámetros de un modelo, el cual consiste en 
hallar los parámetros desconocidos de un modelo 
dinámico para que su respuesta se ajuste lo más 
posible a los datos experimentales del proceso real. 
Resulta de gran interés dado que por lo general 
siempre existen parámetros que no pueden conocerse 
previamente de forma sencilla (bibliografía, 
experimentación específica) y que necesitan ser 
estimados, de modo que las variables de decisión son 
los valores de los parámetros desconocidos de un 
modelo y la función objetivo mide la distancia entre 
las respuestas del modelo y unos datos 
experimentales. 
 
1.1 OBJETIVOS 
 
Para la estimación mediante optimización dinámica 
de los parámetros desconocidos y la validación, se 
empleó el modelo correspondiente a un proceso muy 
sencillo consistente en un depósito al que llega un 
flujo de entrada y del que sale un flujo por gravedad, 
que dispone de agitación y una resistencia eléctrica 
calefactora (Figura 1). Las hipótesis consideradas son 
las de mezcla perfecta, propiedades físicas constantes 
e inercia térmica del recipiente despreciable. El 
modelo se formula a partir de las ecuaciones 
diferenciales de los balances de materia y energía (2 
y 3). Las salidas medidas se corresponden con los 
estados del sistema: nivel h, temperatura T. Los 
supuestos parámetros desconocidos θj a estimar son 
4: k factor de fricción de la tubería de salida (θ1), 
Uamb coeficiente de pérdida de calor al ambiente (θ2), 
A superficie del depósito (θ3), R resistencia eléctrica 
(θ4). Las incertidumbres se supusieron de ± 25%. 
 
 
 
Figura 1: Esquema del modelo del depósito. 
 
Siendo qe y Te el caudal y temperatura de la 
alimentación, ρ y Cp la densidad y el calor específico 
del líquido, Tamb la temperatura externa del ambiente 
y V la tensión aplicada a la resistencia eléctrica: 
 
                      hkq
dt
dhA e −=⋅  (2) 
 
                      =⋅⋅⋅⋅
dt
dTCphA ρ  (3) 
              
)()(
2
ambambee TTUR
VTTCpq −⋅−+−⋅⋅⋅= ρ  
 
Con el modelo del depósito se analizaron las distintas 
técnicas empleadas. Los supuestos datos reales del 
proceso se obtuvieron mediante simulación, 
incluyéndose en las señales ruido generado a partir 
de un modelo ARMA (auto-regresivo y de media 
móvil). 
 
 
2 ESTIMACIÓN DE PARÁMETROS 
 
Antes de efectuar la estimación de parámetros 
mediante técnicas de optimización dinámica es 
necesario realizar un análisis para determinar cuáles 
de ellos es conveniente estimar. Para ello se utilizó 
un procedimiento sistemático, que en primer lugar 
analiza las sensibilidades del modelo respecto a los 
parámetros desconocidos para determinar cuáles son 
los más importantes, en segundo lugar evalúa la 
identificabilidad de distintos subconjuntos de 
parámetros (que incluyen aquellos importantes 
individualmente de acuerdo con la sensibilidad) y, 
por último, selecciona uno o varios subconjuntos de 
parámetros a estimar. 
 
2.1 RESOLUCIÓN POR OPTIMIZACIÓN 
 
El planteamiento y la forma de resolver un problema 
de estimación de parámetros en términos de 
optimización considera que para cada valor del 
vector de parámetros θ (variables de decisión) el 
modelo proporciona una predicción de la respuesta 
del sistema yˆ (θ) en un experimento determinado. Se 
toman muestras de los datos de entradas u(t) y salidas 
y(t) del sistema real sobre un período de tiempo t = 1, 
..., N. Al modelo se le aplica la misma secuencia de 
variables manipuladas u(t) que al sistema. Para cada 
instante de tiempo t, el error de predicción e(t) (4) es 
una medida de la bondad del modelo: 
   
  yy e )(),(ˆ),( ttt −= θθ  (4) 
 
y se trata de encontrar los valores de los parámetros θ 
que minimizan los errores de predicción a lo largo de 
un experimento. Esto se puede formular como un 
problema de optimización según (5): 
 
qe 
q 
h R 
  T    
Te 
  V    
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θ
min  J= [ ]∑∑
=i
N
t
ii te
1
2)(γ =
[ ]∑∑
=
−⋅
i
N
t
iii tyty
1
2)(),,(ˆ θuγ  (5) 
 
sujeto a las restricciones (6) y (7): 
 
                       
),),(),(()(ˆ
),),(),(()(
tttt
ttt
dt
td
θ
θ
uxgy
uxfx
=
=
 (6) 
 
                θ inferior  ≤  θ   ≤  θ superior (7) 
 
donde J es la función objetivo que evalúa el ajuste 
del modelo a los datos experimentales reales para el 
vector de parámetros θ, y el sumatorio se extiende a 
los instantes de tiempo muestreados t y a cada una de 
las salidas medidas i del sistema. Aunque el 
problema es multiobjetivo, lo mejor suele ser ajustar 
conjuntamente todas las salidas medidas. Los 
factores de peso γi permiten ponderar de forma 
distinta el ajuste en función de la precisión que se 
quiera en cada salida; sirven además para normalizar 
las salidas y que sean homogéneas.  
 
Así pues, la función objetivo se formula a partir de 
un criterio de mínimos cuadrados ponderados. Los 
pesos γi suelen tomarse como los inversos de la 
varianza del ruido de las salidas medidas γi = 1/σi2. 
De este modo se consigue que los subtotales Ji de la 
función objetivo correspondientes a cada salida i 
tengan valores comparables en el óptimo, y por tanto 
que todas las salidas tengan la misma importancia 
relativa en el ajuste.  
 
En una formulación (8) equivalente a (5): 
 
θ
min J= [ ] [ ]∑
=
−⋅⋅−
N
t
T tttt
1
)(),,(ˆ)(),,(ˆ yuyQyuy θθ  (8) 
 
donde Q es una matriz diagonal de pesos, igual a la 
inversa de la matriz de covarianzas del ruido de las 
medidas según lo indicado anteriormente. 
 
El ruido de medida o debido a perturbaciones 
aleatorias puede caracterizarse con datos de las 
salidas de un experimento manteniendo las variables 
manipuladas constantes. La varianza del ruido del 
proceso para la salida i se estima según (9), donde iy  
es el valor medio de la salida i: 
 
                    σi 2 = 1
1
−N ∑= −
N
t
ii yy
1
2)(  (9) 
 
Por último se introducirá la Matriz de Información de 
Fisher (FIM), dado que se utilizará posteriormente. 
La FIM mide las sensibilidades del modelo respecto 
del vector de parámetros y se define según (10): 
 
              FIM  = ⎥⎥⎦
⎤
⎢⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛
∂
∂⋅⋅⎟⎠
⎞⎜⎝
⎛
∂
∂∑
=
N
t
T tt
1
)(ˆ)(ˆ
θθ
yQy  (10) 
 
Aunque no se aplicó en el presente trabajo, dicha 
matriz FIM es la base para el diseño óptimo de 
experimentos, dado que al maximizar la FIM –o 
alguna norma o función asociada– se maximiza la 
información extraída del sistema. 
 
2.2 EXPERIMENTACIÓN 
 
 
Figura 2: Secuencia de variable manipulada 1. 
 
 
Figura 3: Secuencia de variable manipulada 2. 
 
En la toma de datos experimentales del proceso real 
habrán de tomarse al menos dos conjuntos, uno para 
la calibración y otro para la validación del modelo. 
De acuerdo con las consideraciones habituales en 
experimentación, se eligió un período de muestreo 
adecuado; amplitud y frecuencia de las entradas 
convenientes para excitar las dinámicas 
fundamentales del sistema; se especificaron entradas 
no correlacionadas y condiciones de operación del 
proceso de interés. En las Figuras 2 y 3 puede verse 
un ejemplo de secuencia de entradas a aplicar al 
proceso. 
 
2.3 ANÁLISIS DE SENSIBILIDAD 
 
Se consideraron dos sensibilidades diferentes 
(relativas para poder comparar), que dependen de la 
secuencia de variables manipuladas aplicada u(t) (es 
decir, del experimento) y del punto θ considerado en 
el espacio paramétrico: 
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a) Las de la función objetivo a minimizar respecto de 
los parámetros j. Por diferencias finitas según (11) 
será la forma de cálculo habitual:  
 
      
j
jjj
inicialj
j
JJJ
θ
θθθθθ ∆
−∆+⋅≈∂
∂ )() (   ,   (11) 
 
aunque también pueden obtenerse analíticamente por 
integración numérica según (12): 
              
[ ]∑∑ ∂∂−=∂∂ =i ji
N
t
iii
j
tty
tyttyJ θγθ
),),((ˆ
)(),),((ˆ2
1
θθ uu  (12) 
 
donde las parciales de las respuestas del modelo 
respecto de cada parámetro ∂ŷi/∂θj pueden obtenerse 
derivando respecto a θ  las ecuaciones del modelo (6) 
y teniendo en cuenta que ∂u/∂θ = 0 resulta (13): 
 
                      
θθθ
θθθ
∂
∂+∂
∂
∂
∂=∂
∂
∂
∂+∂
∂
∂
∂=⎟⎠
⎞⎜⎝
⎛
∂
∂
gx
x
gy
fx
x
fx
ˆ
dt
d
 (13) 
 
siendo las incógnitas ∂x/∂θ. Integrando este sistema 
(13) de ecuaciones diferenciales junto a las 
ecuaciones del modelo (6), es posible obtener la 
evolución en el tiempo de ∂ yˆ /∂θ  y por tanto las 
sensibilidades ∂J/∂θj según (12). 
 
b) Las sensibilidades de las respuestas del modelo 
(salidas) respecto de los parámetros según (14): 
 
        
j
ijji
i
defectoj
ij
tyty
y
s θ
θθθ
∆
−∆+⋅≈ )(ˆ),(ˆ,  (14) 
 
Para obtener una medida cuantitativa de la 
importancia de cada parámetro individual j sobre 
cada salida i se utiliza el siguiente valor δ i,jmsqr –
media cuadrática– integrado en el tiempo (15): 
 
              ∑
=
=
N
k
ij
msqr
ji ksN 1
2
, )(  
1  δ  (15) 
 
En las Figuras 4 y 5 se muestran respectivamente las 
dos salidas del sistema del depósito para cambios en 
uno solo de los parámetros según el experimento de 
las Figuras 2 y 3, lo que permite hacerse una primera 
idea gráfica de la sensibilidad. 
 
En la Tabla 1 se muestran como ejemplo los valores 
numéricos de las sensibilidades de las dos salidas y la 
función objetivo J para los 4 parámetros 
desconocidos del depósito. 
 
Figura 4: Sensibilidad de salida 1 vs. θ1. 
 
 
Figura 5: Sensibilidad de salida 2 vs. θ1. 
 
Tabla 1: Sensibilidades respecto de los 4 parámetros 
a estimar en el modelo del depósito. 
 
Parámetro δ 1, j δ 2 , j ∂J/∂θ j 
θ1  
θ2  
θ3              
θ4 
1.54 
0  
0.06 
0 
0.04  
0.04 
0.02 
0.17 
344  
-7.3  
-1.1 
-34 
 
En el análisis efectuado [6] se comprobó cómo 
ambas sensibilidades conducen en general a iguales 
conclusiones, aunque con ligeros matices ligados a 
las definiciones respectivas de las mismas. Las de las 
salidas δi,jmsqr apenas varían de θ inicial a θ*, pero no 
tienen en cuenta los pesos γi que ponderan las 
distintas salidas y que sí intervienen en la función 
objetivo a minimizar. Las de la función objetivo 
respecto de cada parámetro ∂J/∂θj sí consideran los 
pesos que ponderan las distintas salidas i, pero 
presentan el inconveniente de depender demasiado de 
la posición relativa entre los datos experimentales y 
el modelo simulado para un θ dado, por lo que 
pueden inducir a confusión cuando una salida se 
ajusta mucho mejor que otra u otras a los datos 
experimentales para un θ en particular. 
 
2.4 ANÁLISIS DE IDENTIFICABILIDAD 
 
El orden de importancia de los parámetros obtenido a 
partir del análisis de las sensibilidades da una idea 
del efecto de cada parámetro –considerado 
individualmente– sobre las salidas. Sin embargo, es 
necesario estudiar también la influencia conjunta de 
los parámetros, pues puede ocurrir que el efecto 
sobre la salida provocado por un cambio en un 
parámetro se anule por un cambio en otro parámetro 
hecho simultáneamente. Se dice entonces que hay un 
35
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cierto grado de colinealidad en las sensibilidades de 
las salidas frente a los parámetros, lo que dificulta la 
identificación del conjunto de parámetros. 
 
La identificabilidad es una propiedad estructural que 
depende de cómo los parámetros aparecen en el 
modelo, pero también de las medidas disponibles. 
Este aspecto puede mejorarse con un buen diseño de 
experimentos, pero a veces no puede hacerse nada. 
En cualquier caso, es bien sabido que la colinealidad 
no afecta negativamente a las predicciones del 
modelo, pero sí influirá en la precisión de la 
estimación –el valor más o menos exacto de los 
estimadores obtenidos–. 
 
Se analizaron dos métodos para evaluar la 
identificabilidad de conjuntos de parámetros: 
 
a) El método de Brun et al. (2002). Se basa en la 
dependencia lineal de subconjuntos de columnas de 
la matriz de sensibilidades S construida a partir de 
δi,jmsqr. Brun define el índice de colinealidad (16): 
 
              
K1
1  ~ min
1  λβϕ β
==
= K
K
S
 (16) 
 
donde KS
~ es una submatriz kn ×  de S~  que contiene 
las columnas correspondientes a los parámetros del 
subconjunto K, siendo n el número de salidas 
medidas y k el número de parámetros del 
subconjunto K; S~  es la matriz de sensibilidades re-
escalada o normalizada, cuyas columnas se calculan 
según (17) y donde λK  es el menor valor propio de 
K
T
K SS
~~ . 
 
        
j
j
j δ
δδ =~  (17) 
 
b) El método de la matriz de información de Fisher 
(FIM). Como medida de la identificabilidad de los 
parámetros de un modelo con un experimento dado 
utiliza un índice de singularidad de matrices como el 
índice de condicionamiento, que se calcula como el 
cociente entre el máximo y el mínimo valor propio de 
la matriz FIM. 
 
Valores altos de los índices de Brun o Fisher indican 
que las matrices son casi singulares, y por 
consiguiente el conjunto de parámetros θ  no 
presentará una buena identificabilidad. El valor 
mínimo es 1 en ambos casos. En la Tabla 2 se 
muestran los resultados para algunos subconjuntos 
significativos del modelo del depósito. 
 
Se comprobó [6] cómo ambos métodos, a pesar de 
proporcionar información análoga, pueden 
complementarse en algunos casos particulares. El 
método de Brun puede conducir a colinealidades 
anormalmente elevadas de dos parámetros –a pesar 
de que éstos sean perfectamente identificables de 
acuerdo con el modelo– si los dos parámetros afectan 
de forma similar a las salidas (θ2 θ4). El método de 
Fisher por el contrario presenta la ventaja de permitir 
evaluar mejor la identificabilidad de acuerdo con el 
modelo y el experimento considerado; pero a su vez 
puede dar valores anormalmente altos de colinealidad 
cuando las sensibilidades relativas de los parámetros 
sean muy distintas en magnitud (θ1 θ2), al estar 
entonces la matriz FIM mal condicionada. De ahí que 
ambos métodos puedan ser utilizados de forma 
complementaria.  
 
Tabla 2: Identificabilidad, modelo del depósito. 
 
Subconjuntos parám. Brun Fisher 
θ1  θ2  θ3  θ4  
θ1  θ2  
θ1  θ3  
θ1  θ4 
θ2  θ4 
∞  
1.01  
5.4 
1.01 
32000 
1240 
384 
434 
21 
59 
 
Por último, se analizó [6] cómo las desviaciones 
típicas adimensionales σ j calculadas a partir de la 
FIM pueden también utilizarse alternativamente para 
hallar una clasificación de los parámetros y 
seleccionar uno o varios subconjuntos a estimar, ya 
que los errores relativos de estimación (desviaciones 
típicas adimensionales usadas en el cálculo de 
regiones de confianza) que predice la FIM de forma 
aproximada para los parámetros dependen tanto de 
las sensibilidades individuales como de la 
identificabilidad dentro del conjunto.  
 
2.5 ESTIMACIÓN POR OPTIMIZACIÓN 
 
Se estimarán aquellos parámetros que presenten una 
sensibilidad elevada o considerable, nunca aquellos 
que presenten sensibilidades despreciables. Y en 
cuanto a la identificabilidad, interesa que el 
subconjunto de parámetros a estimar presente una 
baja colinealidad. Si la colinealidad es alta, habrá 
muchas combinaciones de valores θ* que conducirán 
al mismo valor de J aproximadamente. No obstante, 
puede decidirse estimar un subconjunto de 
parámetros con elevada colinealidad, ya que 
normalmente estimar un número mayor de 
parámetros hace que el ajuste a los datos 
experimentales sea mejor. Aunque si el número de 
parámetros es considerable, lo lógico será seleccionar 
un conjunto con una buena identificabilidad para 
reducir el número de parámetros a estimar y facilitar 
así la tarea al algoritmo de optimización. 
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Tras seleccionar uno o varios subconjuntos de 
parámetros, la estimación se efectúa por optimización 
dinámica de acuerdo con una función multiobjetivo 
correspondiente a un criterio de mínimos cuadrados 
ponderados. Los datos experimentales no se filtraron 
dado que el ruido no afecta negativamente a la 
optimización y en modelos no lineales no está  
comprobado que conduzca a mejores estimas. 
 
Tabla 3: Parámetros estimados e intervalos de 
confianza, cuando se estimaron 4 y 2 param. 
 
Parám. θ inicial θ*4 param θ*2  param 
θ1  
 
θ2  
 
θ3 
 
θ4 
0.72 
 
34 
  
0.47 
 
7.0 
(0.6195 ± 
0.0004) 
(52.4 ± 1.2) 
 
(0.465 ± 
0.007) 
(9.69 ± 
0.11) 
(0.6195 ± 
0.0005) 
 
 
 
 
(11.08 ± 
0.09) 
 
 
Figura 6: Salida medida 1. 
 
 
Figura 7: Salida medida 2. 
 
En la Tabla 3 se muestran los estimadores (no 
escalados y con dimensiones) obtenidos cuando se 
estimaron 4 y 2 parámetros en el caso del depósito. 
Las Figuras 6 y 7 muestran la diferencia entre el 
ajuste del modelo a los datos experimentales antes y 
después de la estimación, cuando se seleccionaron 
subconjuntos de 4 y 2 (θ1 θ4) parámetros a estimar. 
 
3 RESOLVEDORES EN EL 
ENTORNO ECOSIMPRO® 
 
El entorno de modelado y simulación empleado 
EcosimPro® presenta muchas cualidades que le 
confieren una gran versatilidad y potencia. 
Para la estimación de parámetros se analizó el 
funcionamiento de una herramienta general de 
optimización no lineal (NLP) a utilizar como 
resolvedor en problemas de optimización planteados 
en EcosimPro®, una rutina NAG® de minimización 
NLP que implementa un método de programación 
cuadrática secuencial SQP. 
 
Dicho algoritmo utiliza un método determinista. 
Presenta la ventaja de la rapidez frente a un método 
heurístico, pero en general no garantiza que el óptimo 
hallado sea el global. Otras consideraciones generales 
a tener en cuenta cuando se trabaja en optimización 
son el necesario escalado de las variables de decisión, 
así como la importancia de inicializar y delimitar 
convenientemente las variables de decisión. 
 
3.1 RUTINA DE LA LIBRERÍA NAG® 
 
Para enlazar la rutina de optimización NAG® con 
EcosimPro® se empleó una llamada a la misma desde 
el experimento de EcosimPro®. Y se analizó la 
conveniencia de proporcionar a la rutina los 
gradientes analíticos de la función objetivo a 
optimizar respecto de las variables de decisión 
(∂J/∂θj), gradientes obtenidos por integración 
numérica en EcosimPro® según (12).  
 
El interés en analizar la conveniencia de proporcionar 
las derivadas analíticas integradas numéricamente –
frente a la opción habitual de que sea el optimizador 
quien las estime como cociente de incrementos a 
partir de evaluaciones de la función objetivo– es 
debido a que uno de los puntos más críticos para la 
búsqueda del óptimo hace referencia al cálculo de las 
derivadas. Y es habitual en este tipo de problemas de 
optimización donde la función objetivo a minimizar 
se calcula tras una simulación que alrededor del 90% 
del tiempo de computación sea dedicado a la 
simulación del modelo (bien para obtener el valor de 
la función objetivo o sus gradientes), especialmente 
cuando el modelo tiene cierto grado de complejidad, 
por lo que es importante tratar de aumentar la 
eficiencia en la búsqueda de la solución. 
 
Se evaluaron los resultados para distintas condiciones 
iniciales y límites en los parámetros, de acuerdo con 
la robustez (valor final alcanzado J*), el número de 
iteraciones del algoritmo y el tiempo total de 
computación. Por otra parte, es sabido que la 
precisión del simulador ha de ser mayor que la 
precisión del resolvedor para que el algoritmo de 
optimización proporcione unos resultados fiables 
cuando la obtención de la función objetivo J 
involucra la resolución de sistemas de ecuaciones y 
simulación; un valor de dos órdenes de magnitud de 
diferencia suele ser suficiente. Por lo que igualmente 
se realizaron diferentes pruebas modificando 
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conjuntamente las precisiones de cálculo de la rutina 
de optimización NAG® y de EcosimPro®. 
 
La conclusión obtenida es que el óptimo encontrado 
cuando se proporcionan los gradientes analíticos a la 
rutina NAG® nunca supera ni en el valor hallado ni 
en el tiempo empleado al caso por defecto en que es 
la propia rutina quien evalúa esos gradientes por 
diferencias finitas. Puede por tanto extrapolarse a 
otros problemas de similares características y 
concluirse que no es conveniente proporcionar al 
optimizador los gradientes analíticos obtenidos por 
integración numérica en EcosimPro®; son costosos 
de calcular en tiempo y recursos y no conducen a una 
exactitud significativamente mayor en el óptimo 
alcanzado. Así pues, será más eficaz que la propia 
rutina NAG® de optimización los estime por 
diferencias finitas mediante evaluaciones de la 
función objetivo, perturbando las variables de 
decisión en la medida adecuada para que las 
derivadas sean suficientemente precisas. 
 
4 VALIDACIÓN DE MODELOS 
 
Tras la estimación de parámetros, la etapa posterior 
en el modelado de procesos es la validación del 
modelo resultante.  
 
 
Figura 8: Validación, salida 1. 
 
 
Figura 9: Validación, salida 2. 
 
La validación es crítica dado que permite evaluar la 
credibilidad del modelo de acuerdo con el propósito 
determinado para el que se construye. La confianza 
en un modelo se obtiene a partir de resultados 
positivos en un conjunto de test. Si los resultados no 
fueran satisfactorios podría ser necesario repetir bien 
la estimación de parámetros –a partir de otros datos 
experimentales– o bien todo el proceso de 
establecimiento de hipótesis y formulación del 
modelo. Se utilizaron distintas técnicas de validación 
del modelo propuesto, de acuerdo con un 
procedimiento sistemático [8], de las cuales, por 
problemas de espacio, sólo mencionamos la 
comparación con datos experimentales. 
 
Para un experimento diferente al de parametrización, 
el modelo obtenido conduce a los resultados que se 
muestran en las Figuras 8 y 9. Se observa cómo el 
modelo estimando 4 parámetros permite un mejor 
ajuste que estimando 2 parámetros en la salida 2, 
pero la diferencia puede no ser significativa. 
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