Abstract. Based on the method by [Küc95], we give a procedure to list up all complete intersection Calabi-Yau manifolds with respect to homogeneous vector bundles on Grassmannians for each dimension. In particular, we give a classification of such Calabi-Yau 3-folds and determine their topological invariants. We also give another descriptions for some of them.
Introduction
In this paper, a smooth projective manifold is called Calabi-Yau if its first Chern class is trivial. Calabi-Yau manifolds receive significant interest from mathematicians and physicists, not only for the classification of algebraic varieties but also for the relation with the string theory. In dimensions greater than two, there are many different deformation equivalent classes of CalabiYau manifolds. Many construction of Calabi-Yau manifolds are known, for instance, complete intersections of hypersurfaces in toric Fano varieties (see e.g. [CK99] and references therein). However, it is still an open problem whether or not the number of deformation equivalent classes of Calabi-Yau 3-folds is finite.
Let F be a globally generated homogeneous vector bundle on the Grassmannian G(k, n) of k dimensional subspaces in C n . We denote by Z F ⊂ G(k, n) the zero locus of a general global section of F . From the Bertini type theorem by [Muk92] , Z F is a disjoint union of smooth submanifolds of G(k, n) with codim Z F = rank F if it is not the empty set. If that is the case, we call Z F a complete intersection with respect to F .
Küchle has classified complete intersection Fano 4-folds with respect to homogeneous vector bundles on Grassmannians [Küc95] . In this paper, we slightly generalize his result and obtain the list of all complete intersection Calabi-Yau 3-folds with respect to homogeneous vector bundles on Grassmannians.
Theorem 1.1. Let 1 < k < n − 1 be integers. A complete intersection Calabi-Yau 3-fold Z F in G(k, n) for a globally generated homogeneous vector bundle F is one of the listed 3-folds in Table 1 up to natural identifications among the Grassmannians explained in Remark 3.1. All except for No. 30 are irreducible, and all except for No. 26 are Calabi-Yau 3-folds in the strict sense, i.e.
In [Kuz15] , Kuznetsov gave alternative descriptions of the Fano 4-folds in [Küc95] with Picard number greater than 1, i.e. (b4), (b9), (c7), (d3) in Küchle's list. In the paper, Kuznetsov asked whether Z Q(1) ⊂ G(2, 6) and Z O(1) ⊕6 ⊂ G(2, 7) are deformation equivalent or not since they have the same collections of discrete invariants, where Q is the universal quotient bundle of rank 4 on G(2, 6). Soon after a preliminary version of [Kuz15] appeared, Manivel gave an affirmative answer in [Man15] . In fact, Manivel showed that these two types of varieties are the same up to projective equivalence. In Sections 4 to 7, we also give alternative descriptions of most of Calabi-Yau 3-folds in Table 1 Table 1 . complete intersection Calabi-Yau 3-folds in Grassmannians
In the right-most column of Table 1 , we use the notation X d 1 ,...,dr , which means a complete intersection of r general hypersurfaces of degree d 1 , . . . , d r in X. If X is one of Grassmannians G(k, n), orthogonal Grassmannians OG(k, n), Lagrangian Grassmannians LG(k, 2k) and a G 2 -Grassmannian G 2 /P 1 , the degrees are defined with respect to the unique ample generator of the Picard group. For the case of X = l P s , the degrees of the hypersurfaces appearing here are defined with respect to O X (1, . . . , 1). This paper is organized as follows. In Section 2, we show Proposition 2.2, which states that there are at most finitely many families of complete intersection Calabi-Yau d-folds with respect to homogeneous vector bundles on Grassmannians for a fixed dimension d > 0. The proof gives a concrete procedure to classify such d-folds. In Section 3, we exemplify the classification of Calabi-Yau 3-folds, and show Theorem 1.1. In Sections 4 to 7, we study alternative descriptions of Calabi-Yau 3-folds in Table 1 . Throughout this paper, we work over the complex number field C.
Finiteness of complete intersection Calabi-Yau manifolds
In this section, we give a procedure to list up all homogeneous vector bundles F on Grassmannians such that Z F is a d-dimensional Calabi-Yau manifolds for fixed d > 0.
Let S and Q be the universal subbundle and the universal quotient bundle on a Grassmannian G(k, n), respectively. Hence there exists an exact sequence on G(k, n)
We denote by S λ S * (resp. S µ Q) the globally generated homogeneous vector bundle corresponding to the Schur module S λ C k (resp. S µ C n−k ) with respect to a Young diagram λ = (
Any irreducible globally generated homogeneous vector bundle E on G(k, n) can be written as
for some λ, µ and p ≥ 0 with λ k = 0 and µ n−k = 0. We note that
Let F be a globally generated homogeneous vector bundle on a Grassmannian G(k, n) such that dim Z F = d and c 1 (Z F ) = 0. By the adjunction formula for Z F ⊂ G(k, n), it holds that
The condition (3) imposes several restrictions on an irreducible component E ⊂ F . One of the restrictions is the following.
Lemma 2.1 ([Küc95, Corollary 3.5 (a)]). Let E be an irreducible component of F . Then E is one of S λ S * , S µ Q, and
In this section, we show the following proposition.
Proposition 2.2. Consider a globally generated homogeneous vector bundle F on G(k, n) which is decomposed as
where F S , F Q and F line are direct sums of irreducible homogeneous vector bundles of type S λ S * , S µ Q, and O(p) with λ 1 = λ k ≥ 0, µ 1 = µ n−k ≥ 0, and p > 0, respectively.
For a fixed positive integer d > 0, there are at most finitely many choice of positive integers k, n, and F on G(k, n) such that (3) and the following assumptions (A1), . . . , (A4) are satisfied.
(
Here we explain each assumption. Let F be a globally generated homogeneous vector bundle on G(k, n) such that Z F is a Calabi-Yau d-fold.
By Lemma 2.1, such F must be decomposed as (4). If k = 1, i.e. if F is on a projective space P n−1 , we easily see that F S = F Q = 0 because S * = O(1), rank Q = n − 1, and d > 0. Hence we may assume (A1) unless we consider complete intersections of hypersurfaces in projective spaces.
Set l = n − k. Under the natural isomorphism G(k, n) ≃ G(l, n), the homogeneous vector bundles S λ S * and S µ Q on G(k, n) are transformed to S λ Q and S µ S * on G(l, n), respectively. Hence we assume (A2) to avoid the duplication.
There is another natural isomorphism between Z S * ⊂ G(k, n) and G(k, n − 1). Under the isomorphism, the restrictions of homogeneous vector bundles S * and Q on Z S * correspond to S * and Q ⊕ O on G(k, n − 1), respectively. A similar property holds for Z Q ⊂ G(k, n) and G(k − 1, n − 1). Hence we assume (A3) as in [Küc95, Lemma 3.2 (ii)]. Finally, by considering the possible dimension of an isotropic subspace in C n equipped with a symmetric or a skew-symmetric form of the maximal rank, we see that Z Sym 2 Q = ∅ for n > 2k and
under which the restrictions of homogeneous vector bundles on Z ∧ 2 Q ⊂ G(k, 2k+1) are transformed to other kinds of homogeneous vector bundles on Z ∧ 2 Q ⊂ G(k, 2k). Therefore we also assume ∧ 2 Q ⊂ F for n = 2k + 1. Hence we assume (A4) as in [Küc95, Lemma 3.2 (iii)].
In conclusion, we have the following corollary of Proposition 2.2.
Corollary 2.3. For a fixed positive integer d > 0, there are at most finitely many families of complete intersection Calabi-Yau d-folds in Grassmannians with respect to globally generated homogeneous vector bundles, up to natural identifications among Grassmannians explained as above.
In the rest of this section, we give a proof of Proposition 2.2. To show Proposition 2.2, we may assume one more condition for n = 2k.
Lemma 2.4. To prove Proposition 2.2, it suffices to show the finiteness of the choices of k, n, and F under the additional condition (A5)
Proof. Assume n = 2k and take F = F S ⊕ F Q ⊕ F line which satisfies (3) and (A1),. . . ,(A4). Write
Then F is obtained from F ′ by replacing some components S λ S * of F ′ by S λ Q. Since we have at most finitely many F by such replacement for a fixed F ′ , it suffices to show the finiteness of F ′ , which satisfies the additional condition (A5).
Example 2.5.
Then rank F 1 = 10, c 1 (F 1 ) = 8, and hence Z F 1 is a Calabi-Yau 6-fold. Replacing one of the irreducible component
, from which we have another Calabi-Yau 6-fold Z F 2 . Since the Euler numbers of these varieties are computed as χ (Z F 1 ) = 14148 and χ (Z F 2 ) = 14328, we see that Z F 1 and Z F 2 are not isomorphic.
Throughout Subsections 2.1, 2.2, F = F S ⊕ F Q ⊕ F line is a vector bundle as in Proposition 2.2, which satisfies (2) and (A1)-(A5).
The case with
We begin with the case F Q = 0. In this case, we have n > 2k by (A2) and (A5). Let us write l := n − k > k.
Lemma 2.6. Assume that there exists an irreducible component E of F Q which is not ∧ l−1 Q nor Q(1). Then F is one of the following:
e. µ = (1, . . . , 1, 0) nor (2, 1, . . . , 1). There are the following possible cases for µ, (Q1) µ i > µ i+1 and µ j > µ j+1 for some i = j, (Q2) µ i − µ i+1 ≥ 2 for some 2 ≤ i ≤ l − 2, and l ≥ 4,
where we suppose the i-th case (Qi) does not include any µ which satisfies one of the conditions from the first case (Q1) to the (i − 1)-th case (Q(i − 1)) for all i = 2, . . . , 8.
We can list up all E = S µ Q which satisfy the conditions δ := kl − rank E = dim Z E > 0 and ι := n − c 1 (E) = c 1 (Z E ) ≥ 0 for each case by using the formulas
where
First, we omit the case (Q1). If that is the case,
Then we have δ ≤ kl − (l 2 − 1) < 0 (since l > k). This contradicts the condition δ > 0. We can also exclude (Q2), (Q3) and (Q4). First, let us consider the case (Q2). In this case, we have
for all 2 ≤ i ≤ l−2. Then we obtain δ ≤ kl− 1 12
, which is a contradiction. For (Q3) and (Q4), we use the condition ι ≥ 0. Let us treat with the case (Q3) first, i.e. E = S (j l−1 ,0) Q(p) with j ≥ 2 and p ≥ 0. It holds that
Hence we have a contradiction ι ≤ n − (l 2 − 1) < 0 (since n < 2l and l ≥ 3). Consider the case (Q4), i.e. E = S (j,0 l−1 ) Q(p) = Sym j Q(p) with j ≥ 2 and p ≥ 0. Note that the case with j = 2 and p = 0 is already excluded by the assumption (A4). Then we have
It also leads us to ι ≤ n − 1 2 (l + 1)(l + 2) < 0. The case (Q5) is the first case which gives a non-trivial contribution to the classification. From 3 ≤ i ≤ l − 3, it holds that rank E ≥ . Hence we have
where the last inequality follows from l ≥ k + 1. These inequalities give (l − 1)(l − 2) < 6k and k < 7. Hence all the possible irreducible bundles E of (Q5) with δ > 0 can be listed in the following.
The condition ι ≥ 0 gives two examples of F , (α9) and (α11) in this case (Q5).
In the case (Q6), the condition of µ turns into
since n ≤ 2l − 1 and l ≥ 5. Let p = 0. We have a condition
This gives a bound l ≤ 6, i.e. l = 5 or 6. Together with l ≥ k + 1, one can list all possible (k, l) by using another condition
Namely, the possible irreducible vector bundle E = ∧ l−2 Q of (Q6) with δ > 0 and ι ≥ 0 should be over one of the following Grassmannians. The values δ and ι are also listed.
We note that ι ≤ k − 1 holds for all cases. Hence we have
Hence we obtain the remaining ten Calabi-Yau manifolds among (α1)-(α12). For (Q7), we may assume E = ∧ 2 Q(p) with p ≥ 1 or E = ∧ l−1 Q(p) with p ≥ 1 by the assumptions (A4) and E = ∧ l−1 Q, respectively. In the former case, it holds that
for any k ≥ 2. The equalities hold only for k = 2, l = k + 1 = 3 and p = 1, i.e. the case (β2). In the latter case, we also observe
since p ≥ 1 and l > n 2
. The both equalities hold simultaneously only for (βk)'s. Finally, we consider the case (Q8), i.e. E = Q(p) with p ≥ 0. We may assume p ≥ 2 by the assumptions (A3) and E = Q(1). Hence we have a contradiction
. Therefore the proof is completed.
The case with F
From Lemma 2.6, we may focus on the case
where A and B are non-negative integers. Note that the assumptions (A2) and (A5) imply n ≥ 2k + 1 for (A, B) = (0, 0) and n ≥ 2k for (A, B) = (0, 0). We set G := F S ⊕ F line for the sake of simplicity.
Lemma 2.7. The possible values of (A, B) are only (2, 0), (1, 0), (0, 1), and (0, 0).
Proof. We note that G must satisfy the conditions
Since G is globally generated, we have
This contradicts to the assumption (A1) and n ≥ 2k + 1. Similarly, (22) gives 0 ≤ −n + 2k − 2 (resp. 0 ≤ −n + 2k) if B ≥ 2 (resp. if A ≥ 1 and B ≥ 1). They contradict to n ≥ 2k + 1 for (A, B) = (0, 0).
, F is one of the following.
Proof. From (22) and l ≥ k + 1, we see c 1 (
rank E ≥ |λ| ≥ 2. Hence there exists no such E, i.e. G = F line . Therefore we also obtain (γk) if c 1 (G) = 1 and (δk) if c 1 (G) = 0. Now we consider the case with A + B ≤ 1. Getting the idea from [Küc95] , we consider an invariant κ E := kc 1 (E) − rank E for a vector bundle E on G(k, n). This is an additive integral invariant, and takes a positive value
for any irreducible component E = S λ S * ⊂ G. In particular, we have conditions κ E ≤ κ G and
from (21) and (22).
In Lemmas 2.6 and 2.8, we describe F explicitly for all d > 0. On the other hand, we only show the finiteness of F for a fixed d > 0 in the following lemmas. Hence we fix a positive integer d > 0 in the rest of this section.
Lemma 2.9. For a fixed k, there are at most finitely many F with A + B ≤ 1.
Proof. We set a λ ≥ 0 as the multiplicity of any irreducible component S λ S * ⊂ G with λ = (λ 1 ≥ · · · ≥ λ k ≥ 0). Note that we allow to choose λ = (p, p, . . . , p) with p > 0, which corresponds to the line bundle
from (22). The finiteness of the choices of λ and (a λ ) follows from (25) and
If
holds from (24). The finiteness of the choices of λ and (a λ ) also follows from
From Lemma 2.9, it suffices to show the boundedness of k for A + B ≤ 1. Let us define
for each E = S λ S * ⊂ G. By the condition κ E ≤ κ G with (24) and the assumption l ≥ k + 1 for A + B > 0, we obtain a necessary condition
for any irreducible component E in G for A + B = 0 or 1.
Lemma 2.10. For a sufficiently large k, there is no F with A + B = 1.
Proof. Note that we may assume G = 0. In fact, if G = 0, (21) gives the condition
For (A, B) = (1, 0), we also have
holds from (23). If k > d + 1, this implies |λ| ≤ 2 since rank E ≥ k. Since E = S * , we have |λ| = 2 and hence E = ∧ 2 S * or Sym 2 S * . From (31) and (23), we have
if k > d + 1. By solving it, we obtain k ≤ 4. Thus we have k ≤ max{d + 1, 4} if F S = 0. In the remaining case G = F line = 0, we can also see that k ≤ 1 2 1 + √ 4d + 9 by rank F line ≤ c 1 (F line ) with (21), (22) and l ≥ k + 1.
Finally we consider the most intricate case with (A, B) = (0, 0), i.e. F Q = 0. Contrary to Lemmas 2.6, 2.8 and 2.10, we should allow n = 2k in this case (recall that (A5) is the condition that F Q = 0 if n = 2k).
Lemma 2.11. Assume F Q = 0. For a sufficiently large k, any irreducible component
Proof. We can show this lemma by the case analysis similar to (Qi)'s in the proof of Lemma 2.6. (1, 1, 0 , . . . , 0), (2, 0, . . . , 0), (1, , . . . , 1, 0), (2, 1, . . . , 1). In the following table, we give the lower bounds of ϕ E (k) for each cases (S1), . . . , (S7), for which we use (23), (29) and the similar evaluation of rank E as the proof of Lemma 2.6. This implies the boundedness of k by the condition (30). Note that here we define the i-th case (Si) not including any λ in (S1), . . . ,(S(i − 1)) for all i, similarly to (Qi)'s.
conditions for E = S λ S * lower bounds of ϕ E (k) (S1) λ i > λ i+1 and λ j > λ j+1 for some i = j, and
Proof of Proposition 2.2. By Lemma 2.4, it suffices to show the finiteness of F which satisfies (2) and (A1)-(A5). By Lemmas 2.6 and 2.8 to 2.10, we see the finiteness of such F with F Q = 0. By Lemmas 2.9 and 2.11, it is enough to show that for sufficiently large k, there is no F such that F Q = 0 and F S has the form
where α, β, γ and δ are non-negative integers. In fact, we show that there is no such
By using the condition κ
If α + β + 2γ + 2δ > 2, we have k(k − 2) − 4k ≤ 2d, i.e. k ≤ 3 + √ 9 + 2d. Thus it holds that α + β + 2γ + 2δ ≤ 2 if k > 3 + √ 9 + 2d, and hence (α, β, γ, δ) is one of the following; (2, 0, 0, 0), (1, 1, 0, 0), (0, 2, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1), (1, 0, 0, 0), (0, 1, 0, 0) and (0, 0, 0, 0).
Now we have a condition rank F line ≤ c 1 (F line ). Hence
holds since k 2 − 2k ≤ kl − n by (A2). Thus we have
If k > d + 2, we see that (43) is satisfied only for (α, β, γ, δ) = (1, 1, 0, 0) or (0, 2, 0, 0). Finally, we use the invariant κ. It holds that
If κ F line = 0 and k > d, (44) leads to a contradiction. If κ F line = 0, we have κ
Hence (44) leads to a contradiction for k > d + 1. Therefore there exists no choice of F for a sufficiently large k. This completes the proof.
Complete intersection Calabi-Yau 3-folds
Let us apply our method to the classification of complete intersection Calabi-Yau 3-folds and show Theorem 1.1.
Remark 3.1. In order to create Table 1 , we omit some duplication originated from several kinds of natural identifications.
There are the natural isomorphisms between G(k, n) and G(n − k, n), Z S * ⊂ G(k, n) and G(k, n − 1), Z Q ⊂ G(k, n) and G(k − 1, n − 1), and Z ∧ 2 Q ⊂ G(k, 2k) and Z ∧ 2 Q ⊂ G(k, 2k + 1) discussed in Section 2.
We have one more identification, which was not considered in Section 2. On
line be a homogeneous vector bundle on a Grassmannian G(k, n) which satisfies rank F = k(n − k) − 3 and c 1 (F ) = n (45) and the assumptions (A1)-(A5). First we consider the case
⊕B , we obtain two Calabi-Yau 3-folds, (α2) and (β2) from Lemma 2.6, i.e. No. 29 and 5 in Table 1 , respectively.
Next, we consider the case with 
for an irreducible bundle E = S λ S * ⊂ F S , we only need to check the Young diagrams with |λ| ≤ 4 for k = 2, |λ| ≤ 5 for k = 3, 4 and |λ| ≤ 6 for k = 5. We restrict the possible bundles further by the actual evaluation of κ E ≤ k 2 + 3. For instance, if k = 2, the possible form becomes
The conditions (45) turn into 7 = κ F = 4x 1 + 3x 2 + y 1 + 3y 2 + 5y 3 + 7y 4 ,
4 ≤ n = 3x 1 + 3x 2 + y 1 + 2y 2 + 3y 3 + 4y 4 .
By solving them, we get the remaining Calabi-Yau 3-folds among No.1-No.18. The same argument works for each k ≤ 5 and we obtain the remaining cases among No. 19-No. 33. Assume F Q = 0 and k ≥ 6. In this case,
for some α, β, γ and δ by Lemma 2.11. By the proof of Proposition 2.2, we have
and hence k = 6. We note that (39), (43) and (44) hold even if k ≤ max{3 + √ 9 + 2d, d + 2}. By equalities (39), (43) for d = 3, k = 6, we see that (α, β, γ, δ) must be (1, 1, 0, 0). Hence κ F line = d = 3 by (44). However there is no such F line since κ O(p) = pk − 1 ≥ 5 > 3 for p > 0. Thus there is no solution for k ≥ 6. Finally, we consider F which does not satisfy (A5), i.e. F Q = 0 with n = 2k. Let F be a classified homogeneous vector bundle over G(k, 2k) which satisfies (45) and F Q = 0. As in Example 2.5, we can obtain another F ′ on G(k, 2k) by replacing one of S λ S * ⊂ F with S λ Q. 
Alternative description: No. 4, 5, 7 and 10
In the rest of this paper, we study alternative descriptions of some of Calabi-Yau 3-folds in Table 1 . In this section, we treat No. 4, 5, 7 and 10.
Let W be a linear space of dimension n, and let E be a globally generated locally free sheaf on G(k, W ). We consider a description of Z E(1) ⊂ G(k, W ).
We denote by K the kernel of the natural surjection H 0 (E) ⊗ O → E. We consider the following diagram:
where π is the projective bundle induced by K ⊕ O(−1) and µ is the morphism induced by
Since O(1) is very ample on G(k, W ),
is an isomorphism for P(
Lets be an element in
In other words,s is a global section of H 0 (E) ⊗O(1) on G(k, W ). Let s ∈ H 0 (E(1)) be the image ofs by the natural map
, which we also denote by the same letters. Hence we have a linear embedding
Let Ps ⊂ P(H 0 (E) ⊕ ∧ k W ) be the image of the embedding. In other words, Ps is the linear subvariety of codimension h 0 (E) cut out by the image of
Conversely, if a linear subvariety
Proposition 4.1. Lets be a general element in H 0 (E) ⊗ (∧ k W ) * , and let s, Ps be as above. Let Z ⊂ G(k, W ) be the zero locus of the section s ∈ H 0 (E(1)) and let Z ′ ⊂ Σ be the linear section of Σ by Ps. Then Z ⊂ P(∧ k W ) and Z ′ ⊂ Ps are projectively equivalent.
To prove Proposition 4.1, we use the following lemma. In the lemma, we consider Grassmannians of quotient spaces: For a vector space E, we denote by G(E, r) the Grassmannian of r-dimensional quotient spaces of E. More generally, for a coherent sheaf E on a noetherian scheme S, we set a scheme G S (E, r) over S by G S (E, r) := Quot r,O S E/S/S , which parametrizes locally free quotient sheaves of ϕ * E of rank r for each ϕ : T → S (see [Gro95] , [Nit05, 5.1.5]). In particular, the fiber of G S (E, r) → S over s ∈ S is the Grassmannian G(E ⊗ k(s), r). If E is locally free of rank n, we call G S (E, r) → S a G(n, r)-bundle over S.
Lemma 4.2. Let ϕ : E → F be a homomorphism between locally free sheaves on a variety X. Let 0 ≤ r ≤ f − 1 be a non-negative integer for f = rank F and let π : G X (F , f − r) → X be the Grassmannian over X. Let Y be the zero locus of
where Q π is the tautological quotient bundle of rank f − r on G X (F , f − r). Let Z ϕ (i) ⊂ X be the i-th degeneracy locus of ϕ, i.e. the locus where the rank of ϕ is at most i. Then
, where we set Z ϕ (−1) = ∅.
Proof. Let coker ϕ be the cokernel of ϕ. By the canonical quotient homomorphism F → coker ϕ, G X (coker ϕ, f − r) is embedded into G X (F , f − r). Then G X (coker ϕ, f − r) is the locus where π * F → Q π factors through π * coker ϕ, and the locus is nothing but the zero locus Y of π
is empty if dim coker ϕ x < f − r, which is equivalent to x / ∈ Z ϕ (r). Thus (i) holds. By the definition of degeneracy loci, coker ϕ is locally free of rank f − i on Z ϕ (i) \ Z ϕ (i − 1). Hence (ii) follows.
Proof of Proposition 4.1. We have the following commutative diagram on G(k, W )
where ι is the natural injection and p 2 is the projection to the second factor. We apply Lemma 4.2 to (ι,s)
(1) and r = rank K. In this case,
and Y is the zero locus of
where O π (−1) is the tautological invertible sheaf of the projective bundle π. By the diagram (54), it holds that coker(i,s)
By construction, (55) is the pullback of (52), Z and Z ′ are projectively equivalent.
4.1.
No. 4 and 7. In this subsection, we consider the case E = S * on G(2, W ) for 5 ≤ dim W ≤ 8. In this case, H 0 (E) = W * , K = Q * , and Σ is contained in P(W * ⊕ ∧ 2 W ).
Lemma 4.3. Suppose that dim W = 5, 6, 7 or 8. The variety Σ ⊂ P(W * ⊕ ∧ 2 W ) is projectively equivalent to a Schubert variety of a generalized Grassmannian G/P = OG(5, 10) = D 5 /P 5 , OP 2 = E 6 /P 6 , E 7 /P 7 or E 8 /P 8 ⊂ P H 0 (O G/P (1)) , respectively.
Proof. We recall the Tits transform. Let G be a simple Lie group and fix a Borel subgroup B ⊂ G.
Consider the diagram G/(P ∩ Q)
µ y y r r r r r r r r r rπ % % ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ G/Q G/P
where P and Q are distinct parabolic subgroups of G containing B. For a subset X ⊂ G/P , the Tits transform of X is defined by T (X) :=μ(π −1 (X)) ⊂ G/Q, (see [LM04] for detail). Let ∆ be the set of simple roots of G and ∆ ′ ⊂ ∆ a subset of simple roots which defines a semi-simple Lie subgroup G ′ ⊂ G. From the discussion of [LM04, Section 2.7.1], a homogeneously embedded homogeneous submanifold G ′ /(Q ∩ G ′ ) ⊂ G/Q is a smooth Schubert variety of G/Q which coincides with the Tits transform of the Borel fixed point o := P/P in G/P , where P is the parabolic subgroup whose Lie algebra p = Lie P satisfies ∆ ′ = {α ∈ ∆ | g −α ⊂ p}. In particular, we get the following diagram for G = D 5 , E 6 , E 7 and E 8 and G ′ = A n−1 , where n = rank G and the crossed Dynkin diagrams and the encircled crossed Dynkin diagram represent flag manifolds and the corresponding homogeneously embedded homogeneous submanifold, respectively.
G(2, n)& & ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲
57) Let us use the numeration 1, 2, 3, 5, . . . , n for the nodes in the upper row and 4 for the unique lower node in the Dynkin diagram and denote by ̟ i and P i the fundamental weight and the maximal parabolic subgroup which correspond to the node i, respectively. Let G be the homogeneous vector bundle corresponding to the fundamental representation V ̟n , i.e.π : G/(P 2 ∩ P n ) → G/P 2 is nothing but the P n−2 -bundle P G/P 2 (G) → G/P 2 , andμ is the morphism induced by the tautological line bundle of P G/P 2 (G) in the diagram (57). Here the restriction G| G(2,n) is isomorphic to Q * ⊕ O(−1) on G(2, n) ⊂ G/P 2 from the following branching rules of the representations of parabolic subgroups P 2 ∩ A n−1 ⊂ P 2 , where the crossed Dynkin diagram and the encircled crossed Dynkin diagrams represent the parabolic subgroup P 2 and P 2 ∩ A n−1 , respectively, and the integers on each nodes are coefficients of fundamental weights of the highest weight of the irreducible representations. Hence the restriction of the left side of the diagram (57) coincides with (51) for k = 2, dim W = n, E = S * , K = Q * , and then Σ coincides with the Tits transform T (G(2, n) ), which is a Schubert variety of G/P n by [CR13, Lemma 2.4]. (G(2, n) ) ⊂ G/P n , explicitly. For each 5 ≤ n ≤ 8, the list of reduced expressions of the corresponding elements in the Weyl groups are given in the following table, where i 1 · · · i m represents an element w = s i 1 · · · s im of the set of minimal length representatives W P j min ⊂ W G of the cosets W G /W P j for j = 2 or n with simple reflections s 1 , . . . , s n in the Weyl group W G . w ∈ W Pn min with Σ = Bw −1 P n /P n w ∈ W P 2 min with G(2, n) = Bw −1 P 2 /P 2 G =
From Proposition 4.1 and Lemma 4.3 with the above computation, we get the description of No. 4 and 7 in Table 1. For n = 5, Σ is the Schubert divisor of OG(5, 10), as shown by [CCGK16, Section 16] in a different way. Especially, a Calabi-Yau 3-fold in No. 4 is isomorphic to the complete intersection of OG(5, 10) by six hyperplanes and a quadric.
In the case of n = 6, Σ is the 12-dimensional Schubert variety of degree 33 in the Cayley plane OP 2 , which is first pointed out by [Gal14, GKM] . Therefore a Calabi-Yau 3-fold in No. 7 is isomorphic to the complete intersection of the 12-dimensional Schubert variety of degree 33 in OP 2 by nine hyperplanes.
4.2.
No. 5. We apply Proposition 4.1 to E = ∧ 2 Q on G(2, W ) for dim W = 5. Then we have a subvariety Σ in P(
Lemma 4.5. It holds that
where X red is the scheme with the reduced structure for a scheme X.
Proof. In this case, K is the kernel of
In particular, Σ is defined by p ∧ p = q ∧ p = 0 scheme-theoretically outside P (∧ 2 W ⊕ {0}). On the other hand, [q, 0] ∈ P (∧ 2 W ⊕ {0}) is contained in Σ if and only if there exists [p] ∈ G(2, W ) such that q ∧ p = 0. This condition is equivalent to G(2, W ) ∩ P(ker(q∧)) = ∅, where ker(q∧) is the kernel of the linear map q∧ :
Consider a family {Σ t } t∈C of subschemes in
In particular, (Σ 0 ) red = Σ holds by the previous lemma.
Lemma 4.6. For t ∈ C \ 0, Σ t is projectively equivalent to the join of two Grassmannians
In particular, Σ t is reduced for t = 0. Furthermore, the family {(Σ t ) red } t∈C is flat.
Proof. Assume t = 0. Since
we have
Since the right hand side of (59) is projectively equivalent to
which is nothing but the join of the two G(2, W )'s in the statement of this lemma. To see the flatness, it suffices to show that (Σ t ) red is normal for any t ∈ C by [Har77, Section 3, Theorem 9.11]. For t = 0, the normality of (Σ t ) red = Σ t follows from that of G(2, W ). For (Σ 0 ) red = Σ, we note that the natural map
is surjective for any k ≥ 0. Thus Σ ⊂ P (∧ 2 W ⊕ ∧ 2 W ) is projectively normal, and hence normal. Thus we have the flatness.
The Calabi-Yau 3-fold which is the intersection of two Grassmannians G(2, 5) with general positions in P 9 is discussed in [Kan12, Miu13, Kap13] . By Lemma 4.6, we get the following proposition concerning such Calabi-Yau 3-fold.
Proposition 4.7. Let Z ⊂ G(2, W ) = G(2, 5) be the zero locus of a general section of ∧ 2 Q(1). Then Z is a flat degeneration of Calabi-Yau 3-folds of type
Hence we can apply Proposition 4.1, and Z is isomorphic to a linear section of Σ by Ps. Since Σ t = (Σ t ) red degenerates to (Σ 0 ) red = Σ, Σ t ∩ Ps degenerates to Σ ∩ Ps ≃ Z. By Lemma 4.6, Σ t is projectively equivalent to the join of two Grassmannians in Consider the diagram
where π is the Grassmannian bundle and µ is the morphism induced by
this diagram in nothing but the diagram (51) for E = Q and
Hence [Man15, Theorem 3.1] follows from Proposition 4.1.
Alternative description: No. 16 and 21
In this section, we show the following proposition, which states that Calabi-Yau 3-folds in No.16 (resp. No.21) are deformation equivalent to general linear sections of G(2, 7) of codimension 7 (resp. general linear sections of G(3, 6) of codimension 6).
Proposition 5.1. Let n = dim W and let Z ⊂ G(k, W ) be the zero locus of a general section of
Proof. We note that ∧ n−k−1 Q is isomorphic to Q * (1). By the exact sequence
we have an exact sequence of global sections
Choose and fix general (s, q) ∈ H 0 (S * (1)) ⊕ H 0 (Q * (1)). Since s is general, there exists a general sections ∈ H 0 (W * (1)) such that ̟(s) = s. Let X ⊂ G(k, W ) be the zero locus of s ∈ H 0 (S * (1)). On X, we have an exact sequence
. By the exact sequence (60), the zero locus ofs ∈ H 0 (W * (1)) in G(k, W ) coincides with the zero locus of s| X ∈ H 0 (X, Q * (1)| X ) in X. Let Z t ⊂ G(k, W ) be the zero locus of q + ts ∈ H 0 (W * (1)) for t = 0. Since ̟(q + ts) = ts, Z t is contained in X. As a subscheme of X, Z t is the zero locus of q + ts| X ∈ H 0 (X, Q * (1)| X ). Since Z is the zero locus of q| X ∈ H 0 (X, Q * (1)| X ) as a subscheme of X, Z t degenerates to Z. The Koszul complex induced by (s, q) ∈ H 0 (S * (1)) ⊕ H 0 (Q * (1)) (resp. q + ts ∈ H 0 (W * (1))) gives a locally free resolution of O Z (resp. O Zt ) on G(k, W ). Hence Z and Z t have the same Hilbert polynomial by the exact sequence (60). Thus this degeneration is flat.
Remark 5.2. By Proposition 5.1, we see the G 2 -Grassmann Calabi-Yau 3-fold X in [IMOUa, IMOUb] is a specialization of linear section Calabi-Yau 3-folds Z O(1) ⊕7 ⊂ G(2, 7).
Alternative description: No. 17 and 18
In this section, we give an alternative description of Z ∧ 5 Q in G (2, 8) . We recall the definition and some facts of the space of determinantal nets of conics. See [EPS87] , [Tjø97] for the detail.
Let V, E and F be C-vector spaces of dimension 3, 3 and 2, respectively. Consider the group action GL(E) × GL(F ) on Hom(F, E ⊗ V ) defined by
for g ∈ GL(E), h ∈ GL(F ), and α ∈ Hom(F, E⊗V ). Since the normal subgroup Γ = {t(id E , id F ) | t ∈ C * } acts on Hom(F, E ⊗ V ) trivially, the group G = GL(E) × GL(F )/Γ acts on Hom(F, E ⊗ V ). A point of Hom(F, E ⊗ V ) is called stable (resp. semistable) if so is the corresponding point of P(Hom(F, E ⊗ V )) in the sense of [MF82] for the induced action of G ∩ SL(Hom(F, E ⊗ V )). In fact, it is shown in [EPS87] that Hom(F, E ⊗ V ) s = Hom(F, E ⊗ V ) ss holds. By geometric invariant theory, we have a projective geometric quotient
which is called the space of determinantal nets of conics. As seen in [EPS87] , N is a smooth projective variety of dimension 6. On N, there exist vector bundles E, F induced by trivial bundles
ss , respectively. The tautological map on Hom(F, E ⊗ V ) ss induces a homomorphism A : F → E ⊗ V. The Picard group of N is generated by det E * ≃ det F * .
In [Kuz15, Theorem 4.10], Kuznetsov proved that Z ∧ 3 Q in G(3, 8) is isomorphic to the blowup of P 5 along the Veronese surface P 2 ֒→ P 5 . By a similar strategy, we can show the following proposition.
Proposition 6.1. The zero locus Z ∧ 5 Q in G(2, 8) is isomorphic to N. In particular, a Calabi-Yau 3-fold in No. 17 is isomorphic to a linear section of N of codimension 3, and a Calabi-Yau 3-fold in No. 18 is isomorphic to the zero locus in N of a section of Sym 2 F * .
Proof.
Step 1. In this step, we show that there exists a morphism ι :
Let A = (L ij ) be a 3×2 matrix representing α ∈ Hom(F, E⊗V ) with L ij ∈ V . Let E α ⊂ Sym 2 V be the subspace spanned by 2 × 2 minors of A. We note that E α does not depend on the choice of A. By [EPS87] , α is stable if and only if α is semistable if and only if dim E α = 3. Hence E is embedded in Sym 2 V ⊗ O N as a subbundle, and we have a complex
on N, where m is the multiplication map. We note that E ֒→ Sym 2 V ⊗ O N induces an embedding N ֒→ G(3, Sym 2 V ) as in [Tjø97, Section 3]. Let W be the kernel of the multiplication map
Since dim Sym 2 V ⊗ V = 18 and dim Sym 3 V = 10, we have dim W = 8. By the complex (61), A factors through W , i.e. we have an injection A :
ss , we denote by [α] the induced point of N. We can check that the linear map
g. by taking a matrix A = (L ij ) representing α and describe A| [α] by L ij ). Hence F is a subbundle of W ⊗ O N of rank 2 and defines a morphism ι : N → G(2, W ).
Step 2. In this step, we show that ι is generically injective.
As shown in [EPS87] , [Tjø97] , a general point [α] ∈ N is represented by a matrix
for a basis {x, y, z} of V . Then we have
. This means that the point
Thus ι is generically injective.
Step 3. 
w 3 = xy ⊗ x − x 2 ⊗ y, w 4 = y 2 ⊗ x − xy ⊗ y, w 5 = xz ⊗ x − x 2 ⊗ z, w 6 = z 2 ⊗ x − xz ⊗ z, w 7 = yz ⊗ y − y 2 ⊗ z, w 8 = yz ⊗ z − z 2 ⊗ y.
Step 4. In this step, we finish the proof by showing that the morphism ι : N → G(2, W ) in
Step 1 is an embedding and the image is the zero locus Z of λ ∈ H 0 (∧ 5 Q) = ∧ 5 W . Since λ ∈ ∧ 5 W = H 0 (∧ 5 Q) is general, Z is smooth of dimension 6. We can check h 0 (O Z ) = 1 and hence Z is irreducible. Since ι is generically injective by Step 2, dim ι(N) = dim N = 6 = dim Z. Hence ι(N) = Z holds. Since ι : N → Z is birational, ρ(N) = 1, and Z is smooth (in particular, normal), ι : N → Z must be an isomorphism by Zariski's Main Theorem and this proposition is proved.
Alternative description: the rest cases
In this section, we see the rest of descriptions in Table 1 No. 11 : Z ∧ 3 Q ⊂ G(2, 6) is a 4-dimensional Del Pezzo manifold with Picard number two. By the classification of Del Pezzo manifolds (see [IP99] ), it is isomorphic to P 2 × P 2 .
No. 15 and 16 : It is known that Z ∧ 4 Q ⊂ G(2, 7) is isomorphic to a rational homogeneous space G 2 /P 1 by [MRT] , (see [CCGK16, Section 16]).
No. 22 : We see that Z Sym 2 S * ⊂ G(3, 7) is an orthogonal Grassmannian OG(3, 7) ≃ OG(4, 8). By the triality of SO(8), it is also isomorphic to OG(1, 8), a quadric hypersurface Q 6 ⊂ P 7 , which is regarded as the spinor embedding of OG(3, 7). Since O G(3,7) (1)| Z Sym 2 S * = O Q 6 (2) under the above isomorphism, Z Sym 2 S * ⊕O(1) ⊕3 ⊂ G(3, 7) is nothing but a complete intersection of four quadric hypersurfaces in P 7 .
No. 26 : We recall a result by Reid in [Rei72] . Let W be a vector space of dimension 2k + 2 and let C 2 ֒→ Sym 2 W * be a general pencil of symmetric-forms. Let X ⊂ G(k, W ) be the zero locus of the section of (Sym 2 S * ) ⊕2 corresponding to this pencil.
Let l ⊂ P(Sym 2 W * ) be the line corresponding to this pencil and let D ⊂ P(Sym 2 W * ) be the discriminant hypersurface corresponding to degenerate symmetric-forms. Since the pencil is general, the line l intersects with D transversally and l ∩ D consists of 2k + 2 points. Let C → l be the hyperelliptic curve ramified over l ∩ D. Reid proved the following theorem.
Theorem 7.1 ([Rei72, Theorem 4.8]). X is isomorphic as a variety to the Jacobian J(C).
We note that ρ(X) = 1. In fact, C is general in the space of hyperelliptic curve of genus k since the pencil is general. By [Mor76, Theorem 6.5], the endomorphism ring End(J(C)) is isomorphic to Z. Since the Néron-Severi group NS(J(C)) is naturally embedded into Hom(J(C), J(C)) for the dual abelian variety J(C) (cf. [Mum70] ) and J(C) ≃ J(C), we have NS(J(C)) ≃ Z. No. 32 : As in [Küc95, Example 4.1], Z Sym 2 S * ⊕∧ 2 S * is of index at least two. We can also compute h 1,1 ≥ 4 for Z Sym 2 S * ⊕∧ 2 S * . Hence Z Sym 2 S * ⊕∧ 2 S * is P 1 × P 1 × P 1 × P 1 by the classification of Fano 4-folds of index two with Picard number at least two (see [IP99] ).
