Abstract. We design new deterministic and randomized algorithms for computational problems in free solvable groups. In particular, we prove that the word problem and the power problem can be solved in quasi-linear time and the conjugacy problem can be solved in quasi-quartic time by Monte Carlo type algorithms.
Introduction
The study of algorithmic problems in free solvable groups can be traced to the work [11] of Magnus, who in 1939 introduced an embedding (now called the Magnus embedding) of an arbitrary group of the type F/[N, N ] into a matrix group of a particular type with coefficients in the group ring of F/N (see Section 1.5 below). Since the word problem in free abelian groups is decidable in polynomial time, by induction, this embedding gives a polynomial time decision algorithm for a fixed free solvable group S r,d . However the degree of the polynomial here grows together with d. An algorithm polynomial in both: the length of a given word and the class d of the free solvable group was found later in [15] . It was proved that the word problem has time complexity O(r|w| log 2 |w|) in the free metabelian group S r,2 , and O(rd|w| 3 ) in a free solvable group S r,d for d ≥ 3. The general approach to the conjugacy problem in wreath products was suggested by Matthews in [14] who also described the solution to the conjugacy problem in free metabelian groups. The first solution to the conjugacy problem in free solvable groups was given by Remeslennikov and Sokolov in [20] who proved that the conjugacy in S r,d can be reduced to the conjugacy in a wreath product of S r,d−1 and a free abelian group. Later Vassileva showed in [24] that the power problem in free solvable groups can be solved in O(rd(|u| + |v|) 6 ) time and used that result to show that the Matthews-Remeslennikov-Sokolov approach can be transformed into a polynomial time O(rd(|u| + |v|) 8 ) algorithm. In this paper we improve the results of [15] and [24] , namely we prove that: Theorem 2.6. There exists a quasi-quadratic timeÕ(|w| 2 ) deterministic algorithm solving the word problem in S r,d .
Theorem 5.1. There exists a quasi-quadratic timeÕ((|u| + |v|)
2 ) deterministic algorithm solving the power problem in S r,d .
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5 ) deterministic algorithm solving the conjugacy problem in S r,d .
We can improve these results further if we grant our machine an access to a random number generator. The price of that improvement is an occasional incorrectness of the result. Fortunately, we can control the probability of an error: for any fixed polynomial p we can adjust some internal parameter in the algorithm to guarantee that the probability of an error converges to 0 as fast as O(1/p(n)).
Theorem 4.5. There exists a quasi-linear timeÕ(|w|) false-biased randomized algorithm solving the word problem in S r,d .
Theorem 5.2. There exists a quasi-linear timeÕ(|u| + |v|) unbiased randomized algorithm solving the power problem in S r,d . Theorem 6.6. There exists a quasi-quartic timeÕ((|u| + |v|) 4 ) unbiased randomized algorithm solving the conjugacy problem in S r,d .
Also, we want to mention Theorem 6.4 which gives a geometric approach to the conjugacy problem in free solvable groups.
Theorem 6.4. Words x, y ∈ F (X r ) represent conjugate elements in S r,d if and only if there exists z ∈ F (X r ) such that zxz −1 and y define the same flows in the Schreier graph of y in S r,d−1 .
Randomized algorithms.
A randomized algorithm is an algorithm which uses randomness as a part of its logic. Typically it uses uniformly random bits as an auxiliary input to guide its behavior in the hope of achieving good performance in the average case over all possible choices of random bits.
Historically, the first randomized algorithm was a method developed by M. Rabin in [18] for the closest pair problem in computational geometry. The study of randomized algorithms was spurred by the 1977 discovery of a randomized primality test by R. Solovay and V. Strassen in [22] . Soon afterwards M. Rabin in [19] demonstrated that the Miller's primality test can be turned into a very efficientÕ(log 2 (n)) randomized algorithm. At that time, no practical deterministic algorithm for primality was known. Even though a deterministic polynomial-timẽ O(log 6 (n)) primality test has since been found (see AKS primality test, [1] ), it has not replaced the older probabilistic tests in cryptographic software nor is it expected to do so for the foreseeable future. See [16] for more on randomized algorithms. There are two main types of randomized algorithms: Las Vegas and Monte Carlo algorithms.
A Monte Carlo algorithm is a randomized algorithm whose running time is deterministic, but whose output may be incorrect with a certain (typically small) probability. For decision problems, these algorithms are generally classified as either false-biased or true-biased. A false-biased Monte Carlo algorithm is always correct when it returns false; a true-biased behaves likewise. While this describes algorithms with one-sided errors, others might have no bias; these are said to have two-sided errors. The answer they provide (either true or false) will be incorrect, or correct, with some bounded probability. The Solovay-Strassen primality test always answers true for prime number inputs; for composite inputs, it answers false with probability at least 1/2 and true with probability at most 1/2. Thus, false answers from the algorithm are certain to be correct, whereas the true answers remain uncertain; this is said to be a (1/2)-correct false-biased algorithm.
A Las Vegas algorithm is a randomized algorithm that always gives correct results; that is, it always produces the correct result or it informs about the failure. Las Vegas algorithms were introduced by László Babai in 1979, in the context of the graph isomorphism problem, as a stronger version of Monte Carlo algorithms, see [2] .
1.2. Algorithmic problems in groups. Let F = F r = F (X) be a free group with a basis X = X r = {x 1 , . . . , x r }. By |w| we denote the length of w ∈ F . By ε we denote the empty word. When |uv| = |u| + |v|, then we write u • v for uv. Let R ⊆ F . A pair (X, R) defines a presentation of a group G = F/N (also denoted by X | R ), where N = ncl(R) is the normal closure of R in F . If R is finite [recursively enumerable], then the presentation is called finite [recursively enumerable]. For a recursively presented group G one can study the following algorithmic questions.
The word problem (WP) in G = X | R : Given w ∈ F (X) decide if w = 1 in G, or not.
It is easy to see that decidability/complexity of problems above does not depend on the generating set X. See [12, 10] for more on algorithmic problems in groups.
1.3. X-digraphs. An X-labeled directed graph Γ (or an X-digraph) is a pair of sets (V, E) where the set V is called the vertex set and the set E ⊆ V × V × X is called the edge set. An element e = (v 1 , v 2 , x) ∈ E designates an edge with the origin v 1 (also denoted by α(e)), the terminus v 2 (also denoted by ω(e)), labeled by x (also denoted by µ(e)). We often use notation v 1 x → v 2 to denote the edge (v 1 , v 2 , x). A path in Γ is a sequence of edges p = e 1 , . . . , e k satisfying ω(e i ) = α(e i+1 ) for every i = 1, . . . , k − 1. The origin α(p) of p is the vertex α(e 1 ), the terminus ω(p) is the vertex ω(e k ), and the label µ(p) of p is the word µ(e 1 ), . . . , µ(e k ). We say that an X-digraph Γ is:
• rooted if it has a special vertex, called the root;
• folded (or deterministic) if for every v ∈ V and x ∈ X there exists at most one edge with the origin v labeled with x; • complete if for every v 1 ∈ V and x ∈ X there exists an edge v 1
• inverse if with every edge e = g 1 x → g 2 Γ also contains the inverse edge
All X-digraphs in this paper are connected. A morphism of two rooted X-digraphs is a graph morphism which maps the root to the root and preserves labels. For more information on X-digraphs we refer to [23, 8] . 
It is an inverse folded complete graph. We always assume that the trivial element is the root of Cay(F/N ).
Another important example of an
The coset H is the root of Sch G (H).
Let Γ be an inverse X-digraph. Clearly, (e −1 ) −1 = e. Hence, the set of all edges can be split into a disjoint union
The set E + is called a set of positive edges and the set E − is called a set of negative edges.
The rank r(Γ) of an inverse X-digraph Γ is defined as |E + | − |T |, where T is any spanning subtree of Γ. The fundamental group π 1 (Γ) is the group of labels of all cycles at the root; it is naturally a subgroup of F (X) of the rank r(Γ) (see [8] ).
1.4.
Flows on X-digraphs. Let Γ be a deterministic inverse X-digraph with the root v. A flow on Γ is a function f : E + (Γ) → Z satisfying the following equality σ(v) = 0, where σ is:
for all vertices v ∈ V (Γ) except maybe two vertices s and t for which:
The vertex s is called the source and the vertex t is called the sink of the flow f . If s and t are not defined, then f is called a circulation. In this paper the source is always the root v of Γ and, hence, if σ(s) = 0 then the sink is v as well. Flows on deterministic connected inverse rooted X-digraphs can be defined by words in F (X) and only by them as follows. For every word w ∈ F (X) there exists at most one path p w in Γ with the origin v labeled with w, called the trace of w in Γ. If p w exists, then we can define the flow π w of w on Γ which for every e ∈ E + counts the number of times the edge e is traversed minus the number of times the edge e −1 is traversed by p w . It is also true that for every flow f on Γ there exists w ∈ F (X) such that f ≡ π w , see [15, Lemma 2.5].
1.5. Free solvable groups: tools and techniques. For a free group F = F (0) = F (X) of rank r denote by
] the derived subgroup of F , and by
A free solvable group of rank r and class d is defined as follows:
is a free metabelian group of rank r, and
is a free solvable group of rank r and class d.
In the sequel we usually identify the set X with its canonical images in S r,d . Note that any two consecutive groups in the list above are related to each other: S r,i = F/N and S r,i+1 = F/[N, N ], where N = F (i) . Hence, naturally, every general technique for free solvable groups studies relations between groups of the type F/[N, N ] and F/N establishing an inductive step.
One of the most powerful approaches to study free solvable groups is via the Magnus embedding. Let ZF/N be the group ring of F/N with integer coefficients. By γ : F → F/N we denote the canonical factorization epimorphism, as well its linear extension to γ : ZF → ZF/N . Let T be a free (left) ZF/N -module of rank r with a basis {t 1 , . . . , t r }. Then the set of matrices:
forms a group with respect to the matrix multiplication. It is easy to see that the group M (F/N ) is isomorphic to the restricted wreath product Z r wr F/N .
Theorem (Magnus embedding, [11] ). The homomorphism φ :
The Magnus embedding gives a solution to the word problem for free solvable groups. Using induction on the solvability class d gives a polynomial estimate O(r d−1 |w| 2d−1 ) on the complexity of the word problem, see [15, Section 2.2] Another important technique for studying free solvable groups was introduced and studied by R. Fox in a sequence of papers [5, 6, 7, 3] who invented free differential calculus. Recall that a free partial derivative ∂w ∂xi of the element w of the group F/[N, N ] by x i is an element of the group ring ZF/N given by the formula:
The following result is one of the principle technical tools in this area, it follows easily from the Magnus embedding theorem, but in the current form it is due to Fox.
Theorem (Fox) . Let N be a normal subgroup of F and γ : ZF → ZF/N the canonical epimorphism. Then for every u ∈ F the following equivalence holds:
Another approach to study elements of groups F/[N, N ] comes from geometric flows on Cay(F/N ). As we discussed in Section 1.3 a word w ∈ F (X) determines a unique path p w in Cay(F/N ) labeled by w which starts at the root (the vertex corresponding to the identity of G). The path p w further defines a geometric flow π w on Cay(F/N ). Figure 1 gives an example of a flow for a particular word w in 1.6. Computational model and data representation. All computations are assumed to be performed on a random access machine. (Quasi-)Linear time is very sensitive to the way one represents the data, so here we describe precisely how the inputs are given to us. We use base 2 positional number system in which presentations of integers are converted into integers via the rule: 
where we assume that a k−1 = 1. The number k is called the bit-length of the presentation.
• Adding two numbers of bit-length at most n has O(n) time complexity.
The result is a number of bit-length at most n + 1.
• Computational complexity of multiplying two n-bit numbers is O(n log n log log n) (see [21] ). The result is a 2n-bit number.
Let G be a group generated by a finite set X r = {x 1 , . . . , x r }. We formally encode the word problem for G as a subset of {0, 1} * as follows. We first encode elements of the set X ± r = {x ± 1 , . . . , x ± r } by unique bit-strings of length ⌈log 2 r⌉ + 1. The code for a word w = w(X ± r ) is a concatenation of codes for letters and, formally:
Thus, the bit-length of the representation for a word w ∈ F (X r ) is:
We encode the power and conjugacy problems in a similar fashion. For both of these problems instances are pairs of words and the encoding can be done by introducing a new letter "," into the alphabet X ± r . Note that any permutation of X r induces an automorphism of a free solvable group and taking an automorphic image of a word preserves the property of being trivial. Furthermore, for any word w we can find in linear time in | code(w)| an appropriate automorphic image satisfying r ≤ |w|. Therefore, we always assume that r ≤ |w|.
1.7. Quasi-linear time complexity. An algorithm is said to run in quasi-linear time if its time complexity function is O(n log k n) for some constant k ∈ N. We use notationÕ(n) to denote quasi-linear time complexity. Quasi-linear time algorithms are also o(n 1+ε ) for every ε > 0, and thus run faster than any polynomial in n with exponent strictly greater than 1. See [17] for more on quasi-linear time complexity theory. Similarly, one can define quasi-quadraticÕ(n 2 ), quasi-cubicÕ(n 3 ) time complexity as O(n 2 log k n), O(n 3 log k n), etc.
The word problem: deterministic solution
In this section we present a fast deterministic solution for the word problem in free solvable groups.
2.1. Support graphs. Let Γ be a rooted folded inverse X-digraph and m the length of a shortest cycle in Γ. Suppose that a reduced nontrivial word w can be traced in Γ. The set of edges traversed by w in Γ forms a connected X-digraph called the support graph of w in Γ.
Lemma 2.1. Let Γ be a rooted folded inverse X-digraph and m the length of a shortest cycle in Γ. Suppose that a reduced nontrivial word w can be traced in Γ and π w = 0. Then |w| ≥ 3m.
Proof. It follows from our assumption π w = 0 that the path p w is a cycle in Γ. Let ∆ be the support graph of w in Γ. The rank of ∆ can not be 0 (w is not reduced in this case) and can not be 1 (either w is not reduced or π w = 0). Therefore, the rank of ∆ is at least 2. Each edge of ∆ is traversed by w at least twice. Hence, it is sufficient to prove that 2|E(∆)| ≥ 3m. Let ∆ ′ be a minimal subgraph of ∆ of rank exactly 2. There are exactly two distinct configurations possible for ∆ ′ , shown in Figure 2 . Let a, b, c be the lengths of arcs as shown in the figure. Since, the length of a shortest cycle in Γ is m, we get the following bounds for our cases:
In both cases we have 2(a + b + c) ≥ 3m which proves that 2|E(∆)| ≥ 3m. Thus, |w| ≥ 3m.
Proof. Induction on d. 
by w j we denote the initial segment of w of length j. By e j we denote the edge w j−1 x ε j i j → w j traversed by w in Cay(S r,d ). By Γ d,w we denote the support graph for w in Cay(S r,d ).
A word w is trivial in S r,d if and only if it defines the trivial flow π w on Cay(S r,d−1 ). Obviously, the function π w is trivial outside of the support graph Γ d−1,w and, hence: 
if it satisfies the following property: Proof. Each edge is uniquely defined by a triple (ν d (j), ν d (j + 1), x εj ij ). As we explained in Section 1.6, we may assume that r ≤ |w|. Hence, such triples can be encoded by bit-strings of length O(log 2 |w|). Organizing a tree of such bit-strings we can sort them and number lexicographically. Also, it is easy to check if two edges are inverses of each other.
Our next goal is to construct a sequence of distinguishers ν 0 , . . . , ν d for a given w. Clearly, we can put ν 0 ≡ 0 because S r,0 is the trivial group. Assume that ν d−1 is constructed. Below we describe a procedure constructing a distinguisher ν d .
Proposition 2.5. There exists a deterministic quasi-quadratic algorithm which for a word w and a distinguisher ν d−1 for w produces a distinguisher ν d . It is straightforward to construct the tree described above. The size of the tree is O(|w| 2 log 2 |w|). Hence, the procedure has quasi-quadratic time complexity. Proof. Using the procedure described in the proof of Proposition 2.5 we compute distinguishers ν 0 , . . . , ν d for w. Computation of ν i+1 from ν i requires quasiquadratic time in |w|. It follows from Proposition 2.2 that if d > log 3 |w|, then w = 1 in S r,d . Hence, we only need to check the values of d ≤ log 3 |w|. Thus, we only need to compute up to log 3 |w| distinguishers. This implies that the procedure is quasi-quadratic in |w|.
This gives the first improvement to the algorithm described in [15] .
Abstract support graphs
In Section 2 we used support graphs to solve the word problem in free solvable groups in quasi-quadratic time. In Section 4 we design a randomized quasi-linear algorithm for the same problem. To better understand its behavior (to prove that it is false-biased) we need a notion of an abstract support graph. The basic idea is to forget that w is traced in Cay(S r,d ) and consider any graph "covered" by w.
For a word w = x ε1 i1 . . . x
where w j = x ε1 i1 . . . x εj ij , see Figure 3 . We say that a folded rooted X-digraph Γ is a support graph for w if there exists an X-digraph epimorphism π : Γ(w) → Γ. Note that a morphism π is unique for Γ, because Γ is rooted and folded. Denote the set of all support graphs for w by Ω w . Ω w is the set all folded homomorphic images of Γ(w). Hence, it is finite. Let Γ ∈ Ω w . Since every initial segment of w defines a flow on Γ, we can define a graph ι(Γ):
It is easy to see that the map w i π → π wi defines an epimorphism π : Γ(w) → ι(Γ), i.e., ι(Γ) ∈ Ω w . Hence, the map Γ → ι(Γ) defines a function ι : Ω w → Ω w . Proof. Vertices of ι(Γ) are flows π wi on Γ. Each flow π wi has the sink, which is the endpoint ω(p wi ) of the path p wi in Γ. Hence, we can define a map ϕ :
It is easy to check that ϕ is an X-digraph morphism satisfying
Therefore, the diagram indeed commutes.
Remark 3.2. Let H = π 1 (Γ). The reader can recognize ι(Γ) as the image of Γ(w) in the Schreier graph of the subgroup [H, H] ≤ F (X).
The next proposition shows that a sequence of applications of ι always ends up with Γ(w). Lemma 3.3. For any Γ ∈ Ω w we have ι log 3 |w| (Γ) = Γ(w).
Proof. If Γ = Γ(w), then there is nothing to prove. Let m be the length of a shortest cycle in Γ. By Lemma 2.1, the length of a shortest cycle in ι(Γ) is not smaller than 3m. Therefore, ι log 3 |w| (Γ) has no cycles, i.e., ι log 3 |w| (Γ) = Γ(w). Proof. Let π
: E(∆) → Z be flows defined by u and v in Γ and in ∆ respectively. Then for an arbitrary e ∈ E(∆):
Hence, π Proof. By definition V (ι(Γ)) = {π
wi , is well defined by Lemma 3.4. The map ψ takes an edge π
wi in ∆. Therefore, ψ preserves connectedness and labels and is indeed an X-digraph epimorphism.
Finally we note that for any π
wi−1 ))) is the endpoint of w i traced in ∆. Since, ϕ is an X-digraph morphism taking the root to the root, we have a commuting diagram.
3.1. Language support graphs. Definition of a word support graph can be generalized to any set of words S ⊆ F (X) as follows. Define a prefix tree T = T (S):
We say that a rooted inverse X-digraph Γ is a support graph for S if there exists an X-digraph epimorphism T → Γ. Assume that S is finite. The (finite) set of all support graphs for S is denoted by Ω S . For any Γ ∈ Ω S we can define the graph ι(Γ) = (V, E):
It easy to check that all results in this section for word support graphs hold for language support graph as well. Lemma 3.3 can be reformulated as follows:
Lemma 3.6. Let S be a finite subset of F (X r ) and d the diameter of the tree T (S). Then for any Γ ∈ Ω S we have ι log 3 d (Γ) = T (S).
The word problem: randomized solution
In this section we improve quasi-quadratic procedure described in Proposition 2.5, we make it quasi-linear. Let w = x Proof. For every i = 1, . . . , |w| the bit-length of a i is bounded by 3 log |w|. Schönhage-Strassen algorithm requires O(log |w| log log |w| log log log |w|) steps to compute each a 2 i . The bit-length of a 2 i is bounded by 6 log |w|. Finally, it requires O(|w| log |w|) steps to sum m obtained squares each of length 6 log |w|. Thus, the total complexity is O(|w| log |w| log log |w| log log log |w|).
Let AA i = (A i,1 , . . . , A i,m ) . The vectors AA i and AA i+1 differ at a single, say jth, component and |A i,j − A i+1,j | = 1. Therefore,
Proof. First note that
Hence, d 2 (A, A i ) has bit-length O(log |w|). Similarly, ±2|A i,j | + 1 has bit-length O(log |w|). It requires O(log |w|) to compute ±2|A i,j |+ 1. Finally, it takes the same time to take the sum of d 2 (A, A i ) and ±2|A i,j | + 1. 
Therefore, there exists a (unique) epimorphism ϕ : Γ d → ∆. Clearly, ϕ is an isomorphism if and only if
i.e., when the algorithm outputs a correct distinguisher. We compute up to log 3 |w| distinguishers. By Proposition 4.3, the chance to make a mistake at any stage is not greater than The actual correctness probability is probably much better than our estimates. Making a mistake on some intermediate step does not imply that the algorithm will output Y es on w = 1. In fact, it is possible to get correct distinguisher ν i+1 starting from incorrect ν i .
The power problem
In this section we describe the algorithm for solving the power problem in S r,d . The algorithm is based on two observations. The first observation is:
The second observation is the Malcev theorem on centralizers in free solvable groups. to compute the largest t such that v = 1 in S r,t .
Choose any edge e in Γ s with π v (e) = 0 in Γ s and put k = π u (e)/π v (e).
12:
then return F ail.
13:
for all e in Γ s do 14: if π u (e) = kπ v (e) then return F ail.
15:
end for 16: return k.
17: end if
A few details are in order. By Lemma 3.6 the support graph for T = T ({u, v, [u, v]}) in S r,1+log 3 (|u|+|v|) is T itself because the diameter of the graph T is not greater than 3(|u| + |v|). In particular, s, t ≤ 1 + log 3 (|u| + |v|). That explains the choice of D.
Algorithm 6.2 can be implemented as a deterministic or a randomized algorithm depending on how we compute the sequence of graphs
using the deterministic algorithm from Theorem 2.6 gives the deterministic version of Algorithm 5. can also be done using the randomized algorithm from Theorem 4.5. To obtain the desired probability of success we choose the random tuple A with components chosen uniformly from [0, 9(|u| + |v|) 3 ]. 
.
Proof. The complexity estimate immediately follows from Theorem 4.5. We argue as in Proposition 4.3 to get the correctness lower-bound. The graph Γ({u, v, [u, v]}) has at most 3(|u| + |v|) vertices which defines at most 9(|u| + |v|) 2 bad hyperplanes. The union of those hyperplanes can contain at most 1 |u|+|v| part of our hypercube. Hence, our procedure produces the correct support graph Γ i for Γ({u, v, [u, v]}) in S r,i with probability at least 1 − 1 |u|+|v| . We perform up to 1 + log 3 (|u| + |v|) iterations. Hence the claimed correctness probability. Algorithm 5 is unbiased, i.e., it can make an error on both positive and negative instances of the problem.
The conjugacy problem
In this section we revisit algorithmic difficulty of the conjugacy problem in free solvable groups. In [14] Matthews proved that the conjugacy problem (CP) is solvable in wreath products A wr B (under some natural assumptions on A and B). She used that result to prove that CP in free metabelian groups is decidable. Kargapolov and Remeslennikov generalized that result to free solvable groups in [9] . A few years later Remeslennikov and Sokolov in [20] described precisely the image of 6.1. Matthews algorithm for wreath products. In this section we shortly outline computations in the proof of the Matthews theorem on conjugacy in wreath products. Note that we use different notation for wreath products than Matthews and at the end we obtain slightly different formula.
Let A, B be finitely generated groups. By A B we denote the set of all functions f : B → A with finite support. For f ∈ A B and α ∈ B define f α ∈ A B as follows:
The restricted wreath product of A and B, denoted by A wr B, is a set of pairs:
with multiplication given by:
Hence, for x = (f, α), y = (g, β), and z = (h, γ) in A wr B we have:
Proof. The equality π y ≡ 0, by Lemma 6.2, implies ρ ≡ 0. Hence, by Theorem 6.1, Put γ = y i x ′−1 .
7:
Using Algorithm 5 compute the flow π γxγ −1 in Sch d−1 (y).
8:
if π γxγ −1 ≡ π y then return Y es. 9: end for 10: return N o.
A few details are in order. To construct support graphs for y and γxγ −1 in Sch d−1 (y) one needs to find all prefixes of y and γxγ −1 define the same y -cosets. The later problem reduces to the membership problem for y and can be treated by Algorithm 5. It follows from the choice of γ's that the inputs to Algorithm 5 have lengths bounded by |x| + |y|. 2 ) more runs of Algorithm 5. The deterministic Algorithm 5 has quasi-quadratic time complexity. Thus, the total time complexity isÕ((|x| + |y|) 5 ).
We can further improve efficiency if we use the randomized version of Algorithm 5. Algorithm 6.2 invokes Algorithm 5 at most (|x| + |y|) 2 times on each iteration, hence the total is number of invocations is bounded by (|x| + |y|) 3 . Each invocation of Algorithm 5 can produce an incorrect answer. To better control the error we go deep into details of Algorithm 5 again. As we mentioned above the lengths of inputs (u, v) for Algorithm 5 are bounded by |x| + |y|. Hence, for T = T ({u, v, [u, v]}) we have:
diam(T ) ≤ |u| + |v| + |[u, v]| ≤ 5(|x| + |y|). Therefore, every time randomized Algorithm 5 is invoked it performs at most log 3 (5(|x| + |y|)) ≤ 2 + log 3 (|x| + |y|) iterations. The number of vertices in T is also bounded by 5(|x| + |y|). Hence, the total number of bad hyperplanes is not grater than 25(|x| + |y|)
2 . Therefore, choosing a random tuple A with elements in [0, 25(|x| + |y|) 6 ] produces the correct result on a single iteration with probability not less than 1 − .
