The zero-error capacity of a discrete classical channel was first defined by Shannon as the least upper bound of rates for which one transmits information with zero probability of error. The problem of finding the zero-error capacity C 0 , which assigns a capacity to each channel as a function, was reformulated in terms of graph theory as a function Θ, which assigns a value to each simple graph. This paper studies the computability of the zero-error capacity. For the computability, the concept of a Turing machine and a Kolmogorov oracle is used. It is unknown if the zero-error capacity is computable in general. We show that in general the zero-error capacity is semi computable with the help of a Kolmogorov Oracle. Furthermore, we show that C 0 and Θ are computable functions if and only if there is a computable sequence of computable functions of upper bounds, i.e. the converse exist in the sense of information theory, which pointwise converge to C 0 or Θ. Finally, we examine Zuiddam's characterization of C 0 and Θ in terms of algorithmic computability.
Introduction
The zero-error capacity of a discrete classical channel is defined as the least upper bound of rates for which one transmits information with zero probability of error. Investigation of the zero error capacity of discrete memoryless channels (DMCs) has a long tradition in information theory. Shannon already reduced the problem of determining the zero-error capacity of DMCs to a graph theoretical problem. However, it is generally unclear how Shannon's characterization can be used to compute the zero-error capacity. The zero-error capacity is not known exept for special cases even for simple graphs. In this work we investigate the algorithmic computability of the zero-error capacity.
In general, it is not even known for a given graph G whether Θ(G) is a computable number and can therefore be computed algorithmically at all. Even if you have to find a different algorithm for each graph, because the potential algorithm does not have to be recursive dependent from the graph.
We want to consider Turing computability of the zero-error capacity. The concept of a Turing machine provides fundamental performance limits for today's digital computers. Turing machines have no limitations on computational complexity, unlimited computing capacity and storage, and execute programs completely error-free. They provide fundamental performance limits for digital computers and they are the ideal concept to decide whether or not a function (here the zero-error capacity) is effectively computable. Surprisingly, in information theory the question of Turing computability has attracted much less attention in the past. For the concept of the Turing machine see [Tur36, Tur37, W00].
As described above Shannon reduced the problem of determining the zeroerror capacity of DMCs to a graph theoretical problem. It turns out, that one have to find the maximum independent set of a family of graphs to compute the zero-error capacity. Most important results concerning zero-error information theory can be found in the survey paper [KO98] . Since finding the maximum independent set is an difficult problem, it is unlikely to find an efficient algorithm for finding the independence number. We will show that the zero-error capacity is semi computable if we allow the Kolmogorov oracle. In Section 2 we introduce an enumeration of simple graphs and give further basic definitions and notations of graph theory and computation theory. In Section 3 we introduce a Kolmogorov Oracle and show that with that oracle we can compute the zero-error capacity up to any given accuracy. We characterized the Shannon Zero-Error Capacity in Section 4 and state some results of [Zui19] , discuss the Strassen preorder, following [Str88] and introduce the asymptotic spectrum of graphs. Finally, we show the semi-decidability with an oracle of a binary relation on graphs.
Basic Definitions and Concepts
In this section we will give basic definition, notations and concepts. We denote the set of the natural numbers including 0 with N 0 . We need some basic definition of graph theory. We need suitable lists for our investigations, i.e. computable parameterizations of graphs. For this we need the following definitions. A graph with an ordered set (u, v) of edges is called directed graph. We will only consider undirected graphs.
Definition 2.
A loop is an edge {v, v} for some v ∈ V. An edge e = {u, v} is a multiple edge if it appears multiple times in E. A graph is called a simple graph (or a strict graph), if it is an unweighted, undirected graph containing no loops or multiple edges. In general a simple graph is not connected. We denote the set of all simple graphs with n vertices by G(n) and by G = ∞ n=0 G(n) the set of all simple graphs.
then v is a neighbor of u.
Definition 4. Let G = (V, E) be a simple graph with V = [n]. The adjacency matrix A := A(G) is the n × n symmetric matrix defined by
We will now define an enumeration of the simple graphs. We will use the adjacency matrix. First consider all simple graphs with n vertices. The graph can be described by the values of the adjacency matrix A by knowing a ij with i < j ∈ [n], because A is symmetric and the diagonal has only the entries 0.
Therefore, we can represent all elements of G(n) by the binary vector a n 2 −n 2 = (a 12 , a 13 , . . . , a 1n , a 23 , a 24 , . . . , a 2n , . . . , a n−1n ) ∈ {0, 1} n 2 −n 2
. All G ∈ G(n) can be represented by a number between 0 and n 2 −n 2 by using the decimal number of the binary number a n 2 −n 2
. We map the empty graph (n = 0) to 0, G ∈ G(1) to 1,. . . , all G ∈ G(n) to the numbers from
by keeping the order as described below. We call this function i : N 0 → G the numbering of simple graphs. It is obvious that i is a recursive function.
Therefore we can define an order on G by using i.
All axioms of an order are fulfilled. That means that the order relation on G is generated by i. Of fundamental importance in describing the zero-error capacity of DMCs are the binary operations strong product of graphs and disjoint union of graphs, which we will introduce next.
The n-strong product of graph G, G ⊠n = G ⊠ G ⊠ · · · ⊠ G, with vertex set
where ⊔ denotes the disjoint union of sets.
Next we need to introduce appropriate functions on graphs.
Definition 7. Let G ∈ G be a simple graph. An independent set in G is a set of pairwise nonadjacent vertices. A maximum independent set in G consists of the maximum number of pairwise nonadjacent vertices and its size is denoted by α(G).
Now we want to define the zero-error capacity. Therefore we need the definition of a discrete memoryless channel. In the theory of transmission, the receiver must be in a position to successfully decode all the messages transmitted by the sender.
where X is the finite input alphabet, Y is the finite output alphabet, and W (y|x) with x ∈ X , y ∈ Y is a stochastic matrix. The probability for a sequence y n ∈ Y n to be received if x n ∈ X n was sent is defined by W n (y n |x n ) = n j=1 W (y j |x j ).
Two sequences x n and x ′n of size n of input variables are distinguishable by a receiver if the vectors W n (·|x n ) and W n (·|x ′n ) are orthogonal. That means if W n (y n |x n ) > 0 then W n (y n |x ′n ) = 0 and if W n (y n |x ′n ) > 0 then W n (y n |x n ) = 0. We denote by M (W, n) the maximum cardinality of a set of mutually orthogonal vectors among the W n (·|x n ) with x n ∈ X n .
The capacity of a channel is defined as the supremum over all rates such that communication is reliable. In more details there are different ways to define the capacity of a channel. The so-called pessimistic capacity is defined as lim inf n→∞ log 2 M(W,n) n and the optimistic capacity is defined as
. A discussion about this quantities can be found in [Ahls06] . We define the zero-error capacity as follows.
Definition 9. The zero-error capacity of W is:
The zero-error capacity can be characterized in graph-theoretic terms as well. Let W be given and |X | = q. Shannon [Sha56] introduced a simple graph G(W ) for coding with q = |G|. In this graph two letters/vertices x and x ′ are connected, if one could be confused with the other because of the channel noise (i.e. there does exist a y such that W (y|x) > 0 and W (y|x ′ ) > 0). Therefore, the maximum independent set is the maximum number of 1-letter messages which can be sent without danger of confusion. In other words, such that the receiver knows whether the received message is correct or not. It follows that α(G) is the maximum number of messages which can be sent without danger of confusion. Furthermore, the definition is extended to words of length n by α(G ⊠n ). Therefore, we can give the following graph theoretic definition of the Shannon capacity. increasing sequences of rational numbers, which each converges to a finite limit value, but for which the limit values are not computable numbers and therefore the convergence is not effective (see [Spe49] ).
We denote with C k ∈ G the graph with the vertex set V k = {0, 1, . . . , k − 1} and the edge set E k = {u, u ⊕ k 1} , where ⊕ k denotes the addition modulo k.
C k denotes the set of all isomorphic graphs to C k . There is a lot of research into Shannon's zero error capacity. We now list some properties that are important for our later considerations.
1. For the maximum independent set in a graph holds (by definition of ⊠)
It is obvious that
Hae79]) there exists two simple graphs
3. For all G ∈ 5 j=0 G(j)\C 5 it holds by [Sha56] Θ(G) = α(G) (single letter).
4.
For G ∈ C 5 holds by [Lov79] :
5. Let S = ({6}, ∅) ∈ G and G = S ⊔ C 5 . We know by Zuiddam's characterization in [Zui19] that Θ(G) = 1 + √ 5 (see Theorem 6 and Remark 11), but there does not exists a n ∈ N 0 such that
Therefore, the limit is necessary in Theorem 1.
Remark 2. In his paper [Ahls70] Rudolf Ahlswede wrote "One would like to have a "reasonable" formula for C 0 , which does not "depend on an infinite product space." Such a formula is un-
known. An answer as: for given d there exists a k = k(d) such that N (nk, 0) = (N (k, 0)) n " could be considered "reasonable"."
N (n, 0) denotes the maximal N for for which a zero-error code for n exists. We would like to make statements about the computability of the zeroerror capacity. This capacity is generally a real number. Therefore, we first define when a real number is computable. For this we need the following two definitions. We use the concepts of recursive functions (see [Go30, Go34, Kle52, Min61] ) and computable numbers (see [PoRi17, W00] ).
Definition 11. A sequence of rational numbers {r n } n∈N0 is called a computable sequence if there exist recursive functions a, b, s : N 0 → N 0 with b(n) = 0 for all n ∈ N 0 and
Definition 12. A real number x is said to be computable if there exists a computable sequence of rational numbers {r n } n∈N0 such that |x − r n | < 2 −n for all n ∈ N 0 . We denote the set of computable real numbers by R c .
Remark 3. An equivalent definition of the computability of a real number is:
x ∈ R c : ⇔ In addition to the sequence {r n } n∈N0 from Definition 11, a recursive
applies, i.e. this is precisely the definition of a convergent sequence, whereby the speed of convergence must be effectively computable.
We want to examine the zero-error capacity of general discrete memoryless channels for computability. As described above, each channel can be represented by a simple graph. We therefore examine the function i, which was defined in the first chapter, for computability. We first define when a function is called computable.
is a computable function, that means there are three recursive functions a, b, s : N 0 2 → N 0 with b(n, m) = 0 for all n, m ∈ N 0 such that for all n ∈ N 0 holds:
Remark 4. The above Definition 13 is equivalent to the following. There are four recursive functions a, b, s, φ :
This definition is equivalent to Definition 13 in the sense that both approaches characterize the same class of functions. The problem is that although we have a representation for C 0 (W ) and Θ(G)
as the limit of a convergent sequence, we do not have an effective estimate of the It should be noted here that in this discussion we do not require the algorithm to depend recursively on the graph G, i.e. an individual algorithm can be developed for each graph G. This is exactly possible if Θ : G → R c applies.
This discussion is reflected in the level of knowledge about the behavior of the function Θ. It was a huge step forward that Lovasz [Lov79] calculated Θ(C 5 )
using the Lovasz Theta function. Since then, Θ(C 7 ) has not been determined and it is known that the Lovasz Theta function is not sufficient for this. The requirement for the computability of a function f according to Definition 13 is of course much stronger than just the requirement for the property f : G → R c , because in Definition 13 the algorithm, i.e. the functions a and b, depends of course recursively on the graph.
A Turing machine with a Kolmogorov oracle
In the following we study if the zero error capacity is T M 2 stopps for every input G ∈ G 1 . Therefore the characteristic function of the set G 1 is described by the definition above. We have the following lemma.
Proof: We have to define a Turing machine T M 1 which is defined on the set G and stops for the input G ∈ G if and only if G ∈ G(λ). Therefore, consider
Therefore, Θ(G) > λ holds if and only if there is a m 0 , such that f m0 (G) > λ.
We have to show that there is a Turing machine T M 1 that stops if there is an m 0 such that f m0 (G) − λ > 0 and if there does not exists such m 0 the Turing machine does not stop. Therefore, we define first a recursive sequence of algorithms. λ is computable, therefore there exists a computable sequence
Without loss of generality we assume that r(n) is positive and monoton decreasing. Let A j be the algorithm for computing f j (G) − λ. j = 0: We now want to specify an algorithm A 0 that stops for input G ∈ G if and
A 0 computes r 0 (1). If r 0 (1) > 1 2 then A 0 stops, if not then A 0 computes r 0 (2). If r 0 (2) > 1 2 2 then A 0 stops, etc. Assuming the algorithm has not stopped in step l, A 0 computes r 0 (l + 1). If r 0 (l + 1) > 1 2 l+1 then the algorithm stops. This algorithm continues to run until it stops. It holds:
The algorithm stops iff f 0 (G) − λ > 0, because: ⇒: If the algorithm stops, we find an n 0 such that
Therefore, f 0 (g) − λ > 0.
⇐: If f 0 (G) − λ > 0 then there is a n 0 such that
Therefore,
By (2) and (3) we get 1 2 n 0 < f 0 (G) − r(n 0 ) and the algorithm stops. j = 1: We now want to specify an algorithm A 1 that stops for input G ∈ G if and only if f 1 (G) − λ > 0 holds. In this case we set
Assuming the algorithm has not stopped in step l, A 1 computes r 1 (l + 1). If r 1 (l + 1) > (2r 1 (1) + 1 2 ) 1 2 l+1 then the algorithm stops. Again, this algorithm continues to run until it stops. It holds: The algorithm stops iff f 1 (G) 2 −λ 2 > 0 and therefore if f 1 (G)−λ > 0. This is shown in the same way as with algorithm A 0 . Let us analyse the general case for k ∈ N 0 and j = 2 k .
In this case we set
We now want to specify an algorithm A k that stops for input G ∈ G if and
Assuming the algorithm has not stopped in step l, A k computes r k (l + 1).
If r k (l + 1) > C(k) 1 2 l+1 then the algorithm stops. This algorithm continues to run until it stops. It holds: The algorithm stops iff (f k (G)) 2 k − λ 2 k > 0, because:
⇒: If the algorithm stops, we find an n k such that
It holds for all n:
The sequence of inequalities follows by induction. Therefore, we have
⇐: If f k (G) − λ > 0 then there is a n k such that
By (4) and (5) we get 1 2 n k < f k (G) − r k (n k ) and the algorithm stops. The following lemma describes a useful recursive listing of the set G(λ).
the set G(λ) is recursively enumerable.
Proof: Let 1. Compute f 1 (G 1 ), if f 1 (G 1 ) > λ, then φ λ (1) = G 1 , otherwise add 1 to D.
2. Compute f 1 (G 2 ) and if 1 ∈ D compute f 2 (G 1 ).
If f 2 (G 1 ) > λ then φ λ (1) = G 1 and remove 1 from D.
k Add k to D and for all j ∈ D:
(a) Compute f k−j+1 (G j ).
(b) If f k−j+1 (G j ) > λ then φ λ (j) = G j and remove j from D.
The algorithm produces a recursive enumeration of the set G(λ). Therefore, we need a special enumeration for
• The set N 0 and
• The set of the partial recursive functions.
The problem is that the natural listing of the set of natural numbers is inappropriate because many numbers in N 0 are too large for the natural enumerations.
We start with the set of partially recursive functions from N 0 to N 0 . A listing Furthermore, for the set G we define C uG (G) := min{k : i(u N0 (k)) = G}. This is the Kolmogorov complexity generated by u N0 and i. On F , N 0 and G we introduce a new order criterion. We want to sort the elements of these sets in terms of Kolmogorov complexity:
For F and N 0 we define this analogously.
Definition 16. The Kolmogorov oracle O K,G (·) is a function from N 0 in the power set of the subset of G that produces a list O K,G (n) := n 1 ≤ K n 2 ≤ K · · · : C u N 0 (n l ) ≤ n for each n ∈ N 0 .
Remark 5. According to our definition of graphs and the set G with the listing i, this is the same as the listing O K,N0 of the natural numbers k with k ≤ K n.
Let T M be a Turing machine. We say that T M can use the oracle O K,G if, for every n ∈ N 0 , on input n the Turing machine gets the list O K,G (n). With T M (O K,G ) we denote a Turing Machine that has access to the Oracle O K,G .
We have the following Theorem. 
. It is clear that k(λ) ∈ N 0 . Let n ∈ N 0 arbitrary andn = Φ λ (n), that means q λ (n) = n. We have
This follows from the property of the Kolmogorov complexity given in [Ma10, MaMa14] . We want to set T M * (·, O K,G ) as follows: Let G ∈ G arbitrary. 
We now show the following two statements.
We first show (A). Let G ∈ G(λ), then it holds: There exists exactly one n G with Φ λ (n G ) = k G . Together with (6) it holds:
Therefore, n G ∈ O K,G (k(G, λ)) and (A) holds.
Now we show (B). Assume that (B)
is not true, that means there ex- 
We use for G ∈ G the following algorithm:
• Create the list O K,N0 (k(G, λ)) by using the oracle O K,N0 .
• Compute the list {φ λ (n 1 ), φ λ (n 2 ), . . . , φ λ (n k(G,λ) )} = M (λ, G)
We set
We show that T M * (·, O K,G ) computing the above algorithm has the required
i.e. we haveĜ ∈ G(λ).
We want to prove the other direction.
be arbitrary. Then there exists nĜ such that
i.e. with i −1 (Ĝ) = kĜ we have Φ λ (nĜ) = kĜ. Together with (6) it holds: G) . Thus the corollary is proved.
Remark 6. A second consequence of the Theorem 2 is the following corollary. 2. We do not know if C 0 is computable concerning T M (O K,G ).
Let M ∈ N 0 a number with 2 M > |X|. We set I 0,M = [0,
2 M ] for k = 1, 2, . . . , 2 2M − 1. We have the following theorem. Thus, this approach do not directly provide the computability of C 0 through T M with Oracle O K,N0 . However, we can compute C 0 with any given accuracy.
Remark 8. We will see that in order to prove the computability of C 0 or Θ we need computable converses in the sense of Theorem 4. In this sense, the recent characterization of Zuiddam [Zui19] using the functions from the asymptotic spectrum of graphs is interesting. We will examine this approach with regard to predictability in the next section.
Characterization of the Shannon Zero-Error Capacity
Shannon's characterization of the zero error capacity according to Theorem 1 can be interpreted as characterization over the achievable part of information theory. Of course, this can not be interpreted as an effective, i.e. computable, characterization, since no effective estimate of the speed of convergence is known.
Zuiddam has recently achieved, based on Strassen's work, a very interesting characterization of Shannon's zero-error capacity, which can be interpreted as a characterization by converse, i.e. a sharp upper bound. We will now examine Zuiddam's representation in terms of its effective computability. Zuiddam's and Strassen's proofs use Zorn's lemma and are therefore not constructive.
We start with an effective converse in the sense that we have a computable sequence of computable upper bounds, so that this sequence becomes asymptotically sharp. We want to fully characterize if the functions C 0 and Θ can be computed by Turing machines under the conditions specified in Theorem 4. We first need to define a computable sequence of computable functions.
for all x ∈ X holds.
We remark that in this case F : X → N 0 is also computable. 
So for all n ∈ N 0 and m ∈ N 0 it is always:
F M is a computable function. We have W : N 0 2 → Q is a computable function. It holds for M ∈ N 0 :
and q 2 (n) ≤ W (n, 2), therefore
Let us assume that for M 0 holds q M0 (n) ≤ W (n, M 0 ), then this holds also for M 0 + 1. Therefore, we have for all M ∈ N 0 and n ∈ N 0 q M (n) ≤ W (n, M ). Therefore, the function
and for arbitrary M > φ(n, K) it holds
The right hand side of (7) does not depend on M , therefore Assume there are now a * : N 0 → N 0 , b * : N 0 → N 0 , b * (n) = 0 for all n with f * (n) = a * (n) b * (n) .
Then a * (n) = 0 ⇐⇒ n ∈ A c .
So, there is an algorithm for testing whether n ∈ A c , i.e. A is a recursive set.
Thus, we have created a contradiction which means the theorem is proven for
We immediately get the consequence that the property (8) for functions is not stable for monotone convergence, because it holds for all n ∈ N 0 for l ∈ N 0 :
All functions f l , l ∈ N 0 have the form (8), but not the function f * . 
In other words, a graph homomorphism maps edges to edges.
2.
The complement G of G is defined by V (G) = V (G) and E(G) = {u, v} :
3. We define the relation on graphs as follows: let G H if there is a graph homomorphism G → H from the complement of G to the complement of H.
Furthermore, we have to discuss the Strassen preorder, following [Str88] .
Let (S, +, ·, 0, 1) be a commutative semiring, meaning that S is a set with a binary addition operation +, a binary multiplication operation ·, and elements 0, 1 ∈ S, such that for all a, b, c ∈ S
We call ∼ the asymptotic preorder induced by . To see that noninjectivity is not an issue we use the following lemma. Proving the lemma is routine if done in the suggested order. A proof can be found in [Zui18, Chapter 2]. The following lemmas play a crucial role in Zuiddam's characterization (see [Zui18, Zui19] ).
Lemma 3. Let be a Strassen preorder on a commutative semiring T . Let ∼ be the asymptotic preorder induced by and let ∼ ∼ be the asymptotic preorder induced by ∼ . Then the following are true.
1. Also ∼ is a Strassen preorder on T .
For any a 1 , a 2 ∈ T , if a 1 ∼ ∼ a 2 , then a 1 ∼ a 2 .
3. For any a 1 , a 2 , b ∈ T we have a 1 + b ∼ a 2 + b iff a 1 ∼ a 2 . Let ⊠ be the strong graph product, let ⊔ be the disjoint union of graphs, and let K n be the complete graph with n vertices, as defined in the introduction.
Lemma 4. The set G with addition ⊔, multiplication ⊠, additive unit K 0 and multiplicative unit K 1 is a commutative semiring.
Lemma 5. The relation is a Strassen preorder on G. That is:
1. For n, m ∈ N 0 , K n K m iff n ≤ m.
Remark 11. It was observed by Zuiddam [Zui19] that the characterization 2.
from the Theorem 6 leads directly to the following property of the Θ function.
For any two graphs G 1 , G 2 we have Θ(G 1 ⊠ G 2 ) = Θ(G 1 )Θ(G 2 ) if and only if Θ(G 1 ⊔ G 2 ) = Θ(G 1 ) + Θ(G 2 ) applies. It could be concluded for C 0 (S ⊔ C 5 ) = 1 + √ 5. So the answer to Ahlswede's question in Remark 2 for d ≤ 5 is positive, but negative for d > 5. It is interesting that k(5) = 2
Now we are prepared to prove the decidability of the preorder with an oracle.
We have We have the following theorem. 
