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HAT CAN BE DONE TO PROVIDE NEW AND EXPANDED 
infrastructure and services that substantively improve 
the ability of a broad range of researchers to conduct 
their work? How can we do this and account for the 
fact that research no Longer typically happens in the context of a 
single investigator on a single campus? These are just a couple of 
the questions we asked ourselves while developing the proposal for 
XSEDE, the Extreme Science and Engineering Discovery Environment. 
We recognized that today's investigators collaborate across 
institutional and geographic boundaries. To be successful, they 
need dispersed resources-including instruments, data stores, high-
performance computers, services, and collaboration tools-at their 
disposal. The intent with XSEDE is to create the environment in 
which all of these resources and services are available. 
XSEDE is a follow-on project to the TeraGrid, although it is very 
different in nature in many ways. For more than 10 years, TeraGrid 
provided access primarily to high-performance computing resources 
and services. The high-performance computing resources are still 
critical in general for the success of a Lot of the research work, but 
the focus of the project is now on researcher productivity. For some 
researchers, computing resources are not as relevant as access to 
data, access to collaboration tools, and access to instruments. So 
under the XSEDE project, we'LL build on the TeraGrid accomplishments 
and the Lessons that were Learned to broaden the array of resources 
and expand the set of services to encompass more than just HPC. 
These resources and services will be accessible to researchers around 
the country and their collaborators internationally. This means 
shared access to campus-Level resources, interoperability with other 
cyberinfrastructures, access to instrument data, and a whole host 
of services. 
The key element that we are targeting with XSEDE is the 
productivity of researchers in conducting their day-to-day research. 
To establish such an environment-a distributed environment-
with the resources and services accessible to them, is really the 
cornerstone of the project. 
Why? 
As I mentioned in my opening paragraph, research no Longer typically 
happens in the context of a single investigator. Modern researchers 
are typically collaborating with others at other institutions. They 
need access not only to resources they have direct control over 
Locally, but also to resources collaborators have, they need access to 
data sources that are managed by other projects, they need access 
to instruments, and they need access to computing resources. The 
intent with XSEDE is to create an environment in which all of these 
resources and services are available, whether they are formally 
operated by XSEDE or not. 
Those of us involved in the development of the XSEDE project 
over the Last three years have invested a Lot of time and a Lot 
of effort in developing a vision for not just providing cycles to 
researchers, but for establishing a cyberinfrastructure ecosystem in 
which researchers and educators can be much more productive, and 
can begin to develop new capabilities. 
A key element of our architectural plans is that the project 
is designed to evolve. We have not designed a system that will 
be static for the next five or more years. It's specifically designed 
and has processes put in place to evolve the environment and the 
system over time as new technologies emerge, as new requirements 
are understood from the user community, as new communities 
engage with the project. 
What I find most exciting is the potential to 
include many more disciplinary areas and a lot 
more researchers who might not have had 
easy access to the resources in the past. New 
disciplines, new users, and being able to 
increase productivity-that's what makes 
the XSEDE project really exciting. 
John Towns 
PI and Project Director, XSEDE 
Director, Persistent Infrastructure 
Directorate, NCSA 
After spending decades as a particle 
physicist, the University of Illinois' Jon 
Thaler now spends the bulk of his time 
on two massive astronomy projects that 
NCSA is a I so heavily involved in-the 
Large Synoptic Survey Telescope and the 
Dark Energy Survey. These instruments 
will start scanning the night sky in the 
coming years, allow.ing a host of new 
insights in astronomy and cosmology. 
They'll also produce amounts of data that 
are unheard of in optica I astronomy. 
Thaler talked to Access' J. William 
Bell about the relationships between 
physics and astronomy, between NCSA 
and other parts of the University, 
and the importance of both. 
Q. From particle physics to astronomy, how do you go from one 
to the other? 
A. Life is too long for one career. I did conventional particle physics 
forever. Around 2002, I was chairman of our [department's] 
colloquium committee, and one of the people we invited was 
Tony Tyson. He's the head of the LSST [Large Synoptic Survey 
Telescope] project. We were going to lunch and he described 
what a big astronomy sky survey can do, in particular on dark 
matter. And I said, "What can a particle physicist contribute to 
a project like this?" 
He said, "Data acquisition." It turns out that's what our 
group is particularly strong at. It meant we were able to make 
technical contributions to the project while we were learning 
the science. 
Q. Particle accelerators produce huge amounts of data. 
Observational astronomy produces huge amounts of data. That's 
the connection? 
A. Well, observational astronomy is going to. That's the change. The 
newer generation of astronomical surveys-starting with the Sloan 
Digital Sky Survey, which NCSA is involved with, and LSST, which 
NCSA is also involved with-they produce much more data than the 
traditional optical telescope. 
For example, for the LSST, each image is 6 gigabytes of 
data, and we take a picture every 15 seconds. That's vastly higher 
data rates than astronomers are used to, but for the particle 
physicists, that's everyday life. 
A typical particle physics experiment actually does quite a 
bit of what is called real-time data processing. 
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Questions & Answers 
Q. And that's less the model in astronomy? 
A. So far. The optical astronomers, you take a picture; it's sent. Now 
that's assuming that the experiment, the apparatus, the camera is 
working properly. So the thing you have to do in real time is what 
is called quality analysis or image health or instrument health. The 
important goal of this analysis is to avoid wasting a night taking 
poor quality data. 
The LSST ... costs $40 million a year just to run it. So you're 
talking about a Lot of money per day. It's worth putting some effort 
into diagnostics and monitoring. 
Q. So the data is packaged and then, in the case of LSST, it will be 
sent to NCSA. Give us a sense of what that part of it is. 
A. There will be some specialized pipelines that are geared at analyzing 
the data for a particular science goal. For example, there's a 
supernova analysis. 
In these surveys, you're taking a picture of a particular 
spot in the sky every few days. Most of the time, there are no 
supernovas. But occasionally an explosion will go off and there 
will be a new spot of Light. So you need an analysis that asks, "Oh, 
here's the picture I took tonight. Here's the picture I took three 
days ago. Is there anything different?" 
The things that make it complicated are, well, the image 
of a star on one night doesn't Look the same as the image of the 
star on another night because the quality of the atmosphere will 
change. The spot will be a Little fuzzier or Less fuzzy, and we have 
no control over that 'cause it's weather. 
Q. And that's one of these data analyses going on at the far end 
before intensive analyses by individual research teams? 
A. That's right. The idea is, now they say, "Oh, it Looks Like we have a 
supernova here." Well, all we really know is that a flashbulb went 
off. It could be anything. So then a person has to Look at it in more 
detail. Some of this detailed analysis requires other observations 
with other kinds of instruments, and it has to be done while the 
supernova is still bright enough to see. 
One of the important features of LSST is that it will 
generate alerts so people can Look at time-dependent phenomena. 
Alert follow-up is pretty much someone else's job ... it's not the 
job of LSST itself to do that. Most of those measurements require 
instrumentation that the telescope just doesn't have. 
We will identify interesting things to Look at, and then 
these other instruments will go and Look at them. 
Q. Describe your relationship with NCSA. 
A. My role here is to keep the connection between the science 
side-the physics and the astronomy departments-and the data 
management side-the NCSA part. To keep that conversation going. 
The physics department [at Illinois] sees cosmology as a 
field it wants to become more active in than in the past. I think 
the same is true in the astronomy department. These big cosmology 
projects [like LSST and the Dark Energy Survey] are a much bigger 
part of astronomy research than they have been. 
Q. Why is NCSA valuable in that? 
A. NCSA has capabilities, which-I wouldn't say unique-but they're 
certainly rare. There aren't very many places that can manage data 
sets of the size that we're talking about and have the computer 
expertise of the kind we're talking about. And even some of the more 
general things that you'd think of as astronomy Like visualization. 
Just the management and visualization of these Large data 
sets, NCSA is developing that expertise not just for astronomy but 
also for biology and other science applications. So NCSA plays an 
important role because a Lot of the data-processing technology is 
applicable to a broad, diverse range of scientific applications of 
which astronomy is just one. 
Q. And those rare capabilities at NCSA that you describe are 
helping the astronomy and physics departments move into this 
particular niche? 
A. The fact that NCSA's on the campus here means that we have an 
advantageous position. We can work on these projects. I can walk 
over to Don [Petravick] or Ray [Plante] at NCSA about various 
issues. It's true you can call people up on the phone, but it's better 
if you're 300 yards away instead of 3,000 miles away. 
Back in the days of small science, and even nowadays in 
fields where the science is still small, you can do everything. You 
can propose the experiment, you can do the experiment, you can 
analyze the data, and it's all yours because it's a small project. 
Maybe it only cost $500,000, and you get a grant and you do it. 
When the project is $500 million, it's just different. 
The upside is you get to do things you couldn't do otherwise. 
When completed, the LSST (shown here in this artist 
drawing) will carry out a deep, 10-year imaging survey in 
six broad optical bands over the main survey area of 18,000 
square degrees. (Image: Todd Mason, Mason Productions 
Inc. I LSST Corporation) 
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he computer information storage field, both hardware and software, 
has changed im mensely through the years. In the early days, storage 
didn't have many options; it was big platters, slow access arms, and 
even slower manually mounted tapes. File system performance and 
archival storage were not glamorous Like the supercomputers, merely 
a background service. Storage now receives more attention because 
of data's increased importance, due to the ever increasing computing 
power and the massive amount of data today's supercomputers can 
both consume and generate. Balancing data speeds with computing 
power is the name of the game. 
The Storage Enabling Technologies group of Jason Alt, Michelle 
Butler, Jim Glasgow, Chad Kerner, Andy Loftus, and Alex Parga is 
responsible for reliably storing the data of NCSA's supercomputer 
Ill 
users. They maintain the storage subsystems on the supercomputers 
and other research environments at the center which includes the 
hardware for the disk environment, the network that the storage 
environment may attach to, the host connection configurations, the 
file system and implementation, the backup and disaster recovery of 
that data, the archive connectivity, and usability/performance for 
those systems. 
Their jobs are performed quietly in the background so scientists 
can get their work done. Fast, reliable, fault-tolerant storage 
environments are critical in today's high-performance computing 
environments; supercomputers aren't supposed to be sitting idle 
waiting for data to arrive. 
Ill 
Successful data storage requires research, technology, 
and engineering. NCSA has played key roles in pioneering new 
storage architectures, integrating into the systems cutting-edge 
technologies such as RAID (Redundant Array of Independent Disks) 
deployment configurations for data reliability, input/output (I/0) 
server failover for data availability, a Large variety of file systems and 
configurations depending on data requirements, and data striping 
algorithms for performance. 
"A huge change that has occurred in recent years is that we've 
realized storage needs to be designed not just for the computational 
system but for the application," says manager Michelle Butler. "Modern 
information storage designs don't come shrink-wrapped and ready to 
roll. It takes time and expertise to do the research, determine the 
optimal configurations, and integrate everything together to meet 
both the perfo rmance and the reliability requirements." 
Just as they've seen changes in the medium used to accomplish 
the storage task,the team has also seen changes in the vo lume of 
data to be stored. 
NCSA users have access to an archive system to store their 
working data. It took 19 years to reach one petabyte of stored data 
in that archive and then just one year to archive a second petabyte. 
That archive currently stands at 8PB and grows between 75 to 100 
percent each year. [] 
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OW ATOMS BOND is about as fundamental as it gets 
for chemistry," says Illinois chemistry graduate student 
Jeff Leiding. 
Given that truism, you might think that chemists 
would have figured out everything there is to know about the 
phenomenon since Isaac Newton outlined a theory of atomic bond~ng 
in 1704. But until recently, chemists weren't sure how to descnbe 
the bonding in the large class of molecules that form more than the 
expected number of bonds-so-called hypervalent molecules. Using the 
Abe and Ember supercomputers at NCSA in addition to computational 
resources in the chemistry department, the Illinois research team led 
by NCSA director Thorn Dunning and research chemist David Woon has 
discovered a new type of bond that explains hypervalency and has 
published several explorations of this new mode of bonding since 2009. 
"Chemists have long known that the chemistry of the main 
group elements nitrogen through fluorine is different than th~t of the 
elements in succeeding rows of the periodic table. The quest10n was: 
What makes phosphorus different than nitrogen or sulfur different 
than oxygen? It appears that this new type of bond is a major cause 
of this anomaly," Dunning says. "This phenomena has implications for 
all of chemistry." 
A common anomaly 
For decades students have been taught the Octet Rule, which states 
that atoms want to have eight electrons in their valence shells. When 
you know how many electrons an atom has in its outer shell, you know 
how it will gain, Lose, or share electrons to form complete octets, 
which tells you the number of bonds the atom can form. 
The real world of molecular bonding doesn't neatly conform to 
this rule, however. Hypervalent molecules form more than the expected 
number of bonds, appearing to stuff their valence shells with more than 
eight electrons. The greenhouse gas sulfur hexafluoride (SF6) is one 
example; another is chlorine trifluoride (CLF3), a gas used in rocket fuel, 
nuclear fuel processing, and etching operations in the semiconductor 
industry. It turns out, many molecules break the Octet "Rule." 
"It's really common behavior," Leiding says. "There's been this 
entire class of compounds that has been poorly understood in terms 
of how they bond and how they react." 
Through the years, scientists had proposed several theories to 
explain hypervalency, but none provided a satisfactory explanation. 
Then in 2009, Woon and Dunning conducted computational studies 
(using the Molpro suite of quantum chemistry programs) of the ground 
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by Trish Barker 
A team of Illinois chemists discovers that a previously unknown type of bond 
is responsible for the stability of molecules with more bonds 
than the Octet Rule predicts. 
and low-lying excited states of the sulfur fluorine species: SF, SF2, SF3, 
SF4, SF5 and SF6 • 
"Building molecules one atom at a time provides unrivaled insights 
into the nature of bonding," they wrote in The Journal of Physical 
Chemistry A. The article outlined their theory that hypervalency is 
caused by a previously unknown type of chemical bond, which they 
dubbed a "recoupled pair bond." 
Imagine two atoms, one with two electrons in an outer orbital 
and the other with just one. Normally, the paired electrons wouldn't 
participate in a bond. In order for a bond to form, the pair must be 
split apart. Some atoms, like fluorine, are able to force that split. One 
electron from the original pair is "recoupled" by the fluorine, forming a 
recoupled pair bond with the electron in the singly occupied fluorine 
orbital. The other previously paired electron is now available to form 
another bond. Two bonds can form where you would expect none. 
"The model explains so much that had previously been unexplained 
in these compounds," Leiding says, such as the "wildly oscillating bond 
energies of the sulfur fluoride series" and the presence of unexpected 
low-lying excited states. "The overarching thing about [recoupled pair 
bonding] is that it describes so much behavior that was thought to be 
Cutaway view of singly occupied orbitals of the SFCl excited 
(triplet) state bond-stretch isomers. S (yellow), Cl (green) , F 
(blue). Darker color of the orbital indicates greater electron 
density. In the chlorine-recoupled isomer, the recoupled pair 
bond is localized along the S-Cl bond, and in the fluorine-
recoupled isomer it is localized along the S-F bond. 
anomalous. And it's really not anomalous at all. This behavior is really 
rampant in the third row and beyond in the periodic table," he says. 
The team has even found recoupled pair bonding in "normal 
valent" molecules such as SF2, albeit in excited rather than ground 
states. In addition, much of the chemistry of the early elements in 
each row (even in carbon) can be explained by recoupled pair bonding. 
Predicting elusive isomers 
The team has continued to investigate recoupled pair bonding in 
phosphorous and chlorine halides as well as the oxides and hydroxides 
of sulfur (which are significant in understanding atmospheric chemistry, 
such as acid rain) and the noble gas halides. 
"The nice thing about our theory," Woon says, "is that it is 
a predictive theory. When we studied compounds of phosphorous 
and chlorine, we had much better intuition about how they would 
behave based on what we'd learned about recoupled pair bonding 
in sulfur compounds." 
The team's most recent work, published this spring in The Journal 
of Physical Chemistry A, uses recoupled pair bonding to predict and 
calculations to verify the existence of long elusive "bond stretch" 
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Cutaway view of singly occupied orbitals for covalent and recoupled pair bonds of SF. S(yellow) , F(blue). Darker color of the orbital indicates greate~ 
electron density. Only two orbitals and two electrons are involved in forming a covalent bond, while three orbitals and three electrons are involved 
in a recoupled pair bond The switch in character of orbitals 1 and 3 in the Lower panel is indicative of a recoupled pair bond. 
isomers, compounds that have the same molecular formula but 
different structures due just to variations in bond Lengths. The 
Illinois team's computational study of the SF"_1Cl series found that, 
in a Low-Lying excited state, SFCL can exist with a covalent bond 
between S and F and a recoupled pair bond between Sand CL or with 
the bonds reversed (a recoupled pair bond between S and F and a 
covalent bond between S and CL). 
"The recoupled pair bonding model successfully predicted the 
existence of several isomers that might otherwise be overlooked," 
they wrote. While the SFCL isomers won't exist as independent 
species, the vibrational structure of the molecule, which has not 
yet been observed in the laboratory, will provide clear evidence 
for their existence. 
In addition to further exploration of recoupled pair bonding, 
the team plans to rewrite the book on bonding. 
"We looked at the general chemistry textbooks to see how they 
are teaching bonding in general and said .. .'Aaargh!"' Woon says. 
Computational chemistry and modern experiments have provided 
profound new insights into the nature of the chemical bond. "We 
have funding from NSF to update the way that the subject of bonding 
is covered in introductory chemistry courses." [] 
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User Highlights 
MATERIALS MORPHOLOGY 
EVOLUTION 
Philip Pritchett, University of California, Los Angeles 
A magnetotail is formed by pressure from the solar wind on a planet's 
magnetosphere. (A magnetosphere is formed when a stream of charged 
particles, such as the solar wind, interacts with and is deflected by the 
intrinsic magnetic field of a planet.) Philip Pritchett at the University 
of California, Los Angeles, has spent years studying magnetotails, 
which can extend great distances away from the planet. 
The magnetospheric substorm constitutes the Largest energy dissipation 
process in the magnetosphere, and explaining the nature of substorm 
onset, he says, is the key to understanding the complex dynamics of 
the magnetotail. But this can only be accomplished through Large 
computer simulations. 
Using NCSA's recently retired Abe supercomputer cluster, Pritchett and 
his colleagues were able to explore the possibility that an interchange 
mode driven by a positive tailward gradient in the equatorial magnetic 
field (Bz) may be the underlying mechanism for triggering substorms. 
This mode is driven by the need to return magnetic flux to the dayside 
region; since this flux transfer must occur over Large scales in the 
magnetotail, the tailward magnetic field gradient interchange is 
potentially a stronger and more dynamic instability than the standard 
interchange mode driven by pressure gradients. 
The team was able to conduct particle-in-cell (PIC) simulations in a 
full 30 employing the full set of Maxwell's equations. PIC simulations, 
particularly in 30, require extremely Large computational resources that 
can only be provided by massively parallel computers. The Abe cluster 
Let him run simulations on 1024 cores using 7 billion particles. 
Two notable successes were achieved in this research, which was 
sponsored by NASA and the National Science Foundation. First, for 
a magnetotail plasma sheet equilibrium with a minimum in Bz, a 
ballooning/interchange mode is excited on the tailward side of the 
minimum in regions where the electrons are magnetized by the Bz 
field. The real frequency of the mode is about 60 percent of the ion 
cyclotron frequency. The mode is Likely to contribute to the nearly 
continuous presence of turbulence in the plasma sheet, which can 
Lead to disruptions in spacecraft operations, communication, and 
navigation. Secondly, in its nonlinear evolution, the mode develops 
Rayleigh-Taylor fingers that transport magnetic flux earthward. As 
the fingers propagate earthward, they narrow in cross-tail extent and 
the entrained Bz field is increased substantially. In the wake of the 
increased field are regions of greatly reduced (and even reversed) 
magnetic field. Under appropriate conditions, these regions can 
produce a violent Localized disruption of the current sheet due to 
magnetic reconnection. Many of the signatures of this disruption 
match those observed during substorm commencement. 
These results were published in 2010 in the Journal of Geophysical 
Research, as well as presented in 2009 at the fall meeting of the 
American Geophysical Union. 
UNDERSTANDING 
MULTIPHASE SYSTEMS 
Andreas Heyden, University of South Carolina 
For heterogeneously catalyzed reactions with more than one key 
surface intermediate, it is Likely that multiphase catalysts have a 
significant advantage over conventional monophase catalysts. This is 
due to the fact each phase can potentially be adjusted independently 
to activate a key reaction step. At the same time, our understanding of 
bifunctional multiphase systems is relatively poor. That's why Andreas 
Heyden and his team at the University of South Carolina studied the 
interaction of small gold and platinum clusters on the stoichiometric 
and partially reduced titanium dioxide (110) surface using periodic slab 
and periodic electrostatic embedded cluster (PEEC) models. Their goal is 
to significantly enhance our molecular understanding of heterogeneous 
catalysis at the three-phase boundary (TPB) of a gas-phase, a reducible 
oxide surface, and a noble metal cluster. They believe that only with 
a more accurate computational multiscale strategy that permits the 
reliable investigation of reactions on strongly correlated reducible 
oxide surfaces and metal clusters will it be possible to truly understand 
the nature of the active sites, the origin of catalytic activity, and the 
reaction mechanism at the TPB under reaction conditions. 
The validation of the PEEC methodology has been done by systematically 
increasing the cluster size and calculating the platinum adsorption and 
oxygen vacancy formation energies. The team also investigated the 
effect of different density functional theory (OFT) methods, including 
double-hybrid density functionals (OHOF), on the adsorption energy of 
a single platinum atom on the titanium dioxide (110) surface in order 
to choose an appropriate OFT method for their present investigation. 
The effect of metal clusters on the reducibility of the Ti02 (110) surface 
was analyzed using the hybrid PBEO functional. Calculations on NCSA's 
Abe and Lincoln clusters showed that the PEEC model when used with 
hybrid PBEO functional was able to efficiently compute reasonable 
electronic structures of the reduced Ti02 surface as well as accurate 
adsorption and reaction energies. 
The team has also started the mechanistic investigation of water-gas 
shift (WGS) reaction and calculated various reaction intermediates and 
transition state structures for the redox and carboxyl routes. The results 
obtained so far have shown that the three-phase boundary primarily 
acts as a new site with improved properties, such as reducing carbon 
monoxide poisoning and providing more vacancies for water activation. 
Their results were published in 2010 in the Journal of Chemical Physics 
and The Journal of Physical Chemistry C. presentations on their work, 
which is supported by the National Science Foundation, have been 
given at the American Chemical Society's 237th National Meeting and 
the 21st International Symposium on Chemical Reaction Engineering. 
and dreaming up ways 
to apply them characterize NCSA. Expanding capabilities 
extends to staff as well. E 
"In retrospect, I probably really wasn't that great a 
match for NCSA," says Melanie Loots with a laugh. "But Larry Smarr 
was interested in me and I was hired to be in the database group." 
She wanted to work at NCSA, she says, as there was a good 
overlap between her interests at the time in database technology 
as applied to commercial databases and some of the things NCSA 
was doing. Back then she worked with information technology at a 
pharmaceutical company. 
"What I had done in the information group at Squibb was work 
on computer literature indexing and searching, and at that time-
that was all before the web-you would use commercial databases 
the company subscribed to. You needed to use fairly arcane search 
languages in order to make queries and retrieve things. And we were 
using teletypes and acoustic couplers to do this. If you wanted to 
search for a chemical structure, you used a query language to input a 
structure, and then you'd give the teletype a command and it would 
draw your structure in ASCII text on the page so you could check it 
and make sure that's what you wanted. For every search there was a 
fee, so you needed to make sure your query was correct before you 
pushed the button to pay the fee. You didn't have a graphical user 
interface. You had an ASCII interface that people had figured out 
how to draw with." 
She pauses, and chuckles. "That's one of those things older 
people pull out and tell younger people, to shock them. It is a 
snapshot of a time when things were much more primitive.'' 
Loots, currently chief of staff for the Vice Chancellor for 
Research at the University of Illinois, spent over 10 years at NCSA 
and has many fond memories of the center. One of her favorites, she 
says, is her job interview. 
"When I interviewed at NCSA with Larry in April 1989 I drove 
up to the Beckman Institute on the University of Illinois campus, 
where Larry's office was located, and the governor's limousine was 
in the drive. I went inside, and there were 200 people eating paella 
in the atrium! Turns out it was the building dedication day. 
"I went up to the fifth floor, to where Larry's office was, where 
the meeting was supposed to be, and it was all dark; nobody was 
there. I didn't know what to do so I just waited. And pretty soon 
people started filtering in for the meeting, and then Larry swept 
in and everyone seemed to come alive and we had the meeting, 
talking about information technology and what might happen in the 
future. Once the meeting was finished I went downstairs where the 
celebration was still going on, took a bread pudding on my way out, 
and drove back to Chicago to catch my plane back to New Jersey.'' 
As a chemist, joining NCSA was a big change for her. She'd 
worked as a postdoc at a university and then in a pharmaceutical 
laboratory, and in the information group, but "NCSA was not like 
any part of a university that I'd ever been in before.'' At that time 
the center employed about 200 people-spread out across the 
campus in numerous buildings-and even though there was an 
organizational structure in place, "every person felt they reported 
to Larry Smarr," she says. It was an interesting dynamic that led to 
many successes for the center, as "Larry seemed to inspire people.'' 
In the early days of the center there was untargeted funding 
available that could be used for a variety of purposes as it was not 
tied to a specific grant, she says. "That's what made it possible to 
dream and to try things." 
Loots points to a framed poster on her office wall, from 
SIGGRAPH 92. 
"That was the year that Tom DeFanti and Larry put on a big 
demo of the CAVE, the 3D virtual environment. I have kept that 
poster because that was such a landmark in NCSA history, and the 
meeting was in Chicago, and I had lived in Chicago. And the thing 
I will always remember is I was on a trip to Washington, D.C., with 
Tom and Larry where they went to various federal agencies and 
talked about what they were going to do and how important it 
was, and asked if the agency would help support this event, this 
SIGGRAPH. It was my introduction to how one can work with the 
federal agencies and develop relationships with program staff. You 
find out what's important to them, then seek funding for things 
where there is a good intersection between their interests and the 
things you want to be doing," she says. 
As an associate director at NCSA, Loots provided program 
coordination, managed staff, and managed budgets. And she quickly 
developed expertise in writing program plans and proposals. 
"I was not a programmer," she says. If you are an administrator 
at NCSA but you don't program, she notes, "then your job is writing 
proposals, always looking for ways to get ideas out and apply the 
technology.'' That pulled in a lot of campus faculty, which she says 
was good preparation for her current job. 
"I feel like I still have a relationship with the organization and 
there are so many good people there.'' 
us REF 
JOHN HAWLEY 
Astronomy professor, University of Virginia 
Preparations for observing NCSA's 25th 
anniversary this year revealed several 
users who computed at NCSA in 1986 
who are still active users today. We 
invited them to share their thoughts 
on advances in high-performance 
computing. 
Q. What were you studying when you used NCSA's first 
supercomputer, the Cray X-MP? What new results came from 
its use? What other NCSA capabilities helped you advance 
your science? 
A. At the time I was working on modeling astrophysical jets and the 
behavior of orbiting rings of gas that were subject to a certain 
type of global instability. We needed to understand what the 
consequences were when the amplitude of that instability grew 
Large, something that could only be addressed with simulations. 
More generally I was interested in extending my work on mass 
accretion into black holes. I had previously been using a Cray 
X-MP at Digital Productions in Culver City, California, a place 
that the National Science Foundation contracted with to obtain 
supercomputing time prior to the establishment of the centers. 
During the early years of NCSA I spent a good deal of time 
pushing forward with algorithm development for compressible 
magnetohydrodynamic simulations. This Laid the groundwork for 
work to come in uncovering the fundamentally magnetic nature 
of black hole accretion processes. It also prepared us to go to 
fully 3D simulations when the hardware advanced far enough. 
Q. In what ways has access to supercomputers at NCSA advanced 
your science since then? 
A. It has been an organic, continuous process, best described simply 
by following the articles Listed in a Literature search over the Last 
25 years. Each new platform brought with it new capabilities and 
new ways to advance algorithms and simulations. The Cray 2, with 
its astonishingly Large amount of memory (an entire gigaword as 
I recall), Led to my first experiments with fully three-dimensional 
time-dependent simulations. The Connection Machines really got 
us thinking about Large-scale parallel computing, and many of 
the Lessons Learned in programming them have come back into 
vogue with the rise of new technologies such GPU computing. 
Q. In what areas do you envision advances in supercomputing 
capability having the most impact in your research during the 
coming 5-10 years? 
A. I have always felt that among astrophysicists working on 
accretion research our ultimate goal was to incorporate more 
and more of the physics that is present in nature but not yet in 
the simulations. We started with simple ideal gas hydrodynamics 
in one or two spatial dimensions. We added magnetic fields. We 
went to 3D. We grew the sizes of the physical domains simulated. 
We added non-ideal effects, radiation transport. Advances in 
capability mean we can advance the realism in our models. 
Q. Is there anything supercomputers enabled you to do 20-25 
years ago that you thought was really 'wow' and cutting-edge 
at the time, but that you look back at now and smile at the 
memory of how 'high tech' you thought you were at the time? 
A. One of the first things I worked on at NCSA, even prior to it 
opening for business officially (I think I was user ID 10000, the 
first user ID), was to produce raster color graphics of my (for 
then) Large-scale simulations. Because of bandwidth Limitations 
(remember 1200 baud modems?) I would compute the grid zone 
color from the data on the Cray, encode it in ascii-hex, transmit 
that along with grid information, and then assemble and image 
using graphics Libraries available on the Sun workstation. It was 
a Lot of work but "wow" we got a (Low-resolution) color image out 
of our simulation. We could even make a dozen or so images and 
flip through them, Like an animation. To preserve the images I set 
up a camera in front of the monitor and took pictures (remember 
film?). Any of you try to tell the young people that today ... 
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EDEE WIZIECKI HONORED FOR 
EDUCATION CONTRIBUTIONS 
Edee Wiziecki, director of NCSA's 
education programs, including 
the Institute for Chemistry 
Literacy through Computational 
Science, is one of two winners 
of the 2011 Dare to Be Great 
Award given by Illinois Women 
in Educational Leadership. 
The award honors outstanding 
contributions to the field of 
education in the state of Illinois 
and recognizes outstanding 
performance in positively influencing other leaders, teachers, and students. 
AVL TEAM CONTRIBUTES TO 
AWARD-WINNING FEATURE FILM 
You've probably heard about "The Tree of Life," which won the Palm d'Or 
at the 2011 Cannes Film Festival (the competition's highest honor) and 
stars Brad Pitt. But you might not have heard that the movie features 
two scientific visualizations by NCSA's Advanced Visualization Lab. 
The AVL team has enlivened documentary television and IMAX movies 
for years. But their contribution to "The Tree of Life" marks the center's 
first work in a feature film. And perhaps the first time that a scientific 
supercomputer simulation has appeared in a feature. The film chronicles 
the origins and meaning of life through the eyes of a 1950's Texas family. 
"In 2006, we started discussing the film with Terrence Malick and his 
team. We began to explore how NCSA could employ state-of-the-art 
supercomputer science to help create an experience beyond what any 
other film could provide," says Donna Cox, who leads AVL."Cosmic 
events are powerful visual metaphors for the human condition, and we 
wanted to combine accurate science with artistic sensitivity." 
For "The Tree of Life," the AVL team collaborated with Malick, Dan 
Glass (visual effects supervisor), and others to create two animated 
visualizations that are based on scientific data. The collaborative 
journey included exploring the data and testing a variety of camera 
moves, visual looks, and approaches. The NCSA team also developed 
new software to add detail and realism. 
One visualization in the film shows an awe-inspiring flight through 
a highly detailed galaxy model created at NCSA. The other is a 
visualization of a supercomputer simulation by Volker Bromm, an 
astronomy professor at The University of Texas at Austin. It shows how 
the very first stars appeared, illuminating the previously dark universe. 
Bromm simulated this event on the Ranger supercomputer at the Texas 
Advanced Computing Center over the course of 42 days. (The calculation 
would have taken 114 years on a laptop.) The results of the simulation 
were published in Astrophysical Journal last year. 
The team took Bromm's scientific data and turned it into visualizations 
for "The Tree of Life." AVL.s Stuart Levy processed the simulation results 
and extracted features to make them visually prominent. Alex Betts 
developed custom capabilities for using scientific data to visualize 
cosmic gas and dust with great realism. Bob Patterson orchestrated 
the camera moves and the design of the visualization. They worked on 
a cluster of computers dedicated to AVL with about 200 processors. 
When they needed more power, they used NCSA's recently-retired Abe, 
a 9,600-processor supercomputer. 
NCSA DIRECTOR DUNNING 
WINS ACS AWARD 
Since 1984, The ACS Award for Computers in Chemical and Pharmaceutical 
Research has annually recognized outstanding individual achievement 
for the use of computers in education, product development, or research 
in the chemical and biological sciences. The 2011 award went to NCSA 
Director Thorn Dunning. He was presented with the award during a 
banquet at the American Chemical Society's 241st National Meeting & 
Exposition in Anaheim, California, on March 28. The award, sponsored 
by Accelrys, included a cash prize and certificate plus a travel allowance 
to attend the meeting. 
In addition, the ACS Computers in Chemistry Division held a two-
day symposium in his honor. Presentations from that meeting are 
available online at: http:/ /abstracts.acs.orgfchem/241nmjprogram/ 
divisionindex.php 
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2011 ACS Award for Computers in Chemical and Pharmaceutical 
Research recipient Thorn H. Dunning, Jr. (center) is presented his award 
by sponsor representative Frank K. Brown (right) and ACS President 
Nancy B. Jackson (left). 
GROPP NAMED SIAM FELLOW 
Blue Waters co-principal 
investigator and University 
of Illinois computer science 
professor William Gropp was 
named a Fellow of the Society 
for Industrial and Applied 
Mathematics (SIAM). He was 
honored "for his development 
of algorithms and software for 
high-performance scientific 
computing, including the 
development of MPI." 
Gropp's career has been 
characterized by his ability to work both the architecture and application 
sides of the HPC equation, advancing high-performance parallel 
computing, with particular emphasis on its role in scientific computing. 
He played a major role in creating MPI, the standard interprocessor 
communication interface for Large-scale parallel computers. Gropp is also 
co-author of MPICH, one of the most influential MPI implementations 
to date, and co-wrote two books on MPI. 
He also serves the university as director of the new Parallel Computing 
Institute, and deputy director for research at the Institute for Advanced 
Computing Applications and Technology. 
NCSA PART OF COMPUTATIONAL 
ARCHIVE PROJECT 
The world's great Libraries and archives use specially designed rooms, 
cases, and vaults to protect and organize books and records so they 
may continue to be studied and understood for years to come. As an 
ever-increasing amount of our cultural record is created and stored 
digitally, we face the new challenge of how to ensure our digital cultural 
archives are easily accessible-both to contemporary researchers and 
those working Long in the future. 
A new collaborative research center Launched jointly by Indiana 
University and the University of Illinois, along with the HathiTrust 
Digital Repository, will help to meet this challenge by developing 
cutting-edge software tools and cyberinfrastructure to enable advanced 
computational access to the growing digital record of human knowledge. 
The HathiTrust Research Center (HTRC) will enable open access for 
nonprofit and educational users to published works in the public domain 
(as well as Limited access to works under copyright) stored within 
HathiTrust, an extensive collaborative digital Library of more than 8 
million volumes and 2 billion pages of archived material maintained by 
major research institutions and Libraries worldwide. 
Leveraging data storage infrastructure at Indiana University and 
computational resources at the University of Illinois at Urbana-
Champaign, the HTRC will provision a secure computational and data 
environment for scholars to perform research using the HathiTrust 
Digital Repository. The center will break new ground in the areas of text 
mining and non-consumptive research, allowing scholars to fully use 
content of the HathiTrust Library while preventing intellectual property 
misuse within the confines of current U.S. copyright Law. 
Contributing partners in HTRC at Indiana University include: the 
Pervasive Technology Institute-Data to Insight Center (D2I); Office 
of the Vice-President for Information Technology; Office of the Vice 
Provost for Research; and IU Libraries. At the University of Illinois, 
contributing partners include: the Illinois Center for Computing in the 
Humanities, Arts, and Social Science (I-CHASS); Illinois Informatics 
Institute; and NCSA. Each of the founding partners in the HTRC team 
brings extensive and highly regarded expertise in the areas of applied 
cyberinfrastructure, digital humanities, computer science, informatics, 
Library science and virtual organizations. 
The HTRC project will be Led by an executive committee that includes 
principal investigators Beth Plale, D2I director and professor in the 
School of Informatics and Computing at Indiana University, and 
Scott Poole, I-CHASS director and professor in the Department of 
Communication, along with Robert McDonald, Indiana University 
associate dean of Libraries, and John Unsworth, interim director of the 
Illinois Informatics Institute and dean of the Graduate School of Library 
and Information Science at the University of Illinois. 
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