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Abstract
The present thesis is dedicated to the study of two problems in the theory of Hecke
algebras.
The first part deals with parabolic induction for modules over the pro-p Iwahori-Hecke
algebra. This functor was introduced by Ollivier for the general linear group, and later on
for connected reductive groups by Ollivier and Vignéras. Its properties were studied by
Abe, Ollivier, and Vignéras. We redefine the parabolic induction functor by replacing the
positive subalgebra with a certain parabolic Hecke algebra. To this end, we construct two
algebra homomorphisms from the parabolic Hecke algebra to the Levi algebra and the
pro-p Iwahori-Hecke algebra, respectively. Both homomorphisms factor over a common
algebra, which can be viewed as an interpolation between the Levi algebra and the pro-
p Iwahori-Hecke algebra. In order to study this new class of algebras it is necessary
to investigate a certain function on the parabolic subgroup with values in the natural
numbers. We establish three fundamental properties of this function: one describes its
behavior under the projection map from the parabolic to the Levi subgroup, the second
measures the deviation of the length functions of the Iwahori-Weyl group and its Levi
counterpart, respectively, and the third property pertains to the Bruhat order on the
Iwahori-Weyl group of the Levi. We define an induction functor for the new class of
algebras and prove a transitivity property. As a corollary we obtain a new proof of the
transitivity of parabolic induction.
The second problem concerns spherical (parahoric) Hecke algebras which has its
origins in the theory of Siegel modular forms. One is interested in how polynomials
with coefficients in the spherical Hecke algebra decompose over a larger parabolic Hecke
algebra. Building upon the work of Andrianov and Gritsenko, we develop the theory for
connected reductive groups. We conjecture that a certain Hecke polynomial has a specific
“left root” in the parabolic Hecke algebra. Subsequently, we prove this statement to be
true, provided the parabolic subgroup in question is contained in a non-obtuse parabolic.
We give a classification of non-obtuse parabolics and show that many maximal parabolics
share this property. Finally, we proceed to derive a general decomposition theorem.
III
Zusammenfassung
Die vorliegende Arbeit widmet sich dem Studium zweier Probleme in der Theorie der
Heckealgebren.
Der erste Teil handelt von der parabolischen Induktion von Moduln über der pro-p
Iwahori-Heckealgebra. Dieser Funktor wurde eingeführt von Ollivier für die allgemeine
lineare Gruppe, und später für zusammenhängende reduktive Gruppen von Ollivier
und Vignéras. Seine Eigenschaften wurden von Abe, Ollivier und Vignéras untersucht.
Wir geben eine neue Definition des parabolischen Induktionsfunktors, wobei wir die
positive Unteralgebra durch eine gewisse parabolische Heckealgebra ersetzen. Zu diesem
Zweck konstruieren wir zwei Homomorphismen von der parabolischen Heckealgebra
auf jeweils die Levialgebra und die pro-p Iwahori-Heckealgebra. Beide Homomorphismen
faktorisieren über eine gemeinsame Algebra, welche als eine Interpolation zwischen der
Levialgebra und der pro-p Iwahori-Heckealgebra angesehen werden kann. Um diese neue
Klasse vonAlgebren zu verstehen, ist es notwendig, eine gewisse Funktion auf der parabolis-
chen Untergruppe mit Werten in den natürlichen Zahlen zu untersuchen. Wir weisen
drei fundamentale Eigenschaften dieser Funktion nach: Die erste beschreibt ihr Verhalten
unter der Projektionsabbildung von der Parabolischen auf die Leviuntergruppe; die zweite
misst den Unterschied zwischen den Längenfunktionen der Iwahori-Weylgruppe und
ihrem Pendant für die Leviuntergruppe; die dritte Eigenschaft betrifft die Bruhatordnung
der Iwahori-Weylgruppe der Leviuntergruppe. Wir definieren einen Induktionsfunktor
für die neue Klasse von Algebren und beweisen eine Transitivitätseigenschaft. Als Korollar
erhalten wir einen neuen Beweis der Transitivität der parabolischen Induktion.
Das zweite Problem, welches seinen Ursprung in der Theorie der Siegelschen Modul-
formen hat, befasst sich mit sphärischen (parahorischen) Heckealgebren. Man interessiert
sich dafür, wie Polynome mit Koeffizienten in der sphärischen Heckealgebra über der
größeren parabolischen Heckealgebra zerfallen. Aufbauend auf der Arbeit von Andrianov
und Gritsenko entwickeln wir eine Theorie für zusammenhängende reduktive Gruppen.
Wir vermuten, dass ein gewisses Heckepolynom eine spezielle „Linksnullstelle“ in der
parabolischen Heckealgebra besitzt. Anschließend beweisen wir diese Vermutung unter
der Voraussetzung, dass die zugrunde liegende parabolische Untergruppe in einer nicht-
stumpfen Parabolischen enthalten ist. Wir geben eine Klassifikation der nichtstumpfen
Parabolischen an und zeigen, dass viele maximale Parabolische diese Eigenschaft besitzen.
Schließlich folgern wir einen allgemeinen Zerlegungssatz.
IV
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0. Introduction
0.1. Parabolic induction
A driving force of research in number theory in the past 25 years has been the mod-p local
Langlands program. Given a non-archimedean local field F of residue characteristic p > 0,
one tries to match, on the one hand, certain continuous n-dimensional Fp -representations
of the absolute Galois group Gal(F /F ) of F and, on the other hand, certain smooth
admissible irreducible Fp -representations of GLn(F ). It is therefore of interest to study
the smooth Fp -representations of GLn(F ).
A first step in this direction was made by Barthel and Livné in 1994 [BL94] by giving
a “rough” classification of smooth irreducible representations of GL2(F ) on Fp -vector
spaces. The smooth representation theory of GLn(F ) on complex vector spaces had been
well-understood (see e. g. [BZ76]), and Vignéras subsequently adapted the theory to study
the smooth irreducible GL2(F )-representations over F` for ` , p [Vig89]. In the complex
setting the category RepC(GLn(F )) of smooth representations of GLn(F ) is equivalent
to the category of modules over the (global) Hecke algebra of GLn(F ), i. e. the algebra
of locally constant functions GLn(F ) → C with compact support, where multiplication
is defined via integration with respect to a Haar measure. Here, the importance of the
Hecke algebra is self-evident.
However, many of the methods in the classical case fail spectacularly for representations
over Fp : for instance there are no non-zero Fp -valued Haar measures on GLn(F ), since
p divides the pro-order of any compact open subgroup of GLn(F ). But then the usual
Hecke algebra does not exist. What is more, the lack of non-trivial smooth characters of
F scotches the development of a Fourier theory or Whittaker models.
Nevertheless, there is a silver-lining. It is due to the elementary fact that any p-group
acting on a finite set with cardinality not divisible by p leaves an element fixed. It follows
readily that any pro-p group acting smoothly on an Fp -vector space has a non-zero
invariant vector. Denote by I (1) the standard pro-p Iwahori subgroup of GLn(F ) and
call the endomorphism ring
HR B EndGLn(F )
(
indGLn(F )I (1) (1)
)
the pro-p Iwahori-Hecke algebra, where indGLn(F )I (1) (1) denotes the compact induction
from the trivial R-representation of I (1) to GLn(F ) in the category of smooth GLn(F )-
representations on R-modules, and where R is a commutative unital ring. Thus, taking
I (1)-invariants provides a functor
RepFp (GLn(F )) −→ Mod(HFp ), (0.1.1)
V ↦−→ HomGLn(F )
(
indGLn(F )I (1) (1),V
)
 V I (1)
from the category of smooth GLn(F )-representations to the category of right HFp -
modules. This functor is not exact, though, but it has a left adjoint given by
M ↦−→M ⊗HFp ind
GLn(F )
I (1) (1).
1
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Thus, one can hope for a close connection between rightHFp -modules and those smooth
GLn(F )-representations which are generated by their I (1)-invariant vectors. In her article
[Vig04] Vignéras exploited this connection, after which it became apparent that the
pro-p Iwahori-Hecke algebra played a fundamental role in understanding the smooth
representation theory of GLn(F ).
Subsequently, Vignéras set out to study the pro-p Iwahori-Hecke algebra systematically
starting with [Vig05], replacing GLn(F ) for the sake of generality by a connected split
reductive group over F . The remarkable insights in Schmidt’s Diplomarbeit [Sch09]
finally led to the more definitive treatment [Vig16], which gives a structure theory for the
pro-p Iwahori-Hecke algebra of a general connected reductive group and realizes it as a
generic pro-p Hecke algebra.
In order to study rightHFp -modules it is natural to try to imitate the methods used
to study smooth GLn(F )-representations. Let us recall the parabolic induction functor:
let P be a parabolic subgroup of GLn(F ), say the subgroup of block-upper triangular
matrices. Its Levi subgroup M is then isomorphic to GLn1(F ) × · · · × GLnr (F ) with
n1 + · · · + nr = n. We have a semidirect product P = M ⋉ UP , where UP is the
unipotent radical of P . Given a smooth M -representation V , we view it as a smooth
P -representation via inflation along the canonical quotient map P ↠ M . The smooth
induction IndGLn(F )P (V ) then provides a smooth GLn(F )-representation in a functorial
way. For varying proper parabolics these functors prove to be very important for the
classification of the irreducible representations of GLn(F ), see [Her11b].
It is not obvious, though, how to translate this functor into the world of Hecke modules.
Bushnell and Kutzko [BK98] described the smooth complex representations of a reductive
p-adic group via the theory of types. Consider the pro-p Iwahori-Hecke algebraHR(M ) =
EndM (indMIM (1)(1)) of M , where IM (1) B I (1) ∩ M , for any coefficient ring R. It is the
localization at a central element of the positive subalgebraHR(M +) ofHR(M ), which
is attached to a certain submonoid M + ⊆ M of positive elements. Bushnell and Kutzko
define a canonical embeddingHC(M +) ↪→HC, which extends uniquely to an embedding
HC(M ) ↪→HC. It provides a functor
M ↦−→M ⊗HC(M ) HC
from the category of complex rightHC(M )-modules to the category of complex rightHC-
modules. This embedding, however, does not exist when we consider Hecke algebras over
Fp . Still, the positive subalgebraHR(M +) always embeds intoHR for any R, see [BK98]
or [Vig98]. Realizing this, Ollivier defined an induction functor via
M ↦−→M ⊗HFp (M +) HFp ,
which works even in characteristic p, and studied its properties in [Oll10]. This turned
out to be the correct notion of parabolic induction, which is also reflected in the amount
of attention it received, see [OV18,Vig15,Abe16a,Abe16b]. In particular, it is compatible
with parabolic induction for smooth GLn(F )-representations.
However, despite being justified by its success this definition of parabolic induction
defies intuition. Indeed, it only gives some way of functorially associating a right HFp -
2
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module with a rightHFp (M )-module, while the role of P is not clear. By comparison: what
happens if we bypass the parabolic subgroup and consider the functorV ↦→ IndGLn(F )M (V )
from RepFp (M ) to RepFp (GLn(F ))? The answer is that we obtain representations that
are too complicated to study. Here it is necessary to inflate before inducing. One would
therefore also expect P to play an influential role in the parabolic induction for pro-p
Iwahori-Hecke modules.
Moreover, the positive subalgebraHFp (M +) itself remains mysterious. It became clear
only in hindsight that HFp (M +) is “at the core” of (the correct notion of) parabolic
induction. But restricting consideration to this algebra also has its drawback. Since
M + is only a monoidHFp (M +) is not the endomorphism ring of a compactly induced
representation. One reason why this might potentially be a problem is grounded in the
following issue: in [Sch15] Schneider defines a certain differential graded algebraH•, called
Hecke DGA, whose 0-th cohomology coincides withHFp . When I (1) is torsion-free, the
main result of [Sch15] implies that the functor (0.1.1) induces an equivalence of triangulated
categories
D
(
GLn(F )
) ∼−→ D(H•),
where D(GLn(F )) is the full derived category of RepFp (GLn(F )) and D(H•) is the
derived category of differential graded modules over H•. In fact, it shows that the
equivalence even holds when we replace GLn(F ) with (the F -points of) an arbitrary
connected reductive groupG. This surprising result suggests that the derived setting is the
correct framework to study the connection between smooth GLn(F )-representations and
HFp -modules. In studyingH• it becomes natural to ask for a parabolic induction functor
for Hecke DGA’s. While it is easy to define a derived version of a Hecke algebra, it is not
clear how a derived version of HFp (M +) should look like. Therefore, it is desirable to
replaceHFp (M +) by a genuine Hecke algebra.
We are therefore led to ask the following question: can we define parabolic induction
by replacingHFp (M +) with a “parabolic” Hecke algebra? One purpose of this thesis is to
answer this question.
To this end, we make the following definition:
Definition 0.1. We callHR(P ) B EndP (indPIP (1)(1)) the parabolic Hecke algebra, where
IP (1) B I (1) ∩ P and R is a commutative unital ring.
Our goal, now, is to find two algebra homomorphisms
HFp (P )
HFp HFp (M ).
Given these maps, it is straightforward to define a functor
Mod(HFp (M )) → Mod(HFp )
3
4 0.1. Parabolic induction
by tensoring a rightHFp (M )-module withHFp (M ) ⊗HFp (P ) HFp .
We replace Fp with an arbitrary commutative unital ring R. It turns out to be ad-
vantageous to work with abstract Hecke rings, as developed in [AZ95], rather than with
endomorphism rings. ThenHR(P ) is a free R-module with basis{(
IP (1)g IP (1)
)  IP (1)g IP (1) ∈ IP (1)\P/IP (1)} .
We start by constructing a homomorphism ΘPM ,R : HR(P ) → HR(M ). The projection
map P ↠ M , g ↦→ gM induces a linear map on the invariant spaces
(
indPIP (1)(1)
) IP (1) →(
indMIM (1)(1)
) IM (1). Now, by Frobenius reciprocity this is equivalent to giving a map
ΘPM ,R : HR(P ) → HR(M ). We obtain the following concrete description of ΘPM ,R:
Proposition 0.2. ThemapΘPM ,R : HR(P ) → HR(M ) is a morphism of R-algebras. ViewingHR(P ) andHR(M ) as abstract Hecke algebras, it is given by(
IP (1)g IP (1)
) ↦−→ νM (g )µUP (g ) · (IM (1)gM IM (1)) .
Here,
{(IM (1)g IM (1))  IM (1)g IM (1) ∈ IM (1)\M /IM (1)} is the distinguished R-basis
ofHR(M ) as an abstract Hecke algebra. The coefficients νM (g ) and µUP (g ) are certain
p-powers depending only on the double coset of g with respect to IP (1). The numbers
νM (g ) appeared unexpectedly while studying the decomposition of IP (1)g IP (1) into right
cosets with regard to M andUP . For the purposes of this introduction it is sufficient to
know that νM (g ) = 1 whenever g ∈ M . The numbers µUP (g ), however, play a major
role in our subsequent observations. They are defined as the indices
µUP (g ) B [IUP : IUP ∩ g−1IUP g ],
where IUP B I (1) ∩UP . We observe that the map P → pZ, g ↦→ µUP (g )/µUP (g−1) is
actually the modulus character δP of P . While δP is ubiquitous in the theory of smooth
complex representations, it is useless in the context of mod-p representations. One might
therefore expect µUP : P → pZ≥0 to be an appropriate substitute for δP .
In order to understand the image ofΘPM ,R, we characterize themonoidM
+, which is used
to define the positive subalgebraHR(M +), as the set of all m ∈ M with mIUPm−1 ⊆ IUP
or, equivalently, µUP (m) = 1. This means that elements m ∈ M with µUP (m) = 1
automatically satisfy IUPop ⊆ mIUPopm−1, where UP op is the unipotent radical of the
parabolic opposite to P with Levi subgroup M . The characterization is crucial, for it
tells us that M + is entirely determined by IUP . This observation explains the subtle role
P plays in Ollivier’s parabolic induction functor [Oll10]. Since we are working with
matrices, it is easy to prove that if g ∈ P satisfies µUP (g ) = 1, then its image gM lies in
M +. We therefore deduce
Corollary 0.3. The image of ΘPM ,R containsHR(M +). If R = Fp , then the image of ΘPM ,Fp
coincides withHFp (M +).
4
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In the case R = Fp one is thus tempted to define a homomorphism of Fp -algebras
Θ˜P
GLn(F ),Fp
: HFp (P ) → HFp as the composite of ΘPM ,Fp with the inclusion homomor-
phism HFp (M +) ↪→ HFp . In a superficial way this achieves our objective of defining
parabolic induction using HFp (P ). But this solution is not satisfactory, for it works
only in characteristic p. Hence, we ask more ambitiously whether we can remove the
restriction on the coefficient ring.
We are evenmore ambitious and, following the predominant sentiment, replace GLn(F )
with G B G(F ) for a connected (possibly non-split) reductive group G defined over F .
In general, we write an algebraic group in a boldface letter, whereas its group of F -points
is denoted by the same non-boldface letter. Let T be a maximal F -split torus in G. We
fix a minimal parabolic B containing T and consider the pro-p Iwahori subgroup I (1)
associated with B. We consider the pro-p Iwahori-Hecke algebra
HR B EndG
(
indGI (1)(1)
)
.
Let P be a (standard) parabolic with Levi decomposition P = MUP . Most re-
sults that we proved for GLn(F ) straightforwardly carry over to this more general set-
ting. In particular, we have the same characterization of M + and a homomorphism
ΘPM ,R : HR(P ) → HR(M ). The image of ΘPM ,R again contains HR(M +). But precisely
determining the image is a major issue; even in the case R = Fp it is not obvious that it
coincides withHFp (M +). To this end, we need to achieve a better understanding of the
µUP (g ). The key result we obtain is the following inequality:
Proposition 0.4. We have µUP (gM ) ≤ µUP (g ) for all g ∈ P .
This inequality is not surprising. It quickly becomes clear from examples that the
intuitive reason for this result is that conjugating g−1M IUP gM by g
−1
UP
, where gUP B g−1M g ∈
UP is the unipotent part of g ∈ P , results in a “twisting”, in the sense that single root
groups give contributions to higher root groups; hence it is plausible that IUP ∩ g−1IUP g
is in some sense smaller than IUP ∩ g−1M IUP gM , even if there is no containment relation
between these groups. The appropriate framework to study this phenomenon is the one
of groups with a root group datum, which is a part of Bruhat-Tits theory. In this direction
we obtain a general description of certain endomorphisms of groups that are generated by
root groups corresponding to positive roots (Proposition 1.9). We then use this analysis
to control the “twisting” and prove the inequality. This is one of the most technical parts
of this thesis.
As an application of Proposition 0.4 we can describe the image of ΘPM ,R.
Corollary 0.5. The image of ΘPM ,R is generated by
{
µUP (m)(IM (1)mIM (1))
m ∈ M } as
an R-module. In particular, if R = Fp , the image coincides withHFp (M +).
This corollary paves the way for constructing a morphism ΞPG,R : HR(P ) → HR. One
would like to extend the embedding HR(M +) ↪→ HR to the image of ΘPM ,R, but, as
5
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already mentioned, this is not always possible. However, it is possible if R = Z. Actually,
even more is true:
Proposition 0.6. ImΘPM ,Z is the maximal subalgebra of HZ(M ) to which the embedding
HZ(M +) ↪→HZ extends uniquely. In particular, precomposing the embedding ImΘPM ,Z ↪→
HZ with ΘPM ,Z provides a homomorphism ΞPG,Z : HZ(P ) → HZ of rings. We obtain an
R-algebra homomorphism ΞPG,R : HR(P ) → HR for any commutative unital ring R via
extension of scalars.
Let us give an outline of the construction. In order to do so, we need to talk about
certain aspects of the structure theory ofHZ as developed by Vignéras in [Vig16]. Let
W (1) be the pro-p Iwahori-Weyl group of G ; it contains the pro-p Iwahori-Weyl group
WM (1) of M . Denote by (Tw )w∈W (1) the Iwahori-Matsumoto basis ofHZ. The numbers
qw B |I (1)\I (1)wI (1)|, for w ∈W (1),1 play an important role in the structure theory
ofHZ. They are powers of the cardinality q of the residue field κF of F . For example,
if G is F -split, then we have qw = q`(w), where ` is the length function onW (1).
When G is not F -split, this relation is not true anymore. However, these numbers still
serve as a substitute for the length function, because we always have the equivalence
qvw = qvqw ⇐⇒ `(vw) = `(v) + `(w). Moreover, one defines elements T ∗w ∈
Tw +
∑
v<w Z.Tv inHZ such that TwT ∗w−1 = qw for all w ∈W (1). (Here, “<” denotes
the Bruhat-order inW (1).) Thus, in some sense, the qw give a measure of invertibility of
the Tw .
One ingredient in proving the first statement in Proposition 0.6 is the following gener-
alization of the Fundamental Lemma [Vig05, Lem. 13]:
qv,wT −1v Tvw ∈ Tw +
∑
w ′<w
Z.Tw ′ ⊆ HZ, for v,w ∈W (1), (0.1.2)
where qv,w = (qvqwq−1vw )1/2 ∈ N, and where the computation takes place inHZ[p−1].
The second ingredient is a description of how the embeddingHZ[p−1](M +) ↪→HZ[p−1]
extends to the full algebra HZ[p−1](M ). Let λ ∈ WM (1) be a strictly positive element.
Denote by (T Mw )w∈WM (1) the Iwahori-Matsumoto basis ofHZ(M ). ThenHZ(M ) is the
localization ofHZ(M +) at the central element T Mλ . Put differently, T Mλ is invertible in
HZ(M ), and for every w ∈WM (1) we have (T Mλ )n · T Mw = T Mλnw ∈ HZ(M +) for n ≫ 0.
The embedding θ+ : HZ(M +) ↪→HZ is the restriction of the linear map
HZ(M ) −→ HZ, T Mw ↦−→ Tw .
Since Tλ is invertible inHZ[p−1] the universal property of localization gives the extension
HZ[p−1](M ) −→ HZ[p−1], T Mw ↦−→ T −1λn · Tλnw (n ≫ 0).
Using (0.1.2) we observe that qλn,w ·T −1λn ·Tλnw ∈ HZ. This means that θ+ extends to the
free subgroup A ofHZ(M ) generated by elements of the form qλn,wT Mw , for w ∈WM (1)
and n ≫ 0.
1The double coset I (1)wI (1) is well-defined as it does not depend on the choice of lift of w .
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The third, and last, ingredient is to prove that A coincides with ImΘPM ,Z. This follows
from the observation that the function µUP : M → N induces in a canonical way a map
µUP :WM (1) → N, and from the fact that
qλn,w = µUP (w), (0.1.3)
for any w ∈WM (1) and n ≫ 0. In particular, qλn,w is eventually independent of n.
This completes the construction of ΞPG,R, hence also of the parabolic induction functor.
Theorem 0.7. The functorMod(HR(M )) → Mod(HR) given by
M ↦−→M ⊗HR(M ) HR(M ) ⊗HR(P ) HR M ⊗HR(P ) HR,
coincides with the parabolic induction of Ollivier and Vignéras [OV18].
Considering the function µUP :WM (1) → N, the natural question arises whether it
contains information about the structure ofWM (1). Notice thatWM (1) is naturally
equipped with a multiplication, the length function `M , and the Bruhat order ≤M . As
above we observe that the mapWM (1) → pZ, w ↦→ µUP (w)/µUP (w−1) is a group
homomorphism. Most surprising is that µUP encodes information pertaining to `M and
≤M .
Recall that we may replace `M by the map w ↦→ qM ,w B |IM (1)\IM (1)wIM (1)| from
WM (1) to N. We then prove the formula
qw = µUP (w)µUP (w−1) · qM ,w, for all w ∈WM (1). (0.1.4)
Therefore, the map µUP gives us the means to measure the deviation between `

WM (1) and
`M . We also have µUPop (w) = µUP (w−1) for w ∈WM (1), allowing for a more balanced
formulation of (0.1.4).2
Finally, µUP :WM (1) → N is order preserving, i. e. we have
v ≤M w =⇒ µUP (v) ≤ µUP (w). (0.1.5)
To M + is attached a certain submonoidWM +(1) ofWM (1), which we characterize as the
set of those elements w ofWM (1) with µUP (w) = 1. We then recover an easy proof
of the known fact thatWM +(1) is a lower subset ofWM (1), i. e. given w ∈WM +(1) and
v ∈WM (1) with v ≤M w , we have v ∈WM +(1). Compare this with the original proof,
which is spread over [Oll15, Lem. 2.9.ii], [Oll14, Fact ii], and [Abe16a, Lem. 4.1].
Having obtained a new definition of parabolic induction, we were asking whether the
same methodes could be applied to define parabolic induction for Hecke DGA’s. We
propose a candidate for an analogue of ΘPM . However, it is not clear that this is the correct
one, leading us to let this topic rest for the time being. Our thoughts on this issue have
been assembled in an appendix.
2Again, P op denotes the parabolic opposite to P with Levi M , andUP op denotes its unipotent radical.
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Instead, our investigations went in another direction. Namely, we observe that the
homomorphisms ΘPM and Ξ
P
G both factor through the R-algebra
HR(M ,G) B R ⊗Z ImΘPM ,Z, (0.1.6)
and that replacing HR(P ) by HR(M ,G) yields the same parabolic induction functor.
Doing so might seem dubious at first, sinceHR(M ,G) is in general not a Hecke algebra.
But the class of algebras, obtained from (0.1.6) by letting (M ,G) vary, contains the class
of pro-p Iwahori-Hecke algebras, since we have HR(G,G) = HR. As the notation
suggests,HR(M ,G) can be seen as an interpolation betweenHR(M ) andHR. Given Levi
subgroupsM ⊆ L ⊆ G, we define homomorphisms
θL,GM : HR(M ,G) −→ HR(M ,L) and
ξGL,M : HR(M ,G) −→ HR(L,G),
which satisfy certain compatibility conditions. It turns out that θL,GM is a localization
homomorphism and ξGL,M is an embedding. For this class of algebras we are naturally
given an induction functor: ifM, L, andM′ are Levi subgroups in G such that
L G
M M′,
⊆
⊆
⊆ ⊆
then we have a functor Mod(HR(M ,L)) → Mod(HR(M ′,G)) given by
M ↦−→M ⊗HR(M ,L) HR(M ,L) ⊗HR(M ,G) HR(M ′,G).
Our main result on the algebrasHR(M ,G) is the following transitivity property:
Theorem 0.8. LetM,M′,M′′, L, and L′ be Levi subgroups inG such that
L L′ G
M M′ M′′.
⊆ ⊆
⊆
⊆
⊆
⊆
⊆
Then the map
HR(M ,L) ⊗HR(M ,G)HR(M
′′,G) −→ HR(M ,L) ⊗HR(M ,L′)HR(M
′,L′) ⊗
HR(M ′,G)
HR(M ′′,G),
x ⊗ y ↦−→ x ⊗ 1 ⊗ y
is an isomorphism ofHR(M ,L)-HR(M ′′,G)-bimodules.
As a corollary, we obtain another proof of the transitivity of parabolic induction, which
is more natural and concrete than the one given in [Vig15, Prop. 4.3].
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0.2. Decomposition of Hecke polynomials
The second topic of this thesis deals with a simple criterion for a polynomial with coeffi-
cients in a spherical Hecke algebra to decompose over a larger parabolic Hecke algebra.
The problem to decompose Hecke polynomials emerged in the theory of Hecke op-
erators on spaces of Siegel modular forms [And77], where one of the principal tasks is
to find and study the relations between Fourier coefficients of eigenfunctions of Hecke
operators and the corresponding eigenvalues. Let us give a simple example. Consider
the modular group Γ B SL2(Z). Recall, that a holomorphic function f : H → C on
the upper half-plane H B {z ∈ C | Im(z) > 0} is called a modular form of weight k if it
satisfies
f (z) = ( f |γ)(z) B (c z + d)−k f
(
az + b
c z + d
)
, for all γ =
(
a b
c d
)
∈ Γ, z ∈ H,
and if it has a Fourier expansion of the form
f (z) =
∞∑
j=0
α f ( j) · e2πi j z .
We denote byMk the C-vector space of modular forms of weight k. Let S be the set of
2 × 2-matrices with integral entries and positive determinant. Then the algebra of Hecke
operatorsH B HC(Γ, S) naturally acts onMk . We denote this action by ( f ,T ) ↦→ f |T
for f ∈ Mk , T ∈ H . Since the algebraH is commutative andMk is finite-dimensional, it
follows thatMk contains a basis of simultaneous eigenvectors, also called eigenfunctions,
forH . If f is an eigenfunction, we write λ f : H → C for the corresponding eigenvalue,
so that we have f |T = λ f (T ) · f for all T ∈ H . Then f is an eigenfunction if and only
if α f |T ( j) = λ f (T ) · α f ( j) for all T ∈ H , j ∈ N0.
It is of interest to find relations between the Fourier coefficients α f ( j) of the eigenfunc-
tion f and the corresponding eigenvalues λ f (T ). In order to do this let us fix a prime
number p and consider the Hecke polynomial
Qp(t ) = 1 − (Γ
(
p 0
0 1
)
Γ) · t + p · (Γ
(
p 0
0 p
)
Γ) · t 2 ∈ H[t ].
It decomposes over the parabolic Hecke algebra HC(Γ0, S0), where Γ0 (resp. S0) is the
subgroup of upper triangular matrices in Γ (resp. S ), into
Qp(t ) =
(
1 − (Γ0
(
p 0
0 1
)
Γ0) · t
) · (1 − (Γ0 (1 00 p) Γ0) · t ) . (0.2.1)
Given an eigenfunction f ∈ Mk , we consider the complex polynomial
Qp, f (t ) B 1 − λ f (Γ
(
p 0
0 1
)
Γ) · t + p · λ f (Γ
(
p 0
0 p
)
Γ) · t 2 ∈ C[t ].
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One can use the decomposition (0.2.1) to prove that
Qp, f (t ) ·
∞∑
j=0
p j(1−k)α f (p j a)t j =
{
α f (a) + α f (a/p)t, if p | a;
α f (a), if p ∤ a;
holds for all a ∈ N0. This equality encodes a whole set of relations between eigenvalues
and Fourier coefficients.
Andrianov proved a general decomposition theorem of type (0.2.1) in the context of
Siegel modular forms [And77]. In this case the modular group SL2(Z) is replaced by
Sp2n(Z) for some n ∈ N, and one considers certain holomorphic functions on the Siegel
upper half-space Hn. The subgroup Γ0 of upper triangular matrices is replaced by the
“Siegel parabolic” in Sp2n(Z), i. e. the subgroup of matrices whose lower left quadrant is
zero.
It is then natural to ask if a decomposition of type (0.2.1) also holds for more general
groups. Since this problem is of local nature, one may replace Z with the ring of integers
OF of a non-archimedean local field F . In this context, Gritsenko proved a decomposition
theorem for GLn(F ) (all parabolics) [Gri88,Gri92] and for the classical groups Sp2n(F ),
SUn(F ), and SOn(F ) (for the parabolics fixing a line in the standard representation)
[Gri90].
The main result in [Gri92] found an application in the theory of p-adic L-functions,
where it was recently used by Januszewski [Jan14] in order to define a projection map to
obtain simultaneous eigenfunctions for certain Hecke operators. It is therefore reason-
able to hope that a decomposition theorem for more general reductive groups will have
applications in the theory of p-adic L-functions or p-adic modular forms.
In the second part of this thesis we generalize the theory developed by Andrianov
in [And77] to a connected reductive F -group G. Due to the generality we are forced to
make some adjustments, so that the objects that occur in our context for, say, Sp2n are not
exactly the same as in [And77]. For example, there is no equivalent for “integral Hecke
rings” (in the sense of [And77, p. 347]), which are defined for matrix groups only. We
will give an overview of the theory and point out the differences along the way.
We fix a minimal parabolic subgroup B with Levi subgroup Z and unipotent radical
U. Let K be a special maximal parahoric subgroup of G (in good position relative to B ).
We write KX B K ∩ X for any subset X ⊆ G . Let R be a commutative unital ring in
which the characteristic p of the residue field of F is invertible. Fix a maximal standard
parabolic P with standard Levi subgroupM.
We work with an unnormalized version of the Satake homomorphism
SG : HR(K ,G) −→ HR(KZ,Z),
which was initially defined by Herzig [Her11a, Thm. 1.2] and studied in a more general
context by Henniart and Vignéras [HV15]. The homomorphism SG differs slightly from
the spherical map that Andrianov uses, but the differences are negligible. The Satake
homomorphism is injective and one can explicitly describe its image: it is the subalgebra
of invariants under a certain twisted action of the finite Weyl group on HR(KZ,Z).
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Moreover, there is a commutative diagram
HR(KP , P ) HR(KM ,M )
HR(K ,G) HR(KZ,Z),
ΘPM
SM
SG
(0.2.2)
where the left vertical arrow is a natural embedding, by which we view HR(K ,G) as a
subalgebra of HR(KP , P ). As before, ΘPM is the homomorphism that is induced by the
canonical projection map P ↠ M . The algebra HR(KP , P ) is non-commutative, but
besides HR(K ,G) it contains another commutative subalgebra of interest to us. We need
to fix a strictly positive element aP ∈ M . Then we consider the centralizerC +P of (KP aP )
in HR(KP , P ), i. e. the element corresponding to the double coset KP aP = KP aPKP . It
is commutative and independent of aP . The following property of C +P is crucial: given
any X ∈ HR(KP , P ), we have (KP aP )nX ∈ C +P for n ≫ 0. This allows us to do
computations inC +P rather than in HR(KP , P ). One would like to recover the element X
from its projection into C +P , but this is not always possible. Indeed, elements in KerΘ
P
M ,
which is also the set of all elements which are annihilated by some power of (KP aP ),
cannot be recovered. We consider the R-submodule
O+P B C
+
P .HR(G,K ) ⊆ HR(KP , P )
and try to prove that elements in O+P can be recovered from their projection into C
+
P .
Following Andrianov’s method, we construct a certain polynomial
χaP (t ) ∈ HR(K ,G)[t ],
such that (SM ◦ΘPM )(KP aP ) is a root of the polynomial χSGaP (t ) in HR(KZ,Z)[t ], where,
given any polynomial f (t ) ∈ HR(K ,G)[t ], we denote by f SG (t ) the polynomial in
HR(KZ,Z)[t ] that is obtained by applying SG to the coefficients of f (t ). In general
χaP (t ) differs slightly from the polynomial considered by Andrianov. Since HR(KP , P ) is
a non-commutative algebra, we need to be careful with evaluating polynomials, as different
ways to do this yield different results. Once we clarify, what it means to be a “left root”
of a polynomial, we can formulate the following conjecture:
Conjecture 0.9. The element (KP aP ) is a left root of χaP (t ).
Despite being a concrete condition, it is in general very difficult to verify this conjecture.
If G = Sp2n(F ) and P is the “Siegel parabolic”, or if G = GLn(F ), then verifying
the statement in Conjecture 0.9 is relatively easy. But already for the other classical
groups considered in [Gri90] one needs a fairly explicit description of the images in
HR(KP , P ) of some elements of HR(K ,G). To do so with general connected reductive
groups seems to be a hopeless endeavor. We were, however, able to pinpoint a condition
on the maximal parabolic P under which we could verify the statement in Conjecture 0.9.
Before describing our strategy to prove it, let us first show how to proceed in order to
obtain a decomposition theorem of type (0.2.1).
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Assume for now that P is a parabolic subgroup for which (KP aP ) is a left root of
χaP (t ). Although (KP aP ) is not invertible in HR(KP , P ), one can use χaP (t ) to define
“negative powers” of (KP aP ). They are denoted by (KP aP )−n for n ∈ N and are by
definition contained in O+P . The quotation marks already suggest that this is an abuse of
notation. These negative powers are used to recover elements of O+P from their projection
into C +P as the next lemma shows:
Lemma 0.10. For every X ∈ O+P we have
(KP aP )n · X · (KP aP )−n = X , for n ≫ 0.
With this tool available, it is easy to prove that the statement in Conjecture 0.9 is
equivalent to themore general assertion thatO+P is a complement of KerΘ
P
M inHR(KP , P ).
The latter assertion is the key result to prove the following decomposition theorem (cf.
also (0.2.2)):
Theorem 0.11. Let d(t ) ∈ HR(K ,G)[t ] be a polynomial. Assume that dSG (t ) decomposes
in HR(KZ,Z)[t ] as
dSG (t ) = f˜ (t ) · g˜ (t ),
where f˜ (t ) has coefficients in (SM ◦ ΘPM )(C +P ) and satisfies f˜ (0) = 1. Then there exist
polynomials f (t ) and g (t ) in HR(KP , P )[t ] lifting, respectively, f˜ (t ) and g˜ (t ) and having
the same respective degrees, such that
d(t ) = f (t ) · g (t ) in HR(KP , P )[t ].
We now specify a condition on the maximal parabolic P under which we can prove the
statement in Conjecture 0.9, the condition being the following: the angle between any two
roots in the unipotent radicalUP of P is non-obtuse. We call maximal parabolics with this
property non-obtuse. One would like to know how many non-obtuse parabolics there are.
Are there any? It turns out that all the parabolics that were considered by Andrianov and
Gritsenko are non-obtuse. As there is a one-to-one correspondence between the maximal
(standard) parabolics and elements of the basis (determined by B ) of the relative root
system Φ of G , it is possible to classify non-obtuse parabolics in terms of nodes in the
Dynkin diagram. Then all nodes in type An correspond to non-obtuse parabolics, as do
the extremal nodes in types Bn, Cn, and Dn. Moreover, we identify two in type E6 and
one in type E7. However, there are none in types E8, F4, and G2.
Assume that P is non-obtuse. There is a homomorphism ν : Z → V into the R-vector
space V generated by the coroots of G (relative to a fixed maximal F -split torus of G
inside Z ). Denote by Z− the preimage of the positive Weyl chamber under ν . We then
reduce the statement in Conjecture 0.9 to the following assertion:
Theorem 0.12. Let a ∈ Z be strictly positive. Let u ∈ UP , z ∈ Z−, and z′ ∈ Z such that
uz′ ∈ K zK and such that ν(a−1) − ν(z) is the sum of positive coroots. Then az′ ∈ M is
positive and aua−1 ∈ KP .
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This theorem might be interesting in its own right, for it contributes to the following
problem: given an Iwasawa double coset U z′K and a Cartan double coset K zK , it is
of general interest to study the intersectionU z′K ∩ K zK . If z ∈ Z−, it is well-known
that this intersection is non-empty if and only if ν(z) − ν(z′) is a sum of positive coroots.
However, very little is known about the u ∈ U with uz′ ∈ K zK . For p-adic Chevalley
groups one step in this direction was made in [Da¸b94] with K replaced by the standard
Iwahori subgroup. In his article Da¸browski obtains a description of the intersection
between a version of Iwasawa double cosets and Iwahori double cosets in terms of certain
“good subexpressions”. By adapting the methods in the article of Lansky [Lan01] one
might find a description ofU z′K ∩ K zK analogous to the one in [Da¸b94]. However,
since the results in [Da¸b94] did not suffice to prove the statement in Conjecture 0.9, we
did not pursue this line of research any further.
But what is the merit of Theorem 0.12 regarding the above problem? First, the require-
ment u ∈ UP is not a serious restriction when Φ is irreducible: assume uz′ ∈ K zK
with u ∈ U . We may write u = uUP uM with uUP ∈ UP and uM ∈ U ∩ M .
We find k1, k2 ∈ KM such that k1uM z′k2 = z′′ ∈ Z . Consequently, we have
(k1uUP k−11 ) · z′′ ∈ K zK , and Theorem 0.12 provides information about k1uUP k−11 ∈ UP ,
which should be very similar to uUP . Moreover, we have uM z′ ∈ KM z′′KM , and since M
does contain at least one non-obtuse parabolic, we inductively obtain information about
uM from the theorem.
Let us now describe the quality of information that Theorem 0.12 provides if u ∈ UP .
Just like the local field F , the root groups Uα, for α ∈ Φ, are endowed with a certain
valuation φ0,α. In fact, φ0 = (φ0,α)α∈Φ is the special point in the chosen apartment A
that is used to define K . If we write
u = uα1 · · · uαr (0.2.3)
with uαi ∈ Uαi ⊆ UP , then the theorem shows that the valuation of uαi is bounded
below by ⟨αi, ν(a)⟩.
Unfortunately, the proof of Theorem 0.12 is highly technical and involves a case-by-case
analysis. The general idea, however, is not too complicated. Let B be the adjoint building
of G . Then G acts by isometries on B, revealing an abundance of information about G .
We are mainly interested in the action of the root groups on B. The root group element
uα ∈ Uα ∖ {1} acts by fixing a half-apartment of A whose boundary coincides with
the hyperplane H B
{
x ∈ A  ⟨α, x − φ0⟩ + φ0,α(uα) = 0}. In particular, we can read
off the valuation of uα from its action on B. What is more, there exist unique elements
u′−α, u′′−α ∈ U−α, fixing the complementary half-apartment, such that nα B u′−αuαu′′−α
acts onA as the reflection in H . This phenomenon is visualized in Figure 1.
We now describe the geometric intuition behind our approach to estimate the valuations
of the uαi in (0.2.3). Let λ be the image of z and let µ be the image of z′ in A. There
exists k ∈ K such that k .λ = u .µ. It is known that µ is contained inside the ball Bλ
around φ0 with radius ∥λ∥ in B, see Figure 2.
Assume that αr is extremal in the cone generated by the roots in UP and that the
valuation of uαr is sufficiently negative. Using nαr as above, we may reflect µ along the
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A
uα
u ′−α
uα u ′′−α
Figure 1: The action of u′−αuαu′′−α on B.
Explanation: in this picture, the horizontal line denotes the apartmentA, the hyperplane H is represented
by the marked point; uα fixes the right half-apartment, and u ′−α and u ′′−α fix the left half-apartment.
A
φ0 λ
k .λ
u ′−αr k .λ
µ µ′Hr
nαr
Figure 2: Measuring the valuation of uαr .
hyperplane Hr to obtain a new point µ′ = nαr .µ in A. We observe that µ′ again lies
inside Bλ . This forces the hyperplane Hr to meet Bλ , from which we obtain an effective
estimate on the valuation of uαr . This step is the heart of an algorithm, which terminates
when one of the reflected points µ′ ends up on the boundary of Bλ .
One big problem, however, is that after the first step we potentially lose any information
about the uαi for i < r . We therefore try to apply the first step of this algorithm to
different decompositions of u. The reason why this eventually succeeds is exactly the
non-obtuseness of P . This condition ensures that “most” roots are extremal in the cone
generated by the roots inUP . The remaining roots can be handled by a careful analysis.
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1. Review of Bruhat-Tits theory
We start by reviewing those parts from Bruhat-Tits theory, that will be necessary in the
following. The main references are the original papers of Bruhat and Tits [BT72, BT84].
For a large part we will follow [Vig16]. Apart from Proposition 1.9 nothing in this section
is original work.
Let F be a local field with normalized valuation ω : F → Z ∪ {∞}. We denote by OF ,
mF , κF the valuation ring, its maximal ideal and the residue field, respectively. We fix a
uniformizer πF of F , i. e. an element πF ∈ OF with mF = πF .OF . The residue field κF
is a finite field of characteristic p > 0, and we denote its cardinality by q .
In this thesis we denote algebraic groups by a boldface letter and their group of F -points
by the corresponding lightface letter: given an algebraic groupH over F , we denote by
H B H(F ) the group of F -rational points. The group H is always viewed as a topological
group with respect to the topology induced from the πF -adic one on F . We denote by
X ∗(H ), resp. X∗(H ), the abelian group of F -characters, resp. the set of F -cocharacters of
H, i. e. the F -morphisms of algebraic groupsH→ Gm, resp. Gm → H. IfH is abelian,
then X∗(H ) is also an abelian group. We denote byH◦ the connected component and by
D(H) the derived subgroup ofH.
1.1. The root system of a reductive group
Let G be a connected reductive group3 over F . Let T be a maximal F -split torus of G
with normalizer NG(T) and centralizer ZG(T). The groupW0 B W (G,T) B N /Z ,
where N B NG(T)(F ) and Z B ZG(T)(F ), is finite and called the (finite) Weyl group of
G. The adjoint action of T on the Lie algebra g of G is diagonalizable, hence we obtain a
decomposition
g =
⨁
α∈X ∗(T )
gα, where gα B {x ∈ g |Ad(t )(x) = αF (t ) · x for all t ∈ T } . (1.1.1)
The set Φ B Φ(G,T) B {α ∈ X ∗(T ) | gα , {0}} is called the (relative) root system
associated with G and T. The elements of Φ are called the F -roots or roots relative to F of
G (with respect to T). Let N act on X ∗(T ) via
(n.α)R(t ) B αR(n−1tn), for n ∈ N , α ∈ X ∗(T ), t ∈ T(R), and F -algebras R.
The adjoint action of N on g permutes the eigenspaces via n.gα = gn.α for n ∈ N ,
α ∈ X ∗(T ). As Z acts trivially on X ∗(T ), we thus obtain an action ofW0 = N /Z on
the relative root system Φ. Similarly, the conjugation action of N on T induces an action
ofW0 on X∗(T ).
Following [Bor91, §21], the subgroup T′ B
(
T ∩D(G))◦ is a maximal F -split torus of
D(G). If TC denotes the maximal F -split torus in the connected center C of G, then we
3Here and in the following we always assume that G is isotropic, i. e. there exists a non-central F -split
torus in G of positive dimension.
15
16 1.1. The root system of a reductive group
have T = T′ · TC and T′ ∩ TC is finite. As C lies in the kernel of Ad: G→ GLg, the F -
roots are trivial on TC, hence the restriction map X ∗(T ) → X ∗(T ′) embedsΦ(G,T) into
X ∗(T ′). In fact, we thus obtain isomorphisms Φ(G,T)  Φ(D(G),T′) andW (G,T) 
W
(
D(G),T′) . Note that X∗ (TC(F )) = X∗(C ) and X∗(T ) = X∗(T ′) × X∗(C ). We fix a
W0-invariant scalar product ( · , · ) on the finite-dimensional R-vector space
V B X∗(T ′) ⊗Z R =
(
X∗(T )/X∗(C )
) ⊗Z R (1.1.2)
(this is possible, sinceW0 is finite). The canonical pairing ⟨ · , · ⟩ : X ∗(T ′) × X∗(T ′) → Z
given by ⟨χ, λ⟩ = χ ◦ λ under the identification End(Gm)  Z, is perfect, i. e. it
induces isomorphisms X ∗(T ′)  HomZ
(
X∗(T ′),Z
)
and X∗(T ′)  HomZ
(
X ∗(T ′),Z) .
Consequently, we may identify X ∗(T ′) ⊗Z R with the R-linear dualV ∗ = HomR(V ,R)
of V . Via the isomorphism V → V ∗, v ↦→ (v, · ), we endow V ∗ with aW0-invariant
scalar product.
Theorem 1.1. The set Φ = Φ(G,T) is a root system in (V ∗, ( · , · )) with Weyl groupW0 =
N /Z , i. e.4 it satisfies the following conditions:
(RI ) Φ is finite, spansV ∗ and does not contain 0.
(RI I ) For each α ∈ Φ there exists a (unique) element α∨ ∈ V ∗∗ = V with ⟨α, α∨⟩ = 2 and
such that the reflection
sα,α∨ : V ∗ −→ V ∗, x ↦−→ x − ⟨x, α∨⟩ · α (1.1.3)
leaves Φ invariant. We have α∨ = 2(α,· )(α,α) and α
∨ ∈ X∗(T ′).
(RI I I ) For each α ∈ Φ we have ⟨Φ, α∨⟩ ⊆ Z.
(RIV ) The reflections sα,α∨ , for α ∈ Φ, generate the groupW0.
The set Φ∨ B Φ∨(G,T) B {α∨ ∈ X∗(T ′)  α ∈ Φ(G,T)} is a root system with Weyl group
W0.
Proof. See [Bor91, Theorems 21.2 and 21.6]. The last assertion is immediate. □
Remark 1.2. (a) A root system Ψ is called reduced if α ∈ Ψ implies 2α < Ψ. Given a
root system Ψ, the set
Ψred B
{
α ∈ Ψ  α2 < Ψ} (1.1.4)
is a reduced root system with the same Weyl group as Ψ.
If G is F -split, the associated root system Φ(G,T) is reduced. However, this need
not be the case if G is not F -split.
(b) Given R-vector spaces Ei and root systems Ψi ⊆ Ei , i = 1, . . . , n, the set Ψ B⋃n
i=1 Ψi is a root system in E B
⨁n
i=1 Ei , called the direct sum of the root systems
Ψ1, . . . ,Ψn. A root system is called irreducible if it is non-empty and not a direct
sum of two non-empty root systems. Each root system can be uniquely decomposed
into irreducible root systems [Bou81, Ch. VI, §1.2, Prop. 6].
4The notions root system andWeyl group are to be understood as in [Bou81, Ch. VI, §1.1] which a posteriori
justifies the nomenclature above.
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We may thus decompose V = V1 ⊕ · · · ⊕ Vn such that, after identifying V ∗ =
V ∗1 ⊕· · ·⊕V ∗n ,Φi B Φ(G,T)∩V ∗i is an irreducible root system inV ∗i , i = 1, . . . , n,
and Φ(G,T) = ⋃ni=1Φi . Then also Φ∨i B Φ∨(G,T) ∩ Vi is irreducible with
Φ∨(G,T) = ⋃ni=1Φ∨i .
Note that for α ∈ Φi the reflection sα,α∨ acts trivially onVj andV ∗j for j , i. This
gives a decompositionW0 =W0,1 × · · · ×W0,n, whereW0,i is the Weyl group of Φi ,
i = 1, . . . , n.
(c) Given a root system Ψ inside an R-vector space E , there exists a subset ∆ ⊆ Ψ
satisfying the following conditions:
1. ∆ is a basis of E ;
2. given α ∈ Ψ and writing α = ∑β∈∆ λ β β, we have λ β ∈ Z≥0 for all β ∈ ∆ or
λ β ∈ Z≤0 for all β ∈ ∆.
The subset ∆ is called a basis of Ψ. The Weyl group acts simply transitively on the
set of bases of Ψ [Bou81, Ch. VI, §1.5, Thm. 2 and §1.6, Thm. 3]. Thus, writing Ψ+
for the set of α =
∑
β∈∆ λ β β ∈ Ψ with all λ β ∈ Z≥0, and Ψ− B −Ψ+, we have
Ψ = Ψ+ ⊔Ψ−. The elements in ∆ are called simple roots and those in Ψ+ (resp. Ψ−)
are called positive roots (resp. negative roots).
There exists a linear form λ ∈ E∗ such that Ψ+ = {α ∈ Ψ | λ(α) > 0}. Conversely,
given any linear form λ ∈ E∗ with 0 < λ(Ψ) there exists a unique basis ∆ ⊆ Ψ such
that {α ∈ Ψ | λ(α) > 0} is the associated set of positive roots.
1.2. The root group datum of a group
Let V be an R-vector space and Φ ⊆ V ∗ be a root system. We fix a basis ∆ ⊆ Φ and
hence a choice of positive roots Φ+ inside Φ.
Definition 1.3. [BT72, (6.1.1)] Let G be a group. A datum (Z, (Uα,Mα)α∈Φ) is called a
root group datum of type Φ if it satisfies the following conditions:
(DR1) Z andUα , {1} are subgroups of G , for all α ∈ Φ.
(DR2) For each α, β ∈ Φ the commutator subgroup [Uα,Uβ] is contained in the group
generated by theUrα+s β for r , s ∈ N with rα + s β ∈ Φ.
(DR3) If α, 2α ∈ Φ then we haveU2α ⊊ Uα.
(DR4) For each α ∈ Φ the set Mα ⊆ G is a right coset under Z and we have U ∗−α ⊆
UαMαUα, where we putU ∗α B Uα ∖ {1} for α ∈ Φ.
(DR5) For each α, β ∈ Φ and n ∈ Mα we have nUβn−1 = Usα,α∨ (β).
(DR6) If U + (resp. U −) denotes the group generated by all Uα with α ∈ Φ+ (resp.
α ∈ −Φ+), then we have ZU + ∩U − = {1}.
The root group datum
(
Z, (Uα,Mα)α∈Φ
)
is said to be generating if G is generated by Z
andUα, for α ∈ Φ.
Remark 1.4. The following consequences of the above axioms prove to be very useful.
(a) If 2α < Φ we put U2α = {1}. In general, it follows from axiom (DR2) that the
commutator subgroup [Uα,Uα] is contained inU2α, and thatU2α is central inUα.
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(b) [BT72, (6.1.2) (2)] Let α ∈ Φ and u ∈ U ∗−α. There exists a unique element
m(u) ∈ Mα such that u ∈ Uαm(u)Uα. More precisely, there exists a unique
triple (u′,m, u′′) ∈ Uα × G ×Uα such that u = u′mu′′, mUαm−1 = U−α and
mU−αm−1 = Uα; we then have m ∈ Mα and u′ , 1.
(c) [BT72, (6.1.2) (9)] Let α ∈ Φ and Lα be the subgroup of G generated by Z ,Uα
andU−α. Then we have
Mα =
{
x ∈ Lα
 xUαx−1 = U−α and xU−αx−1 = Uα} . (1.2.1)
In particular, Mα is completely determined by Z ,Uα andU−α. It thus makes sense
to speak of the root group datum
(
Z, (Uα)α∈Φ
)
.
(d) Let N be the subgroup of G generated by Z and the m(U ∗−α) ⊆ Mα for α ∈ Φ.
From (DR5) it follows that there exists a unique epimorphism
vν : N −→W0, (1.2.2)
whereW0 is the Weyl group of Φ, such that for all α ∈ Φ and all n ∈ N we have
nUαn−1 = Uvν(n)(α). Moreover, we have vν(Mα) = {sα,α∨} for all α ∈ Φ. The
kernel of vν coincides with Z = N ∩ ZU + [BT72, Cor. (6.1.11) (ii)].
(e) [BT72, (6.1.2) (11)] The group N normalizes Z . SinceW0 acts transitively on the
set of bases of Φ, we see that (DR6) remains valid if we replace Φ+ by a different
choice of positive roots.
Example 1.5. (a) Consider the general linear group GLn(F ). We obtain a root group
datum as follows: Denote by Ei j the elementary matrix, whose only non-zero entry
is a 1 in the (i, j)-th spot. Let En be the n × n-identity matrix. For Z we take the
subgroup of diagonal matrices
{∑n
i=1 aiEii
 ai ∈ F ×} of GLn(F ). We consider the
root system Φ ⊆ Rn of type An−1 given by
Φ B
{
αi j B ei − e j
 1 ≤ i , j ≤ n} ,
where e1, . . . , en is the canonical basis of Rn. If we denote by χ1, . . . , χn ∈ (Rn)∗
its dual basis, we find that the coroot system is given by
Φ∨ B
{
α∨i j B χi − χ j
 1 ≤ i , j ≤ n} .
Given αi j, αkl ∈ Φ, we then compute
sαi j (αkl ) = αkl − ⟨αkl , α∨i j⟩ · αi j = ατi j (k),τi j (l ),
where τi j is the transposition on {1, 2, . . . , n} interchanging i and j . We fix the
basis ∆ B
{
αi,i+1
 1 ≤ i ≤ n − 1} of Φ. Then Φ+ = {αi j ∈ Φ  1 ≤ i < j ≤ n} is
the set of positive roots. SetUαi j B
{
En + λEi j
 λ ∈ F } for αi j ∈ Φ. Finally, put
Mαi j B
{∑
r,i, j
ar Er r + aiEi j + a jE j i
 ar ∈ F × for 1 ≤ r ≤ n
}
for i , j .
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We claim that
(
Z, (Uα,Mα)α∈Φ
)
is a generating root group datum of GLn(F ). There
is nothing to say about (DR1) and (DR3). In order to verify (DR2) it suffices to
consider α, β ∈ Φ with β , ±α. Given αi j, αkl ∈ Φ, we thus may assume
(i, j) , (l , k). A direct computation then shows
(En + λEi j )(En + λ′Ekl )(En − λEi j )(En − λ′Ekl )
= En + λλ′δ jkEil − λλ′δl iEk j
= (En + λλ′δ jkEil ) · (En − λλ′δl iEk j ) (1.2.3)
for λ, λ′ ∈ F (where δi j is the Kronecker symbol). Notice that j = k implies
αi j +αkl = αil ∈ Φ and l = i implies αi j +αkl = αk j ∈ Φ. In either case the above
computation shows that the commutator subgroup [Uαi j ,Uαkl ] is contained in the
subgroup of GLn(F ) generated byUrαi j+sαkl for r , s ∈ N with rαi j + sαkl ∈ Φ,
whence (DR2). AsU + (resp. U −) is the group of upper (resp. lower) triangular
matrices with all diagonal entries equal to 1, axiom (DR6) is visibly true. Let
αi j ∈ Φ. It is clear that Mαi j is a right coset under Z . Moreover, for x ∈ F ×, the
computation (
1 0
x 1
)
=
(
1 x−1
0 1
) (
0 −x−1
x 0
) (
1 x−1
0 1
)
generalizes and showsU ∗−αi j ⊆ Uαi jMαi jUαi j , i. e. (DR4). It remains to show (DR5).
Let αi j, αkl ∈ Φ and consider the element Pi j B ∑r,i, j Er r + Ei j + E j i ∈ Mαi j .
As left (resp. right) multiplication with Pi j = P−1i j interchanges the i-th and j -th
row (resp. column), it follows that Pi jUαkl P
−1
i j = Uατi j (k),τi j (l ) = Usαi j (αkl ). Since
each Uα, for α ∈ Φ, is normalized by Z , this shows that (DR5) holds. Thus,(
Z, (Uα,Mα)α∈Φ
)
is a root group datum of type An−1. It is generating by Gaussian
elimination. We note that the group N in Remark 1.4, (d) is the group of monomial
matrices in GLn(F ), which is also the normalizer ofZ . TheWeyl groupW0 = N /Z
is the symmetric groupSn.
(b) Given a connected reductive group G over F , we fix a maximal F -split torus T.
Let Φ = Φ(G,T) be the root system attached to G (see 1.1). Let Z be group of
F -points of the centralizer ZG(T) of T in G. Given α ∈ Φ, there exists a unique
closed connected unipotent F -subgroup Uα, which is normalized by ZG(T) and
has Lie algebra gα ⊕ g2α (in the notation of section 1.1) [Bor91, 21.9 Prop.]. Then(
Z, (Uα)α∈Φ
)
is a generating root group datum of type Φ [BT84, 1.1.13].
We recall the following lemma [BT72, Lem. (6.1.7)].
Lemma 1.6. Let X be a group. Let Ψ ⊆ Φ+ be a subset and let Ψred =
{
α ∈ Ψ  α2 < Ψ}.
For each α ∈ Ψ letYα be a subgroup of X ; we put Xα B Yα and X2α = {1} if 2α < Ψ, and
Xα B YαY2α if 2α ∈ Ψ. Suppose further that the following conditions are satisfied:
(i) X is generated by⋃α∈ΨYα;
(ii) for all α, β ∈ Ψ the commutator subgroup [Yα,Yβ] is contained in the subgroup of X
generated by theYrα+s β , for r , s ∈ N with rα + s β ∈ Ψ;
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(iii) the intersection of the groups generated by
⋃
α∈Ψ
⟨α,v⟩≤0
Yα and
⋃
α∈Ψ
⟨α,v⟩>0
Yα, respectively,
is trivial for each v ∈ V .
Then X is a nilpotent group and the map∏α∈Ψred Xα → X , given by multiplication, is
bijective with respect to any choice of ordering of the factors.
Definition 1.7. Let Ψ ⊆ Φ+ and X = ⟨Xα | α ∈ Ψ⟩ be as in Lemma 1.6.
(a) We define a partial order on Ψ as follows: given α, β ∈ Ψ, we put α ≤ β if there
exist γ1, . . . , γn ∈ Ψ and r ∈ N, s1, . . . , sn ∈ Z≥0 with β = rα +∑ni=1 siγi . It is
clear that this relation is reflexive and transitive. Given v ∈ V with ⟨α, v⟩ > 0 for
all α ∈ Φ+, we see that α ≤ β implies ⟨α, v⟩ ≤ ⟨β, v⟩ with equality if and only if
α = β. Hence the relation is also antisymmetric.
(b) By an ordering of the factors of
∏
α∈Ψred Xα we mean a bijection o : Ψred →
{1, 2, . . . , |Ψred |} such that the map∏α∈Ψred Xα → X at the end of Lemma 1.6 is
given by
(xα)α∈Ψred ↦−→
∏
α∈Ψred
xα B xo−1(1) · xo−1(2) · · · xo−1(|Ψred |).
Lemma 1.8. Let Ψ ⊆ Φ+, Ψred, X and (Xα)α∈Ψred be as in Lemma 1.6, satisfying (i), (ii),
and (iii) above. Let f : X → X be a group homomorphism such that
f (xα)x−1α ∈ ⟨X β | β > α⟩ for all xα ∈ Xα, all α ∈ Ψred.
Fix an ordering o : Ψred → {1, 2, . . . , |Ψred |} of the factors. For all α ∈ Ψred and all
(x β)β<α ∈ ∏β∈Ψred
β<α
X β there exists a unique element zα ∈ Xα and a unique group homo-
morphism z˜α : Xα → X2α factoring through Xα/X2α such that
f
( ∏
α∈Ψred
xα
)
=
∏
α∈Ψred
(
zα z˜α(xα)xα
)
for all xα ∈ Xα, all α ∈ Ψred. (1.2.4)
Proof. We remark that (ii) in Lemma 1.6 implies that X2α is central in Xα, and that the
commutator subgroup [Xα,Xα] is contained in X2α.
We induct on |Ψred |. Suppose first that Ψred = {α}. The hypothesis on f implies
z˜α(x) B f (x)x−1 ∈ X2α for x ∈ Xα and z˜α(X2α) = {1}. We show that z˜α : Xα → X2α
is a group homomorphism. Given x, y ∈ Xα, we compute
z˜α(xy) = f (xy) · (xy)−1 = f (x) f (y)y−1x−1
= f (x)z˜α(y)x−1 = f (x)x−1 · z˜α(y) = z˜α(x) · z˜α(y).
This proves the base case (with zα B 1). Now suppose |Ψred | > 1 and choose a maximal
α0 ∈ Ψred (recall Definition 1.7 (a)). We start with the following claim:
Claim. Suppose f (∏α∈Ψred xα) = ∏α∈Ψred yα for (xα)α, (yα)α ∈ ∏α∈Ψred Xα. Then yα0
depends only on the x β with β ≤ α0.
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Proof of the claim. Consider Ψ′ B {β ∈ Ψred | β ̸≤ α0} and let Zα0 be the subgroup of
X generated by⋃β∈Ψ′ X β . Notice that β ∈ Ψ′, γ ∈ Ψred and γ ≥ β imply γ ∈ Ψ′, i. e.
Ψ′ is an upper subset of Ψred. Therefore, the hypotheses of Lemma 1.6 remain satisfied
for Zα0 , Ψ′ and (Xα)α∈Ψ′ instead of X , Ψ and (Yα)α∈Ψ. Hence, the multiplication
map
∏
α∈Ψ′ Xα → Zα0 is bijective. Moreover, condition (ii) implies that Zα0 is a normal
subgroup of X , sinceΨ′ is an upper subset ofΨred. Consequently, the canonical projection
map pr≤α0 :
∏
β∈Ψred X β →
∏
β≤α0 X β is a group homomorphism. The hypothesis on
f implies f (Zα0) ⊆ Zα0 , since Ψ′ is an upper subset of Ψred. We obtain an induced group
homomorphism f : X/Zα0 → X/Zα0 such that, after identifying X 
∏
α∈Ψred Xα and
X/Zα0 
∏
α≤α0 Xα, the following diagram commutes:∏
α∈Ψred Xα
∏
α∈Ψred Xα
∏
α≤α0 Xα
∏
α≤α0 Xα .
pr≤α0
f
pr≤α0
f
From this it is immediate that yα0 only depends on the x β with β ≤ α0. The claim is
proved. □
Let (xα)α ∈ ∏α∈Ψred and write f (∏α∈Ψred xα) = ∏α∈Ψred yα for certain yα ∈ Xα,
α ∈ Ψred. We prove the presentation (1.2.4) in two steps.
Step 1: We prove yα = zα z˜α(xα)xα for α , α0 with zα and z˜α as in the statement
of the lemma. This follows from the induction hypothesis as follows: Recall that Xα0
is normal in X , hence the quotient X ′ B X/Xα0 is a group. Put Ψ′ B Ψ ∖ {α0, 2α0}
and Ψ′red =
{
α ∈ Ψ′  α2 < Ψ′}. Under the projection map X ↠ X ′ the subgroups Yα,
Xα of X embed into X ′ for α ∈ Ψ′. By the hypothesis on f we obtain an induced
homomorphism f ′ : X ′ → X ′. The hypotheses of the lemma remain satisfied if we
replace X , Ψ, (Yα)α∈Ψ, f by X ′, Ψ′, (Yα)α∈Ψ′red , f ′. Notice that the diagram
X =∏α∈Ψred Xα ∏α∈Ψred Xα = X
X ′ =∏α∈Ψ′red Xα ∏α∈Ψ′red Xα = X ′
pr
f
pr
f
commutes. Therefore, we have f (∏α∈Ψ′red xα) =∏α∈Ψ′red yα and the induction hypothesis
implies yα = zα z˜α(xα)xα for certain elements zα ∈ Xα and group homomorphisms
z˜α : Xα → X2α factoring through Xα/X2α and only depending on the x β with β < α,
α ∈ Ψ′red = Ψred ∖ {α0}. This establishes Step 1.
Step 2: We prove yα0 = zα0 z˜α0(xα0)xα0 with zα0 and z˜α0 as in the statement of the
lemma. We introduce the following notation:
x< B
∏
α∈Ψred
o(α)<o(α0)
xα, x> B
∏
α∈Ψred
o(α)>o(α0)
xα, x B x<xα0x
>, x′ B x<x>,
f (x<) = ∏
α∈Ψred
y<α , f (x>) =
∏
α∈Ψred
y>α , f (x) =
∏
α∈Ψred
yα, f (x′) =
∏
α∈Ψred
y′α .
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From the claim we deduce that y<α0 (resp. y
>
α0 , resp. y
′
α0 ) depends only on the x β with
β < α0 and o(β) < o(α0) (resp. o(β) > o(α0), resp. o(β) , o(α0)). Recall that X2α0 is
central in X and that Xα0 is centralized by all X β with β , α0. Using this we compute∏
α∈Ψred
yα = f (x) = f (x<) · f (xα0) · f (x>) =
( ∏
α∈Ψred
y<α
)
· f (xα0) ·
( ∏
α∈Ψred
y>α
)
=
( ∏
α∈Ψred
y<α
)
·
( ∏
α∈Ψred
y>α
)
· [ f (xα0), y>α0] · f (xα0)
= f (x<) · f (x>) · [ f (xα0), y>α0] · f (xα0)
= f (x′) · [ f (xα0), y>α0] · f (xα0) =
( ∏
α∈Ψred
y′α
)
· [ f (xα0), y>α0] · f (xα0).
We obtain yα0 = y′α0 · [ f (xα0), y>α0] · f (xα0). As was mentioned above the element
zα0 B y′α0 ∈ Xα only depends on the x β with β < α0. We put
z˜α0(xα0) B [ f (xα0), y>α0] · f (xα0)x−1α0 ∈ X2α0 . (1.2.5)
As X2α0 is central in Xα0 and f is, by hypothesis, the identity on X2α0 , we have
z˜α0(X2α0) = {1}. It remains to show that this defines a group homomorphism
z˜α0 : Xα0 → X2α0 . The base case shows that Xα0 → X2α0 , x ↦→ f (x)x−1 is a homo-
morphism. As X2α0 is abelian it suffices to show that Xα0 → X2α0 , x ↦→ [ f (x), y>α0] is a
homomorphism. This is immediate once we notice that [uv,w] = u[v,w]u−1 · [u,w] for
all u, v,w ∈ Xα0 . We conclude yα0 = zα0 z˜α0(xα0)xα0 , with zα0 and z˜α0 only depending
on the x β with β < α0. This establishes Step 2.
Steps 1 and 2 together yield the presentation (1.2.4). This finishes the proof. □
For later use we rephrase Lemma 1.8 in the context of groups with a root group datum.
Proposition 1.9. Let G be a group with root group datum
(
Z, (Uα)α∈Φ
)
(cf. Remark 1.4
(c)). Let Ψ ⊆ Φ+ be a subset and let Ψred =
{
α ∈ Ψ  α2 < Ψ}. For each α ∈ Ψ let Yα be a
subgroup ofUα; we put Xα B Yα and X2α = {1} if 2α < Ψ, and Xα B YαY2α if 2α ∈ Ψ.
Let X be the subgroup ofU + generated by⋃α∈ΨYα. Suppose that condition (ii) of Lemma 1.6
is satisfied, i. e.
(ii) for all α, β ∈ Ψ the commutator subgroup [Yα,Yβ] is contained in the subgroup of X
generated by theYrα+s β , for r , s ∈ N with rα + s β ∈ Ψ.
Let f : X → X be a group homomorphism such that
f (xα)x−1α ∈ ⟨X β | β > α⟩ for all xα ∈ Xα, all α ∈ Ψred. (1.2.6)
Fix an ordering o : Ψred → {1, 2, . . . , |Ψred |} of the factors of∏α∈Ψred Xα. For all α ∈ Ψred
and all (x β)β<α ∈ ∏β∈Ψred
β<α
X β there exists a unique element zα ∈ Xα and a unique group
homomorphism z˜α : Xα → X2α factoring through Xα/X2α such that
f
( ∏
α∈Ψred
xα
)
=
∏
α∈Ψred
(
zα z˜α(xα)xα
)
for all xα ∈ Xα, all α ∈ Ψred. (1.2.7)
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Proof. Notice that condition (iii) of Lemma 1.6 holds by Remark 1.4 (d). Therefore the
statement follows from Lemma 1.8. □
Remark 1.10. We complement Proposition 1.9 (resp. Lemma 1.8) with a few observations.
Retain the notations of Proposition 1.9.
(a) The homomorphism f : X → X is necessarily an automorphism.
(b) Given (x β)β<α ∈ ∏β∈Ψred
β<α
X β and an ordering o : Ψred → {1, 2, . . . , |Ψred |} of the
factors of
∏
α∈Ψred Xα, the homomorphism z˜α : Xα → X2α only depends on the
x β with β < α and o(β) > o(α) (cf. (1.2.5)). Consequently, for an appropriate
choice of the ordering o, the homomorphism z˜α does not depend on (x β)β<α.
1.3. Valuations on root group data
This section is dedicated the study of valuations on a root group datum. These play a
crucial role in the construction of the apartment in the building of G . In the case where
G is the group of F -points of a connected reductive group the existence of a valuation
needs the full strength of Bruhat-Tits theory.
Definition 1.11. [BT72, (6.2.1)] Let G be a group and
(
Z, (Uα,Mα)α∈Φ
)
a root group
datum on G . A family φ = (φα)α∈Φ of maps φα : Uα → R ∪ {∞} (α ∈ Φ) is called
a valuation on the root group datum
(
Z, (Uα,Mα)α∈Φ
)
if the following conditions are
satisfied:
(V0) For each α ∈ Φ the image of φα contains at least three elements.
(V1) For all α ∈ Φ and r ∈ R ∪ {∞} the setUα,r B φ−1α
([r ,∞]) is a subgroup ofUα
and we haveUα,∞ = {1}.
(V2) For all α ∈ Φ and m ∈ Mα the functionU ∗−α → R, u ↦→ φ−α(u) − φα(mum−1)
is constant.
(V3) Let α, β ∈ Φ and r , s ∈ R; if β < −R>0α, then the group of commutators
[Uα,r ,Uβ,s ] is contained in the subgroup of G generated by theUnα+m β,nr+ms for
n,m ∈ N with nα +m β ∈ Φ.
(V4) If α, 2α ∈ Φ, then φ2α is the restriction of 2φα toU2α.
(V5) Let α ∈ Φ, u ∈ Uα, and u′, u′′ ∈ U−α. If u′uu′′ ∈ Mα, then we have φ−α(u′) =
−φα(u).
Given α ∈ Φ and r ∈ R, we putUα,r+ B ⋃s>r Uα,s ⊆ Uα,r andUα,r ,κ B Uα,r/Uα,r+.
Remark 1.12. Let φ = (φα)α∈Φ be a valuation of
(
Z, (Uα)α∈Φ
)
. We collect some proper-
ties of φ [BT72, (6.2.2)].
(a) The family of subgroups
{
Uα,r
 r ∈ R} ofUα is a basis of open neighborhoods of
1 for the structure of a topological group onUα.
(b) The valuation φα can be recovered from
{
Uα,r
 r ∈ R} via
φα(u) = sup
{
r ∈ R ∪ {∞}  u ∈ Uα,r } for u ∈ Uα.
(c) Condition (V5) is equivalent to
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(V′5) Let α ∈ Φ, u ∈ Uα and u′, u′′ ∈ U−α with u′uu′′ ∈ Mα. Then we have
φ−α(u′′) = −φα(u).
From (V1) it follows that φα(u−1) = φα(u) for u ∈ Uα, α ∈ Φ. Given u ∈ Uα and
u′, u′′ ∈ U−α with u′uu′′ ∈ Mα, we also have u′′−1u−1u′−1 = (u′uu′′)−1 ∈ Mα.
Using (V5) we compute
φ−α(u′′) = φ−α(u′′−1) = −φα(u−1) = −φα(u).
This shows (V′5). A similar argument shows that (V
′
5) implies (V5).
(d) If ∆ ⊆ Φ is a basis, then φ is uniquely determined by (φα)α∈∆ [BT72, Cor. (6.2.8)].
Definition 1.13. A valuation φ = (φα)α∈Φ on the root group datum
(
Z, (Uα)α∈Φ
)
is
called discrete if the set of values Γα B φα(U ∗α) ⊆ R is discrete.
Example 1.14. (a) We consider the general linear group GLn(F ) together with the root
group datum
(
Z, (Uα)α∈Φ
)
defined in Example 1.5, (a). Given αi j ∈ Φ, we define
φαi j
(
En + λEi j
)
B ω(λ), for λ ∈ F .
Then (V0) and (V4) are trivially satisfied. Given r ∈ R, let k ∈ Z be minimal with
k ≥ r . Then Uαi j ,r = Uαi j ,k =
{
En + λEi j
 λ ∈ πkF OF } is a group and we have
Uαi j ,∞ = {1}, whence (V1). The computation (1.2.3) shows that (V3) is satisfied.
For the verification of (V5) and (V2) we may reduce to the case of 2 × 2-matrices.
The requirement that(
1 0
λ′ 1
) (
1 λ
0 1
) (
1 0
λ′′ 1
)
=
(
1 + λλ′′ λ
λ′′ + λ′ + λ′λλ′′ λλ′ + 1
)
!∈
(
0 F ×
F × 0
)
forces λ′ = λ′′ = −λ−1. Hence ω(λ′) = ω(λ′′) = −ω(λ) which implies (V5) (and
(V′5)). Similarly we compute for x, y, λ ∈ F ×:(
0 x
y 0
) (
1 0
λ 1
) (
0 y−1
x−1 0
)
=
(
1 xλy−1
0 1
)
.
As ω(λ) −ω(xλy−1) = ω(y) −ω(x) does not depend on λ, we see that (V2) holds.
Therefore, φ is a valuation.
(b) [BT72, Ex. (6.1.3) b)] Let G be an F -split connected reductive group over F ,
and fix a maximal torus T in G. Then we have ZG(T) = T. The root groups Uα
are isomorphic to the additive group Ga. In fact, we may choose isomorphisms
χα : Ga → Uα, for each α ∈ Φ, such that the following conditions are satisfied
[BT84, 3.2.2]:
(CH1) For each α ∈ Φ the isomorphisms χα and χ−α are associated, i. e. there exists
a (unique) F -morphism ζα : SL2 → G such that
χα,R(u) = ζα,R
(
1 u
0 1
)
and χ−α,R(u) = ζα,R
(
1 0
−u 1
)
for all u ∈ Ga(R) = R and all F -algebras R.
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(CH2) For all α, β ∈ Φ there exists ε ∈ {±1} such that
χsα,α∨ (β),R(u) = ζα,R
(
0 1
−1 0
)
· χβ,R(εu) · ζα,R
(
0 1
−1 0
)−1
for all u ∈ Ga(R) = R and F -algebras R.
The datum (χα)α∈Φ is called a Chevalley system in G (relative to T). Notice that
for each α ∈ Φ we have
t · χα,R(u) · t−1 = χα,R
(
α(t ) · u) (1.3.1)
for all t ∈ T , u ∈ Ga(R) = R and F -algebras R [Hum98, 26.3 Thm. (c)]. For all
α, β ∈ Φ with β , −α, and i, j ∈ N with iα + j β ∈ Φ there exists Cα,β;i, j ∈ Z
such that the commutator formula[
χα,R(u), χβ,R(v)
]
=
∏
i, j∈N
iα+ j β∈Φ
χiα+ j β,R
(
Cα,β;i, j · u iv j
)
(1.3.2)
holds for all u, v ∈ Ga(R) = R and F -algebras R [BT84, 3.2.3] (see also [Hum98,
32.5 Lemma] for a proof). Recall from Example 1.5, (b) that
(
T , (Uα)α∈Φ
)
is a
generating root group datum of type Φ. We can use the above Chevalley system to
define a valuation φ = (φα)α∈Φ for this root group datum by defining
φα : Uα → R, φα
(
χα,F (λ)
)
= ω(λ), (λ ∈ F ) (1.3.3)
for each α ∈ Φ. Again, (V0) and (V4) are trivial, and (V1) is also clear. Condition
(V3) is a direct consequence of the commutator formula (1.3.2). We prove (V2):
note that Mα (1.2.1) is of the formTmα, wheremα B ζα,F
(
0 1
−1 0
)
. Given λ ∈ F ,
we compute
φα
(
mα χ−α,F (λ)m−1α
)
= (φα ◦ ζα,F )
((
0 1
−1 0
) (
1 0
−λ 1
) (
0 −1
1 0
))
= (φα ◦ ζα,F )
(
1 λ
0 1
)
= φα
(
χα,F (λ)
)
.
Hence (V2) holds for mα. It remains to prove that the map U ∗α → R, u ↦→
φα(u) − φα(t ut−1) is constant for each fixed t ∈ T . Using (1.3.1) we compute
φα
(
t χα,F (λ)t−1
)
= φα
(
χα,F
(
α(t ) · λ) ) = ω (α(t ) · λ)
= ω(λ) + ω (α(t )) = φα ( χα,F (λ)) + ω (α(t )) (1.3.4)
for λ ∈ F ×. Thus, (V2) holds true. Let λ, λ′, λ′′ ∈ F , λ , 0, such that
χ−α,F (λ′)χα,F (λ)χ−α,F (λ′′) = ζα,F
((
1 0
−λ′ 1
) (
1 λ
0 1
) (
1 0
−λ′′ 1
))
= ζα,F
(
1 − λλ′′ λ
λ′λλ′′ − λ′′ − λ′ 1 − λλ′
)
!∈ Mα .
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This means λ′ = λ′′ = λ−1. Therefore,
φ−α
(
χ−α,F (λ′)
)
= ω(λ′) = −ω(λ) = −φα
(
χα,F (λ)
)
,
whence (V5). Thus, φ is indeed a valuation.
Lemma 1.15. [BT72, (6.2.5)] Let φ = (φα)α∈Φ be a valuation on a root group datum(
Z, (Uα)α∈Φ
)
.
(i) Let λ : Φ → R>0 be a function that is constant on the irreducible components of Φ,
and let v ∈ V . Define a family ψ = (ψα)α∈Φ of maps ψα : Uα → R ∪ {∞} by
ψα(u) = λ(α) · φα(u) + ⟨α, v⟩ for α ∈ Φ and u ∈ Uα.
Then ψ is also a valuation, denoted by λφ + v (or by φ + v if λ(α) = 1 for all α ∈ Φ).
This defines a free action ofV on the set of all valuations of
(
Z, (Uα)α∈Φ
)
.
(ii) Recall the map vν : N →W0 (1.2.2). Let n ∈ N and put w B vν(n) ∈W0. Define
a family ψ = (ψα)α∈Φ of maps ψα : Uα → R ∪ {∞} by
ψα(u) = φw−1(α)(n−1un) for α ∈ Φ and u ∈ Uα.
Then ψ = (ψα)α∈Φ is again a valuation, denoted by n.φ. In this way we obtain an
action of N on the set of all valuations of
(
Z, (Uα)α∈Φ
)
.
(iii) Given n ∈ N , v ∈ V , and λ : Φ→ R>0 as in (i), we have
n.(λφ + v) = λ · (n.φ) + vν(n)(v).
Proof. (i) Clearly, the image of ψα contains at least three elements, whence (V0) holds.
For each r ∈ R ∪ {∞} and α ∈ Φ the set
ψUα,r B ψ−1α
([r ,∞]) = φ−1α ([λ(α)−1 · (r − ⟨α, v⟩),∞]) = Uα,λ(α)−1(r−⟨α,v⟩)
is a group, and we have ψ−1α (∞) = {1}. This shows (V1). Let α ∈ Φ and m ∈ Mα.
For each u ∈ U ∗−α we compute, using λ(−α) = λ(α),
ψ−α(u) − ψα(mum−1) = λ(−α)φ−α(u) + ⟨−α, v⟩
− λ(α)φα(mum−1) − ⟨α, v⟩
= λ(α) · (φ−α(u) − φα(mum−1)) − 2⟨α, v⟩.
Hence condition (V2) for φ implies (V2) for ψ. If α, 2α ∈ Φ, we have, using
λ(α) = λ(2α),
ψ2α(u) = λ(2α)φ2α(u) + ⟨2α, v⟩ = 2λ(α)φα(u) + 2⟨α, v⟩ = 2ψα(u)
for each u ∈ U2α. Therefore, (V4) holds. Similarly, given α ∈ Φ, u ∈ Uα, and
u′, u′′ ∈ U−α with u′uu′′ ∈ Mα, we compute
ψ−α(u′) = λ(−α)φ−α(u′) + ⟨−α, v⟩ = −λ(α)φα(u) − ⟨α, v⟩ = −ψα(u),
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whence (V5). It remains to show (V3). Let α, β ∈ Φ with β < −R>0α. If α and β
belong to different irreducible components ofΦ then nα+m β < Φ for all n,m ∈ N,
and (V3) follows immediately from (V3) for φ. Hence, we may assume that α and
β belong to the same irreducible component, say Ψ, of Φ. Given n,m ∈ N with
nα +m β ∈ Φ, we deduce nα +m β ∈ Ψ and λ(α) = λ(β) = λ(nα +m β). Thus,
we compute
n · (λ(α)r + ⟨α, v⟩) +m· (λ(β)s + ⟨β, v⟩)
= λ(nα +m β) · (nr +ms) + ⟨nα +m β, v⟩.
Applying (V3) for φ, and noticing ψUα,λ(α)r+⟨α,v⟩ = Uα,r , it follows that the
commutator [ψUα,λ(α)r+⟨α,v⟩, ψUβ,λ(β)s+⟨β,v⟩] = [Uα,r ,Uβ,s ] is contained in the
subgroup generated by all
Unα+m β,nr+ms = ψUnα+m β,λ(nα+m β)(nr+ms)+⟨nα+m β,v⟩
= ψUnα+m β,n·(λ(α)r+⟨α,v⟩)+m·(λ(β)s+⟨β,v⟩),
where n,m ∈ N with nα + m β ∈ Φ. This proves (V3) and hence that ψ is a
valuation. Since Φ generates V ∗, it follows that the action of V on the set of all
valuations is free.
(ii) Notice that by Remark 1.4, (d) we have n−1Uαn = Uw−1(α), which shows that ψα
is well-defined for α ∈ Φ, and that (V0) holds. For each r ∈ R ∪ {∞} we have
ψUα,r = ψ−1α
([r ,∞]) = nUw−1(α),rn−1, whence (V1) and (V3). Let α ∈ Φ and
m ∈ Mα. From Remark 1.4, (b) it follows that n−1Mαn = Mw−1(α). Since (V2)
holds for φ, we conclude that
ψ−α(u)−ψα(mum−1)
= φ−w−1(α)(n−1un) − φw−1(α)
((n−1mn)(n−1un)(n−1mn)−1)
does not depend on u ∈ U ∗−α. This shows (V2) for ψ. Finally, (V4) and (V5) are
immediate. Hence, ψ = (ψα)α∈Φ is a valuation.
(iii) Write again w B vν(n). A direct computation yields
[n.(λφ + v)]α(u) = (λφ + v)w−1(α)(n−1un)
= λ
(
w−1(α)) · φw−1(α)(n−1un) + ⟨w−1(α), v⟩
= [λ · (n.φ) + w(v)]α(u)
for all α ∈ Φ and u ∈ Uα.
□
The following proposition shows that the action of N on the set of valuations can be
made explicit and also behaves nicely in a sense that will become apparent in the next
section.
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Proposition 1.16. Let φ be a valuation on the root group datum
(
Z, (Uα,Mα)α∈Φ
)
. Given
α ∈ Φ and r ∈ Γα = φα(U ∗α), we put (cf. Remark 1.4, (b))
Mα,r B Mα ∩U−αφ−1α
({r })U−α = m (Uα,r ∖Uα,r+) . (1.3.5)
For i = 1, . . . , k let αi ∈ Φ, ri ∈ Γαi and mi ∈ Mαi,ri . Put n B m1 · · ·mk and
si B sαi,α∨i . Then we have n.φ = φ − v with
v =
k∑
i=1
ri · (s1 ◦ · · · ◦ si−1)(α∨i ) ∈ V .
Proof. See [BT72, Prop. (6.2.7)]. □
Lemma 1.17. Let φ be a valuation on the root group datum
(
Z, (Uα,Mα)α∈Φ
)
. For each
z ∈ Z there exists a unique vector ν(z) ∈ V with z .φ = φ + ν(z). In this way we obtain a
group homomorphism
ν : Z −→ V . (1.3.6)
Proof. See [BT72, Prop. (6.2.10), Proof of (i)]. Fix a basis∆ ofΦ, and let z ∈ Z and α ∈ ∆.
Givenm ∈ Mα, we also have zm ∈ Mα. By (V2) there exist constants c(α,m), c(α, zm) ∈
R with φα(mum−1) = φ−α(u)+ c(α,m) and φ−α(u) = φα
((zm)u(zm)−1)) + c(α, zm)
for each u ∈ U ∗−α. Given u ∈ U ∗α, we compute
(z .φ)α(u) = φα(z−1uz) = φα
(
m(zm)−1u(zm)m−1)
= φ−α
((zm)−1u(zm)) + c(α,m)
= φα(u) + c(α, zm) + c(α,m).
Since∆ is also a basis ofV ∗, there exists exactly one ν(z) ∈ V with ⟨α, ν(z)⟩ = c(α, zm)+
c(α,m) for all α ∈ ∆. Then φ + ν(z) is a new valuation with (z .φ)α =
(
φ + ν(z))α
for all α ∈ ∆. By Remark 1.12, (d) we obtain z .φ = φ + ν(z) as desired. Since Z ⊆
Ker(vν : N →W0) it follows from Lemma 1.15, ( iii) that the map ν : Z → V thus defined
is a group homomorphism. □
Definition 1.18. The valuation φ is called special if 0 ∈ Γα = φα(U ∗α) for all α ∈ Φred.
Proposition 1.19. Let φ be a valuation of the root group datum
(
Z, (Uα)α∈Φ
)
. Then there
exists v ∈ V such that φ + v is special.
Proof. By [BT72, Cor. (6.2.15)] there exists a valuation φ with 0 ∈ Γα for all α ∈
{β ∈ Φ | 2β < Φ}. Since (12Γ2α) ⊆ Γα by (V4), it follows that φ is special. □
We now fix a connected reductive groupG and a maximal F -split torus T. Assume there
exists a valuation φ on the root group datum
(
Z, (Uα)α∈Φ
)
of G (see Example 1.5, (b)).
Recall the vector spaceV =
(
X∗(T )/X∗(C )
) ⊗ZR (1.1.2). Notice that the restriction map
from ZG(T) to T embeds X ∗(Z) into X ∗(T ) as a subgroup of finite index [Ren10, V.2.6.
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Lemme, Démonstration]. Hence, given χ ∈ X ∗(T ), there exists n ∈ N such that
n χ ∈ X ∗(Z), and we may define
(ω ◦ χ)(z) B 1
n
· ω ((n χ)(z)) ∈ R for all z ∈ Z .
Clearly, this definition is independent of n.
Definition 1.20. The valuation φ on the root group datum
(
Z, (Uα)α∈Φ
)
of G is called
compatible with ω if we have
⟨α, ν(z)⟩ = −(ω ◦ α)(z) for all z ∈ Z , all α ∈ Φ.
In view of Lemma 1.17 this means that φ is compatible with ω if
φα(zuz−1) = φα(u) + (ω ◦ α)(z) for all z ∈ Z , u ∈ Uα, and α ∈ Φ.
We remark that with φ also all valuations of the form φ + v , for v ∈ V , are compatible
with ω.
Example 1.21. If G is an F -split connected reductive group over F and T is a maximal
torus in G, then the computation in (1.3.4) shows that the valuation φ on the root group
datum
(
T , (Uα)α∈Φ
)
constructed in Example 1.14, (b) is compatible with ω.
Theorem 1.22. LetG be a connected reductive group over F and let T be a maximal F -split
torus. Let
(
Z, (Uα)α∈Φ
)
be the associated generating root group datum of type Φ = Φ(G,T)
(Example 1.5, (b)). Then there exists a valuation on
(
Z, (Uα)α∈Φ
)
that is discrete, special, and
compatible with ω.
Proof. The existence of a discrete valuation φ that is compatible with ω is part of the
statement of [BT84, 5.1.20. Thm. and 5.1.23. Prop.]; see also [BT84, 5.1.15] for the
statement that A♮ is non-empty. Now, Proposition 1.19 shows that there exists v ∈ V
such that the discrete valuation φ + v , which is again compatible with ω, is special. □
Remark 1.23. Assume the situation of Theorem 1.22. By [Vig16, (37)] the subgroups
Uα,r , for α ∈ Φ and r ∈ Γα, are compact open inUα. Hence
{
Uα,r
 r ∈ Γα} is a basis of
compact open neighborhoods of the neutral element inUα, α ∈ Φ.
1.4. The apartment of a reductive group and affine roots
We fix a connected reductive group G over F , a maximal F -split torus T, and a discrete
special valuation φ0 on the associated generating root group datum
(
Z, (Uα)α∈Φ
)
of type
Φ = Φ(G,T) which is compatible with ω (Theorem 1.22). Recall also the vector space
V =
(
X∗(T )/X∗(C )
) ⊗Z R (1.1.2). We now come to the central definition:
Definition 1.24. The affine spaceA underV , defined by
A B {φ0 + v | v ∈ V } , (1.4.1)
is called the apartment ofG (cf. Lemma 1.15). By [BT84, 5.1.23] the apartment consists of
all discrete valuations on
(
Z, (Uα)α∈Φ
)
that are compatible withω. The fixedW0-invariant
scalar product onV endowsA with a Euclidean metric.
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Recall the notation Γα B φ0,α(U ∗α) ⊆ R for α ∈ Φ. For α ∈ Φ we put
Γ′α B
{
φ0,α(u)
 u ∈ U ∗α and φ0,α(u) = sup φ0,α(uU2α)} . (1.4.2)
Notice that Γ′α = Γα whenever 2α < Φ (in which case we have putU2α B {1}). In our
context Γ′α is never empty (as φ0 is discrete) [BT84, 4.2.21].
Lemma 1.25. (i) With the notations from above we have Γα = Γ′α∪( 12Γ2α) for all α ∈ Φ.
(ii) For each r ∈ Γα ∖ Γ′α the inclusionU2α,2r ↪→ Uα,r induces an isomorphism
U2α,2r/U2α,2r+  Uα,r/Uα,r+.
Proof. (i) See [BT72, (6.2.2)]. Fix α ∈ Φ. It is clear that Γ′α ∪ ( 12Γ2α) ⊆ Γα in view
of (V4). Conversely, let u ∈ U ∗α. We may assume φ0,α(u) < Γ′α. Then there exists
v ∈ U ∗2α with φ0,α(uv) > φ0,α(u). AsUα,r is a group for all r ∈ R, this implies
φ0,α(u) = φ0,α(u−1) = φ0,α(u−1uv) = φ0,α(v) = 12 · φ0,2α(v) ∈ 12Γ2α .
This establishes Γα ⊆ Γ′α ∪ ( 12Γ2α) and hence equality.
(ii) See [Vig16, Lem 3.8]. Let r ∈ Γα ∖ Γ′α and take u ∈ U ∗α with r = φ0,α(u). Then
there exists v ∈ U ∗2α with φ0,α(v−1u) = φ0,α(u−1v) > φ0,α(u−1) = φ0,α(u); it
necessarily satisfies φ0,α(v) ≥ r . Hence, u = v · (v−1u) ∈ U2α,2rUα,r+. This
shows that the group homomorphism U2α,2r → Uα,r/Uα,r+ is surjective. It is
straightforward to seeU2α,2r+ = U2α,2r ∩Uα,r+ using 12Γ2α ⊆ Γα. From this the
assertion follows. □
Definition 1.26. For α ∈ V ∗ and r ∈ R we denote by aα,r the closed half-space
aα,r B {x ∈ A | ⟨α, x − φ0⟩ + r ≥ 0} ,
and by
Hα,r B ∂aα,r B {x ∈ A | ⟨α, x − φ0⟩ + r = 0}
the wall of aα,r .
The closed half-spaces of the form aα,r with α ∈ Φ and r ∈ Γ′α are called the affine
roots ofA. Denote by Φaff the set of affine roots ofA and by
H B
{
Hα,r
 α ∈ Φ, r ∈ Γ′α} = {Hα,r  α ∈ Φred, r ∈ Γα} (1.4.3)
the set of hyperplanes inA.
Proposition 1.27. Consider the apartmentA ofG together with its set of hyperplanes H.
(i) The group N acts on the Euclidean affine spaceA via a group homomorphism ν : N →
AutA given by ν(n) : φ ↦→ n.φ, for n ∈ N , such that ν(Z) ⊆ V and ν Z : Z → V
coincides with (1.3.6). Under the canonical morphism AutA → AutV , f ↦→ v f the
map v( · ) ◦ ν coincides with vν (1.2.2).
(ii) Let α ∈ Φ and r ∈ Γα. Letm ∈ Mα,r (1.3.5). Then ν(m) is the orthogonal reflection,
denoted by sα,r or sHα,r , through the hyperplane Hα,r .
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(iii) Let n ∈ N , put w B vν(n), and let a = aα,r ∈ Φaff. Then ν(n)(a) =
aw(α),r−⟨w(α),n.φ0−φ0⟩ ∈ Φaff and
nUα,rn−1 = Uw(α),r−⟨w(α),n.φ0−φ0⟩ .
(iv) The action of N onA induces an action on H.
Proof. See [BT72, Prop. (6.2.10)]. Let n ∈ N . We first prove that ν(n) acts on A as a
Euclidean affine homomorphism. Let N ′ be the subgroup of N generated by the Mα,r
for α ∈ Φ and r ∈ Γα. If n ∈ N ′, then Proposition 1.16 shows ν(n)(φ0) = n.φ0 ∈ A.
If n ∈ Z , then Lemma 1.17 shows ν(n)(φ0) = φ0 + ν(n) ∈ A (we view V ⊆ AutA
as the subgroup of translations, which justifies the notation). Since N is generated by
Z and N ′ this shows that N acts on A. By Lemma 1.15, ( iii) we have ν(n)(φ0 + v) =
ν(n)(φ0) + vν(n)(v) ∈ A for v ∈ V . As vν(n) : V → V is an orthogonal linear map
(with respect to the fixedW0-invariant scalar product), this shows that ν(n) acts onA as
a Euclidean affine homomorphism. This establishes (i).
Let m ∈ Mα,r and v ∈ V . Then vν(m) = sα,α∨ and hence, using Proposition 1.16,
ν(m)(φ0 + v) = m .φ0 + sα,α∨(v) = φ0 − rα∨ + v − ⟨α, v⟩ · α∨
= φ0 + v −
(⟨α, v⟩ + r ) · α∨.
Thus, ν(m)(x) = x if and only if x ∈ Hα,r = {x ∈ A | ⟨α, x − φ0⟩ + r = 0}. Hence,
ν(m) is the orthogonal reflection onA through Hα,r , proving (ii).
Let n ∈ N and a = aα,r ∈ Φaff. Let u ∈ Uα and write w B vν(n). We compute
φ0,w(α)(nun−1) = (n−1.φ0)α(u) = φ0,α(u) − ⟨α, φ0 − n−1.φ0⟩
= φ0,α(u) − ⟨w(α), n.φ0 − φ0⟩.
It follows that nUα,rn−1 = Uw(α),r−⟨w(α),n.φ0−φ0⟩. Finally, we have
ν(n)(aα,r ) = ν(n)
({x ∈ A | ⟨α, x − φ0⟩ + r ≥ 0})
=
{
y ∈ A  ⟨α, ν(n−1)(y) − φ0⟩ + r ≥ 0}
=
{
y ∈ A  ⟨w(α), y − n.φ0⟩ + r ≥ 0}
=
{
y ∈ A  ⟨w(α), y − φ0⟩ + r − ⟨w(α), n.φ0 − φ0⟩ ≥ 0}
= aw(α),r−⟨w(α),n.φ0−φ0⟩ ∈ Φaff.
This shows (iii). Since Hα,r = ∂aα,r for α ∈ Φ, r ∈ Γ′α, the computation in (iii) shows
(iv). □
We end this section by defining the finer structure on the apartmentA.
Definition 1.28. Two points x, y ∈ A are called equivalent if x ∈ a ⇐⇒ y ∈ a
holds for all affine roots a ∈ Φaff. In other words, x and y are equivalent if for each
hyperplane H ∈ H we have either x, y ∈ H , or x and y are contained in the same
connected component ofA ∖ H .
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The equivalence classes are called faces. They are open in the affine subspace of A
that they generate. Thus it makes sense to speak of the dimension of a face. The faces
of maximal dimension are called chambers or alcoves; these are exactly the connected
components ofA ∖⋃H ∈H H .
The set F of faces of A becomes a partially ordered set by letting F < F′ if F is
contained in the topological closure F′ of F′. Given two faces F, F′ ∈ F with F < F′,
we say that F is a face of F′; if moreover dimF′ = dimF + 1, we call F a facet of F′. The
action of N onA induces an order preserving action on F .
A wall of an alcove C is an affine hyperplane generated by a facet of C. We denote
by H(C) the set of walls of C. Given any other alcove C′, we say that a hyperplane
H ∈ H separates C and C′ if for some functional ξ ∈ V ∗ with Ker ξ = H − φ0 we have
⟨ξ,C − φ0⟩ > 0 and ⟨ξ,C′ − φ0⟩ < 0.
We fix, once and for all, an alcove C in A with φ0 ∈ C. We call C the fundamental
alcove. We let ∆ be the unique basis of Φ contained in Φ+ B {α ∈ Φ | ⟨α,C − φ0⟩ ≥ 0}
(see Remark 1.2 (c)). Then Hsα,α∨ = φ0 + Ker α is a wall of C for all α ∈ ∆.
1.5. The affine Weyl group
We keep the notations of section 1.4.
Given H ∈ H, we denote by sH the orthogonal reflection through H . Put S(H) B
{sH | H ∈ H}. Given s ∈ S(H), we denote by Hs B {x ∈ A | s(x) = x} ∈ H the
corresponding hyperplane.
Definition 1.29. Put W˜ B ν(N ) ⊆ AutA. LetW aff be the subgroup of W˜ generated
by S(H). Notice that wsHw−1 = sw(H ) and wHs = Hwsw−1 for all w ∈ W˜ , H ∈ H, and
s ∈ S(H). Since W˜ acts on H by Proposition 1.27 (iv), it follows thatW aff is a normal
subgroup of W˜ . We callW aff the affine Weyl group of G .
Proposition 1.30. The stabilizerWφ0 of φ0 in W˜ identifies with the finite Weyl groupW0
under the canonical map AutA → AutV , f ↦→ v f .
We have the semidirect products W˜ = W0 ⋉ (W˜ ∩ V ) andW aff = W0 ⋉ (W aff ∩ V ).
Moreover,W aff ∩V is generated by the translations trα∨ by rα∨ for α ∈ Φred and r ∈ Γα.
Proof. See [BT72, Prop. (6.2.19)]. It is clear that the restriction of v( · ) toWφ0 is injective.
Recall that φ0 is a special valuation, i. e. we have 0 ∈ Γα for all α ∈ Φred. Given α ∈ Φred,
the orthogonal reflection sα,0 through Hα,0 lies inWφ0 (since φ0 ∈ Hα,0). Therefore,Wφ0
surjects ontoW0.
It is a standard exercise to show that V (considered as the subgroup of translations)
is a normal subgroup of AutA, and AutA = AutV ⋉ V . We thus deduce W˜ =
Wφ0 ⋉ (W˜ ∩V ) andW aff =Wφ0 ⋉ (W aff ∩V ).
For any α ∈ Φred and r ∈ Γα we have sα,0, sα,r ∈ W aff and hence trα∨ = sα,0sα,r ∈
W aff ∩V . LetW ′ be the subgroup ofW aff ∩V generated by the translations trα∨ for
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α ∈ Φred and r ∈ Γα. ThenW ′ is normalized byW0, since s β,0trα∨ s−1β,0 = tr s β,β∨ (α∨).
Since also sα,r = sα,0trα∨ for all α ∈ Φred and r ∈ Γα, this shows thatW ′ andW0 generate
W aff. We concludeW ′ =W aff ∩V . □
Proposition 1.31. Recall the basis ∆ of Φ and that φ0 is discrete and special. We have
W aff ∩V =
{∑
α∈∆
rαα∨
 rα ∈ ⟨Γα⟩ for α ∈ ∆
}
and
W˜ ∩V ⊆
{∑
α∈∆
rαϖα
 rα ∈ ⟨Γα⟩ for α ∈ ∆
}
,
where {ϖα | α ∈ ∆} is the dual basis of ∆ inV . In particular,W aff ∩V is a lattice inV of
rank dimV = |∆|.
Proof. See [BT72, Prop. (6.2.20)]. We remark that ⟨Γα⟩, α ∈ ∆, is a discrete subgroup of
R and hence equal to εαZ for some εα > 0. This follows from 0 ∈ Γα and Γ′α = Γ′α+2⟨Γα⟩
[BT72, Cor. (6.2.16)]. □
Proposition 1.32. There exists a unique reduced root system Σ in V ∗ such thatW aff is the
affine Weyl group of Σ, i. e. it is the subgroup of AutA generated by the reflections sα,k for
(α, k) ∈ Σaff B Σ × Z.
Proof. See [BT72, Prop. 6.2.22]. Since φ0 is discrete, the hyperplane arrangement H is
locally finite, i. e. for each compact subset K ⊆ A the set {H ∈ H | H ∩ K , } is finite.
AsW aff acts on H andW aff ∩V is a lattice of rank dimV in V , [Bou81, Ch. VI, §2.5,
Prop. 8] shows that
Σ B {±αH ∈ V ∗ | H ∈ H, φ0 ∈ H } (1.5.1)
is the desired reduced root system, where αH is defined as follows: Let vH ∈ V be a unit
vector orthogonal to H − φ0. Take λ ∈ R>0 minimal with H ′ B H + λvH ∈ H. Let
αH ∈ V ∗ be the linear form onV such that H ′ = HαH ,1. Then {±αH } does not depend
on the choice of vH . □
Remark 1.33. We collect some observations regarding Proposition 1.32:
(a) For each α ∈ Φ there exists a number εα ∈ N with εα = ε−α and such that the
map Φ→ Σ, α ↦→ εαα is surjective and induces a bijection Φred  Σ [Vig16, (39)
ff].
(b) We have Γα = ε−1α Z for α ∈ Φred. In particular, Γα is a group.
(c) Let Π be the basis of Σ corresponding to ∆ under the bijection in (a). Then
Proposition 1.31 reads
W aff ∩V = Q(Σ∨) B
{∑
α∈Π
kαα∨
 kα ∈ Z for α ∈ Π
}
and
W˜ ∩V ⊆ P (Σ∨) B
{∑
α∈Π
kαϖα
 kα ∈ Z for α ∈ Π
}
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(where {ϖα | α ∈ Π} is the dual basis of Π inV ). By Proposition 1.30 we have a
semidirect product decomposition
W aff = Q(Σ∨) ⋊W0. (1.5.2)
(d) The map Σaff → Φaff, (α, k) ↦→ aα,k is bijective. In view of Proposition 1.27 (iii)
this map is W˜ -equivariant if we let tvw0 ∈ W˜ ⊆ P (Σ∨) ⋊W0 act on Σaff via
tvw0 · (α, k) =
(
w0(α), k − ⟨w0(α), v⟩
)
. (1.5.3)
(e) We will view (α, k) ∈ Σaff also as a functionV → R, v ↦→ ⟨(α, k), v⟩ B ⟨α, v⟩+k.
We define the positive affine roots by
Σaff,+ B
{
(α, k) ∈ Σaff
 ⟨α, x − φ0⟩ + k ≥ 0}
= Σ+ ∪
{
(α, k) ∈ Σaff
 α ∈ Σ, k > 0} ,
where x ∈ C is an arbitrary point. Accordingly, we define Σaff,− B Σaff ∖ Σaff,+.
Notation 1.34. To avoid confusion arising from the usage of the two root systems Φred
and Σ we write H(α,k) (resp. U(α,k)) instead of Hα,k (resp. Uβ,ε−1
β
k ), whenever β ∈ Φred,
α = ε β β, and k ∈ Z.
Lemma 1.35. Let n ∈ N with image w in W˜ , and let (α, k) ∈ Σaff. We have wH(α,k) =
Hw ·(α,k) and
nU(α,k)n−1 = Uw ·(α,k). (1.5.4)
Proof. Write w = tvw0 with v ∈ P (Σ∨) and w0 ∈W0, and let β ∈ Φred with α = ε β β.
Using Proposition 1.27 (iii) we compute
nU(α,k)n−1 = nUβ,ε−1
β
kn
−1 = Uw0(β),ε−1β k−⟨w0(β),v⟩
= Uw0(β),ε−1β (k−⟨w0(ε β β),v⟩) = Uw0(α),k−⟨w0(α),v⟩ = Uw ·(α,k).
As Hα,k = ∂aα,k and the map Σaff → Φaff is W˜ -equivariant, it follows that wH(α,k) =
Hw ·(α,k). □
Recall the fundamental alcove C ofA and its set of walls H(C). We denote by Saff or
S(C) the corresponding set of reflections inW aff.
Proposition 1.36. (i) The set Saff generatesW aff and consists of elements of order two.
Denote by ` :W aff → Z≥0 the corresponding length function, i. e. given w ∈W aff
we denote by `(w) the least integer n such that there exist s1, . . . , sn ∈ Saff with
w = s1 · · · sn . Then the following deletion condition is satisfied: given w ∈W aff and
s1, . . . , sn ∈ Saff with w = s1 · · · sn and n > `(w), there exist 1 ≤ i < j ≤ n with
w = s1 · · · sˆi · · · sˆ j · · · sn , where (ˆ · ) denotes omission. In other words: (W aff, Saff) is a
Coxeter system.
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(ii) W aff acts simply transitively on the set of alcoves ofA.
(iii) The topological closure C of C is a fundamental domain for the action ofW aff on
A, and for each x ∈ C the stabilizerW affx B
{
w ∈W aff wx = x} is generated by
Saffx B
{
s ∈ Saff  s x = x}.
(iv) Let w ∈ W aff and write w = s1 · · · sn with s1, . . . , sn ∈ Saff and n = `(w). We
denote by Hw the set of hyperplanes separating C and wC. Let Tw be the corresponding
set of reflections. We have
Hw = {Hs1, s1Hs2, (s1s2)Hs3, . . . , (s1 · · · sn−1)Hsn } and
Tw = {s1, s1s2s1, (s1s2)s3(s2s1), . . . , (s1 · · · sn−1)sn(sn−1 · · · s1)},
and moreover `(w) = |Hw | = |Tw |.
Proof. See [Gar97, 12.1, 12.2]. Given two alcovesD andD′ ofA, a gallery fromD toD′
is a sequence (D0, . . . ,Dn) of alcoves withD0 = D,Dn = D′, and H(Di) ∩ H(Di+1) , 
for 0 ≤ i ≤ n − 1; in this case either Di = Di+1 or H(Di) ∩ H(Di+1) contains exactly
one hyperplane, which is then said to be crossed by the gallery [Gar97, 12.1 Prop.]. The
integer n is called the length of the gallery. We may thus define a distance function by
letting `(D,D′) be the least integer n ≥ 0 such that there exists a gallery of length n
fromD toD′. Then `(D,D′) coincides with the number of hyperplanes separatingD and
D′ [Gar97, 12.2 Lem.].
Let nowW ′ be the subgroup ofW aff generated by Saff. We use induction on the
lengths of galleries to prove thatW ′ acts transitively on the set of alcoves of A. Let D
be some alcove and let H be a wall ofD separating C andD. LetD′ B sH (D). Then we
have `(C,D′) = `(C,D) − 1, hence by induction hypothesis there exists some w ∈W ′
with wC = D′. Then w−1H is the unique wall of C separating C and w−1D. Then
s B w−1sHw = sw−1H ∈ Saff and
wsC = w(w−1sHw)C = sHwC = sHD′ = D.
Since ws ∈W ′, this shows thatW ′ acts transitively on the set of alcoves.
Given any s ∈ S(H), letD be some alcove withHs ∈ H(D). Bywhat we have just proved,
there exists w ∈W ′ with wC = D. But then w−1Hs is a wall of C, i. e. w−1sw ∈ Saff.
This implies s ∈W ′. AsW aff is generated by S(H), we concludeW ′ =W aff, i. e.W aff is
generated by Saff.
We now prove the deletion condition. Let w = s1 · · · sn be some decomposition with
s1 . . . , sn ∈ Saff and n > `(w). Consider the sequence
Γ B (C, s1C, s1s2C, . . . , s1 · · · snC).
Since Hsi is the common wall of C and siC, it follows that s1 · · · si−1Hsi is the common
wall of s1 · · · si−1C and s1 · · · siC. Consequently, Γ is a gallery from C to wC of length
n. In particular, `(w) ≥ `(C,wC). If n > `(C,wC), this means that Γ crosses some
hyperplane twice. Hence, there exist 1 ≤ i < j ≤ n with
H(s1···si−1)si (si−1···s1) = s1 · · · si−1Hsi = s1 · · · s j−1Hs j = H(s1···s j−1)s j (s j−1···s1),
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i. e. (s1 · · · si−1)si(si−1 · · · s1) = (s1 · · · s j−1)s j (s j−1 · · · s1). Multiplying from the right
with the element s1 · · · sˆ j · · · sn yields s1 · · · sˆi · · · sˆ j · · · sn = s1 · · · sn. This proves the
deletion condition and `(w) = `(C,wC). Moreover, this discussion shows that each
minimal gallery from C to wC crosses the hyperplanes separating C and wC (and only
these) exactly once. In particular, C = wC implies `(w) = 0 and hence w = 1. Thus, the
action ofW aff an the alcoves ofA is free.
It remains to prove (iii). It follows from (ii) that A is covered by theW aff-translates
of C. To prove that C is a fundamental domain, it therefore remains to prove that, given
x, y ∈ C and w ∈ W aff with wx = y , we actually have x = y . We prove this and
the fact thatW affx is generated by Saffx by induction on `(w). Write w = s1 · · · sn with
s1, . . . , sn ∈ Saff and n = `(w). Then the gallery
Γ B (C, s1C, s1s2C, . . . , s1 · · · snC)
from C to wC has minimal length and crosses Hs1 . Hence Hs1 separates C and wC. By
definition we must have C ∩wC ⊆ Hs1 . Since wx = y ∈ C ∩wC, we deduce that s1 fixes
y . Now, we have `(s1w) < `(w) and (s1w)x = s1y = y , so the induction hypothesis
implies x = y .
Letting x = y , i. e. w ∈W affx , the above argument shows s1 ∈ Saffx and, by induction
hypothesis, s1w ∈ ⟨Saffx ⟩ ⊆W affx . Hence,W affx is generated by Saffx . □
As a Coxeter group,W aff comes with a certain partial order, called the Bruhat order,
which is characterized in the following proposition.
Proposition 1.37. Given w,w′ ∈W aff, the following statements are equivalent:
(i) There exist t1, . . . , tn ∈ S(H) with `(w′t1 · · · ti) > `(w′t1 · · · ti−1) for all 1 ≤ i ≤ n
and w = w′t1 · · · tn .
(ii) There exist t1, . . . , tn ∈ S(H) with `(ti · · · t1w′) > `(ti−1 · · · t1w′) for all 1 ≤ i ≤ n
and w = tn · · · t1w′.
(iii) Write w = s1 · · · sn with s1, . . . , sn ∈ Saff and n = `(w). Then there exist 1 ≤ i1 <
i2 < · · · < ik ≤ n with w′ = si1 · · · sik .
We write w′ ≤ w if any of the above statements holds.
Proof. The equivalence of (i) and (ii) follows from the fact that S(H) is stable under
conjugation by elements ofW aff. For the equivalence of (i) and (iii) see [Gar97, 1.8,
Thm.]. □
Remark 1.38. It is well-known (see e. g. [Gar97, 1.8, Cor. 2]) that in (i) above we may
choose t1, . . . , tn ∈ S(H) such that `(w′t1 · · · ti) = `(w′t1 · · · ti−1) + 1 for all 1 ≤ i ≤ n.
An analogous statement holds for (ii).
1.6. The adjoint building, parahoric subgroups, and Weyl groups
We keep the notations of section 1.4.
36
1.6. The adjoint building, parahoric subgroups, and Weyl groups 37
Given x ∈ A and α ∈ Φ, we let
rx (α) B inf {r ∈ Γα | ⟨α, x − φ0⟩ + r ≥ 0} = inf
{
r ∈ Γα
 x ∈ aα,r } .
This definition only depends on the equivalence class of x . IfF is the face containing x , we
also write rF(α) B rx (α). If the face F is contained in Hα,r for some α ∈ Φ and r ∈ Γα,
then we have rF(α) = r = −rF(−α). If α ∈ Φ+red, then rC(α) = 0 and rC(−α) = ε−1α (cf.
Remark 1.33 (b)).
We letUx be the subgroup of G generated by theUα,rx (α) for α ∈ Φ. Denote by Nx
the stabilizer of x in N . These groups only depend on the faceF containing x , so we may
writeUF (resp. NF ) instead ofUx (resp. Nx ).
Lemma 1.39. Let x ∈ A. We have nUxn−1 = Uν(n)(x) and nNxn−1 = Nν(n)(x) for all
n ∈ N . In particular, Ux is normalized by Nx and hence Px B NxUx is a group with
nPxn−1 = Pν(n)(x) for n ∈ N .
Proof. Let n ∈ Nx and α ∈ Φ. If r ∈ Γα is such that x ∈ aα,r , then Proposition 1.27 (iii)
shows
x = ν(n).x ∈ ν(n)(aα,r ) = aw(α),r−⟨w(α),n.φ0−φ0⟩,
where w B vν(n) ∈W0. Therefore, rx (α) − ⟨w(α), n.φ0 − φ0⟩ ≥ rx
(
w(α)) , and again
from Proposition 1.27 (iii) it follows that nUα,rx (α)n−1 ⊆ Uw(α),rx (w(α)). By symmetry we
actually have nUα,rx (α)n−1 = Uw(α),rx (w(α)), from which we conclude nUxn−1 = Uν(n)(x)
for all n ∈ N . The other assertions are trivial. □
Definition 1.40. We define a relation ∼ onG ×A by letting (g, x) ∼ (ℎ, y) if there exists
n ∈ N with ν(n)(x) = y and g−1ℎn ∈ Px . Using Lemma 1.39 it is easily checked that ∼
is an equivalence relation.
We call B B G × A/∼ the adjoint building of G .
Proposition 1.41. Consider the building B ofG .
(i) G acts on B via g · (g ′, x) B (g g ′, x) for x ∈ A, g, g ′ ∈ G .
(ii) The mapA → B, x ↦→ (1, x) is an N -equivariant embedding; we may thus identify
the apartmentA with its image in B.
(iii) For each x ∈ A the group Px is the stabilizer of x inG .
(iv) For each α ∈ Φ and r ∈ Γα the groupUα,r fixes the affine root aα,r .
Proof. (i) We verify that the above action is well-defined. Let g, g ′, ℎ′ ∈ G , x, y ∈ A
with (g ′, x) ∼ (ℎ′, y). We show (g g ′, x) ∼ (g ℎ′, y). As (g ′, x) ∼ (ℎ′, y) there
exists n ∈ N with y = ν(n)(x) and g ′−1ℎ′n ∈ Px . But then also (g g ′)−1(g ℎ′)n =
g ′−1ℎ′n ∈ Px , i. e. (g g ′, x) ∼ (g ℎ′, y). Therefore, the action of G on G × A
descends to an action on B.
( ii) If we have (1, x) ∼ (1, y), there exists n ∈ N with ν(n)(x) = y and n ∈ Px . From
Px ∩ N = Nx [BT72, (7.1.8)] we conclude y = ν(n)(x) = x , i. e. the map in
question is injective. Given x ∈ A and n ∈ N , we have n · (1, x) = (n, x) ∼(
1, ν(n)(x)) , hence the embeddingA ↪→ B is N -equivariant.
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(iii) Given x ∈ A and g ∈ G with g · (1, x) = (g, x) ∼ (1, x), there exists n ∈ N
with ν(n)(x) = x and g−1n ∈ Px . But we have n ∈ Nx ⊆ Px , and thus g ∈ Px .
Conversely, it is clear that Px stabilizes x .
( iv) Let x ∈ aα,r . By definition we have Uα,r ⊆ Ux ⊆ Px and hence u · (1, x) =
(u, x) ∼ (1, x) for all u ∈ Uα,r . □
In view of Proposition 1.41 it makes sense to define the apartments of B as the subsets
of the form g · A together with g · F as the set of faces, g ∈ G . The faces of A inside
A ∩ g · A are then also the faces of g · A, g ∈ G . Therefore, this defines unambiguously
the notion of faces of B.
We now come to the definition of parahoric subgroups of G . Let F sep be a separable
closure of F and F unr the maximal unramified extension of F in F sep. Denote by σ ∈
Gal(F unr/F ) the Frobenius automorphism. Let Gˆ be the Langlands dual ofG with center
Z(Gˆ). Then Kottwitz defines in [Kot97, 7.1 to 7.4] a functorial surjection
κG : G −→ X ∗
(
Z(Gˆ))σGal(F sep/F unr) (1.6.1)
from G to the σ-invariants of the Gal(F sep/F unr)-coinvariants of the group X ∗ (Z(Gˆ))
of F sep-characters of Z(Gˆ).
Definition 1.42. Given a faceF of B, we call the subgroup KF B Ker κG ∩PFa parahoric
subgroup of G . Its pro-p radical KF(1) is called a pro-p parahoric subgroup of G . If F is an
alcove, then KF (resp. KF(1)) is called an Iwahori subgroup (resp. a pro-p Iwahori subgroup)
of G .
We fix the maximal parahoric subgroup K B K{φ0} and the Iwahori subgroup I B
KC ⊆ K . We remark here that K is a compact open subgroup of G (although in general
not maximal with this property) and satisfies K ∩Uα = Uα,0 for all α ∈ Φ [Vig16, (51)].
Recall the centralizer Z of the maximal split torus T in G.
Lemma 1.43. The subgroupZ0 B Ker κZ ofZ is compact open. We haveZ0 = Z∩K = Z∩I
and Z0(1) B Z ∩ K (1) = Z ∩ I (1) is the pro-p-radical of Z0. The group N normalizes Z0
and Z0(1). Moreover, the multiplication map induces a homeomorphism∏
α∈Σ−
U(α,1) × Z0(1) ×
∏
α∈Σ+
U(α,0)
∼−→ I (1). (1.6.2)
Proof. From [Vig16, Prop. 3.15] (or rather [HR09, Lem. 4.2.1]) it follows that Z0 =
Z ∩ K = Z ∩ I and hence Z0 is compact open. We have Z0 = Z ∩Ker κG ∩ Pφ0 . Clearly,
N normalizes Ker κG and Z . Each element in Z ∩ Pφ0 acts trivially onA, as it acts by
a translation fixing φ0 (see Proposition 1.41, ( iii)). But then we have n(Z ∩ Pφ0)n−1 ⊆
Z∩Pφ0 . It follows that N normalizesZ0. The same is true forZ0(1), as it is a characteristic
subgroup of Z0. For (1.6.2) we refer to [Vig16, Cor. 3.20]. □
Definition 1.44. We callW B N /Z0 the Iwahori-Weyl group andW (1) B N /Z0(1) the
pro-p Iwahori-Weyl group.
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Denoting Λ B Z/Z0 and Λ(1) B Z/Z0(1) we have the exact sequences
1 −→ Zκ −→W (1) −→W −→ 1,
where Zκ B Z0/Z0(1), and
0 −→ Λ −→W −→W0 −→ 1. (1.6.3)
Given a subset X ⊆W , we denote by X (1) its preimage inW (1) under the canonical
projectionW (1) →W .
The group Λ is a finitely generated abelian group with finite torsion and the same rank
as X∗(T ) [HR09, Thm. 1.0.1]. It is thus denoted additively. To prevent confusion, we
adopt the exponential notation when viewing Λ as a subgroup ofW , i. e. we write eλ
for λ ∈ Λ. Moreover, the sequence (1.6.3) splits; thus, we obtain a semidirect product
decomposition
W = Λ ⋊W0. (1.6.4)
In particular,W0 acts on Λ via w(λ) B weλw−1 for w ∈W0, λ ∈ Λ. The group Λ(1) is
not abelian in general.
Remark 1.45. By [Vig16, Rmk. 3.37, Def. 3.32] the image of Ker κG ∩N under N ↠W
identifies withW aff. In particular, K contains representatives for the finite Weyl group
W0. In other words, the inclusion N ↪→ G induces a surjective map Z ↠ K \G/K .
Notice that the action of N onA (Proposition 1.27) induces an action ofW andW (1)
onA. By Remark 1.33, (c) we have
Q(Σ∨) ⊆ ν(Λ) = ν (Λ(1)) ⊆ P (Σ∨) = {v ∈ V | ⟨α, v⟩ ∈ Z for all α ∈ Π} , (1.6.5)
where Π ⊆ Σ is the basis corresponding to ∆ ⊆ Φ. Given λ ∈ Λ and w ∈W0, it holds
w
(
ν(λ)) = ν (w(λ)), (1.6.6)
because we have w(φ0) = φ0 and w(λ) = weλw−1 ∈ Λ, and hence
w
(
ν(λ)) = w (eλ(φ0) − φ0) = weλ(φ0) − w(φ0)
= (weλw−1)(w(φ0)) − w(φ0) = (weλw−1)(φ0) − φ0 = ν (w(λ)) .
Proposition 1.46 (Bruhat decompositions). The inclusion N ↪→ G induces the bijections
W  I \G/I and W (1)  I (1)\G/I (1).
Proof. See [Vig16, Prop. 3.35]. □
Let Ω B {nZ0 ∈W | ν(n)(C) = C}. Then by [Vig16, (57)] we have
W =W aff ⋊Ω
andW (1) =W aff(1)Ω(1) withW aff(1) ∩Ω(1) = Zκ .
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Lemma 1.47. (i) The length function ` onW aff extends to a length function, also denoted
`, onW such thatΩ = {w ∈W | `(w) = 0}. Under the canonical projectionW (1) →
W the length function ` inflates to a length function, again denoted by `, onW (1)
with Ω(1) = {w ∈W (1) | `(w) = 0}.
(ii) The Bruhat order ≤ onW aff extends to a partial order, also denoted by ≤, onW by
letting wu ≤ w′u′ if and only if w ≤ w′ and u = u′, where w,w′ ∈ W aff and
u, u′ ∈ Ω. Under the canonical projectionW (1) → W the partial order ≤ onW
inflates to a preorder ≤ onW (1). In any case ≤ is called the Bruhat order ofW , resp.
W (1).
Proof. (i) follows from the fact that Ω acts by conjugation on Saff: if u ∈ Ω and s ∈ Saff,
then Hs is a wall of C and usu−1 is the reflection in the wall Husu−1 = uHs of C. Since
also usu−1 ∈W aff, it follows that usu−1 ∈ Saff.
( ii) is straight-forward. Notice that the Bruhat order onW (1) is not antisymmetric
whenever Z0 , Z0(1). □
We end this section by describing the length ofW (1) andW more explicitly as in [Vig16,
Sec. 5.1]. Recall the root system Σ attached to the affine Weyl groupW aff (1.5.1). We
choose a point x ∈ C and let Σ+ = {α ∈ Σ | ⟨α, x − φ0⟩ > 0} be a choice of positive roots.
Notice that Π =
{
α ∈ Σ+
Hsα,α∨ is a wall of C} is the unique basis contained in Σ+; it is
the one corresponding to ∆ ⊆ Φ. We identify Σ with the subset Σ × {0} of Σaff = Σ × Z.
Recall also the action ofW andW (1) on Σaff (1.5.3).
Definition 1.48. Let w ∈W and let w˜ ∈W (1) be a lift of w . For each β ∈ Σ we define
`β(w˜) = `β(w) ∈ Z by requiring
`β(w) < ⟨β,w(x) − φ0⟩ < `β(w) + 1.
By definition of the equivalence relation onA, the integer `β(w) does not depend on
x ∈ C. Notice that ⟨β,w(x) − φ0⟩ = ⟨w−1(β), x − φ0⟩, where w−1 β ∈ Σaff: if we write
w = tvw0 with v ∈ P (Σ∨) and w0 ∈ W0, we have w(x) − φ0 = w0(x − φ0) + v and
hence
⟨β,w(x) − φ0⟩ = ⟨β,w0(x − φ0)⟩ + ⟨β, v⟩
= ⟨w−10 (β), x − φ0⟩ + ⟨β, v⟩
= ⟨(w−10 (β), ⟨β, v⟩), x − φ0⟩
= ⟨w−10 t−v · (β, 0), x − φ0⟩
= ⟨w−1(β), x − φ0⟩.
Lemma 1.49. Let w ∈W , β ∈ Σ+, and k ∈ Z. Then H(β,k) separates C and wC if and
only if either
⋄ `β(w) ≤ −1 and 0 ≤ k ≤ −`β(w) − 1, or
⋄ `β(w) ≥ 1 and −`β(w) ≤ k ≤ −1.
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Proof. See [Vig16, Lem. 5.6]. Assume that H(β,k) separates C and wC. Recall the point
x ∈ C. There are two cases to consider:
Case 1: ⟨β, x − φ0⟩+ k > 0 and ⟨β,w(x) − φ0⟩+ k < 0. The second inequality and the
definition of `β(w) show `β(w) + 1 ≤ −k. Since β ∈ Σ+ we have 0 < ⟨β, x − φ0⟩ < 1.
Together with the first inequality this shows 0 < ⟨β, x − φ0⟩ + k < 1 + k and hence
0 ≤ k. Taken together, we obtain 0 ≤ k ≤ −`β(w) − 1, and hence also `β(w) ≤ −1.
Case 2: ⟨β, x − φ0⟩ + k < 0 and ⟨β,w(x) − φ0⟩ + k > 0. Similar to the first case,
we have `β(w) ≥ −k and k + 1 ≤ 0. Therefore, −`β(w) ≤ k ≤ −1 and hence also
`β(w) ≥ 1.
The converse holds, because all the arguments are reversible. □
Proposition 1.50. Let w ∈W or w ∈W (1). Then we have `(w) = ∑β∈Σ+ |`β(w)|.
Proof. See [Vig16, Prop. 5.7]. Let w ∈W aff. By Proposition 1.36, ( iv) we have `(w) =
|Hw |, whereHw denotes the set of hyperplanes separatingC andwC. As themap Σ+×Z→
H, (β, k) ↦→ H(β,k) is injective (even bijective), the assertion follows from Lemma 1.49.
Because of ΩC = C we have `(wu) = `(w) and `β(wu) = `β(w) for all u ∈ Ω. Hence
the proposition is true for w ∈ W . By definition of ` and `β it then also follows for
w ∈W (1). □
Lemma 1.51. Let β ∈ Σ, λ ∈ Λ and w ∈W0. Then we have
`β(eλw) =
{
⟨β, ν(λ)⟩, if β ∈ w(Σ+),
⟨β, ν(λ)⟩ − 1, if β ∈ w(Σ−).
Proof. See [Vig16, Lem. 5.9 2)]. Notice that (eλw)(x) − φ0 = w(x − φ0) + ν(λ), because
of w(φ0) = φ0. Since also ⟨β,w(x − φ0)⟩ = ⟨w−1(β), x − φ0⟩, we have
`β(eλw) < ⟨w−1(β), x − φ0⟩ + ⟨β, ν(λ)⟩ < `β(eλw) + 1.
If w−1(β) ∈ Σ+, then from 0 < ⟨w−1(β), x − φ0⟩ < 1 we infer `β(eλw) = ⟨β, ν(λ)⟩.
If, however, w−1(β) ∈ Σ−, then from −1 < ⟨w−1(β), x − φ0⟩ < 0 we infer `β(eλw) =
⟨β, ν(λ)⟩ − 1. □
Lemma 1.51 and Proposition 1.50 yield the following length formula:
`(eλw) = ∑
α∈Σ+∩w(Σ+)
⟨α, ν(λ)⟩ + ∑
α∈Σ+∩w(Σ−)
⟨α, ν(λ)⟩ − 1, (1.6.7)
for all w ∈W0, λ ∈ Λ.
1.7. Orientations
We keep the notation of the previous sections. We recall the apartment A, its set of
hyperplanes H and the Iwahori-Weyl groupW (resp. the pro-p Iwahori-Weyl group
W (1)), which acts onA and on H.
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Definition 1.52. [Gör07, Def. 2.3.1]. An orientation o of (A,H) is a choice of a positive
half-space for each hyperplane H ∈ H, denoted by Ho,+, such that either
(1) for each finite subset H′ ⊆ H the intersection⋂H ∈H′ Ho,+ is non-empty, or
(2) for each finite subset H′ ⊆ H the intersection⋂H ∈H′ Ho,− is non-empty, where we
write Ho,− B A ∖ Ho,+ for H ∈ H.
Remark 1.53. The groupW (and hence, by inflation, alsoW (1)) acts from the right on
the set of orientations of (A,H) as follows: let o be an orientation and w ∈W . Then
Ho•w,+ B w−1
((wH )o,+), for H ∈ H
defines a new orientation o • w of (A,H), and we have o • 1 = o and
Ho•(vw),+ = (vw)−1
(((vw)H )o,+) = w−1 (v−1 ((v(wH ))o,+) )
= w−1
((wH )o•v,+) = H(o•v)•w,+, for v,w ∈W .
Definition 1.54. [Vig16, Def. 5.18]. Let o be an orientation of (A,H). We define the
map
εo :W × Saff −→ {±1}, (w, s) ↦−→
{
1, if wC ⊆ (Hwsw−1)o,−
−1, if wC ⊆ (Hwsw−1)o,+.
(1.7.1)
Notice that wC ⊆ (Hwsw−1)o,+ if and only if C ⊆ (Hs )o•w,+. The map εo inflates to a
mapW (1) × Saff(1) → {±1}, which is again denoted by εo .
We say a gallery (C0, . . . ,Cn) crosses H ∈ H in o-positive direction if there exists
0 ≤ r ≤ n − 1 such that Cr ⊆ Ho,− and Cr+1 ⊆ Ho,+. Given (w, s) ∈ W × Saff, the
gallery (wC,wsC) crosses Hwsw−1 in o-positive direction if εo(w, s) = 1 and in o-negative
direction if εo(w, s) = −1. We say that Hwsw−1 is crossed in εo(w, s)-direction.
Example 1.55. Recall the fundamental alcove C ofA. Choosing for each hyperplane of H
the half-space containing C as the negative half-space, we obtain an orientation of (A,H),
called the trivial orientation. We also say that it is oriented away from the fundamental
alcove C: each minimal gallery from C to wC, for w ∈W , crosses the hyperplanes in Hw
in o-positive direction.
1.8. Parabolic subgroups, Levi subgroups, and positive elements
We describe in this section the (standard) parabolic subgroups and their (standard) Levi
subgroups of a connected reductive group G. The main reference is [OV18, Sec. 2.4].
We recall the setup developed in the previous sections: let G be a connected reductive
group over F , T a maximal F -split torus, andΦ B Φ(G,T) the associated root system. Fix
a basis ∆ ofΦ. LetN B NG(T) be the normalizer and Z B ZG(T) be the centralizer of T.
Let Uα be the root group associated with α ∈ Φ. We fixed a generating root group datum(
Z, (Uα)α∈Φ
)
of type Φ, together with a discrete special valuation φ0 that is compatible
with ω (see Theorem 1.22). Recall the R-vector space V B
(
X∗(T )/X∗(C )
) ⊗Z R
42
1.8. Parabolic subgroups, Levi subgroups, and positive elements 43
(1.1.2), where C is the connected center of G. We constructed an affine space A under
V (1.4.1) together with its set of hyperplanes H (1.4.3). Let C be the unique alcove inA,
called the fundamental alcove, with φ0 ∈ C and such that the set of positive roots Φ+
coincides with {α ∈ Φ | ⟨α, x − φ0⟩ ≥ 0} for some fixed x ∈ C. Let Saff = S(C) be the
set of reflections in the walls of C. Then Saff generates the affine Weyl groupW aff of G .
The subset S =
{
sα,α∨
 α ∈ ∆} ⊆ Saff of reflections fixing φ0 generates the Weyl group
W0 = N /Z . ToW aff we attached a unique reduced root system Σ (see Proposition 1.32).
There is a surjective map Φ → Σ, α ↦→ εαα, inducing a bijection Φred  Σ. Let Π be
the basis of Σ corresponding to ∆. The parahoric subgroup K B K{φ0} is a maximal
compact open subgroup of G , and I B KC is an Iwahori subgroup with pro-p radical
I (1). We defined the Iwahori-Weyl groupW B N /Z0 and the pro-p Iwahori-Weyl group
W (1) B N /Z0(1), where Z0 = I ∩ Z and Z0(1) = I (1) ∩ Z . Let Λ B Z/Z0 and
Λ(1) B Z/Z0(1). Then we haveW = Λ ⋊W0 =W aff ⋊Ω.
We choose a subset J ⊆ ∆ and let ΦJ ⊆ Φ be the root system generated by J with
corresponding set of positive roots Φ+J = ΦJ ∩ Φ+. Write Ψ B Φ+ ∖ ΦJ and denote
by Ψred the reduced roots in Ψ. Consider the F -split subtorus TJ B
(⋂
α∈ΦJ Ker α
)◦
of T. Then MJ B ZG(TJ ) is the (standard) Levi subgroup of the (standard) parabolic
subgroup PJ of G [Bor91, 20.4 Prop.] with unipotent radical UJ B
∏
α∈Ψred Uα. In
particular,MJ is a connected reductive group over F with maximal F -split torus T, with
connected center TJ , and with ΦJ = Φ(MJ ,T). The opposite parabolic subgroup of PJ is
PopJ B MJU
op
J , where U
op
J B
∏
α∈−Ψred Uα. We have the decompositions P J = M J ⋉U J
and P opJ = M J ⋉U
op
J .
From Example 1.5 (b) it follows that
(
Z, (Uα)α∈ΦJ
)
is a generating root group datum
of type ΦJ of M J , and that the restriction of φ0 to
(
Z, (Uα)α∈ΦJ
)
is a discrete, special
valuation φ0,J that is compatible with ω. We may define the same objects for M J as we
did above for G , and name them by attaching the index J . We have N J = N ∩ M J ,
hence the Weyl groupW0,J of M J is contained inW0. It is clear that the Iwahori-Weyl
groupWJ of M J is contained inW and coincides with Λ ⋊W0,J . The pro-p Iwahori-
Weyl groupWJ (1) of M J coincides with the preimage ofWJ under the projection map
W (1) ↠ W ; in this regard the notation is consistent. Notice that the R-vector space
VJ B
(
X∗(T )/X∗(TJ )
) ⊗Z R is a quotient of V and theW0-invariant pairing on V
descends to aW0,J -invariant pairing onVJ . By construction we have ΦJ = V ∗J ∩ Φ.
Lemma 1.56. LetA J = φ0,J +VJ be the affine apartment, ΦaffJ the set of affine roots, and HJ
the system of hyperplanes associated with M J .
(i) The projection mapV ↠ VJ induces a surjective affine N J -equivariant map p J : A ↠
A J sending φ0 to φ0,J .
(ii) Taking inverse images the map p J induces N J -equivariant injections ΦaffJ ↪→ Φaff and
HJ ↪→ H.
(iii) We have naturallyW affJ ⊆W aff and the inclusion ΣaffJ ⊆ Σaff is N J -equivariant.
Proof. (i) It is clear that p J : A → A J is a surjective affine map. We check that p J is
N J -equivariant. Let n ∈ N J , v ∈ V , α ∈ ΦJ , and u ∈ Uα be arbitrary. Denote
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by v the image of v inVJ and write w B vν(n) ∈W0,J . Recalling Lemma 1.15 we
compute (
n.(φ0 + v)
)
α(u) = (φ0 + v)w−1(α)(n−1un)
= (φ0)w−1(α)(n−1un) + ⟨w−1(α), v⟩
= (φ0,J )w−1(α)(n−1un) + ⟨w−1(α), v⟩
=
(
n.(φ0,J + v)
)
α(u).
For n = 1 this computation shows that p J (φ) is the restriction of the valuation φ ∈
A to the root group datum (Z, (Uα)α∈ΦJ ) . This observation and the computation
for general n ∈ N J imply the N J -equivariance of p J .
( ii) Given α ∈ ΦJ , we have ⟨α, x − φ0⟩ = ⟨α, p J (x) − φ0,J ⟩ for all x ∈ A. Therefore,
we have
p−1J (aα,r ) = p−1J
({
y ∈ A J
 ⟨α, y − φ0,J ⟩ + r ≥ 0})
= {x ∈ A | ⟨α, x − φ0⟩ + r ≥ 0}
for all α ∈ ΦJ and r ∈ Γα. Therefore, as p J is surjective and N J -equivariant, we
have an N J -equivariant inclusion ΦaffJ ↪→ Φaff. The same computation with “≥”
replaced by “=” shows that we have an N J -equivariant inclusion HJ ↪→ H.
( iii) The construction in Proposition 1.32 and (ii) imply ΣJ = V ∗J ∩ Σ. Hence, we have
an inclusion ΣaffJ = ΣJ ×Z ⊆ Σaff = Σ ×Z which is evidently N J -equivariant (1.5.3).
Recall thatWJ is contained inW . Under this inclusion we have S(HJ ) ⊆ S(H) and
thereforeW affJ ⊆W aff. □
Remark 1.57. With the notations from above we have p J (C) ⊆ CJ , but in general this
need not be an equality. In this case, we have SaffJ ⊈ S
aff. In particular, the length and
Bruhat order onW affJ (resp.WJ , resp.WJ (1)) (see Lemma 1.47) is not the one induced
by the length and Bruhat order ofW aff (resp. W , resp. W (1)). Nevertheless, we have
S J ⊆ S and hence the length (resp. Bruhat order) ofW0 induces the length (resp. Bruhat
order) ofW0,J .
Lemma 1.58 (Iwahori decomposition). Denote by IM J (1) the pro-p radical of the parahoric
group IM J B KCJ . Write IU J B I (1) ∩U J = I ∩U J and IU opJ B I (1) ∩U
op
J = I ∩U
op
J .
We have IM J (1) = I (1) ∩ M J and a decomposition (with respect to any order of the three
factors)
I (1) = IU opJ IM J (1)IU J . (1.8.1)
Proof. This is a direct consequence of (1.6.2) applied to I (1) and to IM J (1): the multipli-
cation map induces homeomorphisms∏
α∈Σ−
U(α,1) × Z0(1) ×
∏
α∈Σ+
U(α,0)  I (1) and
∏
α∈Σ−J
U(α,1) × Z0(1) ×
∏
α∈Σ+J
U(α,0)  IM J (1).
The result follows from
∏
α∈Σ−∖ΣJ U(α,1)  IU opJ and
∏
α∈Σ+∖ΣJ U(α,0)  IU J . □
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Remark 1.59. By [OV18, 2.1.2] (see also [Vig16, (53)]) the multiplication map induces
homeomorphisms∏
α∈Σ+
U(α,0)  I (1) ∩U + = K ∩U + and
∏
α∈Σ−
U(α,1)  I (1) ∩U − = K (1) ∩U −.
Definition 1.60. (a) An element m ∈ M J is called M J -positive (or positive if no confu-
sion arises) if it satisfies
mIU Jm
−1 ⊆ IU J and IU opJ ⊆ mIU opJ m
−1. (1.8.2)
We denote by M +J (or M
+,G
J if we want to emphasize that M J is considered as a Levi
subgroup inG ) the submonoid of M J -positive elements. As IM J (1) normalizes both
IU J and IU opJ , we have IM J (1)M
+
J IM J (1) ⊆ M +J . The elements in M −J B M −,GJ B{
m ∈ M J
m−1 ∈ M +J } are called M J -negative (or negative).
We have IU opJ = KU
op
J
(1) B K (1) ∩U opJ and IU J = KU J B K ∩U J . Therefore,
K J B K{φ0,J } = K ∩ M J (this equality is justified in [Vig, Prop. 4.2]) normalizes
both IU opJ and IU J , and hence we have K J ⊆ M
+
J ∩ M −J .
(b) An element m ∈ M +J is called strictly M J -positive in G (or strictly positive if no
confusion arises) if it satisfies the following conditions:
⋄ m is contained in the center of M J ;
⋄ for all compact open subgroups U1,U2 of U J there exists n ∈ N such that
mnU1m−n ⊆ U2;
⋄ for all compact open subgroupsU1,U2 ofU opJ there exists n ∈ N such that
U1 ⊆ mnU2m−n.
Notice that a central element m ∈ M +J is strictly M J -positive if and only if for
some (hence any) compact open subgroups U1 ⊆ U J and U2 ⊆ U opJ we have⋂
n∈NmnU1m−n = {1} and⋂n∈Nm−nU2mn = {1}, because each element inU J
(resp. U opJ ) is contained in a compact open subgroup ofU J (resp. U
op
J ).
An element m ∈ M is called strictly M J -negative (or strictly negative) if m−1 is
strictly M J -positive.
(c) An element w ∈ WJ is called M J -positive (or positive if no confusion arises) if
w(Σ+ ∖ ΣJ ) ⊆ Σaff,+. We denote byWM +J (orWM +,GJ when the surrounding group
is not clear from the context) the set of positive elements and call the elements in
WM −J BWM −,GJ B (WM +J )
−1 M J -negative (or negative).
Remark 1.61. There exist strictly M J -positive elements in M J [BK98, (6.14) Lem.]. Their
usefulness stems from the following property: given a strictly M J -positive element a ∈ M J
and any m ∈ M J , there exists n ∈ N such that anm ∈ M +J .
Proposition 1.62. (i) We haveWM +J  ΛM +J ⋊W0,J , where
ΛM +J B ΛM +,GJ
B
{
λ ∈ Λ  ⟨α, ν(λ)⟩ ≤ 0 for all α ∈ Σ+ ∖ ΣJ } . (1.8.3)
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In particular,WM +J is a monoid.
(ii) The Bruhat decompositions of M J induce bijections WM +J  IM J \M +J /IM J and
WM +J (1)  IM J (1)\M +J /IM J (1).
(iii) Letm ∈ M J be central and let λ ∈ Λ, w0 ∈W0,J such that eλw0 represents IM JmIM J .
Thenm is strictly M J -positive if and only if w0 = 1 and
λ ∈
{
λ ∈ Λ
 ⟨α, ν(λ)⟩ < 0 for all α ∈ Σ+ ∖ ΣJ and⟨α, ν(λ)⟩ = 0 for all α ∈ ΣJ } ⊆ ΛM +J .
In this case we also call λ strictly M J -positive (or strictly positive).
Proof. (i) See [Vig15, § 2.1]. Let w = eλw0 ∈WJ for λ ∈ Λ and w0 ∈W0,J .
Claim 1. The element w0 permutes Σ+ ∖ ΣJ .
Proof of the claim. We can write w0 = s1 · · · sn with s1, . . . , sn ∈ S J , so we may
suppose w0 = sα,α∨ ∈ S J with α ∈ ΠJ . It is well-known that w0
(
Σ+ ∖ {α}) =
Σ+ ∖ {α}. Since α ∈ ΣJ and w0(ΣJ ) = ΣJ , this proves the claim. □
Claim 2. We have w ∈WM +J if and only if λ ∈ ΛM +J .
Proof of the claim. Recall that eλw0(α, 0) =
(
w0(α),−⟨w0(α), ν(λ)⟩
)
for each α ∈
Σ (1.5.3). By Claim 1we havew0(Σ+∖ΣJ ) = Σ+∖ΣJ . Hence, we have an equivalence
w = eλw0 ∈WM +J ⇐⇒ −⟨α, ν(λ)⟩ ≥ 0 for all α ∈ w0(Σ+ ∖ ΣJ ) = Σ+ ∖ ΣJ .
□
Claim 3. The groupW0,J normalizes ΛM +J .
Proof of the claim. Using (1.6.6) we have ⟨w0(α), ν(λ)⟩ = ⟨α,w−10 .ν(λ)⟩ =⟨α, ν(w−10 eλw0)⟩. Hence, the claim follows from Claim 1. □
Claims 2 and 3 together implyWM +J = ΛM +J ⋊W0,J .
( ii) See [OV18, Rem. 2.11 (2)]. By Proposition 1.46 we have a bijection WJ 
IM J \M J /IM J . Let m ∈ M J and take w = eλw0 ∈WJ , with λ ∈ Λ and w0 ∈W0,J ,
representing IM JmIM J . Since IM J ⊆ M + we may assume m ∈ N J = N ∩ M J .
It follows from Remark 1.59 that the multiplication map induces homeomor-
phisms
∏
α∈Σ+∖ΣJ U(α,0)  IU J and
∏
α∈Σ−∖ΣJ U(α,1)  IU opJ . Since mU(α,k)m
−1 =
U(w0(α),k−⟨w0(α),ν(λ)⟩) and hence also m
−1U(α,k)m = U(w−10 (α),k+⟨α,ν(λ)⟩) for all
(α, k) ∈ Σaff, we have the equivalences
mIU Jm
−1 ⊆ IU J ⇐⇒ mU(α,0)m−1 ⊆
∏
β∈Σ+∖ΣJ
U(β,0) for all α ∈ Σ+ ∖ ΣJ
⇐⇒ −⟨w0(α), ν(λ)⟩ ≥ 0 for all α ∈ Σ+ ∖ ΣJ
⇐⇒ λ ∈ ΛM + ⇐⇒ w ∈WM +J
⇐⇒ −⟨−α, ν(λ)⟩ ≥ 0 for all α ∈ Σ− ∖ ΣJ
⇐⇒ ⟨α, ν(λ)⟩ ≥ 0 for all α ∈ Σ− ∖ ΣJ
⇐⇒ m−1U(α,1)m ⊆
∏
β∈Σ−∖ΣJ
U(β,1) for all α ∈ Σ− ∖ ΣJ
⇐⇒ m−1IU opJ m ⊆ IU opJ .
46
1.8. Parabolic subgroups, Levi subgroups, and positive elements 47
In particular, m is positive if and only if w ∈ WM +J . A similar argument shows
WM +J (1)  IM J (1)\M +/IM J (1).
( iii) Letm ∈ M J be central and let w = eλw0 ∈ Λ⋊W0,J representing IM JmIM J . Since
m is central, we have m ∈ Z . This implies w0 = 1, i. e. w = λ ∈ Λ. For each
α ∈ ΣJ we haveU(α,0) = mU(α,0)m−1 = U(α,−⟨α,ν(λ)⟩), i. e. ⟨α, ν(λ)⟩ = 0. For all
α ∈ Σ ∖ ΣJ , k ∈ Z, and n ∈ N we have mnU(α,k)m−n = U(α,k−n·⟨α,ν(λ)⟩).
Consider the compact open subgroups IU J =
∏
α∈Σ+∖ΣJ U(α,0) ofU J and KU opJ B∏
α∈Σ−∖ΣJ U(α,0) ofU
op
J . We then obtain the equivalences⋂
n∈N
mn IU Jm
−n = {1} ⇐⇒ ⟨α, ν(λ)⟩ < 0 for all α ∈ Σ+ ∖ ΣJ
⇐⇒ ⟨α, ν(λ)⟩ > 0 for all α ∈ Σ− ∖ ΣJ
⇐⇒ ⋂
n∈N
m−nKU opJ m
n = {1}.
The statement follows. □
Corollary 1.63. An elementm ∈ M J is positive if and only ifmIU Jm−1 ⊆ IU J .
Proof. See the chain of equivalences in the proof of Proposition 1.62 (ii). □
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2. Generalities on Hecke algebras
In this section we collect the necessary preliminaries pertaining to abstract Hecke rings in
general, and pro-p Iwahori-Hecke algebras in particular. Nothing in this section is original
work.
2.1. Abstract Hecke rings
We give a short introduction to abstract Hecke rings. The standard reference is the
monograph [AZ95, Ch. 3, §1].
Let G be a group and Γ ⊆ G a subgroup such that the set Γ\ΓgΓ of right cosets in
ΓgΓ is finite for each g ∈ G .
Lemma 2.1. Let g ∈ G and put Γ(g ) B Γ ∩ g−1Γg . Given a decomposition
Γ =
⨆
γi∈Γ(g )\Γ
Γ(g )γi,
where “γi ∈ Γ(g )\Γ” means that γi runs through a set of representatives of the right cosets in
Γ(g )\Γ, we have
ΓgΓ =
⨆
γi∈Γ(g )\Γ
Γgγi .
In particular, the number µ(g ) B µΓ(g ) B |Γ\ΓgΓ | equals the index [Γ : Γ(g )] of Γ(g )
inside Γ.
Proof. See [AZ95, Ch. 3, Lem. 1.2]. □
Definition 2.2. Two subgroups Γ1 and Γ2 of G are called commensurable, if the indices
[Γ1 : Γ1 ∩ Γ2] and [Γ2 : Γ1 ∩ Γ2] are both finite. In this case we write Γ1 ∼ Γ2.
Lemma 2.3. Commensurability is an equivalence relation. The set
Γ˜ B
{
g ∈ G  g−1Γg ∼ Γ}
is a group. It is called the commensurator of Γ inG . The elements of Γ˜ are called Γ-rational.
Proof. See [AZ95, Ch. 3, Lem. 1.3 and Lem. 1.4]. □
Remark 2.4. (a) If N B NG(Γ) denotes the normalizer of Γ inside G , the map
µΓ : G → N is constant on N gN for all g ∈ G . Given g ∈ G and x, y ∈ N , we
have
Γ(x gy) = Γ ∩ (y−1g−1x−1)Γ(x gy)
= y−1 · (yΓy−1 ∩ g−1(x−1Γx)g ) · y = y−1Γ(g )y .
Therefore,
µΓ(x gy) =
[
Γ : Γ(x gy)
]
=
[
Γ : y−1Γ(g )y
]
=
[
yΓy−1 : Γ(g )
]
=
[
Γ : Γ(g )
]
= µΓ(g ).
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(b) The map δG : G → Q×, g ↦→ µΓ(g ) · µΓ(g−1)−1 is a group homomorphism. To
see this, notice that Γ(g−1) = gΓ(g )g−1 and hence
δG(g ) = µΓ(g )
µΓ(g−1) =
[Γ : Γ(g )]
[Γ : Γ(g−1)]
=
[Γ : Γ(g )]
[g−1Γg : Γ(g )] = [Γ : g
−1Γg ],
where [Γ : g−1Γg ] denotes the generalized index. Given g, ℎ ∈ G , we therefore
compute
δG(g ℎ) = [Γ : ℎ−1g−1Γg ℎ] = [Γ : ℎ−1Γℎ] · [ℎ−1Γℎ : ℎ−1g−1Γg ℎ]
= [Γ : ℎ−1Γℎ] · [Γ : g−1Γg ] = δG(ℎ) · δG(g ).
(c) Let Γ′ ⊆ G be another subgroup that is commensurable with Γ. Then we have
[Γ : g−1Γg ] = [Γ′ : g−1Γ′g ] for all g ∈ G . It clearly suffices to show this in the
case Γ′ ⊆ Γ. From [Γ : Γ′] = [g−1Γg : g−1Γ′g ] it follows that
[Γ : g−1Γg ] = [Γ : Γ
′] · [Γ′ : g−1Γ′g ]
[g−1Γg : g−1Γ′g ] = [Γ
′ : g−1Γ′g ].
Definition 2.5. Let S ⊆ G be a subset closed under multiplication. The tuple (Γ, S) is
called a Hecke pair if Γ ⊆ S ⊆ Γ˜.
We fix a commutative ring A with 1. Let (Γ, S) be a Hecke pair and consider the free
A-module XA(Γ, S) on the basis
{(Γg )  Γg ∈ Γ\S}. Via
(Γg ) · γ B (Γgγ), g, γ ∈ S (2.1.1)
the semigroup S acts on XA(Γ, S) by A-linear transformations.
Consider the A-submodule HA(Γ, S) of XA(Γ, S) given by
HA(Γ, S) B XA(Γ, S)Γ B {t ∈ XA(Γ, S) | tγ = t for all γ ∈ Γ} .
Lemma 2.6. Given elements t B ∑i ai · (Γgi) of HA(Γ, S) and t ′ B ∑ j b j · (Γℎ j ) of
XA(Γ, S), the element
t · t ′ B∑
i, j
aib j · (Γgiℎ j ) ∈ XA(Γ, S)
does not depend on the choice of representatives and belongs to HA(Γ, S) whenever t ′ ∈
HA(Γ, S).
In this way HA(Γ, S) becomes an associative A-algebra with unit (Γ), and XA(Γ, S) is a
left module over HA(Γ, S), called the universal module.
Proof. See the discussion in [AZ95, Ch. 3, §1.2] following Lemma 1.4. □
Definition 2.7. We call HA(Γ, S) the Hecke ring (or Hecke algebra) over A attached to
the Hecke pair (Γ, S).
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Lemma 2.8. Given g ∈ S , we define
(g ) B (g )Γ B (ΓgΓ) B
∑
gi∈Γ\ΓgΓ
(Γgi) ∈ XA(Γ, S).
Then HA(Γ, S) is a free A-module with basis
{(g )  g ∈ S}.
The multiplication on HA(Γ, S) can be described as follows: let g, g ′ ∈ S and write
ΓgΓ =
µ(g )⨆
i=1
Γgi, Γg ′Γ =
µ(g ′)⨆
j=1
Γg ′j .
Then we have
(g ) · (g ′) = ∑
ΓℎΓ⊆ΓgΓg ′Γ
c(g, g ′; ℎ) · (ℎ),
where c(g, g ′; ℎ) B
{(gi, g ′j )  gi g ′j ∈ Γℎ}. Moreover, we have
c(g, g ′; ℎ) = v(g, g ′; ℎ) · µ(g ′)µ(ℎ)−1,
where v(g, g ′; ℎ) B {gi  gi g ′ ∈ ΓℎΓ}.
Proof. See [AZ95, Ch. 3, Lem. 1.5]. □
Proposition 2.9. Let (Γ, S) and (Γ0, S0) be two Hecke pairs satisfying
Γ0 ⊆ Γ, S ⊆ ΓS0, and Γ ∩ S0 · S−10 ⊆ Γ0. (2.1.2)
Then
ε : HA(Γ, S) ↪−→ HA(Γ0, S0),
∑
i
ai · (Γgi) ↦−→
∑
i
ai · (Γ0gi),
where we may choose gi ∈ S0, is a well-defined injective homomorphism of A-algebras.
Proof. See [AZ95, Ch. 3, Prop. 1.9]. The idea is to define an injective A-linear map
XA(Γ, S) → XA(Γ0, S0), (Γg ) ↦→ (Γ0g0),
where g0 is a coset representative of Γg in S0; this is possible since S ⊆ ΓS0. The map
is well-defined because of Γ ∩ S0 · S−10 ⊆ Γ0, and it is injective because of Γ0 ⊆ Γ. These
last two conditions also ensure that Γ-invariant elements are mapped into Γ0-invariant
elements. □
Proposition 2.10. Let (Γ, S) be a Hecke pair for the groupG . Then (Γ, S−1) is a Hecke pair
and the map
j : HA(Γ, S) −→ HA(Γ, S−1), (g )Γ ↦−→ (g−1)Γ (2.1.3)
is an anti-isomorphism of A-algebras. In particular, if S is a group, then j is an anti-
automorphism on HA(Γ, S).
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Proof. See [AZ95, Ch. 3, Prop. 1.11]. □
Lemma 2.11. Let (Γ, S) and (Γ0, S0) be two Hecke pairs satisfying (2.1.2), and suppose that the
Hecke pairs (Γ, S−1) and (Γ0, S−10 ) also satisfy (2.1.2). Then we have a commutative diagram
HA(Γ, S) HA(Γ0, S0)
HA(Γ, S−1) HA(Γ0, S−10 ).
ε
j j
ε
Proof. See [AZ95, Ch. 3, Lem. 1.13]. □
Lemma 2.12. Let (Γ, S) be a Hecke pair for the group G . Let δ : S → (A, · ) be a monoid
homomorphism with Γ ⊆ Ker(δ). Then the A-linear map HA(Γ, S) → HA(Γ, S) given by
(g )Γ ↦→ δ(g ) · (g )Γ is a homomorphism of A-algebras.
Proof. Let g, g ′ ∈ S . For any ℎ ∈ S with ΓℎΓ ⊆ ΓgΓg ′Γ we have δ(ℎ) = δ(g ) · δ(g ′)
because of Γ ⊆ Ker(δ). With Lemma 2.8 we have(
δ(g ) · (g )Γ
) · (δ(g ′) · (g ′)Γ) = ∑
ΓℎΓ⊆ΓgΓg ′Γ
c(g, g ′; ℎ) · (δ(ℎ) · (ℎ)Γ) .
Hence, the map HA(Γ, S) ↦→ HA(Γ, S), (g )Γ ↦→ δ(g ) · (g )Γ preserves the product on
HA(Γ, S). □
2.2. The pro-p Iwahori-Hecke algebra
The most important example of a Hecke ring in view of the representation theory of
a connected reductive group with coefficients in a field of characteristic p is the pro-p
Iwahori-Hecke algebra studied by Vignéras [Vig16].
As in section 1 we fix a local field F with finite residue field κF of characteristic p > 0
and cardinality q .
LetG be a connected reductive group over F , T a maximal F -split torus with centralizer
Z B CG(T) and normalizer N B NG(T). Recall the relative root system Φ B Φ(G,T),
the apartment A (1.4.1) with its set of hyperplanes H (1.4.3), the chosen fundamental
alcove C, and the special point φ0 ∈ C. Let ∆ be the basis ofΦ such that the corresponding
set of positive roots Φ+ equals {α ∈ Φ | ⟨α, x − φ0⟩ > 0}, where x ∈ C is some arbitrary
point (see the end of Remark 1.2 (c)). Let I ⊆ G be the Iwahori subgroup corresponding
to C, and I (1) its pro-p radical (see Definition 1.42). The Iwahori-Weyl groupW B N /Z0
(resp. the pro-p Iwahori-Weyl groupW (1) B N /Z0(1)) parametrizes the double cosets
in I \G/I (resp. I (1)\G/I (1)) (see Proposition 1.46) and acts onA and H via the natural
action ν : N → AutA (see Proposition 1.27).
We fix a commutative ring R with 1.
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Definition 2.13. The tuple
(
I (1),G ) is a Hecke pair since I (1) is a compact open subgroup
of G . The corresponding Hecke algebraHR(G) B HR
(
I (1),G ) with coefficients in R
is called the pro-p Iwahori-Hecke algebra. By construction we have
HR(G) = R ⊗Z HZ(G). (2.2.1)
We write Tw B Tg B
(
I (1)g I (1)) for the element w ∈W (1) representing the double
coset I (1)g I (1). Then HR(G) is the free R-module with basis {Tw |w ∈W (1)}. We
refer to this basis as the Iwahori-Matsumoto basis ofHR(G).
Let s ∈ Saff. Let α ∈ Φ+red and r ∈ Γα be such that Hs = Hα,r . Put αs B α and
r s B r if r ∈ Γ′α, but αs B 2α and r s B 2r if r < Γ′α (in which case 2r ∈ Γ2α ). For
each s˜ ∈ Saff(1) lifting s we define
q s˜ B qs B |Uαs ,r s/Uαs ,r s+ |. (2.2.2)
The numbers qs are powers of q = |κF |. They are used to describe the relations that
determineHR(G). Choose some u ∈ Uαs ,r s ∖Uαs ,r s+ and letms (u) be the unique element
in N ∩U−αs uU−αs (see Remark 1.4 (b)). Denote by s(u) the image of ms (u) inW (1). It
lifts s (see the discussion following [Vig16, Prop. 4.1]) and is called an admissible lift.
Recall the (possibly non-split) exact sequence
1 −→ Zκ −→W (1) −→W −→ 1,
where Zκ is a finite abelian subgroup ofW (1). We write w • t B wtw−1 ∈ Zκ for
w ∈W (1) and t ∈ Zκ . This extends to an action ofW (1) on the group algebra R[Zκ].
Theorem 2.14. [Vig16, Thm. 2.2] The pro-p Iwahori-Hecke algebra HR(G) is a free R-
module on the basis {Tw |w ∈W (1)} and satisfies the following relations, which determine
its R-algebra structure:
(1) Braid relations: TwTw ′ = Tww ′ for all w,w′ ∈W (1) with `(ww′) = `(w) + `(w′);
(2) Quadratic relations: T 2s(u) = qsTs(u)2 + c s(u)Ts(u) for s ∈ Saff, for certain c s(u) ∈
R[Zκ].5
Remark 2.15. (a) Let s ∈ Saff, s(u) ∈ Saff(1) as above, and s˜ ∈ Saff(1) be an arbitrary
lift of s . Then we have s˜ = s(u) · t for some t ∈ Zκ and the quadratic relation
T 2s˜ = qsT s˜2 + c s˜T s˜,
where c s˜ B c s(u) · Tt [Vig16, Lem. 4.6]. This can be seen directly using the braid
and quadratic relations, and that Zκ is normal inW (1):
T 2s˜ = Ts(u)TtTs(u)Tt
= T 2s(u) · Ts(u)−1t s(u)t
=
(
qsTs(u)2 + c s(u)Ts(u)
) · Ts(u)−1t s(u)t
= qsTs(u)2Ts(u)−1t s(u)t + c s(u)Ts(u)Ts(u)−1t s(u)t
= qsT(s(u)t )2 + c s(u)Tt · Ts(u)t
= qsT s˜2 + c s˜T s˜ .
5As a consequence of the braid relations the group algebra R[Zκ] embeds into HR(G) via t ↦→ Tt
( t ∈ Zκ ).
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(b) Since HR(G) = R ⊗Z HZ(G) we actually have c s ∈ Z[Zκ] for each s ∈ Saff(1).
For all s ∈ Saff(1), t ∈ Zκ , and w ∈ W (1) with wsw−1 ∈ Saff(1) we have
(see [Vig16, (67)])
qs = qs t = qwsw−1, c s t = c s · t, and w • c s = cwsw−1 . (2.2.3)
The equalities qs = qs t and c s t = c s · t are true by definition. Write z B wsw−1
and compare coefficients on both sides of Tz (TwTs ) = (TzTw )Ts . Notice that
zw = ws . Consider two cases: If `(zw) = `(ws) = `(w) + 1, then `(z−1ws) =
`(w) < `(z(z−1ws)) as well as `(zw s−1) = `(w) < `((zw s−1)s) and hence, by
the braid relations,
Tz (TwTs ) = TzTzz−1ws = T 2z Tz−1ws
= (qzTz2 + czTz )Tz−1ws = qzTzw s + czTws, and
(TzTw )Ts = Tzw s−1 sTs = Tzw s−1T 2s
= Tzw s−1(qsTs2 + c sTs ) = qsTzw s + (zw s−1) • c s · Tzw .
Comparing coefficients and using zw s−1 = w , we obtain qs = qz = qwsw−1 and
w • c s = (zw s−1) • c s = cz = cwsw−1 .
If on the other hand `(zw) = `(ws) = `(w) − 1, we have `(z(z−1w)) = `(w) >
`(z−1w) and `((ws−1)s) = `(w) > `(ws−1). Hence, we compute
TzTw = T 2z Tz−1w = (qzTz2 + czTz )Tz−1w = qzTzw + czTw, and
TwTs = Tws−1T 2s = Tws−1 · (qsTs2 + c sTs ) = qsTws + (ws−1) • c s · Tw .
Using these relations, as well as `(zw s) > `(ws) and `(zw s) > `(zw), we obtain
(TzTw )Ts = qzTzwTs + czTwTs = qzTzw s + qsczTws + cz · (ws−1) • c s · Tw,
Tz (TwTs ) = qsTzTws + (zw s−1) • c s · TzTw
= qsTzw s + qz · (zw s−1) • c sTzw + (zw s−1) • c s · cz · Tw
Again, comparing coefficients gives qwsw−1 = qz = qs and qz · (zw s−1) • c s =
qs ·cz = qz ·cwsw−1 . Dividing by qz ( inZ[Zκ]) yieldsw•c s = (zw s−1)•c s = cwsw−1 .
All in all, this shows (2.2.3).
Given any s ∈ Saff(1), the quadratic relations imply that Ts is invertible inHR(G) if
and only if qs is invertible in R. This motivates the following definition of T ∗s , which is
of importance even when qs is not invertible.
Lemma 2.16. Let s ∈ Saff(1) and define T ∗s B Ts − c s . Then we have
T ∗s Ts = TsT ∗s = qsTs2 and T ∗s−1Ts = TsT
∗
s−1 = qs .
For u ∈ Ω(1) we have cu−1 su = T −1u c sTu and T ∗u−1 su = T −1u T ∗s Tu .
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Proof. See [Vig16, Lem. 4.12]. By (2.2.3) we have s • c s = c s and hence Tsc s = s • c sTs =
c sTs . Similarly, s • c s−1 = c s−1 implies Tsc s−1 = c s−1Ts . Therefore, T ∗s Ts = TsT ∗s and
T ∗s−1Ts = TsT
∗
s−1 . Further, we have T
∗
s Ts = (Ts − c s )Ts = T 2s − c sTs = qsTs2 and
T ∗s−1Ts = (Ts−1 − c s−1)Ts = Ts−1Ts − c s−1Ts = Ts−2T 2s − c s−1Ts
= qsTs−2Ts2 +Ts−2c sTs − c s−1Ts = qs + c s−1Ts − c s−1Ts = qs .
Given u ∈ Ω(1), we have T −1u c sTu = u−1 • c sT −1u Tu = cu−1 su and then also
T ∗u−1 su = Tu−1 su − cu−1 su = T −1u TsTu −T −1u c sTu = T −1u (Ts − c s )Tu = T −1u T ∗s Tu . □
Proposition 2.17. Let w ∈W (1), write w = s1 · · · s`(w)u with s1, . . . , s`(w) ∈ Saff(1) and
u ∈ Ω(1), and define
T ∗w−1 B T
−1
u T ∗s−1`(w)
· · ·T ∗s−11 . (2.2.4)
The following properties hold:
(i) Tw is invertible inHZ[p−1](G) with inverse q−1w T ∗w−1 , where qw B qs1 · · · qs`(w) .
(ii) We have T ∗w−1Tw = TwT
∗
w−1 = qw inHR(G).
(iii) We have T ∗w = T ∗s1 · · ·T ∗s`(w)Tu . This decomposition and the definition of qw do not
depend on the decomposition of w .
(iv) We have T ∗w = Tw +
∑
v<w λvTv inHR(G) for certain λv ∈ Z (where “<” denotes
the Bruhat order inW (1)).
Proof. See [Vig16, Prop. 4.13]. By the braid relations, Tw = Ts1 · · ·Ts`(w) does not depend
on the decomposition ofw , and from Lemma 2.16 it follows thatTwT ∗w−1 = T
∗
w−1Tw = qw
inHR(G). Therefore, Tw is invertible inHZ[p−1](G) with inverse q−1w T ∗w−1 . As inverses
are unique, it follows that T ∗w−1 and qw do not depend on the decomposition of w . Since
T ∗w−1 actually lies in HZ(G) ⊆ HZ[p−1](G), this is also true in HZ(G), and hence inHR(G) = R ⊗Z HZ(G).
We replace w by w−1. Then T ∗w does not depend on the decomposition
w−1 = u−1s−1`(w) · · · s−11 = (u−1s`(w)u) · · · (u−1s−11 u) · u−1
of w−1. By Lemma 2.16, we compute
T ∗w = T −1u−1T
∗
u−1 s1u · · ·T
∗
u−1 s`(w)u
= Tu · (T −1u T ∗s1Tu) · · · (T −1u T ∗s`(w)Tu) = T ∗s1 · · ·T ∗s`(w)Tu .
Finally, (iv) holds in HZ(G), as follows from multiplying out (Ts1 − c s1) · · · (Ts`(w) −
c s`(w))Tu and from the definition of the Bruhat order (Lemma 1.47, ( ii), use Proposition 1.37,
( iii)). AsHR(G) = R ⊗Z HZ(G), the statement follows. □
Remark 2.18. Given w ∈W (1) and u ∈ Ω(1), we have qwu = qw as follows from the
definition of qw . If w ∈W aff and u ∈ Ω are such that wu is the image of w inW , we
may thus define qw B qwu B qw ; if, moreover, w = s1 · · · s`(w) is a decomposition with
s1, . . . , s`(w) ∈ Saff, then
qwu = qw = qs1 · · · qs`(w) . (2.2.5)
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Lemma 2.19. For all v,w ∈W (1) there exists a unique positive integer qv,w ∈ qZ≥0 such
that
qvqw = qvwq2v,w . (2.2.6)
For each t, t ′ ∈ Zκ we have qvt,wt ′ = qv,w . It thus makes sense to define qv,w B qv,w , where
v (resp. w ) denotes the image of v (resp. w ) inW .
Proof. See [Vig16, Lem. 4.19] or [Vig06, Lem. 1.2, 1)]. The uniqueness and the last
statement are clear. By the above remark we may assume v ∈ W and w ∈ W aff. We
prove (2.2.6) by induction on `(w). If `(w) = 0 there is nothing to show. Assume that
(2.2.6) holds for v ∈ W and w ∈ W aff. Let s ∈ Saff such that `(ws) = `(w) + 1. If
`(vws) = `(vw) + 1, then
qvqws = qvqwqs = qvwqsq2v,w = qvwsq2v,w,
so (2.2.6) holds with qv,ws B qv,w . Assume now that `(vws) = `(vw) − 1.
Let s1, . . . , s`(vw) ∈ Saff and u ∈ Ω with vw = s1 · · · s`(vw)u. By the deletion
condition (see Proposition 1.36, ( i)) and the definition of `(vw) there exists 1 ≤
i ≤ `(vw) such that s1 · · · s`(vw)(usu−1) = s1 · · · sˆi · · · s`(vw). Rearranging gives
(si+1 · · · s`(vw)u)s(si+1 · · · s`(vw)u)−1 = si , i. e. s and si are conjugate inW . From (2.2.3)
it follows that qs = qsi . Thus, we compute
qvqws = qvqwqs = qvwqsq2v,w = qs1 · · · qˆsi · · · qs`(vw) · qsi qsq2v,w = qvws · (qsqv,w )2,
and the statement follows with qv,ws B qv,wqs . □
Definition 2.20. Let o be an orientation of (A,H) (Definition 1.52) and recall the map
εo :W (1) × Saff(1) → {±1} (1.7.1). For each (w, s) ∈W (1) × Saff(1) we define
T εo(w,s)s B
{
Ts, if εo(w, s) = 1;
T ∗s = Ts − c s, if εo(w, s) = −1.
This is an abuse of notation, since T εo(w,s)s , T −1s whenever εo(w, s) = −1. Yet, it is
unlikely that this will be a cause of confusion. Given s1, . . . , sn ∈ Saff(1) and u, u′ ∈ Ω(1),
we define
Eo(u, s1, . . . , sn, u′) = TuT εo(u,s1)s1 · · ·T εo(us1···si−1,si )si · · ·T εo(us1···sn−1,sn)sn Tu ′ .
Theorem 2.21. Let o be an orientation of (A,H), let w,w′ ∈ W (1), and write w =
s1 · · · s`(w)u for s1, . . . , s`(w) ∈ Saff(1) and u ∈ Ω. Then the element
Eo(w) B Eo(1, s1, . . . , s`(w), u) ∈ HR(G)
only depends on w , and we have Eo(w)Eo•w (w′) = qw,w ′Eo(ww′).
Proof. See [Vig16, Thm. 5.25]. □
56
2.2. The pro-p Iwahori-Hecke algebra 57
Remark 2.22. Let o be an orientation of (A,H) and w ∈W (1). Then we have
Eo(w) = Tw +
∑
v<w
λvTv ∈ HR(G), for some λv ∈ Z (2.2.7)
(with the same proof as in Proposition 2.17 (iv)). Therefore, {Eo(w) |w ∈W (1)} is a
basis ofHR(G), called an alcove walk basis. It was first described and studied in Schmidt’s
Diplomarbeit [Sch09]; see also his PhD thesis [Sch19].
Corollary 2.23 (Fundamental Lemma). Let v,w ∈W (1). InHZ[p−1](G) we have
qv,wT −1v Tvw = Tw +
∑
w ′<w
λw ′Tw ′ ∈ HZ(G), for some λw ′ ∈ Z.
Proof. Let o be the trivial orientation of (A,H) (Example 1.55), i. e. the one oriented away
from the fundamental alcove. Then Eo(w) = Tw for all w ∈W (1). Given v,w ∈W (1),
we have
TvEo•v (w) = Eo(v)Eo•v (w) = qv,wEo(vw) = qv,wTvw
by Theorem 2.21. Multiplying T −1v from the left, the statement follows from (2.2.7). □
Theorem 2.21 and Corollary 2.23 highlight the important role of the integers qv,w . We
end this section by describing a different view on the qv,w , which is due to Vignéras [Vig16,
Sec. 4.4].
Definition 2.24. For each w ∈W aff and each s ∈ Saff we define q(wHs ) B qs ∈ qN.
AsW aff acts simply transitively on the set of alcoves of A (Proposition 1.36, ( ii)),{
Hs
 s ∈ Saff} is the set of walls of C, and each hyperplane is a wall of some alcove, this
defines an integer q(H ) for each H ∈ H.
This definition is unambiguous by (2.2.3): given w,w′ ∈ W aff and s, s′ ∈ Saff with
wHs = w′Hs ′ we have Hs = w−1w′Hs ′ = Hw−1w ′sw ′−1w and thus w−1w′s′w′−1w =
s ∈ Saff. Therefore, q(wHs ) = qs = qs ′ = q(w′Hs ′).
Lemma 2.25. Let w ∈W aff. Recall the set Hw of hyperplanes separating C and wC (Proposi-
tion 1.36, (iv)). We have qw =
∏
H ∈Hw q(H ).
Proof. Let w = s1 · · · s`(w) be a decomposition with s1, . . . , s`(w) ∈ Saff. By Proposi-
tion 1.36, ( iv) we haveHw = {Hs1, s1Hs2, (s1s2)Hs3, . . . , (s1 · · · s`(w)−1)Hs`(w)}. We deduce
qw = qs1 · · · qs`(w) = q(Hs1) · q(s1Hs2) · · · q
((s1 · · · s`(w)−1)Hs`(w) ) = ∏
H ∈Hw
q(H ). □
Lemma 2.26. Let v,w ∈W aff and u, u′ ∈ Ω.
(i) We have Hvw =
(
Hv ∪ vHw
)
∖
(
Hv ∩ vHw
)
.
(ii) We have qv,w =
∏
H ∈Hv∩vHw q(H ).
(iii) We have qvu,wu ′ = qv,uwu−1 and in particular qvu,wu ′ =
∏
H ∈Hvu∩vuHwu′ q(H ).
Proof. See [Vig16, Lem. 4.17, Lem. 4.19].
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(i) Let Γv B (D0, . . . ,D`(v)) be a minimal gallery connecting D0 = C and D`(v) =
vC, and let Γw B (D′0, . . . ,D′`(w)) be a minimal gallery connecting D′0 = C and
D′`(w) = wC. Then Γv (resp. Γw ) crosses the hyperplanes in Hv (resp. Hw ) exactly
once, and only those. The compound gallery
Γ B (D0, . . . ,D`(v), vD′0, . . . , vD′`(w))
connects C and vwC. By construction, it crosses the hyperplanes in Hv ∪vHw , and
only those. Also, Γ crosses the hyperplanes in Hv ∩ vHw (and only those) twice.
Hence, the set of hyperplanes crossed by Γ exactly once (equivalently here: an odd
number of times) is
(
Hv ∪ vHw
)
∖
(
Hv ∩ vHw
)
, which thus coincides with Hvw .
( ii) By (i) and Lemma 2.25 we have
qvqw =
∏
H ∈Hv
q(H ) · ∏
H ∈Hw
q(H ) = ∏
H ∈Hv
q(H ) · ∏
H ∈vHw
q(H )
=
∏
H ∈(Hv∪vHw )∖(Hv∩vHw )
q(H ) · ∏
H ∈Hv∩vHw
q(H )2
= qvw ·
∏
H ∈Hv∩vHw
q(H )2.
The definition of qv,w implies qv,w =
∏
H ∈Hv∩vHw q(H ).
( iii) By definition we have qvu = qv and qwu ′ = qw . Using (2.2.3) we see quwu−1 = qw .
Together we have
qvuwu−1q2v,uwu−1 = qvquwu−1 = qvuqwu ′ = qvuwu ′q
2
vu,wu ′ = qvuwu−1q
2
vu,wu ′ .
The claim follows from the uniqueness assertion in Lemma 2.19. The last statement
now follows using Hvu = Hv , Hwu ′ = Hw and Huwu−1 = uHw . □
2.3. The positive subalgebra
Retain the notations of section 2.2. Recall the pro-p Iwahori-Hecke algebra HR(G) =
HR
(
I (1),G ) , with coefficients in the commutative ring R with 1, attached to the F -points
G = G(F ) of a connected reductive group G over F .
We choose a (standard) Levi subgroupM of G as in section 1.8 associated with a subset
J of the basis ∆ of Φ = Φ(G,T). Then M is again a connected reductive group over
F . We write ΦM B Φ(M,T). Let Ψ B Φ+ ∖ ΦM and write Ψred for the reduced
roots in Ψ. Denote by P (resp. Pop) the (standard) parabolic subgroup containing M
with unipotent radical UP B
∏
α∈Ψred Uα (resp. UP op B
∏
α∈−Ψred Uα ); it satisfies
P = M ⋉UP (resp. P op = M ⋉UP op ). Let IM = I ∩ M be the Iwahori subgroup and
IM (1) = I (1)∩M the pro-p Iwahori subgroup ofM . Write IUPop B I∩UP op = I (1)∩UP op
and IUP B I ∩UP = I (1) ∩UP . By Lemma 1.58 we have a decomposition
I (1) = IUPop IM (1)IUP
with respect to any order of the three factors. Recall the monoid M + consisting of the
elements m ∈ M with mIUPm−1 ⊆ IUP and IUPop ⊆ mIUPopm−1.
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We denote byW0,M (resp. WM , resp. WM (1)) the finite (resp. Iwahori-, resp. pro-p
Iwahori-) Weyl group of M .
To M is attached the pro-p Iwahori-Hecke algebraHR(M ). Given m ∈ M and w ∈
WM (1) representing IM (1)mIM (1), we write T Mw B T Mm B
(
IM (1)mIM (1)
)
. Then{
T Mw
w ∈WM (1)} is the Iwahori-Matsumoto basis ofHR(M ).
Definition 2.27. We callHR(M +) B HR
(
IM (1),M +
)
the positive subalgebra ofHR(M ).
By Proposition 1.62, ( ii) the set
{
T Mw
w ∈WM +(1)} is a basis ofHR(M +).
Proposition 2.28. Consider the injective R-linear map
θ : HR(M ) −→ HR(G), T Mm ↦−→ Tm . (2.3.1)
The restriction θ+ B θ
HR(M +) respects the product.
Proof. See [Vig98, II.5 Prop.]. □
Proposition 2.29. The map θ+ : HR(M +) → HR(G) extends to a homomorphism of R-
algebras θ˜+ : HR(M ) → HR(G) if and only if there exists a strictly positive element a ∈ M
such that Ta is invertible in HR(G). In this case, Ta is invertible for all strictly positive
elements a ∈ M , and θ˜+ is unique.
Proof. See [Vig98, II.6 Prop.]. LetZ(M ) be the center of M . The mapZ(M ) → HR(M )×,
m ↦→ T Mm is a group homomorphism because of IM (1)mIM (1) = IM (1)m and the
definition of the product in HR(M ). By Remark 1.61 there exists a strictly positive
element a ∈ M and that HR(M ) is the localization of HR(M +) at the central element
T Ma . The proposition is a formal consequence of this fact.
Assume that θ˜+ exists. Let a ∈ Z(M ) be a strictly positive element. By the above
remark the element T Ma is invertible inHR(M ), and hence Ta = θ˜+(T Ma ) is invertible in
HR(G). Given any m ∈ M , there exists n ∈ N such that anm ∈ M +. We compute
θ+
(
T Manm
)
= θ˜+
(
T ManT
M
m
)
= θ˜+
(
T Man
) · θ˜+ (T Mm )
= θ+
((T Ma )n ) · θ˜+ (T Mm ) = T na · θ˜+ (T Mm ) .
Rearranging yields
θ˜+
(
T Mm
)
= T −na · θ+
(
T Manm
)
. (2.3.2)
This shows that θ˜+ is unique.
Conversely, assume that there exists a strictly positive element a ∈ Z(M ) such that Ta
is invertible inHR(G). We define a map θ˜+ : HR(M ) → HR(G) by (2.3.2) and R-linear
extension. We first check well-definedness, i. e. independence of the choice of n. Take any
m ∈ M and let n, r ∈ N such that anm ∈ M + and arm ∈ M +. We may assume r ≥ n.
We compute
T −ra · θ+
(
T Marm
)
= T −ra · θ+
(
T Mar−n · T Manm
)
= T −ra · θ+
((T Ma )r−n ) · θ+ (T Manm )
= T −ra · T r−na · θ+
(
T Manm
)
= T −na · θ+
(
T Manm
)
.
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Therefore, θ˜+ is well-defined. It remains to prove that θ˜+ respects the product. Take any
m,m′ ∈ M . There exist m1, . . . ,mr ∈ M such that
IM (1)mIM (1)m′IM (1) =
r⨆
i=1
IM (1)mi IM (1). (2.3.3)
By Lemma 2.8we haveT Mm ·T Mm ′ =
∑r
i=1 c(m,m′;mi) ·T Mmi for certain c(m,m′;mi) ∈ R.
Take n, n′ ∈ N such that anm and an′m′ lie in M +. Multiplying (2.3.3) by an+n′ on
both sides and using IM (1) ⊆ M +, we observe that an+n′mi ∈ M + for all 1 ≤ i ≤ r . We
compute
θ˜+
(
T Mm · T Mm ′
)
= θ˜+
(
r∑
i=1
c(m,m′;mi) · T Mmi
)
=
r∑
i=1
c(m,m′;mi) · θ˜+
(
T Mmi
)
=
r∑
i=1
c(m,m′;mi) · T −(n+n
′)
a · θ+
(
T Man+n′mi
)
= T −(n+n
′)
a · θ+
(
T Man+n′ ·
(
r∑
i=1
c(m,m′;mi) · T Mmi
))
= T −(n+n
′)
a · θ+
(
T Man+n′ · T Mm · T Mm ′
)
= T −na · T −n
′
a · θ+
(
T Manm · T Man′m ′
)
= T −na · θ+
(
T Manm
) · T −n′a · θ+ (T Man′m ′) = θ˜+ (T Mm ) · θ˜+ (T Mm ′ ) .
Hence, θ˜+ is a homomorphism of R-algebras. This finishes the proof. □
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3. Parabolic induction for the general linear group
We first point our attention to the general linear group. In this case, some proofs simplify
and the only prerequisite is section 2.1 (Abstract Hecke rings). In particular, this section
does not rely on section 1 (Review of Bruhat-Tits theory).
Let F be a local field with normalized valuation ω : F → Z ∪ {∞}. We denote by OF ,
mF , κF the valuation ring, its maximal ideal and the residue field, respectively. We fix a
uniformizer πF of F . The residue field κF is a finite field of order q and characteristic p.
We fix a commutative ring R with 1.
Let n ∈ N and consider the general linear group G B GLn(F ) of invertible n × n-
matrices with entries in F . We fix the maximal compact subgroup K B GLn(OF ).
Let Bn(κF ) be the subgroup of GLn(κF ) consisting of upper triangular matrices, and
let Un(κF ) be the subgroup of upper triangular matrices with 1’s on the diagonal. The
Iwahori subgroup I (resp. pro-p Iwahori subgroup I (1)) ofG is given by the preimage of
Bn(κF ) (resp. Un(κF )) under the mod-mF projection map GLn(OF )↠ GLn(κF ).
We fix a standard parabolic subgroup
P B Pn1,...,nr B
©­­­­«
GLn1(F ) ∗ ∗ ∗
GLn2(F ) ∗ ∗
. . . ∗
GLnr (F )
ª®®®®¬
⊆ G
with standard Levi subgroup M and unipotent radicalUP given, respectively, by
M =
©­­­­«
GLn1(F )
GLn2(F )
. . .
GLnr (F )
ª®®®®¬
, UP =
©­­­­«
En1 ∗ ∗ ∗
En2 ∗ ∗
. . . ∗
Enr
ª®®®®¬
,
where Ek denotes the k × k identity matrix. We have a semidirect product P = M ⋉UP .
We will restrict our attention to the pro-p Iwahori subgroup I (1) and remark that the
following results also hold mutatis mutandis for the Iwahori subgroup I .
Notation 3.1. We denote by prM : P ↠ M the canonical projection map with kernelUP .
Given g ∈ P , we write gM B prM (g ) ∈ M and gU B g−1M g ∈ UP . These are the unique
elements in M andUP , respectively, with g = gM gU .
The subgroups IP (1) B I (1) ∩ P , IM (1) B I (1) ∩ M , and IUP B I (1) ∩ UP are
compact open in P , M andUP , respectively. We have a semidirect product
IP (1) = IM (1) ⋉ IUP .
In particular, given g ∈ IP (1), we have gM ∈ IM (1) and gU ∈ IUP .
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We denote by P op = tP the opposite parabolic subgroup and by UP op = tUP its
unipotent radical. Then IP op(1) B I (1) ∩ P op and IUPop B I (1) ∩UP op are compact open
in P op andUP op , respectively. We have a semidirect product
IP op(1) = IM (1) ⋉ IUPop .
We consider the Hecke algebras HR
(
IP (1), P
)
, HR
(
IM (1),M
)
and HR
(
I (1),G ) (see
section 2.1). Our goal is to describe two homomorphisms of R-algebras
HR
(
IP (1), P
)
HR
(
I (1),G ) HR (IM (1),M ) .
Θ˜PG Θ
P
M
Given these morphisms, it is possible to describe the parabolic induction functor from the
category of HR
(
IM (1),M
)
-modules to the category of HR
(
I (1),G ) -modules. More pre-
cisely, given a right HR
(
IM (1),M
)
-moduleM, it becomes a right HR
(
IP (1), P
)
-module
by putting
m · x B m · ΘPM (x) for x ∈ HR
(
IP (1), P
)
and m ∈ M.
Now, we obtain a right HR
(
I (1),G ) -module
M ⊗HR(IP (1),P ) HR
(
I (1),G ) .
We say it is parabolically induced fromM. The functor thus described coincides with the
parabolic induction functor already studied in the literature (e. g. [Vig15] and [OV18]).
3.1. Positive elements and the positive subalgebra
Definition 3.2. An element m ∈ M is called positive if it satisfies
mIUPm
−1 ⊆ IUP and IUPop ⊆ mIUPopm−1.
We denote by M + the monoid of positive elements and by M − B (M +)−1 the monoid of
negative elements. As KM B K∩M normalizes both IUP = K∩UP and IUPop = K∩UP op ,
we have KM ⊆ M + ∩ M −.
Notice that the Cartan decomposition for G holds, i. e.
G =
⨆
d1,...,dn∈Z
d1≥d2≥···≥dn
K diag
(
πd1F , . . . , π
dn
F
)
K . (3.1.1)
Given A ∈ K diag(πd1F , . . . , πdnF )K with d1 ≥ d2 ≥ · · · ≥ dn, we write d j (A) B d j for
1 ≤ j ≤ n.
The next lemma characterizes M +.
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Lemma 3.3. We have
M + =
{
diag(A1, . . . ,Ar ) ∈ M
 Ai ∈ GLni (F ) and dni (Ai) ≥ d1(Ai+1) for all i}
=
{
m ∈ M mIUPm−1 ⊆ IUP } .
Proof. Consider an element A = diag(A1, . . . ,Ar ) ∈ M with diagonal matrices Ai =
diag
(
π
d1(Ai )
F , . . . , π
dni (Ai )
F
)
for each 1 ≤ i ≤ r . For all 1 ≤ i < j ≤ r we have
Ai Matni,n j (OF )A−1j ⊆ Matni,n j (OF ) ⇐⇒ ds (Ai) ≥ dt (A j ) for all s, t
⇐⇒ dni (Ai) ≥ d1(A j )
⇐⇒ Matn j ,ni (OF ) ⊆ A j Matn j ,ni (OF )A−1i .
It follows that A lies in M + if and only if it lies in any of the other two sets. Notice that
all the sets in question are unions of double cosets with respect to KM . The assertion now
follows from the Cartan decomposition for M . □
Notation 3.4. Let G be a group and H a subgroup of G . Given g, ℎ ∈ G , we use the
following notation:
ℎ g B g−1ℎg, H g B
{
ℎ g
 ℎ ∈ H } , and H(g ) B H g ∩ H .
The following proposition is a generalization of [Gri88, Lem. 2]. We remark here, that
the next result remains true if we replace I (1) by any compact open subgroup Γ of G
satisfying Γ ∩ P = (Γ ∩ M )(Γ ∩UP ); this includes K and I .
Proposition 3.5. Let g ∈ P be arbitrary. The indices of (IM (1))(gM ) in IM (1), of
prM
((IP (1))(g )) in (IM (1))(gM ), and of (IUP ) (g ) in IUP are finite. If we write
IM (1) =
µM (gM )⨆
i=1
(
IM (1)
)
(gM )mi,
(
IM (1)
)
(gM ) =
νM (g )⨆
j=1
prM
((IP (1))(g ))ℎ j,
IUP =
µUP (g )⨆
s=1
(
IUP
)
(g )us,
it follows that
IP (1)g IP (1) =
µM (gM )⨆
i=1
νM (g )⨆
j=1
µUP (g )⨆
s=1
IP (1)gusℎ jmi . (3.1.2)
In particular, one has µ(g ) B [IP (1) : (IP (1))(g )] = µM (gM ) · νM (g ) · µUP (g ).
Proof. As IP (1) is compact open in P and prM : P ↠ M is continuous and open, it
follows that prM
((IP (1))(g )) is compact open in M . It is clear that IM (1) and (IM (1))(gM )
are compact open in M and that IUP and (IUP )(g ) are compact open inUP . Therefore, all
the indices in question are finite.
Assume now the decompositions of IM (1),
(
IM (1)
)
(gM ), and IUP given as in the state-
ment of the proposition.
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It is clear that the right hand side of (3.1.2) is contained in the left hand side. Conversely,
let x ∈ IP (1). We deduce xM ∈ IM (1) and xU ∈ IUP . Hence, there exist 1 ≤ i ≤ µM (gM )
and m ∈ (IM (1)) (gM ) such that xM = mmi . Moreover, there exist ℎ ∈ prM ((IP (1))(g ))
and 1 ≤ j ≤ νM (g ) such that m = ℎℎ j . Since ℎ ∈ prM
((IP (1))(g )) , there exists u ∈ IUP
such that ℎu−1 ∈ (IP (1)) (g ). Thus, g ℎu−1 = y g for some y ∈ IP (1). Up to now, we have
x = xM xU = ℎℎ jmi xU = ℎx
(ℎ jmi )−1
U ℎ jmi = ℎu
−1ux (ℎ jmi )
−1
U ℎ jmi .
Since ux (ℎ jmi )
−1
U ∈ IUP we have ux
(ℎ jmi )−1
U = vus for some v ∈
(
IUP
)
(g ) and some integer
1 ≤ s ≤ µUP (g ). By definition of v we have v g
−1 ∈ IUP . Thus, we compute
g x = g ℎu−1ux (ℎ jmi )
−1
U ℎ jmi = g ℎu
−1vusℎ jmi
= y gvusℎ jmi = yv g
−1 · g · usℎ jmi ∈ IP (1)gusℎ jmi .
This computation shows that IP (1)g IP (1) is contained on the right hand side of (3.1.2),
thus proving equality.
We now prove that the union in the right hand side of (3.1.2) is disjoint. Assume that
gusℎ jmi = x gut ℎamb for some x ∈ IP (1). Rearranging gives
x g = usℎ jmim−1b ℎ
−1
a u−1t ∈ IP (1), (3.1.3)
and hence x g ∈ (IP (1)) (g ). Apply prM to both sides of (3.1.3) to obtain
ℎ jmim−1b ℎ
−1
a = x
gM
M ∈ prM
((IP (1))(g )) . (3.1.4)
In particular, we have
mim−1b = ℎ
−1
j x
gM
M ℎa ∈
(
IM (1)
)
(gM ).
The definition of the coset representatives implies i = b . Now, (3.1.4) reads ℎ jℎ−1a =
x gMM ∈ prM
((IP (1))(g )) . Again, the definition of the coset representatives yields j = a.
Going back to (3.1.3), we have shown usu−1t = x g ∈ IP (1) ∩
(
IP (1)
) g ∩UP . Since g
normalizes UP , we see that IP (1) ∩
(
IP (1)
) g ∩ UP = IUP ∩ (IUP ) g = (IUP ) (g ). Put
together this gives usu−1t ∈
(
IUP
)
(g ), and the definition of the coset representatives shows
s = t . This concludes the proof of the disjointness assertion. □
Remark 3.6. We make some observations regarding the numbers νM (g ) that appeared in
Proposition 3.5.
(a) In general, we have prM
((IP (1))(g )) ⫋ (IM (1)) (gM ), i. e. νM (g ) , 1.
Consider for example GL2(Qp) and P =
(
Q×p Qp
Q×p
)
with Levi component M =(
Q×p
Q×p
)
and unipotent radical UP =
(
1 Qp
1
)
. Then IP (1) =
( (1+pZp )× Zp
(1+pZp )×
)
and IM (1) =
( (1+pZp )×
(1+pZp )×
)
. Let n ∈ Z≥0 be an integer. For g B
(
1 p−n−1
1
)
we
64
3.1. Positive elements and the positive subalgebra 65
have gM =
( 1
1
)
and hence
(
IM (1)
)
(gM ) = IM (1). Given x =
(
1+pa b
1+pc
)
∈ IP (1),
we compute
g x g−1 =
(
1 p−n−1
1
)
·
(
1 + pa b
1 + pc
)
·
(
1 −p−n−1
1
)
=
(
1 + pa b + p−n(c − a)
1 + pc
)
.
Hence g x g−1 ∈ IP (1) if and only if c − a ∈ pnZp . Therefore,(
IP (1)
)
(g ) =
{(
1 + pa b
1 + pa + pn+1c
)  a, b, c ∈ Zp} ,
and hence prM
((IP (1))(g )) = {( 1+pa 1+pa+pn+1c )  a, c ∈ Zp}. At this point it is
already clear that νM (g ) , 1, provided n , 0.
As an exercise we will compute the index of prM
((IP (1))(g )) in IM (1). Consider
the reduction modulo pn+1 map
φ :
((1 + pZp)×
(1 + pZp)×
)
−→
((Zp/pn+1Zp)×
(Zp/pn+1Zp)×
)
.
The kernel of φ equals
( (1+pn+1Zp )×
(1+pn+1Zp )×
)
and is contained in the subgroup
prM
((IP (1))(g )) . We have
φ
(
IM (1)
)
=
{(
1 + pa + pn+1Zp
1 + pc + pn+1Zp
)  a, c ∈ Zp} ,
and hence also |φ(IM (1))| = p2n. Moreover, the subgroup
φ
(
prM
((IP (1))(g )) ) = {(1 + pa + pn+1Zp 1 + pa + pn+1Zp)  a ∈ Zp}
has order pn. Put together, we have
νM (g ) =
[
IM (1) : prM
((IP (1))(g )) ] = |φ(IM (1))||φ(prM ((IP (1))(g )))| = p2npn = pn .
(b) For each g ∈ M we have νM (g ) = 1, because of (IM (1))(g ) ⊆ (IP (1))(g ). Given any
g ∈ P , Remark 2.4 implies that µ and µUP are constant on IP (1)g IP (1) and µM is
constant on IM (1)gM IM (1). Proposition 3.5 then implies that νM is also constant
on IP (1)g IP (1). In particular, we have νM
(
IP (1)M IP (1)
)
= {1}.
Conversely, given g ∈ P with νM (g ) = 1, does it necessarily follow that g ∈
IP (1)M IP (1)?
The answer to this question is negative: consider, for instance, GL2(Qp) and take P ,
M as in (a). We have IP (1)M IP (1) = IUP M IUP and therefore also IP (1)M IP (1) ∩
UP = IUP . Thus, g B
(
1 p−1
1
)
< IP (1)M IP (1), and the computation in (a) shows
νM (g ) = 1.
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(c) Remark 2.4 and Proposition 3.5 together imply that the map
P −→ Q×, g ↦−→ νM (g ) · νM
(
g−1
)−1
is a locally constant group homomorphism.
Lemma 3.7. Let g ∈ P with µUP (g ) = 1. Then we have gM ∈ M +.
Proof. The condition µUP (g ) = [IUP : (IUP )(g )] = 1 is equivalent to g IUP g−1 ⊆ IUP .
Write g = (Ai j )i, j=1,...,r with Ai j ∈ Matni,n j (F ). We have Ai j = 0 for i > j and
Aii ∈ GLni (F ) for all i. Denote by g−1 = (Ai j )i, j=1,...,r the inverse of g . By computing
the (i, i + 1)-matrix of g · g−1 we obtain
AiiAi,i+1 = −Ai,i+1Ai+1,i+1 for all i = 1, . . . , r − 1.
Let u = (Bi j )i, j=1,...,r ∈ IUP be arbitrary. We have Bii = Eni and Bi j ∈ Matni,n j (OF ) for
all i, j . For each 1 ≤ i ≤ r − 1 the (i, i + 1)-matrix of gug−1 equals
r∑
k,l=1
AikBklAl ,i+1 =
∑
i≤k≤l≤i+1
AikBklAl ,i+1
= AiiEniA
i,i+1 + AiiBi,i+1Ai+1,i+1 + Ai,i+1Eni+1A
i+1,i+1
= −Ai,i+1Ai+1,i+1 + AiiBi,i+1Ai+1,i+1 + Ai,i+1Ai+1,i+1
= AiiBi,i+1Ai+1,i+1 = AiiBi,i+1A−1i+1,i+1.
Hence, g IUP g−1 ⊆ IUP implies Aii Matni,ni+1(OF )A−1i+1,i+1 ⊆ Matni,ni+1(OF ) for all 1 ≤
i ≤ r − 1. But this is equivalent to dni (Aii) ≥ d1(Ai+1,i+1) for all 1 ≤ i ≤ r − 1. Now,
Lemma 3.3 implies gM = diag(A11, . . . ,Ar r ) ∈ M +. □
Proposition 3.8. The R-linear map
ΘPM B Θ
P
M ,R : HR
(
IP (1), P
) −→ HR (IM (1),M ), (3.1.5)
(g )IP (1) ↦−→ νM (g )µUP (g ) · (gM )IM (1)
is a homomorphism of R-algebras.
We have HR
(
IM (1),M +
) ⊆ Im(ΘPM ) with equality whenever qR = 0.
Proof. Consider the R-linear map on the universal modules
ϑ : XR
(
IP (1), P
) −→ XR (IM (1),M ), (IP (1)g ) ↦−→ (IM (1)gM ) .
It is well-defined because of prM (IP (1)) ⊆ IM (1). ϑ is M -linear with respect to the right
action of M on XR
(
IP (1), P
)
and XR
(
IM (1),M
)
(2.1.1), because of prM

M = idM . As
IM (1) is contained in IP (1) restriction gives a well-defined R-linear map
ϑ

HR(IP (1),P ) : HR
(
IP (1), P
) −→ HR (IM (1),M ) .
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We show that it coincides with ΘPM . Let g ∈ P be arbitrary. By Proposition 3.5 we may
write
(g )IP (1) =
µM (gM )∑
i=1
νM (g )∑
j=1
µUP (g )∑
s=1
(
IP (1)gusℎ jmi
)
for certain mi ∈ IM (1), ℎ j ∈
(
IM (1)
)
(gM ) and us ∈ IUP . Notice that ℎ
g−1M
j ∈ IM (1), and
thus IM (1)gM ℎ j = IM (1)gM for all j . We obtain
ϑ
((g )IP (1)) = µM (gM )∑
i=1
νM (g )∑
j=1
µUP (g )∑
s=1
ϑ
((IP (1)gusℎ jmi )
=
µM (gM )∑
i=1
νM (g )∑
j=1
µUP (g )∑
s=1
(
IM (1)gM ℎ jmi
)
=
µM (gM )∑
i=1
νM (g )µUP (g ) ·
(
IM (1)gMmi
)
= νM (g )µUP (g ) · (gM )IM (1)
= ΘPM
((g )IP (1)) .
For each m ∈ M + we have νM (m) = µUP (m) = 1, and hence HR
(
IM (1),M +
)
is
contained in the image of ΘPM . Given g ∈ P with µUP (g ) = 1, we have gM ∈ M + by
Lemma 3.7. In general, νM (g ) and µUP (g ) are powers of q . We conclude that the image
of ΘPM equals the positive subalgebra HR
(
IM (1),M +
)
provided that qR = 0.
It remains to show that ΘPM is actually a homomorphism of R-algebras. It is clear that
ΘPM preserves the unit element. Let g, g
′ ∈ P , and write (g )IP (1) =
∑
i
(
IP (1)gi
)
and
(g ′)IP (1) =
∑
j
(
IP (1)g ′j
)
. We compute
ΘPM
((g )IP (1) · (g ′)IP (1)) =∑
i, j
ϑ
((IP (1)gi g ′j )) =∑
i, j
(
IM (1)gi,M g ′j,M
)
=
(∑
i
(
IM (1)gi,M
)) · (∑
j
(
IM (1)g ′j,M
))
=
(∑
i
ϑ
((IP (1)gi))) · (∑
j
ϑ
((IP (1)g ′j )))
= ΘPM
((g )IP (1)) · ΘPM ((g ′)IP (1)) .
Therefore, ΘPM is a homomorphism of R-algebras. □
Remark 3.9. Proposition 3.8 remains true if we replace I (1) by K . The only difference is
that νM will take values in N that are not necessarily q -powers.
By [Vig98, II.5 Prop.] the map
θ+ : HR
(
IM (1),M +
) −→ HR (I (1),G ), (m)IM (1) ↦−→ (m)I (1)
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is a homomorphism of R-algebras.6 Precomposition with ΘPM yields the following corol-
lary:
Corollary 3.10. Assume that qR = 0. Then the R-linear map
Θ˜PG : HR
(
IP (1), P
) −→ HR (I (1),G ),
(g )IP (1) ↦−→ νM (g )µUP (g ) · (gM )I (1)
is a homomorphism of R-algebras.
Remark 3.11. The assumption qR = 0 in the above corollary made it possible to give
an ad-hoc definition of an R-algebra homomorphism HR
(
IP (1), P
) → HR (I (1),G ) in
order to define the parabolic induction functor. We will later define a homomorphism
ΞPG : HR
(
IP (1), P
) → HR (I (1),G ) without assuming qR = 0, but this one will be quite
different from Θ˜PG in the case qR = 0. Indeed, by construction the image of Θ˜
P
G is just
the image of HR(IM (1),M +), whereas the image of ΞPG will be much larger. Nevertheless,
the parabolic induction will turn out to be the same.
3.2. The centralizer of a strictly positive element
It is possible to lift the positive subalgebra HR
(
IM (1),M +
)
of HR(IM (1),M ) to a subal-
gebra of HR
(
IP (1), P
)
by considering so-called strictly positive elements.
Definition 3.12. A positive element a ∈ M + is called strictly positive if it satisfies the
following conditions:
⋄ a is contained in the center Z(M ) of M ;
⋄ for all compact open subgroups U1,U2 of UP there exists k ∈ Z≥0 such that
akU1a−k ⊆ U2;
⋄ for all compact open subgroups U1,U2 of UP op there exists k ∈ Z≥0 such that
a−kU1ak ⊆ U2.
Equivalently, as each element ofUP (resp. UP op ) is contained in a compact open subgroup
ofUP (resp. UP op ), the positive element a is strictly positive if a ∈ Z(M ) and it satisfies⋂
k∈Z≥0
ak IUP a
−k = {1} and ⋂
k∈Z≥0
a−k IUPop a
k = {1}.
Example 3.13. Given integers k1 > k2 > · · · > kr , the element
©­­­­­«
πk1F En1
πk2F En2
. . .
πkrF Enr
ª®®®®®¬
∈ Z(M )
is strictly positive.
6Notice that the result in [Vig98] makes use of the Iwahori decomposition for I (1). In particular, it cannot
be applied to K instead of I (1).
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As in [And77] we fix a strictly positive element a ∈ M + and consider the centralizer
C (a) B {X ∈ HR (IP (1), P ) X · (a)IP (1) = (a)IP (1) · X } (3.2.1)
of (a)IP (1) inside HR
(
IP (1), P
)
.
Lemma 3.14. The subalgebraC (a) of HR
(
IP (1), P
)
is a free R-module with basis
B B
{(g )IP (1) ∈ HR (IP (1), P )  g ∈ M +} . (3.2.2)
Proof. As a is a central element of M with aIUP a−1 ⊆ IUP , and because of IP (1) =
IM (1)IUP , we have IP (1)aIP (1) = IP (1)a and hence (a)IP (1) =
(
IP (1)a
)
.
Let C be the free R-submodule of HR
(
IP (1), P
)
generated by B . The claim of the
lemma translates to C = C (a).
Given g ∈ M +, we have νM (g ) = µUP (g ) = 1. Hence, Proposition 3.5 implies
(g )IP (1) =
∑µM (g )
i=1
(
IP (1)mi
)
for certain mi ∈ M . We compute
(g )IP (1) · (a)IP (1) =
µM (g )∑
i=1
(
IP (1)mi a
)
=
µM (g )∑
i=1
(
IP (1)ami
)
= (a)IP (1) · (g )IP (1).
This shows (g )IP (1) ⊆ C (a), and consequently C ⊆ C (a).
For the reverse inclusion take x ∈ C (a) and write x = ∑ti=1 λi · (IP (1)gi ) for some
λi ∈ R and gi ∈ P . Since a is strictly positive and each element ofUP is contained in a
compact open subgroup there exists k ∈ Z≥0 such that
ak g
g−1i,M
i,U a
−k ∈ IUP for all 1 ≤ i ≤ t .
Using the right action of P on the universal module XR
(
IP (1), P
)
(2.1.1) we compute
x · ak = x · (a)kIP (1) = (a)kIP (1) · x =
t∑
i=1
λi ·
(
IP (1)ak gi,M gi,U
)
=
t∑
i=1
λi ·
(
IP (1)ak g g
−1
i,M
i,U a
−k · ak gi,M
)
=
t∑
i=1
λi ·
(
IP (1)gi,M ak
)
=
(
t∑
i=1
λi ·
(
IP (1)gi,M
)) · ak .
We conclude x = ∑ti=1 λi · (IP (1)gi,M ) . It remains to show gi,M ∈ M + for all 1 ≤ i ≤ t .
Let u ∈ IUP be arbitrary. Since x is contained in the IP (1)-invariants HR
(
IP (1), P
)
of the universal module XR
(
IP (1), P
)
, we find a permutation τu : St → St such that(
IP (1)gi,M
)
u−1 =
(
IP (1)gτu (i),M
)
, i. e. with IP (1)gi,M u−1 = IP (1)gτu (i),M for all 1 ≤ i ≤
t . Hence, there exists y ∈ IP (1) such that y gi,M = gτu (i),M u. But now we have
gτu (i),M u = y gi,M = yM yU gi,M = yM gi,M y
gi,M
U ,
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and therefore u = y gi,MU ∈
(
IUP
)
(gi,M ) because of M ∩ UP = {1}. This shows IUP ⊆(
IUP
)
(gi,M ), or, equivalently, gi,M IUP g
−1
i,M ⊆ IUP . By Lemma 3.3 this suffices to conclude
that gi,M is positive for each 1 ≤ i ≤ t . Thus, x is contained in C . This proves the
lemma. □
Corollary 3.15. The homomorphism ΘPM (3.1.5) restricts to an isomorphism of R-algebras
ΘPM

C (a) : C (a) −→ HR
(
IM (1),M +
)
.
Proof. We have νM (g ) = µUP (g ) = 1 for g ∈ M +. Therefore, ΘPM identifies the basis B
of C (a) (3.2.2) with the canonical basis of HR
(
IM (1),M +
)
. □
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4. Parabolic induction for a connected reductive group
We keep the notations of section 2.2. Recall that F is a local field with finite residue field
κF of cardinality q and characteristic p > 0. We denote by R a commutative ring with 1.
Consider a connected reductive group G over F and a maximal F -split torus T. Let
N B NG(T) (resp. Z B ZG(T)) be the normalizer (resp. centralizer) of T in G. The
finite Weyl groupW0 = N /Z is the Weyl group of the relative root system Φ B Φ(G,T).
Denote by C the connected center of G. We associated with G a finite-dimensional R-
vector spaceV =
(
X∗(T )/X∗(C )
) ⊗Z R (1.1.2) and an apartmentA of G (1.4.1), which
is an affine space under V , together with a system of hyperplanes H (1.4.3). We fix a
fundamental alcove C in A and a special point φ0 ∈ C. We fix the unique basis ∆ of Φ
such that the associated set of positive roots Φ+ coincides with {α ∈ Φ | ⟨α, x − φ0⟩ > 0}
for some arbitrarily chosen x ∈ C. Let K ⊆ G be the parahoric subgroup of G attached
to φ0, and let I ⊆ G be the Iwahori subgroup attached to C with pro-p radical I (1). The
Iwahori-Weyl groupW B N /Z0 (resp. the pro-p Iwahori-Weyl groupW (1) B N /Z0(1))
parametrizes the set of double cosets I \G/I (resp. I (1)\G/I (1)) and acts on A and H
via the natural action ν : N → AutA (Proposition 1.27). The kernel Λ of the natural
projection mapW ↠W0 is a finitely generated abelian group. We denote by Σ the unique
reduced root system corresponding to the affine Weyl groupW aff (Proposition 1.32).
There is a surjective map Φ↠ Σ inducing a bijection Φred  Σ. Let Π be the basis of Σ
corresponding to ∆ under this bijection.
We denote by HR(G) B HR
(
I (1),G ) the pro-p Iwahori-Hecke algebra of G . We
write Tw B Tg B
(
I (1)g I (1)) for w ∈W (1) representing the double coset I (1)g I (1).
As in section 2.3 we choose a (standard) Levi subgroup M of G associated with a
subset J ⊆ ∆. Then J is a basis of ΦM B Φ(M,T) andM is itself a connected reductive
group over F , hence all the results in section 1 apply to M . We denote byW0,M ,WM ,
andWM (1) the finite, Iwahori-Weyl, and pro-p Iwahori-Weyl group of M . Write Ψ B
Φ+ ∖ ΦM and denote by Ψred the set of reduced roots in Ψ. Let P (resp. Pop) be the
(standard) parabolic subgroup containingM with unipotent radical UP B
∏
α∈Ψred Uα
(resp. UP op B
∏
α∈−Ψred Uα ). We have P = M⋉UP and P
op = M⋉UP op , and IM = I∩M
(resp. IM (1) = I (1) ∩ M ) is the Iwahori subgroup (resp. pro-p Iwahori subgroup) of M .
We write IUPop B I ∩UP op = I (1) ∩UP op and IUP B I ∩UP = I (1) ∩UP . We have a
decomposition I (1) = IUPop IM (1)IUP , with respect to any order of the three factors, by
Lemma 1.58.
We denote byHR(M ) = HR
(
IM (1),M
)
the pro-p Iwahori-Hecke algebra of M . We
write T Mw B T Mg B
(
IM (1)g IM (1)
)
for w ∈ WM (1) representing the double coset
IM (1)g IM (1).
Let M + be the submonoid of M consisting of positive elements (1.8.2). Recall
that an element m ∈ M is positive if it satisfies mIUPm−1 ⊆ IUP and IUPop ⊆
mIUPopm
−1. If we let WM + B
{
w ∈WM
w(Σ+ ∖ ΣM ) ⊆ Σaff,+}, then we have
the Bruhat decompositions WM +  IM \M +/IM and WM +(1)  IM (1)\M +/IM (1),
and a semidirect product decomposition WM +  ΛM + ⋊ W0,M , where ΛM + B
{λ ∈ Λ | ⟨α, ν(λ)⟩ ≤ 0 for all α ∈ Σ+ ∖ ΣM }, see Proposition 1.62.
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We denote byHR(M +) = HR
(
IM (1),M +
)
the positive subalgebra ofHR(M ).
Definition 4.1. The R-algebra HR
(
IP (1), P
)
, where IP (1) B I (1) ∩ P , is called the
parabolic Hecke algebra associated with the parabolic subgroup P of G .
The goal of this section is to extend the results in section 3 to the connected reductive
group G and the commutative ring R with 1 (i. e. without requiring qR = 0). More
concretely, we will define homomorphisms of R-algebras
HR
(
IP (1), P
)
HR(G) HR(M ).
ΞPG Θ
P
M
Using these morphisms we consider the functor − ⊗HR(IP (1),P ) HR(G) from the category
of right modules overHR(M ) to the category of right modules overHR(G) and show
that it coincides with the parabolic induction studied in [Vig15] and [OV18].
4.1. Construction of ΘPM
Let Γ ⊆ P be a compact open subgroup with Γ = ΓM ΓUP , where ΓM B Γ ∩ M and
ΓUP B Γ ∩UP = IUP . For example, we might take Γ = IP (1) or Γ = K ∩ P . Since ΓM
normalizes ΓUP , we deduce ΓM ⊆ M + fromCorollary 1.63. We use this setting throughout
sections 4.1 and 4.2.
The existence of the map ΘPM : HR
(
Γ, P
) → HR(ΓM ,M ) follows from a simple trans-
lation of the arguments in section 3.1.
We recall Notation 3.4: given a group H , a subgroup H ′, and elements g, ℎ ∈ H , we
write
ℎ g B g−1ℎg, H ′g B
{
ℎ g
 ℎ ∈ H ′} , and H ′(g ) B H ′g ∩ H ′.
Also, given g ∈ P and m ∈ M we let µ(g ) B [Γ : Γ(g )], µUP (g ) B [IUP : (IUP )(g )]
and µM (m) B [ΓM : (ΓM )(m)]. These indices are finite, because Γ is compact open in P .
Notice that the projection map prM : P ↠ M with kernelUP is continuous and open.
Given g ∈ P , we write gM B prM (g ) ∈ M and gU B g−1M g ∈ UP , so that we have a
unique decomposition
g = gM gU with gM ∈ M and gU ∈ UP .
Proposition 4.2. Let g ∈ P and write
ΓM =
µM (gM )⨆
i=1
(ΓM )(gM )mi, (ΓM )(gM ) =
νM (g )⨆
j=1
prM
(
Γ(g )
)
ℎ j, ΓUP =
µUP (g )⨆
s=1
(ΓUP )(g )us .
Then we have
ΓgΓ =
µM (gM )⨆
i=1
νM (g )⨆
j=1
µUP (g )⨆
s=1
Γgusℎ jmi,
and in particular µ(g ) = µM (gM ) · νM (g ) · µUP (g ).
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Proof. See Proposition 3.5. The proof applies in this generality. □
Proposition 4.3. The map
ΘPM : HR
(
Γ, P
) −→ HR(ΓM ,M ), (g )Γ ↦−→ νM (g )µUP (g ) · (gM )ΓM
is a homomorphism of R-algebras. The image of ΘPM contains HR(ΓM ,M +).
Proof. See the first statement of Proposition 3.8. The proof applies in this generality. □
Remark 4.4. In Proposition 4.3 we have not (yet) claimed that the image ofΘPM coincides
with HR(ΓM ,M +) provided qR = 0. The reason is that we have not proved an analogue
of Lemma 3.7, which states that for each g ∈ P with µUP (g ) = 1 we have gM ∈ M +, and
whose proof relies on the fact that the underlying group is GLn(F ). It is possible to give
an ad hoc proof of this fact using the methods in section 1.2 (on root group data) and
section 1.8 (on positive elements, especially Proposition 1.62).
We omit this for the following reason: the construction of the homomorphism
ΞPG : HR
(
IP (1), P
) → HR(G) in section 4.3 requires some preliminary work, and the
next section is devoted to proving more generally that µUP (g ) ≥ µUP (gM ) for all g ∈ P .
This fact, together with Corollary 1.63, then implies that ImΘPM = HR(ΓM ,M +) when-
ever qR = 0.
4.2. The inequality µUP (g ) ≥ µUP (gM )
Retain the notations from section 4.1.
The aim of this section is to prove an inequality of indices. We try to adapt the method
used for computing νM (g ) in Remark 3.6, (a). However, the following fact drastically
complicates the proof: As G is not assumed to be split over F , the root system Φ need
not be reduced. This means that there may be non-trivial root groupsU2α for α, 2α ∈ Φ.
To deal with these we define a special kind of filtered groups.
Definition 4.5. Let FGrp1 be the category, whose
⋄ objects, called filtered groups, are pairs (Γ0, Γ1) of groups such that Γ0 is a normal
subgroup of Γ1;
⋄ morphisms (Γ0, Γ1) → (Γ′0, Γ′1) between the objects (Γ0, Γ1) and (Γ′0, Γ′1) are the
group homomorphisms f : Γ1 → Γ′1 with f (Γ0) ⊆ Γ′0.
For objects (Γ0, Γ1) and (Γ′0, Γ′1) of FGrp1, we write (Γ0, Γ1) ⊆ (Γ′0, Γ′1) if Γ1 ⊆ Γ′1 and also
Γ0 = Γ1 ∩ Γ′0.
We have a functor gr : FGrp1 → Grp into the category of groups given by
gr(Γ0, Γ1) B gr0(Γ0, Γ1) × gr1(Γ0, Γ1),
where gr0(Γ0, Γ1) B Γ0 and gr1(Γ0, Γ1) B Γ1/Γ0.
Lemma 4.6. Let (Γ0, Γ1) and (Γ′0, Γ′1) be filtered groups with (Γ0, Γ1) ⊆ (Γ′0, Γ′1).
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(a) We have gr(Γ0, Γ1) ⊆ gr(Γ′0, Γ′1).
(b) Assume that [Γ′1 : Γ1] < ∞. Then we have [Γ′1 : Γ1] = [gr(Γ′0, Γ′1) : gr(Γ0, Γ1)].
Proof. (a) By definition, (Γ0, Γ1) ⊆ (Γ′0, Γ′1) means Γ1 ⊆ Γ′1 and Γ0 = Γ1 ∩ Γ′0. In
particular, we have an inclusion Γ1/Γ0  (Γ1Γ′0)/Γ′0 ⊆ Γ′1/Γ′0. Together with
Γ0 ⊆ Γ′0 this shows the assertion.
(b) Consider the commutative diagram
1 Γ0 Γ1 Γ1/Γ0 1
1 Γ′0 Γ
′
1 Γ
′
1/Γ′0 1
Γ′0/Γ0 Γ′1/Γ1 (Γ′1/Γ′0)/(Γ1/Γ0)α
β
whose first two rows are exact and where the last row consists of sets and set maps
only. Notice that [gr(Γ′0, Γ′1) : gr(Γ0, Γ1)] = [Γ′0 : Γ0] · [Γ′1/Γ′0 : Γ1/Γ0]. We write
s B [Γ′0 : Γ0] and t B [Γ′1/Γ′0 : Γ1/Γ0]. We need to show [Γ′1 : Γ1] = s t .
It is clear that β is surjective, and hence we have t ≤ [Γ′1 : Γ1] < ∞. Using
Γ0 = Γ
′
0 ∩ Γ1, it is easy to see that α is injective: indeed, given g, ℎ ∈ Γ′0 with
gΓ1
def
= α(gΓ0) = α(ℎΓ0) def= ℎΓ1,
we find γ ∈ Γ1 with g = ℎγ. But then γ = ℎ−1g ∈ Γ1 ∩ Γ′0 = Γ0, i. e. gΓ0 = ℎΓ0.
Hence also s ≤ [Γ′1 : Γ1] < ∞. To prove the claim, we write
Γ′0 =
s⨆
i=1
σiΓ0 and Γ′1/Γ′0 =
t⨆
j=1
(γ jΓ′0).(Γ1/Γ0)
for certain σ1, . . . , σs ∈ Γ′0 and γ1, . . . , γt ∈ Γ′1. Recall that we identify Γ1/Γ0 with(Γ1Γ′0)/Γ′0 as a subset of Γ′1/Γ′0. We claim that we have a disjoint union
Γ′1 =
s⨆
i=1
t⨆
j=1
γ jσiΓ1. (4.2.1)
It is clear that the right hand side is contained in Γ′1. Conversely, let g
′ ∈ Γ′1 be
arbitrary. Let j ∈ {1, . . . , t } such that g ′Γ′0 ∈ (γ jΓ′0).(Γ1/Γ0). Then there exists
γ ∈ Γ1 such that g ′Γ′0 = (γ jΓ′0)·(γΓ′0) = γ jγΓ′0. In other words, we have g ′ = γ jγℎ
for some ℎ ∈ Γ′0. Since Γ′0 is normal in Γ′1, it follows that γℎγ−1 ∈ Γ′0. Therefore,
we find i ∈ {1, . . . , s} and σ ∈ Γ0 with γℎγ−1 = σiσ. Taken together, we obtain
g ′ = γ jσiσγ with σγ ∈ Γ1, i. e. g ′Γ1 = γ jσiΓ1. This establishes the equality in
(4.2.1).
It remains to prove disjointness. Suppose we have γ jσiΓ1 = γbσaΓ1 for some a, i ∈
{1, . . . , s} and b, j ∈ {1, . . . , t }. Let γ ∈ Γ1 with γ jσi = γbσaγ. In particular,
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we have the equality γ jΓ′0 = (γbΓ′0) · (γΓ′0) and therefore (γ jΓ′0) ∈ (γbΓ′0).(Γ1/Γ0).
We conclude that j = b . Canceling γ j in the hypothesis gives σiΓ1 = σaΓ1. This
means σ−1a σi ∈ Γ1 ∩ Γ′0 = Γ0, i. e. σiΓ0 = σaΓ0. We conclude that i = a. This
establishes the disjointness in (4.2.1).
Finally, (4.2.1) shows [Γ′1 : Γ1] = s t = [Γ′0 : Γ0] · [Γ′1/Γ′0 : Γ1/Γ0] = [gr(Γ′0, Γ′1) :
gr(Γ0, Γ1)], and this completes the proof. □
Proposition 4.7. For each g ∈ P the inequality µUP (g ) ≥ µUP (gM ) holds.
Proof. Let g ∈ P . Recall that the multiplication map induces a homeomorphism∏
α∈Σ+∖ΣM U(α,0)  ΓUP (see Remark 1.59) and that µUP (g ) = [ΓUP : ΓUP ∩ g−1ΓUP g ]. It
was remarked in Definition 1.60 that KM = K ∩ M normalizes ΓUP . Hence, Remark 2.4,
(a) shows that the map µUP : P → qZ≥0 is constant on KM gKM . By Remark 1.45 the
group KM contains representatives ofW0,M . We conclude that KM gMKM ∩ Z , , and
hence we may assume gM ∈ Z .
For each α ∈ Σ+ ∖ ΣM we have g−1M U(α,0)gM = U(α,⟨α,ν(gM )⟩) (1.5.4) and therefore
(U(α,0))(gM ) =
{
U(α,0), if ⟨α, ν(gM )⟩ ≤ 0
U gM(α,0), else.
(4.2.2)
Recall the following partial order on Ψ = Φ+ ∖ ΦM (Definition 1.7): given α, β ∈ Ψ,
we write α ≤ β if there exist γ1, . . . , γn ∈ Ψ and r ∈ N, s1, . . . , sn ∈ Z≥0 with
β = rα +∑ni=1 siγi .
We choose an ordering o : Ψred → {1, 2, . . . , |Ψred |} of the factors of ∏α∈Ψred Uα in
such a way that β < α implies o(β) < o(α).
We consider the automorphism f : UP → UP , x ↦→ g−1U x gU .
Claim 1. The map f satisfies f (xα)x−1α ∈ ⟨Uβ | β ∈ Ψred, β > α⟩ for all xα ∈ Uα and
α ∈ Ψred.
Proof of the claim. Write gU = uα1 · · · uαr for certain uαi ∈ Uαi , i = 1, . . . , r , and
α1, . . . , αr ∈ Ψred. We do an induction over r . For r = 1 the claim follows from
axiom (DR2) of a root group datum. Now, let r ∈ N>1 and assume
y B (uα1 · · · uαr−1)−1xα(uα1 · · · uαr−1)x−1α ∈ ⟨Uβ | β ∈ Ψred, β > α⟩.
Again from axiom (DR2) it follows that yuαr = u−1αr yuαr ∈ ⟨Uβ | β ∈ Ψred, β > α⟩. We
compute
g−1U xα gU x
−1
α = u−1αr (uα1 · · · uαr−1)−1xα(uα1 · · · uαr−1)uαr x−1α
= u−1αr yxαuαr x
−1
α = yuαr · u−1αr xαuαr x−1α ,
and this is contained in ⟨Uβ | β ∈ Ψred, β > α⟩. This proves the claim. □
By Claim 1 we may now apply Proposition 1.9: for each (xα)α ∈ ∏α∈Ψred Uα we
find zα(x β)β<α ∈ Uα (depending only on (x β)β<α ) and a group homomorphism
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z˜α : Uα → U2α factoring overUα/U2α (not depending on (x β)β<α by our choice of o;
see Remark 1.10) such that
f
( ∏
α∈Ψred
xα
)
=
∏
α∈Ψred
(
zα(x β)β<α · z˜α(xα) · xα
)
.
We identify Ψred with Σ+ ∖ ΣM . For α ∈ Ψred we consider the homomorphism
fα : U
gM
(α,0) −→ Uα, x gM ↦−→ z˜α(x gM ) · x gM .
Claim 2. The subgroup fα
(
U gM(α,0)
)
is open inUα.
Proof of the claim. Let Ψ′ B {β ∈ Ψred | β ≮ α} and let Zα ⊆ UP be the subgroup
generated by
⋃
β∈Ψ′Uβ . As in the proof of Claim 1.2 in Lemma 1.8 the subgroup Zα is
normal inUP and the multiplication map induces a homeomorphism
∏
β∈Ψ′Uβ  Zα.
Let prα : Zα → Uα be the projection map. By normality the inner automorphism f
induces an automorphism f ′ B f

Zα
on Zα. Notice that both f ′ and prα are open maps.
Therefore, the subset
fα
(
U gM(α,0)
)
= (prα ◦ f ′)
(
U gM(α,0) ×
∏
β∈Ψ′∖{α}
U(β,0)
)
⊆ Uα
is open. □
Claim 3. We have [U(α,0) : fα(U gM(α,0)) ∩U(α,0)] ≥ [U(α,0) : (U(α,0))(gM )].
Proof of the claim. Notice that (U2α,Uα) is a filtered group in the sense of Definition 4.5.
For each subgroup H ⊆ Uα we have (U2α ∩ H ,H ) ⊆ (U2α,Uα); to simplify notation
we write H instead of (U2α ∩ H ,H ).
Step 1: We show gr0
(
fα(U gM(α,0)) ∩U(α,0)
)
= gr0
((U(α,0))(gM )) . Equivalently, we need to
show
fα(U gM(α,0)) ∩U(α,0) ∩U2α = (U(α,0))(gM ) ∩U2α . (4.2.3)
Let x ∈ U(α,0) such that fα(x gM ) = z˜α(x gM ) · x gM ∈ U(α,0) ∩U2α. Because of z˜α(x gM ) ∈
U2α we have x gM ∈ U2α, and hence fα(x gM ) = x gM since z˜α vanishes onU2α. Conversely,
given x ∈ U(α,0) with x gM ∈ U(α,0)∩U2α, we have x gM = fα(x gM ) ∈ fα(U gM(α,0))∩U(α,0)∩
U2α. This proves the equality in (4.2.3).
Step 2: We show gr1
(
fα(U gM(α,0)) ∩U(α,0)
) ⊆ gr1 ((U(α,0))(gM )) . We first claim(
fα(U gM(α,0)) ∩U(α,0)
) ·U2α ⊆ U gM(α,0)U2α ∩U(α,0)U2α = (U(α,0))(gM ) ·U2α . (4.2.4)
The equality is a consequence of (4.2.2). By definition of fα we have fα(U gM(α,0))U2α =
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U gM(α,0)U2α. Hence, also the inclusion in (4.2.4) holds. We now compute
gr1
(
fα(U gM(α,0)) ∩U(α,0)
)
=
fα(U gM(α,0)) ∩U(α,0)
fα(U gM(α,0)) ∩U(α,0) ∩U2α
=
(
fα(U gM(α,0)) ∩U(α,0)
) ·U2α
U2α
⊆ (U(α,0))(gM ) ·U2α
U2α
=
(U(α,0))(gM )
(U(α,0))(gM ) ∩U2α
= gr1
((U(α,0))(gM )) .
Step 3: Proof of the claim. Steps 1 and 2 together imply gr
(
fα(U gM(α,0)) ∩ U(α,0)
) ⊆
gr
((U(α,0))(gM )) . Notice that the indices of (U(α,0))(gM ) and fα(U gM(α,0)) ∩U(α,0) inU(α,0) are
finite (see Claim 2). By Lemma 4.6, (b) we have[
U(α,0) : fα(U gM(α,0)) ∩U(α,0)
]
=
[
gr(U(α,0)) : gr
(
fα(U gM(α,0)) ∩U(α,0)
) ]
≥ [gr(U(α,0)) : gr((U(α,0))(gM )) ]
=
[
U(α,0) : (U(α,0))(gM )
]
,
which proves the claim. □
For all α ∈ Ψred and all (x β)β<α ∈ ∏β<αUβ we consider the subset
Γ(x β)β<α B U(α,0) ∩
{
zα(x gMβ )β<α · z˜α(x
gM
α ) · x gMα
 xα ∈ U(α,0)} ⊆ U(α,0).
Claim 4. The set Γ(x β)β<α is either empty or a left coset of fα(U gM(α,0)) ∩U(α,0).
Proof of the claim. It is clear that Γ(x β)β<α is stable under rightmultiplication by elements
of fα(U gM(α,0)) ∩U(α,0). Now, take
γi B zα(x gMβ )β<α · z˜α(x
gM
i ) · x
gM
i ∈ Γ(x β)β<α with x i ∈ U(α,0), i = 1, 2.
We have γ−12 γ1 = fα
((x−12 x1)gM ) ∈ fα(U gM(α,0)) ∩U(α,0). This proves the claim. □
The reason why we consider Γ(x β)β<α is that we can write
(ΓUP )(g ) =
{ ∏
α∈Ψred
x′α = f
( ∏
α∈Ψred
xα
)
∈ ∏
α∈Ψred
U(α,0)
 ∏α∈Ψred xα ∈ ∏α∈Ψred U(α,0) andx′α ∈ Γ(x β)β<α for all α ∈ Ψred
}
.
Choose r ∈ N such thatU(α,r ) is contained in fα(U gM(α,0)) ∩U(α,0) ∩U
gM
(α,0) for all α ∈ Ψred
and such that H B ∏α∈Ψred U(α,r ) ⊆ ΓUP is contained in (ΓUP )(g ) ∩ (ΓUP )(gM ). Notice
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that H is a normal subgroup of ΓUP by axiom (V3) of a valuation of a root group datum.
By Claim 3 we have fα(U gM(α,0)) ∩U(α,0)/U(α,r ) = U(α,0)/U(α,r )[U(α,0) : fα(U gM(α,0)) ∩U(α,0)]
≤
U(α,0)/U(α,r )[
U(α,0) : (U(α,0))(gM )
] = (U(α,0))(gM )/U(α,r ).
Using the above presentation of (ΓUP )(g ) and Claim 4 we compute(ΓUP )(g )/H  ≤ ∏
α∈Ψred
 fα(U gM(α,0)) ∩U(α,0)/U(α,r )
≤ ∏
α∈Ψred
(U(α,0))(gM )/U(α,r ) = (ΓUP )(gM )/H .
Finally, we obtain
µUP (g ) = [ΓUP : (ΓUP )(g )] =
|ΓUP /H |
|(ΓUP )(g )/H |
≥ |ΓUP /H ||(ΓUP )(gM )/H |
= [ΓUP : (ΓUP )(gM )] = µUP (gM ).
□
Corollary 4.8. The set
{
µUP (m) · (m)ΓM
m ∈ M } is aZ-basis ofΘPM ,Z (3.1.5). In particular,
the image of ΘPM ,R equals HR(ΓM ,M +) whenever qR = 0.
Proof. Proposition 4.7 implies that µUP (gM ) divides νM (g )µUP (g ) for all g ∈ P , as all
occuring numbers are powers of q . Hence the first assertion. Since m ∈ M is positive if
and only if µUP (m) = [ΓUP : ΓUP ∩ m−1ΓUPm] = 1 (Corollary 1.63 using ΓUP = IUP ),
we conclude that the image of ΘPM ,R equals HR(ΓM ,M +) provided that qR = 0. □
Recall from Definition 1.60 that an element a ∈ M + is called strictly positive if it lies in
the centerZ(M ) of M and satisfies⋂n∈N anKUP a−n = {1} and⋂n∈N a−nKUPop an = {1}.
There always exist strictly positive elements (Remark 1.61).
Proposition 4.9. Let aP ∈ M + be a strictly positive element and consider the centralizer
C +P B
{
x ∈ HR
(
Γ, P
)  x · (aP )Γ = (aP )Γ · x}
of (aP )Γ in HR
(
Γ, P
)
. Then {(m)Γ |m ∈ M +} is an R-basis forC +P . In particular,C +P does
not depend on the choice of the strictly positive element aP . The restriction of ΘPM to C
+
P
induces an isomorphismC +P  HR(ΓM ,M +).
Proof. See Lemma 3.14 and Corollary 3.15. The proof applies in this generality, except
that Lemma 3.3 needs to be replaced by Corollary 1.63. □
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4.3. Construction of ΞPG
Recall the set of affine roots Σaff B Σ × Z (Proposition 1.32). The Iwahori-Weyl group
W , and by inflation alsoW (1), acts on Σaff (1.5.3).
Definition 4.10. For (α, k) ∈ Σaff we define
q(α, k) B U(α,k)/U(α,k+1) ∈ qN. (4.3.1)
Lemma 4.11. (i) For all (α, k) ∈ Σaff and all w ∈W or w ∈W (1) we have
q(α, k) = q (w · (α, k)) .
In particular, we have q(α, k) = q(−α,−k) and q(α, k + 2m) = q(α, k) for all
(α, k) ∈ Σaff andm ∈ Z.
(ii) For all (α, k) ∈ Σaff we have
q(α, k) = q(H(α,k)),
where q(H(α,k)) was defined in Definition 2.24 and (2.2.2).
Proof. (i) Let (α, k) ∈ Σaff and w ∈W (the case w ∈W (1) follows trivially from this
case). SinceW  Λ ⋊W0, there exist λ ∈ Λ and w0 ∈W0 with w = eλw0. Let
n ∈ N with w = nZ0. Using (1.5.4) we compute
nU(α,k)n−1 = Uw ·(α,k) = U(w0(α),k−⟨w0(α),ν(λ)⟩).
Hence, conjugation by n induces an isomorphism
U(α,k)/U(α,k+1) ∼−→ U(w0(α),k−⟨w0(α),ν(λ)⟩)/U(w0(α),k−⟨w0(α),ν(λ)⟩+1).
Comparing cardinalities, this shows q(α, k) = q (w0(α), k − ⟨w0(α), ν(λ)⟩) =
q
(
w · (α, k)) . This proves the first assertion.
Take m ∈ Z. Recall that Q(Σ∨) ⊆W aff ⊆W (1.5.2). Hence, taking λ ∈ Λ with
ν(λ) = −mα∨ (see also (1.6.5)) and w0 = 1, we obtain
q(α, k) = q (eλ · (α, k)) = q(α, k − ⟨α, ν(λ)⟩) = q(α, k + 2m).
Finally, taking w0 = sα,α∨ and m = −k we obtain
q(α, k) = q(w0 · (α, k)
)
= q(−α, k) = q(−α,−k).
(ii) Let s ∈ Saff and take α ∈ Φ+red and r ∈ Γα with Hs = Hα,r . Put αs B α and
r s B r if r ∈ Γ′α (1.4.2); otherwise put αs B 2α and r s B 2r ∈ Γ2α. By definition
we have qs = |Uαs ,r s/Uαs ,r s+ | (2.2.2). Write β B εαα ∈ Σ (see Remark 1.33, (a))
and k B εαr ∈ Z. Then Hs = Hα,r = H2α,2r = H(β,k). If r < Γ′α, we have an
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isomorphism U2α,2r/U2α,2r+  Uα,r/Uα,r+ by Lemma 1.25, ( ii). In any case we
compute
q(β, k) = U(β,k)/U(β,k+1) = Uα,r/Uα,r+
=
Uαs ,r s/Uαs ,r s+ = qs = q(H(β,k)).
By (i) (and Definition 2.24) we conclude that q(α, k) = q(H(α,k)) for all (α, k) ∈
Σaff.
□
Notation 4.12. Recall that µUP : M → qZ≥0 is constant on double cosets with respect
to the Iwahori subgroup IM (Remark 2.4), and that we have a natural bijectionWM 
IM \M /IM (Proposition 1.46). Given any m ∈ M , we write
µUP (w) B µUP (m),
where w ∈ WM is the element representing the double coset IMmIM . Since the map
µUP : M → qZ≥0 is even constant on double cosets with respect to KM , and KM contains
representatives ofW0,M (Remark 1.45), we have µUP (ww0) = µUP (w0w) = µUP (w) for
all w0 ∈W0,M . In particular, we have µUP (m) = µUP (λ) for some λ ∈ Λ. By inflation,
µUP is also defined onWM (1).
Lemma 4.13. Let w0 ∈W0,M and x, y ∈ Λ such that the following conditions are satisfied:
⋄ ⟨α, ν(y)⟩ = 0 for all α ∈ ΣM ;
⋄ ⟨α, ν(y)⟩ < 0 for all α ∈ Σ+ ∖ ΣM ;
⋄ ⟨α, ν(x + y)⟩ ≤ 0 for all α ∈ Σ+ ∖ ΣM .
Then we have qey,e xw0 = µUP (e xw0).
Proof. Step 1: We prove qey,e xw0 =
∏
α∈Σ+∖ΣM⟨α,ν(x)⟩>0
|U(α,0)/U(α,⟨α,ν(x)⟩) |. By Lemma 2.26, ( iii)
we have qey,e xw0 =
∏
H ∈Hey∩eyHe xw0 q(H ), where Hw , for w ∈ W , denotes the set of
hyperplanes separating wC and C. By Lemma 1.51 we have:
⋄ `α(e y) = ⟨α, ν(y)⟩ for all α ∈ Σ+;
⋄ `α(e xw0) = ⟨α, ν(x)⟩ for all α ∈ w0(Σ+);
⋄ `α(e xw0) = ⟨α, ν(x)⟩ − 1 for all α ∈ w0(Σ−).
Recall thatw0(Σ+∖ΣM ) = Σ+∖ΣM (see the proof of Proposition 1.62). Using Lemma 1.49
we have
Hey =
{
H(α,k)
 α ∈ Σ+ ∖ ΣM and k ∈ {0, 1, . . . ,−⟨α, ν(y)⟩ − 1}}
He xw0 =
{
H(α,k)
 α ∈ Σ+ ∖ ΣM with ⟨α, ν(x)⟩ > 0 and k ∈ {−⟨α, ν(x)⟩, . . . ,−1}}
∪
{
H(α,k)
 α ∈ Σ+ ∖ ΣM with ⟨α, ν(x)⟩ < 0and k ∈ {0, . . . ,−⟨α, ν(x)⟩ − 1} }
∪ {H(α,k)  (α, k) ∈ Σ+M × Z with H(α,k) ∈ He xw0} .
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Notice that e yH(α,k) = H(α,k−⟨α,ν(y)⟩) for all (α, k) ∈ Σaff. It follows that
Hey ∩ e yHe xw0 =
{
H(α,k)
 α ∈ Σ+ ∖ ΣM with ⟨α, ν(x)⟩ > 0 andk ∈ {−⟨α, ν(x + y)⟩, . . . ,−⟨α, ν(y)⟩ − 1} } .
Thus, using Lemma 4.11 we compute
qey,e xw0 =
∏
H ∈Hey∩eyHe xw0
q(H ) = ∏
α∈Σ+∖ΣM⟨α,ν(x)⟩>0
⟨α,ν(x)⟩−1∏
k=0
q
(
α, k − ⟨α, ν(x + y)⟩)
=
∏
α∈Σ+∖ΣM⟨α,ν(x)⟩>0
⟨α,ν(x)⟩−1∏
k=0
q
(
e x+y · (α, k)) = ∏
α∈Σ+∖ΣM⟨α,ν(x)⟩>0
⟨α,ν(x)⟩−1∏
k=0
q(α, k)
=
∏
α∈Σ+∖ΣM⟨α,ν(x)⟩>0
⟨α,ν(x)⟩−1∏
k=0
U(α,k)/U(α,k+1) = ∏
α∈Σ+∖ΣM⟨α,ν(x)⟩>0
U(α,0)/U(α,⟨α,ν(x)⟩).
Step 2: We show µUP (e xw0) = µUP (e x ) =
∏
α∈Σ+∖ΣM⟨α,ν(x)⟩>0
U(α,0)/U(α,⟨α,ν(x)⟩). The first
equality is clear. We prove the second one. By definition there exists m ∈ Z with
mZ0 = x ∈ Λ. We have a homeomorphism∏α∈Σ+∖ΣM U(α,0)  IUP (which is induced
by the multiplication map). Therefore,
IUP ∩m−1IUPm 
∏
α∈Σ+∖ΣM
(
U(α,0) ∩m−1U(α,0)m
)
=
∏
α∈Σ+∖ΣM
(
U(α,0) ∩U(α,⟨α,ν(x)⟩)
)
=
∏
α∈Σ+∖ΣM⟨α,ν(x)⟩≤0
U(α,0) ×
∏
α∈Σ+∖ΣM⟨α,ν(x)⟩>0
U(α,⟨α,ν(x)⟩).
Take any k ∈ Z≥0 with k ≥ max {⟨α, ν(x)⟩ | α ∈ Σ+ ∖ ΣM } and consider the subgroup
H generated by⋃α∈Σ+∖ΣM U(α,k). ThenH is normal and by Lemma 1.6 the multiplication
map induces a homeomorphism
∏
α∈Σ+∖ΣM U(α,k)  H . By construction H is contained
in (IUP )(m). We haveIUP /H  = ∏
α∈Σ+∖ΣM
U(α,0)/U(α,k)
and (IUP )(m)/H  = ∏
α∈Σ+∖ΣM⟨α,ν(x)⟩≤0
U(α,0)/U(α,k) · ∏
α∈Σ+∖ΣM⟨α,ν(x)⟩>0
U(α,⟨α,ν(x)⟩)/U(α,k).
Hence, it follows that
µUP (e x ) = [IUP : (IUP )(m)] =
|IUP /H |
|(IUP )(m)/H |
=
∏
α∈Σ+∖ΣM⟨α,ν(x)⟩>0
|U(α,0)/U(α,k) |
|U(α,⟨α,ν(x)⟩)/U(α,k) |
=
∏
α∈Σ+∖ΣM⟨α,ν(x)⟩>0
U(α,0)/U(α,⟨α,ν(x)⟩).
Combining Steps 1 and 2 yields the assertion. □
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Proposition 4.14. If p is not a zero-divisor in R, then the R-algebra homomorphism
θ+ : HR(M +) → HR(G) (2.3.1) extends uniquely to an R-algebra homomorphism
θ˜+ : ImΘPM →HR(G), and ImΘPM is the maximal subalgebra ofHR(M )with this property.
For arbitrary R, we obtain, in particular, an R-algebra homomorphism
ΞPG B Ξ
P
G,R B idR ⊗(θ˜+ ◦ ΘPM ,Z) : HR
(
IP (1), P
) −→ HR(G).
Proof. We assume first that p is not a zero-divisor in R. The inclusion R ↪→ R[p−1]
induces inclusions HR(M ) ⊆ HR[p−1](M ) and HR(G) ⊆ HR[p−1](G). Let a ∈ M +
be a strictly positive element (it always exists by Remark 1.61). Then Ta is invertible
in HR[p−1](G). By Proposition 2.29 the map θ+ : HR[p−1](M +) → HR[p−1](G) extends
uniquely to an R[p−1]-algebra homomorphism θ˜+ : HR[p−1](M ) → HR[p−1](G) defined
as follows: given m ∈ M , there exists n ∈ N such that anm lies in M +. Now, θ˜+(T Mm ) is
given by
θ˜+(T Mm ) B T −na · θ+
(
T Manm
)
= T −na Tanm .
Claim. We have (θ˜+)−1 (HR(G)) = ImΘPM ⊆ HR(M ). In particular, θ+ extends uniquely
to an R-algebra homomorphism ImΘPM →HR(G), and ImΘPM is maximal with this prop-
erty.
Proof of the claim. By Corollary 4.8 the set
{
µUP (m) · T Mm
m ∈ M } is an R-basis of
ImΘPM . As a is a strictly positive element, we have a ∈ Z and the double coset IM aIM is
represented by some λ ∈ Λ with ⟨α, ν(λ)⟩ = 0 for all α ∈ ΣM and ⟨α, ν(λ)⟩ < 0 for all
α ∈ Σ+ ∖ ΣM (see Proposition 1.62, ( iii)).
Given m ∈ M , there exists n ∈ N with anm ∈ M +. Let v ∈ Λ(1) be the element
representing the double coset IM (1)an IM (1). If w ∈WM (1) represents the double coset
IM (1)mIM (1), then vw represents IM (1)anmIM (1), since a is central. Clearly, nλ is the
image of v inWM . Denote by e xw0 ∈ Λ ⋊W0,M the image of w inWM . As anm is
positive, it follows from Proposition 1.62 that ⟨α, ν(nλ + x)⟩ ≤ 0 for all α ∈ Σ+ ∖ ΣM .
Hence, Lemma 4.13 is applicable and shows qv,w = qenλ,e xw0 = µUP (e xw0) = µUP (m).
Applying the Fundamental Lemma (Corollary 2.23) yields
θ˜+
(
µUP (m) · T Mm
)
= µUP (m) · T −na Tanm
= qv,w · T −1v · Tvw = Tw +
∑
w ′<w
λw ′Tw ′ ∈ HR(G) (4.3.2)
for some λw ′ ∈ Z (viewed as elements of R), where “<” is the Bruhat order inW (1). We
conclude that ImΘPM is contained in (θ˜+)−1
(HR(G)) .
Conversely, let X B ∑ki=1 x i ·T Mwi ∈ HR[p−1](M ) be an element with x i ∈ R[p−1]∖{0}
for all 1 ≤ i ≤ k and with θ˜+(X ) ∈ HR(G). We prove X ∈ ImΘPM by induction on k.
The case k = 0 is trivial. Assume now that k > 0 and the claim is true for k−1. Rearranging
if necessary, we may assume that wk ∈ WM (1) is maximal among {w1, . . . ,wk} with
respect to the Bruhat order inW (1). Take m ∈ M with T Mm = T Mwk . Let n ∈ N such that
T Man X ∈ HR[p−1](M +) and let v ∈ Λ(1) be the element representing IM (1)an IM (1). We
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have T Man X =
∑k
i=1 x i · T Mvwi and therefore,
θ˜+(X ) =
k∑
i=1
x i · T −1v Tvwi =
k∑
i=1
x iq−1v,wi ·
©­«Twi +
∑
w ′i<wi
λw ′i ,iTw ′i
ª®¬ .
By maximality of wk the coefficient before Twk is xk · q−1v,wk . Since qv,wk = µUP (m)
and θ˜+(X ) ∈ HR(G), we have xk · µUP (m)−1 ∈ R; in particular, xk ∈ R and µUP (m)
divides xk in R. This shows xk · T Mwk ∈ ImΘPM . By the induction hypothesis we have
X − xkT Mwk ∈ ImΘPM , and hence X ∈ ImΘPM . This proves the equality.
The uniqueness of ImΘPM → HR(G) is a consequence of the uniqueness of θ˜+: any
such homomorphism induces a homomorphism R[p−1]⊗R ImΘPM →HR[p−1](G), which
has to coincide with θ˜+

R[p−1]⊗RImΘPM
(notice that R[p−1] is a flat R-module). The claim
is proved. □
This proves the first assertion of the proposition. The last assertion follows via extension
of scalars, using HR(IP (1), P ) = R ⊗Z HZ(IP (1), P ) andHR(G) = R ⊗Z HZ(G). □
4.4. On the properties of µUP (w)
Recall Notation 4.12, where we defined µUP (w) for w ∈WM or w ∈WM (1). Also recall
that µUP :WM → qZ≥0 is constant on double cosets with respect toW0,M . All statements
in this section about µUP (w) for w ∈ WM are trivially also true for w ∈ WM (1). We
therefore refrain from mentioning this case each time.
We consider the opposite parabolic subgroup Pop with unipotent radical UP op =∏
α∈Σ−∖ΣM Uα, where we have identified Σ−∖ΣM with the reduced roots inΦ−∖ΦM . We
have a decomposition IP op = IM IUPop with IM normalizing IUPop . We put µUPop (g ) B[IUPop : IUPop ∩ g−1IUPop g ] for g ∈ P op. Analogously to the above we define
µUPop : WM → qZ≥0 . The relation between µUP and µUPop is given by the following
lemma.
Lemma 4.15. For each w ∈WM we have µUPop (w) = µUP (w−1).
Proof. Writew = eλw0 with λ ∈ Λ andw0 ∈W0,M . As both µUP and µUPop are constant
on double cosets with respect to KM , we have µUP (w−1) = µUP (w−10 e−λ) = µUP (−λ)
and µUPop (eλw0) = µUPop (λ). It therefore suffices to show µUPop (λ) = µUP (−λ).
In Step 2 in the proof of Lemma 4.13 we have seen
µUP (−λ) =
∏
α∈Σ+∖ΣM⟨α,ν(−λ)⟩>0
U(α,0)/U(α,⟨α,ν(−λ)⟩) = ∏
α∈Σ+∖ΣM⟨α,ν(−λ)⟩>0
⟨α,ν(−λ)⟩−1∏
k=0
q(α, k).
An analogous argument shows
µUPop (λ) =
∏
α∈Σ−∖ΣM⟨α,ν(λ)⟩>0
U(α,1)/U(α,⟨α,ν(λ)⟩+1) = ∏
α∈Σ−∖ΣM⟨α,ν(λ)⟩>0
⟨α,ν(λ)⟩∏
k=1
q(α, k).
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Notice that Σ− ∖ ΣM = −(Σ+ ∖ ΣM ) and ⟨−α, ν(−λ)⟩ = ⟨α, ν(λ)⟩ for α ∈ Σ− ∖ ΣM .
By Lemma 4.11 (i) we have q(α, k) = q(−α, k) for all (α, k) ∈ Σaff and q(−α, 0) =
q
(
α, ⟨α, ν(λ)⟩) for α ∈ Σ− ∖ ΣM . Put together, this shows µUP (−λ) = µUPop (λ). □
Recall the numbers qw and qv,w for v,w ∈W that were studied in section 2.2, especially
Lemmas 2.25 and 2.26. These numbers are intimately related to the length function on
W . If for instance G is F -split, we have qw = q`(w) for all w ∈W . In general we have
qv,w = 1 if and only if `(vw) = `(v) + `(w). AsM is a connected reductive group, the
analogous numbers qM ,w and qM ,v,w are defined for v,w ∈WM . Recall that in general
SaffM ⊈ S
aff and hence the length function `M onWM is not the restriction of the length
function ` onW toWM . Nevertheless, they are related to each other and the next result
quantifies this.
Proposition 4.16. Let w, v ∈WM . Then we have:
(i) qw = µUP (w)µUP (w−1) · qM ,w ;
(ii) µUP (vw) ≤ µUP (v)µUP (w) and qv,w =
µUP (v)µUP (w)
µUP (vw) · qM ,v,w ;
(iii) µUP (v) ≤ µUP (w) whenever v ≤M w , where “≤M ” is the Bruhat order onWM .
Proof. (i) By Lemma 1.56 there is a canonical affine NM -equivariant surjection
pM : A ↠ AM such that taking preimages induces an injection HM ↪→ H (which
we view as an inclusion), and with C ⊆ p−1M (CM ) (here, AM , HM and CM de-
note the apartment of M , its set of hyperplanes, and the fundamental alcove,
respectively). Notice that H ∈ HM separates C and wC (for w ∈ WM ) if and
only if it separates CM and wCM . Hence, if HM ,w denotes the set of hyperplanes
in HM separating CM and wCM , we have HM ,w = Hw ∩ HM . Also notice that
HM =
{
H(α,k) ∈ H
 (α, k) ∈ ΣaffM = ΣM × Z}.
Given w = eλw0 ∈WM with λ ∈ Λ and w0 ∈W0,M , we computed in Step 1 in the
proof of Lemma 4.13 that Hw = H+w ⊔ H−w ⊔ HM ,w , where
H+w B
{
H(α,k)
 α ∈ Σ+ ∖ ΣM with ⟨α, ν(λ)⟩ > 0and k ∈ {−⟨α, ν(λ)⟩, . . . ,−1} } ,
H−w B
{
H(α,k)
 α ∈ Σ+ ∖ ΣM with ⟨α, ν(λ)⟩ < 0and k ∈ {0, . . . ,−⟨α, ν(λ)⟩ − 1} } .
By Lemma 2.25 we have qw =
∏
H ∈Hw q(H ) and qM ,w =
∏
H ∈HM ,w q(H ). More-
over, we compute, using Lemma 4.11 and the proof of Lemma 4.15,
∏
H ∈H+w
q(H ) = ∏
α∈Σ+∖ΣM⟨α,ν(λ)⟩>0
⟨α,ν(λ)⟩−1∏
k=0
q
(
α, k − ⟨α, ν(λ)⟩)
=
∏
α∈Σ+∖ΣM⟨α,ν(λ)⟩>0
⟨α,ν(λ)⟩−1∏
k=0
q(α, k) = µUP (λ) = µUP (w),
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and ∏
H ∈H−w
q(H ) = ∏
α∈Σ+∖ΣM⟨α,ν(λ)⟩<0
−⟨α,ν(λ)⟩−1∏
k=0
q(α, k) = ∏
α∈Σ+∖ΣM⟨α,ν(−λ)⟩>0
⟨α,ν(−λ)⟩−1∏
k=0
q(α, k)
= µUP (−λ) = µUP (w−1).
Thus, we obtain
qw =
∏
H ∈H+w
q(H ) · ∏
H ∈H−w
q(H ) · ∏
H ∈HM ,w
q(H ) = µUP (w)µUP (w−1) · qM ,w .
(ii) By Remark 2.4 (b) the map δP : P → Q×>0, g ↦→ δP (g ) B µUP (g ) · µUP (g−1)−1 is
a group homomorphism. Its restriction to NM factors throughWM . Therefore, the
map δM :WM → Q×>0, w ↦→ µUP (w) · µUP (w−1)−1 is a group homomorphism.
Given v,w ∈WM , this implies µUP (v)µUP (w)µUP (vw) =
µUP (v−1)µUP (w−1)
µUP (w−1v−1)
. Applying (i) we
therefore compute
q2v,w =
qvqw
qvw
=
µUP (v)µUP (v−1) · µUP (w)µUP (w−1)
µUP (vw)µUP (w−1v−1)
· qM ,vqM ,w
qM ,vw
=
(
µUP (v)µUP (w)
µUP (vw)
· qM ,v,w
)2
.
Taking roots, the second statement follows. Since qv,w =
∏
H ∈Hv∩vHw q(H ),
qM ,v,w =
∏
H ∈HM ,v∩vHM ,w q(H ), and HM ,v ∩ vHM ,w ⊆ Hv ∩ vHw , we see that
qM ,v,w always divides qv,w . This shows
µUP (v)µUP (w)
µUP (vw) ∈ q
Z≥0 and hence the first
statement.
(iii) Recall that, given v,w ∈W affM and u, u′ ∈ ΩM , we have vu ≤M wu′ if and only if
v ≤M w and u = u′. Let v,w ∈WM be such that v ≤M w . By Proposition 1.37
and the subsequent remark we may reduce to the case v = tw for some t ∈ S(HM )
with `M (tw) = `M (w) − 1. We then have to show µUP (tw) ≤ µUP (w). This is
done in three steps.
Step 1: We show µUP (tw)µUP
((tw)−1) ≤ µUP (w)µUP (w−1). The hypothesis
`M (tw) = `M (w) − 1 means that Ht ∈ HM ,w ∖ HM ,tw . This also means Ht ∈
Hw ∖ Htw (see the proof of (i)). Write w = s1 · · · snu with si ∈ Saff and u ∈ Ω
such that n = `(w), and consider the gallery
Γw B (C, s1C, s1s2C, . . . , s1s2 · · · snC)
in A. Let i be the index such that Γw crosses Ht when going from s1 · · · si−1C
to s1 · · · siC. Then t = (s1 · · · si−1)si(s1 · · · si−1)−1 and tw = s1 · · · sˆi · · · snu. We
obtain a (possibly not minimal) gallery connecting C and twC
Γtw B (C, s1C, . . . , s1 · · · si−1C, t s1 · · · si+1C, . . . , t s1 · · · snC)
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of length `(w) − 1. Note that this gallery does not cross Ht . We obtain Γtw by
folding Γw along Ht and deleting one of the alcoves s1 · · · si−1C appearing twice in
succession in the resulting gallery. Clearly, Γtw crosses all the hyperplanes inside
Htw . We compute
µUP (w)µUP (w−1)qM ,w = qw =
n∏
j=1
q(s1 · · · s j−1Hs j )
=
i−1∏
j=1
q(s1 · · · s j−1Hs j ) ·
n∏
j=i+1
q(t s1 · · · s j−1Hs j ) · q(Ht )
=
∏
hyperplanes H
crossed by Γtw
q(H ) · q(Ht )
≥ qtw · q(Ht )
= µUP (tw)µUP
((tw)−1) · qM ,tw · q(Ht ),
where the hyperplanes crossed by Γtw are countedwithmultiplicity. If wewritew =
s′1 · · · s′`M (w)u′ with s′i ∈ SaffM and u′ ∈ ΩM , then we have tw = s′1 · · · sˆ′j · · · s′`M (w)u′
for some 1 ≤ j ≤ `M (w). Equivalently, it holds t = (s′1 · · · s′j−1)s′j (s′1 · · · s′j−1)−1,
and hence Ht = s′1 · · · s′j−1Hs ′j . Thus, recalling `M (tw) = `M (w) − 1, we compute
qM ,w =
`M (w)∏
k=1
q(s′1 · · · s′k−1Hs ′k )
=
j−1∏
k=1
q(s′1 · · · s′k−1Hs ′k ) ·
`M (w)∏
k= j+1
q
(
s′1 · · · sˆ′j · · · s′k−1Hs ′k
) · q(Ht )
= qM ,tw · q(Ht ).
Put together this shows µUP (tw)µUP
((tw)−1) ≤ µUP (w)µUP (w−1).
Step 2: We show δM (tw) = δM (w). Since δM is multiplicative, we have
δM (tw) = δM (t )δM (w). But t−1 = t implies δM (t ) = 1, whence the claim.
Step 3: We show µUP (tw) ≤ µUP (w). Combining Steps 2 and 3 we compute
µUP (tw)2 = µUP (tw)µUP
((tw)−1) · δM (tw)
≤ µUP (w)µUP (w−1) · δM (w) = µUP (w)2.
Taking roots, the statement follows. □
Remark 4.17. (a) The argument in Step 2 of the proof of Proposition 4.16 (iii) shows
that the character δM :WM → Q×>0, w ↦→ µUP (w) · µUP (w−1)−1 is trivial onW affM ,
and hence factors through ΩM .
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(b) Let o be an orientation of (AM ,HM ) and consider the basis
(
Eo(w)
)
w∈WM (1)
of HZ(M ). By (2.2.7) we have Eo(w) = T Mw +
∑
v<Mw λvT Mv inside HZ(M ).
Proposition 4.16 (iii) implies µUP (w)Eo(w) ∈ Im(ΘPM ,Z). We conclude that(
µUP (w)Eo(w)
)
w∈WM (1) is a Z-basis of Im(ΘPM ,Z).
(c) In the proof of Proposition 4.16 we have used parts of the proof of Lemma 4.13,
but not the lemma itself. In fact, Lemma 4.13 is a consequence of Proposition 4.16
(ii): an element y ∈ Λ with ⟨α, ν(y)⟩ = 0 for all α ∈ ΣM fixes CM , and thus lies in
ΩM . Hence, given w0 ∈W0,M , x, y ∈ Λ satisfying the hypotheses of Lemma 4.13,
we have qM ,ey,e xw0 = 1 (since `M (e y+xw0) = `M (e xw0) = `M (e y) + `M (e xw0)) as
well as µUP (e y) = µUP (e y+xw0) = 1. Applying (ii) in the above proposition, we
obtain qey,e xw0 = µUP (e xw0).
Proposition 4.16 allows us to reprove some well-known results on positive (resp. nega-
tive) elements.
Corollary 4.18. (i) Let either v,w ∈ WM + or v,w ∈ WM − B (WM +)−1. We have
qv,w = qM ,v,w and in particular `M (v)+`M (w)−`M (vw) = `(v)+`(w)−`(vw).
(ii) Letw ∈WM + (resp. w ∈WM − ) and v ∈WM with v ≤M w . Then we have v ∈WM +
(resp. v ∈WM − ).
Proof. (i) Confer [Abe16a, Lem. 4.5]. If v,w ∈ WM + , we have also vw ∈ WM + .
From Corollary 1.63 it follows that µUP (v) = µUP (w) = µUP (vw) = 1.
Hence, Proposition 4.16 (ii) shows qv,w = qM ,v,w . If v,w ∈ WM − , we have
v−1,w−1, (vw)−1 ∈ WM + and therefore µUP (v)µUP (w)µUP (vw) =
µUP (v−1)µUP (w−1)
µUP ((vw)−1)
= 1.
Againwe conclude qv,w = qM ,v,w . In particular, we haveHv∩vHw = HM ,v∩vHM ,w .
Lemma 2.26 (i) says Hvw = (Hv ∪ vHw )∖ (Hv ∩ vHw ). Because of `(x) = |Hx | for
all x ∈W we obtain
`(vw) = `(v) + `(w) − 2 · |Hv ∩ vHw |.
Similarly, we have `M (vw) = `M (v) + `M (w) − 2 · |HM ,v ∩ vHM ,w |. Hence the
last claim follows.
(ii) Confer [Abe16a, Lem. 4.1]. From Proposition 1.37 (iii) it follows that v ≤M w
is equivalent to v−1 ≤M w−1. Thus, we may assume w ∈WM + or, equivalently,
µUP (w) = 1. Proposition 4.16 (iii) now shows µUP (v) = 1, and hence v ∈
WM + . □
Before we close this section we want to address one further property of µUP (w). We
choose another Levi subgroup L in G with M ⊆ L (see section 1.8; it is constructed from
a subset J ⊆ ∆ with ∆M ⊆ J ), and denote by PL the corresponding parabolic subgroup
containing P with unipotent radicalUPL . Then P ∩ L is a parabolic subgroup in L with
Levi component M and unipotent radicalUP ∩ L.
Lemma 4.19. Let w ∈WM . Then we have µUP (w) = µUP∩L(w) · µUPL (w).
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Proof. By our observation in Notation 4.12 we may assume w ∈ Λ. As before, we appeal
to Step 2 in the proof of Lemma 4.13 to obtain
µUP (w) =
∏
α∈Σ+∖ΣM⟨α,ν(w)⟩>0
U(α,0)/U(α,⟨α,ν(w)⟩)
=
∏
α∈Σ+L∖ΣM⟨α,ν(w)⟩>0
U(α,0)/U(α,⟨α,ν(w)⟩) · ∏
α∈Σ+∖ΣL⟨α,ν(w)⟩>0
U(α,0)/U(α,⟨α,ν(w)⟩)
= µUP∩L(w) · µUPL (w). □
4.5. The algebrasHR(M ,G)
4.5.1. Definition and two homomorphisms
Recall maps ΘPM ,R : HR
(
IP (1), P
) → HR(M ) and ΞPG,R : HR (IP (1), P ) → HR(G) con-
structed in sections 4.1 and 4.3, respectively. By construction, both maps factor through
the R-algebra R ⊗Z ImΘPM ,Z (cf. Proposition 4.14 for the construction of ΞPG,R ).
Definition 4.20. We write HR(M ,G) B R ⊗Z ImΘPM ,Z. Notice that HR(G,G) =
HR(G), because then P = G and ΘGG,Z = idHZ(G). Given w ∈WM (1), we define
τM ,Gw B 1 ⊗ µUP (w)T Mw ∈ HR(M ,G).
Then
(
τM ,Gw
)
w∈WM (1) is an R-basis ofHR(M ,G) by Corollary 4.8. Denote by
θM ,GM : HR(M ,G) −→ HR(M ), and
ξGG,M : HR(M ,G) −→ HR(G)
the maps induced by ΘPM and Ξ
P
G , respectively.
Remark 4.21. InHR(M ,G) we have the following braid relation: given v,w ∈WM (1)
with `(vw) = `(v) + `(w), we have τM ,Gv · τM ,Gw = τM ,Gvw .
Proof. We may assume R = Z. The requirement `(vw) = `(v) + `(w) is equivalent to
qv,w = 1. By Proposition 4.16 (ii) we have
µUP (v)µUP (w)
µUP (vw) · qM ,v,w = 1. Hence, µUP (vw) =
µUP (v) · µUP (w) and `M (vw) = `M (v) + `M (w). The braid relations inHZ(M ) imply
τM ,Gv · τM ,Gw = µUP (v)µUP (w) · T Mv T Mw = µUP (vw) · T Mvw = τM ,Gvw . □
Given a Levi subgroup L in G, we will denote by PL the corresponding parabolic
subgroup of G with unipotent radical UPL . For Levi subgroups M and L in G with
M ⊆ L we will construct R-algebra homomorphisms θL,GM : HR(M ,G) → HR(M ,L)
and ξGL,M : HR(M ,G) → HR(L,G) and show that they behave nicely with respect to
composition.
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Lemma 4.22. LetM,L,L′ be Levi subgroups inG withM ⊆ L ⊆ L′. The map
θL,GM : HR(M ,G) −→ HR(M ,L), τM ,Gw ↦→ µUPL (w) · τM ,Lw (4.5.1)
is a homomorphism of R-algebras. Moreover, the diagram
HR(M ,G) HR(M ,L′)
HR(M ,L)
θL
′,G
M
θL,GM
θL,L
′
M
(4.5.2)
is commutative, i. e. we have θL,GM = θ
L,L′
M ◦ θL
′,G
M .
Proof. We may assume R = Z, because then the statement follows by extension of scalars.
ThenHZ(M ,G) andHZ(M ,L) are subalgebras ofHZ(M ). Appealing to Lemma 4.19, we
compute, insideHZ(M ),
τM ,Gw = µUP (w)T Mw = µUPL (w) · µUP∩L(w)T Mw = µUPL (w)τM ,Lw
for all w ∈ WM (1). Hence, θL,GM , being the inclusion map, is a homomorphism of
Z-algebras.
Applying Lemma 4.19 again, we obtain
(θL,L′M ◦ θL
′,G
M )(τM ,Gw ) = θL,L
′
M
(
θL
′,G
M (τM ,Gw )
)
= θL,L
′
M
(
µUPL′ (w)τ
M ,L′
w
)
= µUPL′ (w)µUPL∩L′(w) · τ
M ,L
w = µUPL (w)τM ,Lw = θ
L,G
M (τM ,Gw )
for all w ∈WM (1). This proves θL,L′M ◦ θL
′,G
M = θ
L,G
M . □
Lemma 4.23. LetM,L,L′ be Levi subgroups inG withM ⊆ L ⊆ L′.
(i) There exists a unique injective R-algebra homomorphism ξGL,M : HR(M ,G) →HR(L,G) which is natural in R and makes the diagram
HR(M ,G) HR(L,G)
HR(M ,L) HR(L)
ξGL,M
θL,GM θ
L,G
L
ξLL,M
(4.5.3)
commutative.
(ii) The diagram
HR(M ,G) HR(L,G)
HR(M ,L′) HR(L,L′)
ξGL,M
θL
′,G
M θ
L′,G
L
ξL
′
L,M
(4.5.4)
is commutative, i. e. we have θL
′,G
L ◦ ξGL,M = ξL
′
L,M ◦ θL
′,G
M .
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(iii) The diagram
HR(M ,G) HR(L,G)
HR(L′,G)
ξGL,M
ξGL′,M
ξGL′,L (4.5.5)
is commutative, i. e. we have ξGL′,M = ξ
G
L′,L ◦ ξGL,M .
Proof. (i) Step 1: Assume that p is not a zero-divisor in R. Then θL,GM and θ
L,G
L
are inclusions. Hence, the uniqueness of ξGL,M is clear provided that it exists. It
suffices to prove that ξLL,M mapsHR(M ,G) intoHR(L,G). Let w ∈WM (1). By
construction (see the proof of Proposition 4.14) we have ξLL,M (τM ,Lw ) = T Lw +∑
v<Lw λvT Lv for some λv ∈ Z, where “<L” denotes the Bruhat order inWL(1). By
Lemma 4.19 we have µUP (w) = µUPL (w)µUP∩L(w), i. e. τ
M ,G
w = µUPL (w) · τ
M ,L
w ,
and Proposition 4.16 (iii) says that µUPL (v) ≤ µUPL (w) for all v ∈ WL(1) with
v <L w . Thus, we have
ξLL,M (τM ,Gw ) = µUPL (w) · ξLL,M
(
τM ,Lw
)
= µUPL (w)T Lw +
∑
v<Lw
λv µUPL (w)T Lv
= τL,Gw +
∑
v<Lw
λ′vτ
L,G
v ∈ HR(L,G). (4.5.6)
Hence, we obtain a well-defined embedding ξGL,M : HR(M ,G) → HR(L,G) mak-
ing (4.5.3) commutative.
Step 2: The general case. The existence of ξGL,M follows from Step 1 by extension of
scalars from Z to R; it is then clear that the commutativity of (4.5.3) holds and that
this construction is natural in R. Moreover, it is apparent from (4.5.6) that ξGL,M
is injective. If p is not a zero-divisor in R this definition does not contradict the
one in Step 1, since we have proved uniqueness in this case. Hence, we may assume
that p is a zero-divisor in R. Consider the ring S = Z[Xr | r ∈ R] together with
the surjective ring homomorphism pr : S → R, f (Xr )r∈R ↦→ f (r )r∈R. Notice
that p is not a zero-divisor in S so that ξGL,M : HS (M ,G) → HS (L,G) is unique.
By naturality the diagram
HS (M ,G) HS (L,G)
HR(M ,G) HR(L,G)
ξGL,M
pr ⊗ id pr ⊗ id
ξGL,M
commutes. Hence, the uniqueness of ξGL,M : HR(M ,G) → HR(L,G) follows.
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(ii) By naturality, we may assume R = Z. We have a diagram
HZ(M ,G) HZ(L,G)
HZ(M ,L′) HZ(L,L′)
HZ(M ,L) HZ(L)
ξGL,M
θL
′,G
M
θL,GM
θL
′,G
L
θL,GL
ξL
′
L,M
θL,L
′
M θ
L,L′
L
ξLL,M
with the outer and lower square being commutative by (i) (and Lemma 4.22). As
θL,L
′
L is injective, this implies the commutativity of the upper square, i. e. of (4.5.4).
( iii) Step 1: Assume R = Z[p−1]. In this case the maps θM ,GM , θL,GL , θL
′,G
L′ , θ
L,G
M , θ
L′,G
L
and θL
′,G
M are the identity morphisms and hence we have ξ
G
L,M = ξ
L
L,M , ξ
G
L′,L = ξ
L′
L′,L
and ξGL′,M = ξ
L′
L′,M by (ii). Therefore, it suffices to prove the commutativity of the
diagram
HZ[p−1](M ) HZ[p−1](L)
HZ[p−1](L′).
ξGL,M
ξGL′,M
ξGL′,L
Let w ∈WM (1) and take a strictly positive element in M with image λ ∈ Λ(1).
Let n ∈ N such that enλw ∈W GM +(1); this is possible by Proposition 1.62. From
Proposition 1.62 it follows that nλ and enλw are contained inW LM +(1),W L
′
M +(1),
and inW L′L+ (1). Hence, we have ξGL,M (T Mw ) = T L,−1nλ · T Lenλw and ξGL′,M (T Mw ) =
T L
′,−1
nλ · T L
′
enλw , as well as ξ
G
L′,L(T Lnλ) = T L
′
nλ and ξ
G
L′,L(T Lenλw ) = T L
′
enλw . Put together
we obtain
(ξGL′,L ◦ ξGL,M )(T Mw ) = ξGL′,L
(
ξGL,M (T Mw )
)
= ξGL′,L
(
T L,−1nλ · T Lenλw
)
=
(
ξGL′,L(T Lnλ)
)−1 · ξGL′,L(T Lenλw )
= T L
′,−1
nλ · T L
′
enλw = ξ
G
L′,M (T Mw ).
Step 2: Assume R = Z. We have inclusions HZ(M ,G) ⊆ HZ[p−1](M ,G),
HZ(L,G) ⊆ HZ[p−1](L,G) and HZ(L′,G) ⊆ HZ[p−1](L′,G). Now, the claim
follows from Step 1 by restriction (and naturality).
Step 3: The general case. This is clear by extension of scalars from Z to R. □
4.5.2. Redefinition of parabolic induction
Definition 4.24. LetM be a right HR(M )-module. ViewM via the homomorphism
θM ,GM : HR(M ,G) → HR(M ) as a right HR(M ,G)-module. We use the morphism
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ξGG,M : HR(M ,G) → HR(G) to define a rightHR(G)-module
M ⊗HR(M ,G) HR(G).
In this way we obtain a functor − ⊗HR(M ,G) HR(G) from the category of rightHR(M )-
modules to the category of rightHR(G)-modules.
We recall the R-algebra morphism θ+ : HR(M +) → HR(G) (Proposition 2.28). It is
used to define the parabolic induction functor − ⊗HR(M +) HR(G) from the category of
rightHR(M )-modules to the category of rightHR(G)-modules (see [Vig15], [OV18]).
Theorem 4.25. LetM be a right HR(M )-module. ThenM ⊗HR(M ,G) HR(G) coincides
withM ⊗HR(M +) HR(G) as a rightHR(G)-module.
Proof. LetN be an arbitrary R-module and let ρ : M ×HR(G) → N be an R-bilinear
map. We claim that the following conditions are equivalent:
(a) ρ
(
m · f , ℎ) = ρ (m, θ+( f ) · ℎ) for all m ∈ M, f ∈ HR(M +), and ℎ ∈ HR(G).
(b) ρ
(
m · θM ,GM ( f ), ℎ
)
= ρ
(
m, ξGG,M ( f ) · ℎ
)
for all m ∈ M, f ∈ HR(M ,G), and
ℎ ∈ HR(G).
Assume (b). Let w ∈ WM +(1). Then θM ,GM
(
τM ,Gw
)
= T Mw and ξGG,M (τM ,Gw ) = Tw =
θ+(T Mw ) by construction, whence (a).
Assume (a). Let w ∈WM (1). Take any strictly positive λ ∈ Λ(1), i. e. an element lifted
by a central element in M with ⟨α, ν(λ)⟩ = 0 for all α ∈ ΣM and ⟨α, ν(λ)⟩ < 0 for all
α ∈ Σ+∖ΣM ( it exists by Remark 1.61, see also Proposition 1.62). Let n ∈ Nwith enλw ∈
WM +(1). Since nλ ∈ ΩM we have τM ,Gnλ · τM ,Gw = µUP (w) · τM ,Genλw . By construction we
have θM ,GM (τM ,Gnλ ) = T Mnλ , ξGG,M (τM ,Genλw ) = θ+(T Menλw ), and ξGG,M (τ
M ,G
nλ ) = Tnλ = θ+(T Mnλ).
As θM ,GM and ξ
G
G,M are R-algebra homomorphisms, we compute
ρ
(
m · θM ,GM (τM ,Gw ), ℎ
)
= ρ
(
m · T M ,−1nλ · θM ,GM (τM ,Gnλ τM ,Gw ), ℎ
)
= ρ
(
m · T M ,−1nλ · µUP (w) · θM ,GM (τM ,Genλw ), ℎ
)
= ρ
(
m · T M ,−1nλ , µUP (w) · ξGG,M (τM ,Genλw ) · ℎ
)
= ρ
(
m · T M ,−1nλ , ξGG,M (τM ,Gnλ · τM ,Gw ) · ℎ
)
= ρ
(
m · T M ,−1nλ , θ+(T Mnλ) · ξGG,M (τM ,Gw ) · ℎ
)
= ρ
(
m · T M ,−1nλ T Mnλ, ξGG,M (τM ,Gw ) · ℎ
)
= ρ
(
m, ξGG,M (τM ,Gw ) · ℎ
)
.
Thus, (b) holds.
The discussion above shows thatM⊗HR(M ,G)HR(G) andM⊗HR(M +)HR(G) satisfy the
same universal property, and hence coincide as R-modules. As the rightHR(G)-module
structure is given by right multiplication for both modules, the theorem follows. □
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4.5.3. The transitivity property of tensor products
Proposition 4.26. LetM,L be Levi subgroups inG withM ⊆ L. Let λ ∈ Λ(1) be a strictly
L-positive element, i. e. lifted by a central element in M and satisfying ⟨α, ν(λ)⟩ = 0 for
all α ∈ ΣL and ⟨α, ν(λ)⟩ < 0 for all α ∈ Σ+ ∖ ΣL. ThenHR(M ,L) is the localization of
HR(M ,G) at the central element τM ,Gλ .
Proof. We will show that θL,GM : HR(M ,G) → HR(M ,L) induces an R-algebra isomor-
phism HR(M ,G)[(τM ,Gλ )−1]  HR(M ,L). It is important to notice that the element
θL,GM (τM ,Gnλ ) = µUPL (nλ) · τ
M ,L
nλ = τ
M ,L
nλ is central and invertible with inverse τ
M ,L
−nλ inHR(M ,L) for each n ∈ N. We obtain a well-defined R-algebra homomorphism
θ˜L,GM : HR(M ,G)
[(τM ,Gλ )−1] −→ HR(M ,L), τM ,Gw
τM ,Gnλ
↦−→ τM ,L−nλ · θL,GM (τM ,Gw ).
We describe the inverse map. Let w ∈ WM (1). There exists n ∈ N such that enλw ∈
WL+(1), and hence µUPL (enλw) = 1. As nλ ∈ ΩL we have `L(enλw) = `L(nλ) + `L(w).
Remark 4.21 now implies
τM ,Lw = τ
M ,L
−nλ · τM ,Lnλ · τM ,Lw = τM ,L−nλ · τM ,Lenλw = τ
M ,L
−nλ · θL,GM
(
τM ,Genλw
)
. (4.5.7)
Let m ∈ N be another integer with emλw ∈ WL+(1). We may assume m ≥ n. As
(m − n)λ ∈ ΩL, we have `L(emλw) = `L
((m − n)λ) + `L(enλw). But then we also
have `(emλw) = ` ((m − n)λ) + `(enλw) by Corollary 4.18, using the fact that (m −
n)λ, enλw ∈WL+(1). Remark 4.21 again implies τM ,G(m−n)λ · τM ,Genλw = τ
M ,G
emλw . The discussion
shows that the map given by
γ : HR(M ,L) −→ HR(M ,G)
[(τM ,Gλ )−1], τM ,Lw ↦−→ τM ,Genλw
τM ,Gnλ
(and R-linear extension) is independent of the choice of n. By (4.5.7) we have θ˜L,GM ◦
γ = idHR(M ,L). Conversely, let w ∈ WM (1) and n ∈ N. Take m ∈ N with emλw ∈
WL+(1). Notice that µUPL (emλw) = 1. As mλ is lifted by a central element in L we have
µUP∩L(emλw) = µUP∩L(w). Using Lemma 4.19 we compute
µUPL (w) · µUP (emλw) = µUPL (w) · µUP∩L(emλw) · µUPL (emλw)
= µUPL (w) · µUP∩L(w) = µUP (w).
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From this calculation we infer τM ,Gmλ · τM ,Gw = µUPL (w) · τ
M ,G
emλw . Thus, we compute(
γ ◦ θ˜L,GM
) ( τM ,Gw
τM ,Gnλ
)
= γ
(
τM ,L−nλ · θL,GM (τM ,Gw )
)
= γ
(
µUPL (w) · τ
M ,L
−nλ · τM ,Lw
)
= µUPL (w) · γ
(
τM ,Le−nλw
)
=
µUPL (w) · τ
M ,G
emλw
τM ,G(n+m)λ
=
τM ,Gmλ · τM ,Gw
τM ,Gmλ · τM ,Gnλ
=
τM ,Gw
τM ,Gnλ
.
This shows γ ◦ θ˜L,GM = idHR(M ,G)[(τM ,Gλ )−1]. Hence, θ˜
L,G
M is an isomorphism of R-algebras.
□
Proposition 4.27. LetM,L,L′ be Levi subgroups inG withM ⊆ L ⊆ L′. The map
HR(M ,L′) ⊗HR(M ,G) HR(L,G) −→ HR(L,L′), (4.5.8)
x ⊗ y ↦−→ ξL′L,M (x) · θL
′,G
L (y)
is an isomorphism ofHR(M ,L′)-HR(L,G)-bimodules.
Proof. Given x ∈ HR(M ,L′), z ∈ HR(M ,G), and y ∈ HR(L,G), we compute
ξL
′
L,M
(
x · θL′,GM (z)
) · θL′,GL (y) = ξL′L,M (x) · (ξL′L,M ◦ θL′,GM )(z) · θL′,GL (y)
= ξL
′
L,M (x) ·
(
θL
′,G
L ◦ ξGL,M
)(z) · θL′,GL (y)
= ξL
′
L,M (x) · θL
′,G
L
(
ξGL,M (z) · y
)
,
where we have used Lemma 4.23 (ii) for the second equality. Hence, the map (4.5.8) is
well-defined. By construction it preserves the bimodule structure. Let λ ∈ Λ(1) be a
strictly L′-positive element. By Proposition 4.26we have isomorphisms twoHR(M ,L′) 
HR(M ,G)[(τM ,Gλ )−1] andHR(L,L′)  HR(L,G)[(τL,Gλ )−1]. Under these identifications
the map (4.5.8) reads
HR(M ,G)
[(τM ,Gλ )−1] ⊗HR(M ,G) HR(L,G) −→ HR(L,G)[(τL,Gλ )−1],
1
τM ,Gnλ
⊗ τL,Gw ↦−→
τL,Gw
τL,Gnλ
which is clearly an R-linear isomorphism (notice that ξGL,M (τM ,Gnλ ) = τL,Gnλ ). □
Theorem 4.28. LetM,M′,M′′, L, and L′ be Levi subgroups inG arranged as follows:
L L′ G
M M′ M′′.
⊆ ⊆
⊆
⊆
⊆
⊆ ⊆
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Then the map
HR(M ,L) ⊗HR(M ,G)HR(M
′′,G) −→ HR(M ,L) ⊗HR(M ,L′)HR(M
′,L′) ⊗
HR(M ′,G)
HR(M ′′,G)
x ⊗ y ↦−→ x ⊗ 1 ⊗ y
is an isomorphism ofHR(M ,L)-HR(M ′′,G)-bimodules.
Proof. Using Lemmas 4.22 and 4.23 and Proposition 4.27 we have R-linear isomorphisms
HR(M ,L) ⊗HR(M ,G)HR(M
′′,G)
 HR(M ,L) ⊗HR(M ,L′)HR(M ,L
′) ⊗
HR(M ,G)
HR(M ′,G) ⊗HR(M ′,G)HR(M
′′,G)
 HR(M ,L) ⊗HR(M ,L′)HR(M
′,L′) ⊗
HR(M ′,G)
HR(M ′′,G).
The composite of these isomorphisms sends x ⊗ y to x ⊗ 1 ⊗ y which preserves the
bimodule structure. The theorem is proved. □
As a corollary we deduce the transitivity of the parabolic induction functor:
Corollary 4.29. LetM,L be Levi subgroups in G withM ⊆ L. LetM be a rightHR(M )-
module. Then we have a natural isomorphism of rightHR(G)-modules
M ⊗HR(M +,L) HR(L) ⊗HR(L+) HR(G) M ⊗HR(M +) HR(G),
whereHR(M +,L) denotes the subalgebra ofHR(M ) with basis (T Mw )W LM+ (1).
Proof. Confer [Vig15, Prop. 4.3]. We have a natural HR(G)-linear isomorphism
M ⊗HR(M +) HR(G)  M ⊗HR(M ) HR(M ) ⊗HR(M +) HR(G) and similarly for HR(G)
replaced byHR(L). By Theorems 4.25 and 4.28 we haveHR(G)-linear isomorphisms
HR(M ) ⊗HR(M +) HR(G)  HR(M ) ⊗HR(M ,G) HR(G)
 HR(M ) ⊗HR(M ,L) HR(L) ⊗HR(L,G) HR(G)
 HR(M ) ⊗HR(M +,L) HR(L) ⊗HR(L+) HR(G).
The statement follows. □
4.5.4. Alcove walk bases and a filtration
LetM be a Levi subgroup in G. We will describe an ascending exhaustive filtration on
HR(M ,G). But first, we will define alcove walk bases forHR(M ,G); these were already
indicated in Remark 4.17 (b).
Definition 4.30. Let o be an orientation of (AM ,HM ). Given w ∈ WM (1), we define
EM ,Go (w) B µUP (w) · Eo(w) inHZ(M ). By (2.2.7) and Proposition 4.16 (iii) we have
EM ,Go (w) = τM ,Gw +
∑
v<Mw
λv · τM ,Gv ∈ HZ(M ,G), for certain λv ∈ Z. (4.5.9)
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Clearly,
(
EM ,Go (w)
)
w∈WM (1) is a Z-basis ofHZ(M ,G). Extending scalars from Z to R we
obtain an R-basis
(
EM ,Go (w)
)
w∈WM (1) ofHR(M ,G). It is called the alcove walk basis ofHR(M ,G) associated with o. By Theorem 2.21 and Proposition 4.16 (ii) we have
EM ,Go (w)·EM ,Go•w (v) =
µUP (w)µUP (v)
µUP (wv)
·qM ,v,w ·EM ,Go (wv) = qw,v ·EM ,Go (wv) (4.5.10)
for all w, v ∈ WM (1). If o is the orientation of (AM ,HM ) with CM ⊆ Ho,+ for all
H ∈ HM , we obtain a new basis
(
τM ,G,∗w
)
w∈WM (1) ofHR(M ,G), where
τM ,G,∗w B EM ,Go (w) = 1 ⊗ µUP (w) · T M ,∗w .
By Proposition 4.16 (i) and Proposition 2.17 (ii) we have
τM ,Gw · τM ,G,∗w−1 = τM ,G,∗w−1 · τM ,Gw = qw . (4.5.11)
Proposition 4.31. Consider the free R-submoduleF M ,Gn B Fn
(HR(M ,G)) of the R-algebra
HR(M ,G) generated by
(
τM ,Gw
)
w∈WM (1),µUP (w)≤qn , for n ∈ Z≥0. This defines an ascending
exhaustive filtration onHR(M ,G), i. e. we have
⋄ 1 ∈ F M ,G0 and F M ,Gn · F M ,Gm ⊆ F M ,Gn+m for all n,m ∈ Z≥0;
⋄ F M ,Gn ⊆ F M ,Gn+1 for all n ∈ Z≥0;
⋄ HR(M ,G) = ⋃∞n=0 F M ,Gn .
Moreover, F M ,G0 is isomorphic toHR(M +).
Proof. We have 1 ∈ F M ,G0 , F M ,Gn ⊆ F M ,Gn+1 for all n ∈ Z≥0, and HR(M ,G) =⋃∞
n=0 F M ,Gn . In order to show that (F M ,Gn )n≥0 defines an ascending exhaustive filtra-
tion ofHR(M ,G), it remains to prove F M ,Gn · F M ,Gm ⊆ F M ,Gn+m for all n,m ∈ Z≥0.
Given v,w ∈WM (1) with v ≤M w , we have µUP (v) ≤ µUP (w) by Proposition 4.16
(iii) and hence (4.5.9) implies EM ,Go (w) ∈ F M ,Gn for all w ∈WM (1) with µUP (w) ≤ qn.
Hence,
(
EM ,Go (w)
)
µUP (w)≤qn is an R-basis of F
M ,G
n for any orientation o of (AM ,HM ).
Let w, v ∈WM (1) with µUP (w) ≤ qn and µUP (v) ≤ qm . Then Proposition 4.16 (ii)
implies µUP (wv) ≤ µUP (w) · µUP (v) ≤ qn+m . Let o be an orientation of (AM ,HM ). By
(4.5.10) we have
EM ,Go (w) · EM ,Go•w (v) = qw,v · EM ,Go (wv) ∈ F M ,Gn+m .
By the remark above this is enough to conclude F M ,Gn · F M ,Gm ⊆ F M ,Gn+m . It is clear that
F M ,G0 identifies withHR(M +) under θM ,GM : HR(M ,G) → HR(M ). □
4.6. The algebrasHR(M ,G)
In the previous section we constructed, given Levi subgroups M,L inside G with
M ⊆ L, certain R-algebras HR(M ,G) together with R-algebra homomorphisms
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θL,GM : HR(M ,G) → HR(M ,L) and ξGL,M : HR(M ,G) → HR(L,G) which behave well
under composition. The algebra HR(M ,G) may be thought of as a replacement for
HR(M +). Then θM ,GM corresponds to the inclusionHR(M +) ⊆ HR(M ) and ξGG,M corre-
sponds to the embedding θ+ : HR(M +) → HR(G) (2.3.1).
In this section we will define R-algebras HR(M ,G) together with R-algebra ho-
momorphisms θ
L,G
M : HR(M ,G) → HR(M ,L) and ξ
∗,G
L,M : HR(M ,G) → HR(L,G).
Then HR(M ,G) may be thought of as a replacement for HR(M −), where θM ,GM corre-
sponds to the inclusion HR(M −) ⊆ HR(M ), and ξ∗,GG,M corresponds to the embedding
θ∗,− : HR(M −) → HR(G) given by T M ,∗w ↦→ T ∗w .
Recall the R-algebra homomorphism ΘPM ,R : HR
(
IP (1), P
) → HR(M ). By Proposi-
tion 2.10 we have anti-automorphisms ζP : HR
(
IP (1), P
) → HR (IP (1), P ) given by
(g )IP (1) ↦→ (g−1)IP (1) and ζM : HR(M ) → HR(M ) given by T Mm ↦→ T Mm−1 . Then
Θ
P
M B Θ
P
M ,R B ζM ◦ ΘPM ,R ◦ ζP defines another R-algebra homomorphism
Θ
P
M ,R : HR
(
IP (1), P
) −→ HR(M ), (g )IP (1) ↦−→ νM (g−1)µUP (g−1) · T MgM .
By Proposition 4.7 the set
{
µUP (m−1)T Mm
m ∈ M } is a Z-basis of ImΘPM ,Z.
Definition 4.32. LetM be a Levi subgroup in G.
(a) We writeHR(M ,G) B R ⊗Z ImΘPM ,Z. It is an R-algebra and free as an R-module
with basis
(
τM ,Gw
)
w∈WM (1), where
τM ,Gw B 1 ⊗ µUP (w−1)T Mw , for w ∈WM (1).
(b) Let o be an orientation of (AM ,HM ). As for HR(M ,G) we define an element
E
M ,G
o (w) B 1 ⊗ µUP (w−1)Eo(w) of HR(M ,G) = R ⊗Z HZ(M ,G) for each
w ∈WM (1). Because of Proposition 4.16, ( iii) we have
E
M ,G
o (w) = τM ,Gw +
∑
v<Mw
λvτ
M ,G
v , for certain λv ∈ Z.
Hence,
(
E
M ,G
o (w)
)
w∈WM (1) is an R-basis ofHR(M ,G).
In particular, if o orients (AM ,HM ) towards the fundamental alcove CM , i. e. such
that CM ⊆ Ho,+ for all H ∈ HM , then we have Eo(w) = T M ,∗w for all w ∈WM (1).
Hence, we obtain an R-basis
(
τM ,G,∗w
)
w∈WM (1) ofHR(M ,G), where
τM ,G,∗w B E
M ,G
o (w) = 1 ⊗ µUP (w−1)T M ,∗w for w ∈WM (1).
LetM,L be Levi subgroups in G withM ⊆ L. We now come to the definition of the
maps θ
L,G
M : HR(M ,G) → HR(M ,L) and ξ
G,∗
L,M : HR(M ,G) → HR(L,G).
First, we define the R-linear map
θ
L,G
M : HR(M ,G) −→ HR(M ,L), τM ,G,∗w ↦−→ µUPL (w−1) · τ
M ,L,∗
w .
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Lemma 4.33. LetM, L, and L′ be Levi subgroups inG withM ⊆ L ⊆ L′. The map θL,GM is
a homomorphism of R-algebras. Moreover, we have a commutative diagram
HR(M ,G) HR(M ,L′)
HR(M ,L).
θ
L′,G
M
θ
L,G
M
θ
L,L′
M
Proof. After reducing to R = Z we see that θL,GM is just an inclusion and in particular
multiplicative. The commutativity of the diagram is another application of Lemma 4.19.
Notice that this also shows
θ
L,G
M
(
τM ,Gw
)
= µUPL (w−1) · τ
M ,L
w , for all w ∈WM (1),
which justifies the notation θ
L,G
M over θ
L,G,∗
M . □
In order to define ξ
G,∗
L,M we first assume R = Z. Let o be the orientation of (AL,HL)
with CL ⊆ Ho,+ for allH ∈ HL. Then we have Eo(w) = T L,∗w inHZ(L) for allw ∈WL(1).
We fix a strictly negative element a ∈ Z(M ) (relative to L) and denote its image in Λ(1)
by λ. Let w ∈WM (1). There exists n ∈ N such that enλw ∈W LM −(1). By Theorem 2.21
we have Eo(nλ) · Eo•nλ(w) = qL,nλ,w · Eo(enλw). Since nλ and w commute, it follows
directly from the definition of qL,nλ,w = (qL,nλqL,w/qL,enλw )1/2 and Lemma 4.13 that
qL,nλ,w = qL,w,nλ = qL,−nλ,w−1 = µUP∩L(w−1). Hence, computing insideHZ[p−1](L), we
have
ξ
G,∗
L,M
(
τM ,G,∗w
)
B µUP (w−1) · (T L,∗nλ )−1T L,∗enλw
= µUPL (w−1) · Eo•nλ(w) = E
L,G
o•nλ(w) ∈ HZ(L,G).
This definition does not depend on n as can be seen by copying the argument in the
proof of Proposition 2.29 and using T L,∗v = qL,v · (T Lv−1)−1 for all v ∈ WL(1). More
precisely, let m ∈ NM be an element lifting w−1 ∈ WM (1); then ma−n lifts w−1e−nλ .
InsideHZ[p−1](L) we compute
(T L,∗nλ )−1 · T L,∗enλw =
qL,enλw
qL,nλ
· T L−nλ · (T Lw−1e−nλ )−1
=
qL,w
q2L,nλ,w
· (T Lw−1e−nλ · (T L−nλ)−1)−1
=
qL,w
µUP∩L(w−1)2
· (T Lma−n · (T La−n )−1)−1
=
qL,w
µUP∩L(w−1)2
· ((T La−n )−1 · T La−nm )−1.
This expression does not depend on n by the proof of Proposition 2.29. By extension
of scalars we obtain an R-linear map ξG,∗L,M : HR(M ,G) → HR(L,G). In order to show
that ξ
G,∗
L,M is an R-algebra homomorphism we will give a different presentation.
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Lemma 4.34. LetM be a Levi subgroup inG.
(i) The R-linear map δM ,G : HR(M ,G) → HR(M ,G) given by τM ,Gw ↦→ τM ,Gw is an
isomorphism of R-algebras. We have δM ,G(τM ,G,∗w ) = τM ,G,∗w for all w ∈WM (1).
(ii) The R-linear map ζM ,G : HR(M ,G) → HR(M ,G) given by τM ,Gw ↦→ τM ,Gw−1 is an
anti-isomorphism of R-algebras.
Proof. (i) We may assume R = Z. We consider the homomorphism δ : M →
(Z[p−1])× given bym ↦→ µUP (m−1) · µUP (m)−1; notice that this is not just an anti-
homomorphism, since (Z[p−1])× is abelian. By Lemma 2.12 it defines an algebra
automorphism δ1 : HZ[p−1](M ) → HZ[p−1](M ) given by T Mm ↦→ δ(m) ·T Mm . It sat-
isfies δ1
(
µUP (m)T Mm
)
= µUP (m−1)T Mm and hence carries ImΘPM ,Z onto ImΘ
P
M ,Z.
Clearly, we have δM ,G = δ1
HZ(M ,G), whence the first assertion in (i). The last
assertion follows from the fact that, for w ∈WM (1), τM ,G,∗w is the unique element
inHZ(M ,G) with
τM ,Gw−1 · τM ,G,∗w = τM ,G,∗w · τM ,Gw−1 = qw,
and τM ,G,∗w is the unique element inHZ(M ,G) satisfying
τM ,Gw−1 · τM ,G,∗w = τM ,G,∗w · τM ,Gw−1 = qw .
(ii) We may assume R = Z. The anti-automorphism ζM onHZ(M ) given by T Mm ↦→
T Mm−1 satisfies ζM
(
µUP (m)T Mm
)
= µUP (m)T Mm−1 , and hence carries ImΘPM ,Z onto
ImΘ
P
M ,Z. Since ζM ,G = ζM
HZ(M ,G), this gives (ii).
□
Lemma 4.35. LetM, L, and L′ be Levi subgroups inG withM ⊆ L ⊆ L′.
(i) We have ξ
G,∗
L,M = δ
L,G ◦ ξGL,M ◦ (δM ,G)−1. In particular, ξ
G,∗
L,M is an R-algebra homo-
morphism.
(ii) We have ξ
L′,∗
L,M ◦ θ
L′,G
M = θ
L′,G
L ◦ ξ
G,∗
L,M , i. e. we have a commutative diagram
HR(M ,G) HR(M ,L′)
HR(L,G) HR(L,L′).
θ
L′,G
M
ξ
G,∗
L,M ξ
L′,∗
L,M
θ
L′,G
L
(iii) We have ξ
G,∗
L′,L ◦ ξ
G,∗
L,M = ξ
G,∗
L′,M , i. e. we have a commutative diagram
HR(M ,G) HR(L,G)
HR(L′,G).
ξ
G,∗
L,M
ξ
G,∗
L′,M
ξ
G,∗
L′,L
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Proof. We fix a strictly negative element λ ∈ Λ(1).
First, we show ξ
G,∗
L,M ◦ δM ,G = δL,G ◦ ξGL,M . We may assume R = Z. Let w ∈WM (1)
be arbitrary. Take n ∈ N such that enλw ∈WM −(1). Recall that we have T Lv · T L,∗v−1 =
T L,∗v−1 · T Lv = qL,v by Proposition 2.17 (i). InsideHZ[p−1](L) we compute
(ξG,∗L,M ◦ δM ,G)
(
τM ,G,∗w
)
= ξ
G,∗
L,M
(
τM ,G,∗w
)
= µUP (w−1) · (T L,∗nλ )−1 · T L,∗enλw
= µUP (w−1) ·
µUPL (−nλ)
µUPL (nλ)
·
µUPL (enλw)
µUPL (w−1e−nλ)
· δL,G
(
(T L,∗nλ )−1 · T L,∗enλw
)
= µUP (w−1) ·
µUPL (w)
µUPL (w−1)
· qL,enλw
qL,nλ
· δL,G
( (
T Lw−1e−nλ · (T L−nλ)−1
)−1)
= µUP (w−1)2 ·
µUPL (w)
µUPL (w−1)
· qL,w
q2L,nλ,w
· δL,G
( (
ξGL,M (τM ,Gw−1 )
)−1)
=
µUP (w−1)2 · µUPL (w) · qL,w
µUPL (w−1) · µUP∩L(w−1)2
· (δL,G ◦ ξGL,M )
(
(τM ,Gw−1 )−1
)
= (δL,G ◦ ξGL,M )
(
qw · (τM ,Gw−1 )−1
)
= (δL,G ◦ ξGL,M )
(
τM ,G,∗w
)
.
The fourth equality uses that v ↦→ µUPL (v) · µUPL (v−1)−1 is a group homomorphism.
The sixth equality follows from Lemma 4.13 using qL,nλ,w = qL,w,nλ = qL,−nλ,w−1
and that −nλ is strictly positive. To see that the seventh equality holds, notice that
µUP (w−1) = µUP∩L(w−1)µUPL (w−1) by Lemma 4.19 and µUPL (w−1)µUPL (w)qL,w = qw
by Proposition 4.16 (i). The last equality follows from (4.5.11). Together with Lemma 4.34
(i) this proves (i).
Now, (iii) follows from (i) and Lemma 4.23 (iii). It remains to show (ii). We may
assume that R = Z, so that θL
′,G
M and θ
L′,G
L are just inclusions. Let w ∈WM (1) and take
n ∈ N such that enλw ∈WM −(1). Using Lemma 4.19 we compute
(ξL
′,∗
L,M ◦ θ
L′,G
M )
(
τM ,G,∗w
)
= µUPL′ (w
−1) · ξL
′,∗
L,M
(
τM ,L
′,∗
w
)
= µUPL′ (w
−1)µUP∩L′(w−1) · (T L,∗nλ )−1 · T L,∗enλw
= µUP (w−1) · (T L,∗nλ )−1 · T L,∗enλw
= (θL
′,G
L ◦ ξ
G
L,M )
(
τM ,G,∗w
)
.
This proves (ii). □
Remark 4.36. (a) We have ζM ,L ◦ θL,GM = θ
L,G
M ◦ ζM ,G . In general, the diagrams
HR(M ,G) HR(M ,L)
HR(M ,G) HR(M ,L)
θL,GM
δM ,G δM ,L
θ
L,G
M
and
HR(M ,G) HR(L,G)
HR(M ,G) HR(L,G)
ξGL,M
ζM ,G ζ L,G
ξ
G,∗
M
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do not commute.
(b) If p is invertible in R, the equality ξG,∗L,M = δL,G ◦ ξGL,M ◦ (δM ,G)−1 was essentially
proved in [OV18, Lem. 2.21].7
4.7. Remarks on HR(IP (1), P )-modules
In this section only we consider left modules instead of right modules over the parabolic
Hecke algebraHR
(
IP (1), P
)
. This does not make a difference since the anti-automorphism
ζP on HR
(
IP (1), P
)
(see Proposition 2.10) identifies right modules with left modules.
The following result is an observation of Schneider on [HT01, Lem. I.2.1].
Lemma 4.37. LetM be a smooth P -module such that Z(M ) acts locally finitely onM. Then
the restricted action ofUP onM is trivial.
Proof. Let x ∈ M and u ∈ UP be arbitrary. Let M0 ⊆ M be a finitely generated
Z(M )-stable R-submodule containing x . SinceM is smooth, there exists a compact open
subgroup H of P such that ℎy = y for all ℎ ∈ H and y ∈ M0. Notice that H ∩UP
is a compact open subgroup ofUP . Let a ∈ Z(M ) be a strictly positive element. Then
there exists n ∈ N with anua−n ∈ H ∩ UP . Now, we have anx ∈ M0 and hence
ux = a−n · (anua−n) · anx = a−n · anx = x . This proves the lemma. □
It follows from Lemma 4.37 that any smooth P -module, for which the restricted action
of M is admissible, actually factors through the projection P ↠ M . This leads to the
question whether there is an analogous result for HR
(
IP (1), P
)
-modules.
More concretely, we may ask: let M be an R-module and ρ : HR
(
IP (1), P
) →
EndR(M) an R-algebra homomorphism. Does this map factor through the homomor-
phism ΘPM ,R : HR
(
IP (1), P
) →HR(M )?
A necessary condition is the following: given a strictly positive element a ∈ Z(M ), we
haveΘPM ,R
((a)IP (1)) = T Ma ∈ HR(M )× and hence the map ρ ((a)IP (1)) has to be invertible.
We will show that this condition is also sufficient.
We fix a strictly positive element a ∈ Z(M ).
Definition 4.38. LetM be an HR
(
IP (1), P
)
-module. We define the radical ofM to be
the R-submodule Rad(M) B Rada(M) B
{
x ∈ M
∃n ∈ N : (a)nIP (1)x = 0}.
Lemma 4.39. LetM be an HR
(
IP (1), P
)
-module.
(i) Let g ∈ P . There exists n ∈ N such that
(a)nIP (1) · (g )IP (1) = νM (g )µUP (g ) · (an gM )IP (1) ∈ C (a), (4.7.1)
whereC (a) is the centralizer of (a)IP (1) in HR
(
IP (1), P
)
.
7It should be noted that there is a mistake in the formulation and proof of [OV18, Lem. 2.21]. In the
claimed formula “δP (m)” should be replaced by “δP (m−1)”. The mistake in the proof results from the
false claim (τ∗w )−1 = τw−1qw ; it should be (τ∗w )−1 = τw−1q−1w .
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(ii) Rad(M) is an HR
(
IP (1), P
)
-submodule ofM.
(iii) The definition of Rada(M) does not depend on the choice of a.
Proof. (i) Notice that (a)nIP (1) =
(
IP (1)an
)
for all n ∈ N, as a is central and positive.
Let g ∈ P . We can write
(g )IP (1) =
µM (gM )∑
i=1
νM (g )∑
j=1
µUP (g )∑
s=1
(
IP (1)gusℎ jmi
)
inside XR
(
IP (1), P
)
for certain us ∈ IUP , ℎ j ∈
(
IM (1)
)
(gM ), and mi ∈ IM (1) by
Proposition 4.2. As a is strictly positive, there exists n ∈ N such that an · (gU us )g−1M ·
a−n ∈ IUP for all s = 1, . . . , µUP (g ), and with an gM ∈ M +. As an is central, we
have
an gusℎ jmi = an gM gU usℎ jmi
= an · (gU us )g−1M · a−n · ℎ g
−1
M
j a
n gMmi ∈ IP (1)an gMmi .
Applying Proposition 4.2 to an gM then gives
(a)nIP (1) · (g )IP (1) =
µM (gM )∑
i=1
νM (g )∑
j=1
µUP (g )∑
s=1
(
IP (1)an gusℎ jmi
)
= νM (g )µUP (g ) ·
µM (gM )∑
i=1
(
IP (1)an gMmi
)
= νM (g )µUP (g ) · (an gM )IP (1),
because we have νM (an gM ) = µUP (an gM ) = 1 and µM (an gM ) = µM (gM ) (again
using that a is central). By Proposition 4.9 the element (an gM )IP (1) centralizes
(a)IP (1).
( ii) This is an immediate consequence of (i).
( iii) Let a0 ∈ Z(M ) be another strictly positive element. By symmetry it suffices to
show Rada(M) ⊆ Rada0(M). Let x ∈ Rada(M) and let n ∈ N with (a)nIP (1)x = 0.
As a0 is strictly positive, there exists n0 ∈ N such that m B an00 a−n ∈ M +. As m
is central and positive, we have (m)IP (1) =
(
IP (1)m
)
. We compute
(a0)n0IP (1)x = (ma
n)IP (1)x = (m)IP (1) · (a)nIP (1)x = 0.
Hence, x ∈ Rada0(M). The claim follows.
□
Proposition 4.40. LetM be anHR
(
IP (1), P
)
-module. TheHR
(
IP (1), P
)
-module structure
ofM/Rad(M) factors through HR
(
IP (1), P
)
↠ HR(M ,G).
In particular, if the action of (a)IP (1) onM is invertible, thenM is naturally anHR(M )-
module.
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Proof. It is clear that Rad
(M/Rad(M)) = {0} so that the action of (a)IP (1) on
M/Rad(M) is injective. The kernel of the map
t : HR
(
IP (1), P
) −→ HR(M ,G), (g )IP (1) ↦−→ νM (g )µUP (g )µUP (gM ) · τM ,GgM
is generated by
{
(g )IP (1) −
νM (g )µUP (g )
µUP (gM ) · (gM )IP (1)
 g ∈ P }. Let g ∈ P . Then we have
(a)nIP (1) ·
(
(g )IP (1) −
νM (g )µUP (g )
µUP (gM )
· (gM )IP (1)
)
= 0
for some n ∈ N by Lemma 4.39 ( i). This shows Ker(t )M ⊆ Rad(M). Thus,M/Rad(M)
is naturally anHR(M ,G)-module.
Now, assume that (a)IP (1) acts invertibly onM. Then Rad(M) = {0}. By what we
have just shown M is naturally an HR(M ,G)-module. Since t
((a)IP (1)) = τM ,Ga and
HR(M ) is the localization ofHR(M ,G) at τM ,Ga , the last statement follows. □
Lemma 4.41. Consider the multiplicatively closed set Sa B
{(a)nIP (1)  n ∈ Z≥0}. It has the
following properties:
(i) For each x ∈ HR
(
IP (1), P
)
and n ∈ N we have Sax ∩ HR
(
IP (1), P
)(a)nIP (1) , .
This means that Sa is left permutable.
(ii) Let x ∈ HR
(
IP (1), P
)
. If x(a)nIP (1) = 0 for some n ∈ N, then also (a)mIP (1)x = 0 for
somem ∈ N. This means that Sa is left reversible.
Hence, Sa is a left denominator set and we may form the left ring of fractions (cf. [Lam99,
§10A])
S−1a HR
(
IP (1), P
)
.
The kernel of the natural map HR
(
IP (1), P
) → S−1a HR (IP (1), P ) coincides with the radical
of HR
(
IP (1), P
)
.
Proof. As the elements in Sa commute pairwise, it is easy to see that it suffices to check
(i) and (ii) for elements of the form (g )IP (1), g ∈ P .
Given g ∈ P and n ∈ N, Lemma 4.39 (i) guarantees the existence of some m ∈ N with
(a)n+mIP (1) · (g )IP (1) = νM (g )µUP (g )(am gM )IP (1) · (a)nIP (1).
Therefore, (i) is satisfied. Similarly, if (g )IP (1)(a)nIP (1) = 0, we find, by again invoking
Lemma 4.39 (i), some m ∈ N with (a)mIP (1)(g )IP (1) ∈ C (a), and hence
(a)n+mIP (1)(g )IP (1) = (a)nIP (1) · (a)mIP (1)(g )IP (1) = (a)mIP (1)(g )IP (1)(a)nIP (1) = 0.
Thus, Sa is left reversible. According to [Lam99, §10A] the left ring of fractions
S−1a HR
(
IP (1), P
)
exists and the kernel of the corresponding localization map is{
x ∈ HR
(
IP (1), P
)  (a)nIP (1)x = 0 for some n ∈ N} = Rad(HR (IP (1), P ) ) . □
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Proposition 4.42. The mapΘPM ,R : HR
(
IP (1), P
) →HR(M ) induces an R-algebra isomor-
phism S−1a HR
(
IP (1), P
)
 HR(M ).
Proof. As ImΘPM ,R contains HR(M +), it follows that HR(M ) is the localization of
ImΘPM ,R at Θ
P
M ,R
((a)IP (1)) = T Ma . Hence, the induced map S−1a HR (IP (1), P ) →
HR(M ) is surjective. Its kernel is just S−1a KerΘPM ,R, which is zero, since by Proposi-
tion 4.40we have KerΘPM ,R ·S−1a HR
(
IP (1), P
) ⊆ Rad(S−1a HR (IP (1), P ) ) = {0}. Hence,
the above map is an isomorphism. □
Corollary 4.43. We have KerΘPM ,R = Rad
(
HR
(
IP (1), P
) )
.
Proof. This follows immediately from Lemma 4.41 and Proposition 4.42. □
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5. Hecke polynomials
We keep the notation of section 4. Recall thatG is a connected reductive group over a local
field F , and K is a special maximal parahoric subgroup of G = G(F ), i. e. a subgroup
of the form K{φ0} (cf. Definition 1.42) for some special point φ0 (cf. Theorem 1.22) in
the apartment A (1.4.1) of G attached to the maximal F -split torus T. Given a subset
X ⊆ G , we will write KX B K ∩ X . Let Σ be the reduced root system associated with
Φ = Φ(G,T) (see Proposition 1.32). We fix a minimal parabolic subgroup B with Levi
decomposition B = ZU, where Z is the centralizer of T inG. Then B determines a choice
of positive roots Φ+ and Σ+, and hence also a basis ∆ of Σ. Parabolic subgroups are always
assumed to contain B if not said otherwise.
Recall also thatW0 = N /Z (resp.W = N /KZ ) is the finite Weyl group (resp. Iwahori-
Weyl group). We have a decompositionW = Λ ⋊W0, where Λ = Z/KZ is a finitely
generated abelian group (1.6.4). In particular,W0 acts on Λ via w(λ) B weλw−1 for
w ∈W0, λ ∈ Λ. The map ν : Z → V =
(
X∗(T )/X∗(C )
) ⊗Z R (1.3.6) isW0-equivariant
and factors through Λ. Let Z+ be the monoid of positive elements in Z (Definition 1.60).
Its image inΛ coincides withΛZ+ , the monoid of elements λ ∈ Λ satisfying ⟨α, ν(λ)⟩ ≤ 0
for all α ∈ Σ+ (1.8.3). In fact, Z+ is the preimage ofΛZ+ under the projection map Z ↠ Λ.
Further, the monoid of negative elementsZ− = (Z+)−1 is the preimage of the monoidΛZ−
of Λ consisting of those elements λ ∈ Λ with ⟨α, ν(λ)⟩ ≥ 0 for all α ∈ Σ+. For x, y ∈ V
we write x ≤ y if y − x is a linear combination of simple coroots with non-negative
coefficients, or, equivalently, if ⟨ϖα, y − x⟩ ≥ 0 for all α ∈ ∆, where {ϖα | α ∈ ∆} is the
dual basis of ∆ inV ∗ with respect to theW0-invariant inner product ( · , · ).
Let R be a commutative ring with 1. In sections 5.4 and 5.5 we will restrict to the case
where p is invertible in R.
5.1. Generators and relations for the parabolic Hecke algebra of
GL2(F )
Before we develop the general theory let us investigate the parabolic Hecke algebra
HR(KB, B), where B is the subgroup of upper triangular matrices in GL2(F ) and KB =
K ∩ B is the subgroup of matrices in B with entries in OF . We fix a uniformizer π ∈ OF
and let q be the cardinality of the residue field κF of F . Let ω : F → Z ∪ {∞} be the
valuation normalized byω(π) = 1. Let R be a system of representatives for κF in OF with
0 ∈ R. We denote by RB B
{∑n
i=1 aiπ
−i  n ∈ N, ai ∈ R} a system of representatives for
F /OF .
The results in this section are essentially contained in Vienney’s thesis [Vie12, pp. 102
f.], yet Theorem 5.2 was only alluded to without proof.
Lemma 5.1. The set B decomposes as
B =
⨆
a,b,c∈Z
b≤min{a,c }
KB
(
π a πb
0 π c
)
KB,
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and we have for all a, b, c ∈ Z with b ≤ min{a, c } the decomposition
KB
(
π a πb
0 π c
)
KB =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
⨆
β∈RBπ c
ω(β)=b
KB
(
π a β
0 π c
)
, if b < min{a, c };
KB
(
π a 0
0 π c
)
KB =
⨆
β∈RBπ c
ω(β)≥a
KB
(
π a β
0 π c
)
, if b = min{a, c }.
Proof. Let
(
α β
0 γ
)
∈ B . Write α = α0π a , γ = γ0π c with α0, γ0 ∈ O×F , a, c ∈ Z, and
β
α0π c
= β′ + x with β′ ∈ RB and x ∈ OF . Then β′ = 0 or ω(β) = ω(β′π c ), and(
α β
0 γ
)
=
(
α0 α0x
0 γ0
)
·
(
π a β′π c
0 π c
)
∈ KB
(
π a β′π c
0 π c
)
.
Given a, a′, c, c ′ ∈ Z and β, β′ ∈ RB with(
π a βπ c
0 π c
)
·
(
π a
′
β ′π c ′
0 π c
′
)−1
=
(
π a−a′ βπ c−c ′−β ′π a−a′
0 π c−c ′
)
∈ KB,
we deduce a = a′, c = c ′, and then β − β′ ∈ OF , i. e. β = β′. Therefore, B is the disjoint
union of the right cosets KB
(
π a βπ c
0 π c
)
, where a, c ∈ Z and β ∈ RB .
Let a, c ∈ Z. Take any β = β0 · πω(β) ∈ RBπ c with β , 0 and β0 ∈ O×F . If
ω(β) < min{a, c }, then(
π a β
0 π c
)
=
(
1 0
0 β−10
)
·
(
π a πω(β)
0 π c
)
·
(
1 0
0 β0
)
∈ KB
(
π a πω(β)
0 π c
)
KB .
If ω(β) ≥ min{a, c } then ω(β) ≥ a, because ω(β) < c always holds. Hence,(
π a β
0 π c
)
=
(
π a 0
0 π c
)
·
(
1 βπ−a
0 1
)
∈ KB
(
π a 0
0 π c
)
KB .
The lemma follows. □
Lemma 5.1 shows that
{
(
(
π a πb
0 π c
)
)KB
 a, b, c ∈ Z, b ≤ min{a, c }} is an R-basis of
HR(KB, B).
Theorem 5.2. Let A be the R-algebra generated by elements X+,X−,Z,Z−1 subject to the
following relations:
ZZ−1 = Z−1Z = 1,
ZX+ = X+Z,
ZX− = X−Z,
X+X− = q · 1.
Then we have an isomorphism of R-algebras ρ : A→ HR(KB, B) given by
ρ(Z) B (πE2)KB , ρ(X+) B (
(
π 0
0 1
)
)KB , ρ(X−) B (
(
π−1 0
0 1
)
)KB ,
where E2 B
( 1 0
0 1
)
is the identity matrix.
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Proof. Clearly, (E2)KB = (KBE2) is the unit in HR(KB, B), and (πE2)KB is a central and
invertible element with inverse (π−1E2)KB . Moreover, we have
(
(
π 0
0 1
)
)KB · (
(
π−1 0
0 1
)
)KB = (KB
(
π 0
0 1
)
) ·∑
β∈R
(KB
(
π−1 βπ−1
0 1
)
)
=
∑
β∈R
(KB
(
1 β
0 1
)
) = q · (E2)KB .
This shows that ρ is a well-defined R-algebra homomorphism. From the definition of A
it is clear that
{
X n−Xm+ Zk
 n,m ∈ Z≥0, k ∈ Z} constitutes a basis of A as an R-module.
It is easy to see that ρ(Xm+ ) = (
(
πm 0
0 1
))KB and ρ(Zk) = (πkE2)KB for m ∈ Z≥0 and
k ∈ Z. For n ∈ Z≥0 we compute
ρ(X n−) = ρ(X−)n =
(∑
β∈R
(KB
(
π−1 βπ−1
0 1
)
)
)n
=
∑
β1,..., βn∈R
(KB
(
π−n ∑ni=1 βiπ−i
0 1
)
) = (
(
π−n 0
0 1
)
)KB .
For n,m ∈ Z≥0 and k ∈ Z this gives us
ρ(X n−Xm+ Zk) = (
(
π−n 0
0 1
)
)KB · (
(
πm 0
0 1
)
)KB · (πkE2)KB
=
∑
β1,..., βn∈R
(KB
(
πm+k−n πk ∑ni=1 βiπ−i
0 πk
)
)
=
min{k,m+k−n}∑
b=k−n
(
(
πm+k−n πb
0 πk
)
)KB .
For n,m ∈ N, and k ∈ Z we thus have
ρ(X n−Xm+ Zk − X n−1− Xm−1+ Zk) = (
(
πm+k−n πk−n
0 πk
)
)KB .
Hence ρ maps the basis{
Xm+ Zk
m ∈ Z≥0, k ∈ Z} ∪ {X n−Zk  n ∈ N, k ∈ Z}
∪
{
X n−Xm+ Zk − X n−1− Xm−1+ Zk
 n,m ∈ N, k ∈ Z}
of A to the canonical basis of HR(KB, B). It follows that ρ is an isomorphism of R-
algebras. □
Corollary 5.3. Write X+ = (
(
π 0
0 1
))KB and X− = (( π−1 00 1 ))KB in HR(KB, B). Then X+
(resp. X−) is a left (resp. right) zero-divisor. If q is invertible in R, then X+ (resp. X−) is right
(resp. left) invertible.
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Proof. It follows from Theorem 5.2 that
X+ · (X−X+ − q · 1) = (X−X+ − q · 1) · X− = 0.
If q is invertible in R, then X+ · q−1X− = q−1X+ · X− = 1. □
5.2. The Satake homomorphism
We recall here the Satake homomorphism of the spherical Hecke algebra as developed
in [HV15]. Afterwards, we will give a new description involving the parabolic Hecke
algebra.
Definition 5.4. We call
HR(K ,G) (5.2.1)
the spherical Hecke algebra of G . Recall that it is the algebra of K -invariants of the free
R-module XR(K ,G) on generators (K g ) for K g ∈ K \G . Then{(g )K B (K gK )  K gK ∈ K \G/K }
is a basis of HR(K ,G) as an R-module, and multiplication is given by a convolution
product (cf. Lemma 2.6).
In the literature (e. g. [HR09], [HV15], [Her11a]) the algebra HR(K ,G) is defined as
the algebra C∞c (K \G/K ,R) of compactly supported, K -biinvariant functions G → R
with convolution product given by
( f1 ∗ f2)(g ) =
∑
ℎK ∈G/K
f1(ℎ) · f2(ℎ−1g ), for f1, f2 ∈ C∞c (K \G/K ,R), g ∈ G .
It is a straightforward computation to show that the map
ρG : C∞c (K \G/K ,R) −→ HR(K ,G), f ↦−→
∑
K g∈K \G
f (g−1) · (K g )
is an isomorphism of R-algebras.8 Likewise, HR(KZ,Z) is identified with the algebra
C∞c (Z/KZ,R) of compactly supported, KZ -biinvariant functions Z → R with convolu-
tion product (recall that KZ is normal in Z ).
Definition 5.5. The map
S′ = S′G : C∞c (K \G/K ,R) −→ C∞c (Z/KZ,R) = R[Λ],
given by
S′( f )(z) = ∑
u(KU )∈U /(KU )
f (zu), for f ∈ C∞c (K \G/K ,R) and z ∈ Z
is called the Satake homomorphism.
8The inverse element in the formula is needed to account for the transition from left cosets to right cosets.
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If R = C, the classical Satake homomorphism is defined as
δ1/2S′ : f ↦−→
[
z ↦→ δ1/2(z) · S′( f )(z)
]
,
where δ1/2 : z ↦→ [z(KU )z−1 : KU ]1/2 is the square root of the modulus character of B ,
restricted to Z . Notice that δ(z) only depends on the coset KZ z . Thus, δ descends to a
group homomorphism Λ→ Q×, which is again denoted by δ. The image of δ1/2S′ is the
subalgebra C[Λ]W0 ofW0-invariants, whereW0 acts by conjugation on Λ. When p is not
invertible in R, we cannot make use of δ. Herzig [Her11a] came up with Definition 5.5 in
order to provide a Satake homomorphism for general R. It was then studied by Henniart
and Vignéras in [HV15].
In order to describe the image of S′, Henniart and Vignéras define a twisted action of
W0 on Z[p−1][Λ] via
w ∗ eλ B δ1/2 (λ − w(λ)) · ew(λ), for w ∈W0, λ ∈ Λ. (5.2.2)
(Here, we write eλ for the image of λ in Z[p−1][Λ].) One can show that the cocycle
(w, λ) ↦→ δ1/2(λ − w(λ)) takes values in pZ [HV15, 7.12], and thus the twisted action of
W0 on Z[p−1][Λ] is well-defined.
Let λ ∈ ΛZ− and denote byW0,λ the stabilizer of λ inW0. Then we have [HV15, 7.13]
S′λ B
∑
w∈W0/W0,λ
w ∗ eλ ∈ Z[Λ],
where the notation “w ∈W0/W0,λ” means thatw runs through a system of representatives
ofW0/W0,λ insideW0.
We can now formulate the main result of [HV15].
Theorem 5.6. Consider the Satake homomorphism S′ : C∞c (K \G/K ,R) → R[Λ]. Then
(i) S′ is injective;
(ii) the image of S′ is a free R-module with basis {1 ⊗ S′λ  λ ∈ ΛZ−}. If p is invertible
in R, then it coincides with R[Λ]W0 , the algebra ofW0-invariant elements under the
twisted action.
(iii) both R[Λ] andC∞c (K \G/K ,R) are commutative algebras of finite type over R.
Proof. (i) and (ii) is [HV15, 7.13 Cor., 7.15 Thm.], and (iii) is [HV15, 7.16]. □
The proof of Theorem 5.6 makes crucial use of two double coset decompositions of G
which we want to recall here:
Proposition 5.7. (i) Cartan decomposition: The inclusion Z ⊆ G induces bijections
ΛZ+  K \G/K and ΛZ−  K \G/K .
(ii) Iwasawa decomposition: The inclusion Z ⊆ G induces a bijection
Λ  K \G/U .
This decomposition is often written asG = KB = KZU = KUZ .
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Proof. (i) is [HV15, 6.3 Prop.] and (ii) follows from [HV15, 6.5]. □
Remark 5.8. Let z ∈ Z− and z′ ∈ Z such that the intersection K zK∩K z′U is not empty.
It is known (e. g. [HV15, 6.10 Prop.]) that this implies ν(z) ≥ ν(z′), i. e. ν(z) − ν(z′) is a
sum of simple coroots inV ; if moreover ν(z) = ν(z′), then KZ z = KZ z′.
It is natural to ask what can be said (e. g. in terms of the valuation φ0) about the u ∈ U
with z′u ∈ K zK . What is known is that z′ = z implies u ∈ KU (e. g. [HV15, 6.9 Prop.]).
In section 5.5 we will further investigate this question.
We will now give a different description of the Satake homomorphism using the
parabolic Hecke algebra. Before doing so, we will translate Theorem 5.6 into our context.
Lemma 5.9. Consider the map
S = SG : HR(K ,G) −→ HR(KZ,Z) = R[Λ],
r∑
i=1
ai · (Kuiz i) ↦−→
r∑
i=1
ai · (z i)KZ ,
where ui ∈ U , z i ∈ Z .9 Then the diagram
C∞c (K \G/K ,R) C∞c (Z/KZ,R)
HR(K ,G) HR(KZ,Z)
ρG
S′
ρZ
S
is commutative. Henceforth, S is also called the Satake homomorphism. Moreover, if we
define the twisted action ofW0 on HZ[p−1](KZ,Z) by
w ⋆ eλ = δ1/2
(
w(λ) − λ) · ew(λ), for w ∈W0, λ ∈ Λ, (5.2.3)
then ρZ : C∞c (Z/KZ,Z[p−1]) → HZ[p−1](KZ,Z) isW0-equivariant.
Proof. We fix a representing system Γ ⊆ Z of the coset space KZ\Z . The map
KU \U × Γ −→ K \G,
(
KU u, z
) ↦−→ Kuz
is a bijection: surjectivity follows from the Iwasawa decomposition 5.7, ( ii) and the
fact that KZ normalizes U . Given u1, u2 ∈ U , z1, z2 ∈ Γ with Ku1z1 = Ku2z2,
we have u1z1z−12 u
−1
2 = k ∈ K ∩ B . Under the projection prZ : B ↠ Z we obtain
z1z−12 = prZ (k) ∈ KZ , and hence z1 = z2. Therefore, u1u−12 = k ∈ K ∩ U , i. e.
KU u1 = KU u2; this proves injectivity.
Let f ∈ C∞c (K \G/K ,R). We compute
ρZ
(S′( f )) =∑
z∈Γ
S′( f )(z−1) · (KZ z) =
∑
z∈Γ
∑
uKU ∈U /KU
f
(
z−1u
) · (KZ z)
=
∑
z∈Γ
∑
KU u∈KU \U
f
((uz)−1) · (KZ z) = ∑
Kuz∈K \G
f
((uz)−1) · (KZ z)
= S
( ∑
Kuz∈K \G
f
((uz)−1) · (Kuz)) = S (ρG( f )) .
9Notice that by the Iwasawa decomposition 5.7, ( ii) every right coset in K \G is of the form Kuz for
some u ∈ U and z ∈ Z .
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Hence, ρZ ◦ S′ = S ◦ ρG . Now let w ∈W0 and λ ∈ Λ. Then
ρZ
(
w ∗ eλ ) = ρZ (δ1/2(λ −w(λ)) · ew(λ)) = δ1/2 (−w(λ)− (−λ)) · e−w(λ) = w⋆ ρZ (eλ).
□
Theorem 5.10. Consider the Satake homomorphism S : HR(K ,G) → R[Λ]. Then
(i) S is injective;
(ii) the image of S is a free R-module with basis {1 ⊗ Sλ | λ ∈ ΛZ+}, where
Sλ B
∑
w∈W0/W0,λ
w ⋆ eλ ∈ Z[Λ], for λ ∈ ΛZ+ .
If p is invertible in R, then this coincides with R[Λ]W0 , the algebra ofW0-invariant
elements under the twisted action.
(iii) both R[Λ] and HR(K ,G) are commutative algebras of finite type over R.
Proof. Lemma 5.9 and Theorem 5.6. □
Remark 5.11. It follows from [HV15, 7.3, Lem. 2] and a “triangular argument” that for
each λ ∈ ΛZ+ the element S−1(Sλ) is of the form
S−1(Sλ) = (zλ)K +
∑
µ∈ΛZ+,
ν(λ)<ν(µ)
cµ · (zµ)K ,
where zµ (resp. zλ ) is a lift of µ ∈ ΛZ+ (resp. λ ). If p ∈ R× then an analogous statement
with ΛZ+ replaced by ΛZ− also holds.
Example 5.12. Let p be invertible in R. Consider the case G = GL2(F ), K = GL2(OF ).
Let π ∈ OF be a prime element and denote by q the cardinality of the residue field of F .
Fix a system of representatives R of OF /(π) in OF with 0 ∈ R. Let T be the subgroup of
diagonal matrices in G . Then Λ = KT \T  Z2, and hence HR(KT ,T ) is isomorphic to
R[X±1,Y ±1] via X ↦→ (KT
(
π 0
0 1
)) and Y ↦→ (KT ( 1 00 π )). Moreover, ΛT + corresponds to
the submonoid
{(a, b) ∈ Z2  a ≥ b} of Z2. The twisted action of the finite Weyl group
W0 = {1, s} on R[X±1,Y ±1] is given by sX = qY and sY = q−1X . Given a, b, c ∈ Z
with a > b , we put
Sa,b B X aY b + q a−bX bY a and Sc,c B X cY c .
We will now describe the Satake homomorphism and show that the Sa,b generate its
image. The Cartan decomposition reads G = ⨆a≥b K ( π a 00 πb )K . For each a, b ∈ Z,
a ≥ b we have a decomposition
K
(
π a 0
0 πb
)
K =
⌊ a−b2 ⌋⨆
i=0
K
(
π a−i 0
0 πb+i
)
⊔
a−b⨆
i=⌊ a−b2 ⌋+1
⨆
ua−i,...,ub+i−1∈R
K
(
π a−i ∑b+i−1j=a−i u jπ j
0 πb+i
)
(5.2.4)
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Let a, b ∈ Z with a ≥ b and write c B ⌊(a − b)/2⌋. Then we compute
S
(
(
(
π a 0
0 πb
)
)K
)
=
c∑
i=0
X a−iY b+i +
a−b∑
i=c+1
qb−a+2iX a−iY b+i =
c∑
i=0
Sa−i,b+i .
Define a total ordering on ΛT + by letting (a, b) > (c, d) if either a − b > c − d , or
a − b = c − d and a > c . Then it is an easy exercise to verify that S is injective and
that the image of S is generated as an R-algebra by S1,0 and S±11,1 . Hence, HR(K ,G) is the
polynomial algebra generated by (( π 00 1 ))K and (πE2)±1K .
Lemma 5.13. Let P and Q be parabolic subgroups of G with P ⊆ Q.10 Then we have an
embedding
εP ,Q : HR(KQ,Q) ↪−→ HR(KP , P ),
n∑
i=1
ai · (KQ gi) ↦−→
n∑
i=1
ai · (KP gi)
where we may choose gi ∈ P . Moreover, the following diagram is commutative:
HR(K ,G) HR(KQ,Q)
HR(KP , P ).
εQ,G
εP ,G
εP ,Q
Proof. Compare [Gri92, pp. 2870 f.]. We need to verify the conditions (2.1.2) of Propo-
sition 2.9. It is clear that KP ⊆ KQ and KQ ∩ P ⊆ KP . Moreover, by [HV15, 6.5] we
have the Iwasawa decomposition G = KP , from which we deduce Q = KQP . Hence,
we obtain a canonical embedding εP ,Q : HR(KQ,Q) ↪→ HR(KP , P ).
Given X = ∑ni=1 ai · (K gi) ∈ HR(K ,G), we may choose the gi in P , and then we have
εP ,Q
(
εQ,G(X )
)
= εP ,Q
(
n∑
i=1
ai · (KQ gi)
)
=
n∑
i=1
ai · (KP gi) = εP ,G(X ).
This proves εP ,Q ◦ εQ,G = εP ,G . □
Remark 5.14. The existence of the embedding εP ,G in Lemma 5.13 relies on the Iwasawa
decompositionG = KP . Lemma 5.13 does not hold if we replace K by the Iwahori (resp.
pro-p Iwahori) subgroup I (resp. I (1)).
Let P be a parabolic subgroup of G with Levi decomposition P = MUP . Then KM is a
special maximal parahoric subgroup of M [HR09, Lem. 4.1.1], and we have KP = KMKUP
[HV15, 6.5]. Hence, for every g ∈ KP we have a (unique) decomposition g = gM gU ,
where gM B prM (g ) ∈ KM and gU B g−1M g ∈ KUP . Using this, Proposition 4.3 shows
that
ΘPM = Θ
P
M ,R : HR(KP , P ) −→ HR(KM ,M ),
n∑
i=1
ai · (KP gi) ↦−→
n∑
i=1
ai · (KM gi,M )
is a homomorphism of R-algebras. It satisfies ΘPM
((g )KP ) = νM (g )µUP (g ) · (gM )KM for
all g ∈ P .
10We expressly permitQ = G here.
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Proposition 5.15. (a) The Satake homomorphism factors as S = ΘBZ ◦ εB,G , i. e. we have
a commutative diagram
HR(KB, B)
HR(K ,G) HR(KZ,Z).
ΘBZεB,G
S
(b) Given any parabolic subgroup P ofG with Levi decomposition P = MUP , we have a
commutative diagram
HR(KB, B) HR(KZ,Z)
HR(KP , P ) HR(KM ,M ).
ΘBZ
εB,P
ΘPM
SM
In particular, the Satake homomorphism factors as S = SM ◦ΘPM ◦ εP ,G , i. e. we have
a commutative diagram
HR(KP , P ) HR(KM ,M )
HR(K ,G) HR(KZ,Z).
ΘPM
SMεP ,G
S
Proof. (a) Given X B ∑ri=1 ai · (K gi) ∈ HR(K ,G), let ui ∈ U , z i ∈ Z be such that
K gi = Kuiz i . Using the definition of S in Lemma 5.9 we compute
ΘBZ
(
εB,G(X )
)
= ΘBZ
(
r∑
i=1
ai · (KBuiz i)
)
=
r∑
i=1
ai · (z i)KZ = S(X ).
(b) Let X = ∑ri=1 ai · (KP gi) ∈ HR(KP , P ). Let ui ∈ UP , mi ∈ M ∩U , z i ∈ Z be
elements such that KP gi = KP uimiz i for each i. Then,
(ΘBZ ◦ εB,P )(X ) =
r∑
i=1
ai · ΘBZ (KBuimiz i) =
r∑
i=1
ai · (KZ z i)
= SM
(
r∑
i=1
ai · (KMmiz i)
)
= (SM ◦ ΘPM )(X ).
Thus, ΘBZ ◦ εB,P = SM ◦ ΘPM . By (a) and Lemma 5.13 we conclude
S = ΘBZ ◦ εB,G = ΘBZ ◦ εB,P ◦ εP ,G = SM ◦ ΘPM ◦ εP ,G . □
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Example 5.16. Let us return to the context of Example 5.12. By Theorem 5.2 the
parabolic Hecke algebra HR(KB, B) is generated by the elements X+ B (
(
π 0
0 1
))KB ,
X− B (
(
π−1 0
0 1
))KB , and Z±1, where Z B (πE2)KB is central, subject to the relation
X+X− = q · 1.
The map ΘBT : HR(KB, B) → R[X±1,Y ±1] is given by X+ ↦→ X , X− ↦→ qX−1,
Z ↦→ XY . The kernel of ΘBT is the two-sided ideal generated by X−X+ − q · 1.
By (5.2.4) we have
K
(
π 0
0 1
)
K = K
(
π 0
0 1
)
⊔⨆
u∈R
K
(
1 u
0 π
)
.
Hence, the embedding εB,G : HR(K ,G) → HR(KB, B) is given by (
(
π 0
0 1
))K ↦→ X+ +
X−Z and (πE2)K ↦→ Z . Therefore,
ΘBT
(
εB,G
(
(
(
π 0
0 1
)
)K
))
= ΘBT (X+ + X−Z) = X + qX−1 · (XY )
= X + qY = S
(
(
(
π 0
0 1
)
)K
)
,
ΘBT
(
εB,G
((πE2)K ) ) = ΘBT (Z) = XY = S ((πE2)K ) .
We end this section by giving another description of the twisted action (5.2.3). Recall
from section 4.1 the map µU : B → N, given by µU (g ) = [KU : (KU )(g )], where
(KU )(g ) = KU ∩ g−1KU g . By Remark 2.4wemay write the modulus character δ : B → N
of B as
δ(g ) = [KU : g−1KU g ] = µU (g )/µU (g−1).
In Notation 4.12 it was established that µU descends to a map Λ→ qZ≥0 , again denoted
by µU .
Lemma 5.17. For each λ ∈ Λ and w ∈W0 we have
w ⋆ eλ =
µU (w(λ))
µU (λ) · e
w(λ).
In particular, if λ ∈ ΛZ+ , the symmetrized element Sλ = ∑w∈W0/W0,λ w ⋆ eλ has integral
coefficients.
Proof. Let λ ∈ Λ, w ∈W0. It suffices to show
µU (w(λ))/µU (−w(λ))
µU (λ)/µU (−λ) =
δ(w(λ))
δ(λ) = δ
(
w(λ) − λ) != µU (w(λ))2
µU (λ)2 ,
or, equivalently,
µU (λ)µU (−λ) = µU
(
w(λ))µU (−w(λ)) . (5.2.5)
One way to see this is to recall from Proposition 4.16, ( i) that qλ = µU (λ)µU (−λ). Now,
the assertion follows from qλ = qw(λ) [Vig16, Prop. 5.13].
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Alternatively, we can also give a direct proof of (5.2.5) (which then gives a new proof
for qλ = qw(λ)). From Step 2 in the proof of Lemma 4.13 we know
µU (λ) =
∏
α∈Σ+
Q(⟨α, ν(λ)⟩), whereQ(k) B
{U(α,0)/U(α,k), for k ∈ Z≥0;
1, for k ∈ Z<0.
Using theW0-invariance of ⟨ · , · ⟩ we compute
µU
(
w(λ)) · µU (−w(λ)) = ∏
α∈Σ+
Q
(⟨α, ν(w(λ))⟩) · ∏
α∈Σ+
Q
(⟨−α, ν(w(λ))⟩)
=
∏
α∈Σ
Q
(⟨α, ν(w(λ))⟩) =∏
α∈Σ
Q
(⟨w(α), ν(w(λ))⟩)
=
∏
α∈Σ
Q
(⟨α, ν(λ)⟩) = µU (λ) · µU (−λ).
The last assertion follows from µU (λ) = 1 for λ ∈ ΛZ+ . □
5.3. Centralizers in parabolic Hecke algebras
Let P be a parabolic subgroup of G with Levi decomposition P = MUP . We choose
a strictly positive element aP ∈ M + (Definition 1.60). Notice that (aP )KP = (KP aP )
in HR(KP , P ), because aP normalizesUP and centralizes M . In this section we will be
concerned with the centralizer algebra
C +P B CHR(KP ,P )
((aP )KP ) B {X ∈ HR(KP , P ) X · (aP )KP = (aP )KP · X } . (5.3.1)
Lemma 5.18. (i) The inclusion Z ⊆ M induces a bijection ΛZ+  KM \M +/KM .
(ii) The set
{(z)KP  KZ z ∈ ΛZ+} is a basis ofC +P as an R-module. The restriction ofΘPM to
C +P induces an isomorphismC
+
P  HR(KM ,M +). In particular,C +P is commutative.
Proof. (i) By the Cartan decomposition 5.7, ( i) the inclusion Z ⊆ M induces an
isomorphism ΛZ+,M  KM \M /KM , where
ΛZ+,M =
{
λ ∈ Λ  ⟨α, ν(λ)⟩ ≤ 0 for all α ∈ Σ+M } .
As in Proposition 1.62, ( ii) one shows that λ ∈ Λ corresponds to KMmKM for
m ∈ M + if and only if
λ ∈ ΛM + =
{
λ ∈ Λ  ⟨α, ν(λ)⟩ ≤ 0 for all α ∈ Σ+ ∖ ΣM } .
Now, the assertion follows from ΛZ+ = ΛZ+,M ∩ ΛM + .
( ii) Notice that (z)KP depends only on the coset KZ z for z ∈ Z . By Proposition 4.9
we know that
{(m)KP m ∈ M +} is an R-basis for C +P and that the restriction of
ΘPM to C
+
P induces an isomorphism C
+
P  HR(KM ,M +). The rest of the assertion
follows from (i). From Theorem 5.10 it follows that C +P is commutative.
□
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Proposition 5.19. LetQ = LUQ be another parabolic subgroup ofG. Let aQ ∈ L be strictly
positive.
(i) Assume P ⊆ Q . Then we have
εP ,Q (C +Q ) = CHR(KP ,P )
((aQ )KP )
=
{
X ∈ HR(KP , P )
X · (aQ )KP = (aQ )KP · X } .
(ii) The element aP∩Q B aP · aQ = aQ · aP ∈ M ∩ L is strictly positive, and we have
εP∩Q,P (C +P ) ∩ εP∩Q,Q (C +Q ) = C +P∩Q . (5.3.2)
Proof. (i) The argument is the same as in the proof of Proposition 4.9. Notice that
(aQ )KQ = (KQ aQ ) and hence (aQ )KP = (KP aQ ).
Claim. Let X ∈ HR(KP , P ). Then X centralizes (aQ )KP if and only if X =
∑r
i=1 ai ·(KP`i) for some `i ∈ L, ai ∈ R.
Proof of the claim. Assume that X centralizes (aQ )KP . Write X =
∑r
i=1 ai · (KP gi)
for some gi ∈ P . Since Q = UQL we can write gi = gi,UQ gi,L with gi,L ∈ L,
gi,UQ ∈ UQ for 1 ≤ i ≤ r . As aQ is strictly positive, there exists n ∈ N with
anQ gi,UQ a
−n
Q ∈ KUQ ⊆ KUP for all 1 ≤ i ≤ r . Using that aQ centralizes L we
compute
X · anQ = X · (aQ )nKP = (aQ )nKP · X =
r∑
i=1
ai · (KP anQ gi,UQ gi,L)
=
r∑
i=1
ai · (KP anQ gi,UQ a−nQ · gi,LanQ ) =
(
r∑
i=1
ai · (KP gi,L)
)
· anQ
and hence X = ∑ri=1 ai ·(KP gi,L). The converse direction is clear, because (aQ )KP =(KP aQ ) and aQ centralizes L. □
If X ∈ HP (KP , P ) centralizes (aQ )KP , we can write X =
∑r
i=1 ai · (KP`i) for some
`i ∈ L by the claim. Hence, X = εP ,Q (Y )withY B ∑ri=1 ai ·(KQ`i) ∈ C +Q (using
the claim for P = Q ). Hence, CHR(KP ,P )((aQ )KP ) ⊆ εP ,Q (C +Q ). The converse
inclusion follows similarly.
(ii) Notice that P ∩ Q is a parabolic subgroup of G with Levi subgroup M ∩ L. As
aP centralizes T ⊆ M we have aP ∈ Z ⊆ M ∩ L. Similarly, we have aQ ∈ Z ⊆
M ∩ L. Since both aP and aQ centralize M ∩ L they commute with each other and
aP∩Q B aP aQ lies in the center of L ∩ M . Recall from Proposition 1.62, ( iii) that
⟨α, ν(aP )⟩ = 0 for α ∈ ΣM , ⟨α, ν(aQ )⟩ = 0 for α ∈ ΣL,
⟨α, ν(aP )⟩ < 0 for α ∈ Σ+ ∖ ΣM , ⟨α, ν(aQ )⟩ < 0 for α ∈ Σ+ ∖ ΣL.
Hence,
⟨α, ν(aP∩Q )⟩ =
{
⟨α, ν(aP )⟩ + ⟨α, ν(aQ )⟩ = 0, for α ∈ ΣM ∩ ΣL = ΣM∩L;
⟨α, ν(aP )⟩ + ⟨α, ν(aQ )⟩ < 0, for α ∈ Σ+ ∖ ΣM∩L.
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Therefore, aP∩Q is strictly (M ∩ L)-positive by Proposition 1.62, ( iii).
An application of the claim in (i) shows that C +P∩Q centralizes both (aP )KP∩Q and
(aQ )KP∩Q , and hence is contained in εP∩Q,P (C +P ) ∩ εP∩Q,Q (C +Q ).
Conversely, the elements in εP∩Q,P (C +P ) ∩ εP∩Q,Q (C +Q ) centralize (aP )KP∩Q and
(aQ )KP∩Q , and hence also (aP∩Q )KP∩Q = (aP )KP∩Q · (aQ )KP∩Q . This proves (5.3.2).
□
Corollary 5.20. LetQ = LUQ be a parabolic subgroup ofG with P ⊆ Q. Let aQ ∈ L+ be a
strictly positive element. For any X ∈ HR(KP , P ) there exists n ∈ N such that (aQ )nKP · X ∈
εP ,Q (C +Q ).
Proof. Let g = gUQ gL ∈ Q with gUQ ∈ UQ and gL ∈ L. As aQ is strictly positive there
exists n ∈ N such that anQ gUQ a−nQ ∈ KUQ ⊆ KUP , and hence anQ g ∈ KPL.
Given X = ∑ri=1 ai · (KP gi) ∈ HR(KP , P ), we may thus choose n ∈ N large enough
such that anQ gi ∈ KPL for all 1 ≤ i ≤ n. Then (aQ )nKP · X ∈ εP ,Q (C +Q ) by Proposi-
tion 5.19, ( i) and the claim in its proof. □
Remark 5.21. Consider the involution ζP : HR(KP , P ) → HR(KP , P ), (g )KP ↦→
(g−1)KP (Proposition 2.10).
(a) If aP ∈ M is a strictly positive element, then a−1P is strictly negative, and we have
ζP (C +P ) = C −P B
{
X ∈ HR(KP , P )
X · (a−1P )KP = (a−1P )KP · X } . (5.3.3)
Given another parabolic subgroup Q of G with Q ⊆ P, we have ζQ ◦ εQ,P =
εQ,P ◦ζP by Lemma 2.11. Therefore, the analogs of Lemma 5.18 and Proposition 5.19
for C −P also hold.
(b) It is easy to see thatΘPM ◦ζP , ζM ◦ΘPM , where ζM is the involution onHR(KM ,M )
of Proposition 2.10. Nevertheless, we have
ζP (KerΘPM ) = KerΘPM . (5.3.4)
To see this, notice that KerΘPM is generated by elements of the form (g )KP −
νM (g )µUP (g )
µUP (gM ) · (gM )KP for g ∈ P (cf. Proposition 4.3). Applying Θ
P
M ◦ ζP yields
νM (g−1)µUP (g−1) · (g−1M )KM −
νM (g )µUP (g )
µUP (gM )
· µUP (g−1M ) · (g−1M )KM .
In the notation of Proposition 4.2 it suffices to prove δ(g ) = δ(gM ), where δ(g ) B
µ(g ) · µ(g−1)−1 for g ∈ P . By Remark 2.4, (b) the map δ : P → Q× is a group
homomorphism, and satisfies δ(g ) = [KP : g−1KP g ]. Consequently, we need to
show δ(g ) = 1, whenever g ∈ UP . But if g ∈ UP , there exists a compact open
subgroup Γ ⊆ P with g ∈ Γ. Remark 2.4, (c) now implies δ(g ) = [Γ, g−1Γg ] = 1.
Hence, (5.3.4) holds.
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5.4. Decomposition of Hecke polynomials
Assume from now on that p is invertible in R. Let P = MUP be a parabolic subgroup of
G. We view the spherical Hecke algebra HR(K ,G) as a subalgebra of HR(KP , P ) via the
embedding εP ,G , which in turn we view as a subalgebra of HR(KB, B) via the embedding
εB,P . Fix a strictly M -positive element aP ∈ Z and denote its image in Λ by λP . Then
W0,M stabilizes e−λP ∈ R[Λ]with respect to the twisted action. LetW M0 be a representing
system ofW0/W0,M inW0.
Consider the polynomial
χ˜aP (t ) B
∏
w∈W M0
(
1 − w ⋆ e−λP · t ) ∈ 1 + t R[Λ][t ].
By construction it satisfies χ˜aP (eλP ) = 0, and its coefficients areW0-invariant under the
twisted action. By Theorem 5.10 there exists a unique polynomial
χaP (t ) =
|W M0 |∑
i=0
Xi · t i ∈ 1 + tHR(K ,G)[t ] (5.4.1)
with
∑|W M0 |
i=0 S(Xi) · t i = χ˜aP (t ). Notice that the constant term X0 of χaP (t ) is 1. By
construction we have
S(Xi) = (−1)i µU (−λP )−i ·
∑
R⊆W M0 ,
|R |=i
∏
w∈R
µU
(
w(−λP )
) · e∑w ∈R w(−λP ) ∈ R[Λ].
Lemma 5.22. We have
χaP
((aP )KP ) B |W M0 |∑
i=0
(aP )iKP · Xi ∈ KerΘPM
Proof. By Proposition 5.15 we have SM
(
ΘPM
((aP )KP ) ) = ΘBZ ((aP )KP ) = eλP and SM ◦
ΘPM

HR(K ,G) = S. Since, moreover, SM is injective by Theorem 5.10, the assertion follows
from
(SM ◦ ΘPM )
(
χaP
((aP )KP ) ) = |W M0 |∑
i=0
e iλP · S(Xi) = χ˜aP
(
eλP
)
= 0.
□
In fact, we believe that more is true in general.
Conjecture 5.23. The element (aP )KP is a left root of χaP (t ), i. e. we have
χaP
((aP )KP ) = 0 in HR(KP , P ).
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There is considerable evidence that this conjecture holds true: Andrianov [And77]
essentially proved it for G = Sp2n(F ) with P being the “Siegel parabolic”, i. e. the
subgroup of matrices whose lower left quadrant is zero. Gritsenko subsequently adopted
the methods of Andrianov to prove it for G = GLn(F ) and all parabolics [Gri88,Gri92].
In [Gri90] Gritsenko verified Conjecture 5.23 for the classical groups Sp2n(F ), SUn(F ),
and SOn(F ), where P is the standard parabolic fixing a line in the standard representation.
In section 5.5 we will develop a new method to verify Conjecture 5.23 for the so-called
non-obtuse parabolics of G .
Definition 5.24. Consider the submodules
O+P B C
+
P .HR(K ,G) B
{
r∑
i=1
YiZi ∈ HR(KP , P )
Yi ∈ C +P ,Zi ∈ HR(K ,G)
}
,
O−P B ζP (O+P ) = HR(K ,G).C −P .
Assume that Conjecture 5.23 holds. Then, for every n ∈ N, we may define recursively the
“negative powers” of (aP )KP as
(aP )−nKP B −
|W M0 |∑
i=1
(aP )i−nKP · Xi ∈ O+P .
It should be noted that these are not really negative powers of (aP )KP , whence the
quotation marks. In general, for n > 1 we even have
((aP )−1KP )n , (aP )−nKP . However, it is
clear from the construction that (aP )KP · (aP )−1KP = 1.
Example 5.25. Let us compute some “negative powers” for G = GL2(F ). The notations
are the same as in Example 5.16. Choose the strictly positive element aB =
(
π 0
0 1
)
. Then
(aB)KB = X+ in HR(KB, B). The polynomial
(1 − X−1t ) · (1 − (qY )−1t ) = 1 − (X−1 + (qY )−1) · t + (qXY )−1 · t 2 ∈ R[X±1,Y ±1][t ]
annihilates ΘBT
((aB)KB ) = X . Under the Satake homomorphism we have
S
(
q−1(πE2)−1K · (
(
π 0
0 1
)
)K
)
= q−1(XY )−1(X + qY ) = X−1 + (qY )−1,
S (q−1(πE2)−1K ) = (qXY )−1.
Moreover, we compute
εB,G
(
q−1(πE2)−1K · (
(
π 0
0 1
)
)K
)
= q−1Z−1 · (X+ + X−Z) = q−1X+Z−1 + q−1X−,
εB,G
(
q−1(πE2)−1K
)
= q−1Z−1.
Hence, we have
χaB (t ) = 1 − q−1(X+Z−1 + X−) · t + q−1Z−1 · t 2 ∈ HR(K ,G)[t ]. (5.4.2)
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One readily checks that X+ is a left root of χaB (t ). Hence, the first “negative powers” are
X−1+ = q−1(X+Z−1 + X−) − q−1X+Z−1 = q−1X−,
X−2+ = q−2X−(X+Z−1 + X−) − q−1Z−1 = q−2X 2− + q−2(X−X+ − q · 1)Z−1
X−3+ = q−1X−2+ (X+Z−1 + X−) − q−1X−1+ Z−1
= q−3X 3− + q−3(X−X+ − q · 1)X+Z−2 + q−3X−(X−X+ − q · 1)Z−1.
Notice that X−2+ , (X−1+ )2 and X−3+ , (X−1+ )3, and that both X−2+ − (X−1+ )2 and X−3+ −
(X−1+ )3 lie in the kernel of ΘBT .
Lemma 5.26. Assume that Conjecture 5.23 holds.
(i) For every X ∈ HR(K ,G) and every n ∈ N with (aP )nKPX ∈ C +P we have
(aP )nKP · X · (aP )dKP = (aP )n+dKP · X , for all d ∈ Z.
(ii) For every X ∈ O+P we have
(aP )nKP · X · (aP )−nKP = X , for n ≫ 0.
Proof. (i) Let X ∈ HR(K ,G) and n ∈ N with (aP )nKPX ∈ C +P . We do descending
induction on d . If d ≥ 0, then we have((aP )nKPX ) · (aP )dKP = (aP )dKP · ((aP )nKPX ) = (aP )n+dKP X ,
by the assumption that (aP )nKPX centralizes (aP )KP . Now assume d < 0. Using
that HR(K ,G) is commutative by Theorem 5.10, we compute
(aP )nKP · X · (aP )dKP = −
|W M0 |∑
i=1
(aP )nKP · X · (aP )i+dKP · Xi
= −
|W M0 |∑
i=1
(aP )n+i+dKP · X · Xi
=
©­«−
|W M0 |∑
i=1
(aP )n+i+dKP · Xi
ª®¬ · X
= (aP )n+dKP · X ,
where we use the induction hypothesis for the second equality.
(ii) Write X = ∑rj=1Y jZ j with Y j ∈ C +P and Z j ∈ HR(K ,G). Choose n ∈ N such
that (aP )nKPZ j ∈ C +P for all 1 ≤ j ≤ r . By (i) we have
(aP )nKP · X · (aP )−nKP =
r∑
j=1
Y j · (aP )nKPZ j (aP )−nKP =
r∑
j=1
Y jZ j = X .
□
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Proposition 5.27. The following assertions are equivalent:
(i) Conjecture 5.23 holds;
(ii) we have O+P ∩ KerΘPM = {0}, i. e. the restriction of ΘPM to O+P is injective;
(iii) we have O−P ∩ KerΘPM = {0}, i. e. the restriction of ΘPM to O−P is injective.
Proof. We have χaP
((aP )KP ) ∈ O+P ∩ KerΘPM , hence (ii) implies (i).
Assume (i). Let X ∈ O+P with X , 0. By Corollary 5.20 there exists n ∈ N with(aP )nKPX ∈ C +P . By Lemma 5.26, ( ii) we have (aP )nKPX · (aP )−nKP = X , 0, and hence
(aP )nKPX , 0. As ΘPM is injective on C +P by Lemma 5.18, ( ii), we deduce
ΘPM
((aP )nKP ) · ΘPM (X ) = ΘPM ((aP )nKPX ) , 0.
This shows ΘPM (X ) , 0 and proves (ii).
The equivalence of (ii) and (iii) now follows from (5.3.4). □
Corollary 5.28. Assume Conjecture 5.23. We have direct sum decompositions
HR(KP , P ) = O+P ⊕ KerΘPM = O−P ⊕ KerΘPM .
Proof. By Proposition 5.27 we have O+P ∩ KerΘPM = {0}. Given X ∈ HR(KP , P ), let
n ∈ Nwith (aP )nKPX ∈ C +P . Then (aP )nKPX · (aP )−nKP ∈ O+P and X −(aP )nKPX · (aP )−nKP ∈
KerΘPM . Whence the first decomposition. The second one follows from the first by
applying ζP and using (5.3.4). □
Notation 5.29. Given a morphism ψ : A→ B of R-algebras and a polynomial f (t ) =∑n
i=0 ai t
i ∈ A[t ], we denote by f ψ(t ) B ∑ni=0 ψ(ai) · t i ∈ B[t ] the polynomial obtained
from applying ψ to the coefficients of f (t ).
We recall the following commutative diagram (Proposition 5.15):
HR(KB, B)
HR(KP , P ) HR(KM ,M ) HR(KZ,Z)
HR(K ,G)
ΘBZ
εB,P
ΘPM SM
εP ,G
S
Theorem 5.30. Assume Conjecture 5.23. Let d(t ) ∈ HR(K ,G)[t ] be a polynomial such
that dS(t ) decomposes in R[Λ][t ] as dS(t ) = f˜ (t ) · g˜ (t ), where either f˜ (t ) has coefficients
in (SM ◦ ΘPM )(C +P ) with constant term 1 or g˜ (t ) has coefficients in (SM ◦ ΘPM )(C −P ) with
constant term 1.
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Then there exist polynomials f (t ), g (t ) ∈ HR(KP , P )[t ] with deg f (t ) = deg f˜ (t ),
deg g (t ) = deg g˜ (t ), f SM ◦ΘPM (t ) = f˜ (t ) and gSM ◦ΘPM (t ) = g˜ (t ), and such that
d(t ) = f (t ) · g (t ) in HR(KP , P )[t ].
Proof. The above diagram shows ΘBZ

HR(KP ,P ) = SM ◦ ΘPM and ΘBZ

HR(K ,G) = S.
We only prove the case where f (t ) ∈ ΘBZ (C +P )[t ]; the other case is completely analogous.
It follows from Proposition 5.27 and Theorem 5.10 that ΘBZ is injective on O
+
P . Hence
there exists a unique polynomial f (t ) ∈ C +P [t ] with f Θ
B
Z (t ) = f˜ (t ). Its constant
term is necessarily 1, so there exists a power series e(t ) = ∑∞i=0 ei t i ∈ C +P ⟦t⟧ with
e(t ) · f (t ) = f (t ) · e(t ) = 1. We consider the power series
g (t ) B e(t ) · d(t ) ∈ O+P ⟦t⟧.
We then have
gΘ
B
Z (t ) = eΘBZ (t ) · dΘBZ (t ) = eΘBZ (t ) · f˜ (t ) · g˜ (t ) = g˜ (t ).
As ΘBZ is injective on O
+
P , it follows that g (t ) is indeed a polynomial of degree deg g˜ (t ),
and we have f (t ) · g (t ) = f (t ) · e(t ) · d(t ) = d(t ). □
Remark 5.31. (a) With the notations and assumptions of Theorem 5.30 the polynomial
dS(t ) already decomposes over SM
(
HR(KM ,M )
)
.
(b) Assume Conjecture 5.23. LetQ be another parabolic subgroup of G withQ ⊆ P.
Proposition 5.19, ( ii) implies C +Q ⊆ C +P , and hence O+Q ⊆ O+P . By Proposition 5.27
it follows that Conjecture 5.23, and hence also Theorem 5.30, holds if we replace P
byQ.
Consequently, it suffices to prove Conjecture 5.23 for maximal parabolic subgroups.
We draw some consequences of Theorem 5.30, cf. [And77, Thm. 6.2 and Cor.].
Corollary 5.32. Assume Conjecture 5.23.
(i) Let f (t ) ∈ C +P [t ] be a polynomial with constant term 1. Then there exists a polynomial
g (t ) ∈ HR(KP , P )[t ] with constant term 1 and deg g (t ) ≤ deg f (t ) ·
(|W M0 | − 1)
such that
d(t ) B f (t ) · g (t ) ∈ HR(K ,G)[t ].
(ii) Let g (t ) ∈ C −P [t ] be a polynomial with constant term 1. Then there exists a polynomial
f (t ) ∈ HR(KP , P )[t ] with constant term 1 and deg f (t ) ≤ deg g (t ) ·
(|W M0 |) such
that
d(t ) B f (t ) · g (t ) ∈ HR(K ,G)[t ].
(iii) Let X ∈ C +P . There exists a monic polynomial d(t ) =
∑r
i=0 di t
i ∈ HR(K ,G)[t ] such
that deg d(t ) ≤ |W M0 | and
r∑
i=0
X idi = 0.
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(iv) Let X ∈ C −P . There exists a monic polynomial d(t ) =
∑r
i=0 di t
i ∈ HR(K ,G)[t ] such
that deg d(t ) ≤ |W M0 | and
r∑
i=0
diX i = 0.
Proof. Notice that (ii) and (iv) are completely analogous to (i) and (iii), respectively. We
will therefore only address (i) and (iii).
( i) Write f Θ
B
Z (t ) C f˜ (t ) = ∑ri=0 fi t i ∈ R[Λ][t ]. By assumption the coefficients of
f˜ (t ) lie in SM (HR(KM ,M )), hence they are invariant under the twisted action
ofW0,M . Given w ∈ W0, write f˜ w (t ) = ∑ri=0w ⋆ fi · t i . The polynomial
d˜(t ) B ∏w∈W M0 f˜ w (t ) isW0-invariant with respect to the twisted action, and
hence has coefficients in S(HR(K ,G)). Moreover, it factors as d˜(t ) = f˜ (t ) · g˜ (t )
for some g˜ (t ) ∈ R[Λ][t ] with constant term 1 and deg g˜ ≤ r · ( |W M0 | − 1) . The
assertion now follows from Theorem 5.30.
( iii) Let X ∈ C +P . Applying (i) to f (t ) B 1 − Xt yields a polynomial g (t ) =∑r−1
i=0 gi t
i ∈ HR(KP , P )[t ], where g0 = 1 and r ≤ |W M0 |, such that
f (t )g (t ) C
r∑
i=0
dr−i t i ∈ HR(K ,G)[t ].
Comparing coefficients yields dr = 1, d0 = −X gr−1, and di = gr−i − X gr−i−1 for
1 ≤ i ≤ r − 1. Hence,
r∑
i=0
X idi = −X gr−1 +
r−1∑
i=1
(
X i gr−i − X i+1gr−(i+1)
)
+ X r = 0. □
Example 5.33. We continue Example 5.25, where G = GL2(F ). Recall the notation
X+ = (aB)KB = (
(
π 0
0 1
))KB , X− = (( π−1 00 1 ))KB , and Z = (πE2)KB in the parabolic Hecke
algebra HR(KB, B). Recall also the relation X+X− = q · 1 in HR(KB, B). Consider the
polynomial (5.4.2)
χaB (t ) = 1 − q−1(X+Z−1 + X−) · t + q−1Z−1 · t 2.
We will compute its decomposition according to Theorem 5.30.
The image of χaB (t ) in R[X±1,Y ±1][t ] decomposes as f (t ) · g (t ) with f (t ) B 1 −
(qY )−1 ·t and g (t ) B 1−X−1t . The polynomial F (t ) B 1−q−1X+Z−1 ·t has coefficients
in C +B and maps to f (t ) under ΘBT . If we let E(t ) =
∑∞
k=0(q−1X+Z−1)k t k be the inverse
of F (t ) in C +B ⟦t⟧, then we compute
G(t ) = E(t ) · χaB (t )
= E(t ) − E(t ) · (q−1X+Z−1)t                                                          
=1
−E(t ) · q−1X−t + E(t ) · q−1Z−1t 2
= 1 − q−1X− · t −
∞∑
k=1
q−kX k−1+ Z−k t k+1 +
∞∑
k=0
q−k−1X k+Z−k−1t k+2
= 1 − q−1X− · t .
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Hence, χaB (t ) decomposes in HR(KB, B)[t ] as
χaB (t ) = (1 − q−1X+Z−1 · t ) · (1 − q−1X− · t ).
5.5. Verification of Conjecture 5.23 for special cases
Let P = MUP be a maximal parabolic subgroup of G. Recall the fixedW0-invariant scalar
product ( · , · ) onV ∗ (cf. section 1.1). In this section we will also view the special point
φ0 ofA as a valuation on the root group datum (Z, (Uα)α∈Φ) of G .
Definition 5.34. We call P non-obtuse if
(α, β) ≥ 0, for all α, β ∈ Σ+ ∖ ΣM . (5.5.1)
We assume from now on that P is non-obtuse. Under this condition we will prove
Conjecture 5.23.
Fix a representing systemW M0 ofW0/W0,M inW0. Recall from section 5.4 the poly-
nomial χaP (t ) =
∑|W M0 |
i=0 Xi · t i , where the Xi ∈ HR(K ,G) are the unique elements
with
S(Xi) = (−1)i µU (−λP )−i ·
∑
R⊆W M0
|R |=i
∏
w∈R
µU
(
w(−λP )
) · e∑w ∈R w(−λP ) ∈ R[Λ]; (5.5.2)
we mention that
∑
w∈R ν
(
w(−λP )
) ≤ ν(−iλP ) [Bou81, Ch. VI, §1.6, Prop. 18], where
|R | = i.
It suffices to prove (aP )iKPXi ∈ C +P for all i = 0, . . . , |W M0 |, for then it will follow
from Lemmas 5.22 and 5.18 that
χaP
((aP )KP ) ∈ C +P ∩ KerΘPM = {0}.
As KM normalizes UP it follows from the Iwasawa decomposition 5.7, ( ii) applied to
G and the Cartan decomposition 5.7, ( i) applied to M that every coset in K \G is of
the form Kuzk with u ∈ UP , z ∈ Z+,M and k ∈ KM . Thus, we may write Xi =∑ri
j=1 ci, j · (KP ui, j z i, jki, j ) in HR(KP , P ) with ui, j ∈ UP , z i, j ∈ Z+,M and ki, j ∈ KM . It
follows from (5.5.2) and Remarks 5.11, 5.8 that ν(z i, j ) ≤ ν(−iλP ) for all i, j . In view of
the claim in the proof of Proposition 5.19 (forQ = P) it suffices to prove aiP ui, j a
−i
P ∈ KP
for all j = 1, . . . , ri , for then we have
(aP )iKP · Xi =
ri∑
j=1
ci, j · (KP aiP ui, j a−iP · aiP z i, jki, j ) ∈ C +P .
Hence, the truth of the statement in Conjecture 5.23 for non-obtuse parabolics is a
consequence of the following theorem.
Theorem 5.35. Let a ∈ Z be strictly M -positive. Let u ∈ UP , z ∈ Z− and z′ ∈ Z satisfying
ν(z) ≤ ν(a−1) and uz′ ∈ K zK . Then we have
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(i) az′ ∈ M +;
(ii) aua−1 ∈ KP .
In the rest of this section we will prove the first half of Theorem 5.35, give the classifica-
tion of the non-obtuse parabolics, and finally prove the second half of Theorem 5.35.
Remark 5.36. If uz′ ∈ K zK for some u ∈ U , z′ ∈ Z , and z ∈ Z−, then we have
w .ν(z′) ≤ ν(z) for allw ∈W0. This holds since for everyw ∈W0 we find some uw ∈ U
with uw (z′)n−1w ∈ K zK , as S((z)K ) isW0-invariant. (Here, nw ∈ N denotes a lift of w .)
Therefore, Theorem 5.35, ( i) follows from the next lemma.
Lemma 5.37. Let λ ∈ Λ be strictly positive, and let µ ∈ Λ with ν(w(µ)) ≤ ν(−λ) for all
w ∈W0. Then we have λ + µ ∈ ΛM + , i. e. ⟨α, ν(λ + µ)⟩ ≤ 0 for all α ∈ Σ+ ∖ ΣM .
Proof. Notice that since P is non-obtuse, we have ⟨α, β∨⟩ ≥ 0 for all α, β ∈ Σ+ ∖ ΣM .
We first assume µ = w(−λ) for some w ∈W0 and prove the statement by induction
on `(w). If `(w) = 1, write w = s β for some β ∈ ∆. For each α ∈ Σ+ ∖ ΣM we have
⟨α, ν(λ + s β(−λ))⟩ = ⟨β, ν(λ)⟩ · ⟨α, β∨⟩ ≤ 0.
Now, assume `(w) > 1. Take β ∈ ∆ with `(s βw) < `(w) and write
ν
(
λ + w(−λ)) = ν (λ + s β(−λ)) + s βν (λ + s βw(−λ)) .
If β ∈ ΣM , then we have s β(Σ+ ∖ ΣM ) = Σ+ ∖ ΣM , and hence the statement follows from
the base case and from⟨
α, s βν
(
λ + s βw(−λ)
)⟩
=
⟨
s β(α), ν
(
λ + s βw(−λ)
)⟩ ≤ 0,
where we have used the induction hypothesis.
If however β ∈ Σ+ ∖ ΣM , we compute for each α ∈ Σ+ ∖ ΣM⟨
α, ν
(
λ + w(−λ))⟩ = ⟨α, ν (λ + s β(−λ))⟩ + ⟨α, s βν (λ + s βw(−λ))⟩
= ⟨β, ν(λ)⟩ · ⟨α, β∨⟩ + ⟨α − ⟨α, β∨⟩ · β, ν (λ + s βw(−λ))⟩
=
⟨
α, ν
(
λ + s βw(−λ)
)⟩ − ⟨α, β∨⟩ · ⟨β, ν (s βw(−λ))⟩
=
⟨
α, ν
(
λ + s βw(−λ)
)⟩
+ ⟨α, β∨⟩ · ⟨(s βw)−1(β), ν(λ)⟩
≤ 0,
where for the inequality we have used the induction hypothesis and (s βw)−1(β) ∈ Σ+,
which in turn follows from `
((s βw)−1s β ) > ` ((s βw)−1) . This finishes the induction
step.
Now, let µ be general. Take α ∈ Σ+ ∖ ΣM . Let α0 = w(α) be a root of maximal
height in theW0-orbit of α. Then we have ⟨α0, β∨⟩ ≥ 0 for all β ∈ Σ+, for otherwise
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s β(α0) = α0 − ⟨α0, β∨⟩ · β would have greater height than α0. By the hypothesis
ν(−λ) − ν(w(µ)) is a sum of positive coroots, and hence⟨
α, ν
(
w−1(λ) + µ)⟩ = ⟨w(α), ν (λ + w(µ))⟩ = − ⟨α0, ν(−λ) − ν (w(µ))⟩ ≤ 0.
Together with the first part, we obtain
⟨α, ν(λ + µ)⟩ = ⟨α, ν(λ + w−1(−λ))⟩ + ⟨α, ν(w−1(λ) + µ)⟩ ≤ 0. □
Since P is assumed to be a maximal parabolic, it follows that Σ+ ∖ ΣM is contained in
some irreducible component of Σ. Without loss of generality we may thus assume that Σ
itself is irreducible. If ∆′ is any basis of Σ we denote by Σ+
∆′ the positive roots with respect
to ∆′.
Lemma 5.38. Let s1 · · · sr be a reduced decomposition of the longest elementw0 inW0, where
si B sαi for αi ∈ ∆. Put βi B s1 · · · si−1(αi) for i = 1, . . . , r . Then we have
Σ+s1···s j (∆) = {β j+1, β j+2, . . . , βr ,−β1,−β2, . . . ,−β j } for all 0 ≤ j ≤ r . (5.5.3)
Proof. Confer [Mac71, Lem. (2.1.1)]. Write w j = s1 · · · s j . Applying [Bou81, Ch. VI, §1.6,
Cor. 2 of Prop. 17] to w−1j = s j · · · s1 yields
Σ+∆ ∩ Σ−w j (∆) = Σ+∆ ∩ w jΣ−∆ = {β1, β2, . . . , β j }.
Now, the assertion follows from Σ+
∆
= Σ+
∆
∩ Σ−w0(∆) = {β1, β2, . . . , βr } and
Σ+w j (∆) = (Σ−∆ ∩ Σ+w j (∆)) ⊔ (Σ+∆ ∩ Σ+w j (∆)) = −(Σ+∆ ∩ Σ−w j (∆)) ⊔ (Σ+∆ ∖ Σ−w j (∆)). □
The maximal parabolic subgroups of G are in one-to-one correspondence with the
elements of ∆ (cf. section 1.8). We write ∆ = {α1, . . . , αn} and let Pi = MiUPi , for
1 ≤ i ≤ n, be the maximal parabolic with root system ΣPi = Σ+ ∪ Σ∆∖{αi }. We put
ΣUPi B Σ
+ ∖ ΣMi . Then αi is the unique element in ΣUPi ∩ ∆. We call αi non-obtuse if
Pi has this property.
Proposition 5.39. (i) The classification of non-obtuse simple roots is given in terms of the
Dynkin diagram of Σ in Figure 3 below. In types E8, F4 andG2 there are no non-obtuse
roots.
(ii) Let α ∈ ∆ ∩ ΣUP be the simple root corresponding to P. The following are equivalent:
(a) the root α is non-obtuse;
(b) we have (α, β) ≥ 0 for all β ∈ ΣUP ;
(c) the Weyl groupW0,M acts transitively on the roots in ΣUP of the same length.
Proof. It is clear that the property of being non-obtuse depends only on the reduced
roots. We consider each type separately. For the descriptions of the root systems we
refer to [Bou81, Pl. I–IX]. As usual, we denote by e1, . . . , en the standard basis of Rn,
endowed with the canonical inner product ( · , · ). We write si B sαi for all i. Given a
root β ∈ Σ, we write β = ∑ni=1 ci(β)αi . We observe ci(s j (β)) = ci(β) for i , j , and
ci(si(β)) = −ci(β) − ∑ j,i c j (β) · ⟨α j, α∨i ⟩. In particular, the action ofW0,Mi does not
affect ci(β).
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An (n ≥ 1): α1 α2 α3 αn−1
. . .
αn
Bn (n ≥ 2): . . .α1 α2 αn−2 αn−1 αn
Cn (n ≥ 3): . . .α1 α2 αn−2 αn−1 αn
Dn (n ≥ 4):
αn−1
αn
α1 α2 αn−3 αn−2
. . .
E6:
α2
α1 α6α3 α4 α5
E7: α1
α2
α7α3 α4 α5 α6
Figure 3: Classification of non-obtuse simple roots. Black vertices denote non-obtuse
roots.
(A) InsideV =
{(x1, . . . , xn+1) ∈ Rn+1  ∑n+1i=1 x i = 0} we consider the root system of
type An
Σ =
{±(ei − e j )  1 ≤ i < j ≤ n + 1} .
A basis is given by αi B ei − ei+1 for i = 1, . . . , n. The roots ei − e j = ∑ j−1k=i αk ,
for 1 ≤ i < j ≤ n + 1, are positive. The finite Weyl groupW0 is the symmetric
group acting on e1, . . . , en+1. Let 1 ≤ r ≤ n. Then we have
ΣUPr =
{
ei − e j
 1 ≤ i ≤ r < j ≤ n + 1} .
Given ei − e j, ea − eb ∈ ΣUPr , we observe a , j and i , b , and hence (ei −
e j, ea − eb ) = δi a + δ jb ≥ 0. Therefore, αr is obtuse. The Weyl groupW0,Mr is
isomorphic to the product of two symmetric groups acting on {e1, . . . , er } and
{er+1, . . . , en+1}, respectively. It clearly acts transitively on ΣUPr .
(B) InsideV = Rn we consider the root system of type Bn
Σ = {±ei | 1 ≤ i ≤ n} ∪
{±ei ± e j  1 ≤ i < j ≤ n} .
A basis is given by αi = ei − ei+1, for 1 ≤ i < n, and αn = en. The positive roots
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are ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ei =
∑n
k=i αk, for 1 ≤ i ≤ n;
ei − e j = ∑ j−1k=i αk, for 1 ≤ i < j ≤ n;
ei + e j =
∑ j−1
k=i αk + 2
∑n
k= j αk, for 1 ≤ i < j ≤ n.
The finite Weyl groupW0 is isomorphic toSn ⋉ (Z/2Z)n withSn permuting the
ei , and (Z/2Z)n acting by changing signs of the ei .
Let r = 1. We have
ΣUP1 = {e1} ∪ {e1 ± ei | 2 ≤ i ≤ n} .
Given e1 + ε1ei, e1 + ε2e j ∈ ΣUP1 with ε1, ε2 ∈ {−1, 0, 1}, we compute (e1 +
ε1ei, e1 + ε2e j ) = 1 + ε1ε2δi, j ≥ 0. Hence, α1 is non-obtuse. The Weyl group
W0,M1 is isomorphic toSn−1 ⋉ (Z/2Z)n−1 with both groups acting on e2, . . . , en,
leaving e1 fixed. It clearly acts transitively on {e1 ± ei | 2 ≤ i ≤ n} (and on {e1}).
Let r = n. We have
ΣUPn = {ei | 1 ≤ i ≤ n} ∪
{
ei + e j
 1 ≤ i < j ≤ n} .
It is obvious that αn is non-obtuse. The Weyl group W0,Mn is isomorphic to
Sn acting on e1, . . . , en. It clearly acts transitively on both {ei | 1 ≤ i ≤ n} and{
ei + e j
 1 ≤ i < j ≤ n}.
Let 1 < r < n; in particular n ≥ 3. Notice that both er − er+1 and er−1 + er+1
lie in ΣUPr and satisfy (er − er+1, er−1 + er+1) = −1. Hence, αr is not non-obtuse.
The highest root is α0 = e1 + e2 = α1 + 2
∑n
k=2 αk . Notice that α0 and αr both lie
in ΣUPr and have the same length. But we have cr (α0) = 2 , 1 = cr (αr ). By the
remark at the beginning of the proof α0 does not lie in theW0,Mr -orbit of αr .
(C) InsideV = Rn we consider the root system of type Cn
Σ = {±2ei | 1 ≤ i ≤ n} ∪
{±ei ± e j  1 ≤ i < j ≤ n} .
A basis is given by αi = ei − ei+1, for 1 ≤ i < n, and αn = 2en. The positive roots
are ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ei − e j = ∑ j−1k=i αk, for 1 ≤ i < j ≤ n;
ei + e j =
∑ j−1
k=i αk + 2
∑n−1
k= j αk + αn, for 1 ≤ i < j ≤ n;
2ei = 2
∑n−1
k=i αk + αn, for 1 ≤ i ≤ n.
The finite Weyl groupW0 is isomorphic toSn ⋉ (Z/2Z)n as in the case of type Bn.
Let r = 1. We have
ΣUP1 = {2e1} ∪ {e1 ± ei | 2 ≤ i ≤ n} .
Given e1 + ε1ei, e1 + ε2e j ∈ ΣUP1 with ε1, ε2 ∈ {±1} and i , 1 , j , we have(e1 + ε1ei, e1 + ε2e j ) = 1 + ε1ε2δi, j ≥ 0. Since clearly (2e1, 2e1) = 4 ≥ 0 and
(2e1, e1 ± ei) = 2 ≥ 0 for 2 ≤ i ≤ n, the root α1 is non-obtuse. The Weyl group
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W0,M1 is isomorphic toSn−1 ⋉ (Z/2Z)n−1 with both groups acting on e2, . . . , en,
leaving e1 fixed. It clearly acts transitively on {e1 ± ei | 2 ≤ i ≤ n} (and on {2e1}).
Let r = n. We have
ΣUPn = {2ei | 1 ≤ i ≤ n} ∪
{
ei + e j
 1 ≤ i < j ≤ n} .
It is obvious that αn is non-obtuse. The Weyl group W0,Mn is isomorphic to
Sn acting on e1, . . . , en. It clearly acts transitively on both {2ei | 1 ≤ i ≤ n} and{
ei + e j
 1 ≤ i < j ≤ n}.
Let 1 < r < n; in particular n ≥ 3. Notice that both er − er+1 and er−1 + er+1
lie in ΣUPr and satisfy (er − er+1, er−1 + er+1) = −1. Hence, αr is not non-obtuse.
Consider the root β = e1 + e2 = α1 + 2
∑n−1
k=2 αk + αn. Then β and αr both lie
in ΣUPr and have the same length. But we have cr (β) = 2 , 1 = cr (αr ). By the
remark at the beginning of the proof β does not lie in theW0,Mr -orbit of αr .
(D) InsideV = Rn we consider the root system of type Dn
Σ =
{±ei ± e j  1 ≤ i < j ≤ n} .
A basis is given by αi = ei − ei+1, for 1 ≤ i < n, and αn = en−1 + en. The positive
roots are⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ei − e j = ∑ j−1k=i αk, for 1 ≤ i < j ≤ n;
ei + en =
∑n−2
k=i αk + αn, for 1 ≤ i < n;
ei + e j =
∑ j−1
k=i αk + 2
∑n−2
k= j αk + αn−1 + αn, for 1 ≤ i < j < n.
The finite Weyl groupW0 is isomorphic toSn ⋉ Γ, where Γ is the kernel of the
map (Z/2Z)n → Z/2Z, (x i)i ↦→ ∑ni=1 x i .
Let r = 1. We have
ΣUP1 = {e1 ± ei | 2 ≤ i ≤ n} .
The same computation as in (B) shows that α1 is non-obtuse. The Weyl group
W0,M1 is isomorphic toSn−1 ⋉ Γ1, whereSn−1 permutes e2, . . . , en and Γ1 ⊆ Γ is
the subgroup of elements (x i)i with x1 = 0.W0,M1 clearly acts transitively on ΣUP1 .
Let r = n − 1 or r = n. By the symmetry of the Dynkin diagram for Dn it suffices
to consider the case r = n. We have
ΣUPn =
{
ei + e j
 1 ≤ i < j ≤ n} .
It is obvious that αn is non-obtuse. The Weyl groupW0,Mn is isomorphic toSn
acting on e1, . . . , en. It clearly acts transitively on ΣUPn .
Let 1 < r < n − 1. Then both er − er+1 and er−1 + er+1 lie in ΣUPr and satisfy(er − er+1, er−1 + er+1) = −1. Hence, αr is not non-obtuse. The highest root is
α0 = e1 + e2 = α1 + 2
∑n−2
k= j αk + αn−1 + αn. Then α0 and αr both lie in ΣUPr and
have the same length. But we have cr (α0) = 2 , 1 = cr (αr ). By the remark at the
beginning of the proof α0 does not lie in theW0,Mr -orbit of αr .
129
130 5.5. Verification of Conjecture 5.23 for special cases
(E) Inside V =
{(x1, . . . , x8) ∈ R8  x6 = x7 = −x8} we consider the root system of
type E6
Σ =
{±ei ± e j  1 ≤ i < j ≤ 5}
∪
{
±1
2
(
e8 − e7 − e6 +
5∑
i=1
(−1)ν(i)ei
)  ν(i) ∈ Z/2Z, 5∑i=1 ν(i) = 0
}
.
A basis is given by α1 = 12 (e1 + e8) − 12 (e2 + e3 + · · · + e7), α2 = e2 + e1, and
αi = ei−1 − ei−2 for 3 ≤ i ≤ 6.
Let r = 1 or r = 6. By the symmetry of the Dynkin diagram for E6 it suffices to
consider the case r = 1. We have
ΣUP1 =
{
1
2
(
e8 − e7 − e6 +
5∑
i=1
(−1)ν(i)ei
)  ν(i) ∈ Z/2Z, 5∑i=1 ν(i) = 0
}
.
To ease the notation we write αν B 12 (e8 − e7 − e6 +
∑5
i=1(−1)ν(i)ei) for each
ν ∈ (Z/2Z)5. Let ν, µ ∈ (Z/2Z)5 with ∑5i=1 ν(i) = ∑5i=1 µ(i) = 0. We observe
that the cardinality of the set {i | ν(i) , µ(i)} is even, hence equals 0, 2, or 4.
Therefore, |{i | ν(i) = µ(i)}| is either 1, 3, or 5. Thus, we compute
(αν, αµ) = 14
(
3 + |{i | ν(i) = µ(i)}| − |{i | ν(i) , µ(i)}|) ≥ 0.
Therefore, α1 is non-obtuse. The Weyl groupW0,M1 is the groupS5 ⋉ Γ of type
D5 described in (D) (it acts on e1, . . . , e5, while leaving e6, e7 and e8 fixed). Given
ν, µ ∈ (Z/2Z)5 with αν, αµ ∈ ΣUP1 , we may view µ − ν as an element of Γ, which
maps αν to αµ. Hence,W0,M1 acts transitively on ΣUP1 .
Let 1 < r < 6. The roots β1 =
∑5
k=1 αk =
1
2 (e8− e7− e6+ e1+ e2− e3+ e4− e5) and
β2 = α2 + α3 + 2α4 + α5 + α6 = e5 + e3 both lie in ΣUPr and satisfy (β1, β2) = −1.
Hence, αr is not non-obtuse. Notice that β1 = wr (αr ), wherewr ∈W0,Mr is given
by
w2 = sα5 sα1 sα3 sα4,
w3 = sα1 sα5 sα2 sα4,
w4 = sα5 sα1 sα3 sα2,
w5 = sα1 sα2 sα3 sα4 .
Clearly, w−1r (β2) ∈ ΣUPr and (αr ,w−1r (β2)) = (β1, β2) = −1.
The highest root is α0 = 12 (e8 − e7 − e6 + e1 + e2 + e3 + e4 + e5) = α1 + 2α2 + 2α3 +
3α4 + 2α5 + α6. Then α0 and αr both lie in ΣUPr and have the same length. But
we have cr (α0) > 1 = cr (αr ). By the remark at the beginning of the proof α0 does
not lie in theW0,Mr -orbit of αr .
(F) InsideV =
{(x1, . . . , x8) ∈ R8  x7 = −x8} we consider the root system of type E7
Σ =
{±ei ± e j  1 ≤ i < j ≤ 6} ∪ {±(e8 − e7)}
∪
{
±1
2
(
e8 − e7 +
6∑
i=1
(−1)ν(i)ei
)  ν(i) ∈ Z/2Z, 6∑i=1 ν(i) , 0
}
.
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A basis is given by α1 = 12 (e1 + e8) − 12 (e2 + e3 + · · · + e7), α2 = e2 + e1, and
αi = ei−1 − ei−2 for 3 ≤ i ≤ 7.
Let r = 7. We have
ΣUP7 = {e6 ± ei | 1 ≤ i ≤ 5} ∪ {e8 − e7}
∪
{
1
2
(
e8 − e7 + e6 +
5∑
i=1
(−1)ν(i)ei
)  ν(i) ∈ Z/2Z, 5∑i=1 ν(i) , 0
}
.
(These are all the positive roots not lying in the root system of type E6 considered
in (E).) To ease the notation we write αν B 12 (e8 − e7 +
∑6
i=1(−1)ν(i)ei) for
each ν ∈ (Z/2Z)6. We compute (e6 ± ei, e6 ± e j ) = 1 ± δi, j ≥ 0, (e6 ± ei, e8 −
e7) = 0, (e6 ± ei, αν ) = 12 (1 ± (−1)ν(i)) ≥ 0, and (e8 − e7, αν ) = 1 for all 1 ≤
i, j ≤ 5 and ν ∈ (Z/2Z)6 with αν ∈ ΣUP7 . Let ν, µ ∈ (Z/2Z)6 with ν(6) =
µ(6) = 0 and ∑5i=1 ν(i) = ∑5i=1 µ(i) , 0. We observe that the cardinality of
the set {i | ν(i) , µ(i)} is even, but not 6, hence equals 0, 2, or 4. Therefore,
|{i | ν(i) = µ(i)}| is either 2, 4, or 6. Thus, we compute
(αν, αµ) = 14
(
2 + |{i | ν(i) = µ(i)}| − |{i | ν(i) , µ(i)}|) ≥ 0.
Therefore, α7 is non-obtuse. The Weyl groupW0,M7 is the group generated by s1
and the groupS5⋉Γ of type D5 described in (D) (it acts on e1, . . . , e5, while leaving
e6, e7 and e8 fixed). Given ν, µ ∈ (Z/2Z)6 with αν, αµ ∈ ΣUP7 , we may view µ − ν
as an element of Γ (by forgetting the last entry), which maps αν to αµ. Moreover,
S5 ⋉ Γ clearly acts transitively on {e6 ± ei | 1 ≤ i ≤ 5}. Together with
s1(e6 − e1) = e6 − e1 + α(0,1,1,1,1,1) = α(1,1,1,1,1,0), and
s1(α(1,0,0,0,0,0)) = α(1,0,0,0,0,0) + α(0,1,1,1,1,1) = e8 − e7
it follows that ΣUP7 is theW0,M7 -orbit of α7. Hence,W0,M7 acts transitively on ΣUP7 .
Let 1 ≤ r < 7. The roots β1 = ∑6k=1 αk = α(0,0,1,1,0,1) and β2 = α1 + α2 + 2α3 +
3α4+2α5+α6+α7 = α(1,1,0,0,1,0) both lie in ΣUPr and satisfy (β1, β2) = −1. Hence,
αr is not non-obtuse. Notice that β1 = wr (αr ), where wr ∈W0,Mr is given by
w1 = sα6 sα5 sα2 sα4 sα3,
w2 = sα6 sα5 sα1 sα3 sα4,
w3 = sα6 sα1 sα5 sα2 sα4,
w4 = sα6 sα5 sα1 sα3 sα2,
w5 = sα6 sα1 sα2 sα3 sα4,
w6 = sα1 sα2 sα3 sα4 sα5 .
Clearly, w−1r (β2) ∈ ΣUPr and (αr ,w−1r (β2)) = (β1, β2) = −1.
The highest root is α0 = e8− e7 = 2α1+2α2+3α3+4α4+3α5+2α6+α7. Then α0
and αr both lie in ΣUPr and have the same length. But we have cr (α0) > 1 = cr (αr ).
By the remark at the beginning of the proof α0 does not lie in theW0,Mr -orbit of
αr .
131
132 5.5. Verification of Conjecture 5.23 for special cases
(G) InsideV = R8 we consider the root system of type E8
Σ =
{±ei ± e j  1 ≤ i < j ≤ 8}
∪
{
±1
2
(
e8 +
7∑
i=1
(−1)ν(i)ei
)  ν(i) ∈ Z/2Z, 7∑i=1 ν(i) = 0
}
.
A basis is given by α1 = 12 (e1 + e8) − 12 (e2 + e3 + · · · + e7), α2 = e2 + e1, and
αi = ei−1 − ei−2 for 3 ≤ i ≤ 8.
Let 1 ≤ r ≤ 8. The roots β1 = ∑8k=1 αk = 12 (e8+ e7− e6+ e1+ e2− e3− e4− e5) and
β2 = α1+2α2+3α3+5α4+4α5+3α6+2α7+α8 = 12 (e8+e7−e6−e1−e2+e3+e4+e5)
both lie ΣUPr and satisfy (β1, β2) = −1. Hence, αr is not non-obtuse. Notice that
β1 = wr (αr ), where wr ∈W0,Mr is given by
w1 = sα8 sα7 sα6 sα5 sα2 sα4 sα3,
w2 = sα8 sα7 sα6 sα5 sα1 sα3 sα4,
w3 = sα8 sα7 sα6 sα1 sα5 sα2 sα4,
w4 = sα8 sα7 sα6 sα5 sα1 sα3 sα2,
w5 = sα8 sα7 sα6 sα1 sα2 sα3 sα4,
w6 = sα8 sα7 sα1 sα2 sα3 sα4 sα5,
w7 = sα8 sα1 sα3 sα2 sα4 sα5 sα6,
w8 = sα1 sα3 sα2 sα4 sα5 sα6 sα7 .
Clearly, w−1r (β2) ∈ ΣUPr and (αr ,w−1r (β2)) = (β1, β2) = −1.
The highest root is α0 = e8 + e7 = 2α1 + 3α2 + 4α3 + 6α5 + 5α5 + 4α6 + 3α7 + 2α8.
Then α0 and αr both lie in ΣUPr and have the same length. But we have cr (α0) >
1 = cr (αr ). By the remark at the beginning of the proof α0 does not lie in the
W0,Mr -orbit of αr .
(H) InsideV = R4 we consider the root system of type F4
Σ = {±ei | 1 ≤ i ≤ 4} ∪
{±ei ± e j  1 ≤ i < j ≤ 4} ∪ { 12 (±e1 ± e2 ± e3 ± e4)}.
A basis is given by α1 = e2− e3, α2 = e3− e4, α3 = e4, and α4 = 12 (e1− e2− e3− e4).
We have
(α1, α1 + 3α2 + 4α3 + 2α4) = (e2 − e3, e1 + e3) = −1,
(α2, α1 + α2 + 2α3 + 2α4) = (e3 − e4, e1 − e3) = −1,
(α3, α1 + 2α2 + 2α3 + 2α4) = (e4, e1 − e4) = −1,
(α4, α1 + 2α2 + 3α3 + α4) = 14 · (e1 − e2 − e3 − e4, e1 + e2 + e3 + e4) = −
1
2
.
It follows that αr is not non-obtuse for 1 ≤ r ≤ 4.
Let r = 1 or r = 2. The highest root is α0 = e1 + e2 = 2α1 + 3α2 + 4α3 + 2α4.
Then both α0 and αr lie in ΣUPr and have the same length. But we have cr (α0) >
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1 = cr (αr ). By the remark at the beginning of the proof α0 does not lie in the
W0,Mr -orbit of αr .
Let r = 3 or r = 4. Consider the root β = e1 = α1 + 2α2 + 3α3 + 2α4. Then β
and αr both lie in ΣUPr and have the same length. But we have cr (β) > 1 = cr (αr ).
By the remark at the beginning of the proof β does not lie in theW0,Mr -orbit of αr .
(I) InsideV =
{(x, y, z) ∈ R3  x + y + z = 0} consider the root system of type G2
Σ = ±{e1 − e2, e2 − e3, e1 − e3, 2e1 − e2 − e3, 2e2 − e1 − e3, 2e3 − e1 − e2}.
A basis is given by α1 = e1 − e2 and α2 = −2e1 + e2 + e3. Since we have
(α1, α1 + α2) = (e1 − e2, e3 − e1) = −1, and
(α2, 3α1 + α2) = (−2e1 + e2 + e3, e1 − 2e2 + e3) = −3,
neither α1 nor α2 are non-obtuse. The highest root is α0 = 3α1+2α2 = −e1−e2+2e3.
Then α0 and α2 both lie in ΣUP2 and have the same length. But we have c2(α0) =
2 , 1 = c2(α2). Hence α0 does not lie in theW0,M2 -orbit of α2. Similarly, the roots
β = 2α1 + α2 = e3 − e2 and α1 both lie in ΣUP1 and have the same length. As
c1(β) = 2 , 1 = c1(α1) it follows that β does not lie in theW0,M1 -orbit of α1.
The discussion above also proves the equivalences in (ii). □
As a consequence of Lemma 5.38 and Proposition 5.39 we make the following observa-
tion:
Corollary 5.40. Let αi be a non-obtuse simple root in ∆ = {α1, . . . , αn}. Let α ∈ ΣUPi =
Σ+ ∖ ΣMi with ∥α∥ = ∥αi ∥. There exists a reduced decomposition w0 = si1 · · · sir of the
longest element w0 inW0 such that, if we put β j B si1 · · · si j−1(αi j ), there exists 0 ≤ l < r
with β1, . . . , βl ∈ ΣM and βl+1 = α. Moreover,
ΣUPi ∖ {α} ⊆ {βl+2, . . . , βr ,−β1, . . . ,−βl ,−α} = Σ+si1 ···sil+1 (∆).
Proof. Let w0,Mi be the longest element inW0,Mi . By [Bou81, Ch. VI, §1.6, Cor. 3 of
Prop. 17] we have w20 = 1 and `(ww0) = `(w0) − `(w) for all w ∈ W , and similarly
w20,Mi = 1 and `(ww0,Mi ) = `(w0,Mi ) − `(w) for all w ∈W0,Mi .
Since αi is non-obtuse, we find by Proposition 5.39 (ii) an element w ∈W0,Mi with
w(αi) = α. Let si1 · · · sil be a reduced decomposition ofw and let sil+1 · · · sir ′ be a reduced
decomposition of w0,Miw0. For every v ∈W0,Mi we have
`(vw0,Miw0) = `(w0) − `(vw0,Mi ) = `(w0) − `(w0,Mi ) + `(v) = `(v) + `(w0,Miw0).
In particular, sil+1 = si , and si1 · · · sir ′ is a reduced decomposition of ww0,Miw0. If
sir ′+1 · · · sir is a reduced decomposition of v B w−10 w−10,Miw−1w0, then si1 · · · sir is a
reduced decomposition of w0 = ww0,Miw0v . It is clear from the construction that
β1, . . . , βl ∈ ΣM and βl+1 = α. The remaining assertion follows from Lemma 5.38. □
133
134 5.5. Verification of Conjecture 5.23 for special cases
Notation 5.41. (a) Let si1 · · · sir be a reduced decomposition of the longest elementw0
ofW0. Define β j B si1 · · · si j−1(αi j ), for 1 ≤ j ≤ r , as well as ∆( j) B si1 · · · si j (∆)
and
Σ( j) B Σ+
∆( j) = {β j+1, β j+2, . . . , βr ,−β1,−β2, . . . ,−β j }
for 0 ≤ j ≤ r ; see Lemma 5.38.
For k ≥ 1 let 1 ≤ j(k) ≤ r be the unique integer with k ≡ j(k) (mod r ). We
put εk B 1 if k ≡ j(k) (mod 2r ) and εk B −1 otherwise. Define βk B εk β j(k),
∆(k) B εk∆( j(k)), and
Σ(k) B εkΣ( j(k)) = Σ+∆(k) = {βk+1, βk+2, . . . , βk+r }.
Keep in mind that the notation is always relative to a chosen reduced decomposition
of w0.
(b) For α ∈ Φ we put φ0,εαα B εαφ0,α, where εα ∈ N is the unique number with
εαα ∈ Σ, see Remark 1.33, (a).
(c) For each α ∈ Σ we fix a lift nα ∈ N ∩ K of sα ∈W0 (cf. Remark 1.45).
(d) Given a basis ∆′ of Σ, we denote byU∆′ the group generated by
⋃
α∈Σ+
∆′
Uα.
We recall that K ∩Uα = U(α,0) for all α ∈ Σ.
Algorithm 5.42. Let z, z′ ∈ Z and u ∈ U such that uz′ ∈ K zK . Let si1 · · · sir be a
reduced decomposition of w0. We put
u(0) B
(
u(0)βr , u
(0)
βr−1, . . . , u
(0)
β1
)
and z (0) B z′,
where the u(0)γ ∈ Uγ are the unique elements such that u(0) = u, by which we mean
u(0)βr u
(0)
βr−1 · · · u
(0)
β1
= u.11
Suppose we have constructed u(k) = (u(k)βk+r , u
(k)
βk+r−1
, . . . , u(k)βk+1) ∈ U∆(k) ∩U∆(k−1) (we
put ∆(−1) B ∆(0)) and z (k) ∈ Z with u(k)z (k) ∈ K zK . In order to define
u(k+1) =
(
u(k+1)βk+1+r , u
(k+1)
βk+r
, . . . , u(k+1)βk+2
) ∈ U∆(k+1) ∩U∆(k) and z (k+1) ∈ Z
with u(k+1)z (k+1) ∈ K zK , there are three cases to consider.
(1) Case φ0, βk+1(u(k)βk+1) + ⟨βk+1, ν(z (k))⟩ ≥ 0. This means x B z (k),−1u
(k)
βk+1
z (k) ∈
Uβk+1 ∩ K . Define u(k+1) B u(k) · u(k),−1βk+1 ∈ U∆(k+1) ∩U∆(k) , and z (k+1) B z (k). We
then have u(k+1)z (k+1) = u(k)z (k) · x−1 ∈ K zK .
(2) Case φ0, βk+1(u(k)βk+1) ≥ 0 and not (1). Then u
(k)
βk+1
∈ K . We define u(k+1) B
u(k),−1βk+1 u
(k) ∈ U∆(k+1) ∩ U∆(k) , and z (k+1) B z (k). In view of (DR2) and since
Σ(k) ∖ {βk+1} = Σ(k+1) ∩ Σ(k) this is well-defined. We have u(k+1)z (k+1) = u(k),−1βk+1 ·
u(k)z (k) ∈ K zK .
11We will identify the decomposition of any u ′ ∈ U∆′ for some basis ∆′ of Σ with u ′ itself.
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(3) Case fk B φ0, βk+1(u(k)βk+1) < min{0,−⟨βk+1, ν(z (k))⟩}. There exist unique
u′(k)−βk+1, u
′′(k)
−βk+1 ∈ U−βk+1 with
m(k) B u′(k)−βk+1u
(k)
βk+1
u′′(k)−βk+1 ∈ N ,
cf. Remark 1.4, (b). By Proposition 1.27, ( ii) the element ν(m(k)) ∈ AutA is the
orthogonal reflection s βk+1, fk . Put z
(k+1) B m(k)z (k)n βk+1 ∈ N . Since
ν(z (k+1)) = s βk+1, fk
(
ν(z (k))) = ν(z (k)) − (⟨βk+1, ν(z (k))⟩ + fk ) · β∨k+1 (5.5.4)
is a translation onA, we have z (k+1) ∈ Z . Pairing βk+1 with (5.5.4) we obtain
φ0, βk+1
(
u(k)βk+1
)
= fk = −
1
2
(⟨
βk+1, ν(z (k))
⟩
+
⟨
βk+1, ν(z (k+1))
⟩)
. (5.5.5)
By (V5) on page 23 we have φ0,−βk+1
(
u′(k)−βk+1
)
= − fk > 0 and φ0,−βk+1
(
u′′(k)−βk+1
)
=
− fk > ⟨βk+1, ν(z (k))⟩, hence u′(k)−βk+1, z (k),−1u
′′(k)
−βk+1z
(k) ∈ K . We put
u(k+1) B u′(k)−βk+1 · u
(k)u(k),−1βk+1 · u
′(k),−1
−βk+1 ∈ U∆(k+1) ∩U∆(k) .
We compute
u(k+1)z (k+1) = u′(k)−βk+1 · u
(k)u(k),−1βk+1 · u
′(k),−1
−βk+1 ·m
(k)z (k)n βk+1
= u′(k)−βk+1 · u
(k)z (k) · z (k),−1u′′(k)−βk+1z
(k)n βk+1 ∈ K zK .
In this way we obtain a sequence
(
u(k), z (k)
)
k≥0 with u
(0) = u, z (0) = z′, and
u(k)z (k) ∈ K zK . Most importantly, the algorithm provides lower bounds for the values
φ0, βk+1(u(k)βk+1).
Proposition 5.43. Let z, z′ ∈ Z and u ∈ U with uz′ ∈ K zK . Let si1 · · · sir be a reduced
decomposition of w0. Then Algorithm 5.42 terminates, i. e. there is some l ≥ 0 such that
u(l ) = 1. Moreover, ν(z (l )) lies in theW0-orbit of ν(z).
Proof. As ν(Z) is a lattice in V its intersection with the closed ball of radius ∥ν(z)∥
around 0 is finite. This implies that there are only finitely many instances of case (3),
since in case (3) ν(z (k+1)) is obtained by reflecting ν(z (k)) along the hyperplane H(βk+1, fk ).
Since
⟨βk+1, 0⟩ + fk = fk < 0 and
⟨βk+1, ν(z (k))⟩ + fk < 0
it follows that 0 and ν(z (k)) lie on the same side of H(βk+1, fk ), whereas ν(z (k+1)) lies on
the other. Now, elementary Euclidean geometry shows ∥ν(z (k))∥ < ∥ν(z (k+1))∥.
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Let k ≥ 0 such that ∥ν(z (k))∥ is maximal. Then z (k+ j) = z (k) for all j ≥ 0. From
the construction it is clear that u(k+ j) ∈ U∆(k+ j) ∩U∆(k) for j ≥ 0, since from step k on
only the cases (1) and (2) can occur. In particular, we have u(k+r ) ∈ U∆(k+r ) ∩U∆(k) =
U−∆(k) ∩ U∆(k) = {1}. Moreover, we have K z (k+r )K = K zK , from which the last
assertion follows. □
We now finish the proof of Theorem 5.35.
Proof of Theorem 5.35 (ii). Recall that we may assume that Φ is irreducible. Recall the
special valuation φ0 of (Z, (Mα,Uα)α∈Φ) used to define K = K{φ0}. Let α1, . . . , αn be the
simple roots of Σ. We put ΣUP B Σ
+ ∖ ΣM . We denote by w0 (resp. w0,M ) the longest
element inW0 (resp.W0,M ).
We are given a ∈ Z strictly M -positive as well as u ∈ UP , z ∈ Z−, and z′ ∈ Z satisfying
ν(z) ≤ ν(a−1) and uz′ ∈ K zK . We need to show aua−1 ∈ KP . Write u =∏α∈ΣUP uα
for some ordering of the factors. Since KP ∩UP =∏α∈ΣUP U(α,0) andUβ,0∩U2β = U2β,0,
whenever β, 2β ∈ ΦUP , it suffices to prove φ0,α(auαa−1) = φ0,α(uα) − ⟨α, ν(a)⟩ ≥ 0,
i. e.
φ0,α(uα) ≥ ⟨α, ν(a)⟩ for all α ∈ ΣUP . (5.5.6)
Let α0 be the highest root of Σ and write α0 =
∑n
i=1 ci(α0)αi .
(a) Let αi0 be the unique simple root in ΣUP . Let α ∈ ΣUP have the same length as αi0 .
By Corollary 5.40 we find a reduced decomposition si1 · · · sir of w0 such that for
some 0 ≤ l < r we have β1, . . . , βl ∈ ΣM and βl+1 = α. We apply Algorithm 5.42.
Since ΣUP ∖ {α} ⊆ Σ(l+1) it follows from (DR2) that u(l )βl+1 = uα.
Notice that−⟨β, ν(z (k))⟩ ≥ ⟨β, ν(a)⟩ for all β ∈ ΣUP and all k ≥ 0 by Lemma 5.37.
If φ0,α(uα) ≥ −⟨βl+1, ν(z (l ))⟩ or φ0,α(uα) ≥ 0, then clearly φ0,α(uα) ≥ ⟨α, ν(a)⟩.
If however φ0,α(uα) < min{0,−⟨βl+1, ν(z (l ))⟩} then (5.5.5) implies
φ0,α(uα) = −12
(
⟨βl+1, ν(z (l ))⟩ + ⟨βl+1, ν(z (l+1))⟩
)
≥ ⟨α, ν(a)⟩.
When Σ is simply-laced, i. e. of type ADE , then all roots have the same length, and
hence (5.5.6) holds.
It remains to study the cases where Σ is of type Bn or Cn (recall (B) and (C) in the
proof of Proposition 5.39), and α ∈ ΣUP does not have the same length as αi0 .
(b) Assume that Σ is of type Bn and that P corresponds to αn = en. We then have
ΣUP = {ei | 1 ≤ i ≤ n} ∪
{
ei + e j
 1 ≤ i < j ≤ n} .
If we write u =∏α∈ΣUP uα for some ordering o : Σ→ {1, 2, . . . , |Σ |} of the factors
(Definition 1.7, (b)), then φ0,ei+e j (uei+e j ) only depends on the relative position of
uei and ue j , while φ0,ei (uei ) does not depend on o. We choose o in such a way
that φ0,ei (uei ) ≤ φ0,e j (ue j ) implies o(ei) ≥ o(e j ). In order to ease the notation we
assume o(ei) > o(e j ) if and only if i < j .
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Since we have s1, . . . , sn−1 ∈W0,M , `(ww0,Mw0) = `(w) + `(w0,Mw0) for all w ∈
W0,M , and sn si = si sn for all 1 ≤ i ≤ n−2, we deduce that a reduced decomposition
of w0,Mw0 necessarily starts with sn sn−1 · · · . Fix i, j with 1 ≤ i < j ≤ n. By
choosing w ∈W0,M  Sn such that w(en) = ei and w(en−1) = e j we find, as in
the proof of Corollary 5.40, a reduced decomposition si1 · · · sir of w0 such that for
some 0 ≤ l ≤ r − 2 we have β1, . . . , βl ∈ ΣM , βl+1 = ei , and βl+2 = ei + e j .
We apply Algorithm 5.42. We have u(l ) = u(0) as elements of UP , as well as
u(l )βl+1 = uei and u
(l )
βl+2
= uei+e j .
If we are in case (1), i. e. φ0,ei (uei ) ≥ −⟨ei, ν(z′)⟩, then clearly u(l+1)βl+2 = uei+e j , and
by the same argument as in (a) we deduce φ0,ei+e j (uei+e j ) ≥ ⟨ei + e j, ν(a)⟩.
If we are in case (2), i. e. φ0,ei (uei ) ≥ 0, then we have uei , ue j ∈ K (be-
cause we assumed φ0,e j (ue j ) ≥ φ0,ei (uei ) at the beginning). By (V3) we have
u−1ei ue j = ue j u
−1
ei [uei , u−1e j ] with [uei , u−1e j ] ∈ U(ei+e j ,0). But this means u(l+1)βl+2 =
[uei , u−1e j ]uei+e j , and therefore either φ0, βl+2(u(l+1)βl+2 ) = φ0,ei+e j (uei+e j ) or else
φ0,ei+e j (uei+e j ) ≥ 0. In either case we deduce by the same argument as in (a)
that φ0,ei+e j (uei+e j ) ≥ ⟨ei + e j, ν(a)⟩.
If we are in case (3), i. e. φ0,ei (uei ) < min{0,−⟨ei, ν(z′)⟩}, then we have u(l+1)βl+2 =
uei+e j , and we again deduce φ0,ei+e j (uei+e j ) ≥ ⟨ei + e j, ν(a)⟩. This proves (5.5.6)
(for the chosen ordering o of the factors).
(c) If Σ is of type Cn and P corresponds to αn = 2en, then by a similar argument
as in (b) we deduce (5.5.6). The argument becomes easier, though, since UP is
commutative (by (DR2) together with cn(α0) = 1).
(d) Assume that Φ is of type BCn (hence Σ is of type Bn ) and that P corresponds to
α1 = e1− e2. The other cases, whereΦ is of type Bn orCn, are proved in essentially
the same way. We have
ΣUP = {e1} ∪ {e1 ± ei | 2 ≤ i ≤ n} .
The numbers φ0,e1±ei (ue1±ei ) do not depend on the ordering of the factors and were
estimated in (a). If we have 2φ0,e1(ue1) ≥ φ0,e1−ei (ue1−ei )+ φ0,e1+ei (ue1+ei ) for some
2 ≤ i ≤ n and some ordering of the factors, we easily obtain φ0,e1(ue1) ≥ ⟨e1, ν(a)⟩.
Therefore, we assume from now on
2φ0,e1(ue1) < φ0,e1−ei (ue1−ei ) + φ0,e1+ei (ue1+ei ) (5.5.7)
for all 2 ≤ i ≤ n, and all orderings of the factors.
Claim 1. The decomposition se1 = (s1s2 · · · sn−1)sn(sn−1sn−2 · · · s1) is reduced.
Proof of the claim. We write this decomposition as si1 · · · si2n−1 and, moreover, put
β j B si1 · · · si j−1(αi j ) for 1 ≤ j ≤ 2n − 1. We have
β j =
{
s1 · · · s j−1(e j − e j+1) = e1 − e j+1, for 1 ≤ j ≤ n − 1;
s1 · · · sn−1(en) = e1, for j = n,
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while for 1 ≤ j ≤ n − 1 we have
β2n− j = s1s2 · · · s j s j+1 · · · sn sn−1 · · · s j+1(e j − e j+1)
= s1 · · · s j se j+1(e j − e j+1) = s1 · · · s j (e j + e j+1)
= e1 + e j+1.
Hence, the set Tse1 = {s β1, s β2, . . . , s β2n−1} has cardinality 2n − 1. Proposition 1.36,
( iv) implies `(se1) = |Tse1 | = 2n − 1. The claim follows. □
We extend s1s2 · · · sn sn−1 · · · s1 to a reduced decomposition si1 · · · sir of w0 and
apply Algorithm 5.42.
It will be necessary to narrow down the support of u(k), that is to say the set{
γ ∈ Σ | u(k)γ , 1
}
. For 0 ≤ k ≤ n − 2 we consider the set
Ψ(k) B
{
e1 ± ei
 k + 2 ≤ i ≤ n} ∪ {ei  1 ≤ i ≤ k + 1}
∪ {ei ± e j  2 ≤ i ≤ k + 1, i < j ≤ n} ∪ {ei ± e1  2 ≤ i ≤ k + 1} .
We have Ψ(0) = ΣUP and
Ψ(k) =
(
Ψ(k−1) ∖ {e1 − ek+1}
) ∪ {ek+1, ek+1 − e1} ∪ {ek+1 ± ei  k + 2 ≤ i ≤ n}
for 1 ≤ k ≤ n − 2. Notice that Ψ(k) is the closed subset of Σ(k) generated by
Ψ(k−1) ∖ {e1 − ek+1} and ek+1 − e1. Under the addition map Ψ(k) ×Ψ(k) → V ∗ the
preimage of {e1, 2e1} is the set of pairs (e1 ± ei, e1 ∓ ei) for k + 2 ≤ i ≤ n, while
the preimage of e1 ± ei is empty for k + 2 ≤ i ≤ n.
We now prove by induction on k that the support of u(k) is contained in Ψ(k). This
is trivial for k = 0. Assume that u(k) is supported in Ψ(k) for some k ≥ 0. In
the cases (1) and (2) it follows that u(k+1) is supported in Ψ(k) ∖ {e1 − ek+2}. In
case (3) the support of u(k+1) is contained in the closed subset of Σ generated by
Ψ(k) ∖ {e1 − ek+2} and ek+2 − e1. In any case, u(k+1) is supported in Ψ(k+1). The
induction is finished.
Claim 2. We have φ0,e1(u(k)e1 ) = φ0,e1(u(k−1)e1 ) and u(k)e1±ei = u(k−1)e1±ei for all 0 ≤ k ≤
n − 1 and all k + 2 ≤ i ≤ n. (We put u(−1)γ B uγ for γ ∈ Σ.)
Proof of the claim. Weprove the claim by induction on k. For k = 0 there is nothing
to show. Assume the claim holds for all 0 ≤ j ≤ k for some 0 ≤ k ≤ n−2. If we are
in case (1), i. e. φ0,e1−ek+2(u(k)e1−ek+2) ≥ −⟨βk+1, ν(z (k))⟩, then clearly u(k+1)γ = u(k)γ
for all γ ∈ Ψ(k) ∖ {e1 − ek+2}. If we are in case (2), i. e. φ0, βk+1(u(k)βk+1) ≥ 0, then
we have u(k+1)e1±ei = u
(k)
e1±ei for all k + 3 ≤ i ≤ n by the above discussion of Ψ(k).
Moreover, we have u(k+1)e1 = u
(k)
e1 · [u(k),−1e1+ek+2, u
(k),−1
e1−ek+2] ∈ Ue1 . But the induction
assumption implies φ0,e1(u(k)e1 ) = φ0,e1(ue1) and also u(k)e1±ek+2 = ue1±ek+2 . Using (V3)
and (5.5.7) we compute
φ0,2e1
([u(k),−1e1+ek+2, u(k),−1e1−ek+2]) ≥ φ0,e1−ek+2(u(k)e1−ek+2) + φ0,e1+ek+2(u(k)e1+ek+2)
> 2φ0,e1(u(k)e1 ).
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Hence also φ0,e1
([u(k),−1e1+ek+2, u(k),−1e1−ek+2]) > φ0,e1(u(k)e1 ) from which we conclude
φ0,e1(u(k+1)e1 ) = φ0,e1(u(k)e1 ). Finally, if we are in case (3), we have u(k+1)e1±ei = u(k)e1±ei for
k + 3 ≤ i ≤ n and u(k+1)e1 = u(k)e1 as follows again from the discussion of Ψ(k). The
induction is finished. □
From Claim 2 we obtain φ0,e1(ue1) = φ0, βn (u(n−1)βn ) ≥ ⟨e1, ν(a)⟩. Whence (5.5.6).
□
Remark 5.44. Recall that our strategy to prove the statement in Conjecture 5.23was based
on showing (aP )iKPXi ∈ C +P for all i. This approach is successful when P is non-obtuse. If,
however, P is not non-obtuse, then we have (aP )KPX1 < C +P , and hence the strategy fails.
To see this, let α, β ∈ ΣUP such that ⟨α, β∨⟩ < 0. Choose a lift z ∈ Z of ν(s β(−λP )).
The coefficient of (z)KP in X1 is non-zero. But since
⟨α, ν(aP z)⟩ = ⟨α, ν(λP ) − s β(ν(λP ))⟩ = ⟨β, ν(λP )⟩ · ⟨α, β∨⟩ > 0,
we have aP z < M +. It follows from Proposition 4.9 that (aP )KP · (z)KP < C +P . But then
we must also have (aP )KPX1 < C +P .
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A. Appendix: The Hecke DGA
We recall the construction of the Hecke DGA as given in [Sch15]. We then present a
candidate of a morphism of Hecke DGA’s which is expected to be an analogon of the
homomorphism ΘPM defined in Proposition 4.3.
A.1. Definition of the Hecke DGA
Definition A.1. (a) A differential graded algebra (short: DGA) is an algebra A together
with a decomposition A =⨁n∈Z An of abelian groups, and an additivemap d : A→
A such that
(i) An · Am ⊆ An+m for all n,m ∈ Z;
( ii) d(An) ⊆ An+1 for all n ∈ Z;
( iii) d ◦ d = 0;
(iv) d(ab) = d(a) · b + (−1)na · d(b) for all a ∈ An, b ∈ Am , and n,m ∈ Z.
(b) A morphism of DGA’s (A, dA) → (B, dB) is an algebra map A → B satisfying
f (An) ⊆ Bn, for all n ∈ Z, and f ◦ dA = dB ◦ f .
LetG be a locally profinite group, and let k be a field. Recall that aG -representation on
a k-vector spaceV is called smooth if the stabilizers
{
g ∈ G  gv = v} are open subgroups
of G for all v ∈ V . We denote by Modk(G) the category of smooth G -representations
on k-vector spaces. Recall that Modk(G) has enough injectives [Vig96, I.5.9].
Fix a compact open subgroup I ⊆ G . Then
indGI (1) B {finitely supported functions I \G → k}
is a smooth G -representation with G acting by right translations. Given g ∈ G , we
denote by [g ] ∈ indGI (1) the function with [g ](I g−1) = 1 and zero everywhere else. We
have g [ℎ] = [g ℎ] for all g, ℎ ∈ G and f = ∑I g∈I \G f (I g ) · [g−1] for all f ∈ indGI (1).
We fix an injective resolution indGI (1) → I• in Modk(G).
Definition A.2. We call H•G B End•Modk (G)(I•)op the Hecke DGA attached to (I ,G).
More concretely, we have
HnG =
∏
q∈Z
HomModk (G)(Iq,Iq+n), for n ∈ Z.
Multiplication is given by
(ab)q B (−1)mnbq+n ◦ aq ∈ HomModk (G)(Iq,Iq+n+m)
for all a = (aq )q ∈ HnG , b = (bq )q ∈ HmG , and q ∈ Z. The differential is given by
(da)q B dq+nI ◦ aq − (−1)naq+1 ◦ d
q
I ∈ HomModk (G)(Iq,Iq+n+1)
for all a ∈ HnG and q ∈ Z. (Here, dI is the differential on I•.)
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Remark A.3. Up to quasi-isomorphismH•G does not depend on the choice of the injective
resolution, see the discussion following Remark 7 in [Sch15].
Lemma A.4. The algebraH•G is a DGA.
Proof. It is clear from the definition thatH•G satisfies (i) and (ii) in Definition A.1. We
verify (iii). Let a ∈ HnG . For each q ∈ Z we compute
(d2a)q = dq+n+1I ◦ (da)q − (−1)n+1(da)q+1 ◦ d
q
I
= dq+n+1I ◦ d
q+n
I ◦ aq − (−1)nd
q+n+1
I ◦ aq+1 ◦ d
q
I
− (−1)n+1dq+1+nI ◦ aq+1 ◦ d
q
I + (−1)n+1+naq+2 ◦ d
q+1
I ◦ d
q
I
= 0,
since dI ◦ dI = 0. We verify (iv). Let a ∈ HnG and b ∈ HmG . For each q ∈ Z we compute
(d(ab))q = dq+n+mI ◦ (ab)q − (−1)n+m(ab)q+1 ◦ d
q
I
= (−1)nmdq+n+mI ◦ bq+n ◦ aq − (−1)n+m+nmbq+1+n ◦ aq+1 ◦ d
q
I,(
d(a) · b )q = (−1)m(n+1)bq+n+1 ◦ (da)q
= (−1)m(n+1)bq+n+1 ◦ dq+nI ◦ aq − (−1)m(n+1)+nbq+n+1 ◦ aq+1 ◦ d
q
I,((−1)na · d(b))q = (−1)n+n(m+1)(db)q+n ◦ aq
= (−1)nmdq+n+mI ◦ bq+n ◦ aq − (−1)nm+mbq+n+1 ◦ d
q+n
I ◦ aq .
It follows that d(ab) = d(a) · b + (−1)na · d(b). Hence,H•G is a DGA. □
Remark A.5. We have (cf. [Har66, Cor. 6.5])
H ∗(H•G) = Ext∗Modk (G)
(
indGI (1), indGI (1)
)op
as rings. In particular H 0(H•G) = Hk(I ,G).
A.2. A homomorphism between Hecke DGA’s
Let F be a local field. Let G be a connected reductive group over F . Let B be a minimal
parabolic subgroup of G . Let I be the pro-p-Iwahori subgroup associated with B. Given
a subset X ⊆ G , we write IX B I ∩ X . We fix a (standard) parabolic subgroup
P of G with Levi subgroup M. The inclusion M ⊆ P induces a restriction functor
Modk(P ) → Modk(M ); implicitly we will view every smooth P -representation also as a
smooth M -representation under this functor.
Consider the M -linear map
ϑ : indPIP (1) −→ indMIM (1), [g ] ↦−→ [gM ],
where gM is the image of g ∈ P under the canonical projection map P ↠ M . Given an M -
injective resolution indMIM (1) → I•, we wish to find a P -injective resolution indPIP (1) →J • and a termwise surjective and M -linear morphism J • → I• of complexes.
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Recall that the restriction functor Modk(P ) → Modk(M ) is left exact and has a right
adjoint IndPM : Modk(M ) → Modk(P ) given by
IndPM (M) =
⎧⎪⎪⎨⎪⎪⎩ f : P →M
 f (mg ) = m f (g ) for all m ∈ M , g ∈ P ,and ∃U ⊆ P open with f (gu) = f (g )for all g ∈ P , u ∈ U
⎫⎪⎪⎬⎪⎪⎭
for eachM ∈ Modk(M ). Again, P acts by right translation. The following lemma shows
that IndPM preserves injective objects.
Lemma A.6. Let R : C → D be a functor with left adjoint L : D → C. Assume that L
preserves monomorphisms. Then R preserves injective objects.
Proof. Confer [HS71, Prop. 10.2, p. 82]. Let J ∈ C be an injective object, and let
ι : A ↪→ B be a monomorphism in D. Let f : A → R(J ) be a morphism. We need to
find a morphism ℎ : B → R(J ) such that f = ℎ ◦ ι. As (L,R) is an adjoint pair we have
a natural bijection
αX ,Y : HomD(X ,R(Y )) ∼−→ HomC(L(X ),Y )
for each object X ∈ D, Y ∈ C. In particular, we have a morphism αA,J ( f ) : L(A) → J .
As L preserves monomorphisms, it follows that L(ι) : L(A) ↪→ L(B) is a monomorphism.
Since J is injective and αB,J is surjective, there exists a morphism ℎ : B → R(J ) such
that the morphism αB,J (ℎ) : L(B) → J satisfies αB,J (ℎ) ◦ L(ι) = αA,J ( f ). Notice that we
have a commutative diagram
HomD(B,R(J )) HomD(A,R(J ))
HomC(L(B), J ) HomC(L(A), J ).
ι∗
αB,J αA,J
L(ι)∗
Hence, we deduce αA,J ( f ) = αB,J (ℎ) ◦ L(ι) = αA,J (ℎ ◦ ι). As αA,J is injective we obtain
f = ℎ ◦ ι. Therefore, R(J ) is injective. □
Lemma A.7. Let M ∈ Modk(P ), N ∈ Modk(M ), and φ : M → N be a surjective
M -linear map. LetN → I• be an injective resolution inModk(M ).
Then there exists an injective resolutionM → J • inModk(P ) and a termwise M -linear
and surjective morphism of complexes φ• : J • → I• extending φ.
Proof. Denote the injectionN → I0 by εN . Let K0 ∈ Modk(M ) be an injective object
with Ker(φ) ⊆ K0. Put
J 0 B IndPM (I0 × K0) = IndPM (I0) × IndPM (K0) ∈ Modk(P ).
Then J 0 is injective by Lemma A.6. SinceK0 is injective, we obtain an injective M -linear
morphism ℎ : M → I0 × K0 such that the diagram
M N
I0 × K0 I0
φ
ℎ εN
prI0
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commutes. Consider the P -linear map τM : M → IndPM M given by τM(x)(g ) = g x . It
splits the canonical M -linear surjection σM : IndPM M →M given by f ↦→ f (1). Since
IndPM is left exact we obtain an injective P -linear map εM = Ind
P
M (ℎ) ◦ τM : M → J 0.
Let φ0 : J 0 → I0 be the map prI0 ◦σI0×K0 . For each x ∈ M we compute
σI0×K0
(
εM(x)
)
= σI0×K0
((IndPM (ℎ) ◦ τM)(x)) = ℎ (σM(τM(x))) = ℎ(x).
Because of prI0 ◦ℎ = εN ◦ φ, we obtain a commutative diagram (in Modk(M ))
M N 0
J 0 I0 0
Coker εM Coker εN 0
φ
εM εN
φ0
with exact rows. Notice that Coker εM is a smooth P -representation. We now apply the
above procedure with (M,N) replaced by (Coker εM,Coker εN ) and thus find induc-
tively an injective resolutionM → J • in Modk(P ) as desired. □
Remark A.8. In the situation of Lemma A.7 we find a P -linear, termwise splitting map
ψ• : I• → J • of the morphism φ• constructed in the proof, where we consider In,
for n ∈ Z, as a smooth P -module via inflation. It is termwise given by the composition
In τIn−−→ IndPM In
⊆−→ IndPM In × IndPM Kn = J n.
The following lemma is useful:
Lemma A.9. LetN be a smooth M -representation and consider the natural projection map
σN : IndPM N ↠ N , f ↦→ f (1).
(a) LetU ⊆ Ker(σN ) be a P -invariant subspace. ThenU = {0}.
(b) LetM be a second smooth M -representation, and let F : IndPM M → IndPM N be a
P -linear map. Then there exists at most one M -linear map F ′ : M →N making the
diagram
IndPM M IndPM N
M N
σM
F
σN
F ′
commutative. In this case we have F ′ = σN ◦ F ◦ τM and F = IndPM (F ′).
Proof. (a) Let f ∈ U . Given g ∈ P , we have f (g ) = (g . f )(1) = σN (g f ) = 0, since
g . f ∈ U ⊆ Ker(σN ). Therefore, f = 0.
(b) The uniqueness statement is clear since σM is surjective. Given F ′ such that the
diagram commutes, it follows that Im(F − IndPM (F ′)) is a P -invariant subspace of
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Ker(σN ). From (a) we conclude F = IndPM (F ′). Using the commutativity of the
diagram and σM ◦ τM = idM , we see
σN ◦ F ◦ τM = F ′ ◦ σM ◦ τM = F ′. □
Fix an injective resolution indMIM (1) → I• in Modk(M ). By Lemma A.7 we find an
injective resolution indPIP (1) → J • together with a termwise surjective and M -linear
map ϑ• : J • → I•, extending ϑ. LetH•P andH•M be the Hecke DGA’s with respect toJ • and I•, respectively.
Given any four P -modulesM,N ,M′, andN ′, we make the natural identification
HomP (M ×N,M′ × N ′) ∼−→
(
HomP (M,M′) HomP (N,M′)
HomP (M,N ′) HomP (N,N ′)
)
,
f ↦−→
(
f11 f12
f21 f22
)
.
Proposition A.10. (a) For q, n ∈ Z we put
Hom′P (J q,J q+n) B
{
f ∈ HomP (J q,J q+n)
 f11 ∈ IndPM (HomM (Iq,Iq+n))and f12 = 0 } ,
and further End′nP (J •) B
∏
q∈ZHom′P (J q,J q+n). Then
H ′•P B
⨁
n∈Z
End′nP (J •)
is a sub-DGA ofH•P .
(b) There exists a canonical surjective morphism ρ• : H ′,•P →H•M of DGA’s.
Proof. (a) Since the matrices in Hom′P (J q,J q+n) are lower triangular and IndPM is
a functor, it is easy to see that H ′,•P is a graded subalgebra of H•P . Take f ∈
HomP (J q,J q+n). Then we have f ∈ Hom′P (J q,J q+n) if and only if there
exists ρn( f ) ∈ HomM (Iq,Iq+n) making the diagram
J q J q+n
Iq Iq+n
ϑq
f
ϑq+n
ρn( f )
(A.2.1)
commutative. (And in this case ρn( f ) is unique, since ϑq is surjective.) Indeed,
similarly to Lemma A.9, (a) one proves that IndPM K r is the maximal P -invariant
subspace of Ker ϑr for all r ∈ Z. Therefore, if ρn( f ) as above exists, then the
matrix representation of f must be lower triangular. Applying Lemma A.9, (b) to
the induced diagram
IndPM Iq IndPM Iq+n
Iq Iq+n
f11
σIq σIq+n
ρn( f )
145
146 A.2. A homomorphism between Hecke DGA’s
now shows that f11 ∈ IndPM HomM (Iq,Iq+n). Hence, f ∈ Hom′P (J q,J q+n).
The converse direction is clear.
The above discussion shows dqJ ∈ Hom′P (J q,J q+1) for all q ∈ Z. Consequently,
H ′,•P is a sub-DGA ofH•P .
(b) The above discussion shows that we have a unique map ρ• : H ′,•P →H•M such that
(A.2.1) commutes for all n, q ∈ Z. It is straightforward to verify that ρ• is even a
morphism of DGA’s.
We consider the map s• : H•M →H ′,•P given by
(sn( f ))q =
(
IndPM ( fq ) 0
0 0
)
∈ Hom′P (J q,J q+n)
for for all q ∈ Z and all f ∈ EndnM (I•). This defines a splitting of ρ•, whence the
surjectivity of ρ•.
We remark that s• is additive, degree preserving, and multiplicative. But neither
does s• preserve the unit nor the differential. □
Remark A.11. In view of Proposition A.10 there remain several open questions:
(a) Is the inclusionH ′,•P ⊆ H•P a quasi-isomorphism? If the answer is positive, then ρ•
would give back the map ΘPM on the 0-th cohomology.
(b) If the answer to the above question is negative, we can still ask whether the image
of H 0(ρ•) inHR(M ) contains the positive subalgebraHR(M +).
(c) There is also another approach: the inclusion indPIP (1) ↪→ J •, where we view
indPIP (1) as a complex concentrated in degree 0, is a quasi-isomorphism. Therefore,
the restriction map
H•P −→ Hom•P
(
indPIP (1),J •
)
 (J •)IP
is a quasi-isomorphism.12 Similarly, we have a quasi-isomorphism
H•M −→ Hom•P
(
indMIM (1),I•
)
 (I•)IM .
Now, ϑ• induces by restriction a morphism of complexes
ϑ• : (J •)IP −→ (I•)IM .
It is clear from the construction that H 0(ϑ•) gives back ΘPM . However, it is not
clear whether the map on cohomology
H ∗(ϑ•) : H ∗(H•P ) −→ H ∗(H•M )
is a morphism of graded algebras. What we can say, however, is that the diagram
H ′,•P H•P (J •)IP
H•M (I•)IM
ρ•
qis
ϑ•
qis
is commutative.
12This is a formal consequence of [Har66, Lem. 6.2] in the framework of triangulated categories.
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(aP )−nKP “negative power” of (aP )KP ; lies in O+P , page 118
(g )Γ, (ΓgΓ) a basis element of the Hecke-ring HA(Γ, S), page 50
(Z, (Uα,Mα)α∈Φ) root group datum of type Φ associated with G , page 17
C fundamental alcove inA, page 32
C connected center of G, page 15
G a fixed connected reductive group over F , page 15
H, H algebraic groups are denoted by boldface letters, their F -rational points are
denoted by the corresponding lightface letter, page 15
H◦ connected component ofH, page 15
MJ B ZG(TJ ), the (standard) Levi subgroup corresponding to J ⊆ ∆, where
TJ =
(⋂
α∈ΦJ Ker α
)◦; is itself a connected reductive group, page 43
NG(T), N normalizer of T in G, page 15
PJ (standard) parabolic subgroup corresponding to J ⊆ ∆ with unipotent
radical UJ and Levi componentMJ , page 43
PopJ opposite parabolic subgroup of PJ , page 43
T a maximal F -split torus of G, page 15
UJ unipotent radical of PJ , page 43
UopJ unipotent radical of P
op
J , page 43
ZG(T), Z centralizer of T in G, page 15
α∨ coroot inV corresponding to α ∈ Φ satisfying ⟨α, α∨⟩ = 2, page 16
AutA automorphisms ofA; also identified with affine isomorphisms onV using
φ0 as the origin, page 31
χaP (t ) the unique polynomial in 1+ tHR(K ,G)[t ]with χSaP (t ) = χ˜aP (t ), page 117
χaP
((aP )KP ) B ∑|W M0 |i=0 (aP )iKP · Xi , page 117
`(w) length of w for w ∈W0 or w ∈W aff or w ∈W or w ∈W (1), page 35
`β(w) integer defined by `β(w) < ⟨β,w(x)−φ0⟩ < `β(w)+1, for β ∈ Σ,w ∈W
and any x ∈ C, page 40
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FGrp1 category with objects the pairs (Γ0, Γ1) of groups such that Γ0 is normal in
Γ1, page 72
Γ′α B
{
φ0,α(u)
 u ∈ U ∗α and φ0,α(u) = sup φ0,α(uU2α)} ⊆ Γα, page 30
Γα B φα(U ∗α), the set of values under φα, α ∈ Φ, page 24
Γ(g ) subgroup of Γ defined by Γ ∩ g−1Γg , for g in a group containing Γ, page 48
HR(G) the pro-p Iwahori-Hecke algebra of the reductive group G ; defined as
HR
(
I (1),G ) , page 52
HR(M ,G) the R-algebra R ⊗Z ImΘPM ,Z, page 87
HR(M +) the positive subalgebra ofHR(M ), page 58
mF maximal ideal of OF , page 15
κF residue field of F , page 15
κG Kottwitz homomorphism G → X ∗
(
Z(Gˆ))σGal(F sep/F unr); Z(Gˆ) is the center
of the Langlands dual of G and σ ∈ Gal(F unr/F ) is the Frobenius automor-
phism, page 38
λP image of aP in Λ; it is strictly positive, page 117
Λ B Z/Z0, a finitely generated abelian group with finite torsion; we have
W = Λ ⋊W0, page 39
ΛM +J submonoid
{
λ ∈ Λ  ⟨α, ν(λ)⟩ ≤ 0 for all α ∈ Σ+ ∖ ΣJ } of Λ, page 46
g Lie algebra of G, page 15
A B {φ0 + v | v ∈ V }, the apartment of G with distinguished point φ0; it is
an affine space underV , page 30
B adjoint building of G given by G × A/∼, page 37
R a system of representatives for κF in OF , page 104
RB a system of representatives for F /OF in F , page 104
SG , S the Satake homomorphism HR(K ,G) → HR(KZ,Z), page 109
H the set of hyperplanes inA, page 30
H(C) set of walls of the alcove C, page 32
Hw hyperplanes separating C and wC, page 35
Sn the group of permutations of {1, 2, . . . , n}, page 68
Tw reflections corresponding to Hw , page 35
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D(H) derived subgroup ofH, page 15
O+P B C
+
P .HR(K ,G) ⊆ HR(KP , P ), page 118
O−P B HR(K ,G).C −P ⊆ HR(KP , P ), page 118
µΓ(g ) integer given by [Γ : Γ(g )] = |Γ\ΓgΓ |, page 48
µUP (w) a power of q given by µUP (m), where w ∈WM represents IMmIM , page 79
ν group homomorphism Z → V given by z .φ = φ + ν(z) for z ∈ Z and
valuation φ, page 28
OF valuation ring of F , page 15
Ω B {nZ0 ∈W | ν(n)(C) = C}, the set of elements of length zero in W ,
page 40
ω normalized valuation F → Z ∪ {∞} of F , page 15
ω ◦ χ the map Z → R given by z ↦→ 1n · ω((n χ)(z)) for z ∈ Z , and χ ∈ X ∗(T ),
n ∈ N with n χ ∈ X ∗(Z), page 29
⟨ · , · ⟩ theW0-invariant pairingV ∗ ×V → R onV , page 16
Φaff set
{
aα,r
 α ∈ Φ, r ∈ Γ′α} of affine roots inA, page 30
Φ, Φ(G,T) (relative) root system of G with respect to T insideV ∗, page 15
Φ∨ coroot system associated with Φ insideV , page 16
ΦJ subroot system of Φ generated by a subset J of the basis ∆ of Φ, page 43
Ψred set of reduced roots in a subset Ψ of a root system, page 16
Σ the unique reduced root system inV ∗ with affine Weyl groupW aff, page 33
Σ+
∆′ positive roots of Σ with respect to the basis ∆
′, page 125
Σaff B Σ × Z, affine roots, page 33
ΣUP B Σ
+ ∖ ΣM for a parabolic P = MUP , page 126
τM ,G,∗w the basis element ofHR(M ,G) given by 1 ⊗ µUP (w)T M ,∗w , page 95
τM ,Gw the basis element ofHR(M ,G) given by 1 ⊗ µUP (w)T Mw , page 87
θ+ the embeddingHR(M +) ↪→HR(G), T Mm ↦→ Tm , page 58
ΘPM R-algebra homomorphism HR
(
Γ, P
) → HR(ΓM ,M ) given by (g )Γ ↦→
νM (g )µUP (g )(gM )ΓM , page 72
θL,GM R-algebra homomorphism HR(M ,G) → HR(M ,L) given by τM ,Gw ↦→
µUPL (w)τ
M ,L
w , page 88
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εo(w, s) equals 1 if the gallery (wC,wsC) crosses Hwsw−1 in o-positive direction, and
−1 otherwise, page 42
εP ,Q the embedding HR(KQ,Q) ↪→ HR(KP , P ) for parabolics P ⊆ Q ⊆ G,
page 111
φ0 a fixed discrete special valuation on
(
Z, (Uα)α∈Φ that is compatible with ω,
page 29
φ valuation (φα)α∈Φ of a root group datum consisting of maps φα : Uα →
R ∪ {∞}, page 23
vν canonical projection N → N /Z =W0, page 18
χ˜aP (t ) B
∏
w∈W M0 (1 − w ⋆ e
−λP · t ) ∈ 1 + t R[Λ][t ], page 117
ξGG,M R-algebra homomorphismHR(M ,G) → HR(G) given by τM ,Gw ↦→ T −1nλTenλw
for some strictly positive λ ∈ Λ and n ≫ 0 with enλw ∈WM + , page 87
ξGL,M an embeddingHR(M ,G) → HR(L,G) satisfying θL,GL ◦ξGL,M = ξLL,M ◦θL,GM ,
page 88
ζM the anti-automorphism ofHR(M ) given by T Mm ↦→ T Mm−1 , page 96
ζP the anti-automorphism of HR(IP (1), P ) given by (g )IP (1) ↦→ (g−1)IP (1),
page 96
aP a fixed strictly M -positive element for the parabolic P = MUP , page 114
aα,r the closed half-space {x ∈ A | ⟨α, x − φ0⟩ + r ≥ 0} ofA, page 30
C (a) centralizer of (a)IP (1) in HR
(
IP (1), P
)
for a strictly positive element a ∈
Z(M ), page 68
C +P centralizer of (aP )KP in HR(KP , P ), page 114
C −P centralizer of (a−1P )KP in HR(KP , P ), page 116
C∞c (K \G/K ,R) R-algebra of compactly supported K -biinvariant functions G → R,
page 107
c s˜ certain element of R[Zκ] for s˜ ∈ Saff(1), page 53
EM ,Go (w) B µUP (w) · Eo(w) an alcove walk basis element ofHR(M ,G), page 95
Ek the k × k identity matrix, page 60
Eo(w) element ofHR(G) corresponding to an alcove walk describing w depending
on the orientation o, page 56
F non-archimedean local field, page 15
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g = gM gU unique decomposition of g ∈ P with gM ∈ M and gU ∈ UP , page 71
gM image of g ∈ P in M under the canonical projection map, page 71
gU is by definition g−1M g ∈ UP for g ∈ P , page 71
H g B
{
g−1ℎg
 ℎ ∈ H }, the conjugate of a subgroup H by g−1, page 71
ℎ g B g−1ℎg , the conjugate of an element ℎ by g−1, page 71
HA(Γ, S) the Hecke-ring of the Hecke pair (Γ, S); it is given by XA(Γ, S)Γ, page 49
Hs hyperplane fixed by s ∈ S(H), page 32
H(α,k) equals Hα,k ; used when α ∈ Σ (compared to α ∈ Φ), page 34
Hα,r the hyperplane {x ∈ A | ⟨α, x − φ0⟩ + r = 0} ofA, page 30
Ho,+ positive half-space of the orientation o of (A,H), page 42
I the fixed Iwahori subgroup KC of G ; it is contained in K , page 38
IM (1) B I (1) ∩ M , page 60
IP (1) B I (1) ∩ P , page 60
IU J subgroup of I (1) given by I (1) ∩U J = I ∩U J , page 45
K the fixed maximal parahoric subgroup K{φ0} of G , page 38
KF(1) pro-p radical of the parahoric subgroup KF, page 38
KF B Ker κG ∩ PF, the parahoric subgroup of G corresponding to the face F,
page 38
m(u) unique element in Mα such that u ∈ Uαm(u)Uα, where u ∈ U ∗−α, page 18
M +,GJ ,M
+
J submonoid of M J -positive elements of M J (as a Levi subgroup in G ); it
contains K J , page 45
Mα,r the set Mα ∩U−αφ−1α ({r })U−α = m(Uα,r ∖Uα,r+), page 28
P (Σ∨) coweight lattice of Σ, page 34
q cardinality of the residue field κF , page 15
q(α, k) a power of q defined as |U(α,k)/U(α,k+1) | for (α, k) ∈ Σ × Z; it coincides
with q(H(α,k)), page 78
Q(Σ∨) coroot lattice of Σ, page 34
q(H ) integers defined such that q(wHs ) = qs for w ∈W aff, s ∈ Saff, page 56
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qw defined to be qs1 · · · qs`(w) , where w = s1 · · · s`(w)u is a reduced decomposi-
tion with si ∈ Saff(1) and u ∈ Ω(1), page 54
q s˜, qs a power of q given by |Uαs ,r s/Uαs ,r s+ | for s˜ ∈ Saff(1) lifting s ∈ Saff, page 52
qv,w unique positive integer satisfying qvqw = qvwq2v,w , where v,w ∈W (1),
page 55
S(H) set {sH | H ∈ H} of reflections in the hyperplanes ofA; in bijection with
H, page 32
Saff, S(C) set of reflections in the walls of C, page 35
Sλ the element
∑
w∈W0/W0,λ w ⋆ eλ ∈ Z[Λ] for λ ∈ ΛZ+ , page 110
sH orthogonal reflection onA through H ∈ H, page 32
sα,r the affine reflection onV given by v ↦→ v −
(⟨α, v⟩ + r ) · α∨, page 31
sα,α∨ , sα reflection onV ∗ given by x ↦→ x − ⟨x, α∨⟩ · α for α ∈ Φ, page 16
T ∗s the element Ts − c s of HR(G) for s ∈ Saff(1). It satisfies T ∗s Ts = TsT ∗s =
qsTs2 and T ∗s−1Ts = TsT
∗
s−1 = qs , page 54
Tw , Tg shorthand for
(
I (1)g I (1)) where I (1)g I (1) corresponds to w ∈ W (1),
page 52
T ∗w equalsT ∗s1 · · ·T ∗s`(w)Tu for a reduced decompositionw = s1 · · · s`(w)u, where
si ∈ Saff(1) and u ∈ Ω(1); it satisfies T ∗w−1Tw = TwT ∗w−1 = qw , page 54
Uα root group of G corresponding to α ∈ Φ, page 17
U(α,k) equalsUβ,ε−1
β
k for β ∈ Φred with α = ε β β ∈ Σ, page 34
Uα,r+ B
⋃
s>r Uα,s , the elements of the root groupUα with valuation > r , page 24
Uα,r ,κ B Uα,r/Uα,r+, a finite subquotient ofUα of q -power order, page 24
Uαr B φ−1α
([r ,∞]) , the elements of the root group Uα with valuation ≥ r ,
page 23
U ∗α B Uα ∖ {1}, page 17
V B
(
X∗(T )/X∗(C )
) ⊗Z R, the R-vector space for G, page 16
W B N /Z0, the Iwahori-Weyl group of G , page 39
W (1) B N /Z0(1), the pro-p Iwahori-Weyl group of G , page 39
W aff the affine Weyl group of G , page 32
W0 B N /Z , the finite Weyl group of G, page 15
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W0,λ stabilizer inW0 of λ ∈ Λ, page 108
WM +J ,W
G
M +J
submonoid of positive elements inWM J ; we haveWM +J  IM J \M +J /IM J and
WM +J = ΛM +J ⋊W0,M J , page 46
X ∗(H ) group of F -characters ofH, page 15
X∗(H ) group of F -cocharacters ofH, page 15
X+ the element (
(
π 0
0 1
))KB in HR(KB, B), page 106
X− the element (
(
π−1 0
0 1
))KB in HR(KB, B), page 106
XA(Γ, S) the A-module with basis
{(Γg )  Γg ∈ Γ\S} for a Hecke-pair (Γ, S), page 49
Z(M ) center of M , page 58
Z0 B Ker κZ , the unique parahoric subgroup of Z with pro-p radical Z0(1),
page 38
Zκ B Z0/Z0(1), a finite abelian group; fits into an exact sequence 1→ Zκ →
W (1) →W → 1, page 39
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