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DE BRANGES SPACES ON COMPACT RIEMANN
SURFACES AND A BEURLING-LAX TYPE THEOREM
DANIEL ALPAY, ARIEL PINHAS, AND VICTOR VINNIKOV
Abstract. Using the notion of commutative operator vessels, this
work investigates de Branges-Rovnyak spaces whose elements are
multiplicative sections of a line bundle on a real compact Riemann
surface. As a special case, we obtain a Beurling-Lax type theorem
in the setting of the corresponding Hardy space on a finite bordered
Riemann surface.
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1. Introduction
1.1. The classical case. The theory of de Branges-Rovnyak spaces
of analytic functions (see for instance [6, 16, 17, 18]) allows to prove
Beurling-Lax type theorem in a one complex variable framework when
leaving the setting of the Hardy space. An illustrative example is given
in the following theorem. To give the statement we must first recall
that an element of Cn×n which is both selfadjoint and unitary is called
a signature matrix. Furthermore, for α ∈ C and f a matrix-valued
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function analytic in a neighborhood of α, let Rα denote the resolvent
operator at α:
(1.1) Rαf(z) =

f(z)− f(α)
z − α , z 6= α
f ′(α), z = α.
It follows that the resolvent identity [16, Theorem I]
Rα −Rβ = (α− β)RαRβ
holds for any function analytic in a connected neighborhood of α and
β.
Theorem 1.1. Let Ω be an open subset of the complex plane, symmet-
ric with respect to the real line, and let J be a signature matrix. Let X
be a reproducing kernel Hilbert space of functions analytic in Ω. Then
the reproducing kernel of X is of the form
(1.2) KS(z, w) =
J − S(z)JS(w)∗
−i(z − w) ,
where S is a Cn×n-valued function analytic in Ω if and only if the
following two conditions are fulfilled:
(1) RαX ⊂ X for all α ∈ Ω.
(2) The structure identity
(1.3) 〈Rαf, g〉 − 〈f, Rβg〉 − (α− β) 〈Rβf, Rβg〉 = ig(β)∗Jf(α)
holds for all α, β ∈ Ω and f, g ∈ X.
See [16, Theorems III and IV], where Ω∩R is assumed non-empty; this
restriction was later removed in [38] and in [10] (for the corresponding
theorem in the case of the disk, see [5]).
We remark that S is J-contractive, that is, S satisfies S(z)JS(z)∗ ≤
J for all z in the intersection of Ω and the upper half–plane. The
positivity of the kernel (1.2) in an open subset of the upper half–plane
implies that S has a meromorphic extension to C+ (and in fact, by
reflection, to C \ R), for which KS(z, w) is still positive definite.
If we further assume that ∞ ∈ Ω and kerRα = {0} for an arbitrary
α ∈ Ω (and henceforth, for all α ∈ Ω), then the space does not contain
nonzero constants, and S is of the form
S(z) = I − iC(zI − T )−1C∗J
where
(1.4) (Tf)(z) = zf(z) − lim
w→∞
wf(w) and Cf = lim
w→∞
wf(w).
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Furthermore, the resolvent operator satisfies Rα = (T − αI)−1.
In his fundamental paper [15] Beurling introduced a characterization of
invariant subspaces under the shift operator in the Hardy space H2(D).
These subspaces are characterized as the ones of the form SH2(D),
where S is an inner function. An inner function is, by definition, an
analytic function on the unit disk such that |S(z)| ≤ 1 for |z| < 1
and with non-tangential values (which exist almost everywhere since S
is bounded) have module one. Important generalizations, the vector-
valued case and the infinite dimensional case, were presented later by
Lax [29] and Halmos [26], respectively.
We note that (1.3) is automatically satisfied in the Hardy spaceH2(Cr).
Therefore, applying Theorem 1.1 (restricted to subspaces ofH2(Cr)) on
the orthogonal complement implies the Beurling-Lax theorem, under
the hypothesis of a symmetric domain of analyticity.
1.2. Compact Riemann surfaces. In the present paper we prove a
counterpart of Theorem 1.1 in the setting of compact Riemann surfaces;
for a theorem in the finite dimensional case see [9, Theorem 5.1]. As a
corollary, we obtain a characterization of invariant subspaces under a
pair of certain multiplication operators.
The counterpart of the kernel 1
−i(z−w)
in the compact Riemann surface
case is given by
(1.5) Kζ(z, w) =
ϑ[ζ ](w − z)
iϑ[ζ ](0)E(z, w)
(see [9, Section 2.4]), while the counterpart of the kernel KS(z, w) is
given in (2.20) below. Here ϑ[ζ ] is the theta function with characteristic
ζ and E(·, ·) is the prime form (for more details see Section 2.1 below
or [21]). Note that the kernel (1.5) is not always positive definite on
a subset of a given Riemann surface. The case where it is positive
definite (ζ ∈ T0 and the compact Riemann surface is of dividing type,
see below) corresponds to the Hardy space.
In the setting of finite bordered Riemann surfaces, several generaliza-
tions of Beurling’s theorem were presented. Sarason, in [39], studied
the invariant subspaces of certain operators on L2 in the case of the
annulus. Invariant subspaces in Hardy spaces over Riemann surface of
finite genus were studied by Fedorov and Pavlov [22, 23, 37], Voichick
[46], Voichick-Zalcman [47], Hasumi [27] and Widom [48]. In particu-
lar, Beurling’s theorems were presented (see for instance [23, Theorem
7]) for closed invariant subspaces of H2. Finally, Abrahamse [1] and
Abrahamse and Douglas [2] considered the non-finite genus case.
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All the papers mentioned in the previous paragraph consider the set-
ting of multiplicative functions. They use a non-canonical approach in
the sense it is required to choose a measure on the Riemann surface,
resulting more complicated calculations. Furthermore, they are all us-
ing the same method, lifting the problem to the universal covering and
using analytic tools to attack the problem. Our approach (as in [8, 9])
is to consider the half–order multiplicative differentials setting. This
approach is canonical in the sense that no selection of a measure is
required. Furthermore, we use a more algebraic approach and utilize
the model space vessel corresponding to the space of analytic sections
on a compact Riemann surface to make the statements.
1.3. Structure of the paper. The paper consists of five sections be-
sides the introduction. In Section 2, which consists of preliminaries, we
review some basic definitions and results related to real compact Rie-
mann surfaces. In addition, we survey the theory of vessels associated
to pairs of commutative nonselfadjoint operators, and the correspond-
ing operator models.
The main theorem, namely the de Branges structure theorem, the coun-
terpart of Theorem 1.1 in the real compact Riemann surfaces setting,
is presented in Section 3. In Section 4, we specialize our results to the
setting of the Hardy space and obtain versions of Beurling’s theorem
on finite bordered Riemann surfaces. Section 5 is dedicated to study
the compressed multiplication operators associated to a real Riemann
surface and a pair of meromorphic functions. To ease the presentation,
the proof of de Branges structure theorem is given later in Section 6.
2. Preliminaries
In this section we review some of the notions needed in this paper. In
the first part we survey the real compact Riemann surfaces and their
Jacobians. The second part is dedicated to the theory of vessels asso-
ciated to pairs of commutative operators. The model space associated
to a contractive mapping between certain line bundles defined on a real
compact Riemann surface is presented in the last part.
2.1. Real compact Riemann surfaces. It is a well-known fact (see
[31, 33] and Section 2.2 in the upcoming pages) that real algebraic
curves and real compact Riemann surfaces play an important role in
the theory of operators vessels. A survey of the main needed tools
(including the prime form and the Jacobian) can be found in [9, Section
2], the descriptions of the Jacobian variety of a real curve and the
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real torii is in [44]. For general background, we refer the reader to
[21, 24, 25, 34, 35].
A compact Riemann surface X of genus g is called real if there exists
an anti-holomorphic involution τ : u → uτ from X into itself. Let XR
be the set, assumed nonempty, of real points in X (that is the set of
points x ∈ X such that x = xτ ). The set XR contains k ≥ 1 disjoint
connected components denoted by X1, ..., Xk. Two cases should be
distinguished. The first, called the dividing case, is when X \XR is not
connected; then it is a union of two connected components, X− and
X+. The second, the non-dividing case, is when X \XR is connected.
Repeating the constructions as have been presented in [4, 9, 44], let
A1, ..., Ag, B1, ..., Bg be the canonical basis of the homology group
H1(X,Z) such that the complex conjugation is given by T =
(
I H
0 −I
)
.
Let ω1, ..., ωg be the normalized basis of the space of holomorphic dif-
ferential on X, where g is the genus of X. The period matrix Γ is
defined by Γij =
∫
Ai
ωj , and Γ is symmetric and satisfies ImΓ > 0. It
is convenient to use the following decomposition Γ = 1
2
H + iY −1.
One associates to X the variety J(X) = Cg/Λ, where Λ is a lattice
defined by Λ = Zg + ΓZg. It is done by the Abel-Jacobi mapping,
defined by
µ : p −→

∫ p
p0
ω1
...∫ p
p0
ωg
 ,
sends p ∈ X to J(X) for an arbitrary p0 ∈ X. The corresponding theta
function is given by
ϑ(λ) =
∑
n∈Zg
exp
(
iπntΓn + 2iπntλ
)
,
and is a quasi-periodic function with respect to the lattice Λ, that is,
ϑ(λ+m) = ϑ(λ) and ϑ(λ + Γn) = exp
(
−iπntΓn− 2πinλ
)
ϑ(λ),
where n,m ∈ Zg. Therefore, the theta functions define divisors in
J(X). The theta function with characteristic a and b in Rg is defined
by
ϑ
[
a
b
]
(λ) =
∑
n∈Zg
exp
(
iπ(n+ a)tΓn + 2iπ(n+ a)t(λ+ b)
)
.
In this paper (as in [8, 9]), we consider the framework of multiplica-
tive half-order differentials. In order to construct and define the half-
order differentials, we choose an atlas (Vj, zj)j∈J on X, for which every
nonempty intersection is assumed to be simply connected. Then there
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exists a family of analytic square-roots (see [28]),
(√
dzj/dzi
)
i,j∈J
, such
that the following cocycle condition
(2.1)
√√√√dzi
dzj
=
√
dzi
dzk
√√√√dzk
dzj
holds on Vj ∩ Vi ∩ Vk (whenever the intersection is not empty). Among
the line bundles defined by (2.1), the line bundle corresponds to −κ ∈
J(X) (where κ is the Riemann constant) plays an important role and
is denoted by ∆. The elements of ∆ are referred as half-ordered differ-
entials.
For ζ ∈ J(X) we define the following multipliers over the cycles Aj and
Bj by
χ(Aj) = exp (−2πiaj) , χ(Bj) = exp (−2πibj)
where j = 1, ..., g and ζ = b + Γa. This unitary flat line bundle is
denoted by Lζ .
Thus, a multiplicative half-order differential corresponds to ζ is a family
of functions (fj)j∈J, such that
fi(u) =
√
dzj
dzi
fj(u), u ∈ V˜i ∩ V˜j.
and
fj(u2) = fj(u1) exp
(
2πi(btm− atn)
)
,
where u1, u2 are elements on the universal covering such that µ˜(u2)−
µ˜(u1) = n+ Γm (where µ˜ : X˜ → Cg is the lifting of µ to the universal
coverings).
The Cauchy kernel plays important role in this framework as it is the
analogue in the compact real Riemann surface to the kernel 1
−i(z−w)
in
the upper half–plane. In the line bundle case, unlike the vector bundle
case, the Cauchy kernel can be described explicitly by (see [9])
(2.2) Kζ(u, v) =
ϑ[ζ ](v − u)
iϑ[ζ ](0)E(u, v)
.
The prime form E(u, v) is a multiplicative differential of order −1
2
in
each of the variables u and v. It is defined by (for more details see [21])
E(u, v) =
ϑ[δ](v − u)√
ξδ(u)
√
ξδ(v)
.
Its main property is that E(u, v) = 0 if and only if u = v, and thus
can be considered as the analogue for the compact Riemann surface
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case of the difference between two numbers in C. As moving to local
coordinate t, in the neighborhood of u and v, the prime form satisfies
E(u, v) = (t(v)− t(u)) + o((t(v)− t(u))2).
For more details on the prime form, we refer to [9, section 2.3] and
[21, 35].
The Cauchy kernel is Hermitian (see [9, Proposition 2.8] and [44]) as
long as ζ belongs to disjoint union of the g-dimensional real torii, which
is given by:
Tν = {ζ ∈ J(X) : ζ =1
4
diag(H) +
ν1
2
eg−k+2... +
νk−1
2
eg+
ia1Im Γ1 + · · ·+ iagIm Γg},(2.3)
where Γ1, ...,Γg are the columns of the period matrix Γ, a1, ..., ag−k+1 ∈
R/2Z and ag−k+2, ..., ag ∈ R/Z. Furthermore, the kernel (2.2) is posi-
tive onX+ and negative onX− ifX is dividing and ζ ∈ T0 ([9, Theorem
2.1]).
The Cauchy kernels satisfy an important identity, which is referred as
the collection formula (see [8] and [9]) and is used repeatedly in the
sequel. First, it is convenient to define, using the notations from [8],
the following matrices.
Definition 2.1. Let y be a meromorphic function on X of degree n with
simple poles (p(j))nj=1 and their residues (cj)
n
j=1. Then for λ1, λ2 ∈ C,
we set
K(λ1, λ2) = (λ1 − λ2)
(
1√
dy(u(i))
Kζ(u
(i), v(j))
1√
dy(v(j))
)n
i,j=1
(2.4)
K(λ1,∞) = −
 1√
dy(u(i))
Kζ(u
(i), p(j))
√
cj√
dtj(p(j))
n
i,j=1
(2.5)
K(∞, λ1) =
( √
ci√
dti(p(i))
Kζ(p
(i), u(j))
1√
dy(u(j))
)n
i,j=1
(2.6)
where (u(i))nj=1 and (v
(j))nj=1 are the n distinct pre-images in X of λ1
and λ2, respectively.
The matrices (2.4-2.6) satisfy the following relations, also known as the
collection formulas ([8, Section 4]):
K(λ1,∞)K(∞, λ2) = K(λ1, λ2)(2.7)
K(λ1, λ3)K(λ3, λ2) = K(λ1, λ2)(2.8)
K(λ, λ) = I.(2.9)
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An additional version of the collection formula can be found in [9,
Lemma 4.1].
Remark 2.2. The structure identity does not depends on the choice of
the local coordinates. Note that the following holds:
fi(p) =
〈
f,Kiζ(·, p)
〉
=
〈
f, gij(p)K
j
ζ (·, p)
〉
= gij(p)
〈
f,Kjζ (·, p)
〉
= gij(p)fj(p),
where Kjζ (q, p) is the Cauchy kernel in local coordinates tj and gij is
the corresponding transition function. This is coherent with the fact
that the collection (fi)i∈I defines a section of the line bundle Lζ ⊗∆.
2.2. Commutative Vessels over Hilbert space. It is a well-known
fact that the best way to study a nonselfadjoint bounded operator
is to view it as an element of an underlying colligation rather than
studying directly the operator itself. There is deep connection be-
tween invariant subspaces of such operator and factorization of the
colligation characteristic function (see [20]). As soon as we consider
several commuting nonselfadjoint operators, the colligation does not
carry enough structure of the interaction between the operators. It
seems, see [32, 33, 43, 45], that the appropriate framework to study a
pair of commuting nonselfadjoint operators is via the notion of com-
mutative two–operator vessel. In this paper we consider the case of a
pair of commuting operators, although a generalization to the case of
n-tuple of commuting operators does exist, see [33].
A vessel is a collection
(2.10) V = (A1 , A2 ; H , Φ , E ; σ1 , σ2 , γ , γ˜)
where H (”the inner space”) and E (”the outer space”) are Hilbert
spaces, and dimE < ∞. The operators A1, A2 ∈ B(H) commute
(A1A2 = A2A1) and with finite non-Hermitian rank, i.e.
(2.11)
1
i
(Ak −A∗k) = Φ∗σkΦ, k = 1, 2,
where σ1 and σ2 are selfadjoint operators from E to E. Furthermore,
γ and γ˜ are selfadjoint operators in B(E). Finally, one requires these
various operators to satisfy the following vessel conditions [33, Section
2.3]:
σ1ΦA
∗
2 − σ2ΦA∗1 = γΦ(2.12)
σ1ΦA2 − σ2ΦA1 = γ˜Φ(2.13)
i(σ1ΦΦ
∗σ2 − σ2ΦΦ∗σ1) = γ˜ − γ,(2.14)
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also known as the input, output and linkage vessel conditions, respec-
tively. The complete characteristic function (CCF) of a vessel is defined
by [33, Section 3.4],
(2.15) W (ξ1, ξ2, z) = I − iΦ(ξ1A1 + ξ2A2 − zI)−1Φ∗(ξ1σ1 + ξ2σ2)
and satisfies the following metric properties:
W (ξ1, ξ2, z) (ξσ)W (ξ1, ξ2, z)
∗ = (ξσ) where Im(z) = 0
W (ξ1, ξ2, z) (ξσ)W (ξ1, ξ2, z)
∗ ≥ (ξσ) where Im(z) > 0,
where (ξσ) stands for ξ1σ1+ξ2σ2. The complete characteristic function,
for fixed ξ1 and ξ2, is analytic for all z lie outside the spectrum of
ξ1A1 + ξ2A2.
Given a commutative vessel, we define a polynomial (assuming not
identically zero) of two complex variables, called the discriminant poly-
nomial, by
p(λ1, λ2) = det(λ1σ2 − λ2σ1 + γ).
The associated real (affine) plane curve C0 is called the discriminant
curve associated to V. Writing the discriminant polynomial in homo-
geneous form,
p(ξ0, ξ1, ξ2) = det(ξ1σ2 − ξ2σ1 + ξ0γ),
leads to a corresponding real algebraic curve C in P2, which is the
projective closure of C0.
The following theorems were proved by Livsˇic (see for instance [32, 33]).
First, we recall that the principal subspace Ĥ ⊆ H of a vessel is given
by
Ĥ =
∞∨
m1,m2=0
Am11 A
m2
2 Φ
∗(E) =
∞∨
m1,m2=0
A∗m11 A
∗m2
2 Φ
∗(E).
Theorem 2.3 ([30, Theorem 2]). The polynomial p(A1, A2) vanishes
on the principal subspace of the colligation Ĥ.
As consequence, one may notice, that the joint spectrum of A1 and A2
restricted to Ĥ lies on the curve C0. The discriminant polynomial can
be described in terms of the selfadjoint matrices γ and γ˜.
Theorem 2.4 ([31, Corollary 1]). The following equality holds:
det(λ1σ2 − λ2σ1 + γ) = det(λ1σ2 − λ2σ1 + γ˜).
Hence λ1σ2 − λ2σ1 + γ and λ1σ2 − λ2σ1 + γ˜ are (the input and output,
respectively) determinantal representations of the discriminant curve
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p(λ1, λ2). Then for each (λ1, λ2) ∈ C2 we define non-trivial subspaces
of E by:
E(λ) = ker(λ1σ2 − λ2σ1 + γ)(2.16)
E˜(λ) = ker(λ1σ2 − λ2σ1 + γ˜).(2.17)
The complete characteristic function is a function of two independent
variables, and it does not have good factorization properties as in the
single-operator colligation case. However when restricting the CCF to
E(λ) it fits to the geometrical descriptions of the system associated to
the vessel.
The joint characteristic function (JCF) [33, Section 10.3],
(2.18) S(λ) =W (ξ1, ξ2, ξ1λ1 + ξ2λ2)
∣∣∣
E(λ)
,
determines a map between the kernel bundles E(λ) and E˜(λ). Fur-
thermore, it is independent of the choice of ξ1 and ξ2. As a system
theory interpretation, the joint characteristic function determines the
input-output relation of the corresponding two-dimensional system by
y0 = S(λ)u0, where y0 ∈ E˜(λ) and u0 ∈ E(λ) are the amplitudes of
the double periodic wave functions with frequency (λ1, λ2) ∈ C0 which
does not belong to the joint spectrum of A1 and A2 (see [12, 45]).
In order to continue, it is convenient to assume that the polynomial
p(λ), defining the discriminant curve C, is of the form p(λ) = f(λ)r,
where f is an irreducible polynomial. We say that the curve C has
maximal determinantal representation at E˜ if all points λ ∈ C satisfy
dim E˜(λ) = rs where s is the multiplicity of the point λ in C (it can
be shown that the dim E˜(λ) ≤ rs, see [33, Prop. 10.5.1]).
As follows from the theory of determinantal representations (see [12,
14, 33, 45]), there are isomorphisms between the kernel bundles E and
E˜ and a certain vector bundles of the form Vχ ⊗∆ and Vχ˜ ⊗∆, where
Vχ (and similarly Vχ˜) is the vector bundle corresponding to a repre-
sentation χ : π1(X) → GL(r,C) of the fundamental group of X and
∆ is a line bundle of half-order differentials. Under the above isomor-
phisms, the joint characteristic function is translated into a mapping
between flat vector bundles. It is holomorphic in a neighborhood of
the points of C at infinity. This mapping is called the Normalized joint
characteristic function (NJCF) and is denoted in the sequel by T (p).
An interesting relation between the two characteristic functions is given
by (see [13, Section 6]):
(2.19) S(p)u×(p) = u˜×(p)T (p),
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where u× and u˜× are the matrices of normalized sections of E and E˜,
respectively.
Considering the scalar case (r = 1), the results are more complete.
The vector bundle is reduced to a line bundle setting and one uses the
theory of theta functions and Jacobian varieties in order to choose a
canonical homology basis. In the scalar case the Cauchy kernels and
the matrices of normalized sections are given explicitly in terms of the
theta functions (see [33, Section 10-11] and [45, section 2] for more
details).
The following fundamental realization question arises, whether for a
given mapping T there exists a commutative vessel, such that T is its
NJCF. A solution to this question is given, in the line bundle setting,
by the following realization theorem.
Theorem 2.5 ([45, Theorem 2.3] and [33, Theorem 11.2.4]). A mul-
tiplicative function T (p) on X with multipliers corresponding to ζ and
ζ˜ is the normalized joint characteristic function of a commutative two-
operator vessel with discriminant polynomial p(λ1, λ2) and maximal in-
put and output determinantal representations corresponding to ζ, ζ˜ ∈
J(X) if and only if T (p) is holomorphic at the point of C at infinity,
meromorphic on X \XR and satisfies T (p)T (p) = 1 and the kernel
ϑ[ζ˜](q − p)
iϑ[ζ˜](0)E(p, q)
− T (p) ϑ[ζ ](q − p)
iϑ[ζ ](0)E(p, q)
T (q),
is positive definite in X \XR.
2.3. The model space. We continue the discussion about commuta-
tive vessel, by presenting the model space associated to a commutative
two–operator vessel, see also [7, 9]. For the analogue in the single op-
erator case, the de Branges-Rovnyak operator model, see [11, 17, 18]
and [36].
Let ζ, ζ˜ ∈ J(X) such that ϑ(ζ) 6= 0 and let T (p) be a multiplicative
function on X with multiplier corresponding to ζ and ζ˜. Then T (p) is
called (ζ, ζ˜) -contractive (expansive) if T (p)T (p) = 1 and
(2.20) η
ϑ[ζ˜](q − p)
iϑ[ζ˜](0)E(p, q)
− ηT (p)T (q) ϑ[ζ ](q − p)
iϑ[ζ ](0)E(p, q)
≥ 0,
where η = 1 (η = −1).
Then, by definition, the kernel (2.20) is positive definite and defines
a reproducing kernel Hilbert space denoted by H(T ). Its elements
are sections of the line bundle L
ζ˜
⊗ ∆ holomorphic on the domain of
analyticity of T .
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We continue with the definition of the operator model, My [45, Equa-
tion 3-3], defined on the sections of the line bundle L
ζ˜
⊗∆ analytic in
neighborhoods of the poles of y. It is given by
(2.21) Myf(u) = y(u)f(u) +
n∑
m=1
cmf(p
(m))
ϑ[ζ˜](p(m) − u)
ϑ[ζ˜ ](0)E(p(m), u)
.
where y is a meromorphic function on X of degree n with distinct
simple poles p(1), ..., p(n) and the corresponding residues (up to a sign)
c1, ..., cn. It is a well-defined bounded operator on H(T ). Furthermore,
for any pair of meromorphic functions y1, y2 ∈ M(X), the operators
My1 and My2 commute.
The counterpart of the resolvent operator (1.1), denoted by Ryα and
satisfies (in the neighborhood of infinity) Ryα = (M
y − αI)−1, is defined
by (see [45, Equation 3-4])
(2.22) Ryαf(u) =
f(u)
y(u)− α −
n∑
j=1
f(u(j))
dy(u(j))
ϑ[ζ˜](u(j) − u)
ϑ[ζ˜ ](0)E(u(j), u)
,
where y(u(j)) = α for j = 1, ..., n. Furthermore, the resolvent operators
satisfy the resolvent identity ([9, Theorem 4.2])
(2.23) Ryα − Ryβ = (α− β)RyαRyβ .
The model (commutative two-operator) vessel, corresponding to con-
tractive mapping T and a pair of meromorphic functions generating
M(X), is the collection (see [45, Theorem 3.1]):
(2.24) VT = (M
y1 , My2 ; H(T ) , Φ , Cn ; σ1 , σ2 , γ , γ˜) ,
where Φ is the evaluation operator at the poles of y1 and y2 and
σ1, σ2, γ, γ˜ are in C
n×n. The mapping between the inner space H of a
vessel to its model space is given by, see [45, Equation 3-5],
(2.25)
h→ ξ1dy1(z) + ξ2dy2(z)
ω(z)
P (ξ1, ξ2, z)Φ(ξ1A1+ξ2A2−ξ1y1(z)−ξ2y2(z))−1h.
Here h ∈ H , z ∈ X, ξ1 and ξ2 are free parameters and P is the
projection of E onto the output fiber E(p).
3. Statement of the structure theorem
Before stating the main result of this section, the counterpart of The-
orem 1.1, we fix some notations and conventions which are used in the
upcoming sections.
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Notation 3.1. Let y1 and y2 be real (meromorphic functions satisfying
y(p) = y(p), where p, abusing notation, is the conjugate of p under
the involution τ) meromorphic functions of degree n with simple poles
generating M(X), the field of meromorphic functions on X. Then
(A1) For α and β in Cˆ and k = 1, 2, we denote the n pre–images of
α and β in X with respect to yk(·) by
(
ω
(j)
k
)n
j=1
and
(
ν
(j)
k
)n
j=1
,
respectively.
(A2) We denote by
(
p
(j)
k
)n
j=1
the n simple poles of yk(·) for k = 1, 2.
(A3) The residues (up to a sign, following the notation in [9]) of y1(·)
and y2(·) are by definition:
(3.1) cmk = −Resp(m)
k
yk k = 1, 2 and m = 1, ..., n,
where the residue is with respect to some local coordinates tmk =
tk(p
(m)) centered at p
(m)
k .
(A4) We denote by C0 the embedding of X by (y1(x), y2(x)) into a
curve in C2 and by C the projective closure of C0 in P
2.
We note that the following lemma, presented in [9] for the case where X
is finite dimensional, still holds in the infinite dimensional case. This
result determines under which conditions Ryα is the resolvent of the
model operator My.
Lemma 3.2 ([9, Section 4]). Let X be a real compact Riemann surface
with y1, y2 ∈ M(X) generating M(X). Let Ω ⊆ X be an open set
containing the poles of y1 and y2. Let X be a reproducing kernel Hilbert
space of sections of L
ζ˜
⊗∆ analytic in Ω. Then Ryαf and Myf , f ∈ X,
are well-defined analytic sections on Ω. Furthermore, Ryα-invariance
for α in a neighborhood of infinity is equivalent to My-invariance, and
under either of these conditions
(3.2) Ryα = (M
y − αI)−1.
In particular, the kernel of the resolvent operator is trivial, i.e. kerRyα =
{0}.
Another important property of the model operator is given in the fol-
lowing lemma.
Lemma 3.3. Let X be a real compact Riemann surface and let y be
a meromorphic function on X. Let X be a reproducing kernel Hilbert
space of sections of L
ζ˜
⊗ ∆ (for ζ˜ ∈ Tν) analytic in an open and
connected set Ω which invariant under My and such that Ran My = X.
Then the model operator My is bounded.
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Proof: Since in a reproducing kernel Hilbert space, strong (or even
weak) convergence implies pointwise convergence, we see that the op-
eratorMy is closed. Hence, since My is closed and everywhere defined,
then by the closed mapping theorem, My is bounded. 
The main result we want to present is Theorem 3.5 below. To prove
Theorem 3.5 it is convenient to first state a simpler result Theorem
3.4. It contains the counterpart of the ”if” part of Theorem 1.1 under
the assumption that the meromorphic functions y1(·) and y2(·) have
only simple poles. This assumption is dropped later in Theorem 3.5.
In these statements, recall the Tν is given in (2.3).
Theorem 3.4. Let X be a real compact Riemann surface and let X be
a reproducing kernel Hilbert space of sections of L
ζ˜
⊗∆ ( for ζ˜ ∈ Tν)
analytic in an open and connected set Ω. We pick two meromorphic
functions, y1 and y2, with simple poles generating M(X), such that Ω
contains the points above the singular points of C and the poles of y1
and y2 and the elements of X are regular at these points. Furthermore,
assume that for every α, β ∈ C in the neighborhood of infinity such that
their n pre-images lie within Ω, the following conditions hold:
(i) X is invariant under Ry1α and R
y2
β .
(ii) For every choice of f, g ∈ X analytic at the poles of y1 and y2,
it holds that
〈Rykα f, g〉 −
〈
f, Rykβ g
〉
− (α− β)
〈
Rykα f, R
yk
β g
〉
=
− i(α− β)
n∑
l,t=1
f(ν(l))g(ω(t))
dyk(ν(l))dyk(ω(t))
ϑ[ζ˜](ν(l) − ω(t))
ϑ[ζ˜ ](0)E(ν(l), ω(t))
.(3.3)
Then the reproducing kernel of X is of the form
(3.4) KX(p, q) = Kζ˜(p, q)− T (p)Kζ(p, q)T (q)∗
for some ζ ∈ Tν and where T (·) is a (ζ, ζ˜)-contractive line bundles
mapping.
The comprehensive counterpart (removing the simple poles assumption
and adding the converse statement) of Theorem 1.1 in the setting of
real compact Riemann surfaces is given below.
Theorem 3.5. Let X be a real compact Riemann surface and let X be
a reproducing kernel Hilbert space of sections of L
ζ˜
⊗ ∆ (for ζ˜ ∈ Tν)
analytic in an open and connected set Ω.
(a) Let y1 and y2 be two meromorphic functions generating M(X),
such that Ω contains the points above the singular points of C
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and the poles of y1 and y2 and all the elements of X are regular
at these points. Furthermore, assume that Assumptions (i) and
(ii) in Theorem 3.4 are in force. Then the reproducing kernel
of X is of the form
(3.5) KX(p, q) = Kζ˜(p, q)− T (p)Kζ(p, q)T (q)∗
for some ζ ∈ Tν and where T (·) is (ζ, ζ˜)-contractive line bundles
mapping.
(b) Conversely, let T be a (ζ, ζ˜)-contractive mapping and X has
reproducing kernel of the form (3.5). Then for any y(·), real
meromorphic function on X such that all its poles are contained
in Ω and T is regular above the poles of y, X is Ryα–invariant
and the structure identity (3.3) holds.
In the finite dimensional case, it has been proved [9, Section 3] that
T (·) has the form of a finite Blaschke product on a compact Riemann
surface, that is, a finite product of Blaschke factors
ba(u) =
E(u, a)
E(u, a)
exp
(
−2π(a− a)tY u
)
.
The proofs of Theorems 3.4 and 3.5 are presented in Section 6. We
now give the outline of the ”only if” part of the proof of Theorem 3.4.
We start with the observation that by Lemma 3.2 the kernels of the
operators Ry1α and R
y2
β are trivial and we have
(3.6) Ry1α = (M
y1 − αI)−1, Ry2β = (My2 − βI)−1.
Then one proceeds as follows: we start by presenting and constructing
the two-operator vessel corresponding to the operators My1 and My2
and then:
(1) Prove that the colligation conditions forMy1 andMy2 are equiv-
alent to the structure identities for My1 and My2 , respectively.
(2) Show that the output vessel condition holds.
(3) Construct the matrix γ such that the input vessel condition
holds.
(4) Prove that, in our setting, the mapping (2.25), between the
inner space of the vessel to the model space, is the identity
mapping.
(5) Present the reproducing kernel in term of the joint characteristic
function.
(6) Show that the input and output determinantal representations
are maximal.
(7) Conclude, by the reproducing kernel Hilbert space properties,
that the reproducing kernel has the desired structure (3.4).
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4. Subspaces of H2
ζ˜
and a version of Beurling’s Theorem
We present in this section two versions of Beurling’s theorem on finite
bordered compact Riemann surfaces. For a short survey and related
previous results, see Section 1.2.
Let S be a finite bordered Riemann surface whose boundary contains
k connected components, denoted by X1, ..., Xk. The double of S is a
compact Riemann surface X with a natural antiholomorphic involution
τ , turning X into a real compact Riemann surface of genus g = 2gs +
k − 1. The boundary ∂S coincides with the set of fixed points of τ on
X (denoted by XR). Furthermore, X is a compact Riemann surface of
dividing type since X \XR contains two connected components X+ = S
and X−.
Let Lζ where ζ ∈ T0 be a flat unitary line bundle and let ∆ be a square
root of the canonical line bundle. Then the Hardy space consists of
sections of the line bundle Lζ ⊗∆ analytic on S and satisfying
k−1∑
j=0
∫
Xj
f(p)∗f(p) <∞.
It becomes a Hilbert space equipped with the inner product
〈f, g〉 =
k−1∑
j=0
∫
Xj
g(p)∗f(p).
To use the results in Section 3, one must extend sections of a line bundle
of S to sections of the corresponding line bundle on its double X. The
main point is that in order to extend a line bundle on S to a line bundle
on its double X (see [8, Section 2] – in a more general setting), there is
a unique extension such that certain symmetry properties are fulfilled.
To simplify the notation, we set H2(X+, Lζ˜ ⊗∆) = H2ζ˜ . We note that
Mf denotes the conventional multiplication operator by a function f
while My, as before, denotes the model operator.
Before turning to the main theorem, let us recall the definition of
dividing–type functions on a real compact Riemann surfaces.
Definition 4.1. A real meromorphic function y on a real compact
Riemann surface X is of dividing type if u ∈ XR if and only if y(u) ∈
CR.
A known result regarding functions of dividing type is presented below.
However, we note that only the first part is used in the sequel.
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Lemma 4.2 ([3, 4] and [40, Proposition 5.2]). Let f be a dividing
function on X. Then f has only real simple poles and zeros and its
residues at the poles, with respect to a real local coordinate with positive
orientation, are negative. Conversely, if X is dividing and f is a real
meromorphic function on X with simple real poles and negative residues
with respect to positive real local coordinate, then f is dividing.
We now turn to state the first version of Beurling’s theorem on finite
bordered Riemann surfaces.
Theorem 4.3 (Finite bordered Riemann surface version to Beurling’s
Theorem). Let S be a finite bordered Riemann surface and let X be its
double. Let H2
ζ˜
, with ζ˜ ∈ T0, be the corresponding Hardy space on X+
and let y1 and y2 be real meromorphic functions in X of dividing type
generating M(X). Furthermore, assume that for H ⊆ H2
ζ˜
the following
conditions hold:
(1) H is a closed subspace of H2
ζ˜
and is invariant under the multi-
plication operators M 1
y1(u)−α
and M 1
y2(u)−α
for every α ∈ C+.
(2) The elements of H⊥ (the orthogonal complement of H) have
analytic extensions with bounded point evaluations in a neigh-
borhood of the poles of y1 and y2 and of the pre-images of the
singular points of C (the projective curve with coordinates y1
and y2).
Then H is of the form
H = TH2ζ ,
where T is a (ζ, ζ˜) line bundle contractive mapping for some ζ ∈ T0.
We remark that the multiplication operator MT is an isometry from
H2ζ to H
2
ζ˜
(i.e. is inner). The study of boundary values is postponed
to a later publication.
Before heading to the proof, we present several preliminary results.
Our first goal is to show that the structure identity (3.3) holds for all
elements in H2
ζ˜
. We start with the following result and we recall the
proof for the sake of completeness.
Lemma 4.4 ([9, Lemma 4.3]). Let α ∈ C have n-distinct pre images
with respect to a real meromorphic function y and let ζ ∈ J(X) such
that θ(ζ) 6= 0. Then the Cauchy kernels are the eigenvectors of the
resolvent operator Ryα with eigenvalue
1
y(w)−α
.
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Proof: We apply the resolvent operatorRyα (given in (2.22)) onKζ˜(z, w).
Then a direct computation, using the collection formula [9, Lemma 4.1],
yields the following,
(
RyαKζ˜(·, w)
)
(z) =
K
ζ˜
(z, w)
y(z)− α −
n∑
j=1
K
ζ˜
(u(j), w)
dy(u(j))
ϑ[ζ˜](u(j) − z)
ϑ[ζ˜](0)E(u(j), z)
=
K
ζ˜
(z, w)
y(z)− α −
−1
i
n∑
j=1
1
dy(u(j))
ϑ[ζ˜](w − u(j))
ϑ[ζ˜](0)E(w, u(j))
ϑ[ζ˜](u(j) − z)
ϑ[ζ˜](0)E(u(j), z)
=
K
ζ˜
(z, w)
y(z)− α −
−ϑ[ζ˜ ](w − z)
iϑ[ζ˜ ](0)E(w, z)
(
1
y(z)− α −
1
y(w)− α
)
=
K
ζ˜
(z, w)
y(z)− α −Kζ˜(z, w)
(
1
y(z)− α −
1
y(w)− α
)
=
1
y(w)− αKζ˜(z, w).

Using the preceding lemma, we may conclude and prove that the struc-
ture identity holds on a dense subset of H2
ζ˜
.
Lemma 4.5. Let α, β ∈ C+. Then the structure identity (3.3) holds
on the linear span of Cauchy kernels inside H2
ζ˜
.
Proof: Since y is of dividing type, it maps X+ to C+ and X− to C−.
Thus, for α, β ∈ C+, their pre-images are in X+. Hence, the operators
Ryα and R
y
β are well-defined operators in H
2
ζ˜
.
We check that (3.3) holds on the finite linear span of the kernelK
ζ˜
(z, ω)
and we set f(z) = K
ζ˜
(z, ω) and g(z) = K
ζ˜
(z, ν). Then, starting with
the left hand side of (3.3) and using Lemma 4.4, we compute separately
the three components. The first two components, using Lemma 4.4,
are given by:〈
RyαKζ˜(z, ω), Kζ˜(z, ν)
〉
=
1
y(ω)− α
〈
K
ζ˜
(z, ω), K
ζ˜
(z, ν)
〉
(4.1)
=
1
y(ω)− αKζ˜(ν, ω),
and similarly,
(4.2)
〈
K
ζ˜
(z, ω), RyβKζ˜(z, ν)
〉
=
1
y(ν)− βKζ˜(ν, ω).
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The third element, applying Lemma 4.4 once again, is
(
α− β
) 〈
RyαKζ˜(z, ω), R
y
βKζ˜(z, ν)
〉
=
α− β
y(ω)− α
〈
K
ζ˜
(z, ω), RyβKζ˜(z, ν)
〉(4.3)
=
α− β
(y(ω)− α)(y(ν)− β)Kζ˜(ν, ω).
Summing all three components together, (4.1), (4.2) and (4.3), one may
conclude:
〈Ryαf, g〉−
〈
f, Ryβg
〉
− (α− β)
〈
Ryαf, R
y
βg
〉
=
=K
ζ˜
(ν, ω)
(
1
y(ω)− α −
1
y(ν)− β −
α− β
(y(ω)− α)(y(ν)− β)
)
(4.4)
=K
ζ˜
(ν, ω)
y(ν)− y(ω)
(y(ω)− α)(y(ν)− β) .
On the other hand, the right hand side of (3.3) (we use the notation
RHS) can be simplify by using [9, Lemma 4.1] twice. The first part of
the calculation:
RHS =− i(α− β)
n∑
l,t=1
K
ζ˜
(u(l), ω)K
ζ˜
(v(t), ν)
dy(u(l))dy(v(t))
ϑ[ζ˜ ](u(l) − v(t))
ϑ[ζ˜](0)E(u(l), v(t))
=
n∑
t=1
K
ζ˜
(v(t), ν)
dy(v(t))
n∑
l=1
α− β
dy(u(l))
ϑ[ζ˜ ](ω − u(l))
ϑ[ζ˜](0)E(ω, u(l))
ϑ[ζ˜](u(l) − v(t))
ϑ[ζ˜ ](0)E(u(l), v(t))
=− i(α− β)
(
1
β − α −
1
y(ω)− α
)
n∑
t=1
Kζ˜(v(t), ν)
dy(v(t))
K
ζ˜
(ω, v(t))
=− i
(
1 +
α− β
y(ω)− α
)
n∑
t=1
1
dy(v(t))
ϑ[ζ˜](ν − v(t))
ϑ[ζ˜](0)E(ν, v(t))
ϑ[ζ˜ ](v(t) − ω)
ϑ[ζ˜](0)E(v(t), ω)
.
(4.5)
Using the collection formula once again, we have the following equality
n∑
t=1
1
dy(v(t))
ϑ[ζ˜](ν − v(t))
ϑ[ζ˜ ](0)E(ν, v(t))
ϑ[ζ˜](v(t) − ω)
ϑ[ζ˜](0)E(v(t), ω)
=(−i) ϑ[ζ˜](ν − ω)
iϑ[ζ˜ ](0)E(ω, ν)
(
1
y(ω)− β −
1
y(ν)− β
)
=i
(
1
y(ω)− β −
1
y(ν)− β
)
K
ζ˜
(ν, ω).(4.6)
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Substituting (4.6) in (4.5), we have
RHS =− i
(
1 +
α− β
y(ω)− α
)
i
(
1
y(ω)− β −
1
y(ν)− β
)
K
ζ˜
(ν, ω)
=
y(ν)− y(ω)
(y(ν)− β)(y(ω)− α)Kζ˜(ν, ω),
as in (4.4). 
Moreover, using the Lemma 4.5, we show below that the operator Ryα
is a bounded operator in H2
ζ˜
.
Lemma 4.6. Let α ∈ C+, then the resolvent operator Ryα is bounded
in H2
ζ˜
.
Proof: Using Lemma 4.5, the structure identity (3.3) holds for the
Cauchy kernels. We use the structure identity in order to prove the
boundedness of Ryα. In (3.3), we choose f = g to be a linear com-
bination of the Cauchy kernels and we set β = α ∈ C+. Then we
have:
2
(
Im 〈Ryαf, f〉 − Im (α) ‖Ryαf‖2
)
=(4.7)
− 2iIm (α)
n∑
l,t=1
f(ν(l))f(ν(t))
dy(ν(l))dy(ν(t))
ϑ[ζ˜](ν(l) − ν(t))
ϑ[ζ˜](0)E(ν(l), ν(t))
.
The right hand side of Equation (4.7), in view of Remark 2.2, does not
depend on the local coordinates choice. As a result, we deduce from
(4.7) the following inequality:
(4.8) ‖Ryαf‖2 ≤ Cα ‖Ryαf‖ ‖f‖+Dα‖f‖2,
for some constants Cα and Dα (depend only on α). The inequality (4.8)
is true for every f in a densely defined subset of H2
ζ˜
. Hence, dividing
by ‖f‖2 and taking the supremum over f implies that the operator Ryα
is bounded. 
Combining the last two results, Lemma 4.6 and Lemma 4.5, we con-
clude that since Ryα is bounded and the structure identity holds on a
dense subset, then the structure identity holds in H2
ζ˜
.
Corollary 4.7. Let α, β ∈ C+ and let y(z) be a real meromorphic
function of dividing type. Then the structure identity (3.3) holds in
H2
ζ˜
.
The relation between the subspaces invariant under Ryα and the sub-
spaces invariant under multiplication operators is illustrated in the fol-
lowing lemma.
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Lemma 4.8. Let H be a subspace of H2
ζ˜
and α ∈ C+. Then the
subspace H is Ryα-invariant if and only if the orthogonal complement
H⊥ is invariant under the operator of multiplication by 1
y(ω)−α
.
Proof: Since Ryα is bounded it is sufficient to prove that
〈Ryαf, g〉 =
〈
f,M 1
y(·)−α
g
〉
,
where M is the multiplication operator and f and g are in H2
ζ˜
.
Let f and g be kernel elements, f = K
ζ˜
(·, ν) and g = K
ζ˜
(·, ω). Using
the boundedness property of Ryα in Lemma 4.6, one may obtain the
following 〈
K
ζ˜
(·, ν), RyαKζ˜(·, ω)
〉
=
〈
(Ryα)
∗K
ζ˜
(·, ν), K
ζ˜
(·, ω)
〉
(4.9)
=
(
(Ryα)
∗K
ζ˜
(·, ν)
)
(ω).
On the other hand, using Lemma 4.4, we have〈
K
ζ˜
(·, ν), RyαKζ˜(·, ω)
〉
=
〈
K
ζ˜
(·, ν), 1
y(ω)− αKζ˜(·, ω)
〉
=
1
y(ω)− αKζ˜(ω, ν).(4.10)
Hence, combining (4.9) and (4.10) the desired result yields. 
To apply Theorem 3.4, one needs to show that the structure identity
holds also on ∂S in neighborhood of the poles of y1 and y2. This is
done in Lemma 4.10, but first, we present a preliminary result.
Lemma 4.9. Let X be a real compact Riemann surface and let H⊥ be a
closed subset of H2
ζ˜
which is invariant under Ryα where α ∈ X+ and have
analytic extensions with bounded point evaluations in neighborhoods of
the poles of y. Then for any sequence (αj)j∈N converges to α, the limit
limj→∞R
y
αj
f(p) is well-defined and does not depend of the sequence.
Proof: Let f be an arbitrary element in H⊥ and let (αj)j∈N be a se-
quence of elements in C+ converging to α0 ∈ R. We define the limit
operator by
(4.11) Tf = lim
j→∞
Ryαjf
(a priori, T may depend on the sequence (αj)j∈N). We first show point-
wise convergence in (4.11). We evaluate Ryαjf at a point p ∈ X+; by
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definition, we have
(4.12) (Ryαjf)(p) =
f(p)
y(p)− αj −
n∑
k=1
f(u
(k)
j )
dy(u
(k)
j )
ϑ[ζ˜](u
(k)
j − p)
ϑ[ζ˜](0)E(u
(k)
j , p)
,
where (u
(k)
j )
n
k=1 are points in X+ such that y(u
(k)
j ) = αj . The first ele-
ment at the right hand side of (4.12) for a given p converges to f(p)
y(p)−α0
.
By assumption, the elements of H⊥ have bounded point evaluation
on the fiber above the α0, hence f(u
(k)
j )
j→∞−−−→ f(u(k)0 ) (here u(k)0 for
k = 1, ..., n are the points above α0). Thus, for every p ∈ X+ each
element in the summation (4.12) the point-wise limit exists and does
not depend on the choice of the sequence (αj)j∈N. 
Lemma 4.10. Let X be a real compact Riemann surface of dividing
type, let y(·) be a real meromorphic function of dividing type on X
and let H⊥ be a closed subspace in H2
ζ˜
where ζ˜ ∈ T0. Furthermore,
we assume that the elements of H⊥ have an analytic extension with
bounded point evaluations in a neigborhood of the poles of y. Then the
following hold
(1) Ryα0 is invariant and bounded in H
⊥.
(2) The structure identity holds also for α0 in R (when α0 = β0 ∈ R,
the right hand side of the structure identity is understood as a
limit).
Proof: We start by showing that the resolvent operator is invertible
for Im α > 0. Let (fn)n∈N be a sequence of elements in H such that
||fn|| = 1. Then, for α ∈ C+ we examine the multiplication operator
M 1
y(z)−α
. The norm in H2
ζ˜
is the integration over the fixed points of X
and since y is dividing, the values of y(z) are real and we have∣∣∣∣∣∣∣∣M 1
y(z)−α
fn
∣∣∣∣∣∣∣∣2 =
∣∣∣∣∣
∣∣∣∣∣ 1y(z)− αfn
∣∣∣∣∣
∣∣∣∣∣
2
=
∣∣∣∣∣
∣∣∣∣∣ 1y(z)− (Re α− iIm α)fn
∣∣∣∣∣
∣∣∣∣∣
2
≥ 1|Im α|2 ||fn||
2 > 0.
Hence M 1
y(z)−α
is bounded from below and therefore Ryα is invertible if
N(Ryα) = {0}. Considering 0 6= f ∈ N(Ryα) implies that
f(p) = (α− y(p)) ∑
j : y(pj)=α
K
ζ˜
(p, pj)f(pj).
In particular, the equality holds for the poles of y. The left hand side,
by assumption, f has analytic continuation at the poles of y, while the
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right hand side has pole at pj. A contradiction, thus f must be zero
and the invertibility of Ryα follows.
We define the operator T y = (Ryα)
−1 + αI where α ∈ C+ (see also
[41, Theorem 4.19 P. 146]) and we show that T y = My. T y is a
linear bounded operator and therefore for sufficiently large α0 ∈ R
the resolvent exists. Furthermore, for a sequence (αj)
∞
j=1 converging to
α0, (T
y−αjI)−1 converges in the strong operator norm to (T y−α0I)−1.
Then, assuming f ∈ H⊥, the sequence Ryαjf = (T y−αjI)−1f converges
to (T y−α0I)−1f . We note that since the point evaluations are bounded,
by Lemma 4.9, Ryαjf(u) converges point-wise to R
y
α0
f(u), hence T y =
My follows.
To prove (2), we choose a sequence (βj)j∈N ⊂ C+ converging to β0 ∈
C+ ∪ R such that α0 6= β0. According to Lemma 4.7, the structure
identity (2.23) holds for every pair of elements in (αj)j∈N and (βj)j∈N.
Considering j →∞, we obtain
lim
j→∞
(〈
Ryαjf, g
〉
−
〈
f, Ryβjg
〉
− (αj − βj)
〈
Ryαjf, R
y
βj
g
〉)
=
lim
j→∞
−i(αj − βj) n∑
l,t=1
f(ν
(l)
j )g(ω
(t)
j )
dyk(ν
(l)
j )dyk(ω
(t)
j )
ϑ[ζ˜](ν
(l)
j − ω(t)j )
ϑ[ζ˜ ](0)E(ν
(l)
j , ω
(t)
j )
 .(4.13)
The limit on the right hand side exists using the bounded point eval-
uation assumption. Since Ryαj convergences uniformly to R
y
α0
the limit
on the left hand side coincides with the operators Ryα0 and R
y
β0
.
To complete the proof, by continuity, the limit on the right hand side
of (4.13) exists also for α0 = β0 ∈ R, and we take the expression on
the right hand side as its definition. 
As we have gathered all the required preliminaries results, we can
present the proof of the first version of the Beurling’s theorem.
Proof of Theorem 4.3: Let, as in the statement, y1(·) and y2(·) be
meromorphic functions of dividing type. Thus, using Lemma 4.2, the
poles of y1 and y2 are real and simple.
Applying Lemma 4.8, the assumption that H is invariant under the
multiplication operators M 1
y1(u)−α
and M 1
y2(u)−β
is translated to: H⊥
is invariant under the operators Ry1α and R
y2
β where α, β ∈ C+. By
Corollary 4.7, the structure identity automatically holds in H2
ζ˜
for all
α, β ∈ C+.
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By assumption, the elements of H⊥ have analytic extension to neigh-
borhood of the poles of y1 and y2 with bounded point evaluations and
the elements of H⊥ have analytic extensions at the pre-images of the
singular points of C. Then using Lemma 4.10, H⊥ is invariant under
the bounded operator Rykα where α ∈ R at the neighborhood of infinity.
Furthermore, the structure identity can be extended to α ∈ R.
Combining all the observations above, we can apply Theorem 3.5 on
the orthogonal complement H⊥. Thus, H⊥ is a reproducing kernel
Hilbert space with reproducing kernel of the form
KH⊥(p, q) = Kζ˜(p, q)− T (p)Kζ(p, q)T (q)∗,
where T is a contractive bundle mapping from H2ζ to H
2
ζ˜
for some
ζ ∈ T0. Therefore, we can write
H⊥ = H2
ζ˜
⊖ TH2ζ ,
and so
H = TH2ζ .

The Beurling’s theorems as presented in [23] and [47], assume that H
is invariant under all multiplication operators belong to some algebra
of functions (in [47], the collection of functions analytic inside R and
continuous in R). Hence, we are motivated to formulate the following
version of the Beurling’s theorem.
Theorem 4.11 (Finite bordered Riemann surface version to Beurling’s
Theorem II). Let S be a finite bordered Riemann surface with double X
and H2
ζ˜
, where ζ˜ ∈ T0, is the corresponding Hardy space on S = X+.
Let y1 and y2 be real meromorphic functions in X of dividing type
generating M(X). Furthermore, assume that for H ⊆ H2
ζ˜
the following
conditions hold:
(1) H a is closed subspace of H2
ζ˜
and is invariant under the mul-
tiplication operator of any element in the algebra of functions,
denoted by AS, analytic in S and continuous on ∂S.
(2) The elements of H⊥ have analytic extensions with bounded point
evaluations in ∂S.
Then H is of the form
H = TH2ζ ,
where T is a (ζ, ζ˜)-contractive line bundles mapping for some ζ ∈ T0.
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Proof: The functions f1(u) =
1
y2(u)−α
and f2(u) =
1
y1(u)−β
are analytic
in S and continuous on ∂S and hence, in particular, f1 and f2 belong to
AS. Therefore, by assumption, H is invariant under the multiplication
of f1 and f2. It remains to apply Theorem 4.3. 
5. Compressed multiplication operators on real compact
Riemann surfaces
Since the kernel of the resolvent operator Ryα is zero and since R
y
α is
bounded then, using [41, Theorem 4.20], there exists a densely defined
operator My satisfying Ryα = (M
y − αI)−1. In fact, My is given by
(Myf)(u) = y(u)f(u) + cf(u).
Here f is a holomorphic section of L
ζ˜
⊗∆ on an open set containing the
poles of y and cf is the unique (follows by the assumption that there
are no nonzero global analytic sections) global meromorphic section
with divisor of poles contained in the divisor of poles of y, such that
y(u)f(u) + cf(u) is analytic at the poles of y.
An alternative and explicit formula was presented in (2.21) below and,
in a more general setting, is given below in Remark 5.2.
Notation 5.1. Given y1 and y2, a pair of real meromorphic functions
with poles pmk of order s
pm
k , we set s
pm
def
= spm1 +s
pm
2 . We denote by P(y)
the set of poles of a given meromorphic function y. Then, Φ1, Φ11 and
Φ12 stand for the evaluation operators (with the derivatives up to the
corresponding order of the pole spmk minus one) at the poles of P(y1),
P(y1)\P(y2) and P(y1)∩P(y2), respectively. Similarly, Φ˜12 denotes the
pole-evaluation operator but now up to derivatives of order spm minus
one.
The block matrix Kζ(P11, P2), (in the same way we define the vector
Kζ(P1, u)) is defined by[
K
(k1,k2)
ζ (p
(n)
1 , p
(m)
2 )
]n1,n2,sn1 ,sm2
n,m,k1,k2=1
, p
(n)
1 ∈ P(y1) \ P(y2) and p(m)2 ∈ P(y2).
In the case that a Cauchy kernel matrix contain a entry where p
(n)
1 =
p
(m)
2 , the corresponding entry is set to be zero.
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Remark 5.2. We recall that the model operator, where y contains non-
simple poles, is given by
Myf(u) =y(u)f(u)+
i
n∑
m=1
sm∑
l=1
sm∑
j=l
a−j,m
f (j−l)(p(m))
(j − l)!
(−1)l−1
(l − 1)!K
(l−1)
ζ˜
(p(m), u),(5.14)
where a−j,m is the j-th Laurent coefficient of y at p
(m) (see also [9,
Equation 4.21]). Equivalently, (5.14) can be written, using Notation
5.1, in the following vector form
Myf(u) = y(u)f(u) + iK
ζ˜
(u, P )AyΦy(f).
Here Ay is an upper-diagonal-Hankel blocks matrix (the (i, j)-entry in
the n-th block, of size sn, is equal to an,−(i+j−1) for all i, j such that
i + j ≤ sn + 1) containing the Laurent coefficients of y at its poles.
More generally, let Φα be the evaluation of M
y f at the points v1, ..., vn
satisfying y(vk) = α, then we write
(5.15) ΦαM
yf(u) = Φα (y · f) + iKζ˜(α, P )AyΦ (f) .
Here Φα (y · f) is the vector with the values f(vk) y(vk) (possibly with
derivatives whenever a pole of y is not simple). We use Φ to denote
Φ∞.
Theorem 5.3. Assume the structure identity holds for a pair of mero-
morphic functions y1 and y2. Then the structure identity holds for all
elements in the algebra generated by y1 and y2.
In order to prove Theorem 5.3, we first need to present some prelim-
inary results. The next result appeared in [9, Theorem 4.10], below
we present a more general statement with a comprehensive and an
alternative proof.
Lemma 5.4. Let p(z1, z2) be a polynomial in two variables and let
y1 and y2 be two real meromorphic functions on X. Then the model
operator satisfies
Mp(y1,y2) = p(My1 ,My2).
In particular, My1 y2 =My1My2 and My1+y2 =My1 +My2.
Corollary 5.5. The mapping z → Mz, where z is a meromorphic func-
tion on X, is an algebra homomorphism from the algebra of meromor-
phic functions to the algebra of linear operators defined on the vector
space of holomorphic section of the form L
ζ˜
⊗∆.
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Proof of Lemma 5.4: Let S be a finite set of elements in X. We
denote by MS(Lζ ⊗ ∆) the germs of sections of Lζ ⊗ ∆ with poles in
S. Then we have the following decomposition
MS(Lζ ⊗∆) = MS,+(Lζ ⊗∆)⊕MS,−(Lζ ⊗∆),
where MS,+(Lζ ⊗∆) denotes the set of germs of holomorphic sections
of Lζ ⊗∆ while MS,−(Lζ ⊗∆) are the global meromorphic sections of
Lζ⊗∆ with poles only on S. By assumption, Lζ⊗∆ has no global non-
zero holomorphic section and thereforeMS,+(Lζ⊗∆)∩MS,−(Lζ⊗∆) =
{0}. On the other hand, each element ofMS,+(Lζ⊗∆) can be written as
a linear combination of the Cauchy kernel and its derivatives evaluated
at S.
We select y ∈ M(X) such that all the poles of y belong to S and we
define
M˜y : MS,+ →MS,+
f(p)→ (y(p)f(p))+.
The definitions of M˜y and My coincide. This is true since there are no
non-zero global analytic sections and the difference between M˜y and
My is a global analytic section and hence equal to zero.
Obviously, by definition, My1+y2 = My1 +My2 and for f ∈ MS,+. We
set h+ = (h+ +h−)+ = M
y1My2f and we show that h+ = M
y1 y2f . We
also set y2 f+ = g+ + g− and then we have
h+(p) =y1(p)g+(p)− h−(p)
=y1(p)
(
y2(p)f(p)− g−(p)
)
− h−(p),
and hence
y1(p)y2(p)f(p) = h+(p) +
(
h−(p) + y1(p)g−(p)
)
.
However, h−(p)+y1(p)g−(p) is a global meromorphic section with poles
on S, so
(
y1(p)y2(p)f(p)
)
+
= h+(p) and M
y1y2f = h+ follows. 
The upcoming technical result is required later during the proof of
Lemma 5.7.
Lemma 5.6. Let a, b, d ∈ N satisfying 0 ≤ a, b < d and let c0, ..., cd
be a sequence of real numbers such that c0 6= 0. Then the following
equality holds
(5.16) lim
x,y→0
d−1−a∑
j=0
cd−(j+a+1)
b!j!
∂j+b
∂xjyb
∑d−1
q=0 cq
∑d−q
t=1 x
q+t−1yd−t∑d
p=0 cpx
p
∑d
p=0 cpy
p
= δb,a,
where δ stands for the Kronecker delta.
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Proof: During the proof, we use the notations f(x)
def
=
∑d
p=0 cpx
p,
g[n]
def
=
1
n!
(
1
f(x)
)(n) ∣∣∣∣∣∣
x=0
and h[m]
def
=
m∑
n=0
g[n]g[m− n].
According to Leibniz product rule the following identity holds
∂j+b
∂xjyb
∑d−1
q=0 cq
∑d−q
t=1 x
q+t−1yd−t
f(x) f(y)
=
j∑
k=0
b∑
l=0
(
j
k
)(
b
l
)
∂k
∂xk
1
f(x)
∂l
∂yl
1
f(y)
×
∂(j−k)+(b−l)
∂x(j−k)y(b−l)
d−1∑
q=0
cq
d−q∑
t=1
xq+t−1yd−t.(5.17)
The two-variable polynomial in the numerator in the LHS of (5.17) has
zero coefficients for all monomials of combined degree less than d− 1.
Hence, all mixed derivatives of orders j and b such that j + b < d − 1
are zero. Since the outer sum on the LHS of (5.16) is calculated up to
d− 1− a, (5.17) identically zero whenever b < a.
We now consider the case where a ≤ b. First, we note that
lim
x,y→0
∂(j−k)+(b−l)
∂x(j−k)∂y(b−l)
d∑
q=1
cq
q−1∑
t=0
xd−q+tyd−1−t =
(j − k)!(b− l)!c(j−k)+(b−l)−(d−1).(5.18)
Repeating the same argument (as used in the b < a case), we note that
if j < d− b−1, the mixed derivatives of the two-variable polynomial in
the numerator of (5.16) are again zero. Combining the last observation
together with (5.18) and (5.17), the LHS of (5.16) can be rewritten as
follows
lim
x,y→0
d−1−a∑
j=d−1−b
cd−j−a−1
j∑
k=0
b∑
l=0
cj+b−d+1−k−l
1
k!l!
∂l
∂xl
1
f(x)
∂k
∂yk
1
f(y)
=
d−1−a∑
j=d−1−b
cd−j−a−1
j∑
k=0
b∑
l=0
cj+b−d+1−k−lg[k]g[l].(5.19)
Furthermore, by indices manipulations, (5.19) becomes
b−a∑
t=0
b−a∑
m=t
cm−tcb−a−m
t∑
n=0
g[n]g[t− n],(5.20)
or equivalently (by setting b′ = b− a)
(5.21)
b′∑
t=0
h[t]
b′∑
m=t
cm−tcb′−m.
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We note that h[t] is just the t-Taylor coefficient at zero of 1
f(x)
1
f(x)
(recall
that c0 6= 0). On the other hand, ∑b′m=t cm−tcb′−m is the (b′ − t)-Taylor
coefficient at zero of f(x)f(x). Hence, (5.21) is the b′-Taylor coefficient
at zero of the multiplication of f(x)f(x) and 1
f(x)
1
f(x)
. The b′-Taylor
coefficient of the function identically equal to one is clearly equal to
zero whenever b′ > 0, or equivalently, when b > a and equal to 1 if
b′ = 0 or b = a. Hence the claim follows. 
Lemma 5.7. Let y be a non-simple meromorphic function on X. Then
the structure identity (3.3) is equivalent to the colligation condition
(2.11). Here Φ is the evaluation operator at the poles of y with deriva-
tives up to to order of the pole minus one and where σ is given by
σ =

P 1
...
P r
0 P r+2
P r+1 0
...
0 P r+2m
P r+2m−1 0
 ,
where P k are upper-diagonal Hankel matrices of sizes sk with entries
Res(pk, j) wehre j = sk, ..., 1.
Proof: Let us first consider the following version of the collection for-
mula, (
y(v)− y(w)
)
K
ζ˜
(v, w) =
n∑
r=1
sr−1∑
δ,γ=0
K
(γ)
ζ˜
(v, p(r))η(r,γ,δ)K
(δ)
ζ˜
(p(r), w).(5.22)
To see that (5.22) holds, we fix w = w0 ∈ X, such that w0 is not a pole
of y and y(w0) has n distinct pre-images. Then both sides of (5.22)
are sections of L
ζ˜
⊗∆. Furthermore, both sides have poles at (p(j))nj=1
of orders (spj)nj=1 and the left hand side has an additional removable
simple pole at v = w0. We choose the entries of η to be the residues of
y at these points such that both sides of (5.22) share the same principal
part. More precisely, we move to local parameter t at p(r) centered at
zero. Then y(v) at p(r) is
y(t(u)) = ar,−srt(u)
−sr + ...+ ar,−1t(u)
−1 + ...,
while the Cauchy kernel K
ζ˜
(p(r), w0) is
K
ζ˜
(p(r), w0) =
∞∑
j=0
K
(j)
ζ˜
(p(r), w0)t(u)
j.
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Hence the l-th (0 < l ≤ sr) residue of the LHS of (5.22) is
(5.23)
sr∑
j=l
a−jK
(sr−j)
ζ˜
(p(r), w0) =
sr−l∑
j=0
a−sr+jK
(j)
ζ˜
(p(r), w0).
Using the last observation, we set the entries of the matrix η by
ηr,γ,δ = ar,−(δ+γ+1)
and hence the residues at p(r) of both sides of (5.22) coincide and
equal to (5.23). Since, by assumption, there are no non-zero global
holomorphic sections, we conclude that (5.22) holds for any v ∈ X.
It is convenient to use the following identities (see Lemma 3.2)
(5.24) F = (My − αI)−1f and G = (My − βI)−1g.
Recall that using (3.6), F and G are the images of resolvent operators
acting on f and g, respectively. Thus, the left hand side of the structure
identity (3.3) can then be rewritten as〈
(My − αI)−1f, g
〉
−
〈
f, (My − βI)−1g
〉
−
(α− β)
〈
(My − αI)−1f, (My − βI)−1g
〉
=
〈
(My − βI)−∗ (My − (My)∗) (My − αI)−1f, g
〉
= 〈(My − (My)∗)F,G〉 .(5.25)
Substituting (5.22) on the RHS and (5.25) on the LHS of (3.3) leads
to the following expression
〈(My − (My)∗)F,G〉 =
n∑
r=1
sr−1∑
δ,γ=0
(
n∑
l=1
f(v(l))
dy(v(l))
K
(γ)
ζ˜
(v(l), p(r))
)
η(r,γ,δ)×
×
(
n∑
t=1
K
(δ)
ζ˜
(p(r), w(t))
g(w(t))
dy(w(t))
)
.(5.26)
Noting that y(v(l)) = α, the evaluation of f at v(l) in term of F (an
equivalent formula ties G and g), can be written as follows:
f(v(l)) =(My − α)F (v(l))
=
n∑
m=1
sm∑
l=1
sm∑
j=l
a−j,m
F (j−l)(p(m))
(j − l)!
(−1)l−1
(l − 1)!K
(l−1)
ζ˜
(p(m), v(l)).
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We write one of the expressions on the right hand side of (5.26), as
follows:
n∑
l=1
f(v(l))
dy(v(l))
K
(γ)
ζ˜
(v(l), p(s)) =
n∑
m=1
sm∑
r=1
sm∑
j=r
a−j,m
F (j−r)(p(m))
(j − r)!
(−1)r−1
(r − 1)!×
n∑
l=1
K
(r−1)
ζ˜
(p(m), v(l))K
(γ)
ζ˜
(v(l), p(s))
dy(v(l))
.(5.27)
Differentiating the (simple-poles) collection formula j times with re-
spect to v and k times with respect to w leads to
n∑
l=1
K
(j)
ζ˜
(v, u(l))K
(k)
ζ˜
(u(l), w)
dy(u(l))
=
=
∂j+k
∂vjwk
(
1
y(w)− α −
1
y(v)− α
)
K
ζ˜
(v, w).(5.28)
Therefore, the inner sum in (5.27) vanishes whenever p(s) 6= p(m) and
by changing the summation indices and their order, the RHS of (5.27)
becomes
(5.29)
sm−1∑
j=0
F (j)(p(s))
sm−1−j∑
r=0
(−1)r a−(j+r+1),s
j!r!
n∑
l=1
K
(r)
ζ˜
(p(s), ν(l))K
(γ)
ζ˜
(ν(l), p(s))
dy(ν(l))
.
Evaluating the RHS of (5.28) at w = v = p(s), setting d = sps and
moving to local parameter t of p(s) centered at zero, we have
∂j+m
∂vjum
(
u(t)d
c−d + ... + cˆ0u(t)d
− v(t)
d
c−d + ...+ cˆ0v(t)d
)
1
u(t)− v(t) ,
where cˆ0
def
= (c0 − α). The last term, equal to
n∑
l=1
K
(j)
ζ˜
(p(s), u(l))K
(m)
ζ˜
(u(l), p(s))
dy(u(l))
=
=
∂j+m
∂vjum
∑d
l=1 c−l
∑l−1
k=0 u(t)
d−l+kv(t)d−1−k
(c−d + ...+ cˆ0u(t)d)(c−d + ... + cˆ0v(t)d)
.(5.30)
Substituting (5.30) in (5.29), leads to
sm−1∑
j=0
F (j)(p(s))
sm−1−j∑
r=0
(−1)r a−(j+r+1),s
j!r!
∂r+γ
∂vruγ
∑d
l=1 c−l
∑l−1
k=0 u(t)
d−l+kv(t)d−1−k
(c−d + ...+ cˆ0u(t)d)(c−d + ...+ cˆ0v(t)d)
(5.31)
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and by applying Lemma 5.6 on (5.31), we conclude that (5.29) collapses
to F (γ)(p(s)). Similarly, we have
n∑
t=1
K
(δ)
ζ˜
(p(r), w(t))
g(w(t))
dy(w(t))
= G(δ)(p(r)).
Finally, back to evaluating (5.26), we summarize
〈(My − (My)∗)F,G〉 =∑
r,γ,δ
G(δ)(p(r))ηr,γ,δF
(γ)(p(r))
=Φ∗y(G)PeryηΦy(F )
=Φ∗y(G)σΦy(F ).
Here Φy is the poles-evaluation operator associated to y up to deriva-
tives of the poles order minus one, σ is equal to η up to blocks permuta-
tion corresponding to conjugate poles and we denote the permutation
matrix corresponding to y by Pery. 
We note that the matrix σk is selfadjoint. It is an immediate con-
sequence of the selfadjointness of the Hankel matrix η together with
the assumption that y is a real meromorphic function and hence the
residues of conjugate poles conjugate.
Proof of Lemma 5.3: Using Step 1 and Lemma 5.7, it is sufficient to
prove that for any pair of polynomials, g1 and g2, the pair of meromor-
phic functions z1 = g1(y1, y2) and z2 = g2(y1, y2) satisfies the colligation
conditions of the vessel
(5.32) (Mz1 , Mz2 ; X , Φ , E ; σ1 , σ2 , γ , γ˜ ).
Furthermore, applying Lemma 5.4, it is enough to show that the colli-
gation condition holds for My1 +My2 and My1My2 .
Since we are interested to porve the statement for all elements in the
algebra generated by y1 and y2, we can no longer assume that either of
the functions has only simple poles. Thus, we have to use the definition
of the model operator as presented in Remark 5.2. As a result, in (5.32),
Φ contains the evaluation at the poles of y together with the evaluation
of the derivatives (up to the order of the pole minus one) and σ1 and
σ2 should be modified. The matrix m-th block in the σk, see Lemma
5.7, corresponding to the pole p(m) of order sm, contains the first sm
Laurent coefficients of yk at p
(m) along its blocks.
First, summing the colligation conditions corresponding to y1 and y2,
we simply have
(5.33) My1 +My2 −My1∗ −My2∗ = iΦ∗1σ1Φ1 + iΦ∗2σ2Φ2 = iΦ∗σΦ,
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where Φ = Φ1 ⊕ Φ12 ⊕ Φ2 and σ = σ11 ⊕ σ̂12 ⊕ σ22, where Φ12 is
the evaluation operator with derivatives up to order max (spm1 , s
pm
2 ).
The matrix σ11 contains the Laurent coefficients of y1 at all poles in
P(y1)\P(y2). σ̂12 is the summation of the Laurent coefficients of y1 and
y2 along the joint poles. As for the case where a joint pole disappears in
y1 + y2, the matrix σ̂12 will contain zeros at the corresponding entries.
Thus, the colligation condition of y1 + y2 follows.
Moving to examineMy1My2 , one can show, using the commutativity of
My1 and My2 and the colligation conditions associated My1 and My2
(Lemma 5.7), the following
1
i
(
〈My1My2f, g〉 − 〈f,My1My2g〉
)
= 〈σ1Φ1My2f,Φ1g〉+ 1
i
(
〈My2f,My1g〉 − 〈f,My1My2g〉
)
= 〈σ1Φ1My2f,Φ1g〉+ 1
i
(
〈My2f,My1g〉 − 〈f,My2My1g〉
)
= 〈σ1Φ1My2f,Φ1g〉+ 〈σ2Φ2f,Φ2My1g〉 .(5.34)
For simplicity, we first assume that P(y1) ∩ P(y2) = ∅. It follows that
the expression (5.34), using the matrix representations as presented in
Remark 5.2, is
1
i
(
〈My1My2f, g〉− 〈f,My1My2g〉
)
=
=Φ∗1(g)σ1
(
Φ1(y2 · f) + iKζ˜(P1, P2)Ay2Φ2(f)
)
+(
Φ∗2(y1 · g)− iΦ∗2(g)A∗y1K∗ζ˜ (P2, P1)
)
σ2Φ2(f).(5.35)
We note that the selfadjoint matrices σk and Ayk are equal up to a
blocks-permutation matrix corresponding to conjugate poles (compare
Remark (5.2) and Lemma (5.7)), i.e. σk = PerykAyk and hence we note
that σkKζ˜(Pk, u) = AykKζ˜(Pk, u) holds. Moreover, using the Hermitian
structure of the Cauchy kernels, the Cauchy kernel poles-evaluation
matrices (see Notation 5.1) satisfy K∗
ζ˜
(P2, P1) = Kζ˜(P1, P2). Then,
one can show that two of the terms in (5.35) vanish as follows from the
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next computation
1
i
(
〈My1My2f, g〉 − 〈f,My1My2g〉
)
=Φ∗1(g)σ1Φ1(y2 · f) + Φ∗2(g · y1)σ2Φ2(f)
iΦ∗1(g)
(
Ay1Kζ˜(P1, P2)Ay2 − Ay1Kζ˜(P1, P2)σ2
)
Φ2(f)
=Φ∗1(g)σ1Φ1(y2 · f) + Φ∗2(g · y1)σ2Φ2(f)
iΦ∗1(g)
(
Ay1Kζ˜(P1, P2)Ay2 − Ay1Kζ˜(P1, P2)Ay2
)
Φ2(f)
=Φ∗1(g)σ1Φ1(y2 · f) + Φ∗2(y1 · g)σ2Φ2(f).(5.36)
Equivalently, using the decomposition Φ1(y2 · f) = Φ1(y2)Φ1(f), where
Φ1(y2) is a (Hankel-block) matrix containing the values of y2 and its
derivatives at the poles of y1, (5.36) can be written as
Φ∗1(g)σ1Φ1(y2)Φ1(f) + Φ
∗
2(g)Φ
∗
2(y1)σ2Φ2(f) = Φ
∗(g)σy1 y2Φ(f),
where Φ = Φ1 ⊕ Φ2 and σy1 y2 = σ1Φ1(y2) ⊕ Φ∗2(y1)σ2. Hence the
colligation condition, associated to the model operator acting on the
multiplication of two meromorphic functions with non-common and
non-simple poles, follows.
We now turn to the case of a pair of meromorphic functions with com-
mon poles, and we start by considering the term Φ1M
y2f . Let us
evaluate the k-th derivative of My2f(u) at a non-simple pole (of y2),
say p(r), of degree spr (k < spr). Considering a local parameter t at p(r)
centered at zero, we have
My2f(t(u)) =y(t(u))f(t(u)) + iK
ζ˜
(t(u), P2)Ay2Φ2f
=T (0)(p(r)) +
∞∑
n=0
t(u)n
n+sr∑
j=0
an−j
f (j)(p(r))
j!
,(5.37)
where
T (k)(p(r)) = i
n∑
m=1
m6=r
sm∑
l=1
sm∑
j=l
a−j,m
f (j−l)(p(m))
(j − l)!
(−1)l−1
(l − 1)!K
(k,l−1)
ζ˜
(p(r), p(m))
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and thus the k-th derivative of (5.37) is
dk
d uk
Myf(u)
∣∣∣∣∣
u=p(r)
=
dk
d uk
y(t(u))f(t(u)) + i
dk
d uk
K
ζ˜
(t(u), P2)Ay2Φ2f
=k!
sr∑
j=0
ak−j,r
f (j)(p(r))
j!
+ T (k)(p(r)).
=k!
sr∑
j=0
ak−j,r
f (j)(p(r))
j!
+ K˜
ζ˜
(p(r), P2)Ay2Φ2f(5.38)
As a consequence, we note that Φ1M
y2f (and similarly Φ2M
y1g), as
expected, contains evaluations of f (and g) up to derivative of order
spr(=spr1 +s
pr
2 ). Accordingly, we setQ2 (and similarly Q1) to be a matrix
of blocks of sizes spr where p(r) ∈ P(y1) ∩ P(y2) with entries extracted
from (5.38). Then, using the same arguments as in the P(y1)∩P(y2) =
∅ case, (5.35) is now given by
1
i
(
〈My1My2f, g〉 − 〈f,My1My2g〉
)
=Φ∗11(g)σ11Φ11(y2 · f) + Φ∗22(g · y)σ22Φ22(f) + Φ˜∗12(σ1Q2 +Q1σ∗1)Φ˜12+
iΦ∗1(g)
(
σ1Kζ˜(P1, P2)Ay2 −Ay1K∗ζ˜ (P2, P1)σ2
)
Φ2(f)
=Φ∗11(g)σ11Φ11(y2 · f) + Φ∗22(g · y1)σ22Φ22(f) + Φ˜∗12(σ1Q2 +Q1σ∗1)Φ˜12(
we recall, see Notation 5.1, that we set K
(k1,k2)
ζ (p
(n)
1 , p
(m)
2 ) = 0 when-
ever p
(n)
1 = p
(m)
2
)
. Equivalently, by using the notation Φ = Φ11⊕ Φ˜12⊕
Φ22, (5.34) is just
My1y2 −M (y1y2)∗ = iΦ∗ [σ11Φ11(y2)⊕ (σ1Q2 +Q1σ∗2)⊕ Φ∗22(y1)σ22] Φ
and the colligation condition associated to My1y2 is followed by setting
σy1y2
def
= σ11Φ11(y2)⊕ (σ1Q2 +Q1σ2)⊕ Φ∗22(y1)σ22.

Related to the previous results, we mention the following lemma.
Lemma 5.8. Let X be a real compact Riemann surface, let y(·) be a
real meromorphic function defined on X. Furthermore, let (αj)j∈N be a
sequence converging to α0, such that for every αj the structure identity
holds and X is Ryαj -invariant. Then
(5.39) |αj − αj | ‖Ryαjf‖
j→∞−−−→ 0.
for all f in X.
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Proof: We examine the structure identity (3.3) where α = β and f = g
and so we get
(αj − αj)‖Ryαjf‖2 =2Im
〈
Ryαjf, f
〉
+
i(αj − αj)
n∑
l,t=1
f(ν
(l)
j )f(ν
(t)
j )
dy(ν
(l)
j )dy(ν
(t)
j )
ϑ[ζ˜ ](ν
(l)
j − ν(t)j )
ϑ[ζ˜](0)E(ν
(l)
j , ν
(t)
j )
,
where j = 1, 2 and ν
(l)
j l = 1, ..., n are the n points satisfying y(ν
(l)
j ) =
αj. Since the summation can be (upper) bounded by the norm of f
multiplied by some constant C, we have
Im (αj) ‖Ryαjf‖2 ≤ 2‖Ryαjf‖‖f‖ − C‖f‖2.
Therefore we have
Im (αj) ‖Ryαjf‖ ≤ K,
where (note that ‖f‖2 − ‖f‖2 C Im (αj) is positive for all j > N0 for
some N0 large enough)
K =
‖f‖+
√
‖f‖2 − ‖f‖2 C Im (αj)
Im (αj)
.
Then |αj − αj| ‖Ryαjf‖ is bounded and therefore there exists a subse-
quence (αjk) such that
(αjk − αjk)Ryαjkf
w−→ g.
Since, by the same argument presented in Lemma 4.9, for each p ∈ X+
the point-wise limit limj→∞R
y
αj
f(p) exists, multiplying by (αjk − αjk)
indicates that the limit must be zero, i.e.
(5.40) (αjk − αjk)Ryαjkf(p)
w−→ 0.
Considering again the structure identity but now multiplying both sides
by (αj − αj), leads to
(αj − αj)2‖Ryαjf‖2 =(αj − αj)
〈
f, Ryαjf
〉
− (αj − αj)
〈
Ryαjf, f
〉
+
i(αj − αj)2
n∑
l,t=1
f(ν
(l)
j )f(ν
(t)
j )
dy(ν
(l)
j )dy(ν
(t)
j )
ϑ[ζ˜](ν
(l)
j − ν(t)j )
ϑ[ζ˜](0)E(ν
(l)
j , ν
(t)
j )
.
Taking the limit j →∞, we note that the first two elements on the right
hand side are equal to zero due to (5.40). The non-diagonal elements
(of the summation on the right hand side) vanish since the term inside
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the summation is finite while (αj − αj) is zero. On the other hand the
diagonal elements vanish since
(αj−αj)
2
E(ν
(t)
j
,ν
(t)
j
)
tends to zero. Therefore
|αj − αj |2 ‖Ryαjf‖2
j→∞−−−→ 0
and the claim follows. 
6. Proof of the structure theorem
We prove Theorem 3.4 in a number of steps. As mentioned in Section 3,
our strategy is to embed the operatorsMy1 and My2 in a commutative
two-operator vessel of the form
(6.1) (My1 , My2 ; X , Φ , E ; σ1 , σ2 , γ , γ˜ ),
where E = Cn, and where Φ is the evaluation operator from X to E at
∞, namely,
(6.2) f →

Φp1f
...
Φpnf
 =

f(p(1))
...
f(p(n)),
 .
Since y1 and y2 are real meromorphic functions generating M(X) there
exists a bi-rational embedding of X to a projective curve C ⊆ P2 of
degree n, which is exactly the discriminant curve associated to the
vessel (6.1) (see [13]).
Before proceeding to the proof we make some remarks.
Remark 6.1. In our setting, ζ˜ ∈ J(X) does not necessarily belong to
T0. Therefore, for each component Xj where 0 ≤ j ≤ k − 1 one can
attach a sign (−1)µj with µj = 0 or 1 (when ζ˜ ∈ T0, µj = 0 for all j)
such that signK
ζ˜
(q, q) = (−1)µj for q ∈ Xj. For more details we refer
to [9].
Remark 6.2. The meromorphic functions y1(z) and y2(z) are not nec-
essarily of dividing type (see Definition 4.1; i.e. not necessarily map
X+ to the upper half–plane and X− to the lower half–plane). As a re-
sult, the matrices σ1 and σ2 are 1×1 and 2×2 block–diagonal matrices
(see (6.5) below) rather than having a strictly diagonal structure, see
also [44].
Remark 6.3. Let y(z) be a real meromorphic function of degree n
having only simple poles. Then the poles are either real or appear as
conjugate pairs (since y is not necessarily of dividing type). Hence, we
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denote by (pj)
r
j=1 the real poles, and by (pj)
r+2s
j=r+1 the s pairs of non-real
poles (n = r + 2s).
Proof of Theorem 3.4: The proof consists of seven steps. We
start by recalling the relation between the colligation condition and
the structure identity.
Step 1. The colligation conditions (2.11) of the model vessel (6.1) is
equivalent to the structure identity (condition (ii), Theorem 3.4), when
σ is given in (6.5) below.
This result is just a special case of Lemma 5.7 and hence the following
identity holds
(6.3)
1
i
〈(Myk − (Myk)∗)F,G〉 = 〈σkΦk(F ),Φk(G)〉 k = 1, 2.
Here σk is given by
(6.4) σk =

c1
k
...
cr
k
0 cr+2
k
cr+1
k
0
...
0 cr+2m
k
cr+2m−1
k
0

,
where cjk is the residue of yk at p
(j) and Φk is the evaluation operator
at the poles of yk.
We note that we can define a single evaluation operator, Φ of size n, at
the poles of both y1 and y2. The matrices, abusing notations, σ1 and
σ2 are extended to size C
n×n, where now an entry cjk is the residue of
yk at p
(j) which is set to be zero whenever p(j) is not a pole of yk. We
note that the matrices σ1 and σ2 are selfadjoint, since y1 and y2 are
real. Hence we may rewrite (6.3) as
1
i
〈(Myk − (Myk)∗)F,G〉 = 〈σkΦ(F ),Φ(G)〉 k = 1, 2
and the colligation conditions (2.11) associated to the model vessel
(6.1) hold with the corresponding σ1 and σ2.
Furthermore, in the view of Remark 6.1, ζ˜ does not necessarily belong
T0. Then for each component Xj we associate a sign (−1)µj such that
signK
ζ˜
(q, q) = (−1)µj where q ∈ Xj and µj ∈ {0, 1}. Hence by setting
(6.5) σ =
(
σR 0r×2m
02m×r σC
)
,
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where
σR =

(−1)µ1c1
. . .
(−1)µrcr
 ,
and
σC =

0 (−1)µr+1cr+2
(−1)µr+1cr+1 0
...
0 (−1)µr+m cr+2m
(−1)µr+mcr+2m−1 0
 ,
the colligation condition (2.11), holds even for ζ˜ ∈ Tν not necessarily
in T0.
Step 2. Let γ˜ be defined by
(6.6) γ˜j,k =
c
k
2h
k
1 − ck1hk2, p(j) = p(k)(
cj2c
k
1 − cj1ck2
)
ϑ[ζ˜](p(k)−p(j))
ϑ[ζ˜](0)E(p(k),p(j))
, otherwise.
Then, the output vessel condition
(6.7) σ2ΦM
y1 − σ1ΦMy2 = γ˜Φ
holds, where σ1 and σ2 are given by (6.5).
We recall that σk is just ηk up to permutation of conjugate poles (as
before, we denote this permutation matrix by Pery). Hence ηk is a
diagonal matrix and furthermore we note that (6.7) becomes
(6.8) η2ΦM
y1 − η1ΦMy2 = Peryγ˜Φ.
In the case where p(j) is a joint pole of y1 and y2, we move to local
coordinate tj and consider the following expansions
f(t(u)) = f(p(k)) + tj(u)f ′(p(k)) +O(|tj|2)
and
yk(u) = − c
m
k
tj(u)
+ hmk +O(|tj|).
Note that it makes sense to define hj1 = y1(p
(j)) whenever p(j) is not a
pole of y1.
We start with a direct calculation of the left hand side of (6.8). Below,
for the sake of simplicity, we begin by calculating the j-th entry of the
vector η2ΦM
y1f(u),
[η2ΦM
y1f ]j = c
j
2
(
y1(p
(j))f(p(j)) +
n∑
k=1
ck1f(p
(k))
ϑ[ζ˜](p(k) − p(j))
ϑ[ζ˜ ](0)E(p(k), p(j))
)
.
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In the case where p(j) is a pole of only one of the meromorphic functions
y1 and y2, say y2, then by definition c
j
1 = 0 and hence the left hand
side of (6.8) becomes
[η2ΦM
y1f − η1ΦMy2f ]j =cj2y1(p(j))f(p(j))+
n∑
k=1
cj2c
k
1
ϑ[ζ˜](p(k) − p(j))
ϑ[ζ˜](0)E(p(k), p(j))
f(p(m)).(6.9)
Using the notation hj1 = y1(p
(j)), we rewrite (6.9) as follows
[η2ΦM
y1f − η1ΦMy2f ]j =
(
cj2h
j
1 − cj1hj2
)
f(p(j))+
n∑
k=1
(
cj2c
k
1 − cj1ck2
) ϑ[ζ˜](p(k) − p(j))
ϑ[ζ˜ ](0)E(p(k), p(j))
f(p(m)),(6.10)
understanding that some of the terms on the right hand side may be
identically zero. Then, in this case we have
[η2ΦM
y1f ]j =c
j
2
(
f(p(k))
(
y1(p
(k)) + cj1
ϑ[ζ˜ ](p(j) − p(j))
ϑ[ζ˜](0)E(p(j), p(j))
))
+
cj2
n∑
k=1
p(k) 6=p(j)
ck1f(p
(k))
ϑ[ζ˜ ](p(k) − p(j))
ϑ[ζ˜](0)E(p(1), p(j))
=cj2
(
f(p(j)) + t(u)f ′(p(j))
)(−cj1
t(u)
+ hj1 + o(|t|) +
cj1
t(u)
)
+
cj2
n∑
k=1
p(k) 6=p(j)
ck1f(p
(k))
ϑ[ζ˜ ](p(k) − p(j))
ϑ[ζ˜](0)E(p(1), p(j))
.
Therefore, the left hand side of (6.8), in the case of a joint pole p(j), is
given by
[η2ΦM
y1f−η1ΦMy2f ]j =
(
cj2h
j
1 − cj1hj2
)
f(p(j))+
n∑
k=1
p(k) 6=p(j)
(
cj2c
k
1 − cj1ck2
) ϑ[ζ˜ ](p(k) − p(j))
ϑ[ζ˜](0)E(p(k), p(j))
f(p(k)).(6.11)
Clearly, by extracting the coefficients of f(p(j)) in (6.11) and (6.10), two
cases should be distinguished. The first case is the diagonal entries. For
the j-th entry it is the coefficient of f(p(j)), and are in both cases equal
to
(6.12) cj2h
j
1 − cj1hj2.
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Otherwise, the coefficients of f(p(j)) are just
(6.13)
(
cj2c
k
1 − cj1ck2
) ϑ[ζ˜](p(k) − p(j))
ϑ[ζ˜ ](0)E(p(k), p(j))
.
Combining (6.12) and (6.13) and furthermore recalling that (6.12) and
(6.13) are the entries of γ˜ up to permutation of conjugate poles, the
definition of γ˜ as given in (6.6) follows.
Step 3. We set γ by
(6.14) γj,k = Ψj,k +
c
k
2h
k
1 − ck1hk2 p(j) = p(k)(
cj2c
k
1 − cj1ck2
)
ϑ[ζ˜](p(k)−p(j))
ϑ[ζ˜](0)E(p(k),p(j))
, otherwise,
where Ψj,k = (c
j
1c
k
2 − cj2ck1)KX(p(k), p(j)). Then the output vessel condi-
tion (2.14) holds.
Since X is a reproducing kernel space, it follows that
(6.15) ΦΦ∗ =
[
KX(p
(i), p(j))
]
i,j=1,...,n
.
Then equation (6.14) is derived by substituting (6.5), (6.6) and (6.15)
in the linkage condition (2.14).
Step 4. The mapping
(6.16)
h→ ξ1dy1(z) + ξ2dy2(z)
ω(z)
P (ξ1, ξ2, z)Φ(ξ1A1+ξ2A2−ξ1y1(z)−ξ2y2(z))−1h,
restricted to Ω \ Spec(My1 ,My2), is the identity.
We note that the mapping (6.16) is independent of ξ1 and ξ2 (see [45,
Section 3]). Hence, for simplicity, we illustrate the calculation with
ξ = (1 0). A direct computation leads to
h −→dy1(z)
ω(z)
P (1, 0, z)Φ(My1 − y1(z))−1h
=
dy1(z)
ω(z)
P (1, 0, z)ΦRy1y1(z)(h)
=
dy1(z)
ω(z)
P (1, 0, z)Φ
 h(·)
y1(·)− y1(z) −
n∑
j=1
h(µ(j))
dy1(µ(j))
ϑ[ζ˜](µ(j) − ·)
ϑ[ζ˜](0)E(µ(j), ·)

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and so
h −→ dy1(z)
ω(z)
P (1, 0, z)× h(p(l))
y1(p(l))− y1(z) −
n∑
j=1
h(µ(j))
dy1(µ(j))
ϑ[ζ˜ ](µ(j) − p(l))
ϑ[ζ˜](0)E(µ(j), p(l))
n
l=1
(6.17)
=− dy1(z)
ω(z)
P (1, 0, z)
 n∑
j=1
h(µ(j))
dy1(µ(j))
ϑ[ζ˜ ](µ(j) − p(l))
ϑ[ζ˜](0)E(µ(j), p(l))
n
l=1
.(6.18)
Here
(
µ(j)
)n
j=1
are the points in Ω such that y1(µ
(j)) = y1(z). The
projection of E into the fiber E˜(p), is given by,
(6.19) P˜ (ξ, z) = u˜×(z)u˜×l (z)
ξσ
ξdy(z)
where u˜×(p) and u˜×l (p) are the normalized sections of E˜(p) in column
and row representations, respectively. Substituting (6.19) in (6.18), we
then have
h −→ − 1
ω(z)
u˜×(z)u˜×l (z)σ1
 n∑
j=1
h(µ(j))
dy1(µ(j))
ϑ[ζ˜](µ(l) − p(l))
ϑ[ζ˜](0)E(µ(l), p(l))

l=1,...,n
.
In the line bundle case, the normalized sections are simply the eval-
uation of the Cauchy kernels at infinity and are of the form (see also
[13])
(6.20) K
ζ˜
(z, p(j)) =
ϑ[ζ˜](p(j) − z)
iϑ[ζ˜ ](0)E(z, p(j))
.
Now, using the 2× 2 diagonal–block structure of σ1 (as in (6.5)), sub-
stituting (6.20) and changing the summation order, we have
h −→− 1
ω(z)
u˜×(z)
[
ϑ[ζ˜](p(m) − z)
iϑ[ζ˜](0)E(z, p(m))
]T
m=1,...,n
σ1
 n∑
j=1
h(µ(j))
dy1(µ(j))
ϑ[ζ˜](µ(j) − p(l))
ϑ[ζ˜ ](0)E(µ(j), p(l))

l=1,...,n
=− u˜
×(z)
ω(z)
n∑
j=1
h(µ(j))
dy1(µ(j))
n∑
l=1
ϑ[ζ˜](p(l) − z)
iϑ[ζ˜ ](0)E(z, p(l))
σp
(l)
1
ϑ[ζ˜](µ(j) − p(l))
ϑ[ζ˜](0)E(µ(j), p(l))
.
(6.21)
We use a version of the collection formula as presented in (2.7) to
simplify the second summation in (6.21). Hence, using σ1 as given in
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(6.5), one may conclude that
h −→− 1
ω(z)
u˜×(z)
n∑
j=1
h(µ(j))
dy1(µ(j))
[
−δµ(j),z
]
=
1
ω(z)
u˜×(z)h(z),
where δµ(j),z denotes the Kronecker delta in the following sense: δµ(j),z =
1 if and only if z = µ(j).
Step 5. The reproducing kernel of X, in term of the joint characteristic
function S of the vessel (6.1), is given by
KX(p, q) =
u˜×(p)
w(p)
u˜×l (p)(ξσ)u˜
×
l (q)
∗
−i(ξy(p)− ξy(q))
(
u˜×(q)
w(q)
)∗
−
u˜×(p)
w(p)
u˜×l (p)
S(ξ, p)(ξσ)S(ξ, q)∗
−i(ξy(p)− ξy(q)) u˜
×
l (q)
∗
(
u˜×(q)
w(q)
)∗
(6.22)
where the fibers containing p and q belong to X \ Spec(My1 ,My2).
X, by assumption, is a reproducing kernel Hilbert space and in partic-
ular
(6.23) h(z) = 〈h,KX(·, z)〉X .
On the other hand, the mapping to the model space is, by Step 4, the
identity. So we have
hˆ(z) =
ξ1dy1(z) + ξ2dy2(z)
ω(z)
P˜ (ξ1, ξ2, z)Φ×
× (ξ1A1 + ξ2A2 − ξ1y1(z)− ξ2y2(z))−1h
=h(z).(6.24)
Combining equations (6.23) and (6.24), one may conclude that the
reproducing kernel can be expressed explicitly in term of the model
space mapping by:
KX(p, q) =
(
ξdy(p)
w(p)
)
P˜ (ξ, p)Φ(ξA− ξy(p))−1×(6.25)
× (ξA− ξy(q))−∗Φ∗P˜ (ξ, q)∗
(
ξdy(q)
w(q)
)∗
.
A classical computation in the single-operator colligation setting (a
similar computation can be found in [33, Chapter 10]) yields the fol-
lowing
(ξσ)Φ(ξA− ξy(p))−1(ξA− ξy(q))−∗Φ∗(ξσ)∗
=
S(ξ, p)(ξσ)S(ξ, q)∗− (ξσ)
−i(ξy(p)− ξy(q)) ,(6.26)
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where S(ξ, z) is given by
(6.27) S(ξ, z) = I − i(ξσ)Φ(ξA− ξy(z))−1Φ∗.
Finally, we substitute (6.19) and (6.26) in (6.25) to conclude the fol-
lowing expression
KX(p, q) =
u˜×(p)
w(p)
u˜×l (p)(ξσ)u˜
×
l (q)
∗
−i(ξy(p)− ξy(q))
(
u˜×(q)
w(q)
)∗
−
u˜×(p)
w(p)
u˜×l (p)S(ξ, p)(ξσ)S(ξ, q)
∗u˜×l (q)
∗
−i(ξy(p)− ξy(q))
(
u˜×(q)
w(q)
)∗
.(6.28)
Step 6. The input and the output determinantal representations of the
vessel (6.1) are maximal.
For the definition of maximality, we refer to Section 2.2 above, see also
[12, 45]. We start by showing the maximality of the output determi-
nantal representation.
The canonical determinantal representation constructed out from a line
bundle and a pair of meromorphic functions that give a birational em-
bedding of the compact Riemann surface in P2 using the Cauchy ker-
nels, is always maximal. The proof is given in [13, Theorem 5.1] under
the assumption that the singularities of C are ordinary multiple points
(i.e. nodes).
We move to prove maximality of the input determinantal representa-
tion, but first we present several preliminary results.
Lemma 6.4. The joint spectrum of My1 and My2 lies in C0.
Proof: By the spectral mapping theorem,
p(My1 ,My2) =Mp(y1,y2) =M0 = 0,
hence
Spec(My1 ,My2) ⊆ C0.

Lemma 6.5. Let X be a compact Riemann surface that is the normal-
ization of a curve C ⊂ P2 with the embedding π : X → C. Let p ∈ X
and let Ω be an open subset in X containing p. Then there exists a
polynomial g ∈ C[z1, z2] such that g(π(p)) = 0 and all the zeros of g ◦π
on X are in Ω.
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Proof: We denote by µN the Abel-Jacobi map from X
(N) to J(X),
sending effective divisor of degree N to the Jacobian. We assume,
without loss of generality, that p0, the base point of the Abel-Jacobi
map, belongs to Ω.
We set k > 0 and choose a polynomial g ∈ C[z1, z2] of degree k. Let
D = Div g be the effective divisor of g of degree N . We show that D
is linear equivalent to L, a divisor of straight line, that is,
(6.29) D = deg(g) · L.
Then, by Abel-Jacobi theorem, (6.29) holds if and only if
µ(D) = deg(g) · µ(L).
We set m > 0, choose p1, ..., pm−1 ∈ Ω and consider the divisor
D′ = D − p− p1 − · · · − pm−1,
then
µ(D′) =µ(D)− µ(p+ p1 + · · ·+ pm−1)
=kµ(L)− µ(p+ p1 + · · ·+ pm−1).
It enough to show that for k sufficiently large, it is true that
(6.30) kµ(L)− µ(p+ p1 + · · ·+ pm−1) ∈ µ(Ω(k−1)m).
For l ≥ g, the mapping µ is onto and except sub-variety of co-dimension
one is generically injective and obviously µ(Ωg) ⊆ µ(Ωl).
Consider the complement of µ(Ωg) by the sub-variety where µ is not
injective, it is open and hence remains open under µ.
Let us choose k0 such that (k0 − 1) ≥ g. Then µ(Ω(k0−1)m) contains
a small ball in the neighborhood of zero. Therefore, for l sufficiently
large, (Ωl(k0−1)m) contains the desired points. Choosing k = l(k0 − 1)
implies (6.30) and hence the proof is completed. 
Using the previous results, we can conclude and prove the main argu-
ment of this step.
Proof of Step 6: Throughout this poof we associate to each point
in Ω a pair of commuting operators and build a corresponding vessel
and studying the mapping to the model space. The image of X under
the model mapping is a reproducing kernel Hilbert space of sections
defined on the complement of the joint spectrum of the pair of oper-
ators. Furthermore, the pair of operators have finite non-Hermitian
rank, thus their spectrum consists of real points and possibly isolated
non-real points. Then an analytic extension to the neighborhood of a
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point can be always considered as an extension from infinity (which is
of bounded point evaluations).
We wish to show that for every p0 ∈ Ω the point (y1(p0), y2(p0)) lies
outside the joint spectrum of My1 and My2 . First, in (6.22), we choose
a fiber q1, ..., qn above a point in the neighborhood of infinity. As a
consequence, q1, ..., qn belong to Ω and the columns of u
×(q) are linearly
independent and form an invertible matrix. Using Lemma 6.5, there
exists a polynomial g satisfying g(π(p0)) = 0 such that the entire fiber
of p0 belongs to Ω. We define a new meromorphic function w1(z) =
g(y1(z), y2(z)) and set w2(z) = h(y1(z), y2(z)) for some two-variable
polynomial h such that w1 and w2 generate M(X). It follows, by
construction, that (y1(p0), y2(p0)) lies outside the joint spectrum of
Mw1 and Mw2 .
Then, by Lemma 5.3, the colligation conditions for any element in the
algebra of meromorphic functions generated by y1 and y2, in particular,
it is true for w1 and w2. Applying Lemma 5.7, there exist σ
w1 and
σw2 such that Mw1 and Mw2 satisfy the colligation conditions. Hence
repeating Steps (2-5) but now with Mw1 and Mw2 , the collection
(Mw1 , Mw2 ; X , Φ , E ; σ1 , σ2 , γ , γ˜ ),
is indeed a commutative two-operator vessel.
Assuming p0 ∈ Ω is regular, the fiber containing p has n distinct ele-
ments (assuming all belong to Ω). The characteristic function of the
vessel can be extended to a neighborhood of y(p0). Let us assume
that (y1(p0), y2(p0)) belongs to Spec(M
y1 ,My2). Then by the spectral
mapping theorem,
(g(y1(p0), y2(p0)), h(y1(p0), y2(p0))) ∈Spec(g(My1,My2), h(My1 ,My2))
=Spec(Mw1 ,Mw2).
However, by construction, (y1(p0), y2(p0)) lies outside the joint spec-
trum of Mw1 and Mw2 , a contradiction. Hence (y1(p0), y2(p0)) does
not belong to the joint spectrum of My1 and My2 .
We turn now to the case where p0 ∈ Ω is singular (assuming Ω contains
the entire fiber of p0). Since the colligation corresponding to M
w1 has
finite non-Hermitian rank, the characteristic function has only isolated
singularities. We then set α0 = w1(p0) and we show that α0 does not
belong to the spectrum of Mw1 . Note that using previous result, all
elements in a punctured neighborhood of α0 lie outside the spectrum.
We use the following well-known fact (see for instance [19]): assume
the characteristic function of a colligation can be extend analytically
to a (full) neighborhood of α0, then α0 lies outside the spectrum of
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the colligation. We consider the reproducing kernel formula as given
in (6.22) where [u×l (p0)] is invertible and is given by
[u×l (p0)]
−1 =
σ[u×(p0)]σ
−1
dy(p0)
.
We choose a local parameter t at p0 centered at zero and then y(t) = t
r
where r is the order of the singularity at p0. We then consider the r
points t, ǫt, ..., ǫr−1t, where ǫ is the r-th root of unity. All elements in
[u×(p0)] are analytic, i.e. we may use φ(t) =
∑∞
k=0 φkt
k, and then we
have
r−1∑
j=0
φ(ǫjt)
y′(ǫjt)
=
r−1∑
j=0
∑∞
k=0 φk(ǫ
jt)k
r(ǫjt)r−1
=
1
rtr−1
∞∑
k=0
φkt
k
r−1∑
j=0
(ǫj)−(r−1)(ǫj)ktk
=
1
r
∞∑
k=0
φkt
k−r+1
r−1∑
j=0
(ǫk+1)j.
The inner summation vanishes as long as ǫk+1 6= 1, as it is the sum of
all r unit roots. In particular, the inner summation vanishes whenever
k < r − 1 and thus the negative-index coefficients are zero. It follows
by (6.22) that the characteristic function can be extended to α0 and
hence to a (full) neighborhood of α0. Therefore, α0 does not belong to
the joint spectrum of Mw1 and Mw2 and hence α0 also lies outside the
joint spectrum of My1 and My2 . 
Step 7. The reproducing kernel of X is equal to
KX(z, q) =Kζ˜(z, p)− T (z)Kζ(z, p)T (q)∗,
where T is the normalized joint characteristic function associated to
the model vessel (6.1).
Using Step 6, the input and output determinantal representations are
maximal and hence we turn to examine the NJCF (the normalized joint
characteristic function, which is related to the JCF by (2.19)). Before
proceeding, we note that the matrices of normalized sections associated
to E˜(p) and E(p), i.e. u˜×(p) and u˜×l (p), satisfy the identities:
(6.31) u˜×l (p) = u˜
×(p)∗, and u×l (p) = u
×(p)∗.
Using (6.31), T (p)T (p)∗ = 1 and S(ξ, zτ )∗(ξσ)S(ξ, z) = (ξσ) (see [45,
Equation 2-33] and [33, Equation 10.84], respectively), (2.19) can be
translated to
(6.32) T (p)u×l (p) = u˜
×
l (p)S(p).
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Note that the output representation has canonical form (u˜×(p) = u×
ζ˜
(p)),
while the input is not necessarily canonical. However, it is equivalent
to the canonical form (see [42] and [13, Section 6]), that is, there exists
ρ ∈ GL(Mmr,C) satisfying ρ (ξσ) ρ∗ = (ξσ) such that
(6.33) u×l (z) = u
×
l,ζ(z)ρ
∗.
Substituting (see [12, Equation N2]),
(6.34) K
ζ˜
(p, q) = u˜×l (p)
ξ1σ1 + ξ2σ2
ξ1 (y1(p)− y1(q)) + ξ2 (y2(p)− y2(q)) u˜
×(q),
(6.33) and (6.32) in (6.22), we can proceed to the following final calcu-
lation:
KX(p, q) =Kζ˜(p, q)−
T (p)u×l (p)(ξσ)u
×
l (q)
∗T (q)∗
−i(ξy(p)− ξy(q))(6.35)
=K
ζ˜
(p, q)− T (p)u
×
l (p)(ρξσρ
∗)u×l (q)
∗
−i(ξy(p)− ξy(q)) T (q)
∗
=K
ζ˜
(p, q)− T (p)u
×
l,ζ(p)(ξσ)u
×
l,ζ(q)
∗
−i(ξy(p)− ξy(q))T (q)
∗
=K
ζ˜
(p, q)− T (p)Kζ(p, q)T (q)∗.

We now turn to present the proof of Theorem 3.5.
Proof of Theorem 3.5: Let y1(·) and y2(·) be two meromorphic
functions, not necessarily with simple poles, generating M(X). By
assumption, the elements of X are regular at all point above the poles
of y1(·) and y2(·). Hence there exists a bi-rational embedding of X into
a curve C defined by the compactification to P2 of the curve C0 and is
given by
ν : X → C0 ⊆ C2
x→ (y1(x), y2(x)).
Let us consider the pair of meromorphic functions defined by
y˜k(z) =
1
yk(z)− αk αk ∈ R for k = 1, 2.
Since yk(z) has finite number of poles and ν has finite number of sin-
gular points, we can choose α1 and α2 such y˜1(z) and y˜2(z) have only
simple poles and the points above α1 and α2 are regular.
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The functions y˜1(z) and y˜2(z) define an additional embedding of X into
P2, but to a different curve, denoted by C ′, defined by the compactifi-
cation of C ′0:
ν ′ : X → C ′0 ⊆ C2
x→ ((y1(x)− α1)−1, (y2(x)− α2)−1).
The new singular points of y˜k(z) (except the singular points inherited
from yk(z)) can be only the points above the poles. However, by as-
sumption, the fibers above α1 and α2 are regular. Thus (ν
′)−1C ′sing ⊆
(ν)−1Csing and the regularity assumption for yk(z) forces regularity for
y˜k(z).
We now can apply Theorem 3.4. Then, one can embed the operators
M y˜1 and M y˜2 in a commutative vessel of the form
(6.36) V′ = (M (y1−α1)
−1
, M (y2−α2)
−1
; X , Φ , E ; σ1 , σ2 , γ, γ˜ ).
The reproducing kernel is of the form
(6.37) K(p, q) = K
ζ˜
(p, q)− T ′(p)Kζ(p, q)T ′(q)∗
where T ′ is the normalized joint characteristic function of the vessel V′.
We note that the structure identity for y˜(z) is exactly the colligation
condition of V′ (the computation in Step 1 for the vessel V′ is reduced
to be trivial). This completes the proof of part (a).
We now turn to prove part (b). Let T be a (ζ, ζ˜)-contractive mapping
and let y1 be a real meromorphic function. We choose y2, another real
meromorphic function, such that all the poles of y2 are contained in Ω
and y1 and y2 generate M(X).
We associate to ζ˜ and ζ the canonical determinantal representations.
We multiply the canonical determinantal representations associated to
ζ by the values of T at infinity. Thus, we keep maximality of the
determinantal representation and force T to be the identity at infinity.
Combining the last observations, we can apply the realization theorem
for the NJCF (i.e. Theorem 2.5). Thus, there exists a two-operator
commutative vessel
V = (A1 , A2 ; H , Φ , C
n ; σ1 , σ2 , γ , γ˜ )
with T as its normalized joint characteristic function (where H is a
Hilbert space, A1 and A2 are bounded operators on H). The associated
model vessel is given by
VT = (M
y1 , My2 ; H(T ) , ΦT , C
n ; σ1 , σ2 , γ , γ˜ ),
where H(T ) is the reproducing kernel Hilbert space with the repro-
ducing kernel (3.5) and ΦT is the evaluation operator at the poles of
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y1 and y2. Then VT is an irreducible commutative two-operator vessel
which is unitary equivalent, on its principal subspace, to V and T is
its NJCF. Furthermore, X is My1-invariant and then, by Lemma 3.2,
is also Ry1α -invariant for α in the neighborhood of infinity.
To complete the proof, we recall that by Lemma 5.7, the structure
identity is equivalent to the colligation condition. Hence the colliga-
tion condition for My1 in VT implies the structure identity for y1(·). 
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