In this article, we are concerned with the analysis on the numerical reconstruction of the spatial component in the source term of a time-fractional diffusion equation. This ill-posed problem is solved through a stabilized nonlinear minimization system by an appropriately selected Tikhonov regularization. The existence and the stability of the optimization system are demonstrated. The nonlinear optimization problem is approximated by a fully discrete scheme, whose convergence is established under a novel result verified in this study that the H 1 -norm of the solution to the discrete forward system is uniformly bounded. The iterative thresholding algorithm is proposed to solve the discrete minimization, and several numerical experiments are presented to show the efficiency and the accuracy of the algorithm.
Introduction
Let T > 0 and Ω ⊂ R d (d = 1, 2, 3) be a bounded convex polygonal domain. For 0 < α < 1, by ∂ α t we denote the Caputo derivative defined as (see, e.g., [9, p. (∂ α t u − △ + 1)u(x, t) = f (x)µ(t), (x, t) ∈ Q := Ω × (0, T ), u(x, 0) = 0, x ∈ Ω, ∂ ν u(x, t) = 0, (x, t) ∈ ∂Ω × (0, T ), (1.1) where ∂ ν u := ∇u · ν and ν = (ν 1 , . . . , ν d ) denotes the unit outward normal derivative on the boundary ∂Ω.
The governing equation in (1.1) is a typical representative of a wide range of TFDEs, which was proposed as a powerful candidate for describing anomalous diffusion phenomena in heterogenous media. In the past decades, TFDEs have been investigated thoroughly from both theoretical and numerical aspects. It reveals from [4, 12, 15] and other literature that TFDEs resemble their integer counterpart (i.e., α = 1) in such qualitative aspects like analyticity and maximum principle, but show certain difference in the senses of limited smoothing effect, short-/long-time asymptotic behavior and weak unique continuation. For the numerical simulation of TFDEs, we refer e.g. to [5, 8, 10, 11, 17] .
Simultaneously, various kinds of inverse problems for TFDEs have also gathered consistent popularity within the last decade. Owing to the limited smoothing property of the forward problem, usually the ill-posedness of inverse problems for TFDEs is less severe than that for the case of α = 1, which can be witnessed from the backward problems. Nevertheless, due to the lack of techniques for analysis,
for some inverse problems one should related TFDEs with other types of equations, so that one can indirectly obtain uniqueness and sometimes stability. For the inverse source problems on determining the spatial component, it turns out that the majority of existing literature dealt with the final observation data u( · , T ) except for [25] . We refer to Sakamoto and Yamamoto [16] for the generic well-posedness, and [20, 22] etc. for the numerical reconstruction by various regularization methods. Recently, by a newly established unique continuation property for TFDEs, Jiang et al. [4] proved the uniqueness for the same problem by the partial interior observation and developed an iterative thresholding algorithm. On reconstructing the temporal component in the source term, we refer e.g. to [13, 14, 21] . For a complete bibliography on inverse problems for TFDEs, see the topical review [7] .
On the same direction of [4] , in this paper we mainly focus on the numerical aspect of the following inverse source problem. Problem 1.1. Let ω ⊂ Ω be a nonempty open subdomain and u(f ) be the solution to (1.1). Provided that µ is known on [0, T ], determine the spatial component f in Ω by the partial interior observation of u(f ) in ω × (0, T ).
In fact, here we can also consider a more general formulation such as
where we assume certain regularity of a ij and c, and (a ij ) d×d is a strictly positive-definite matrix on Ω . However, we restrict ourselves to the formulation (1.1) not only for its simplicity in the numerical simulation, but also due to the belief that the underlying ill-posedness are essentially the same.
On the other hand, we notice that the iteration method proposed in [4] lacks detailed analysis especially on the convergence issue, although the numerical performance was discussed. From the practical viewpoint, it is obligatory to reformulate Problem 1.1 in a discrete setting and investigate whether the resulting system inherits the corresponding properties of the continuous one. Moreover, we should verify the convergence of the discretized solution to the continuous one in some sense. This motivates the central topic of the present article, which turns out to be a very important and necessary supplementation to the investigation of Problem 1.1.
To fully discretize system (1.1), we shall employ the standard Galarkin method with piecewise linear finite element in space and the L1 scheme in time. This method is one of the most popular and successful numerical scheme for discretizing the subdiffusion problem, and it has been analyzed from various aspects. The optimal error estimate in L 2 (Ω) norm with respect to the regularity of the problem solution is established in [5] for uniform time step size. In order to deal with the weak singularity of time-fractional diffusion equations, the L1-type scheme on graded time mesh is employed in the discrete scheme, and the optimal error estimate in L ∞ (Ω) norm is established for d = 1 in [17] and d = 2, 3 in [8] . For the convergence analysis, in this paper we further establish the uniform H 1 (Ω) error estimate on [0, T ] by using the Poincaré-Friedrichs inequality and the discrete fractional Grönwall inequality for the L1 method, which turns out to be novel to the best of our knowledge.
The remainder of this paper is organized as follows. Recalling key ingredients in theory, in Section 2 we interpret Problem 1.1 as an optimization problem with Tikhonov regularization, and demonstrate its regularizing effects. In Section 3, we discretize the optimization problem by a fully discrete finite element approximation and study its basic properties. Next, Section 4 is devoted to the convergence analysis of the solution to the discrete optimization problem. Finally, we propose the iterative thresholding algorithm to solve the discrete problem in Section 5, and implement several numerical examples to show the efficiency and accuracy of the algorithm.
Preliminary and Tikhonov regularization
In this section, we shall make general preparations and formulate Problem 1.1 stated in Section 1 as a stabilized minimization system, and establish the unique existence of the solution as well as the stability of the minimization formulation.
Let L 2 (Ω) be a usual L 2 -space equipped with the inner product ( · , · ), and H α (0, T ), H γ (Ω) (γ ∈ R) etc. denote Sobolev spaces (e.g., Adams [1] ). Throughout this paper, C > 0 stands for generic constants which may change line by line. In a Banach space X, we denote the weak convergence of a sequence {z n } to z by z n ⇀ z in X as n → ∞.
We first revisit some basic facts concerning the initial-boundary value problem (1.1). For the solution regularity, we define the fractional Sobolev spaces 0 H α (0, T ) as
As a special case of [4, Lemma 2.4], we summarize the well-posedness of the forward problem (1.1) as follows.
Moreover, there exists a constant C > 0 depending on Ω, T, α and µ such that
For the theoretical aspect of Problem 1.1, we recall the uniqueness result stated in [4, Theorem 2.6]. 
Moreover, for discussing the convergence issue of the fully discrete scheme proposed later, we additionally assume
According to Lemma 2.1, it is possible in the case of α > 1 2 by the Sobolev embedding
We do not further investigate other sufficient conditions for (2.1) because it is not the main focus of this paper.
Suppose that we are given the noisy observation data
where f * ∈ L 2 (Ω) and δ > 0 stand for the true solution and the noise level, respectively. To deal with the ill-posedness of Problem 1.1, we still adopt a classical Tikhonov regularization methodology as that in [4] to consider the following optimization problem with the Tikhonov regularization
where β > 0 is the regularization parameter. Regarding the minimizer of (2.2), we first show the following unique existence result.
Then by the definition of J(f n ), it is obvious that {f n } is uniformly bounded in L 2 (Ω). Therefore, there exist f * ∈ L 2 (Ω) and a subsequence of {f n }, still denoted by {f n }, such that
We shall prove that f * is indeed the unique minimizer to (2.2). Since each f n corresponds with a solution u(f n ) to (1.1) with f = f n , it follows immediately from Lemma 2.1 that the sequence {u(f n )} is also uniformly bounded in 0
). This indicates the existence of some u
) and a subsequence of {u(f n )}, again still denoted by {u(f n )}, such that
We claim u * = u(f * ). Actually, we utilize the fact that
Then it follows from the definition of weak solutions (see [4, Definition 2.3] ) and Lemma 2.1 that u * coincides with the unique solution to (1.
(Ω) and (2.3), we employ the lower semi-continuity of the L 2 -norm to conclude
indicating that f * is indeed a minimizer to the optimization problem (2.2). Furthermore, the uniqueness of f * is readily seen from the convexity of J(f ).
Next, we justify the stability of (2.2), namely, the minimization system (2.2) is indeed a stabilization for Problem 1.1 with respect to the perturbation in observation data.
and {f ℓ } be a sequence of minimizers of problems
Then {f ℓ } converges weakly in L 2 (Ω) to the minimizer of (2.2).
Proof. The unique existence of each f ℓ is guaranteed by Theorem 2.1. By definition, we have
(Ω) and a subsequence of {f ℓ }, still denoted by {f ℓ }, such that
Now it suffices to show that f * is indeed the unique minimizer of (2.2). Actually, repeating the same argument as that in the proof of Theorem 2.1, we can derive
up to taking a further subsequence. Combining the above convergence with (2.5), we obtain
Therefore, for any f ∈ L 2 (Ω), again we take advantage of the lower semi-continuity of the L 2 -norm to deduce
which verifies that f * is the minimizer of (2.2).
Fully Discrete Finite Element Approximation
In this section we propose a fully discrete finite element method for approximating the nonlinear optimization (2.2). We first introduce some appropriate time and space discretization. For the space discretization, we consider a shape regular triangulation T h of Ω with a mesh size h, consisting of tetrahedral elements (see [2] ). Then we introduce the standard nodal finite element spaces of piecewise linear functions
where P 1 (A) is the space of linear polynomials on A. It is obvious that V h ⊂ S h . To fully discretize the minimization problem (2.2), we also need the time discretization. To this end, we divide the time interval [0, T ] into M subintervals by the equidistant nodal points 0 = t 0 < t 1 < · · · < t M = T with t m = m τ , where τ = T /M is the step length. Hereinafter, we additionally assume that the noisy observation data u
To discretize the Caputo derivative in time, we refer to [6, 11] and use the following approximation:
where
denote the L1 numerical approximation and local truncation error respectively. The coefficients γ j (j = 0, 1, . . . , m + 1) in the discrete convolution quadrature (3.1) are given by
Following the same line as that in [6] , now we arrive at a fully discrete scheme for the forward problem
holds for all χ h ∈ V h , where
Here and hereinafter, we understand f h ∈ S h as some approximation of f and µ m = µ(t m ). To emphasize the dependency, we also denote the solution to (3.2)
On the basis of (3.2), now we are well prepared to propose the fully discrete finite element approximation of the nonlinear optimization (2.2): 
Lemma 3.2 (see [10] ). Suppose that the nonnegative sequences {v n } and {g n } satisfȳ
where λ 1 , λ 2 are given positive constants independent of the time step τ . Then there exists a positive constant τ * > 0 such that
where C 0 , C 1 > 0 are constants independent of h and τ .
Proof. We adopt an inductive argument to prove (i) in (3.6). First, for m = 1, it follows immediately from (3.2) and u
Next, assuming that (i) in (3.6) holds for some m ≥ 1, we shall prove that it also holds for m + 1.
2) and employing the monotone decreasing property of the sequence {d j }, we obtain
By the same argument as that in the proof of [6, Lemma 4.1], we can suitably choose C 0 > 0 such that
holds uniformly for all m = 1, 2, . . .. Then we immediately obtain u
We now prove the assertion (ii) in (3.6) .
by (3.5). Then (3.8) leads to
Hence, we have that
where we made use of the Poincaré-Friedrichs inequality
Now applying Lemma 3.2 and (3.7), we obtain that
This completes the proof.
The next theorem provides the existence of a solution to the discrete system (3.4).
Theorem 3.1. For each fixed τ > 0 and h > 0, there exists at least a minimizer to the discrete system (3.4).
Proof. It is readily seen from the non-negativity of
) is finite. Then there exists a minimizing sequence {f
Then {f n h } is uniformly bounded in S h ⊂ L 2 (Ω). Therefore, there exist f * h ∈ S h and a subsequence of {f n h }, still denoted by {f n h }, such that
Similarly to the proof of Theorem 2.1, we shall prove that f * h is a minimizer of (3.4). Since τ > 0 is now a fixed constant, if follows from Lemma 3.3 that for each m = 1, . . . , M , the sequence {u 
In view of the norm equivalence in finite-dimensional spaces, the above two weak convergence results are actually strong, i.e., 
for all χ h ∈ V h . Passing n → ∞ in the above equation and using (3.9), we obtain
) by setting u 0 h, * = 0 artificially. Finally, collecting the above results, we again employ the lower semi-continuity to deduce
Consequently, f * h is indeed a minimizer of J h,τ (f h ) over S h .
Convergence of the Fully Discrete Approximation
This section is devoted to the convergence analysis of the fully discrete finite element approximation (3.4). In order to relate (3.4) with the continuous minimization problem (2.2), we start with the introduction of a few auxiliary tools and useful results. First, we recall the standard
The operators P h and R h satisfy the following approximation properties (see [2, 18] ):
The next lemma is a useful classical approximation result (see [23, 24] ).
Lemma 4.1. For a Banach space X and a function g ∈ C([0, T ]; X), define a step function approximation by
where 1 (tm−1,tm] is the characteristic function of (t m−1 , t m ]. Then we have the convergence
In order to demonstrate the convergence of the finite element approximation (3.4) to the continuous minimization problem (2.2), we shall turn to the following key error estimate, which is a straightforward consequence of [5, Theorem 3.6] . 
Remark 4.1. According to [5, Theorem 3.6] , the source term f µ should satisfy
for 0 < t ≤ T . This is automatically guaranteed by the assumption f ∈ L 2 (Ω) and µ ∈ C 1 [0, T ]. Therefore, the term including (4.4) with t = t m in [5, Theorem 3.6 ] is of order O(τ ), which is absorbed in the last term in (4.3) . On the other hand, since t
The following lemma provides a crucial strong convergence.
Lemma 4.3.
Let {f h } h>0 be a sequence in S h which converges weakly to some f ∈ L 2 (Ω) as h → 0. Let {u m h (f h )} and u(f ) be the solutions of (3.2) and (1.1), respectively. Then the following convergence holds:
Proof. For simplicity, in this proof we abbreviate u m := u(f )( · , t m ). Since we assumed u(f ) ∈ C([0, T ]; L 2 (Ω)) in (2.1), first we can directly apply Lemma 4.1 to obtain
.
Using this convergence, (4.5) follows immediately if we can demonstrate
In order to show (4.6), we utilize the a priori estimates of u m h (f h ) and u m to deduce
Clearly, the convergence in (4.6) follows if there holds
To this end, we split the error u m h (f h ) − u m into two parts:
From the estimate (4.3) and Remark 4.1, we can easily see that θ 
for all χ h ∈ V h . By the assumption of Lemma 4.3 and (4.1), we have 
Picking
Using (4.9) again, we pass h → 0 in equation (4.8) to deduce
which turns out to be the semidiscrete scheme in time for the original problem (1.1) with f = 0. Then it follows immediately from [11] that η m * L 2 (Ω) = 0 or equivalently η m * = 0. Consequently, we obtain η m h L 2 (Ω) → 0 as h → 0, and finally conclude
This completes the proof of (4.7).
We conclude this section with the convergence of the fully discrete finite element approximation (3.4) to the continuous minimization problem (2.2). Proof. It is routine to get the boundedness of {f *
(Ω) as h → 0. Now it suffices to show that f * is the minimizer of the continuous problem (2.2). For any f ∈ L 2 (Ω), we have from (4.1) that
Since f * h is the minimizer of J h,τ (f h ) over S h , we obtain
Then using Lemma 4.3, (4.10), (4.11) and the lower semi-continuity of the L 2 -norm, we deduce
which implies that f * is indeed a minimizer of the continuous problem (2.2).
Iterative Thresholding Algorithm and Numerical Examples
In this section, we develop an efficient iterative thresholding algorithm to solve the discrete minimization problem (3.2)-(3.4) and present several numerical experiments to show its efficiency and accuracy. Nearly all effective iterative methods for solving nonlinear optimization problems need the information of the derivatives of the concerned objective functional. We shall first derive the derivative of the discrete nonlinear functional J h,τ (f h ). Since u m h (f h ) is linear with respect to f h in view of (3.2), we have u
Hence, it is straightforward to obtain
Needless to say, it is extremely expensive to use the above formula directly to evaluate the derivatives, since computing the derivative at one fixed point f h needs to solve equation (3.2) once for every direction p h ∈ S h . In order to reduce the computational costs for computing the derivatives, we recall the backward Riemann-Liouville derivative
and invoke the following adjoint system
where 1 ω denotes the characterization function of ω. As before, we still denote the solution of (5.2) as v(f ) to emphasize its dependency upon f . Then we can refer to [4] to obtain the following relation With the true solution f * and thus the noiseless data u(f * ), the noisy data u δ is generated as
If
where rand(−1, 1) denotes the random number uniformly distributed on [−1, 1]. For simplicity, in all examples we set the regularization parameter β and the known component µ as β = 10 −4 and µ(t) = 1 + 10π t 2 , respectively. Besides the illustrative figures, we mainly evaluate the numerical performance of Algorithm 5.1 by the number K of iterations and the relative L 2 error
where we understand f 2 into 40×40 equidistant meshes. We set the tuning parameter M and the stopping criteria ǫ as M = 1 and ǫ = 2×10 −3 respectively in Algorithm 5.1. Except for the factors mentioned above, we shall test the numerical performance with different choices of exact solutions f * , fractional orders α, noise levels δ and observation subdomains ω.
Example 5.1. In this example, we fix the observation subdomain ω and the noise level δ as ω = Ω \ [1/20, 19/20] and δ = 1%, respectively. We test Algorithm 5.1 with different fractional orders α and exact solutions f * as follows: Table 1 . We can see from Figures 1 that with different fractional orders α and 1% noise in the observation data, the numerical reconstructions f K h appear to be quite satisfactory in view of the ill-posedness of Problem 1.1, regardless of the casual choice of the initial guess f 0 h . In addition, we can observe from Table 1 that Algorithm 5.1 has two important advantages, namely, its strong robustness against the oscillating noise in observation data, and its insensitivity to the smallness of the observation subdomain ω. Now we consider the more challenging two-dimensional case, where we divide the space-time region Ω×[0, T ] = [0, 1] 3 into 40×40×20 equidistant meshes. Here we set the tuning parameter M in Algorithm 5.1 as M = 2. Analogously to the one-dimensional counterpart, we evaluate the numerical performance of Algorithm 5.1 from various aspects, including different combinations of the true solutions, noise levels and observation subdomains. 2 and δ = 1%, respectively. We take the stopping criteria ǫ = δ/3 and specify two pairs of fractional orders and true solutions as follows:
(a) α = 0.3, f * (x) = sin(x 1 ) + sin(x 2 ) + 1.
(b) α = 0.5, f * (x) = cos(πx 1 ) cos(πx 2 ) + 2.
In Figure 2 , we illustrate the true solutions f * with the corresponding reconstructions f K h , and the iteration steps K and the relative errors are shown in the caption. Example 5.4. In this example we fix α = 0.8, f * (x) = exp((x 1 + x 2 )/4) + 1 and test Algorithm 5.1 with various choices of noise levels δ and observation subdomains ω in a similar manner as that in Example 5.2. Here we set ǫ = δ/5 as the stopping criteria. For the choice of ω, we not only adjust its size, but also change its coverage of the boundary ∂Ω. The resulting numerical performance of the reconstructions is listed in Table 2 .
It is readily seen from Examples 5.3-5.4 that Algorithm 5.1 also works efficiently and accurately in the two-dimensional case. It inherits almost all advantages witnessed in the one-dimensional tests in
