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PerturbationGiven a polynomial system f : CN ! Cn , the methods of numerical algebraic geometry pro-
duce numerical approximations of the isolated solutions of f ðzÞ ¼ 0, as well as points on
any positive-dimensional components of the solution set, Vðf Þ. Some of these methods
are guaranteed to ﬁnd all isolated solutions (nonsingular and singular alike), while others
may not ﬁnd singular solutions. One of the most recent advances in this ﬁeld is regenera-
tion, an equation-by-equation solver that is often more efﬁcient than other methods.
However, the basic form of regeneration will not necessarily ﬁnd all isolated singular solu-
tions of a polynomial system without the additional cost of using deﬂation.
The aim of this article is two-fold. First, more generally, we consider the use of perturbed
homotopies for solving polynomial systems. In particular, we propose ﬁrst solving a per-
turbed version of the polynomial system, followed by a parameter homotopy to remove
the perturbation. Such perturbed homotopies are sometimes more efﬁcient than regular
homotopies, though they can also be less efﬁcient. Second, a useful consequence is that
the application of this perturbation to regeneration will yield all isolated solutions,
including all singular isolated solutions. This version of regeneration – perturbed regenera-
tion – can decrease the efﬁciency of regeneration but increases its applicability.
 2014 The Authors. Published by Elsevier Inc. This is anopenaccess article under the CCBY-
NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
Let f :¼ ðf 1; . . . ; f NÞ : CN ! CN be a polynomial system3 with solution setVðf Þ :¼ z 2 CN : f iðzÞ ¼ 0; for i ¼ 1; . . . ;N
 
:The ﬁeld of numerical algebraic geometry [3,24] includes a wide array of algorithms for ﬁnding and manipulating the solution
sets Vðf Þ of polynomial systems, including both isolated solutions (points) and positive-dimensional solution sets (curves,
surfaces, etc.). We provide a very brief introduction to standard homotopy continuation in Section 2.1. These methods form
the core computational engine for the ﬁeld.state.edu
cessary –
position.
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points w in the punctured neighborhoodBpðÞ ¼ z 2 CN : 0 < jjz pjj < 
 
:Alternatively, p is an isolated solution if the local dimension of Vðf Þ at p is zero. An isolated solution p of f ðzÞ is said to be
singular if the Jacobian matrix of f ðzÞ is not full rank when evaluated at p. All isolated solutions have associated to them a
positive integer, the multiplicity of the solution, which is greater than 1 for singular solutions [3].
One of the recent advances in numerical algebraic geometry is regeneration, a technique for ﬁnding the isolated solutions
of Vðf Þ efﬁciently. Regeneration is an ‘‘equation-by-equation’’ method. The solutions of f 1ðzÞ and N  1 random linear func-
tions are used to solve f 1ðzÞ and f 2ðzÞ, along with N  2 linear functions, and so on. This method was ﬁrst introduced in [9]
and extended to the case of positive-dimensional solution sets in [10]. In practice, regeneration is typically quite efﬁcient,
often producing the nonsingular isolated solutions of a polynomial system much faster than standard homotopy methods,
in part by automatically taking advantage of any symmetries or structure in f ðzÞ (see Section 9.3 of [9]). We present the basic
method in Section 2.2.
The most basic form of regeneration is, by design, focused on rapidly computing nonsingular solutions. As a result,
though, it is not guaranteed to ﬁnd all singular, isolated solutions of f ðzÞ. For example, as described in Section 2.3, basic
regeneration does not ﬁnd the singular (multiplicity two) solution ðx; yÞ ¼ ð2;3Þ of the systemyðx 2Þ2
xðy 3Þ
" #
;though it does ﬁnd the other solution, ð0;0Þ, which is nonsingular. This is an unfortunate drawback to regeneration as it is
often a very efﬁcient technique.
The authors of [9] provide a mitigation for this drawback. Their solution is rooted in deﬂation [21,22,15,14]. Unfortu-
nately, deﬂation causes an undesirable increase in the size of the polynomial system and can be rather costly, particularly
for solutions of high multiplicity. Thus, we are led to pose the following.
Fundamental Problem 1: Modify regeneration to ﬁnd a numerical approximation of each isolated point of Vðf Þ, including
isolated singular solutions.
In this article, we provide a solution to Fundamental Problem 1. There are two simple steps:
1. Find the isolated solutions of a perturbation f^ ðzÞ of f ðzÞ.
2. Solve f ðzÞ by tracking the solutions as we deform from f^ ðzÞ back to f ðzÞ.
This method is the focus of Section 2 and is the main contribution of this article.
While the principal goal of this article is to describe a variation of regeneration, it is worth noting that this sort of per-
turbation can also be paired with homotopy methods other than regeneration, such as total degree and multihomogeneous
homotopies. This leads to the following.
Fundamental Problem 2: What are the costs and beneﬁts of perturbation when paired with various standard homotopy
methods?
It is by no means our intention to provide a thorough investigation and complete solution of Fundamental Problem 2.
Rather, we simply present some examples and timings in Section 4 that could later be useful for a more thorough investi-
gation of this problem.
In Section 5, we describe the connection of this perturbation approach to the deﬂation approach of [9], the method of
regenerative cascade [10], and a very early technique in the ﬁeld known as the cheater’s homotopy [17] in which the authors
made use of a perturbation of f^ ðzÞ for somewhat different reasons. It is important to note that our perturbation is virtually
the same as the cheater’s homotopy, in the case where there are no parameters.
It is observed in [17,24] that a perturbation can cause positive-dimensional irreducible components to ‘‘break’’ into a
(possibly very large) number of isolated solutions. In Section 6, we investigate this phenomenon and describe our attempts
to extract from it useful information.
2. Homotopy methods
We begin with a very brief overview of standard homotopy methods, including parameter homotopies, in Section 2.1.
This overview is followed by a description of basic regeneration (Section 2.2) and an illustration of the failure of regeneration
(without deﬂation) to ﬁnd some singular solutions (Section 2.3).
2.1. Standard homotopy methods
Given a polynomial system f : CN ! CN , homotopy continuation is a three-step method for approximating all isolated
solutions of f ðzÞ ¼ 0:
1. Choose a polynomial system g : CN ! CN that is in some way ‘‘similar’’ to f ðzÞ but that is somehow easier to solve.
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H : CN  C! CN;
given by
Hðz; tÞ ¼ ð1 tÞf ðzÞ þ tgðzÞ;
so that Hðz;1Þ ¼ gðzÞ and Hðz;0Þ ¼ f ðzÞ. Such a homotopy is sometimes denoted g ! f .
3. As t varies from 1 to 0, track the solutions of Hðz; tÞ ¼ 0, starting with the known solutions of gðzÞ ¼ 0 and leading to the
solutions of f ðzÞ ¼ 0. This can be accomplished via numerical predictor–corrector methods.
The key point in this section is that there are well-studied methods for computing numerical approximations of the isolated
solutions of a polynomial system. The major software packages for carrying out such computations include Bertini [2], PHC-
pack [25], and HOM4PS-2.0 [13].4
One very special type of homotopy is the parameter homotopy [17,19]. Suppose f ðz; qÞ is a parametrized polynomial sys-
tem with variables z 2 CN and parameters q 2 Q  Ck for some parameter space Q. The idea of a parameter homotopy is to
solve f ðz; q0Þ ¼ 0 at a random, complex q0 2 Q , then move (via a homotopy only in the parameters) from q0 to any particular
point q ¼ q0 2 Q of interest. With probability one, if f ðz; qÞ ¼ 0 has only nonsingular isolated solutions for almost all values of
q 2 Q ; q ¼ q0 will have the maximum number of nonsingular isolated solutions for all q 2 Q and there will be at least one
path leading to each isolated solution at q ¼ q0. In general, the beneﬁt of using a parameter homotopy is that it involves
one potentially costly run up front (at q ¼ q0), followed by one or more relatively inexpensive runs (at each q ¼ q0 of interest).
In this article, we use exactly one parameter homotopy, to remove the perturbation, as described in Algorithm 1.
2.2. Basic regeneration
This section outlines in broad strokes the regeneration homotopy method for computing the isolated nonsingular solu-
tions of a polynomial system as ﬁrst developed in [9] and stated succinctly for the nonsingular case in [10].
Let di denote the degree of polynomial f i for i ¼ 1; . . . ;N, and let LðjÞi ðzÞ be a linear polynomial with randomly-chosen coef-
ﬁcients for each 2 6 i 6 N and 1 6 j 6 di. We hereafter suppress the argument z to simplify notation.
Assume that we have already solved f 1 ¼ Lð1Þ2 ¼    ¼ Lð1ÞN ¼ 0.5 After this initial solve, consider the following sequence of
homotopies4 It is
about th
5 Thif 1
Lð1Þ2
Lð1Þ3
..
.
Lð1ÞN
266666664
377777775!
f 1
Lð2Þ2
Lð1Þ3
..
.
Lð1ÞN
266666664
377777775!    !
f 1
Lðd2Þ2
Lð1Þ3
..
.
Lð1ÞN
266666664
377777775
Only the second function depends on the parameter t as the other functions do not change.
Let S1; . . . ; Sd2 be the sets of nonsingular isolated solutions to each system in the sequence of homotopies above. We will
describe shortly why we take only the nonsingular isolated solutions.
The union of S1; . . . ; Sd2 is clearly the set of all nonsingular isolated solutions of the systemf 1Qd2
j¼1L
ðjÞ
2
Lð1Þ3
..
.
Lð1ÞN
266666664
377777775;for which we note that the second equation now has the same degree as f 2ðzÞ.
The regeneration of f 2 is completed with the following homotopy:f 1Qd2
j¼1L
ðjÞ
2
Lð1Þ3
..
.
Lð1ÞN
266666664
377777775!
f 1
f 2
Lð1Þ3
..
.
Lð1ÞN
266666664
377777775:important to note that robust methods require fundamental tools such as adaptive precision, endgames, and the ‘‘gamma trick.’’ See [24,3] to learn more
emany subroutines, nuances, and variations. Also, see [12,26,16] for details on the related polyhedral homotopy approach to solving polynomial systems.
s initial system can easily be reduced to a degree d1 univariate polynomial and solved with univariate methods.
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nonsingular isolated solutions in Vðf Þ, along with any singular solutions that come from paths that stay nonsingular until the
ﬁnal homotopy to f N .
It is important to note that homotopy paths starting at singular points cannot be tracked with simple predictor–corrector
methods. It is precisely for this reason that Si, deﬁned above, may contain only nonsingular points. Deﬂation could be used to
desingularize any singular start points when regenerating f 2; . . . ; f N , but this potentially is a costly approach.
2.3. The need for a perturbation
A very simple example illustrates how regeneration can fail to ﬁnd singular solutions. Consider the following polynomial
system of equations:yðx 2Þ2
xðy 3Þ
" #
It is easy to see that this system has isolated solutions ð0;0Þ and ð2;3Þ. The solution ð2;3Þ is singular, with multiplicity two.
Consider the system after regenerating the ﬁrst equation:yðx 2Þ2
r1xþ r2yþ r3
" #
where r1; r2; r3 2 C are random. This system has nonsingular solution ðr3=r1;0Þ and singular solution ð2;ð2r1 þ r3Þ=r2ÞÞ.
Deﬂation could be used at this point to continue tracking from the singular solution. However, as described in Section 5.1,
this use of deﬂation can be costly and may involve randomization to a square system, which can destroy the monomial struc-
ture of the problem and thus increase run time. In practice, as in the current implementation in Bertini, this singular solution
is discarded before moving on, leaving us to follow only the path originating from ð0; 0Þ.
Proceeding in the regeneration algorithm, we follow the homotopyyðx 2Þ2
r1xþ r2yþ r3
" #
! yðx 2Þ
2
s1xþ s2yþ s3
" #
;where s1; s2; s3 2 C are random. Finally, we complete regeneration viayðx 2Þ2
ðr1xþ r2yþ r3Þðs1xþ s2yþ s3Þ
" #
! yðx 2Þ
2
xðy 3Þ
" #
;to arrive at only the nonsingular solution ð0; 0Þ.
As mentioned below in Section 5.1, deﬂation typically requires randomization. Randomization destroys structure and can
therefore lead to longer run times. One key point of the algorithm in the next section is that the method does not destroy
structure as randomization does.
3. Algorithm
We remedy the problem of not ﬁnding the singular solutions of f ðzÞ by replacing f ðzÞwith a perturbed polynomial system
f pðzÞ ¼ f ðzÞ  p for a randomly chosen point p 2 CN . It may seem surprising that this trivial change to f ðzÞ could signiﬁcantly
alter the behavior of the solutions, but the result of this perturbation is that the singular solutions of f ðzÞ each become several
isolated nonsingular solutions of f pðzÞ. This is discussed in more detail in Section 3.1. We state the following algorithm in
more generality than is needed for Fundamental Problem 1 (regeneration only) since this version also works for Fundamen-
tal Problem 2.
Algorithm 1. Main algorithm: perturbed homotopies
Input: Polynomial system f : CN ! CN .
Output: Superset bV of all isolated solutions V of f ðzÞ or, optionally, V.
1. Choose random p 2 CN .
2. Use a homotopy method (e.g., regeneration, a total degree homotopy, or a multihomogeneous homotopy) to ﬁnd all
isolated nonsingular solutions T of f pðzÞ ¼ f ðzÞ  p.
3. Follow all paths beginning at points of T through parameter homotopy f ðzÞ  tp, letting t go from 1 to 0, storing all
ﬁnite endpoints in bV .
4. (Optional) Remove from bV all non-isolated z 2 bV via a local dimension test to produce V. There are several options
for this local dimension test. One standard choice was ﬁrst described in [1].
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method. For example, ordering of the polynomials by degree has an impact on run time for regeneration, so the same can be
said in the perturbed case. This and other optimizations of regeneration are described in [9].
3.1. Justiﬁcation
Much of the theory underlying the ideas of this article was known by Morgan and Sommese in the 1980s [18] and has
since been repeated in various forms, for example in [24,8]. The main contribution of this article is in the application of this
theory in the setting of regeneration, not in the theory itself. In this section, we provide justiﬁcation for the correctness of the
algorithm, pointing to appropriate sources for proofs and further background.
Let rkðf Þ denote the rank of the polynomial system f ðzÞ, i.e., the dimension of the closure of the image of f ðzÞ, f ðCNÞ#CN .
The rank of f ðzÞ is an upper bound on the codimension of the irreducible components of Vðf Þ [24]. Thus, f ðzÞ may only have
isolated solutions if rkðf Þ ¼ N.
Theorem 3.1. For a polynomial system f : CN ! CN, the procedure of Algorithm 1 produces, with probability one, a superset of
numerical approximations to all isolated solutions of f ðzÞ.
It should be noted that this theorem is in fact a corollary to the main result in [17]. We describe a somewhat different
approach here.
There are three key facts supporting Theorem 3.1:
Lemma 3.2. Given a polynomial system as in Theorem 3.1, there is a Zariski open subset W of f ðCNÞ such that for p 2W, the
solution set of f ðzÞ  p consists of only smooth irreducible components of dimension N  rkðf Þ. In the case that rkðf Þ ¼ N; f ðzÞ  p
will have only nonsingular isolated solutions.Lemma 3.3. If rkðf Þ ¼ N, then f is a dominant map, i.e., f ðCNÞ ¼ CN.Lemma 3.4. In the case that rkðf Þ ¼ N, for each isolated solution w of f ðzÞ, there is, with probability one, at least one path starting
at a solution of f ðzÞ  p and ending at w, via the homotopy Hðz; tÞ ¼ f ðzÞ  t  p with t 2 R marching from 1 to 0. Moreover, if w is
an isolated solution of f ðzÞ ¼ 0 and f ðzÞ has the same number of polynomials and variables, the number of paths leading to w is
equal to the multiplicity of w as a solution of f ðzÞ ¼ 0.
Before discussing the justiﬁcation of these lemmas, we provide a simple proof of the main result, Theorem 3.1.
Proof of Theorem 3.1. The statement is vacuously true if there are no isolated solutions, so we assume rkðf Þ ¼ N. According
to Lemma 3.2 and in light of Lemma 3.3, almost all perturbations p 2 CN of f ðzÞwill result in a polynomial system having only
nonsingular isolated solutions. For some speciﬁc choice p^ 2 C, we refer to this set of solutions as Vðf ðzÞ  p^Þ. Regeneration
can compute all of these nonsingular solutions [9].
Lemma 3.4 then guarantees that, for each isolated solution q of f ðzÞ ¼ 0, there is a homotopy path beginning from some
point in Vðf ðzÞ  p^Þ that ends at q, as t moves from 1 to 0. Thus, all isolated solutions of f ðzÞ, including singular isolated
solutions, will be produced as output by Algorithm 1. hRemark 3.5. Note that we ﬁnd a priori a superset of the isolated solutions of f ðzÞ ¼ 0, not the set itself. This is because points
on positive-dimensional components may also be found by Algorithm 1 (see Section 6 for more on this). As mentioned in
Section 3, there are known methods for removing such points, if desired.
Generalizations of all three lemmas appear in Appendix A of [24] as consequences of an algebraic version of Sard’s The-
orem. Indeed, Lemma 3.2 is proved as Theorem A.6.1 in [24]. Similarly, Lemma 3.4 is proven in more generality as Corollary
A.4.19 of [24].
A more general statement than Lemma 3.3 is given as an exercise in [7] and a related result for a pure d-dimensional alge-
braic subset is presented in [8], for d > 0. For the speciﬁc setting of the lemma, the proof is trivial:
Proof of Lemma 3.3. Since Vðf Þ contains a pure 0-dimensional algebraic subset, we must have that rkðf Þ ¼ N. So f is full rank
and, equivalently, f is dominant. h
Now that we have completed the justiﬁcation of Theorem 3.1, we may discuss a few extensions.
First, we may trivially compute the multiplicity, lðziÞ, of each isolated solution zi of f ðzÞ ¼ 0, as deﬁned in [24]:
Corollary 3.6. Algorithm 1 produces not only the isolated solutions of f ðzÞ ¼ 0 but also the multiplicity lðziÞ of each solution zi.
This is based on the fact, proved as Theorem A.14.1(3) in [24], that each isolated solution zi will be the endpoint of lðziÞ
paths beginning at points in Vðf  p^Þ.
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lated solutions, so there is nothing to say for that case.
If n > N, the standard technique in numerical algebraic geometry is to randomize f ðzÞ down to A  f ðzÞ, where A 2 CNn is a
randomly chosen matrix of complex numbers. This yields a system of N equations and variables, with the property that
Vðf ðzÞÞ  VðA  f ðzÞÞ. We also have that isolated solutions in Vðf ðzÞÞ will be isolated solutions in VðA  f ðzÞÞ, though the mul-
tiplicity of solutions having multiplicity greater than one (with respect to f ðzÞ) might increase. It is easy to ﬁlter any ‘‘new’’
isolated solutions of VðA  f ðzÞÞ that are not actually solutions of f ðzÞ ¼ 0, simply by evaluating each isolated solution in the
polynomials f ðzÞ.
Thus, Algorithm 1 can easily be extended to ﬁnd all isolated solutions of non-square polynomial systems. Note, of course,
that the computed multiplicity of a solution of a non-square system that has been randomized down to a square system
might be larger than the multiplicity of that solution with respect to the original system.
4. Examples and timings
In this section we consider several examples where perturbed regeneration provides some beneﬁt. All runs made use of
Bertini 1.4 [2]. All reported timings except those of the last example come from runs on a 3.2 GHz core of a Dell Precision
Workstation with 12 GB of memory. The last example, the nine point problem, used 145 2.67 GHz Xeon 5650 cores (144
workers).
4.1. A very simple illustrative example
Let us ﬁrst consider the simple example from Section 2.3 to illustrate Algorithm 1. Recall the system,f ðx; yÞ ¼ yðx 2Þ
2
xðy 3Þ
" #
which had isolated solutions ð0;0Þ and ð2;3Þ. By design, basic regeneration without deﬂation will not ﬁnd the solution ð2;3Þ
because it is singular with multiplicity 2.
For perturbed regeneration, we ﬁrst solve the perturbed system,f pðx; yÞ ¼
yðx 2Þ2  p1
xðy 3Þ  p2
" #
;using basic regeneration, where p ¼ ðp1; p2Þ 2 C2 is chosen randomly. Suppose p ¼ ð0:521957þ 0:810510i;0:0312394
0:602051iÞ, then the perturbed system f pðx; yÞ has three solutions, approximated as:ðx; yÞ ¼ ð2:289555226266273 0:4818472697343892i;3:039927414618357 0:2545525699394496iÞ;
ðx; yÞ ¼ ð1:696540899823075þ 0:4894908386839950i;2:888481735852828 0:3226942032443160iÞ;
ðx; yÞ ¼ ð0:024317020583462þ 0:1930401252456662i;0:09013793095821 0:2274320305094367iÞ:Then we use the homotopyhðx; y; tÞ ¼ yðx 2Þ
2  tp1
xðy 3Þ  tp2
" #
to deform the solutions to f pðx; yÞ to solutions of f ðx; yÞ. Two solutions above converge to ð2;3Þ; the other converges to ð0;0Þ.
Thus, perturbed regeneration ﬁnds the solution not found by basic regeneration (excluding deﬂation).
4.2. An example with several isolated singular solutions
Next, we consider the system cpdm5, from the repository of systems [25] but originally considered in [6]. This system has
ﬁve equations and ﬁve variables, with solutions as described in Table 1. The 5 singular solutions each have multiplicity 11.
As expected, basic regeneration (without deﬂation) does not ﬁnd any of the singular solutions. Timings for regular and
perturbed total degree and regular and perturbed regeneration are provided in Table 2. It is perhaps interesting to note that
the timings for the perturbed runs (regeneration or total degree) vary much less than those of the unperturbed runs, as indi-
cated by the standard deviation in the table (column 5).
A priori, users may wish to use regeneration. While most examples of this section show that perturbed regeneration
should be used instead, this example further shows that total degree (or perturbed total degree) can sometimes be faster.
4.3. An example with many singular isolated solutions
In the article [20], Morrison and Swinarski study a polynomial system with 13 equations, having 51 isolated solutions. All
of these solutions are singular, 30 with multiplicity 2, 20 with multiplicity 8, and one with multiplicity 32.
Table 1
Basic properties of the cpdm5 solutions.
Real solutions Non-real solutions Total
Non-singular 38 120 158
Singular 5 0 5
Total 43 120 163
Table 2
Run times for the cpdm5 problem. Each timing is an average over 100 runs.
Method Computation time (s) Paths tracked
Step1 Step 2 Total Std dev Step 1 Step 2 Total
Perturbed regeneration 2.3 1.2 3.6 0.2 363 213 576
Perturbed total degree 0.7 1.2 1.9 0.2 243 213 456
Regeneration – – 4.3 0.9 – – 363
Total degree – – 1.9 0.8 – – 243
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Table 3.
Here again, while perturbed regeneration ﬁnds all the solutions, it is not the most efﬁcient method. As with the previous
example, total degree (and perturbed total degree) are more efﬁcient. A more specialized sort of homotopy, the 2-homoge-
neous homotopy [24], performs even better in this case. Note that basic regeneration takes the longest and does not ﬁnd all
solutions. This is probably due to the fact that singular solutions are discovered (which is costly), then discarded at various
regeneration levels. Again, the standard deviations for the perturbed homotopy methods are lower in this case.
4.4. The Butcher problem: positive-dimensional components
We consider the following system, originally due to C. Butcher,6 Hav
runs, m
expect.
componf ¼
zuþ yv þ tww2  1=2w 1=2
zu2 þ yv2  tw2 þw3 þw2  1=3t þ 4=3w
xzv  tw2 þw3  1=2twþw2  1=6t þ 2=3w
zu3 þ yv3 þ tw3 w4  3=2w3 þ tw 5=2w2  1=4w 1=4
xzuv þ tw3 w4 þ 1=2tw2  3=2w3 þ 1=2tw 7=4w2  3=8w 1=8
xzv2 þ tw3 w4 þ tw2  3=2w3 þ 2=3tw 7=6w2  1=12w 1=12
tw3 þw4  tw2 þ 3=2w3  1=3twþ 13=12w2 þ 7=24wþ 1=24
2666666666664
3777777777775
;which ﬁrst appeared in [5]. Computing the numerical irreducible decomposition [3,24], the solution set consists of 10 irre-
ducible components of various dimensions, provided in Table 4. All isolated solutions are nonsingular.
When basic regeneration is applied to this system, only the ﬁve nonsingular points are approximated. Thus, in this case,
basic regeneration ﬁnds all isolated solutions. If perturbed regeneration is applied, there are eleven nonsingular points in the
solution set of the perturbed system. Five points go to nonsingular solutions of the original problem, two points converge to
the positive-dimensional components,6 and the remaining paths diverge. Note that a total degree homotopy will also ﬁnd
points on the positive-dimensional components, but computation time increases, since hundreds of points converge to the posi-
tive-dimensional components.
Table 5 shows the timings for this problem using a total degree homotopy, regenerative cascade, basic regeneration, and
perturbed regeneration. As opposed to the previous examples, perturbed regeneration was faster for this problem, even fas-
ter than the shorter basic regeneration method. This is due to the fact that basic regeneration encounters singular solutions
on positive-dimensional components throughout the algorithm, which slows down the path tracker; the perturbed system
has only nonsingular isolated solutions, which can be handled much more efﬁciently.
4.5. A large example from an application
As a ﬁnal example, we consider the nine-point four-bar design problem, exactly as formulated in Chapter 5 of [3]. This
eight polynomial, eight variable system has total degree 78 = 5,764,901, a 2-homogeneous root count of 4,587,520, and aing run this several times, it seems clear that these two points always land on one speciﬁc 3-dimensional component. These points vary for different
eaning they land at generic points on that irreducible component and are therefore not at intersection points between the components as one might
As further evidence, TrackType 6 of Bertini, using isosingular deﬂation [11] show that these two points are in fact smooth points on this irreducible
ent.
Table 3
Run times for the Morrison–Swinarski problem. Each timing is an average over 100 runs.
Method Computation time (s) Paths tracked
Step1 Step 2 Total Std dev Step 1 Step 2 Total
Perturbed regeneration 22.8 2.6 25.4 2.7 2560 252 2812
Perturbed total degree 6.7 2.7 9.4 2.8 1024 252 1276
Perturbed 2-hom 2.9 2.9 5.9 1.9 252 252 504
Regeneration – – 31.2 8.5 – – 2560
Total degree – – 12.4 6.5 – – 1024
2-hom – – 12.4 7.7 – – 252
Table 4
Summary of the solution set of the Butcher problem.
Dimension Components Degree
3 3 1
2 2 1
0 5 1
Table 5
Run times for the Butcher problem. Each timing is an average over 100 runs, except perturbed total degree and total degree, which are averages over 50 runs.
Method Computation time (s) Paths tracked
Step1 Step 2 Total Std dev Step 1 Step 2 Total
Perturbed regeneration 32.4 0.5 32.9 7.5 982 11 993
Perturbed total degree 663.4 0.5 663.8 113.4 4608 11 4619
Regeneration – – 41.0 15.3 – – 838
Total degree – – 1106.0 158.3 – – 4608
Regenerative cascade – – 117.4 70.1 – – 1414
Table 6
Run times for the nine point problem. Each timing is an average over 10 runs.
Method Computation Time
Step1 Step 2 Total Std dev
Perturbed regeneration 2 h 18 m 19 s 1 m 19 s 2 h 19 m 38 s 42 m 1 s
Perturbed total degree >6 h – >6 h –
Perturbed 2-hom >6 h – >6 h –
Perturbed 4-hom >6h – >6 h –
Regeneration – – 46 m 53 s 24 m 12 s
Total degree – – >6 h –
2-hom – – >6 h –
4-hom – – >6 h –
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components.
Using precisely the Bertini settings described on the examples page for [3] for all runs, we ﬁnd that regeneration is fastest,
followed by perturbed regeneration. All other homotopy types (perturbed or not) were cost prohibitive, taking at least twice
as long as perturbed regeneration. The timings are summarized in Table 6. As discussed in Section 6, the positive-dimen-
sional components are ignored by basic regeneration but result in many more paths to follow for perturbed regeneration,
at least partially explaining the difference in timings.
Note that the number of paths is not reported in the table as there were some path failures during the runs. One could
change the conﬁgurations (independently for each run type) to get all paths to converge, though that would destroy the
direct comparison of the various methods as conﬁguration changes affect run times. Generally speaking, there were about
290,000 paths for perturbed regeneration runs and about 175,000 paths for basic regeneration.
In this case, perturbed regeneration does not add any value beyond basic regeneration (since all isolated solutions are
known to be nonsingular), but a user with no a priori knowledge of the solutions would be best served using perturbed
regeneration in case there might be singular isolated solutions.
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As mentioned above, the theory behind perturbed homotopies is not new and other alternatives to perturbed regenera-
tion exist for using regeneration to ﬁnd isolated singular solutions. Perhaps the earliest reference to this sort of perturbation
for homotopy methods was the cheater’s homotopy, described brieﬂy in Section 5.3. In this section, we very brieﬂy describe
these related techniques and indicate the differences between them and perturbed regeneration.
5.1. Regeneration with deﬂation
As outlined in [9], regeneration techniques can be combined with deﬂation to ﬁnd singular solutions. Deﬂation is a tech-
nique that replaces a polynomial system f on CN and an isolated singular solution x with a new polynomial system bf ðx; nÞ on
CN  CM with an isolated nonsingular solution ðx; nÞ. Deﬂation was ﬁrst considered in a general context in [21,22]. Deﬂation
for polynomial systems, including a proof that the method will ultimately yield a nonsingular solution, was further consid-
ered in [15,14]. A more recent, more general version of deﬂation, strong deﬂation, was developed in [11]. That article nicely
summarizes the various forms of deﬂation, weighing their various beneﬁts and drawbacks.
To ﬁnd singularities using regeneration, deﬂationmust be applied to any intermediate system that has a singular solution.
Deﬂation, in any of its forms, increases the size of the polynomial system, i.e., bf will have more variables and/or equations
than f. Deﬂation also sometimes requires potentially structure-destroying randomization in order to make the new system bf
have the same number of equations and variables. Algorithm 1 will ﬁnd isolated singular solutions while avoiding deﬂation.
5.2. Regenerative cascade
The regenerative cascade of [10] provides an equation-by-equation approach to computing the numerical irreducible
decomposition of the solution set of a polynomial system. A consequence of this method is that isolated singular solutions
of the systemwill also be identiﬁed. However, if only isolated solutions are of interest, this information comes at a signiﬁcant
cost increase, namely the cost of cascading through a number of dimensions. Perturbed regeneration avoids this cost, but if
the complete information provided by a numerical irreducible decomposition is desired, the regenerative cascade is clearly
the better choice.
5.3. The cheater’s homotopy
Parameterized polynomial systems f ðv; pÞ arise with some frequency in applications, so it is sometimes useful to solve the
same polynomial system at numerous points p ¼ p1; . . . ; pk in some parameter space. Parameter homotopies are the right
tool for this job, as described brieﬂy in Section 2.1. This idea has been implemented in Bertini [2] and Paramotopy [4]. Some
background may be found in [19,17].
The trick to such methods is choosing an intermediate system f ðv ; p^Þwhich satisﬁes some necessary properties, including
that the solutions are smooth. The cheaters homotopy in [17] addresses this issue by including the same perturbation
parameter as in Lemma 3.2. In that case, the primary motivation for using such a perturbation is to have smooth solutions
as start points of another homotopy. We require the smooth solutions so that regeneration can be used to compute the
approximations. Thus, the methods are quite similar but have different goals.
More explicitly, the cheater’s homotopy seeks to solve the parametrized system f ðz; qÞ ¼ 0 by ﬁrst solving f ðz; bqÞ þ b ¼ 0,
where bq and b are random and complex. The solutions of this ﬁrst solve are then used as start points for
f ðz; tbq þ ð1 tÞq0Þ þ tb ¼ 0 as t ! 0 to arrive at the solution set at parameter values q0. Thus, the method of this paper is
the same as the cheater’s homotopy when f ðz; qÞ is just f ðzÞ, i.e., when there are no parameters.
6. The effect of perturbation on positive-dimensional irreducible components
The focus of this article is the extension of basic regeneration to ﬁnd all isolated solutions. However, it is natural to con-
sider the effect of this method on positive-dimensional solution components. This issue has arisen previously [24], but there
has never been a careful, thorough analysis. Unfortunately, there is actually rather little to conclude.
6.1. Failure to ﬁnd the numerical irreducible decomposition
The numerical irreducible decomposition is the data type used in numerical algebraic geometry to store positive-dimen-
sional solution sets. The technical deﬁnition is not necessary here but may be found in [3,24]. The main idea is that, for each
irreducible component Z of degree dZ , we ﬁnd numerical approximations to dZ generic points on Z. These arise as the inter-
section of Z with a linear space of complementary dimension.
There are a number of methods for computing the numerical irreducible decomposition of the solution set of a polyno-
mial system. It is tempting to try to use the perturbation method of this article to compute such a decomposition in just one
step. Given system f ðzÞ, the idea would be to solve a perturbed system f^ ðzÞ for which all irreducible components have been
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desired, monodromy and the trace test [3,23] could be used to ﬁnd dZ points on each component Z.
At ﬁrst, there seems to be some hope for this. As described in [18], if f : CN ! Cn has rank n;N P n, and the dimension of
the solution set of f ðzÞ  p is N  n for generic p 2 Cn, then such a perturbation will lead to at least one point per connected
(complex) component.
However, a simple example shows that this method will not work in general. Letf ðx; yÞ ¼ x
2
xy
" #
:The solution set of this polynomial system is just the line x ¼ 0, with a singular embedded point at the origin. It is easy to see
that the four points from any perturbed system will necessarily all go to the origin, not a generic point on x ¼ 0.
This can similarly be seen from the Butcher problem of Section 4.4. The solution set for that problem consists of ﬁve posi-
tive-dimensional components, but the perturbation yields only two points on those ﬁve components.
Based on these examples, it seems that there is little hope of directly computing a numerical irreducible decomposition
via this sort of perturbation. Perhaps there is some modiﬁcation of the ideas of this article that will yield the numerical irre-
ducible decomposition in a similar manner, but such a modiﬁcation is not treated in this paper.
6.2. Extracting useful information
It would be interesting to know exactly howmany points come from each component when breaking an algebraic set into
points via perturbation. Of course, if f : CN ! Cn is not full rank, its image will be a measure zero algebraic subset of Cn, so
f ðzÞ  p will have no solutions for almost all perturbations p 2 Cn.
Unfortunately, given that there is not even a guarantee that there will be even one point per irreducible component, this is
a moot point. The solution of Morgan and Sommese [18] seems to be the best we can hope for – there is at least one point on
each connected component – unless perhaps more conditions are added to the polynomial system. However, this is beyond
the scope of this paper.
7. Conclusions
In this article, we presented a variation of regeneration that will yield all isolated solutions of a polynomial system, not
just those that are nonsingular. We refer to this method as perturbed regeneration. We further applied such a perturbation to
other basic homotopy methods, giving run times on several examples.
While this sort of perturbation is not new, it is new in the context of regeneration and provides a signiﬁcant improvement
to the output of basic regeneration for a modest increase in computational cost. While it would be interesting to better
understand how this perturbation affects positive-dimensional irreducible components, the results of the previous section
seem to indicate that there is little that can be said in general.
Although the examples in this article may make it seem that perturbed methods are usually faster than their unperturbed
analogues, it is clear that unperturbed methods will sometimes (perhaps often) be more efﬁcient. Indeed, given a problem
with the total degree number of nonsingular, isolated solutions, an unperturbed total degree homotopy will follow exactly as
many paths as the number of solutions whereas a perturbed total degree homotopy will follow twice that number. Since all
paths will be smooth throughout such a run, perturbed will clearly be slower.
One clear topic for future research is the automatic detection of which method to use for a given polynomial system. Of
course, if the user knows the solutions already, then it is easy to make a reasonable educated guess as to which method(s)
will be fastest. For new problems, though, we can currently provide only a little guidance.
If the user expects positive-dimensional solution sets (or cannot preclude their presence), regenerative cascade [10] is
typically the best bet. If only isolated solutions are of interest (or if it is known that there cannot be positive-dimensional
solution sets), then there is no need to search for positive-dimensional solution sets with regenerative cascade and a stan-
dard or perturbed standard homotopy is a good choice. If singular isolated solutions are expected and of interest, basic regen-
eration (without deﬂation) would not be a good choice and this might be a good place for one of the perturbed methods of
this paper. Regeneration (perturbed or not) seems to be a good option if the problem has some special structure, whereas a
multihomogeneous homotopy may be a good option if the variables naturally fall into multiple groupings. For sparse prob-
lems, polyhedral methods [12,26,16] are an especially good option.
All told, these are just suggestions motivated by experience, and there are surely polynomial systems for which this is not
optimal advice. Hopefully, software will one day detect which of the many homotopy methods is optimal for a given poly-
nomial system, but we are simply not there yet. For now, the best course of action is to run the problem of interest through
several methods simultaneously, killing all remaining processes once one terminates. With the ever-decreasing cost of pro-
cessors, this approach is becoming increasingly reasonable.
We would like to express our sincere appreciation for the numerous constructive comments of the four anonymous
reviewers. This article is much stronger because of their selﬂess contributions.
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