. Note that almost all coadjoint U -orbits studied up to now are associated with certain rook placements, see, e.g., [An1] , [An2] , [AN] , [Ki3] , [Ko1] , [Ko2] and [Pa] . Form now on, let G be the general linear group GL n (C), so W ∼ = S n , the symmetric group on n letters. Denote by B the group of all invertible upper-triangular matrices, then U is the unitriangular group, i.e., the group of all upper-triangular matrices with 1's on the diagonal, and n is the space of all upper-triangular matrices with zeroes on the diagonal. We identify Φ + = A + n−1 with the set {(i, j) ∈ Z × Z | 1 ≤ j < i ≤ n} by sending ǫ j − ǫ i → (i, j).
Now, if α = (i, j) ∈ Φ + is a root, then the root vector e α is an elementary matrix, namely, e α = e j,i . Using the trace form λ, x = tr λx, λ ∈ n t , x ∈ n, one can identify n * with the space n t of all lower-triangular matrices with zeroes on the diagonal. Under this identification, e * j,i = e i,j , so
Note also that the coadjoint action has the simple form
where X low denotes the strictly lower-triangular part of a matrix X ∈ Mat n (C).
Denote by T the group of invertible n × n diagonal matrices. Recall that B is a semi-direct product of U and T , B = U ⋊ T . In particular, for any g ∈ B, there exist u ∈ U , t ∈ T such that g = ut.
Denote by 1 n the n × n identity matrix. Finally, suppose D = {(i 1 , j 1 ), . . . (i s , j s )}, i l > j l , j 1 < . . . < j s , is a rook placement. Then put w = (i 1 , j 1 ) . . . (i s , j s ) ∈ S n .
(
In other words, w = s β 1 . . . s βs , where β l = (i l , j l ). We need the following simple Lemma (cf. Then define t to be the diagonal matrix such that
otherwise.
For instance, if n = 8 and D = {(3, 1), (6, 2), (7, 3), (5, 4), (8, 6)}, as in Example 1.2, then w = (1, 3, 7)(2, 6, 8)(4, 5), and so t = diag 1, 1, 1 ξ(3, 1)
, 1, 1 ξ(5, 4)
, 1 ξ(6, 2) , 1 ξ(3, 1) · ξ(7, 3)
, 1 ξ(6, 2) · ξ(8, 6) .
One can trivially check that t.
On the other hand, let g be an element of B. Then there exist u ∈ U , t ∈ T such that g = ut, so g.f D = u.f D,χ , where χ(i r , j r ) = g ir,ir /g jr,jr , 1 ≤ r ≤ s. Thus, g.f D ∈ Θ D,χ .
To discuss the incidences among the closures of orbits associated with rook placements, we need some more notation. By Z we denote the Zariski closure of a subset Z ⊆ n * . Given X, Y ∈ Mat n (Z), we write X ≤ Y if and only if X i,j ≤ Y i,j for all i, j. To each rook placement D ⊆ Φ + we assign the matrix R D by the following rule:
where π i,j (X) denotes the lower-left triangular part of a matrix X ∈ Mat n (C). In other words, (R D ) i,j , i > j, is just the number of rooks situated non-strictly to the South-West of the box (i, j). Finally, we put 
for all λ ∈ Ω D , 1 ≤ j < i ≤ n. Indeed, Lemma 1.3 shows that it's enough to check that if u ∈ U , f ∈ n * , then
To do this, pick an element u ∈ U . It's well-known that there exist α j,i ∈ C such that
where x j,i (α j,i ) = 1 n +α j,i e j,i (the product is taken in any fixed order). Hence we can assume
Hence if r > j and s < i, then π r,s (u.f ) = π r,s (f ). If r ≤ j (and so s < r ≤ j < i), then the jth row of π r,s (u.f ) is obtained from the jth row of π r,s (f ) by adding the ith row of π r,s (f ) multiplied by α. Similarly, if s ≥ i (and so r > s ≥ i > j), then the ith column of π r,s (u.f ) is obtained from the ith column of π r,s (f ) by subtracting the jth column of π r,s (f ) multiplied by α. In both cases, rk π r,s (u.f ) = rk π r,s (f ), as required.
Clearly, Z is closed with respect to Zariski topology. We proved that
ii) In [Sm] , E.Yu. Smirnov studied B-orbits on the direct product of two Grassmanninans. They are indexed by the set of rook placements on certain Young diagrams. As one can see from [Sm, Theorem 3 .10], the partial order on this set induced by the incidences among the closures of such orbits is closely related to the partial order defined above. It would be interesting to investigate any deeper relations between the situation considered by Smirnov and our situation.
iii) Note that if D and D ′ are orthogonal subsets of
On the other hand, one can easily check that λ 4,2 λ 2,1 + λ 4,3 λ 3,1 = 0
There is a corollary of Theorem 1.5 in terms of the Bruhat-Chevalley order on the set of so-called Kerov involutions [Ke] . To each rook placement D ⊆ Φ + one can assign the involution σ D ∈ S 2n−2 by the following rule: if
Example 1.7. Let n = 8 and D = {(3, 1), (6, 2), (7, 3), (5, 4), (8, 6)}, as in Example 1.2. Then σ D = (4, 1) · (10, 3) · (12, 5) · (8, 7) · (14, 11) = 1 2 3 4 5 6 7 8 9 10 11 12 13 14 4 2 10 1 12 6 8 7 9 3 14 5 13 11 ∈ S 14 .
Polarizations and dimensions of orbits
2.1. Our next goal is to compute the dimension of Ω D . To do this, we need some more definitions. If λ ∈ n * , then a subspace V ⊆ n is called λ-isotropic if λ([x, y]) = 0 for all x, y ∈ V . Recall that a subalgebra p ⊆ n is called a polarization at λ if it is a maximal λ-isotropic subspace. Polarizations play a key role in the construction of the irreducible representation of U corresponding to a given coadjoint orbit [Ki2] . It is known that if Θ = U.λ is the coadjoint U -orbit of λ, then dim Θ = 2 · codim n p.
Let 1 ≤ k ≤ n. It is very convenient to put
Definition 2.1. The sets R k , C k are called the kth row and the kth column of Φ + respectively. We will write row(α) = k (resp. col
Example 2.2. Let n = 6. On the picture below boxes from R 5 ∪ C 2 are grey. Let D be a rook placement. Suppose D = {β 1 , . . . , β s } and denote
Without loss of generality, j 1 < . . . < j s . Put also j 0 = 0, M j 0 = ∅ and
We put also M = s r=1 M jr and P = s r=1 P jr . Clearly, |M jr | = |P jr | for all r. Example 2.3. Let n = 8 and D be as in Example 1.2. Then M 1 = {(3, 2)}, M 2 = {(6, 4), (6, 5)}, M 3 = {(7, 4), (7, 5), (7, 6)}, M 4 = M 6 = ∅, P 1 = {(2, 1)}, P 2 = {(4, 2), (5, 2)}, P 3 = {(4, 3), (5, 3), (6, 3)}, P 4 = P 6 = ∅.
On the picture below boxes from M are marked by −'s and boxes from P are marked by +'s. 
The proof is given below, see Propositions 2.6, 2.7, 2.9 and Corollaries 2.8, 2.11. Proposition 2.6. The subspace p is a subalgebra of n. Proof. By definition, p is spanned by e j,i , where (i, j) ∈ Φ + \M. Suppose that p is not a subalgebra. Then there exist j < k < i such that (i, k) and (k, j) belong to Φ + \ M, but (i, j) belongs to M. We call such a triple {i, k, j} non-admissible. We can assume without loss of generality that j is minimal among all such triples.
Since
Thus, {k, j, s} is a non-admissible triple. This contradicts the choice of j. The proof is complete.
Proposition 2.7. The subspace p is a maximal f D,ξ -isotropic subspace of n.
and f ([x, y]) = 0, then there exist j < k < i such that (i, j) ∈ D and, say,
This contradicts the definition of M. We conclude that f ([x, y]) = 0 for all x, y ∈ p, hence p is an isotropic subspace of n. Now, assume that
does not belong to p, but p+Cx is an isotropic subspace of n. Since x / ∈ p, there exists a root (i, j) ∈ M such that x i,j = 0. We can assume that j is minimal among all such roots. It follows from
This contradiction shows that p is a maximal isotropic subspace of n, as required.
Corollary 2.8. The dimension of the orbit Θ D,ξ does not depend on ξ and equals Proposition 2.9. Let D be a rook placement and ξ : D → C be a map. Then
Proof. Put Θ = Θ D,ξ . We will proceed by induction on n (the base is evident). If D ∩ C 1 = ∅, then the required inequality holds by the inductive hypothesis, so we may assume that
Denote i 0 = 1 and consider the set Φ = ± Φ + , where
We can identify Φ with the root system A n−k−1 by the obvious rule. Put also D = D ∩ Φ + and
Let l( w) be the length of w in the Weyl group of Φ. Denote by U the subgroup of U generated by
Denote also by n the subalgebra of n generated by e j,i , (i, j) ∈ Φ + . Finally, denote by Θ the U -orbit of the linear form
By the inductive assumption, dim Θ ≤ l( w) − | D|. Let p be the polarization of n at f constructed by the rule described in Subsection 2.1. Clearly,
Using Corollary 2.8, we obtain
Our goal now is to compare l(w) with l( w). Recall that a pair {a, b} is called an inversion in w if a > b and w −1 (a) < w −1 (b). It is well-known that the length of w equals the number of inversions in w. Denote X = {i 0 = 1, i 1 , . . . , i k }, then l(w) = l( w) + #{{a, b} | {a, b} is an inversion in w and {a, b} ∩ X = ∅}.
Note that w has the form
In particular, if w −1 (a) < i k , then {a, 1} is an inversion in w, hence
On the other hand, if w −1 (y) < i k−2 , then {y, i k−1 } is an inversion in w. Finally, suppose i k−2 < w −1 (y) < i k−1 . Then there exist y 1 < y 2 < . . . < y s such that w(y 1 ) = y 2 , w(y 2 ) = y 3 , . . ., w(y s−1 ) = y s , w(y s ) = y 1 and y = y i for some i, see the beginning of the proof of Lemma 1.3. In this case, {i k , y 1 } is an inversion in w, because i k > y > y 1 . Thus,
Arguing by the similar way, we obtain
Using (3) and the inductive assumption, we conclude that
The proof is complete. Corollary 2.11. Let D be a rook placement. Then 
is an isomorphism of algebraic varieties, where Z U (resp. Z T ) is the stabilizer of f D in U (resp. in T ).
On the other hand, dim Θ 0 = 2 · |M| ≤ l(w) − |D| by Proposition 2.9 and Corollary 2.8, thus
We see that dim Z = dim B − 2 · |M| − |D| ≥ dim B − l(w), and so
as required. The proof is complete.
3. The covering relation of the set of rook placements 3.1. Our third result describes the covering relation of the set of rook placements with the partial order ≤ defined above. Denote this set by R. To a given D ∈ R, we will describe the set
There exists a natural partial order on Φ + : α ≤ β if β − α is a sum of positive roots. In other words,
Suppose m exists. Further, suppose there are no
We set The proof is given below. In Subsection 3.2, we check that
Finally, we denote
N (D) = N − (D) ∪ N 0 (D) ∪ N + (D) (cf. [Ig1,N (D) ⊆ L(D). In Subsection 3.3, we prove that L(D) ⊆ N (D), so N (D) = L(D).
Let D ∈ R be a rook placement. Recall the definitions of
and L(D) from Subsection 3.1. Note that
Theorem 3.3 claims that L(D) = N (D). To prove this, we need some more notation. Namely, put
Our strategy is to prove that
In this Subsection, we will prove that
One can easily see that if D, D ′ ∈ R are rook placements and Y is an ideal, then
Now we are ready to prove that
Assume that there exists S ∈ R such that T ≤ S < D and |S| < |D|. By (5), Now, assume that there exists S ∈ R such that T ≤ S < D. By (5), it is enough to check that Finally, we will check that 
By (5), S = T , as required.
In this Subsection, we will show that
Combining this with the results of the previous Subsection, we see that
Using Lemma 3.5 and the fact that
. This concludes the proof of Theorem 3.3. The proofs are much more complicated than the proofs in the previous Subsection. Note that
where n 0 = [n/2], is the maximal element of R with respect to the partial order ≤ on R.
First, we will prove that
We will proceed by induction on n (for n = 1, there is nothing to prove). The proof is rather long, so we split it into five steps. i) One can easily check that if D = D 0 , then (6) holds. Therefore, we may also use the second (downward) induction on the partial order ≤ on R. q 1 ) , . . . , (p t , q t )}, p l > q l , q l < q l+1 , T < D and t < s. Consider the following conditions. a) There exists k ≤ n such that i k = j k + 1 or k = |D|.
We claim that if (6) holds for all D, T satisfying (7), then (6) holds for all D, T ∈ R.
To prove this, we need some more notation. Given A ∈ R, we denote A r = A ∩ 1≤l≤r C l . Clearly, to prove (8), it is enough to show that if (6) holds for all D, T satisfying (7), and D r , T r do not satisfy (7) for some r, then (6) holds for D, T . We will proceed by induction on r (the base r = 1 is clear). Evidently, we may assume that T ∈ L − (D).
iii) Suppose 1 ≤ r ≤ s and D r , T r satisfy (7). To perform the induction step, we must prove that either D r+1 , T r+1 satisfy (7), or (6) holds for D, T . This is trivially true if i k = k + 1 for D r , so we may assume that
First, consider the case
Given A ∈ R, denote by [A] a (resp. by [A] a ) the subset of Φ + defined by [A] a = {α a , α ∈ A} (resp. by
k are rook placements with no rooks in the first column,
and T ≤ S, hence we are done. On the other hand, suppose
By the inductive assumption on n, there exists
and T ≤ S, as required. iv) Second, consider the case the case 
Since b > r, we conclude that S = [S 1 ] r ∪ {(i r , r)} ∈ N − (D) and T ≤ S, so we are done.
On the other hand, assume that i r+1 < i r . If T ∩ C r+1 = ∅, then D r+1 , T r+1 satisfy (7). If T ∩ C r+1 = {(p, r + 1)} = ∅, but T ∩ C r = ∅, then T < T 1 < D and | T 1 | = t < s = |D|, where
One can check that T < T 2 < D and (8) is proved. v) From now on, we may assume that D, T satisfy (7). Note that (i k , k) ∈ M (D). If i k > k + 1 (and so k = s), then D ∩ C k+1 = ∅, hence we can argue as on step (iii).
Applying the induction hypothesis on n to the rook
In other words, we must show that if T ≤ D and |T | = |D|,
We will proceed by induction on n (for n = 1, there is nothing to prove). For convenience, we split the proof into five steps. i) One can easily check that if D = D 0 , then (6) holds. Therefore, we may also use the second (downward) induction on the partial order ≤ on R.
ii q 1 ) , . . . , (p t , q t )} and T < D. Consider the following conditions. a) There exists k ≤ |D| such that i l > j l + 1 for any 1 ≤ l ≤ k − 1.
f) j l = l for any 1 ≤ l ≤ k and q l = l for any 1 ≤ l ≤ d. 
Clearly, to prove this, it is enough to show that if (10) holds for all D, T satisfying (11), and D r , T r do not satisfy (11) for some r, then (10) holds for D, T . We will proceed by induction on r (the base r = 1 is clear). Evidently, we may assume that T ∈ L 0 (D).
iii) Suppose 1 ≤ r ≤ s and D r , T r satisfy (11). To perform the induction step, we must prove that either D r+1 , T r+1 satisfy (11), or (10) holds for D, T . This is trivially true if
and T ≤ S, hence we are done. iv) Second, consider the case the case C r+1 ∩ D = {(i, r + 1)} = ∅. If D ∩ C r = ∅ (and so C l ∩ D = ∅ for any k + 1 ≤ l ≤ r), then we can argue as on the previous step. Assume D ∩ C r = ∅, i.e., k = r. 
and T ≤ S, hence we may assume that i k > j k + 1. If q t > j t , then, arguing as in the second paragraph of step (iii), one can prove that either Second, consider the case
. By the previous Lemma, there exists
) is well-defined and T ≤ S. Now, suppose T ′′ < D ′′ . By the induction hypothesis on n, there exists
for some x. Since x > i d , we obtain 
We will proceed by induction on n (for n = 1, there is nothing to prove). For convenience, we split the proof into five steps. i) One can easily check that if D = D 0 , then (13) holds. Therefore, we may also use the second (downward) induction on the partial order ≤ on R.
ii) Let D < D 0 , D = {(i 1 , j 1 ), . . . , (i s , j s )}, T = {(p 1 , q 1 ), . . . , (p t , q s )}, s < t and T < D. We claim that if (13) holds for all D, T satisfying (11), then (13) holds for all D, T ∈ R.
Clearly, to prove this, it is enough to show that if (13) holds for all D, T satisfying (11), and D r , T r do not satisfy (11) for some r, then (13) holds for D, T . We will proceed by induction on r (the base r = 1 is clear). Evidently, we may assume that T ∈ L + (D).
iii)-iv) The induction step can be performed similarly to steps (iii)-(iv) of the proof of the previous Lemma, so we may assume without loss of generality that D, T satisfy (13). 
