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Abstract
With the popularity of smartphones equipped with GPS, a vast amount of trajectory
data are being produced from location-based services, such as Uber, Google Maps, and
Foursquare. We broadly divide trajectory data into three types: 1) commuter trajectories
from taxicabs and ride-sharing apps; 2) vehicle trajectories from GPS navigation apps; 3)
activity trajectories from social network check-ins and travel blogs.
We investigate efficient and effective search on each of the three types of trajectory
data, each of which has a real-world application. In particular: 1) commuter trajectory
search can serve for the transport capacity estimation and route planning; 2) vehicle
trajectory search can help real-time traffic monitoring and trend analysis; 3) activity
trajectory search can be used in interactive and personalized trip planning.
As the most straightforward trajectory data, a commuter trajectory only contains
two points: origin and destination indicating a passenger’s movement, which is valuable
for transportation decision making. In this thesis, we propose a novel query RkNNT to
estimate the capacity of a bus route in the transport network. Answering RkNNT is
challenging due to the high amount of data from commuters. We propose efficient
solutions to prune most trajectories which cannot choose a query route as their nearest
one. Further, we apply RkNNT to the optimal route planning problem-MaxRkNNT.
A vehicle trajectory has more points than a commuter trajectory, as it tracks the
whole trace of a vehicle and can further advocate the application of traffic monitoring.
We conclude the common queries over trajectory data for monitoring purposes and pro-
poses a search engine Torch to manage and search trajectories with map matching over
a road network, instead of storing raw data sampled from GPS with a high cost. Besides
improving the efficiency of search, Torch also supports compression, effectiveness eval-
uation of various existing similarity measures, and large-scale clustering k-paths with a
novel similarity measure LORS.
Exploring the activity trajectory data which contains textual information can help
plan personalized trips for tourists. Based on spatial indexes which we propose for
commuter and vehicle trajectory data, we further develop a unified search paradigm to
process various top-k queries over activity trajectory and POIs data (hotels, restaurants,
and attractions, etc.) at the same time. In particular, a new point-wise similarity measure
PATS and an indexing framework with a unified search paradigm are proposed.

Chapter 1
Introduction
1.1 Background
Around twenty years ago, Global Positional System (GPS) satellites began transmitting
two additional signals to be used for civilian (non-military) applications, to improve
aircraft safety.1 Demand for GPS-based navigation grew steadily over the years, and
privately owned vehicles quickly became the dominant users of the technology. In the
last decade, increased utilization of GPS-equipped smartphones has led to a rise of
location-based service (LBS), such as ride-sharing and social-network check-ins.
1.1.1 Trajectory Data
The continuous tracking of a moving object generates a series of points in order, such as
navigation with Google Maps, and we store such kind of data as a trajectory. Each sam-
pled point has the location information x (latitude) and y (longitude), and a trajectory
T can be formulated as {(x1, y1), (x2, y2), · · · }. The number of points in a trajectory T is
denoted as the length of a trajectory |T|, and the sampling rate is the number of samples
per second (or other time units). By default, a trajectory is always spatial-only.
More information can be included with each point in a trajectory generated from
the location-based service. For example, textual data can be further integrated into a
trajectory from social network check-in data and travel blogs, referred to as a spatial-
textual trajectory. In this thesis, we mainly investigate these two kinds of trajectory data
which are the most common in our daily lives.
Public Trajectory Datasets. Table 1.1 lists several existing open trajectory datasets,
which can be broadly divided into three groups: humans, vehicles (car, truck, train, bus,
tram, etc.), others (animals, hurricanes, and aircraft2). However, the aircraft datasets are
1https://www.pcworld.com/article/2000276/a-brief-history-of-gps.html
2https://opensky-network.org/
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Table 1.1: Existing open trajectory datasets.
Categorization Type Exemplary Datasets #Trajectories
Human
GPS tracking GeoLife [162] 17,621
Check-in Foursquare [13, 142] 104,478
Online sharing OpenStreetMap3 8.7 million
Vehicle
Taxi trips T-drive [153], Porto4 1.7 million
Taxi trip-requests NYC5, Chicago6, Didi7 1.1 billion
Traffic cameras NGSIM8, HighD [72] 110,000
Trucks Greece Trucks9 1100
Others
Hurricanes Atlantic hurricane10 1740
Animals Zebranet11, Movebank12 33
usually not publicly accessible, we do not list this kind of trajectory data in the table.
From Table 1.1, we can observe that human involved trajectory data (including
the vehicles) is the primary source of trajectory data. According to statistics, 77% of
smartphone owners regularly use navigation apps13, which produces a large amount of
trajectory data. Note that 1.1 billion in the fifth row is the total number of individual
taxi trips in the NYC from January 2009 through June 2015. Other datasets including
the movement of animals and hurricanes have a limited number of trajectories, this is
mainly because the fee on GPS equipment is high, and the lifetime of battery needs
to be long enough. For example, it costs up to 1250 Euro to equip a GPS collar to an
animal.14
Analyzing trajectories has many applications in terms of human mobility, traffic
analysis, and transportation [161]. As early stage discovery tools, trajectory search can
find the target trajectories of a given query, which plays a vital role in trajectory data
analysis. Next, we provide a brief research overview of the two kinds of trajectory data
(a comprehensive literature review in Chapter 2).
3https://www.openstreetmap.org/traces
4http://www.geolink.pt/ecmlpkdd2015-challenge/dataset.html
5http://www.nyc.gov/html/tlc/html/about/trip_record_data.shtml
6https://data.cityofchicago.org/Transportation/Taxi-Trips/wrvz-psew
7https://outreach.didichuxing.com/research/opendata/en/
8https://catalog.data.gov/dataset/next-generation-simulation-ngsim-vehicle-trajectories
9http://www.chorochronos.org/
10https://www.nhc.noaa.gov/data/
11https://crawdad.org/princeton/zebranet/20070214/
12https://www.movebank.org/
13https://themanifest.com/app-development/popularity-google-maps-trends-navigation-apps-2018
14http://www.environmental-studies.de/products/02/gps-gsm_collars.html
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1.1.2 Trajectory Search
Searching spatial-only trajectories has several real-world applications, such as transport
and traffic analysis. For example, searching trajectories in a specific area or a time
duration enables analysis with a focus, e.g., “searching for all cars in the City of Melbourne
area at 2:00 pm”, such kind of queries are known as range queries. However, the number of
results returned by range queries can be hundreds or thousands, and finding a limited
number of results is more appropriate for analytics. Given a query (points or trajectory)
Q, the k nearest neighbors (kNN) search or top-k similarity search will return the k most
similar or closest trajectories in the dataset [31].
Similarly, for spatial-textual trajectories with semantic information, such as social
network check-ins and travel blogs, a query can be attached with keywords to fulfill the
request of personalized search in the trip planning, e.g., “finding the closest trip to my hotel
for sightseeing”, we call such kind of queries spatial-textual trajectory search [84, 111, 159].
In general, we observe three gaps/missing points, where existing work may suffer
from at least one of them:
• Result quality (effectiveness) is an essential factor, which is mainly reflected in
the similarity measures between the query and trajectories. Different kinds of
trajectory similarity measures have been proposed [25, 26, 121]. However, existing
trajectory similarity measures are not robust enough to handle different factors,
such as noise, sampling rate, and point shift (see Table 2.2). As a useful tool to
clean and calibrate the raw trajectory data, a technique called map matching [83] can
project vehicle trajectories onto road network, and there is still no such a similarity
measure specially designed for mapped trajectories composed of road segments.
• The query processing time (efficiency) is the main bottleneck when searching over
a dataset with millions of trajectories such as the Porto dataset in Table 1.1. Ex-
isting work used points as the representations and built a spatial index such as
an R-tree [54], and indexing on points for trajectory search is unscalable for a big
dataset with millions of trajectories according to our experimental evaluation (see
Chapter 4).
• A lot of studies have been done on trajectory search, and most efforts focus on
spatial-only range queries and kNN search, while some equally important queries
are overlooked and have never been investigated, such as RkNNT (Chapter 3), k-
paths (Chapter 4), and MASK (Chapter 5) which we propose for the first time. This
blocks important trajectory-driven research and applications, such as the transport
capacity estimation, traffic monitoring, and trip planning which we will explore
in this thesis.
5
CHAPTER 1: INTRODUCTION
Trip planning
Transport capacity 
estimation
Traffic monitoring
RkNNT MaxRkNNT Torch k-paths TkSTT MASK
Commuter trajectory Vehicle trajectory
Simple Complex
Spatial-only Spatial-textual
Activity trajectory
Query Novelty Efficiency Effectiveness
Trajectory
Figure 1.1: Taxonomy of trajectory data, research problems, and our focus (from bottom
to top).
1.2 Contributions
In this thesis, we investigate the topic of efficient and effective trajectory search moti-
vated by three real-world applications. As shown in Figure 1.1, our trajectory search is
conducted for three research questions for real applications over various types of trajec-
tory data. More specifically, we propose novel query formulations for transport capacity
estimation based on origin-destination commuter trajectory data, a search engine for
traffic monitoring over vehicle trajectory data, and an interactive search framework for
trip planning using user check-in activity trajectory data.
1.2.1 Commuter Trajectory Search for Transport Capacity Estimation
Recently, trajectory data collected from GPS devices has been used in intelligent
transportation applications such as data-driven passenger flow prediction of bus routes
[1, 24, 80, 156]. The main idea is to find origin-destination data which will help iden-
tify the best routes in a transport network for commuters. This is essentially a reverse k
nearest neighbors search, i.e., finding all the objects that will take the query as their kNN.
We will explore reverse k nearest neighbors search over multiple-point trajectories
(referred to as RkNNT). In a nutshell, an RkNNT query can be described as: taking a
planned (or existing) transportation route as a query Q, return all the passengers who will take
the query route Q as one of the k nearest routes among the route set DR. Here, a passenger’s
movement is modeled as a combination of an origin and a destination [80] such as home
and office, which is called a commuter trajectory.
Example 1.1. Figure 1.2 presents an example, where there are six commuter trajectories, each
with an origin and a destination, which could be collected from social media applications and
“Ride Sharing” applications, and four routes in a transportation network. The commuter tra-
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(a) Origin-destination data (b) Transport network
R1
R2
R3
R4
Figure 1.2: Passenger commuter trajectories and transport network.
jectory can be also collected from census data and Google Maps. Moreover, the data collected in
applications created by Uber or Public Transport Authorities can be used to plan transportation
routes, estimate capacities, and proactively identify low coverage areas.
RkNNT queries can serve as a fundamental operation in many applications in the
transportation field. The most common one is to estimate the capacity of a route based
on passenger movements, as described above. Furthermore, an RkNNT query could be
used for Optimal Route Planning. An RkNNT query can be used to find the optimal route
which has the maximum (minimum) number of passengers among a set of candidate
routes. We refer to this problem as MaxRkNNT (MinRkNNT). For ride-sharing drivers,
finding a route with the maximum number of passengers can increase profitability (the
driver fare will be increased with a surge of passenger requests) and the chance of
being hired. For ambulance and fire truck drivers, finding a route which has the fewest
people around can reduce response time in emergency situations. Furthermore, by
considering the temporal factor (user commuter trajectories at different time periods), it
can help further estimate the passengers of a bus or car with specific starting and closing
hours, to save running cost for either individual vehicle drivers or public transportation
authority [20].
In Chapter 3, we study RkNNT, and resolve the following research questions:
RQ1.1: How is the index built to prune and avoid scanning every trajectory?
RQ1.2: How can we plan the optimal route with a maximum capacity between two stops?
RQ1.3: How can we evaluate the efficiency of our proposed index and algorithms?
In answering these questions, our main contributions are as follows:
• We investigate the RkNNT problem for the first time by converting point-based
RkNN to trajectory-based, which serves as a fundamental yet frequently adopted
operator in many practical applications. Efficient indexing and pruning algorithms
are proposed to answer RkNNT.
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T1
T2
Figure 1.3: Vehicle trajectory in the road network.
• We introduce MaxRkNNT (MinRkNNT) queries which can be used to find the op-
timal route that attracts the maximum (minimum) number of passengers in a bus
network. Through pruning the candidate routes between the query origin and
destination, we significantly reduce the running time of MaxRkNNT.
• We clean the transport schedule and timetable of New York City and Los Angeles
to get the real transport network data, and take the Foursquare check-ins as the
commuter trajectory data. We sample multiple queries from the data to get the
average running time of RkNNT and MaxRkNNT. Case studies on MaxRkNNT are
conducted to redesign bus routes in the New York City.
This work has been published in IEEE TKDE [127].
1.2.2 Vehicle Trajectory Search for Efficient & Effective Traffic Monitoring
By sampling a series of points of a vehicle path along the road network at fixed time
intervals, a trajectory can be recorded using three features: 1) Network-constrained, as
most trajectories travel in a fixed road network [73]; 2) Varying sample rates – every trace
from a same path can be sampled to a different number of points; 3) Errors as a result
of low GPS accuracy. A wide variety of trajectory search queries [26, 39, 70, 73, 104, 107]
have been proposed over the years to support various location-based services such as
traffic flow monitoring and planning [137], or ranked retrieval, as shown in Example 1.2.
Example 1.2. To monitor vehicles passing through Manhattan, a user would issue a range
query. To monitor all cars that use Wall Street, a path query [73] would be issued. Further,
a strict path query would identify every vehicle that traverses all of Wall Street. These three
kinds of queries are basic trajectory search queries. Given a trajectory, a top-k trajectory
similarity search query returns the k highest ranked trajectories based on a similarity met-
ric [137], which can be used to investigate driving habits [31], cluster trajectories to discover
popular routes [134], or search over all of the trajectories which have a pre-specified trajectory as
a k nearest neighbors – a task used in transportation route planning [127]. Given a k, a trajectory
clustering will return k most representative trajectories (real paths), which can be used in the
traffic flow analysis.
It is desirable to support all of these queries in a single trajectory search engine. Fur-
thermore, there are several commonly used similarity measures to determine the rele-
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vance between two trajectories (details in Chapter 2), each with its own merits. However,
the effectiveness of these similarity measures has only been evaluated in domain spe-
cific search scenarios such as time series [133]. The lack of an efficient trajectory search
engine capable of supporting different similarity measures makes it very difficult to
carry out careful effectiveness evaluations. For example, existing trajectory systems
[14, 37, 123] only support trajectory storage and simple querying, but cannot perform
top-k similarity search. We will devise a trajectory search engine capable of supporting
a richer set of complex queries and similarity measures.
Besides the Basic Trajectory Search and Trajectory Similarity Search which need
users to input a specific path, range, or trajectory, it is more practical to find k rep-
resentative trajectories for users without specifying any input except k. For example,
searching k representative trajectories to observe a traffic trend is a common operator
in the traffic monitoring application. However, the basic queries (path query and range
query) and similarity search cannot meet the demand. Based on our search engine,
we will further explore such an advanced query-“search the k trends”, which is also a
fundamental problem of large-scale vehicle trajectory clustering. More specifically, we
propose k-paths, which aims to cluster trajectories into k groups where k representative
paths are selected as the delegates for k groups, where k is the only input from users.
k-paths is reminiscent of the classical k-means clustering algorithm [86], where in
both problems k is the only parameter required. k-paths can be applied in the following
analytical applications: Scenario 1–Traffic Flow Analysis: A traffic analyst needs to find the
k frequent paths to visually analyze complex transportation networks [7, 50]. Scenario 2–
Public Transit Planning: A transportation department wants to open k new bus routes to
meet growing demands [56] using historical vehicle trip records [153]. Scenario 3–Facility
Site Selection: A company plans to open k petrol stations around the busiest routes in a
city. This problem is commonly referred to as the trajectory-driven facility deployment
problem [157].
In Chapter 4, we focus on the following research questions:
RQ2.1: What are the common queries over vehicle trajectories for monitoring purposes?
RQ2.2: How should network-constrained trajectory data be indexed?
RQ2.3: How can we evaluate the effectiveness of results returned?
RQ2.4: How can we conduct large-scale trajectory clustering in real time?
In answering these questions, our main contributions are as follows:
• We present Torch, a trajectory search engine which integrates pre-processing, in-
dexing, query and evaluation based on map matching, to support the following
common queries over vehicle trajectories: 1) range query; 2) path query; 3) strict
path query; 4) top-k trajectory similarity search, which was published as a full
research paper in ACM SIGIR 2018 [128].
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Figure 1.4: Check-in points hold: 1) a location; 2) a timestamp; and 3) keywords.
• Over our search engine, we propose a fundamental trajectory clustering problem
k-paths based on a lightweight trajectory modeling method, combined with a new
similarity measure EBD designed for efficient k-paths clustering. This work is in
submission [131].
• We develop a traffic monitoring system for vehicle trajectory data, which is based
on our search engine and clustering. This work is published as a demonstration
paper in ACM WSDM 2019 [132].
1.2.3 Activity Trajectory Search for Interactive Trip Planning
People commonly “check-in” with smartphones to record personal historical movement
(see Figure 1.4). Composed of locations, timestamps, and keywords, the check-ins form
a unique user activity trajectory, which can be later mined for applications such as trip
recommendation [84].
Example 1.3. Imagine that Jack is planning a trip to Los Angeles. He initially identifies two
places to stay and visit: the hotel he booked and the beach. He specifies things to do around each
place, for example, “coffee” and “swimming” (red points in Figure 1.4) respectively. Query:
Find past trajectories most related to Jack given his suggested locations and interests.
Commercial trip recommendation systems such as Google Trips15 and Triphobo16 are
built for tourists to plan and share trips online. However, the input to such systems
is usually a simple query such as “Los Angeles”. If a user (such as Jack) has a more
nuanced preference of locations and keywords, they cannot easily be expressed using
existing systems. A Top-k Spatial-Textual Trajectory (TkSTT) query is defined as: Given
a database of trajectories, and a query Q that includes a tuple of one or more locations and
associated keywords, retrieve the top-k trajectories ranked by spatial-textual similarity.
15https://www.google.com/trips/
16https://www.triphobo.com/
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“Los Angeles travel guide” (KS)
Trip planning Visiting LA
“Suggested routes across Hollywood” (kBCT)
“Suggested routes for dining” (TkSTT)
“Nearby POIs” (kNN)
“Nearest restaurant” (TkSK)
“Suggest a place to meet with friend” (ANN)
“Suggest a café to dine with friend” (ATNN)
Figure 1.5: Exemplary queries conducted before & during a trip.
TkSTT can be used as a recommendation tool and help a tourist find interesting
trips, while a complete trip planning not only explores the trajectory data, but also the
points of interest (POI) data, i.e., such data usually appears in two forms: 1) a single
point such as a geo-tagged document in Trip-advisor17; 2) a trajectory which is a set
or sequence of geo-tagged documents, such as a user’s check-in records from Twitter18
[159], a sequence of user’s travel blogs19, etc. Numerous types of location-based web search
queries [31, 33, 77, 78, 111, 146, 154, 160] have been proposed to retrieve such geo-tagged
web data, to further support various location-aware services such as site selection and
trip planning, as shown in Example 1.4.
Example 1.4. Grace is planning to visit Los Angeles. She starts her exploration with a keyword
query (KS) [17] on the web to acquire initial knowledge of the most famous attractions. Then she
might issue a k-Best-Connected-Trajectory (kBCT) query [31] to find the top-k best routes (from
existing travel blogs) which cover the attractions in her wish-list. Furthermore, with the Top-
k Spatial-Textual Trajectory (TkSTT) query [111, 159], she can add more keyword constraints
such as preferred activities to do in the trip, to find a more personalized route to follow. After
arriving in LA, Grace wants to explore the POIs around her hotel. Initially, she may do a k
Nearest Neighbors (kNN) query [54] search as she does not figure out which keywords to use for
searching. After getting the results, she may use additional keywords to add more constraints to
filter unrelated objects further. It is known as Top-k Spatial Keyword (TkSK) query [33]. She
may want to find a place to meet her friends, which is known as Aggregate Nearest Neighbor
(ANN) query [94] and Aggregate Textual Nearest Neighbor (ATNN) query [146].
It is desirable to support the above queries (in Figure 1.5) related to location-based
web data in also map-based search interface, say Google Maps (although it only sup-
ports keyword query currently). In a query session, a user may issue several queries
of the same type (with different settings on the textual or spatial dimension), or even
17https://www.tripadvisor.com/
18https://www.twitter.com/
19https://www.travelblog.org/
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different types of queries, along with her exploration of the unknown data, until find-
ing the desired objects for different purposes. Therefore, it is critical to provide quick
response to various queries (probably issued in one query session), to achieve an inter-
active search experience [160].
Building a standalone index for each type of query can meet the requirement of
the interactive trip planning. However, multiple indexes will increase the burden on the
storage and index loading cost. Moreover, Hoang-Vu et al. [59] showed that building
a unified index for multiple queries over POI data can save storage cost significantly,
and also achieve comparable performance with building multiple standalone indexes,
and a unified index is also easy to scale up to handle large datasets. In our interactive
search scenario where a keyword may repetitively appear in several continuous queries,
if the unified index for this keyword can be maintained without reloading, we can even
achieve much better performance than the standalone index. However, there is still no
such a unified index for supporting multiple queries over trajectories and POIs.
In Chapter 5, we focus on the following research questions:
RQ3.1: How should the similarity be measured in top-k spatial-textual trajectory search?
RQ3.2: How is a unified index built for various top-k queries over trajectories and POIs?
RQ3.3: What is the common pruning strategy over the unified index for various queries?
In answering these questions, our contributions can be summarized as follows:
• We define a novel point-wise activity trajectory similarity measure-PATS for top-k
spatial-textual trajectory (TkSTT) queries, and propose efficient solution to answer,
this work was published as a full research paper in IEEE ICDE 2017 [125].
• By studying the most common top-k queries over geo-tagged objects in academia
comprehensively, we further propose the Monotone Aggregate Spatial Keyword
query-MASK which can represent most of them, and build unified indexing and
search paradigm based on inverted lists and inverted index, which was published
as a full research paper in ACM WSDM 2018 [129].
• We develop an interactive trip planning platform based on our two proposed novel
queries-PATS-based TkSTT and MASK, which is published as a demonstration pa-
per in ACM SIGMOD 2018 [130].
1.3 Thesis Organization
The rest of the thesis is organized as follows: Chapter 2 presents an overview of the key
related work of trajectory search. Chapter 3 presents the reverse k nearest neighbors
query for commuter trajectories. In Chapter 4, we explore the search engine for vehicle
trajectories. In Chapter 5, we investigate activity trajectory search for trip planning.
Finally, Chapter 6 summaries the thesis contributions, and points out future directions.
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Literature Review
In this chapter, we will review the latest research progress on trajectory data man-
agement, ranging from trajectory pre-processing, queries over spatial-only and spatial-
textual trajectory data, and trajectory clustering.
2.1 Management Systems and Pre-processing
To have an intuitive understanding of trajectory data, we first discuss the trajectory
representation and available storage systems for trajectory data.
2.1.1 Trajectory Representation and Storage
A set of coordinates denoted by two floats (e.g., “-37.807302, 144.963242”) are traditional
representations of trajectories for storage, search, and analytics. Storing a trajectory as
a set of points is the common method in both research and industry. Table 2.1 shows
several research systems for trajectory data and other commercial systems which can
store trajectory data as a specific data structure that are currently available.
In the academic field, several trajectory storage systems have been built to manage
trajectory data [37, 44, 112, 123, 138] by storing a trajectory as a set of points. More-
over, most trajectory management systems [37, 123, 138] only support trajectory storage
and simple queries such as a range query (finding trajectories in a rectangle). More
recently, distributed systems [44, 112] have been developed to store the large-scale of
point-based trajectory datasets and can perform advanced queries such as kNN search
over trajectories.
Existing commercial or open-source systems (e.g., a general database such as Oracle
13
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RFC 7946                         GeoJSON                     August 2016
1.4.  Definitions
   o  JavaScript Object Notation (JSON), and the terms object, member,
      name, value, array, number, true, false, and null, are to be
      interpreted as defined in [RFC7159].
   o  Inside this document, the term "geometry type" refers to seven
      case-sensitive strings: "Point", "MultiPoint", "LineString",
      "MultiLineString", "Polygon", "MultiPolygon", and
      "GeometryCollection".
   o  As another shorthand notation, the term "GeoJSON types" refers to
      nine case-sensitive strings: "Feature", "FeatureCollection", and
      the geometry types listed above.
   o  The word "Collection" in "FeatureCollection" and
      "GeometryCollection" does not have any significance for the
      semantics of array members.  The "features" and "geometries"
      members, respectively, of these objects are standard ordered JSON
      arrays, not unordered sets.
1.5.  Example
   A GeoJSON FeatureCollection:
   {
       "type": "FeatureCollection",
       "features": [{
           "type": "Feature",
           "geometry": {
               "type": "Point",
               "coordinates": [102.0, 0.5]
           },
           "properties": {
               "prop0": "value0"
           }
       }, {
           "type": "Feature",
           "geometry": {
               "type": "LineString",
               "coordinates": [
                   [102.0, 0.0],
                   [103.0, 1.0],
                   [104.0, 0.0],
                   [105.0, 1.0]
               ]
           },
           "properties": {
Butler, et al.               Standards Track                    [Page 5]
Figure 2.1: An example of LineString with four points in the GeoJSON format [19].
Spatial1, SQL Server2, and MySQL3, or the geospatial database such as ArcGIS4, Tile385,
PostGIS6, GeoMesa7, Magellan8) can also be extended for trajectory management. For
example, LineString (Figure 2.1) defined in a data-interchange format-GeoJSON9 is a
geographic data structure for an array of point coordinates, and trajectory can be stored
as a LineString. However, the supported operators over LineString are very limited, e.g.,
returning the number of points, the starting point, the ending point, and the i-th point,
etc. The supported range query and kNN are all over points, and not supported for
LineString.
SpatialSpark [151] and GeoSpark [152] are two representative open-source systems
from the research field of spatial databases, which also support the storage and querying
of LineString. Range queries and kNN are the supported queries for the point data, but
not for trajectories. It is promising that these spatial database systems can be extended
with trajectory search operators by constructing specific indexing structures and search
paradigms in the future, as trajectory data is an extension from points. In Section 2.3.2,
we will review the index structures built over point data.
2.1.2 Trajectory Pre-processing
Trajectory Cleaning. Since trajectory data is usually collected by a GPS with a global
average user range error (URE) of 7.8 m (25.6 ft), with 95% probability, such points in
the trajectory are noisy [161]. Moreover, the sampling rate of GPS varies in different
1https://www.oracle.com/technetwork/database/options/spatialandgraph/overview/index.html
2https://docs.microsoft.com/en-us/sql/relational-databases/spatial/spatial-data-sql-server
3https://dev.mysql.com/doc/refman/5.7/en/gis-linestring-property-functions.html
4http://www.arcgis.com/index.html
5https://github.com/tidwall/tile38
6https://postgis.net/
7https://www.geomesa.org/
8https://github.com/harsha2010/magellan
9https://en.wikipedia.org/wiki/GeoJSON
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Table 2.1: An overview of existing/potential systems for trajectories.
System Data Indexing Range kNN Similarity Measure
TrajStore [37] Trajectory Quad-tree 3 7 7
SharkDB [123] Trajectory Frame structure 3 3 Point-to-trajectory
UITraMan [44] Trajectory R-tree 3 3 Point-to-trajectory
DITA [112] Trajectory R-tree 3 3 Trajectory-to-trajectory
Oracle LineString R-tree 3 3 Point-to-point
PostGIS LineString R-tree 3 3 Point-to-point
SQL Server LineString Grid-index 3 3 Point-to-point
GeoMesa LineString Z-order curve 3 3 Point-to-point
Tile38 LineString R-tree 3 3 Point-to-point
Magellan LineString 7 3 7 7
GeoSpark [152] LineString R-tree 3 3 Point-to-point
SpatialSpark [151] LineString R-tree 3 7 7
applications. Two vehicles crossing the same path may have a different number of
sampled points. These factors will lead to the value change of distance or similarity,
and make it imprecise to analyze further. Hence, when we get a raw trajectory dataset,
the first step is to clean the data.
Segmenting [18], calibration [117] and enriching [6] are the three most common clean-
ing techniques on trajectory data. Specifically, segmenting will cut a long trajectory
into several short trajectories, e.g., analysis of every taxi trip makes more sense than
analyzing the whole day taxi trajectory. Buchin et al. [18] addressed the problem of seg-
menting a trajectory based on spatiotemporal criteria. Alewijnse et al. [4] proposed an
algorithmic framework for criteria-based segmentation of trajectories that can efficiently
process a large class of criteria.
Su et al. [117] proposed a calibration method to transform a heterogeneous trajec-
tory dataset to one with (almost) unified sampling strategies, in order to achieve a more
precise similarity between two trajectories. For the points with noise, calibration will
detect them first and make the trajectory more consistent instead of filtering the noise
directly. Liu et al. [79] took advantage of road network topology, geometry information,
and trajectory historical information to conduct the calibration.
When a trajectory is a set of sparse points, Alvares et al. [6] enriched the data with
additional points and semantic information. Yan et al. [141] proposed a framework that
enables annotating trajectories of heterogeneous trajectories for any kind of moving ob-
jects, with semantic data provided by multiple 3rd party sources. In contrast, trajectory
simplification [155] will remove redundant points when the sampling rate is high.
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Trajectory Compression. Existing trajectory compression can be divided into two
groups: simplification-based and road network-based. Excluding the extra points is
a common compression method when the sampling rate is high, which is known as tra-
jectory simplification [30, 155] and also used in trajectory cleaning. Removing the points
can lead to a more compact size, but it also reduces the quality of the trajectory. Besides
lowering the storage, an error ratio is defined to guarantee that the simplified trajectory
is still similar to the original trajectory [82].
Alternatively, a road network can be used to enable better compression [64, 114],
and avoid harming the quality to some extent. Each trajectory is projected to the road
network as a sequence of road segments. By encoding each road segment uniquely with
a Huffman code [35], the trajectory can be represented as a sequence of symbols, which
reduces the storage significantly as compared with using latitude and longitude. Fur-
ther, string compression techniques [71, 144] can be used for trajectory data, including
compressing the temporal information.
Map-matching. With a road network, map-matching [83, 92] projects a raw trajectory
onto a real path, and supports cleaning and compression [64]. The road network dataset
of whole world is available from OpenStreetMap10. The road network is always mod-
eled as a weighted graph [35], where the road segment is an edge, and the weights
could represent the length of the road. Further, a path mapped from raw trajectory is a
set of connected edges in the road network.
Map-matching is challenging in terms of effectiveness and efficiency. For efficiency,
we need to find the nearest road segments for each point in the trajectory; then the
candidate road segments are connected to generate possible paths. Overall, uncertainty
is the primary challenge, which reflects on the selection of parameters and candidate
paths, and shortest path search. For effectiveness, mapping a trajectory to the path
where the vehicle crossed exactly is the objective. The ground truth matters to evaluate
the precision of map matching. Usually, there are three ways to generate the ground
truth: 1) using real vehicles equipped with GPS devices on the road [92]; 2) labeling the
mapped path by humans [83]; 3) simulating the GPS sampling [61] which needs less
cost and labor compared with the former two methods.
2.1.3 Research Gaps
The research gaps in trajectory management systems are three-fold:
• Existing systems are all built over point-based trajectory data. Point-based rep-
resentations are easy to work with, but are not space efficient as a float number
usually needs eight bytes to store. The efficiency of queries over trajectories also
10https://www.openstreetmap.org/
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(a) Points-to-trajectory (b) Trajectory-to-trajectory
Figure 2.2: Two kinds of similarity measures: (a) a query is a set of points; (b) a query
is a trajectory.
suffers from the point-based trajectory similarity measure and indexing, which we
will introduce in next two sections.
• The map matching based on the road network is useful for improving the quality
of vehicle trajectories, especially for the search and compression. However, exist-
ing system still remains on the point-based storage without considering the new
features of mapped trajectories.
• From the system perspective, supporting various common queries more than
range and kNN queries over trajectories are essential, especially that the input
for a kNN query can be a trajectory, while most existing systems do not support
this.
2.2 Trajectory Similarity Measures
In this section, we will introduce the most widely used trajectory similarity measures.
As shown in Figure 2.2, two different kinds of similarity measures are computed be-
tween the query and trajectory separately. The float number on each dotted line denotes
the distance from a query point to a point in the trajectory.
2.2.1 Points to Trajectory
To measure the distance between a set of points Q and a trajectory T in the k Best
Connected Trajectories search problem (kBCT) [31, 99, 118], each query point q will find
the nearest point p in T, then all the distances from each query point to their nearest
neighbor are aggregated to generate the final distance, i.e.,
dkBCT(Q, T) = ∑
q∈Q
min
p∈T
d(q, p) (2.1)
Based on the above equation, dkBCT(Q1, T1) = 1+ 1.7+ 2.2 = 4.9 in Figure 2.2(a) is
the aggregation of distance between every query point in Q to its nearest neighbor point
in T (three dotted lines). When there is only one query point, it is a specific and simple
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Table 2.2: An overview of existing trajectory-to-trajectory similarity measures.
Robustness
Categorization Measures Complexity Metric
Parameter-
free GPS
Error
Sampling
Rate
Point
Shift
Curve
Hausdorff [93] O(n2) 7 3 7 7 7
Fréchet [46] O(n2) 7 3 7 7 7
Real
DTW [148] O(n2) 7 3 7 7 7
ERP [25] O(n2) 3 7 7 7 7
Edit
EDR [26] O(n2) 7 7 3 7 7
LCSS [121] O(n2) 7 7 3 7 7
case of kBCT and is also the only supported kNN in [44, 123]. Since scanning every
point in the trajectory returns the nearest point, then the complexity of this measure is
quadratic. Note that this measure only works when the query Q is a set of points, and
it does not obey the symmetry rule, i.e., d(Q, T) 6= d(T, Q). Instead of summing up the
distance with the nearest neighbor, another well-known measure called the closest-pair
distance (CPD) [161] which chooses the minimum distance as the final distance, i.e.,
dCPD(Q, T) = min
q∈Q
min
p∈T
d(q, p) (2.2)
Then dCPD(Q1, T1) = 1. Compared with dkBCT, dCPD will be more robust when there is
an error point which is far from all the query points in the trajectory.
2.2.2 Trajectory to Trajectory
Since the query above is a set of discrete points, the order among points in the tra-
jectory is not considered when computing the distance. However, when we compute
the distance between trajectories, the order constraint should be met, i.e., the similarity
measure for trajectories should obey local time shifting [26] constraint.
Several similarity measures have been proposed for trajectory data in recent years.
As shown in Table 2.2, we broadly divide the six most commonly used similarity mea-
sures into three categories: curve-based, real-distance, and edit-distance. We will elab-
orate each measure with a formal definition and Figure 2.2(b). As a trajectory can also
be viewed as a geometric curve, Hausdorff distance [93, 104] measures how far two sub-
sets of a metric space are from each other by choosing the max-min distance, without
imposing an order constraint.
dHau(Q, T) = max
p∈T
min
q∈Q
d(p,q) (2.3)
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Fréchet distance [2, 46] extends the Hausdorff distance to account for location and
ordering of the points along the curves, as shown in Equation 2.4, where p and q are
the head (first) point of T and Q, respectively, and Th and Qh are the sub-trajectory
excluding the head p and q. Taking Figure 2.2(b) as an example, dHau and dFre will return
the same value 3.1, as the matching shown in the figure not only finds the nearest
neighbor for each point, but also obeys a local time shifting (order constraint). If any
two points in T5 swap the location, dHau does not change, while dFre will change as the
order is broken.
As a trajectory can be also viewed as a time series, many similarity measures orig-
inally designed for time series search can be deployed in trajectory top-k search [161],
such as Dynamic Time Warping (DTW) [148], Longest Common Subsequence (LCSS)
[89, 121], and Edit Distance on Real sequence (EDR) [26] and Edit distance with Real
Penalty (ERP) [25]. DTW computes the distance based on the sum of minimum dis-
tances, instead of choosing the maximum in Fréchet distance. Equation 2.5 shows the
formal definitions of DTW. Figure 2.2(b) shows the distance computation using DTW,
where every point in T5 and Q3 is matched with each other and will contribute to
minimizing the final aggregated distance without breaking the order constraint, i.e.,
dDTW(Q3, T5) = 1.2 + 3 + 1 + 2.2 + 3.1 = 10.5. Note that DTW has a parameter when it
imposes window constraint r on the matching point order, e.g., |o(p)− o(q)| ≤ w, where
o(p) denotes the order of p in T. The window parameter w is widely used in time series
data. However, there is not always such a constraint on trajectory data.
dFre(Q, T) =

0, if Q = ∅ and T = ∅
∞, if Q = ∅ or T = ∅
max{d(q, p), min{dFre(Qh, Th), dFre(Q, Th), dFre(Qh, T)}}, otherwise
(2.4)
dDTW(Q, T) =

0, if Q = ∅ and T = ∅
∞, if Q = ∅ or T = ∅
d(q, p) +min{dDTW(Qh, Th), dDTW(Q, Th), dDTW(Qh, T)}, otherwise
(2.5)
Instead of computing the real distance, computing the edit distance (0 or 1) is more
robust to GPS error as two points far apart will lead to a large distance if using DTW. To
judge whether two points are matched, edit-distance based measures need to set a range
threshold τ, as shown in Equation 2.6, where || denotes the L1 norm, and px and py
denote the latitude and longitude of point p, respectively. Then we can define LCSS and
EDR as shown in Equation 2.7 and 2.8. The basic difference between LCSS and EDR is that
LCSS is defined to measure how similar two trajectories are, while EDR is for measuring
how different two trajectories are. For example, if we set τ = 0.5 in Figure 2.2(b), then
there is no matched point, dLCSS(Q3, T5) = 0 and dEDR(Q3, T5) = 4; if we set τ = 5, then
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every point can be matched, and dLCSS(Q3, T5) = 4 and dEDR(Q3, T5) = 0. Hence, these
two measures are dependent on the parameter τ.
match(p, q) =
true, if |px − qx| ≤ τ and |py − qy| ≤ τfalse, otherwise (2.6)
dLCSS(Q, T) =

0, if Q = ∅ or T = ∅
1+ dLCSS(Qh, Th), if match(p, q) = true
max{dLCSS(Q, Th), dLCSS(Qh, T)}, otherwise
(2.7)
dEDR(Q, T) =

|Q|, if T = ∅
|T|, if Q = ∅
min{dEDR(Qh, Th), dEDR(Q, Th) + 1, dEDR(Qh, T) + 1}, if match(p, q) = false
min{1+ dEDR(Qh, Th), dEDR(Q, Th) + 1, dEDR(Qh, T) + 1}, otherwise
(2.8)
As they do not obey the triangle inequality which is an essential requirement in
Metric space pruning, all the existing measures are non-metric except for ERP. Chen
and Ng [25] defined a metric trajectory similarity measure, as shown in Equation 2.9,
where point g can be any constant point in the space, it is always set as the origin, i.e.,
g = {0, 0}. However, g is also a parameter, the changes will also lead to the change
of distance value similar to LCSS and EDR, and further affect the results of kNN search.
Hence, a parameter-free measure is essential for trajectory search.
dERP(Q, T) =

∑p∈T d(g, p), if Q = ∅
∑q∈Q d(q, g), if T = ∅
min{dERP(Qh, Th) + d(q, p), dERP(Q, Th) + d(g, p), dERP(Qh, T) + d(q, g)}, otherwise
(2.9)
2.2.3 Complexity and Robustness
Table 2.2 compares characteristics of six similarity measures in four dimensions: com-
plexity, metric, parameter-free (no parameter needed during the distance computation),
and robustness. Since the parameter (e.g. τ in Equation 2.6) can be easily observed from
their definitions, we will elaborate the other three characteristics next.
Complexity. These similarity measures were designed to make search more robust
against local time shifting. However, existing similarity measures always try to find
the best matching point without breaking order constraints, thus requiring dynamic
programming solutions with a quadratic complexity (O(n2)). Learning an embedding
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q
p1
p2
Figure 2.3: Using triangle inequality to estimate bounds.
for a trajectory [145] to compute the Euclidean distance based on vectors with fixed
length is promising as it achieves linear (O(n)) computation, but requires long training
time for the learning models.
Metricity. Being metric is often crucial for a similarity measure, as obeying the trian-
gle inequality is a fundamental feature for reducing distance computation. Here, we
use an example to illustrate how to avoid distance computation for a metric similarity
measure-Euclidean distance. In Figure 2.3, a query point q finds the nearest neighbor,
p1 and p2 are the two points to be scanned next, and we have computed d(q, p1). Before
conducting distance computation with p2, we can estimate the lower and upper bound
of d(q, p2) based on d(q, p1) and d(p1, p2) as below:
|d(p, p1)− d(p1, p2)| < d(q, p2) < d(q, p1) + d(p1, p2) (2.10)
where d(p1, p2) can be computed off-line for any query. With the lower bound, we
can compare it with d(q, p
′
) where p
′
is the current founded nearest neighbor. If the
lower bound is greater, we can discard p2 directly as it cannot beat p
′
to be the nearest
neighbor.
Robustness. Besides the complexity and metricity, most similarity measures are sensi-
tive to noise, sampling rate, and point shift (points are shifted on the path where the
trajectory lies). In other words, the existence of noise (due to GPS errors), more (less)
sampled points or point shift on a trajectory will make it be judged as dissimilar to
the original trajectory using the existing measures in Table 2.2. Wang et al. [122] also
conducted an effectiveness evaluation on the robustness of these six measures over a
real-world trajectory dataset.
Here, we use an example in Figure 2.4 to illustrate why they are not robust, where
T1 and T2 are two similar vehicle trajectories in the road network as they crossed the
same path. After sampling, we will use a set of points to denote them, the ideal sampling
(b) will record the same number of points which are also pair-wise close. Nevertheless,
in the real case, the sampling rate and time vary, e.g., the point shift (c) will sample
the same number of points in the road, but not pair-wise close. The GPS error (d)
will sample points that are not in the road, and the inconsistent sampling rate (e) will
lead to a different number of points for two similar trajectories. Each of the above three
factors will lead to a distance value greater than that of the ideal sampling using existing
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T1
T2
(a) Two similar original trajectories (b) Ideal sampling
(c) Point shift (d) GPS error (e) Inconsistent sampling rate
1T2
Figure 2.4: A similarity measure is sensitive to point shift, error, and sampling rate.
similarity measures. However, a robust similarity measure should always return the
same value if such cases occur, and we find that existing similarity measures are not
robust to point shift, GPS error, and sampling rate.
2.2.4 Research Gaps
Despite recent progress, there is still no robust measure with low complexity. Specifi-
cally, the research gaps are two-fold:
• An effective similarity measure needs to be robust to GPS error, point shift, and
sampling rate, and should also be parameter-free. However, there is no such a
measure as we concluded in Table 2.2.
• The complexity of existing measures is quadratic, and most of them are non-
metric. When we need to conduct kNN search over large collections, it is unscal-
able: 1) point-wise computation is expensive; 2) distance computation pruning
using the triangle inequality cannot be applied.
2.3 Spatial-Only Trajectory Search
Figure 2.5 shows three exemplary queries Q1, Q2, Q3 for spatial-only trajectories T1 to
T6. Given three points (q1, q2, q3), Q1 finds the best connected trajectory. Among all six
trajectories, T1 and T2 are both possible final results. A similarity measure needs to be
defined to distinguish which trajectory is closer to Q1. Given a range (red box), Q2 finds
all the trajectories crossing in it, then T3 and T4 will be returned, it is much simpler than
Q1 as no similarity measure is needed. Given a trajectory Q3, it will search the most
similar trajectories. Similar to Q1, a similarity measure needs to be defined, while it is
between two trajectories rather than points and trajectories.
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Figure 2.5: Three kinds of spatial-only trajectory queries.
Table 2.3: An overview of existing queries over trajectory data.
Data Type Query Input Output Measure Index
Boolean
Range [73, 107] range trajectories N/A R-tree
Path [70, 73] path trajectories N/A R-tree
kNN
kNN [15, 54] point points Euclidean R-tree
kNNT [26, 121] trajectory trajectories LCSS, DTW R-tree
kBCT [31, 118] points trajectories Aggregate R-tree
Spatial
-only
ANN [94, 150] points points Aggregate R-tree
Reverse
kNN
RkNN [119, 135] point points Euclidean R-tree
R-PNN [110] point trajectories Euclidean N/A
Clustering
Density [74] thresholds paths N/A N/A
Partition [21] k trajectory Hausdorff N/A
KS [17, 43] keywords points TF-IDF Inverted list
Spatial
-textual
Top-k
TkSK [78, 154]
point,
keywords
points Aggregate IR-tree
ATNN [77, 146]
points,
keywords
points Aggregate IR-tree
TkSTT [111, 159]
points,
keywords
trajectories Aggregate
Grid-index,
Inverted list
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Table 2.3 compares different kinds of common queries on trajectory data in terms
of four aspects: input, output, similarity measure, and index. The column for “Index”
only lists the representative index structure, we will further elaborate in the follow-
ing sections. The queries range from basic trajectory search, top-k trajectory similarity
search (spatial-only and spatial-textual), reverse k nearest neighbors search, and tra-
jectory clustering. Next, we will elaborate on each query, and introduce the common
indexing structures used for accelerating the performance.
2.3.1 Query Types
2.3.1.1 Basic Trajectory Search
A basic trajectory search includes three main types of queries. The first one is a Range
Query (RQ) [73, 104, 107, 114] that finds all (sub-)trajectories located in a spatial region
or a temporal region. The range query has many applications in traffic monitoring, e.g.,
return all the vehicles in a road intersection. The second is a Path Query (PQ) which
retrieves the trajectories that contain any edge of the given path query. The third is a
Strict Path Query (SPQ) [68, 70, 73, 107] which finds all trajectories that strictly follow
the entire path from beginning to end. Interestingly, the path query and strict path
query share many commonalities with disjunctive (OR) and conjunctive (AND) Boolean
queries [87]. The main difference is that an SPQ is order-sensitive.
2.3.1.2 k Nearest Neighbors Query
Search by Trajectory. Given a query trajectory Q, the k Nearest Neighbor Trajectories
Query aims to search the k most similar/nearest trajectories to Q, based on a given
trajectory similarity measure. Such a query can be used to find the most similar trips
for traffic flow analysis. For the special case when the trajectory is a single point, which
is also known as kNN search (we use kNNT to denote trajectory search), where the
Euclidean distance between two points is utilized.
Search by Points. There have also been various work targeting search on spatial-only
trajectory data using a set of points as the input query [31, 99, 118]. Chen et al. [31]
initially formulated the problem of querying over a set of points with spatial-only tra-
jectories. They proposed an incremental expansion method which used an R-tree for
pruning and referred to the search algorithm as Incremental K Nearest Neighbors (IKNN).
To further optimize the IKNN algorithm, Tang et al. [118] proposed a qualifier expec-
tation measure that ranks partial-matching candidate trajectories to accelerate query
processing for non-uniform trajectory distributions and/or outlier query locations. Qi
et al. [99] went on to combine IKNN and the qualifier expectation model to improve
the efficiency, and presented a range-based method based on the R-tree to improve the
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efficiency even further. Given a set of points, Papadias et al. [94] searched k Nearest
Neighbor points in term of the aggregate distance of each neighbor to query points, and
with an Aggregate Nearest Neighbor (ANN) search.
2.3.1.3 Reverse k Nearest Neighbor Query
Reverse k Nearest Neighbors (RkNN) queries on spatial point data have attracted consider-
able attention from researchers [22, 115, 119, 135, 143]. An RkNN query aims to identify
all (spatial) objects that have a query location as a k nearest neighbors. The RkNN query
has a wide variety of applications such as resource allocation, decision support, and
profile-based marketing. For example, RkNN queries can be used to estimate the num-
ber of customers for planned restaurants among existing restaurants, which is called a
bichromatic RkNN [143].
Search over Points. Most existing RkNN search work focuses on static point data, and
often use pruning-refinement frameworks to avoid scanning the entire dataset. How-
ever, these approaches cannot easily be translated to route search where both queries
and collections consist of multi-point trajectories. Improving search performance has
also attracted a great deal of attention in previous work. The basic intuition behind
filtering out a point p is to find another point which is closer to p than the query point
q [22, 119, 135].
Here, we review the half space method and use a simple example to show how
pruning works. Figure 2.6 shows a query point q and a data point p. As we can see,
a perpendicular bisector divides the whole space into two sub-spaces, and all points
inside the lower subspace prefer p as the nearest neighbor, such as point r. For the
reverse nearest neighbor search, r may be filtered from the candidate set of query q.
More specifically, r can be filtered out if it can be pruned by at least k such points.
Search over Trajectories. Different from finding the most similar or nearest trajectories,
the reverse k nearest neighbors query will find the trajectory who will take the query
as the nearest neighbor, referred to as “Reverse k Nearest Neighbor Query over trajec-
tories” (RkNNT) which we will solve in Chapter 3. However, RkNNT queries have never
been proposed before, and the most related work is the Reverse k Nearest Neighbor
Query over moving objects. Formally, given a moving object dataset D and a candidate
point set Q = (o1, o2, ..., om) as a query, Shang et al. [110] searched the optimal point
from D such that the number of moving objects that choose oi as the nearest neighbor is
maximized. Specifically, they proposed a Reverse Path Nearest Neighbor (R-PNN) search
to find the nearest point in D for a moving object, and returned the point in D that is
the nearest point for the maximal number of moving objects.
Different with querying by a set of candidate points [110], Cheema et al. [23] pro-
posed a continuous reverse nearest neighbors query to monitor a moving object and find
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Figure 2.6: Half-space pruning used in RkNN for query point q.
all static points that take the moving object as one of the k nearest neighbors. Recently,
Emrich et al. [48] proposed a solution for the problem of RkNN search with “uncertain”
moving object trajectories using a Markov model approach. A moving object is treated
as a result when it always takes the query object as the nearest neighbor within a given
time interval. All of these approaches target a single point rather than a commuter
trajectory of multiple-points, which is the focus of our work.
2.3.2 Spatial Indexing Structures
Trajectory indexing is commonly proposed for efficient search; it organizes the trajec-
tory data off-line, and can avoid scanning every trajectory during on-line search. Exist-
ing approaches to trajectory indexing employs two components: indexing points, and
mapping tables.
Indexing Points. To achieve scalable efficiency, a space-efficient index representa-
tion and processing framework are crucial, but most existing indexes for trajectory
search [31, 97] rely on an R-tree [54], which store all points from the raw trajectories. As
shown in Figure 2.7, trajectories are decomposed to points first, then an R-tree is used
to index all the points, and the mapping table links the point to the trajectory. It should
be noted that trajectory datasets like T-drive [153] can have millions of points, and
an R-tree has to manage a massive number of maximum bounding rectangles (MBR),
which is not space efficient in practice. It often requires a prodigious amount of space in
order to accelerate search, and the pruning method originally devised for point search
is not effective for trajectory search as many of the similarity measures are non-metric.
A simple Grid-index can be a more useful index structure in such scenarios [159].
Mapping Table. A mapping table is used to map points to trajectories [31, 159]. After
searching for a point, a mapping table will help find the trajectory containing the point.
To save space, every point will have a unique identifier ranging from [1, |D.P|] and every
trajectory will have a unique identifier ranging from [1, |D|], where |D.P| and |D| are
the number of points and trajectories in the dataset D. This index is widely used in
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Figure 2.7: Indexing spatial-only trajectories based on an R-tree and a mapping table.
most trajectory search work on point-based indexes. Moreover, a table can be built for
mapping trajectory to points, i.e., a trajectory is then denoted as a list of point integers.
Pruning Mechanism. There are two kinds of index pruning: early termination and
early abandoning. Early termination is used by the threshold algorithm [49]. Given an
index, the algorithm gradually scans the sorted lists, and early termination can discard
the objects directly based on the upper bound of unseen nodes. For range query, most
of the existing approaches use MBR-based pruning, as MBR intersection with the query
trajectory can be used to prune out irrelevant trajectories [65]. By judging whether the
minimum distance between the query and the node N of the index is bigger than the
distance to the current k-th result, or whether the node intersects with the query range,
a batch of objects can be skipped directly.
For example, the nodes N7 and N8 in Figure 2.7(a) do not intersect with N2, and
can be pruned directly, and we only need to check node N9. Bounded computations are
another method used to accelerate search [101, 121]. This is achieved by estimating the
upper bound of the similarity score and comparing it with the current top-k result set
to determine if the exact distance must be computed. This approach is often referred to
as early abandoning [101].
2.3.3 Research Gaps
The research gaps in spatial-only trajectory queries are three-fold:
• There is no work on reverse k nearest neighbors search over trajectory (RkNNT)
which has a promising application on transport capacity estimation as we de-
scribed in Chapter 1, where the input data is the users’ commuter trajectories and
transport routes.
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Figure 2.8: An example of top-k spatial-textual trajectory search.
• There are various kinds of queries over trajectories, but no trajectory system which
can support all the common spatial-only trajectory queries currently exists.
• Existing indexing structures are for point-based trajectories, which will suffer from
the drawback of high cost from the tree-structured index. There is still no index
and pruning algorithm for mapped trajectories which we intend to manage.
2.4 Spatial-Textual Trajectory Search
Spatial-textual search further supports attaching keywords to a query and trajectory,
and the relevant trajectories should not only be close to the query trajectory, but also
contains keywords from the query, such as T1 shares the keywords “seafood”, “coffee”
and “swimming” with Q, as shown in Figure 2.8: (a) Six trajectories and the query Q; (b)
Keywords with a weight of T1 in each point; (c) Point-wise matching between Q and T1.
2.4.1 Top-k Spatial-Textual Trajectory Search
Similarity Measures. Different from spatial-only similarity measures, spatial-textual
measures for activity trajectories depend on two parts: spatial and textual. An aggre-
gated similarity measure is a common solution for spatial-textual points [33, 146, 154],
i.e., the spatial distance can be normalized as proximity, then coupled with the relevance
in the textual dimension with a weight to balance the importance. Such a measure is
also extended by Shang et al. [111], where the spatial-distance is computed in a manner
similar to the k Best Connected Trajectories query (kBCT). The textual relevance is com-
puted based on the intersection of all the keywords in the trajectory. Such a measure is
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Table 2.4: Comparison between related work on spatial-textual trajectory search.
Input Search Metric
Work
Query Data Model
Search Semantic
Spatial Textual
Output
PATS-based TkSTT Points with
keywords
Trajectory Disjunctive Eu TF·IDF Top-k
Trajectories
Cong et al. [34]
Point,
Keywords
Trajectory Conjunctive Eu N/A
Top-k sub-
Trajectories
Shang et al. [111]
Points,
Keywords
Spatial-only
Trajectory
& Keywords
Disjunctive Eu Jac
Top-k
Trajectories
Zheng et al. [159]
Points with
keywords
Trajectory Conjunctive Eu N/A
Top-k
Trajectories
Zheng et al. [158] Keywords Trajectory Conjunctive Eu ED
Top-k sub-
Trajectories
Han et al. [57]
Region,
Keywords
Trajectory Conjunctive N/A N/A Trajectories
a disjunctive measure, as the textual relevance is computed as a part in the final score,
which is more flexible in real applications. Conversely, a conjunctive measure [34, 159]
tightens the constraint and requires that the result trajectory should contain all of the
query keywords. So, spatial distance is the main ranking measure.
Search by Points with Keywords. Several recent papers have explored the problem
of spatial-textual trajectory search in a variety of different scenarios. Table 2.4 reports
the differences and similarities between existing work in terms of query and data mod-
els, search semantics, metrics, and result output, where “Eu” stands for “Euclidean”,
“Jac” stands for “Jaccard” and “ED” stands for “Edit Distance”. Cong et al. [34] pro-
posed a sub-trajectory search method to find the minimum travel distance for a single
query point using a Boolean keyword match. Shang et al. [111] presented a disjunc-
tive search semantic with multiple points, where the distance is measured between the
query points and their matching points (Equation 2.1), but keywords are attached to the
whole trajectory, and not individual locations in the query or the data.
Zheng et al. [159] further attached the keywords to a specific point in the trajec-
tory to achieve a precise matching in the textual dimension. However, their work only
supports conjunctive matching, so all of the results must contain every query keyword,
which simplifies the more general keyword search problem. To handle the case when
users do not have a preferred locations and input misspell keywords, Zheng et al. [158]
proposed an approximate query solution over trajectories with a set of keywords, and
the distance is measured by the travel distance similar to [34]. From Table 2.4, we can
observe that our work, PATS, which appears in Chapter 5, focuses on ranked, disjunctive,
point-wise search semantics which is distinct from all prior related work.
A special case is when the input only contains the keywords, which is known as a
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keyword-only query. Another special case is when the trajectory data and query only
contains a single point, which is known as Top-k Spatial Keyword Search (TkSK).
Keyword-only Query. The keyword-only query is also an important tool to explore
geo-tagged data. For example, people might want to search nearby restaurants by key-
words “tacos restaurant” (in Google Maps) when they go to Los Angeles. These are nor-
mally resolved in two ways: 1) a textual Boolean query (conjunctive search), where the
objects that contain all query keywords are returned as results. However, a textual
Boolean query is too strict when a query has multiple keywords; 2) a Top-k Keyword
query (disjunctive search) which returns the top-k objects ranked by the similarities of
objects w.r.t. the query. Here, we focus on the top-k keyword query. Term-at-a-time
(TAAT) and Document-at-a-time (DAAT) are two common search paradigms [17] in the
area of information retrieval. The inverted list of each term can be used to filter out
objects that do not contain any keyword in the query. In terms of the similarity metrics,
TF-IDF [105] and Language Model [113] are two widely adopted ones.
Top-k Spatial Keyword Search. A Top-k Spatial Keyword (TkSK) search retrieves the
k objects with the highest ranking scores, measured as a combination of distance to the
query location, and relevance of the text description to the query keywords, e.g., “finding
3 restaurants which could serve lobster, pizza or steak and are also close to my hotel”.
The solution can be broadly divided into two categories: spatial-first [33, 78] and
text-first [103, 154]. A spatial-first strategy augments the nodes of a spatial data structure
like an R-tree with a pseudo-document vector to store the textual information in each
node. For example, the IR-tree [33, 78] was proposed to combine an R-tree with an
inverted index. An upper bound of spatial proximity is calculated from the MBR, and
an upper bound of textual relevance is derived from the pseudo-document for pruning.
A spatial-first strategy will scan a few leaf nodes which contain many unrelated
points that do not share any common keywords at all, so an IR-tree can be inefficient,
especially when k is large [85]. For text-first methods [103], the search space is primarily
organized by keywords, so only the points which share common keywords with the
query will be checked, and the processing time does not increase as in the IR-tree,
even though k is large. Recently, Zhang et al. [154] proposed a novel solution for top-k
spatial keyword query which recasts the problem to the well-known top-k aggregation
problem. Li et al. [77] proposed Aggregate Textual Nearest Neighbor (ATNN) search based
on ANN by adding keywords in the query. The similarity is an aggregation of the spatial
proximity to the query locations and textual similarity to the query keywords.
Boolean Range and Top-k Query. Hariharan et al. [58] proposed the Boolean range
query to find all the objects that contain the query keywords and locate within a
bounded range. Boolean Top-k queries [40] search all the k nearest objects with conjunc-
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tive Boolean constraints on textual content, i.e., contain all the query keywords. Han
et al. [57] investigated the Boolean range query over trajectories where three important
aspects, i.e., spatio, temporal and textual, are all taken into consideration.
To answer each type of query, a custom indexing structure was proposed to find
the objects that meet the constraint of the query. However, most of the existing work
can only support a single type of query. Hoang-Vu et al. [59] proposed a single and
unified Spatio-Temporal Textual Index structure (ST2I) to answer the range and TkSK
query with multiple constraint types. The primary motivation is to reduce the storage
cost of the index and also guarantees high query performance, which is consistent with
our motivation for the supporting multiple queries over points and trajectories with a
single index.
2.4.2 Textual Indexing Structure
Along with the spatial index, the inverted index [163] for text part has been widely used
for searching spatial-textual data. Composed of all the identifiers of objects that contain
a particular keyword, the inverted list can be as simple as indicating the existence of
this keyword to serve the Boolean part of the query, or as complex as incorporating the
weight of the keywords to serve the similarity computation for a top-k spatial-keyword
query. Most work [27, 154] proposed to use the inverted lists on top of an existing
tree-structured index (an R-tree for example) to deal with spatial-textual search, which
is known as spatial-first. Text-first usually employs the inverted index as the top-level
index and then arranges the postings in the list in a spatial structure.
2.4.3 Research Gaps
There are two gaps in the research on spatial-textual trajectory search:
• As we concluded in Table 2.4, a similarity measure which meets the requirement
of ranked, disjunctive, and point-wise search semantics is crucial for TkSTT. How-
ever, such a similarity measure for top-k spatial-textual trajectory search is still an
unsolved research question.
• Most existing work focus on single query with single indexing framework, and the
only exception is the unified index for point data [59]. There is no such a unified
index and search paradigm to support various top-k queries over trajectories and
POI data.
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Table 2.5: A summary of existing trajectory clustering work.
Type Work Measure Data Scale #Para Time
k-paths EBD Million (Vehicle) 1 Minute
Chan et al. [21] Hausdorff 422 (Vehicle) 4 Hours
Yao et al. [145] DTW 4700 (Vessels) 2 N/A
Ferreira et al. [50] Euclidean 372,601 (Vehicle) 2 2,497s
Partition Gudmundsson et al. [53] Fréchet 2 soccer players 2 700s
Pelekis et al. [96] ERP 1100 (Vehicle) 4 10s
Wu et al. [136] EDR 100 (Cellular) 3 400s
Hung et al. [60] CATS 5000 (Vehicle) 4 100,000s
Andrienko et al. [7] - 176,000 (Vehicle) |D| N/A
Li et al. [76] - 7000 (Vehicle) 3 100s
Density Han et al. [56] Hausdorff 5000 (Vehicle) 6 120s
Lee et al. [74] - 570 (Hurricane) 2 N/A
Agarwal et al. [3] Fréchet 20,000 (Vehicle) 3 50hours
2.5 Trajectory Clustering
As a useful tool to track the mobility of vehicles and humans, trajectory clustering
groups similar trajectories and produces a limited number of representative trajectories.
It has been investigated in different areas, such as databases [3, 60, 74, 76], data mining
[96], transportation [136], visualization [50], and artificial intelligence [145].
Trajectory clustering is usually conducted over the spatial-only trajectories, and
spatial-textual trajectory clustering has not been investigated. Different clustering
frameworks consider various features and constraints for different scenarios. As shown
in Table 2.5 which includes several representative studies on trajectory clustering, ex-
isting trajectory clustering methods can be divided into two types: Partition-based:
[21, 50, 53, 60, 96, 145] and Density-based: [3, 7, 56, 74, 76].
2.5.1 Partition-based Clustering
Given a set of trajectories, partition-based clustering divides trajectories into a limited
number (k) of groups (cluster), and each group has a representative trajectory. Inside
each cluster, the trajectories are similar. Hence, a trajectory similarity measure (Sec-
tion 2.2) and parameter k must be defined before running the clustering.
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Different kinds of existing similarity measures which we introduced in Section 2.2
have been used for trajectory clustering, and some new measures have been proposed
for clustering, such as the Clue-Aware Trajectory Similarity (CATS) [60]. For the partition-
based clustering, there is still no such a standard similarity measure as the application
scenarios are different (e.g., vehicle [21, 50, 60, 96], soccer player [53], cellular [136],
vessel [145]), and the effectiveness of trajectory similarity measures in clustering has
never been evaluated. Except for the parameter k, more other parameters are involved
in different clustering models. The involving of multiple parameters is because they
can be used to filter non-related trajectories to a cluster and avoid massive distance
computations, e.g., a similarity threshold [96]; or prove an approximate ratio if an exact
algorithm cannot be achieved in polynomial time[21].
2.5.2 Density-based Clustering
Density-based trajectory clustering first finds the dense segments, then connects the
segments into the representative routes. However, finding dense segments is highly
dependent on parameters and analysts in existing work. TRACLUS [74] is the most
cited trajectory clustering work in two steps, which partitions a trajectory into a set
of line segments, and then, groups similar line segments together into a cluster. A
distance threshold τ is a common parameter need to set for density-based clustering to
specify the standard of density. Driven by a human analyst through an interactive visual
interface, Andrienko et al. [7] proposed an approach to extracting meaningful clusters
from large databases by combining clustering and classification.
Based on TRACLUS [74], Li et al. [76] further proposed an incremental clustering
framework when new trajectories are added to the database, and a new parameter is
introduced for a new step-trajectory micro-clustering. Han et al. [56] proposed a road-
network aware approach for fast and effective clustering of trajectories of mobile objects
traveling in road networks, but with three phases and six parameters. Similarly, Agar-
wal et al. [3] defined the clustering problem as finding a frequent path in a graph, called
pathlets in trajectory clustering. Finding pathlets from trajectories is proved to be an
NP-hard problem, and it needs long running time to generate the results even with a
greedy algorithm.
2.5.3 Research Gaps
Despite a great deal of progress on the problem since the earliest studies on trajectory
clustering [74], significant challenges remain in designing scalable clustering algorithms
for large-scale trajectory data. Moreover, many clustering algorithms require users to
make difficult parameter choices, such as density thresholds [74, 76], in order to gener-
ate candidate line segments. Tuning these sensitive parameters is challenging even for
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domain experts (due to different degrees of limited domain knowledge on the data).
Making complex spatial algorithms simpler to use is a growing priority as non-experts
increasingly become reliant on the analytical tools being provided [66].
In summary, three research gaps in current techniques on clustering can be ob-
served:
• Existing solutions are tractable for small datasets such as animals and hurricanes.
For example, the mostly cited trajectory clustering solution proposed by Lee et al.
[74] clusters only 570 trajectories;
• Clustering is done on raw trajectories composed of points, and the similarity mea-
sure computation requires quadratic complexity;
• Most of the solutions have at least two threshold parameters which are highly sen-
sitive to the dataset, making them difficult to reproduce or use in practice (there-
fore the running time shown in Table 2.5 is reported from the original papers).
2.6 Summary
We have reviewed the existing studies on or related to trajectory systems, pre-
processing, similarity measures, queries and clustering. Compared with the state-of-
the-art, we can conclude that this thesis is distinguished with them in the following
aspects:
• For spatial-only trajectory data: 1) Given a query trajectory instead of query point,
a novel query called a reverse k nearest neighbors query over trajectories (RkNNT)
for capacity estimations is proposed; 2) Our lightweight search engine Torch sup-
ports various fast queries with six similarity measures; and a parameter-free clus-
tering framework-k-paths over large-scale trajectory data; 3) We propose a novel
road segment-based similarity measure LORS that is robust to the GPS error, sam-
pling rate, and point shift. LORS can be further simplified and computed with a
quasilinear complexity, and also obeys the triangle inequality.
• For spatial-textual trajectory data: 1) None of the existing work on top-k spatial-
textual trajectory search (TkSTT) has a point-wise similarity measure as we do in
our PATS, it computes the similarity in a more flexible and precise way; 2) No
single indexing framework can answer multiple top-k queries over spatial-textual
trajectories and points at the same time as we do in MASK.
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Commuter Trajectory Search
In this chapter, we focus on commuter trajectory data which is composed of two points:
origin and destination.1 We investigate a novel query called reverse k nearest neighbors
query over trajectories (RkNNT) under a transport network. We first introduce the tech-
nical challenges of answering RkNNT. Then a processing framework for RkNNT based
on our proposed indexing structures is introduced. We further apply the RkNNT to the
scenario of optimal bus route planning. Experiments on two real-world datasets are
conducted to verify the efficiency and scalability of our proposed solutions.
3.1 Overview: Challenges and Solutions
3.1.1 RkNNT
Recall from Section 1.2.1, an RkNNT query is described as: taking a planned (or existing)
route as a query Q, return all the trajectories that will take the query route Q as one of the k
nearest routes among the route set DR. The main challenge in answering RkNNT queries
lies in how to prune the trajectories which cannot be in the results without explicitly
accessing every trajectory.
To overcome the above challenge, we first build two R-tree indexes, the RR-tree and
TR-tree, which are combined with two inverted indexes, PList and NList, for the route
and trajectory sets, respectively. Then, we choose a set of route points from the existing
routes to form a filtering set by traversing the RR-tree. By drawing bisectors between the
route points in the filtering set and the query, an area can be found where any trajectory
point inside cannot have the query as the nearest neighbor. After finding the filtering
set, we traverse the TR-tree to prune trajectories and check if a node can be filtered by
more than k routes in the filtering set. Finally, all the candidate trajectories are verified
using the filtered nodes during the traversal of the RR-tree.
1For the objective of simplification, we use “trajectory” to represent “commuter trajectory” in the rest
of this chapter.
35
CHAPTER 3: COMMUTER TRAJECTORY SEARCH
3.1.2 MaxRkNNT
Next, we explore the optimal route planning problem-MaxRkNNT (MinRkNNT), where
we consider a graph formed by a bus network. Given a starting location and a destina-
tion, we find the optimal route R which connects the two locations in a bus network,
and maximizes (minimizes) the number of passengers that take R as its kNN without
exceeding a distance threshold.
To solve the MaxRkNNT problem, a brute force method can be used to find all can-
didate routes whose travel distances do not exceed the distance threshold, and then an
RkNNT search can be executed on each candidate, and finally, the one with a maximum
number of passengers is selected as the answer. This method is shown to be inefficient
in our experimental study. Similar to RkNNT, it is crucial to prune candidates which
cannot be an optimal route. Another challenge is how to support dynamic updates as old
trajectories expire and new trajectories arrive.
To this end, we propose to build a weighted graph using the pre-computed RkNNT
set for every vertex to solve the MaxRkNNT problem. To generate valid candidate routes
for the MaxRkNNT query, we start from the starting vertex and access its neighbor vertex
v to compute a partial route R. Then a graph reachability check on R is performed to
see whether the estimated lower bound travel distance ofR is greater than the threshold.
Next, the dominance table of v is checked to see if R can dominate other partial routes
which terminate at v. Further checks on the route are made when R meets all the
conditions.
3.1.3 Technical Contributions
To summarize, we make the following technical contributions:
• We propose a filtering-refinement framework for RkNNT which can prune routes
using a filtering set (in Section 3.3) and a Voronoi-based optimization to improve
the efficiency further (Section 3.4).
• We propose to solve MaxRkNNT based on RkNNT for the optimal route planning
in the transport network, a baseline method is proposed first, and then an efficient
method based on pre-computation and pruning is described (Section 3.5).
• We validate the efficiency and practicality of our approaches using two real-world
trajectory datasets over the transport network (Section 3.6).
3.2 Problem Definition
In this section, we formally define the RkNNT problem.
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Definition 3.1. (Route) A route R of length n is a sequence of points (r1, r2, ..., rn) , n ≥ 2,
where ri is a point represented by (latitude, longitude).
Definition 3.2. (Trajectory) A trajectory T contains an origin point po and a destination point
pd, which is also represented by (latitude, longitude).
Both a route and a trajectory are composed of discrete points called route point r
and trajectory point p, respectively. We use DT and DR to denote the trajectory set and
route set.
Definition 3.3. (Point-Route Distance) Given a trajectory point p ∈ T and a route R, the
distance dist(p,R) from p to R is the minimum Euclidean distance from p to every point of R,
and calculated as:
dist(p,R) = min
r∈R
d(p, r) (3.1)
Based on the point-route distance function, the kNN search of a trajectory point p
is defined as:
Definition 3.4. (kNN) Given a set of routes DR, the kNN search of a trajectory point p ∈ T
retrieves a set S ⊂ DR of k routes such that ∀R ∈ S, and ∀R′ ∈ DR − S: dist(p,R) ≤
dist(p,R′).
In particular, two types of kNN are supported for a trajectory T, which can also be
found in [48].
1. ∃kNN: T takes R as a kNN iff there exists a point p ∈ T taking R as kNN. So,
∃kNN(T) = kNN(po) ∪ kNN(pd).
2. ∀kNN: T takes R as a kNN iff both points po and pd take R as their kNN. So,
∀kNN(T) =kNN(po) ∩ kNN(pd).
Now, we can formally define the reverse k nearest neighbors query over trajectories.
Definition 3.5. (RkNNT) Given a set of routes DR, a set of trajectories DT, and a query route
Q, ∃RkNNT(Q) (∀RkNNT(Q)) retrieves all trajectories T ∈ DT, such that ∀T, Q ∈ ∃kNN(T)
(∀kNN(T)).
The main difference between RkNNT and RkNN is that our query is a route, and our
data collections to be queried over are user commuter trajectories. RkNNT can be used
to estimate the passengers that will take the query route to travel. Another significant
difference between RkNNT and RkNN is that the commuter trajectory data is dynamic,
and new commuter trajectories can arrive continuously, such as requests from ride-
sharing passengers. Therefore, it is essential to take this into consideration in designing
a solution when answering an RkNNT query.
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Figure 3.1: Example of routes and trajectories.
Lemma 3.1. Given a query Q, ∀RkNNT(Q) ⊆ ∃RkNNT(Q).
Proof. Given a query Q, ∀RkNNT(Q) returns a set of trajectories where both origin
and destination points have the query as a kNN, such trajectories will also belong to
the result of ∃RkNNT(Q), so ∀RkNNT(Q) ⊆ ∃RkNNT(Q). Let ∆(Q) = ∃RkNNT(Q)−
∀RkNNT(Q), ∀T ∈ ∆: T only has one point that will take the query as a kNN, so
∆(Q) ∩ ∀RkNNT(Q) = ∅.
Using Lemma 3.1, the set of trajectory points which take Q as kNN can be searched
for first, and then ∃RkNNT(Q) can be found by adding the corresponding routes. For
∀RkNNT, we need to remove trajectories that have only one point in ∃RkNNT(Q). Hence,
a unified framework can be proposed that answers both ∃RkNNT and ∀RkNNT. In the
rest of this chapter, we use RkNNT to represent ∃RkNNT by default for ease of composi-
tion.
Example 3.1. In Figure 3.1, R1, R2, R3, and R4 are routes. T1, T2, T3, T4, T5, T6 are trajec-
tories, and To1 and T
d
1 denote the origin point and destination point for trajectory T1. The query
route Q is composed of five query points (in red). If we take the ∀RkNNT query, as point To4 and
Td4 take Q as the nearest route, T4 will be the result of ∀RkNNT(Q).
Maximizing RkNNT in a Bus Network. In bus route planning, the goal is to attract
the maximum number of passengers within a given distance threshold, since a single
bus cannot cover all stops in a city. For Uber drivers, such a route also means more
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Figure 3.2: Frequency histogram of the ratio between travel distance and straight-line
distance.
opportunities to maximize profit due to the surge pricing policy. Next, we will introduce
the maximizing RkNNT problem for bus networks.
We use the real bus networks in NYC and LA as an example. To compute the ratio
between the travel distance and the straight line distance between start and end bus
stops, Figure 3.2 shows that the ratio does not exceed 2.0 in most bus routes in LA and
NYC. Hence, such a distance constraint always exists in real-life route planning.
We first cast the existing bus network as a Weighted Graph.
Definition 3.6. (Weighted Graph) G= (E, V) is a weighted graph, where V is the vertex set
and E is a set of edges which connect two vertices among V. A route in G is a sequence of
verticesR = (v1, v2, . . . , vn) ∈ V×V× · · · ×V such that vi is adjacent to vi+1 for 1 ≤ i < n,
v1 and vn are the start and end vertex.
Given a route R, e(R) is the travel distance from start to end through every vertex
in the route:
e(R) = ∑
pi∈R&i∈[1,n−1]
d(pi, pi+1) (3.2)
Recall Definition 3.5, given a route R in G, among the trajectory set DT, the RkNNT
of R can find all trajectories that would choose it as a kNN. The passengers who are
likely to take R are the RkNNT set of R. Let ω(R)= RkNNT(R) for simplicity. We now
formally define the Maximizing RkNNT (MaxRkNNT) problem for route planning.
Definition 3.7. (MaxRkNNT) Given a threshold τ, a source vertex vs and a destination ver-
tex ve, MaxRkNNT(vs, ve, τ) returns an optimal route R from Sse such that ∀R′ ∈ Sse −R,
|ω(R)| ≥ |ω(R′)| and e(R) ≤ τ, where Sse is the set of all possible routes in G that start from
vs and end at ve.
Similarly, MinRkNNT can be defined by changing |ω(R)| ≥ |ω(R′)| to |ω(R)| ≤
|ω(R′)| in Definition 3.7. In this chapter, we propose a search algorithm which can
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solve both MaxRkNNT and MinRkNNT. By default, we choose MaxRkNNT for ease of
illustration.
3.3 A Processing Framework for RkNNT
In this section, we first provide a sketch of our framework to answer the RkNNT query
for capacity estimation, which includes the pruning idea based on routing points, and
the proposed index structures. Then we describe each step in detail.
3.3.1 Main Idea
Algorithm 3.1: RkNNT(Q, rootr, roott)
Input: Q: query, rootr: the root node of RR-tree, roott: the root node of TR-tree.
(see Section 3.3.1.2)
Output: Sresult: the result set.
1 (Sfilter,Srefine)← FilterRoute(rootr, Q, k); // Sec 3.3.2.1
2 Scnd ← PruneTrajectory(roott, Q,Sfilter, k); // Sec 3.3.2.2
3 Sresult ← RefineCandidates(Q,Scnd,Srefine); // Sec 3.3.2.3
4 return Sresult;
All impossible trajectories are pruned using a PruneTrajectory algorithm, and the
remaining candidates Scnd are further verified using a RefineCandidates algorithm to gen-
erate the final result set Sresult. Before pruning, a subset of routes Sfilter needs to be gen-
erated for efficient pruning, the reasoning and approach are described in Section 3.3.1.1.
In summary, the whole procedure is composed of the three steps in Algorithm 3.1.
3.3.1.1 Pruning Characteristics
By Definition 3.5, a trajectory takes a route as a kNN if there exists at least one point (in
the trajectory) that will take the route as a kNN. If there are more than k routes which
are closer to a point in a trajectory than the query, then the point in this trajectory can
be pruned. Such a route which helps prune trajectories is called a filtering route. If
both points of a trajectory are pruned, then the trajectory can be pruned safely, so the
pruning helps to find the filtering routes to prune the trajectory points.
Lemma 3.2. If a trajectory point p is closer to a route point r ∈ R than Q, then p is closer to
R than Q.
Proof. We have dist(p,R) ≤ d(p, r) according to Equation 3.1. If d(p, r) < dist(p, Q),
then dist(p,R) < dist(p, Q).
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Figure 3.3: Half-space pruning for a multi-point query Q.
Given Lemma 3.2, a trajectory point can be removed if it takes a set of routing
points from more than k different routes as a kNN rather than the query. These points
are called filtering points. Next, we introduce how to prune a trajectory point using the
filtering point.
Recall the example in Figure 2.6 where an RkNN can find an area where the points
inside the area will not take the query as the nearest neighbor based on the half space.
Similarly, given a query Q, we choose a point r from a route R in DR; then based on
the straight line rqi formed by a point qi in Q to r, the perpendicular bisector ⊥(q,r) is
used to cut the space into two half-planes: Hq:r, Hr:q which contain r and q, respectively.
For every point qi in Q, there is a Hr:qi . The intersection of all of the half spaces forms
the filtering space Hr:Q defined as:
Definition 3.8. (Filtering Space) Given a route point r and a query Q, the intersection of all
Hr:qi forms a filtering space:
Hr:Q =
⋂
qi∈Q
Hr:qi (3.3)
point r which belongs to R ⊂ DR is called as the filtering point.
As shown in Figure 3.3, we can see that there are five perpendicular bisectors. They
form a polyline abcde which divides the whole space into two sub-spaces, and the left
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part is the filtering space HR1:2:Q. As T5 is entirely located in this area, it cannot take the
query as its nearest route. The filtering space can also help filter a set of points using
spatial indexes (see Section 3.3.1.2). If a maximum bounded rectangle (MBR) such as
MBR2 covering points To6 and T
d
6 is located entirely inside the filtering space, then T
o
6
and Td6 inside this MBR will not take the query as a nearest neighbor and can be filtered
out.
Every point in the route set DR can be a filtering point, but we cannot choose all
points in the route set DR to do pruning especially when the whole set is large and
located in external memory. When pruning a trajectory point, the process is costly if
we access all route points every time. In Section 3.3.2.1, we introduce how to generate a
subset from the whole route set. Overall, we can observe three key characteristics based
on the above analysis: 1) A filtering space exists between the query and a route point; 2)
If a trajectory point is located in more than k filtering space of query Q simultaneously,
then the point can be pruned; and 3) It is important to choose a subset of all routes as
the filtering set.
3.3.1.2 Indexes
• RR-tree & TR-tree are two tree-structured indexes for point data fetched from route
dataset DR and trajectory dataset DT, respectively, and referred to as a Route R-tree
(RR-tree) and a Trajectory R-tree (TR-tree). The tree indexes are created first, and
every point in the leaf node of RR-tree contains the ID for its route. Every point in
TR-tree also contains the IDs of the trajectory it belongs to. Through the trajectory
ID and route ID in the node of RR-tree and TR-tree, we can get the corresponding
route and trajectory for further refinement if two points of a trajectory are both
pruned, and the two filtering points belong to the same route (see Section 3.3.2.3).
• NList. We need to find all of the routes that have a point inside a given node for
verification. Hence, for each node in RR-tree, we create a list for every node of
RR-tree by traversing the whole tree bottom-up to store all of the IDs for routes
inside.
• PList. The inverted list of each route point is created to store the IDs of the
corresponding routes. As many routes in a bus network can share a same bus
stop, we call this index a PList.
Our index supports dynamic updates, where new trajectories and routes can be
added into the index easily as our index is based on the R-tree and inverted lists.
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3.3.2 Key Functions
This section describes: 1) how to generate the filtering set Sfilter; 2) how to prune and
find all the candidate routes Scnd; and 3) how to verify the candidate routes and further
refine them to find the final query result Sresult, where Sfilter and Srefine are the filtering
set and filtered node set, Scnd and Sresult are the trajectory candidates and result set.
3.3.2.1 Filtering Routes
To get a small filtering set Sfilter for a given query, an empty filtering set Sfilter is ini-
tialized, and new route points are added which cannot be pruned using the existing
points of a route in Sfilter. We organize all of the filter points into a point list, sorted by
the number of routes which cover each point, and denote the route set and point set as
Sfilter.R and Sfilter.P, respectively, which are materialized using two dynamically sorted
hashtables. Specifically, for Sfilter.R, the key is the route ID, and the values are points
of this route that cannot be filtered. For Sfilter.P, the key is the route point ID, and the
value is a list of routes containing the point.
In a real bus network, a route point can be covered by several routes. If a filtering
point is contained by more than k routes, and a trajectory takes this filtering point as
the nearest neighbor rather than the query, then this trajectory point can be pruned. We
will employ this enhancement to achieve more efficient pruning.
Definition 3.9. (Crossover Route Set) Given a route point r, the set of routes which cover r
is r’s crossover set, denoted as C(r).
For example in Figure 3.1, R1 and R4 intersect at the second point R1:2, then
C(R1:2) = {R1,R4}. Using the PList, we can retrieve the crossover route set of a point
r easily, where C(r) = PList[r]. The crossover route set of each filter point r ∈ Sfilter.P
can be sorted by |C(r)| to give higher priority to the points which are crossed by more
routes in the filtering phase.
To enrich the filtering set Sfilter with facility points near to the query, starting from
the root node rootr of RR-tree, the filtering algorithm iteratively accesses the entries of
RR-tree from a heap in ascending order of their minimum distances to the query Q.
If an accessed entry e of index can be filtered – e is pruned by more than k routes –
it can be skipped (see Algorithm 3.3). Otherwise, if e is an intermediate or leaf node,
its children are inserted into the heap; if e is a route point and cannot be filtered, it
is inserted in the filtering set Sfilter and its half-space is used to filter the search space.
The filtering algorithm terminates when the heap is empty. The details can be found in
Algorithm 3.2.
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Algorithm 3.2: FilterRoute(rootr, Q, k)
Input: rootr: the root of RR-tree, Q: the query route, k.
Output: Sfilter: filtering set, Srefine: filtered node set for refinement.
1 minheap← ∅, Sfilter ← ∅, Srefine ← ∅;
2 minheap.push(rootr);
3 while minheap.isNotEmpty() do
4 e← minheap.pop();
5 if e is a node then
6 if isFiltered(Q, Sfilter, e, k) then
7 Srefine.add(e); // Filtered node set
8 continue;
9 if e is a point then
10 Sfilter.add(e, C(e)); // Filtering set
11 else
12 foreach child cd of e do
13 minheap.push(cd, MinDist(Q, cd));
14 return (Sfilter,Srefine);
The minimum distance from a child cd to the query is computed as the minimum
distance from every query point to the node cd:
MinDist(Q, cd) = min
q∈Q
MinDist(q, cd) (3.4)
In Line 10 of Algorithm 3.2, a point that cannot be pruned is a filter point and is
added into Sfilter. First, the route ID of the point is found, and inserted into Sfilter.R. Then
the point is inserted into the corresponding sorted point list Sfilter.P, and each point is
affiliated with a list of route IDs containing it.
Algorithm 3.3 shows how the filtering works. The filtering of a node is conducted in
two steps. In step 1 (Line 2-10), the filter points Sfilter.P are processed to do the filtering.
All points in Sfilter.P are sorted in descending order of the sizes of their crossover route
set, and are accessed in the order as a point with a larger crossover route set is likely
to have better filtering power as previously discussed. If a filtering point is found that
can filter the node, then all affiliated route IDs are added to S. If S contains more than
k unique route IDs, termination occurs and the node can be filtered out. After checking
all the filtering points, step 2 (Line 11-16) is initiated, and the routes inside Sfilter.R are
used for filtering. Finally, the filtering method based on Voronoi diagrams is employed
(Section 3.4.1).
Example 3.2. Recall the query in Figure 3.3. We access the RR-tree to form the filtering point
set from root to leaf. Initially, the filtering set is composed of the points which are closest to the
query, such as R1:2. Given an MBR′ that bounds R2:1 and R1:1, Algorithm 3.3 can be used
to prune MBR
′
, as it is completely located inside the filtering space, but must still be added to
Srefine for further verification as discussed in Section 3.3.2.3.
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Algorithm 3.3: IsFiltered(Q, Sfilter, node, k)
Input: Q: the query route, k, Sfilter: the filtering set, node: the node to be filtered.
Output: whether the node can be filtered.
1 S← ∅;
2 foreach p ∈ Sfilter.P do
// access list points in descending order
3 if S.size > k then
4 return true;
5 label← true;
6 foreach q ∈ Q do
7 if node located in Hp:q then
8 label← false;
9 if label = true then
10 S← S∪ C(p); // crossover route set
11 S
′ ← Sfilter.R− S;
12 foreach route ∈ S′ do
13 if S.size > k then
14 return true;
// see Section 3.4.1
15 if VoronoiFiltering(Q, route, node) then
16 S← S∪ {route};
17 return false;
3.3.2.2 Trajectory Pruning
Based on the filtering set Sfilter, entries e from TR-tree are added to a heap which is
sorted by the distance to the query in ascending order, and checked to see if they can
be pruned by Sfilter using Algorithm 3.3. Algorithm 3.3 uses the candidates in Sfilter to
check whether e is located in a filtering space of Q. The trajectory points that cannot be
pruned are considered as candidates for refinement.
Algorithm 3.4 describes the procedure to prune the trajectory points using the gen-
erated filtering set Sfilter from TR-tree. It is similar to the filtering method for generating
the filtering set. The main difference with the traversal of RR-tree is that only the un-
pruned points need to be stored, and the filtering set Sfilter is fixed. As a result, a set of
trajectory points Scnd is obtained which takes the query routes as k nearest neighbors.
Example 3.3. To prune the trajectories, each node is checked with TR-tree to see if it can be
pruned by Sfilter. As shown in Figure 3.3, whenR1:2 is used to prune MBR1 with Algorithm 3.3,
it cannot be pruned as it is not located completely within the filtering space HR1:2:Q. If it is not
pruned by other points in the filtering route set in the end, its children MBR2 and MBR3 will
be accessed, and further pruning of MBR2 is required as it is located in the filtering space. For
MBR3, if it is not pruned by any route point, then its children To3 and T
o
4 which are origin points
of T3 and T4 are added into the candidate set Scnd.
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Algorithm 3.4: PruneTrajectory(roott, Q, Sfilter, k)
Input: roott: the root of TR-tree, Q: the query route, Sfilter: the filtering set, k.
Output: Scnd: the candidate set.
1 minheap← ∅, Scnd ← ∅;
2 minheap.push(roott);
3 while minheap.isNotEmpty() do
4 e← minheap.pop();
5 if e is a Node then
6 if isFiltered(Q, Sfilter, e, k) then
7 continue;
8 if e is a point then
9 Scnd.add(e);
10 else
11 foreach child cd of e do
12 minheap.push(cd, MinDist(cd, Q));
13 return Scnd;
3.3.2.3 Candidate Verification
Candidate verification is implemented in the RefineCandidates method. It mainly uses
the filtered node set Srefine during the traversal of RR-tree to find Sfilter in Algorithm 3.2.
It can be divided into two steps. First, the nodes in RR-tree encountered during the
filtering phase are kept in Srefine in Line 7 of Algorithm 3.2. The verification algorithm
runs in rounds. In each round, one of the nodes in Srefine is opened and its children
are inserted into Srefine. During each round, the nodes and points in Srefine are used to
identify the candidates that can be verified using Srefine, which are the nodes confirmed
as RkNNT, or guaranteed not to be RkNNT. Such candidates are verified and removed
from Scnd. The algorithm terminates when Scnd is empty. The result set is then stored
for the second round of verification.
To verify a candidate effectively, if more than k routes are found in Srefine which are
closer to the query than the candidates, then it can safely be removed from Scnd. Hence,
we maintain a set to store the unique IDs of these routes when every candidate point
is checked in Scnd. The route IDs are found, and the set is updated using NList when
new filtering points or nodes from Srefine are found. When the number of IDs in a set is
greater than k, it can be removed from Scnd.
After finding the trajectory points for the routes, they will take the query as k
nearest neighbors, so for ∃RkNNT, the trajectory IDs for all remaining points can be
returned as the final result Sresult in the second step. For ∀RkNNT, if a trajectory only
has one point in the result set, then it will be pruned, and only the trajectories which
have both points in the result will be considered as the real result and added to Sresult.
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Example 3.4. In the verification stage, Srefine is used to verify Scnd because Sfilter cannot prune
Scnd. For To3 and To4 in Scnd, MBR
′
, which covers R2:1 and R1:1, is chosen to compute the
minimum distance. If the node is closer to the trajectory point, such as is the case with To3 , the
candidate can be pruned as it will not choose the query as the nearest neighbor; otherwise, its
child nodes are accessed and checked until there are more than k routes closer to the candidate
than the query route. After checking all the nodes in Srefine, the surviving points in Scnd are
returned.
3.3.3 Computational Complexity Analysis
In this section, we will analyze the time complexity of Algorithm 3.1. We have two
datasets: DR and DT, here we use |DR| and |DT| to denote the number of points in
each dataset. Let the number of filtering points be |Sfilter| and the number of filtered
route nodes be |Srefine|.
First, we analyze the complexity of filtering a node. Every filtering point is checked
against nodes or points, and costs O(k · |Sfilter| · |Q|) at most. The filtering complexity
over RR-tree is O(k · |Sfilter| · |Q| · |NMBR(RR-tree)|), where |NMBR| is the number of
scanned nodes in RR-tree. Similarly, the complexity of filtering and verification over TR-
tree will beO(k · |Sfilter| · |Q| · |NMBR(TR-tree)|) andO(k · |Srefine| · |Q| · |NMBR(TR-tree)|),
respectively. Hence, the total complexity is O(k · |DT |f · |Sfilter| · |Q|)+O(k · |DT |f · |Srefine| ·
|Q|), as the number of scanned nodes are proportional to the number of facility points
and routes, where f is the fanout of the R-tree. In most cases, |DT|  |DR|, so we can
ignore the route filtering in Algorithm 3.2, and the complexity is:
O(RkNNT) = O(k · |DT|
f
· (|Sfilter|+ |Srefine|)| · |Q|)
= O(k · |DT| · |DR|
f 2
· |Q|)
(3.5)
Note that the fanout f is usually set according to the page size of disk to reduce
I/O costs [54, 143]. A large f results in a case that leaf nodes cannot be completely
located in the filtering space, so the probability of it being filtered is reduced, and its
children must be scanned too, which leads to increased I/O costs.
3.4 Optimization of the Filtering Process
3.4.1 Voronoi-based Filtering
One problem of the filtering method in Algorithm 3.3 is that the filtering space obtained
from a single point and the query is usually very small. For example in Figure 3.3, MBR1
cannot be pruned, so it needs to load MBR2 and MBR3 to perform further checks, which
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Figure 3.4: Pruning based on the Voronoi diagram.
require additional pruning time. To further enlarge the filtering space, the available
filtering points in a single route can be used rather than a single point to perform the
pruning. Namely, Sfilter can be used for additional pruning. Given a query and a filtering
route R, a larger filtering space can be explored. To find this area, Voronoi cells can be
used.
To accomplish this, a plane is partitioned with points into several convex polygons,
such that each polygon contains exactly one generating point, and every point in a given
polygon is closer to its generating point than to any other. The convex polygon of one
point is the Voronoi cell, and the point is the kernel of this cell. By plotting the Voronoi
diagram VR,Q between the query Q and a filtering route R, as shown in Figure 3.4, the
Voronoi cell VR,Q[p] of the route R can be found, and any point inside these cells are
closer to the filtering route than the query. Furthermore, if a node does not intersect
with any cell of the query, then any point inside this node will be closer to the filtering
route than the query. If a node can find more than k such filtering routes, then the node
can be pruned.
Definition 3.10. (Voronoi Filtering Space) Given a filtering route R and query Q, we define
the Voronoi filtering space as:
HR:Q =
⋃
p∈R
VR,Q[p] (3.6)
which is the union of the Voronoi cells of all points from R, and VR,Q is the Voronoi diagram of
the union of the points from R and Q.
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Any trajectory point inside HR:Q cannot have Q as the nearest neighbor. As shown
in Figure 3.4 (a query (red) and a filtering route composed of four points (black)), for
any point in the Voronoi filtering space, it can find a point in the filtering route which
is closer than any point in the query. Hence, two points in a trajectory can both find a
point in the filtering route rather than the query, so the trajectory point will not take the
query as the nearest neighbor.
The filtering route R is used to prune the trajectory point further if it cannot be
pruned by the filter points in R one by one as shown in Line 2-10 of Algorithm 3.3.
After scanning all the filtering points of a route in Sfilter.P, we will use the Voronoi
filtering space of the route for the query to prune the trajectory points, where the space
has been created after getting the filtering route set. Then the filtering space will be
larger, and we can find another route which is closer to the entry than the query if it
can prune the entry.
For example, consider the four points belonging to the same route R1 to prune
the trajectory points in Figure 3.4. The filtering space is larger than the area shown in
Figure 3.3, and MBR1 is entirely located within the filtering space, so it can be pruned
from consideration. Since the Voronoi diagram can be produced at the same time as
when the perpendicular bisectors from query to every filtering point are computed.
Then there is no additional cost to generate the Voronoi information. This additional
pruning rule improves the probability of a node being pruned.
3.4.2 Divide & Conquer Method
Note that the processing cost of the proposed method is high when the query has many
points. The main reason is that a node has to be filtered by every query point, and the
probability of a point being pruned will be lower when the query is long. To allevi-
ate this problem, we introduce a divide-and-conquer method based on our processing
framework.
Lemma 3.3. The RkNNT of a multi-point query is the union of the RkNNT of all points in a
query:
RkNNT(Q) =
⋃
qi∈Q
RkNNT(qi) (3.7)
Proof. For a trajectory, if it takes a query point as a k nearest neighbors, then it must
be an RkNNT result for Q, so
⋃
qi∈Q RkNNT(qi) ⊆ RkNNT(Q). For each trajectory
in RkNNT(Q), it must take one query point in Q as the kNN, then RkNNT(Q) ⊆⋃
qi∈Q RkNNT(qi). Based on these two observations, RkNNT(Q) =
⋃
qi∈Q RkNNT(qi).
Based on this observation, a divide and conquer framework is proposed that uses
multiple RkNNT searches which were introduced in Section 3.3. The main idea is that
RkNNT search is performed for every query point to find a candidate trajectory point set
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for every query point first, and then the trajectories containing these points are merged
to get the final trajectory result.
Even though an RkNNT query mainly targets a route query, it can process single-
point queries as well since every step in the algorithm does not require that the query
have more than one point. According to Definition 3.8, the filtering space will be the
largest when there is only one query point, so the pruning efficiency will be the highest
when compared with any multi-point query which extends from this single query point.
3.5 Solutions for MaxRkNNT
3.5.1 Baseline
The simplest brute force method for MaxRkNNT is to find all candidate routes which
meet the travel distance threshold constraint. This can be accomplished by extending
the k shortest path method proposed by Yen [147] and also by Martins and Pascoal [88]
with a loop to find the sub-optimal route until the distance threshold τ is met. Then
an RkNNT query is run for each candidate, and the one with a maximum number of
results is selected as the optimal route. We call this method Bruteforce. Recall the query
in Figure 3.5, where almost all routes such as abej, acej and acehj will be candidates.
However, the performance of RkNNT decreases as the number of points increases,
which is discussed in more detail in Section 3.6.3. For bus route planning, it may be tol-
erable to wait for a few seconds to conduct a MaxRkNNT query. However, for real-time
queries, like identifying profitable routes for Uber drivers, this method is less desirable.
To achieve better performance, an efficient route searching algorithm is proposed based
on the precomputation of the RkNNT set for each vertex in G.
Complexity of the Baseline Method. The complexity of state-of-the-art approach for k
shortest path (kSP) search [5] is
O(kSP) = O(|E|+ |V|log|V|+ |R|) (3.8)
where |R| is the number of routes that do not exceed the travel distance threshold from
source to end in the graph. To answer a MaxRkNNT, we need to know the RkNNT
of each scanned vertex during graph traversal. So, the overall time complexity can be
computed as
O(MaxRkNNT) = O(RkNNT) · |R|+O(kSP)
= O(k |DT||DR|
f 2
|Q||R|) +O(|E|+ |V|log|V|+ |R|)
(3.9)
As we can see, it is impossible to search for the |R| shortest paths in real time for
a graph containing a large amount of trajectory data. Moreover, |R|, the number of
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candidate routes from kSP, is also very large when the constraint of travel distance is
loosely interpreted. To avoid spending too much time on an RkNNT for a vertex, a better
solution is to precompute them and update the capacity of each vertex regularly when
inserting new trajectories. Moreover, using precomputed capacities can help filter out
impossible routes in advance. More details on this idea can be found in Section 3.5.2.2.
3.5.2 Our Solution
According to Lemma 3.3, the query Q can be decomposed into |Q| points, which means
that we can get the precomputed RkNNT set for every vertex, and perform a union
operation on all vertices in a route to get the final RkNNT set for that route.
By using the above property, we introduce a precomputation based method with a
fixed k which provides better performance. Note that even though k should be fixed in
the precomputation, multiple datasets of representative k can be generated in advance
to meet different requirements.
3.5.2.1 Precomputation
For every vertex in G, an RkNNT query is run, and the result stored. A precomputed
matrixMe[i][j] is created which stores the precomputed all-pair shortest distance for all
vertices in G using the Floyd-Warshall algorithm [109]. The details of precomputation
can be found in Algorithm 3.5.
Algorithm 3.5: Precomputation(G, DR, DT, k)
Input: G: the weighted graph, DR: the route dataset, DT: the trajectory
dataset, k.
Output: G.V: the vertices with RkNNT set.
1 roott ← CreateIndex(DT); // root of TR-tree
2 rootr ← CreateIndex(DR); // root of RR-tree
3 foreach vertex v ∈ G do
4 Sresult ← RkNNT(v, rootr, roott); // call Algorithm 3.1 by query v
5 G.V.RkNNT(v)← Sresult; // update the set on vertex
6 foreach vertex v
′ ∈ G− v do
7 Me[v][v′ ]← ShortestDistance(G, v, v′);
8 return G.V ;
With the precomputed RkNNT set, we can further improve the performance of the
baseline method Bruteforce. After getting all candidate routes that do not exceed the
distance threshold, the RkNNT set of each route can be found by performing a union
operation on the sets. Compared with the baseline method, the on-the-fly RkNNT query
is replaced with precomputation, and the running time is reduced to the search time of
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Figure 3.5: An exemplary graph with a query (a, j, 6).
k shortest path search. However, it is still possible to leverage distance constraints and
dominance relationships to prune additional routes in advance.
Example 3.5. As shown in Figure 3.5, a and j are the start and end vertices, τ = 6 is the
distance threshold, and the table shows the RkNNT set for each vertex, the red points are the start
O = a and end D = j respectively. A query formed by these two points and τ = 6 returns
the route with the largest RkNNT set, where the number on each edge is the distance between
two vertices, and the label is the vertex ID. The table shows the precomputed RkNNT set for each
vertex. So, ω(ac f hj) = {T1, T2, T3, T4, T6} and e(ac f hj) = 1+ 1.5+ 1.4+ 1.5 = 5.4.
3.5.2.2 Route Searching by Pruning
After getting the RkNNT set for every vertex in the graph G, Algorithm 3.6 can be ran
to get the optimal route based on the precomputed Euclidean distance of every edge.
Specifically, the neighbor vertices are accessed around the starting point, and two levels
of checking are performed to see whether the current partial route R∗ is feasible. If it is,
it is inserted into the priority heap Q, and the partial route is increased until it meets
the end point ve and has the maximum result set size.
The two checking functions are:
1. checkReachability: This pruning function checks whether the current route meets
the distance constraint – namely that the distance from the current vertex to the
end vertex is less than τ− e(R∗). WhenMe[vj][d] > τ− e(R∗), it will return false
and move to the next neighbor of vertex vi in G.
2. checkDominance: This pruning function exploits the dominance relationship be-
tween two partial routes. If a partial route exists that ends at the same vertex and
has a shorter route and a larger RkNNT set, then it can dominate the current route.
The following lemma is introduced for dominance relationship which works for
both ∀RkNNT and ∃RkNNT.
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Algorithm 3.6: MaxRkNNT(o, d, τ)
Input: o: an origin stop, d: a destination stop, τ: a threshold distance.
Output: R: the optimal route.
1 if checkReachability(vs, ve, τ) then
2 return ∅;
3 R ← ∅, R∗ ← {vs};
4 e(R∗)← 0; // travel distance
5 ω(R∗)← G.V.RkNNT(vs); // RkNNT set
6 Q ← ∅ ; // queue stores the partial routes
7 push(Q, {R∗, e(R∗),ω(R∗)});
8 max← |ω(R∗)| ;
9 while Q 6= ∅ do
10 {R∗, e(R∗),ω(R∗)} ← pop(Q);
11 vi ← GetEnd(R∗);
12 foreach vj ∈ Neighbor(G, vi) do
13 if checkReachability(vj, d, τ − e(R∗)) then
14 if checkDominance(o, vj, e(R∗),ω(R∗)) then
15 S← Update(dt[d], e(R∗),ω(R∗)));
16 foreach candidate ∈ S do
17 Delete(Q, candidate);
18 R∗ ← R∗ ∪ {vj};
19 e(R∗)← e(R∗) + e(vivj);
20 ω(R∗)← ω(R∗)⋃G.V.RkNNT(vj);
21 push(Q, {R∗, e(R∗),ω(R∗)});
22 if GetEnd(R∗) = ve then
23 if |ω(R∗)| > max then
24 R ← R∗; // the new optimal route
25 max← |ω(R∗)|;
26 return R;
Lemma 3.4. Given two partial routes R∗1 and R∗2 which have the same start and end, R∗1
dominates R∗2 in MaxRkNNT (R∗2 dominates R∗1 in MinRkNNT) when |e(R∗1)| < |e(R∗2)| and
|∀RkNNT(R∗1)| > |∃RkNNT(R∗2)|.
Proof. To prove the lemma, we use ω(R) and ω∗(R) to represent ∃RkNNT(R) and
∀RkNNT(R) for clarity. Given any partial route R′ which starts at vj and ends at d, R∗1
and R∗2 can be connected to form two complete routes R1 and R2. 1) For ∃RkNNT, if
|ω∗(R∗1)| > |ω(R∗2)|, then |ω(R1)| ≥ |ω∗(R∗1)| + |ω(R
′
)|, as there is no intersection
between ω∗(R∗1) and ω(R
′
) because T ∈ ω∗(R∗1) is the set of trajectories that have
kNN in R∗1 for both origin and destination points. Given that |ω(R2)| ≤ |ω(R∗2)| +
|ω(R′)|, |ω(R1)| > |ω(R2)|, while e(R∗1) < e(R∗2), 2) ∀RkNNT, |ω∗(R2)| ≤ |ω(R∗2)|+
|ω∗(R′)|, while |ω∗(R1)| ≥ |ω∗(R∗2)| + |ω∗(R
′
)|, so |ω∗(R1)| > |ω∗(R2)|. Without
further spreading, we can see the priority relationship between |ω(R∗1)| and |ω(R∗2)|
holds.
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In Algorithm 3.6, a dynamic hash table dt is maintained to store the pairs for every
vertex accessed, and updates continue when new feasible partial routes are explored
during the search. This is used to compare the RkNNT set and the travel distance of
partial routes. The entry for a vertex v inserts a partial route R∗ which ends at v when
an existing partial route cannot be found which dominates R∗. After insertion, old
entries in dt dominated by the new route R∗ are removed. If a new one dominates R∗,
the loop terminates and the next partial route is processed.
Example 3.6. Recall Figure 3.5, {{a}, 0, 20} is added to the queue Q after checking the reach-
ability from a to j by comparing the precomputed shortest distance with τ. Then, pop the queue
Q to get the partial route R. Next, the last point a of R is checked to see if its neigh-
bor b can be reached, and it can since e(bej) = 3.8 < (6 − 1.6). So {{a, b}, 1.6, {T1}}
is added to Q. Similarly, {a, c} is inserted into G. {a, d} cannot be enqueued as the
shortest distance from d to j is e(d f hj) = 5.2 > (6 − 1). {{a, b, e}, 3.1, {T1, T2}} and
{{a, c, e}, 2.6, {T1, T2, T3, T4}} are enqueued and dt[e] = {{a, b, e}, 3.1, {T1, T2}} is up-
dated. Further, {{a, c, f , h}, 3.9, {T1, T2, T3, T4}} is enqueued. {{a, b, e, h}, 4.5, {T1, T2}} has
a greater travel distance, and ω(abeh) = {T1, T2}, and ω∗(ac f h) = {T1, T2, T3, T4}, so
|ω∗(ac f h)| > |ω(abeh)|, and ac f h dominates ac f h. Based on this extension in the graph,
when Q is empty, the algorithm terminates.
For MinRkNNT, Line 8 is changed to max← ∞, and Line 23 is changed to |ω(R∗)| <
max. Moreover, one additional check called checkBounds(max,ω(R∗)) after Line 14 in
Algorithm 3.6 is added. Given a partial route R∗ and the existing optimal route R and
max, R∗ can be discarded when |ω(R∗)| > max as R∗ cannot beat the existing optimal
route R.
3.6 Experiments
3.6.1 Experimental Setup
We performed experiments to evaluate our solutions for RkNNT and MaxRkNNT using
real bus route data and check-in data from Foursquare2 in New York and Los Angeles,
which are the two largest cities in the USA. Moreover, we further produced a synthetic
dataset which is normally distributed in NYC. We have published our dataset3 to im-
prove the reproducibility of our results. Figure 3.6 shows the heatmap of the route
and check-in datasets (NYC (up) and LA (down)). All experiments were performed on
a machine using an Intel Xeon E5 CPU with 256 GB RAM running RHEL v6.3 Linux,
implemented in C++, and compiled using GCC 4.8.1 with -O2 optimization enabled.
2https://foursquare.com/
3https://sites.google.com/site/shengwangcs/home/rknnt
54
Section 3.6: Experiments
Figure 3.6: The heatmap of the bus route dataset (left) and the trajectory dataset (right).
Table 3.1: Route datasets for RkNNT.
Dataset |DR| |E| |V|
LA-Route 1208 72,346 14,119
NYC-Route 2022 61,118 16,999
Table 3.2: Trajectory datasets for RkNNT.
Dataset |DT| Latitude Longitude
LA-Tra 109,036 [32◦,35◦] [−120◦,−117◦]
NYC-Tra 195,833 [39◦,42◦] [−75◦, −72◦]
NYC-Synthetic 10,000,000 [39◦,42◦] [−75◦, −72◦]
The node size of TR-tree and RR-tree is set as 4KB, which means that a single node may
contain hundreds of child nodes at most.
Route Datasets. We use two real bus network datasets, namely NYC-Route and
LA-Route. We extracted the data from the GTFS (General Transit Feed Specification)
datasets of New York4 and Los Angeles5. Table 3.1 provides a breakdown of each
dataset.
Trajectory Datasets. Two real-world trajectory datasets, NYC-Tra and LA-Tra, were
produced by cleaning the Foursquare check-in data [13], and statistics for the cleaned
data is shown in Table 3.2. Specifically, we divided a user’s trajectory with multiple
points into several trajectories with two points. A trajectory with n points can be divided
4http://web.mta.info/developers/developer-data-terms.html#data
5http://developer.metro.net/gtfs/google_transit.zip
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Table 3.3: Parameter settings.
Parameter Value
|Q| 3, 4, 5, 6, 7, 8, 9, 10
k 1, 5, 10, 15, 20, 25
I : Interval of route 1km, 2km, 3km, 4km, 5km, 6km
e(se): Travel distance of route 10km, 20km, 30km, 40km, 50km
τ
e(se) : Ratio of travel distance 1, 1.2, 1.4, 1.6, 1.8, 2.0
into n− 1 trajectories. Since the real-world dataset is small, we also generated a synthetic
dataset which contains 10 million trajectories for the NYC dataset, and refer to it as
NYC-Synthetic.
3.6.2 Evaluation of RkNNT
Algorithms for Evaluation. We compared the following methods when processing
RkNNT over the two datasets. (1) FilterRefine: the basic framework proposed in Sec-
tion 3.3; (2) Voronoi: the Voronoi-based method which can create a larger filtering area
by drawing a Voronoi diagram based on the query and filtering route after regular
filtering by points; (3) the DivideConquer method which is proposed in Section 3.4.2.
Queries. We prepared two query sets: the first set is a synthetic query set for parameter
evaluation, and generated as follows: 1) We randomly generated 1000 points from DR.
2) We iteratively chose each point as a start point, and append new points one by one
with a limited rotation angle to simulate a realistic case. The rotation angle of every time
extension does not exceed 90◦, so the query route will not zigzag [24]. All experimental
results are reported as the mean of all 1000 queries. The second query set contains all
the routes in NYC-Tra and LA-Tra, which are used as queries to test our most efficient
method, DivideConquer.
Parameters. Table 3.3 summarizes all key parameters for a query, and the default values
are underlined. I = e(Q)|Q| is the interval length between two adjacent points in the query,
where e(Q) is the travel distance of the query route computed by Equation 3.2.
Effect of |Q|. Figure 3.9 shows the running time of our three methods. As more points
are added into the query, FilterRefine and Voronoi exhibit a sharp increase in running
time. Since these methods need more time to check whether a node can be filtered,
the filtering space becomes smaller and the probability of being pruned decreases. In
contrast, DivideConquer shows almost a linear increase. This is probably a result of the
whole query being divided into |Q| queries, and a node is not be pruned by checking
every query point. Figure 3.10 shows a breakdown of the running time to the tasks of
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Figure 3.7: Effect on running time with the increasing of k.
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Figure 3.8: Breakdown of running time with increasing k in LA.
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Figure 3.9: Effect on running time with the increasing of |Q|.
filtering and verification on the LA data, and the verification occupies more than 80%
for most cases.
Effect of k. Figure 3.7 shows that the time cost for all three methods will increase as k
increases. This is because it is unlikely that a point can be filtered by k filtering routes
when k is large.
Effect of I . We observe that the intervals I between two adjacent points vary from
route to route in real life. Hence, we conducted experiments to see how the running
time is affected in this scenario. As mentioned when describing query generation, the
size of the query is increased by appending randomly generated points, one at a time.
Figure 3.12 and 3.13 show that there is a slight increase in the running time when I is
large. The main reason is that when two query points are close, a node can be filtered
by a filtering point easily, while when the intervals are large, it is harder to filter a node.
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Figure 3.10: Breakdown of running time w.r.t. |Q| in LA.
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Figure 3.11: Effect on running time with the increasing of |Q| and k in the synthetic
dataset.
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Figure 3.12: Effect on running time with the increasing of I .
Real Route Queries. After testing the effect of each parameter, we took every route
in each dataset as a query to evaluate our best method DivideConquer. Note that before
running each query, we removed the points of this route from the RR-tree index. Fig-
ure 3.14 shows that over 90% of the MaxRkNNT queries can be processed in less than 5s,
where we set k = 10. The main reason is the relationship to the number of points in the
query.
Index Update. The time cost of index creation and updates is shown in Table 3.4.
We inserted 10 to 50 thousand trajectory points into the index, respectively, and ob-
served that every insertion costs less than 1 ms even when using the largest dataset –
NYC-Synthetic. The main reason is that the route dataset is fixed, so RR-tree, NList
and PList are also fixed, and only TR-tree must be updated when trajectories are in-
serted. Therefore, the main cost when performing updates comes from TR-tree.
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Figure 3.13: Breakdown of running time with increasing I in LA.
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Figure 3.14: The distribution of running time when taking all existing bus routes as a
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Table 3.4: Index update performance.
Dataset |DT| +10k +20k +30k +40k +50k
LA 2.21s 0.56s 0.76s 1.88s 2.32s 2.62s
NYC 3.10s 0.65s 1.44s 1.65s 2.33s 2.83s
NYC-Synthetic 13m18.56s 4.37s 5.82s 6.35s 7.33s 8.65s
I/O & Pruning. Table 3.5 shows the number of page accesses in RR-tree and TR-tree for
all three methods over two datasets with various parameters. We can see that the I/O
increases as k and I increase, and |Q| affects it the most (see the bold numbers in 3rd
column). Interestingly, we also find that more filtering nodes and points do not always
translate to higher efficiency (see the bold numbers), as an efficient algorithm such
as DivideConquer always prunes upper-level nodes early, while non-efficient algorithms
cannot achieve early stage pruning, but access more lower-level child nodes or points.
Observation 3.1. In summary, our main observations are:
1. DivideConquer consistently has the best performance in terms of running time and I/O,
followed by Voronoi, with FilterRefine being the worst.
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Table 3.5: Statistics of pruning effectiveness towards RkNNT.
Pruning nodes/points in TR-tree
Parameter LA NYC
FilterRefine Voronoi DivideConquer FilterRefine Voronoi DivideConquer
k
1 938/2423 922/3351 2554/4543 841/3131 977/4224 2695/6779
5 950/2477 918/3518 2642/4896 850/3209 1002/4438 2852/7276
10 934/2496 916/3576 2750/5052 839/3259 1009/4600 2950/7728
|Q|
3 928/1999 1002/3238 1676/2786 651/1983 713/1834 829/1743
7 2104/3764 2234/5274 3754/7374 723/4293 1239/5213 2157/8129
10 4016/8912 4761/10,692 5281/12,049 751/4542 1451/7245 2945/9046
I
1 918/2436 921/3435 2702/4638 841/3251 1021/4561 2903/7521
3 936/2481 911/3556 2701/4983 852/3277 990/4552 2726/7550
6 947/2790 913/3642 2716/5752 854/3315 962/4433 2493/7578
I/O (#accessed nodes)
k
1 66 58 58 85 85 78
5 90 71 71 111 90 90
10 614 418 339 842 606 466
|Q|
3 406 221 206 71 61 61
7 818 666 466 222 122 122
10 1189 1021 594 268 128 128
I
1 543 351 305 108 88 88
3 602 398 330 111 90 90
6 697 563 406 119 94 94
2. All three methods are sensitive to k and |Q|. Only FilterRefine and Voronoi are sensitive
to the interval length I of the query.
3. When taking existing routes as real queries, most queries can be answered efficiently using
DivideConquer.
3.6.3 Evaluation of MaxRkNNT
Algorithms for Evaluation. (1) BruteForce: the baseline method which uses the k shortest
paths [147] to find all the routes which have a smaller travel distance than the distance
threshold τ, after which an RkNNT query is performed on every candidate to choose
the maximal one. (2) Pre: the method that extends Bruteforce by precomputation of the
RkNNT set for every vertex without an on-the-fly RkNNT query. For MaxRkNNT and
MinRkNNT, both can be solved using the same pruning techniques with little difference
in bound checking, which has a small impact on performance. We denote them as (3)
PreMax and (4) PreMin.
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Table 3.6: Running time for Pre-computation (Section 3.5.2.1) when k = 1, 5, 10.
LA NYCk
1 5 10 1 5 10
RkNNT 80.5 153.2 230.8
140.4 202.1 253.5
201.7 545.8 748.1
Shortest 191.3 251.9
Queries. To test the effect of key parameters, we first generated a point set by choosing
1000 start points randomly from our route datasets. Then, we searched six end points
for every start point with different e(se), which is the distance between the origin and
the destination, as shown in the last row of Table 3.3. Furthermore, we used existing
representative routes as queries and employed MaxRkNNT and MinRkNNT search algo-
rithm to find the new “optimal” routes. Finally, we compared the RkNNT sets of the
original routes against the new routes.
Parameters. We discovered two key parameters that affect the performance of
MaxRkNNT: 1) the coverage degree of a bus route - denoted by e(se) and quantified
as the Euclidean distance between the start and end points of a query Q; 2) τ
e(se) , which
is the ratio of the travel distance over the straight-line distance from the origin to des-
tination of Q. The choices of these parameters are from the distribution of all real bus
routes, as shown in Figure 3.15 and Figure 3.2.
Precomputation. Table 3.6 shows the time spent on precomputation, which is com-
posed of RkNNT search and all-pairs shortest distance computations; the bold numbers
are the results for synthetic dataset. The precomputation consists of two steps: running
the RkNNT query for every vertex, and the shortest distance route search, as shown in
Algorithm 3.5. All-pair shortest distance computation costs about four minutes for both
datasets, and the RkNNT search of all vertices in G costs less than five minutes when
k = 10. For the synthetic dataset, the time spent on precomputation is about 12 minutes
when k = 10.
Effect of e(se). Figure 3.16 shows that the time spent on the search task increases
when the distance between the origin and destination e(se) increases. This is because
more vertices in the graph need to be scanned between the origin and destination. For
Bruteforce, the reasons are two-fold: 1) It returns more candidate routes for RkNNT; 2)
The candidate routes are longer when e(se) is long, so more time has to be spent on
every RkNNT query. In contrast, for the remaining three methods, since we have pre-
computed the RkNNT set for every vertex, the running time comes from the search over
G. PreMax has the best performance due to the bound checking during the spreading
of partial routes.
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Figure 3.15: Frequency histogram of e(se), |R|, and I in LA and NYC.
Effect of τ
e(se) . To generate the query, we choose a subset of queries with a fixed e(se)
as the default value shown in Table 3.3 and alter τ in the experiment. Figure 3.17 shows
that increasing τ
e(se) leads to increased running time, which can also be ascribed to the
more candidates between the origin and destination.
Real Queries. We took each route in DR as a query to perform a MaxRkNNT search to
see whether we can find a better route which has a larger RkNNT set while maintaining
an acceptable travel distance threshold. Each query is generated using the start and end
bus stop, and the travel distance for each route. Figure 3.18 shows the running time
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Figure 3.18: Distribution of running time of MaxRkNNT on real route query.
distribution for the real queries. Most queries in the LA data can be answered in less
than a second.
In Figure 3.19, we show four kinds of routes which share the same start and end
locations: 1) the original bus route passes through Manhattan, 2) the shortest distance
route, 3) the MaxRkNNT route which attracts the most passengers, 4) the MinRkNNT
route which attracts the fewest passengers. We also show the breakdown of four routes
using a table (ST (searching time), NP (number of passengers), TD (travel distance) and
the number of stops). The right table shows the search time, number of passengers,
travel distance, and number of stops.
Observation 3.2. The original route and the MaxRkNNT route are almost the same (in particu-
lar, MaxRkNNT finds a route which is just 10 meters longer but can attract 129 extra passengers),
which means that the existing bus route is almost optimal between the start and end stops. If a
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Original
Original Shortest MaxRkNNT MinRkNNT
Start Stop
End Stop ST (sec) NP
Original N/A 1032
Shortest 0.004 817
MaxRkNNT 1.02 1161
MinRkNNT 0.31 713
TD (m) #Stops
Original 10, 238 49
Shortest 9012 43
MaxRkNNT 10, 248 49
MinRkNNT 9543 40
Figure 3.19: Comparison of four routes.
driver wants to save time, the least crowded route can be selected as provided by MinRkNNT; if
the car should be shared to increase revenue, the route found by MaxRkNNT is better.
3.7 Conclusions
In this chapter, we proposed and studied RkNNT queries over commuter trajectories.
RkNNT can be used directly to support capacity estimation in transport networks. First,
we introduced a filter-refine processing framework, and an optimization to increase the
filtering space that improves pruning efficiency. Then we employed RkNNT to solve the
bus route planning problem MaxRkNNT. In a bus network, given a start and end bus
stop, we can find an optimal route which attracts the most passengers for a given travel
distance threshold. This is the first work studying reverse k nearest neighbors query
over trajectories, and our solution supports dynamically changing trajectory data while
providing up-to-date answers efficiently.
We have described a complete workflow for fast search over commuter trajectory
data, i.e., we need to model the data and the query first, define a similarity measure,
then build an index combined with pruning strategies to filter out the trajectories which
cannot be the result for a given query. The above three-step workflow is also a stan-
dard for a wide variety of efficient trajectory processing algorithms. In the following
two chapters, we will employ a similar methodology to investigate efficient search over
vehicle and activity trajectories which are more complex.
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Vehicle Trajectory Search
Chapter 3 explored commuter trajectory related problems, where the data contains only
an origin point o and a destination point d. In contrast, a vehicle trajectory contains
these two points in addition to several others. Hence, the search over vehicle trajectory
data will be more complex than commuter trajectory data. In this chapter, we propose a
search engine Torch to efficiently answer common queries (basic and similarity search)
for vehicle trajectory data.1 Over Torch, we further propose a clustering framework k-
paths, which searches the k busiest paths in the road network and is an advanced query
for traffic monitoring. Finally, we conduct extensive experiments on two real-world
datasets to evaluate the efficiency and effectiveness of Torch and k-paths.
4.1 Overview: Challenges and Solutions
4.1.1 Trajectory Search Engine
The two primary goals of a search engine are effectiveness (quality) and efficiency
(speed) [36]. These two desiderata are often in tension with each other. As we observed
in Chapter 2, due to the GPS error, varying sampling rates, point shift of trajectories, and
high complexity, existing similarity measures are rarely efficient and effective enough
to search even modest sized trajectory collections.
To achieve the above two goals, we design and implement Torch, that contains the
four modules shown in Figure 4.1. First, pre-processing derived from map matching [83]
projects raw trajectories to a succinct path, where each mapped trajectory is represented
by a list of vertices and edges in a road network. Based on this new representation, a
new similarity measure (LORS) is developed which can significantly improve the effec-
tiveness and efficiency of similarity search in real-world data collections. The processing
speed is further improved by using a lightweight edge and vertex index (LEVI), which
1For the objective of simplification, we use “trajectory” as a short name for “vehicle trajectory” in the
rest of this chapter.
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Figure 4.1: An overview of our search engine and clustering framework.
is highly compressible using standard integer list compression techniques. Top-k search
using both LORS and existing similarity measures can be performed efficiently using
the unified dynamic pruning algorithm presented in this chapter. In addition, basic
trajectory search can be performed efficiently in a manner similar to Boolean process-
ing in Information Retrieval systems [38]. Finally, the search results from all similarity
measures can be evaluated using a new path-based ground truth set.
4.1.2 Trajectory Clustering over Torch
Efficient k-means with Lloyd’s algorithm [81] has previously been investigated for large-
scale point data [45, 91]. By choosing k objects as the initial centroids, it iteratively
assigns each object to the nearest centroid, and refines the new centroid in each cluster.
k-paths can be answered by extending Lloyd’s algorithm. However, scaling this approach
is challenging since the assignment requires O(nkt) distance computations, where n is
the number of trajectories and t is the number of iterations. Meanwhile, a simple refine-
ment requires O(n2t) distance computations (see a thorough analysis in Section 4.5).
Therefore, answering k-paths requires a prodigious number of distance computations,
and existing trajectory similarity measures are expensive to compute, e.g., Edit Distance
on Real Sequences (EDR) [26] has quadratic complexity, as we described in Chapter 2
(Table 2.2). When using EDR, our experiments showed that k-paths did not converge
after several days when clustering as few as 10, 000 trajectories.
Besides the computational costs, clustering quality is another challenge. Most ex-
isting work [21, 74] cluster the raw trajectories using data points sampled from GPS
readings. In our recent work [128], it was found that raw trajectories have precision
problems derived from GPS errors and sampling rate. We propose a pre-processing
technique that used map-matching [83] of raw trajectories to road network paths when
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constructing indexes. This approach can significantly reduce both storage and com-
putational complexity while achieving better precision when measuring the similarity
between two trajectories. Similarly, we adopt map-matching before clustering in this
work. However, the distance computation cost remains quadratic.
To overcome the above obstacles when scaling k-paths to larger collections, we pro-
pose an efficient clustering framework which has two important properties:
1) A quasilinear similarity measure. We propose a new similarity measure EBD, as an
extension of the proposed similarity measure LORS in the search engine. EBD computes
the distance between two trajectories based on the intersecting road segments and travel
distance. It can reduce the distance computation cost from quadratic (in LORS) to quasi-
linear, and meanwhile return the same score when measuring the similarity between
two trajectories, and allow compressed trajectory representations to be used.
2) Fewer distance computations. We design novel indexing techniques to significantly
reduce the number of distance computations in the assignment and refinement phases of
the clustering algorithm. After proving that EBD satisfies the triangle inequality (metric),
we employ a lower bound technique to prune the computational space and propose
an indexing framework to accelerate the clustering. To refine the centroid path more
efficiently, we present a linear-time approach that exploits the length histogram and an
edge histogram. We further extract the centroid path by traversing the road network
graph, which is independent of the number of trajectories.
4.1.3 Technical Contributions
To summarize, we made the following technical contributions:
• We propose a novel trajectory similarity measure – longest overlapping road segments
(LORS) based on overlapped segments between query and trajectory data, and an
efficient indexing framework – LEVI with compression (Section 4.3).
• We propose an efficient search paradigm to support similarity and basic search
over trajectories (Section 4.4).
• We propose an efficient framework with low complexity for k-paths based on
Lloyd’s algorithm, coupled with lower bounds based assignment and histograms
based refinement to improve clustering performance. We further design an index-
ing framework called PIG to further prune trajectories during the assignment, and
transform the refinement to a graph traversal problem – CPEP (Section 4.5).
• We employ Torch and k-paths to conduct a comprehensive efficiency and effective-
ness evaluation of similarity measures and clustering using two real-world taxi
trajectory datasets (Section 4.6).
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4.2 Problem Definition
Definition 4.1. (Point) A point p = {p.lat, p.lng} contains the location information, which
includes latitude p.lat, longitude p.lng.
Definition 4.2. (Raw Trajectory) A trajectory T of length m is in the form of {p1, p2, . . . , pm},
where each pi is a point.
Definition 4.3. (Road Network) A road network is a graph G= (V, E), where V is a set of
vertices v representing the intersections and terminal points of the road segments, and E is a set
of edges e representing road segments.
Definition 4.4. (Path) A path P is composed by a set of connected road segments e1 → e2 →
. . .→ en+1 in G. The travel distance of P is defined as the sum of length of all edges.
The object that passes the path P in G can be sampled as different raw trajectories
SP = {T1, T2, · · · , Tm}. SP may be lossy, as it may not store all of the information from
the original path P. So, it is essential to transform SP to the original path P, especially for
trajectory-based applications [83]. This is commonly referred to as map matching [83, 92],
and defined as:
Definition 4.5. (Map-Matched Trajectory) Given a raw trajectory T and a road network G,
the map-matched segment-trajectory T is a set of connected road segments projected from GPS
points in T onto the road segments in G, such that T : e1 → e2 → . . . → en. Further, the
map-matched vertex-trajectory T¨ is a set of connected graph vertices in G, such that T¨ : v1 →
v2 → . . .→ vn+1, and ei = (vi, vi+1). This mapping procedure is denoted as T G−→ (T, T¨).
Figure 4.2 shows two raw trajectories T1 and T2, and a query Q, where a solid dot
represents a point of the trajectory. T1 = {p1, p2} and T2 = {p3, p4, p5} can be mapped to
the path (dotted line) in a road network (hollow dots) and represented by edges {e3, e1}
and {e4, e2}, or by vertices {v1, v2, v3} and {v4, v3, v8}, respectively. Several open-source
libraries or APIs are also available.2,3
Definition 4.6. (Basic Trajectory Search (BTS)) Given a trajectory database D =
{T1, . . . , T|D|} and query constraint Q, a Basic Trajectory Search retrieves the trajectories in
three ways:
RQ(Qr) = {T ∈ D|∃pi ∈ T(pi ∈ Qr)} (4.1)
PQ(Qp) = {T ∈ D|∃ei ∈ T, ej ∈ Qp(ei = ej)} (4.2)
SPQ(Qp) = {T ∈ D|∃i, j(Tij = Qp)} (4.3)
2https://github.com/graphhopper/map-matching
3https://www.mapbox.com/
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Figure 4.2: Original routes and sampled raw trajectories over a road network.
where Tij = {ei, ei+1, · · · , ej} is the sub-trajectory of T, Qr is a rectangular region, and Qp is a
path in G.
Definition 4.7. (Trajectory Similarity Search (TSS)) Given a trajectory database D =
{T1, . . . , T|D|} and query trajectory Q = {q1, q2, · · · , q|Q|}, a Top-k Trajectory Similarity
Search retrieves a set Ds ⊆ D with k trajectories such that: ∀T ∈ Ds, ∀T′ ∈ D − Ds,
Sˆ (Q,T)> Sˆ(Q, T
′
).
Here, Sˆ is the similarity measure between two trajectories. Given two raw trajec-
tories T1 and T2 or the map-matched vertex-trajectories T¨1 and T¨2, the similarity be-
tween Sˆ(T1, T2) and ˆ¨S(T¨1, T¨2) can be computed using most existing functions, such as
DTW [148], LCSS [121], EDR [26], Hausdorff [93] and Fréchet distance [2].4
Definition 4.8. (k-paths Trajectory Clustering) Given a set of trajectories {T1, T2, · · · , Tn},
the k-paths trajectory clustering aims to partition the n trajectories into k (k ≤ n) clusters
S= {S1, S2, · · · , Sk} so as to minimize the objective function O:
O = arg min
S
k
∑
j=1
∑
Ti∈Sj
d(Ti, µj) (4.4)
where each cluster Sj has a centroid path µj, which should be a path in G, d(Ti, µj) returns the
distance between Ti and µj.
The key differences between k-paths and k-means are three-fold. First, trajectories
can be of varying lengths instead of fixed-length vectors in a Euclidean space. Second,
a trajectory similarity measure d(Ti, µj) for two trajectories must be defined. Third, the
centroid path µj cannot be found by simply computing the mean value of all trajectories
in the cluster. Similar to a variant of k-means called k-medoids [95], we can choose an
existing trajectory as the centroid path.
4.3 A Segment-based Similarity Measure and Index
LCSS [121] measures the common subsequence of two trajectories, similar to the longest
common sub-string matching problem, where two points are treated as matched when they
4Distance functions such as DTW and EDR can be easily converted to a similarity measure using
renormalization.
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have a distance less than a pre-defined threshold τ. For example in Figure 4.2, given a
query Q, the LCSS similarity will be Sˆ(Q, T1) = match(q1, p1) +match(q2, p1), Sˆ(Q, T2) =
match(q1, p4) + match(q2, p5), where match denotes the matching relationship between
points that have a distance less than τ (see Equation 2.6). We can find that the point pairs
do not match well for raw trajectories when two points far apart are chosen to match,
such as p1 and q1. After the map matching transformation, the points are calibrated
by edges and vertices, and point-matching can be used to identify similar trajectories.
For example, the similarities of trajectories: Q¨ = {v2, v3, v8}, T¨1 = {v1, v2, v3}, T¨2 =
{v4, v3, v8}, are computed as ˆ¨S(Q¨, T¨1) = match(v2, v2) + match(v3, v3) = 2, ˆ¨S(Q¨, T¨2) =
match(v3, v3) +match(v8, v8) = 2, where each matching match has a reward of 1.
However, it can be easily observed that T1 and T2 are not different from Q in term of
similarity, while T2 shares a longer overlap with Q than T1 and should be more similar
to Q. Such an overlapping relationship of road segments is not captured in any of
the existing point-based similarity measures. Moreover, the cost of computing point-
based similarity measures is high, as the Euclidean distance computation needs to be
performed for every matching point pair by accessing the locations of the points. To
solve the above two problems, we propose a parameter-free similarity measure based
on segments rather than points.
4.3.1 Longest Overlapping Road Segments (LORS)
Inspired by LCSS [121], we define the Longest Overlapping Road Segment (LORS) to
measure the similarity between two map-matched segment-trajectories. Let T1 and T2
be two map-matched segment-trajectories of T1 and T2, where T1 = (e11, ..., e1n) and
T2 = (e21, ..., e2m).
Definition 4.9. (LORS) The Longest Overlapping Road Segment Similarity Sˆ(T1, T2) is defined
as:
Sˆ(T1, T2) =

0, if T1 or T2 is empty
e(e1n) + Sˆ(H(T1), H(T2)), if e1n = e2m
max(Sˆ(H(T1), T2), Sˆ(T1, H(T2))), otherwise
(4.5)
where e(e1n) is the travel distance of graph edge e1n. H(T1) = (e11, ..., e1n−1) is the sub-
trajectory of T1 minus the last point.
With LORS, the length of a segment will be added to the overall similarity instead
of a unit cost 1 in LCSS, which is more discriminative when distinguishing between
similar trajectories. Moreover, LORS does not require a threshold τ, and avoids complex
spatial computations as it does not need to compute the distance between two edges or
vertices which must access additional positional information. Instead, LORS only needs
to determine whether the edge IDs (edgID) of e1n and e2m are the same. The effectiveness
and efficiency of LORS are explored further in Section 4.6.2.3.
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Figure 4.3: Index on the vertices and edges.
Example 4.1. As shown in Figure 4.2, a query Q has three points and two edges e1 and e2,
the length of the two edges are 10 and 50, respectively. There are two trajectories T1 and T2
that intersect with e1 and e2. T2 has a longer common segment with Q, and should be more
similar to Q, and LORS can preserve this relationship, where Sˆ(Q, T1) = e(e1) = 10, and
Sˆ(Q, T2) = e(e2) = 50.
Property 4.1. LORS is a parameter-free similarity measure that is non-metric and robust to
noise, and also can handle local time shifting in a collection.
This property can be validated by observing a simple counter-example in Figure 4.2,
Sˆ(Q, T1) = 10, if Sˆ(Q, T2) = 50 and Sˆ(T1, T2) = 0, then |Sˆ(T1, T2) − Sˆ(Q, T1)| =
|Sˆ(T1, T2) + Sˆ(Q, T1)| < Sˆ(Q, T2). Hence LORS does not obey the triangular inequal-
ity, and is non-metric. The local time shifting property can also be observed from the
matching relationships. LORS is robust to noise as “noisy” edges cannot contribute to
the final similarity score.
It is worth noting that a map-matched trajectory must have at least one common
edge with the query in order for LORS to be non-zero, so a baseline which finds all
possible candidates is to find all trajectories which share at least one edge with the query.
Hence, an inverted index can be employed to support this search. Storing only the
identifiers for trajectories is not sufficient when supporting the LORS similarity measure
as local time shifting is possible, and the order of each point in the trajectory must
therefore be considered.
4.3.2 Lightweight Edge and Vertex Index
To support efficient search on LORS and other commonly used similarity measures, we
propose a lightweight edge and vertex index (LEVI). Figure 4.3(a) describes the two
indexes (inverted index and Grid-index), as well as the storage of vertices, edges and
trajectories.
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Figure 4.4: Compression and storage of a trajectory and EdgII.
4.3.2.1 Inverted Lists on Edges and Vertices
Definition 4.10. (Edge Inverted Index (EdgII)) The inverted index Ie of an edge e stores the
tuples {traID, order} of all map-matched segment-trajectories T that overlap with e, where traID
is the unique identifier of T and order is the position of the edge e in T.
In addition to storing traIDs in the inverted index, the order of edges in a trajectory
is also required when computing the similarity with local time shifting. This is analo-
gous to a Positional Inverted Index [140] in text retrieval. The main difference is that
we do not need to store the frequency information which is essential for text retrieval
similarity measure such as TF·IDF [87]. Moreover, most trajectories are usually on a
trip basis, and will not cross a road segment several times, and the frequency is rarely
greater than 1. So, we use two lists to store the traID and order respectively. For example
in Figure 4.4, T15, T31, T39 and T43 cross edge e32 in the position of 12, 1, 33, 28, respec-
tively, then the positional inverted list is stored as {{15, 12}, {31, 1}, {39, 33}, {43, 28}}
ordered by traID.
For our new similarity measure LORS, we will access the inverted index by edge for
the road network, and only the trajectories that intersect the query edges can be candi-
dates. To further support other point-based similarity measures, LEVI includes another
index structure, the vertex inverted index (VerII) for each vertex similar to EdgII, which is
denoted as Iv, Figure 4.3(b) shows the structure of VerII and EdgII, {1, 1} means that a
map-matched vertex-trajectory T¨1 crosses vertex v1 in the first position. Additionally, we
maintain a table (right of Figure 4.3(c)) to store the latitude and longitude of each vertex
v, and the travel distance of each edge e for the similarity computation, respectively.
4.3.2.2 Trajectory and Index Compression
Trajectory Compression. In most existing point-based measures such as DTW and EDR,
each point in the candidate trajectory must be matched with a query point in the simi-
larity computation, so it is critical to store the entire trajectory as compactly as possible.
A map-matched trajectory T¨ and T composed of vertices and edges can be represented
by a list of integers which are the IDs of the vertices and edges, and compressed. In
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Figure 4.4, T31 crosses edges e32, e21, e54, e28, so T31 is stored as {32, 21, 54, 28} without
sorting in order to maintain the original ordering. Similar to compressing the unsorted
integer list, we use VByte [108] to compress the trajectories composed by unsorted iden-
tifiers of edges or vertices.
Inverted List Compression. As the inverted index is composed of posting lists of trajec-
tory identifiers (traID), denoted by integers, the sorted list of integers can be compressed
using efficient and effective compression techniques such as delta encoding [75]. More-
over, trajectory ordering information must be maintained and aligned with its trajectory
identifiers. Recall that in the example in Figure 4.4 the inverted index can be divided
into two lists: {12, 1, 33, 28} which is unsorted; and {15, 31, 39, 43} which is sorted to
facilitate compression with delta encoding {15, 31− 15, 39− 31, 43− 39} = {15, 16, 8, 4}
and VByte 12 = 0000000000001100→ 1100.
Trajectory Reordering. To further compress the inverted lists by reducing the d-gaps,
reassigning traID can also have a significant effect. For example in Figure 4.4, the traID
list {15, 31, 39, 43} is reordered to {4, 6, 9, 13}, then the compression based on delta en-
coding {4, 2, 3, 4} can save more space than the original {15, 16, 8, 4}. traID should be
assigned such that trajectories sharing many vertices and edges are close to each other.
A weighted graph over the original traID can be constructed such that there is an edge
between two trajectories if they share a verID or edgID. The weight used is the LORS
similarity between the two trajectories. Then, we use a state-of-the-art graph reordering
technique [41] to reorder the trajectories. For a newly inserted trajectory, we can assign
the traID incrementally and perform the reordering batchwise.
4.3.2.3 Vertex Grid-index for Range Querying
For real-distance based functions such as DTW, Hausdorff, and Fréchet distance, any
trajectory can be a candidate even when it does not intersect with the query at all.
So, a spatial index such as an R-tree [54] or Grid-index [125] is required to index all
the vertices in G. An incremental range query is run on the vertices of the query to
identify all neighbor vertices, and then the inverted index of vertices VerII is accessed
to generate the IDs of candidate trajectories. Similar to existing work [125, 129] on
searching trajectories using point-wise techniques, we use a Grid-index to index the
vertices in the road network, and refer to it as a Vertex Grid-index (VGI), which is another
vital component of LEVI. Note that VGI is also compressible but is a small index in
practice as even large cities such as Beijing have only 54,406 total vertices. As shown in
Figure 4.3(c), we build a sorted list for each cell ce to store the verIDs of all the vertices
located in c, and assign a unique code for each cell based on the Z-curve [129], then take
delta encoding and compress.
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VGI supports two search operators: a range query RQ(q, ri) and an incremental
range query IRQ(q, it, g) where g is the cell size, and it is the current search round.
Here, IRQ(q, 0, g) returns the cell where the query is located. Figure 4.3(c) shows a
VGI with a cell size of g, with two rectangles in the index. IRQ(q, 1, g) finds all of
the vertices located outside of the small rectangle where q is located (IRQ(q, 0, g)), also
inside the larger rectangle – the annular region (grey area). Such an operator avoids
repetitive scanning of vertices and accesses the search space by increasing a cell size g,
Algorithm 4.1 is then used to compute similarity and do any necessary pruning.
4.4 Pruning for Similarity Search
Basic Trajectory Search (BTS) can be easily processed using LEVI. We first perform a
range query in VGI, and access the inverted index of the edges that intersect with the
range, or the vertices that are located inside the range. For trajectory similarity search
(TSS), a naive algorithm would process every trajectory in the dataset and return the k
best results, requiring an enormous number of I/O and similarity computations. Hence,
effective pruning is essential for efficient similarity search.
4.4.1 Algorithm Overview
Similar to dynamic pruning strategies such as MaxScore [120] over posting lists from
the Information Retrieval area and the Threshold algorithm [49] from database area, our
algorithm is composed of filtering (Line 2 to 7) and refinement (Line 18 to 23) based on
LEVI, as shown in Algorithm 4.1. To filter out non-qualified trajectories, the inverted
indexes EdgII: Ie and VerII: Iv play an important role in every similarity measure (Line 4
and 7). The main difference is that accessing the inverted index is conducted once with
LORS and multiple times by existing similarity measures which also use VGI. Termi-
nation occurs when the k-th result S kresult in the result set Sresult has a similarity greater
than the upper bound for the remaining unprocessed trajectories UB (Line 10). The
refinement step is based on bound reordering techniques, such as sorting of all of the
candidate trajectories T ∈ Ctra by Sˆ↑(Q,T),5 then computing the true similarity through
pivoting. Processing stops when the next upper bound is smaller than the k-th result
(Line 22).
4.4.2 Pruning for LORS
Recall from Property 4.1 that LORS is non-metric, for which a tree-structure index such
as an R-tree cannot be used for pruning. To this end, the main idea of our pruning is to
5In this section the trajectory T and query Q are all map-matched trajectories by default. We drop T
and T¨ to distinguish from raw trajectories for the sake of convenience. Similarly, Sˆ can be Sˆ or ˆ¨S as our
algorithm supports both.
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Algorithm 4.1: TrajectorySimilaritySearch(Q, k)
Input: {Q, k}: query, D: dataset, I: index, Sˆ: similarity measure.
Output: Top-k result set Sresult.
1 Ctra ← ∅, Sresult ← ∅, itIRQ = 0, unseen_UB← 0;
2 for every q ∈ Q do
3 if using SˆLORS then
4 Ctra ← Ctra ∪ Ie(q);
5 if using SˆLCSS or SˆEDR then
6 L(q)← RQ(q, τ);
7 Ctra ← Ctra ∪⋃q′∈L(q) Iv(q′);
8 Sort all the trajectories T ∈ Ctra by Sˆ↑(Q, T);
9 if Sˆ is a real-distance similarity measure then
10 while Sˆ(Q,S kresult) ≥unseen_UB do
11 for every q ∈ Q do
12 L(q)← IRQ(q, itIRQ, g);
13 Ctra ← Ctra ∪⋃q′∈L(q) Iv(q′);
14 itIRQ ← itIRQ + 1;
15 Sort the trajectories T ∈ Ctra by Sˆ↑(Q, T);
16 unseen_UB← Sˆ↑(Q,D − Ctra);
17 Choose the top-k and update Sresult;
18 while Ti ∈ Ctra do
19 if Sˆ 6= LORS then
20 Ti ← AccessFullTrajectory(D, Ti.id);
21 Update(Sresult, Sˆ(Q, Ti));
22 if Sˆ(Q,S kresult) ≥ Sˆ↑(Q, Ti+1) then
23 break;
24 return Sresult;
filter the candidates without computing the final similarity as the complexity of LORS is
O(mn), where m and n are the number of segments in Q and T, respectively. To avoid
computing the real similarity one by one, we compute an upper bound which has a
linear complexity cost, and check whether it is higher than current top-k results. The
candidate can be skipped if this is true; otherwise, we compute the final similarity. This
process is often referred to as early abandoning.
Upper Bound Similarity. For LORS, after accessing EdgII for all of the query edges, we
know the list of common edges Q ∩ T in the scanned trajectory T. Therefore, the upper
bound similarity is the sum of the travel distance e(e) of all of these edges e:
Sˆ↑LORS(Q, T) = ∑
e∈Q∩T
e(e) (4.6)
Bound Reordering. To filter candidates that cannot be the top-k results, we sort all of
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the candidates by their upper bounds. With the sorted list of candidates, we can refine
the candidate trajectory list from the beginning by computing the final similarity, and
update the top-k result heap until the next candidate’s upper bound is smaller than the
k-th result’s similarity.
In addition to efficient pruning based on LEVI and the upper bound computations,
the real similarity computation for LORS can be done without accessing the trajectory
data, this is because the filtering procedure has already read the common edges over-
lapped with the query and the orderings of the whole trajectory T from LEVI, as it
forms a sub-trajectory Tp of T. This results in the following lemma.
Lemma 4.1. ∀Tp ∈ Ctra, SˆLORS(Q, Tp) = SˆLORS(Q, T).
Proof. This lemma can be easily derived from Equation 4.5. Any edge that does not
intersect with the query, denoted as T − Tp, cannot affect the similarity as the length of
an edge will be added only when two edges overlap.
Based on this Lemma, we can compute the final distance using a partial trajec-
tory Tp, and the whole search procedure does not need to access the trajectory data.
This can greatly improve efficiency in practice and reduce the space of data structures
maintaining in the main memory.
4.4.3 Pruning with Existing Similarity Measures
A simple baseline to find the top-k trajectories for point-based similarity measures is
to compute the similarity for every trajectory in D. For LCSS and EDR, we perform a
single range query on a Grid-index to filter out the unrelated vertices [89]. For real
distance functions such as DTW, Hausdorff and Fréchet distance, no trajectory can be
filtered using VerII alone. In order to support dynamic pruning, we access all of the
query vertices to scan new candidates based on the incremental range query presented
in Section 4.3.2.3.
Incremental Vertex Scanning. For every query vertex, we access the nearby cells with
vertices to produce a list of new candidate trajectories from the inverted lists of each
vertex, which can in turn be completed using an incremental range query IRQ(q, it, g).
As shown in Figure 4.5, an incremental range query can be conducted around a query
point q. To label each grid cell, we a pick bit from each binary code successively to form
a new code, e.g., bold numbers are from xq.
More specifically, given a query location q, in the it-th iteration to access the candi-
date vertices, IRQ is invoked to get a set of grid cells in the following way: 1) get the
grid label xq, yq on x and y axis of the query location; 2) compute the x and y value of
grid cells which are going to be scanned; 3) return the Z-curve label by cross-coding as
described in Figure 4.5(b); 4) find those cells using the labels.
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Figure 4.5: Incremental expansion around q within VGI based on cross-coding.
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Figure 4.6: The upper bound computation for measures based on real distance.
To this end, the top-k result heap is updated with the candidates with the highest
upper bounds as they are more likely to be the final results.
Unseen Upper Bound. The computation of the upper bound for unseen trajectories
varies from one similarity measure to another. After itIRQ rounds of incremental range
query over VGI for new candidate trajectories, the upper bound similarity for unseen
trajectories is computed as:
Sˆ↑(Q,D − Ctra) =
−∑
|Q|
j=1 qj.r, using SˆDTW
−max|Q|j=1 qj.r, using SˆHausdorff or SˆFréchet
(4.7)
where qj.r is the scanning radius of point qj, and can be computed as qj.r = rmin +
itIRQ× g, and rmin is the vertical distance from qj to the nearest edge of the cell ce where
qk locates, as shown in Figure 4.3.
Lemma 4.2. ∀T ∈ D − Ctra, Sˆ(Q, T) < Sˆ↑(Q,D − Ctra).
Proof. For a trajectory T that is not scanned by the incremental range query with a
radius r (T ∈ D − Ctra), the distance from every point in T to the closest point in Q is
greater than r. As the real distance function is point-wise, the overall similarity must be
smaller than the sum of the maximum contributions from the query.
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Example 4.2. In Figure 4.6(a), T is an unseen trajectory for Q w.r.t. three range queries (grey
rectangles) – no point of T is inside, where the similarity measure DTW is composed of three
two-way arrows while Fréchet distance is a single arrow with the maximum distance. Each
point in Q matches the nearest point in T without breaking the order constraint, and each match
with an unseen trajectory such as T will have a distance greater than the scanning radius.
Then, for any trajectory T which has not been scanned yet, we can estimate the upper bound,
Sˆ↑DTW(Q,D − Ctra) = −(q1.r + q2.r + q3.r).
The upper bound similarity Sˆ↑(Q, T) for a single trajectory T when it is scanned by
a large range w.r.t. a query Q is the main optimization used to reduce the computation
of the full similarity for existing similarity measures, which is similar to computing the
bound with linear complexity in Equation 4.6. For example in Figure 4.6(b), when T
is scanned by point q1 and q3, we can compute the distance d1 and d3, for the point q2
which has not scanned with T, its distance to T will be greater than q2.r, then Sˆ↑(Q, T) =
−(d1 + q2.r + d3). There are many studies on how to tighten the bound computations
for DTW [101], LCSS [121], EDR [26], Hausdorff [93], and Fréchet distance [2], and we can
employ them for the corresponding measures in Algorithm 4.1.
4.5 Fast k-paths Clustering with LORS
As we defined in Definition 4.8, k-paths is a direct variant of k-means to solve the tra-
jectory clustering problem, the processing framework of the well-known Lloyd’s algo-
rithm [81] for k-means can be extended to solve k-paths, consisting of three steps:
1) Initialization. Randomly choose k trajectories from D as the initial centroid paths
(seeds): {µ1, . . . , µk}.
2) Assignment. Find the nearest centroid path µj for every trajectory Ti in the database,
and assign it to the centroid path’s affiliated cluster, denoted as a(i)= j.6
3) Refinement. Update the centroid path of each cluster by choosing an existing trajec-
tory that can minimize the sum of distance to all other trajectories in the cluster. If all the
centroid paths stop changing, return the k centroid paths as the final result; otherwise,
go to step 2).
There are two core challenges in the assignment and refinement steps when extend-
ing the Lloyd’s algorithm to solve k-paths:
Challenge 1. The complexity of assignment is O(nk)×O(dis), where n is the number
of trajectories, k is the number of clusters and O(dis) is the complexity of distance
computation which is quadratic when using existing similarity measures.
6In the rest of this chapter, indices i and j always refer to trajectory and cluster indices, respectively.
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Figure 4.7: Storing and compressing a trajectory as a sorted list.
Challenge 2. The complexity of computing the mean in the refinement step is constant
in k-means, but it does not hold in k-paths. Even though we can extend k-medoids [95]
to choose an existing trajectory as a new centroid path, we still need to build a distance
matrix with a complexity of O(n2)×O(dis).
4.5.1 Extending LORS for Fast Clustering
Large-scale clustering requires a similarity measure that is precise and cheap to com-
pute. The similarity measure LORS defined in Equation 4.5, which is the state-of-the-art
in terms of precision, can be extended for k-paths without sacrificing effectiveness.
4.5.1.1 Edge-based Distance
LORS’s quadratic complexity is not tractable for large-scale trajectory clustering. How-
ever, with certain relaxations, LORS is a viable solution, unlike other popularly used
similarity measures. Observe that in Figure 4.7, T1 and T2 there are two overlapping
edges e5 and e1, and the same score e(e5) + e(e1) can be computed using only an in-
order intersection traversal without dynamic programming.
To verify this observation, we randomly conducted one million LORS computations
using the Porto and T-drive datasets, and found 92.3% and 91.3% of trajectory com-
putations using set intersection return identical scores to LORS, and the remaining 8%
have only a small average percent variance of 6.6% and 2.7% (see distribution in Fig-
ure 4.9), respectively. In order to achieve identical similarity scores, any two edges must
have a stable successive co-occurrence relationship for any two paths in G, e.g., e5 is be-
fore e1 in Figure 4.7, which co-occur in most trajectories. To formalize this observation,
we introduce the following concept:
Definition 4.11. (Successive Probability P(e1, e2)) The successive probability of two edges
e1 and e2 is computed as:
P(e1, e2) =
max(Co(e1e2), Co(e2e1))
Co(e1e2) + Co(e2e1)
(4.8)
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where Co(e1e2) is the number of trajectories where e1 and e2 co-occur successively in D, i.e.,
Co(e1e2) = |{Ds ⊂ D|∀T ∈ Ds : T(e1) < T(e2)}|, T(e) is the order of e in T.
Based on these observations, we performed additional experiments to compute the
successive probability distribution of two datasets in order to further verify the viability
of our new approach. There are 185,528,027 pairs of edges co-occurring in 1.56 million
paths in Porto. Figure 4.9 shows that around 65% of edge-pairs (e1, e2) in Porto have a
stable successive relationship, i.e., P(e1, e2) = 1, and more than 80% have a probability P > 0.8.
A visual analysis of the paths on a map shows that a stable successive co-occurrence
relationship is mainly because most taxis follow the shortest or fastest path between an
origin and destination suggested by the navigation apps in practice (the percentage was
reported as 96.8% [98]). For successive probability less than 100%, it means that a path
has a detour with a high chance. For example, T-drive has multiple trips in a trajectory
without segmentation, so detours are common, and this is confirmed in Figure 4.31(b).
This explains why only 48% of edge-pairs have P(e1, e2) = 1, which is much lower than
Porto. However, the precision of EBD still remains high (91.3%) in T-drive. We thus
derive the following conjecture:
Conjecture 4.1. For any two trajectories T1 and T2 in the road network G, an equivalent
similarity score LORS(T1, T2) = e(T1 ∩ T2) exists if T1 and T2 followed the shortest or fastest
path to travel in G, where T1 ∩ T2 denotes the intersecting edges of T1 and T2.
Proof. We assume that a road network G is a symmetric directed graph with weighted
edges, i.e., any two connected vertices have two edges with the same weight (bi-
directed). For such a road network, the shortest path distance from origin vertex vo
to destination vertex vd is the same with the distance from vd to vo. The weight can be
either the travel distance of edges for the shortest path, or the travel time (every edge
has a travel time according to its speed limit) for the fastest path.
First, successive relationships between two connected edges are determined. As-
sume there are two edges AB and CD which are not directly connected, and they lo-
cate in a path T1 = {vo1, A, B, C, D, vd1}. Then in T1, AB is in front of CD, the travel
distance from A to D is e(AB) + e(BC) + e(CD), as shown in Figure 4.8, where the
dotted line with three plus signs represents the detailed path between two vertices,
such as B and C, we use BC to denote the potential path. We prove it by contra-
diction, i.e., there exists another path T2 = {vo2, C, D, A, B, vd2} where CD is in front
of AB, the travel distance from C to B is e(CD) + e(DA) + e(AB). Further, we have
e(AB) + e(BC) + e(CD) ≤ e(AD) = e(DA), because in the shortest path search from
vo1 to vd1, {AB, BC, CD} has been chosen as the sub-path between A and D with the
minimum distance to travel. Similarly, we have e(CD) + e(DA) + e(AB) ≤ e(BC). We
sum up these two inequalities and get 2 ∗ (e(AB) + e(CD)) ≤ 0 which violates the fact
that edge’s length is bigger than 0, then the counter example is not established, and
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edge AB will always locate before edge CD in any shortest path, i.e., P(AB, CD) = 1.
Since AB and CD are two arbitrary edges in G, then we have P(e1, e2) = 1.
With P(e1, e2) = 1, for any two paths T1 and T2, all their common edges will have
the same successive order. For the edges that are not in the common edge set T1 ∩ T2,
since they will not affect the LORS similarity score (the similarity score will increase
only when two matching edges are the same), we will get two sub-trajectories which
are exactly the same after removing these edges from T1 and T2. Then, we can return
the length of this sub-trajectory as the similarity, i.e., the sum of its length e(T1 ∩ T2)
without using dynamic programming. Hence, LORS(T1, T2) = e(T1 ∩ T2) is proved.
Based on Conjecture 4.1 established under the above reasonable relaxations, we can
define a new heuristic similarity measure EBD using set intersection to support scalable
k-paths clustering. Specifically, we define EBD as follows:
EBD(T1, T2) = max(e(T1), e(T2))− e(T1 ∩ T2) (4.9)
where e(T1) is the travel distance of the entire trajectory. To fit the d(Ti, µj) in Defini-
tion 4.8, we use trajectory travel distance e(T1) and e(T2) to normalize the similarity to
a distance value, similar to previous work [26, 121]. Inspired by EDR [26] which bounds
the distance value to [0, max(e(T1), e(T2))], we also choose the max(e(T1), e(T2)), which
can limit the length of centroid path µj when minimizing the objective value in Equa-
tion 4.4. Moreover, EBD obeys the non-negativity, identity of indiscernible, and symme-
try [106].
Example 4.3. As shown in Figure 4.7, T1 = {19, 3, 5, 1, 32, 6} and T2 = {2, 5, 1, 4}. We
assume that each edge has an equal length 1, then e(T1) = 6, e(T2) = 4 and they have two
intersected edges {e1, e5}, the EBD distance between T1 and T2 is: EBD(T1, T2) = max(6, 4)−
2 = 4.
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Table 4.1: Time (µs) for pair-wise distance computations.
EBD LORS EDR DTW Fréchet Hausdorff ERP
Porto 0.88 19.5 20.2 107.3 180.9 125.1 172.5
T-drive 2.56 155.3 165.4 1940 3026 1991 2948
4.5.1.2 Set Intersection with Sorted Lists
Computing the list intersection for two integer arrays has a complexity of O(m2) when
these two sequences are unsorted, while two sorted lists will further reduce the com-
plexity from quadratic to quasilinear (O(mlogm)).7 This is an order of magnitude im-
provement over unsorted lists, and the fast set intersection is a fundamental problem
and being continuously explored [42], which leaves space to improve the efficiency of
EBD in the future.
Less Computation. Table 4.1 compares six similarity measures with EBD. We build the
distance matrix of two datasets by setting |D| = 1000 as other six measures are too slow
to produce results when setting |D| = 10, 000, and record the time on pair-wise distance
computations. It shows that EBD is the fastest among all seven similarity measures. EBD
achieves two orders of magnitude improvement over the other six measures, especially
for T-drive which stores long trajectories. For this collection, EBD only needs 180 of
LORS and EDR’s time, and almost 11000 of the time on other measures.
4.5.1.3 Triangle Inequality
Fully metric similarity measures are not generally required for trajectory-based prun-
ing and indexing to be effective. However, obeying the triangle inequality can greatly
improve commonly used pruning algorithms [51], and reduce the number of distance
computations required in practice (see the detailed applications in Section 4.5.2.2). We
prove that EBD guarantees to satisfy the triangle inequality.
Lemma 4.3. For any trajectories T1, T2, and T3, we have:
EBD(T1, T2) + EBD(T2, T3) ≥ EBD(T1, T3)
|EBD(T1, T2)− EBD(T2, T3)| ≤ EBD(T1, T3)
(4.10)
Proof. Figure 4.10 shows the intersections a, b, c, d, e, f , g among three trajectories, all
of which have a value no less than 0, and each circle denotes the length, such as
e(T1) = a + d + g + f . EBD(T1, T2) = max(a + f , b + e), EBD(T2, T3) = max(b +
7The exact cost is O(m1log(m2/m1)) [38, 42] using iterative binary search, where m1 and m2 are the
length of the shorter and longer lists, as intersection requires m1 finger searches in the longer list. Linear
expected time can be achieved using hash tables, but not with a comparison-based complexity model, and
cannot be delta compressed. Next, we use O(EBD) as EBD’s complexity.
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Figure 4.10: An example of metric proof of EBD.
d, c + f ), EBD(T1, T3) = max(a + d, c + e). We will prove EBD(T1, T2) + EBD(T2, T3) ≥
EBD(T1, T3), max(a+ f , b+ e) +max(b+ d, c+ f ) ≥ max(a+ d, c+ e), and |EBD(T1, T2)−
EBD(T2, T3)| ≤ EBD(T1, T3), |max(a + f , b + e)− max(b + d, c + f )| ≤ max(a + d, c + e).
Since max(a + f , b + e) + max(b + d, c + f ) ≥ max(a + f + b + d, b + e + c + f ) ≥
max(a + d, c + e), then EBD(T1, T2) + EBD(T2, T3) ≥ EBD(T1, T3) is proved.
For |max(a+ f , b+ e)−max(b+ d, c+ f )|, we can assume a+ f ≥ b+ e and b+ d ≥
c + f as there is no limitation on the value, then by combining two inequalities we have
a + d ≥ c + e. Now we have |max(a + f , b + e)− max(b + d, c + f )| = |a + f − b− d|,
max(a + d, c + e) = a + d, and we need to prove |a + f − b− d| ≤ a + d. Now we can
explore two cases: 1) when a + f ≥ b + d, then |a + f − b − d| − a − d = a + f − b −
d − a − d = f − b − 2d, since we have assumed b + d ≥ c + f , then b + d ≥ f − d,
f − d− (b+ d) = f − b− 2d ≥ 0, and |a+ f − b− d| − a+ d ≥ 0; 2) when a+ f ≤ b+ d,
|a + f − b − d| − a − d = b + d − a − f − a − d = b − 2a − f , since we have assumed
b + e ≤ a + f initially, then b− a ≤ f − e, and b− 2a− f ≤ f − e− a− f = −a− e ≤ 0.
So, |EBD(T1, T2)− EBD(T2, T3)| ≤ EBD(T1, T3) is proved.
Any metric index such as a VP-tree [149], M-tree [32], or MVP-tree [16] can be used
to index the trajectories and support EBD for fast similarity search. In Section 4.5.3.2, we
will propose a novel index-based batch pruning algorithm to further accelerate k-paths.
4.5.2 Baseline Solution for k-paths
We first conduct the centroid initialization in line 1 (Section 4.5.2.1). Then in the first iter-
ation (t = 0) from line 4 to 9, we assign every trajectory Ti to the nearest centroid path.
From the second iteration onward (line 12 to 25), we introduce two bounds between
each trajectory and the centroid path to avoid unnecessary distance computations and
accelerate assignments (Section 4.5.2.2). After the assignment in each iteration (line 27),
we propose a solution to reduce the time complexity of refinement to linear with an
objective function (Section 4.5.2.3).
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Algorithm 4.2: k-paths (k, D)
Input: k: #clusters, D: dataset.
Output: k centroid paths: {µ1, . . . , µk}.
1 t← 0, initialize the centroid paths µ = {µ1, · · · , µk};
2 while µ changed or t = 0 do
3 if t = 0 then
4 for every trajectory Ti ∈ D do
5 min← +∞;
6 for every centroid path µj do
7 lb(i, j)← EBD(Ti, µj);
8 if lb(i, j) < min then
9 a(i)← j, min← lb(i, j);
10 HistogramUpdate(a(i), EH, ALH, Ti);
11 else
12 Update the centroid drift cd and bound cb for each cluster;
13 for every trajectory Ti ∈ D do
14 Update ub and lb;
15 if max
(
lb(i), cb(a
′
(i))
2
)
> ub(i) then
16 Ti stays in current cluster: a(i)← a′(i);
17 else
18 min← +∞;
19 for every centroid path µj do
20 if ub(i) > lb(i, j) then
21 lb(i, j)← EBD(Ti, µj);
22 if lb(i, j) < min then
23 a(i)← j, min← lb(i, j);
24 if a
′
(i) 6= a(i) then
25 HistogramUpdate(a(i), EH, ALH, Ti);
26 for every centroid path µj do
27 Compute Oj (Equation 4.15) and update µj;
28 t← t + 1;
29 return {µ1, . . . , µk};
4.5.2.1 Centroid Initialization
Good initial clustering assignments can lead to faster convergence in k-means algo-
rithms [10, 12]. We compare two different centroid initialization approaches: 1) ran-
domly choose k trajectories from the dataset; 2) k-means++ [10], and find that random
initialization is sufficient for fast convergence when using EBD for k-paths clustering.
Hence, the centroid initialization of k-paths is not further explored.
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4.5.2.2 Trajectory Assignment
Based on the k newly chosen centroid paths, assigning each trajectory to the nearest
cluster is called trajectory assignment. A baseline to achieve this is to compute its distance
to every cluster’s centroid path µj, as shown in line 4 to 9 of Algorithm 4.2 in the first
iteration. The overall complexity of each iteration will be O(nk)×O(EBD).
Pruning by Lower Bounds. Reducing the complexity for a single distance compu-
tation can significantly increase the performance, while computing the distance with
all centroid paths for every trajectory is still expensive. If we can reduce the number
of distance computations, additional performance gains can be achieved. Computing
lower bounds of distance without accessing the trajectory directly based on the trian-
gle inequality [47] and the previous distance computation [45, 91] is a widely adopted
method in k-means. We now show how our bounding method to solve the EBD based
k-paths. Let lb(i, j) denote the lower bound distance between a trajectory Ti (which was
assigned to Sa′ (i) in last iteration) and a centroid path µj (1 ≤ j ≤ k and j 6=a
′
(i)), and
let ub(i) denote the upper bound distance between Ti and its nearest centroid path µa(i).
An array is maintained to store the lower bound distance to all other clusters for each
trajectory, each of which is initialized as the real distance in the first iteration of the
assignment (line 7).
1) Centroid Drift. For every trajectory Ti, we maintain: 1) the lower bound distance
to the previous centroid paths µ
′
j for all k− 1 clusters, i.e., lb(i, j) = EBD(Ti, µ
′
j), where
j ∈ [1, k] and j 6= a′(i); and 2) an upper bound distance ub(i) = EBD(Ti, µ′a′ (i)). After each
refinement, the distance between the current centroid µj and the previous centroid µ
′
j in
cluster Sj will be computed as the centroid drift cd(j)= EBD(µ
′
j, µj). Before computing the
distance between a trajectory and the new centroid path, we update the stored bounds
with the centroid drift based on the triangle inequality, i.e., lb(i, j) = |lb(i, j) − cd(j)|,
ub(i) = ub(i) + cd(a
′
(i)), and guarantee that Ti cannot be assigned to the centroid path
µj (a(i) 6= j) if ub(i) < lb(i, j), denoted as:
lb(i, j) > ub(i) : a(i) 6= j (4.11)
In addition to maintaining a lower bound for every centroid path, the minimum
lower bound is set as the global lower bound lb(i) = minj 6=a′ (i) lb(i, j) distance for each
trajectory Ti, i.e., lb(i) is the lower bound distance from Ti to its second nearest cluster.
Then, Ti can stay in cluster Sa′ (i) directly (line 16) if lb(i) > ub(i), denoted as:
lb(i) > ub(i) : a(i) = a
′
(i) (4.12)
Note that lb(i, j) will be updated as the real distance EBD(Ti, µj) if it is computed during
the assignment (line 21); otherwise we keep the current bound for next iteration. The
same applies to ub(i) if EBD(Ti, µa′ (i)) is computed.
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Figure 4.11: An example of lower bound and pruning.
2) Centroid Bound. For every centroid path, we compute its distance to all other
k − 1 centroid paths and build the distance matrix over the centroid paths, which can
be completed immediately as k is always small. Also, we store the minimum distance
cb(a
′
(i)) = minj 6=a′ (i) EBD(µa′ (i), µj) as the global filtering lower bound cb(j) (line 16), then
we use the following comparisons to judge whether Ti should be assigned to Sj (line 20)
or stay in cluster Sa′ (i):
EBD(µa′ (i), µj)
2
> ub(i) : a(i) 6= j
cb(a
′
(i))
2
> ub(i) : a(i) = a
′
(i)
(4.13)
To this end, we can combine two bounds to induce further pruning:
max
(
lb(i),
cb(a
′
(i))
2
)
> ub(i) : a(i) = a
′
(i) (4.14)
Example 4.4. As shown in Figure 4.11, trajectory Ti was assigned to Sa′ (i) in the previous
iteration.8 Now the two new centroid paths are updated to new centroids, e.g., µ
′
j → µj, and we
need to assign Ti to a new centroid path. Instead of computing the distance EBD(Ti, µa′ (i)) and
EBD(Ti, µj), we compute the upper bound of EBD(Ti, µa′ (i)) as ub(i) = ub(i) + cd(a
′
(i)), and
the lower bound of EBD(Ti, µj) as lb(i, j) = |lb(i, j)− cd(j)| using the triangle inequality. If
lb(i, j) > ub(i), then EBD(Ti, µj) > EBD(Ti, µa′ (i)), which means Ti is closer to µa′ (i) than µj,
and Ti can stay in cluster Sa′ (i). Similarly, another bound
cb(a
′
(i))
2 can be used to compare with
ub(i) for pruning.
4.5.2.3 Centroid Path Refinement
Similar to k-medoids [95], choosing the existing trajectory as the centroid path can make
the result a real path in the road network. Such a trajectory T will minimize the distance
to all other trajectories in the same cluster Sj (j ∈ [1, k]), which can be denoted with the
following objective function:
Oj = arg min
µj∈Sj
∑
T∈Sj
EBD(T, µj) (4.15)
8For a clearer observation of the pruning, the trajectory and EBD distance are simply drawn as point
and line in a metric space.
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A naive way to update the centroid path is to pre-compute a distance matrix first,
followed by an enumeration of each trajectory in the cluster. Then sum checking over
all the trajectories in each cluster can be performed, and the trajectory with minimum
distance as the new centroid path is chosen. The above baseline has a time complexity
of O(|Sj|2)×O(EBD) where |Sj| is the number of trajectories in the cluster Sj. To reduce
the complexity, we further transform the objective function to Equation 4.9:
Oj = arg min
µj∈Sj
(
∑
T∈Sj
max(e(T), e(µj))− ∑
e∈µj
‖e‖)
= arg min
µj∈Sj
(
∑
T∈Sj
e(T) + ∑
T∈S′j
(e(µj)− e(T))− ∑
e∈µj
‖e‖)
= arg min
µj∈Sj
(‖Gj‖+ ∑
T∈S′j
(e(µj)− e(T))− ∑
e∈µj
‖e‖)
(4.16)
where e(T) is the travel length of trajectory T, and ‖e‖ is the frequency weight of the
edge e, i.e., a product of the number of trajectories crossing e in cluster Sj, e(e) (the edge
length), and S
′
j is a subset of Sj and stores all the trajectories with a travel distance less
than e(µj), ‖Gj‖= ∑T∈Sj e(T) is the weight of frequency graph Gj for cluster Sj built from
G, where the weight of each edge e ∈ Gj equals to EHj(e) which is the edge histogram
‖e‖ to be built. Moreover, ‖Gj‖ is a constant and can be precomputed by building the
length histogram EH. Through the above transformation, trajectories with frequent edges
are selected as the centroid paths. This further verifies that the paths returned from
EBD-based k-paths are frequency-based representatives for the whole dataset.
Histogram Construction. To compute the objective function for every trajectory in the
cluster using Equation 4.16, we maintain two histograms for each cluster to update the
centroid path in each iteration.
1) Edge Histogram. Given all trajectories in Sj, an edge histogram (EHj) for cluster Sj
will store the frequency of edges in the graph, sorted in descending order. EHj[l] returns
the l-th largest frequency weight, and EHj(e) returns the frequency weight of edge e,
i.e., EHj(e) = ‖e‖. We do not need to rebuild it in every iteration, but incrementally
maintain one histogram for each cluster, and update it only when a trajectory moves
into or out of this cluster (line 24). With more iterations, most trajectories will stay in
the same cluster, so there will be fewer updates to the histogram. For all of the clusters,
we also maintain a global edge histogram (EHG) for estimating the upper bound of the
weight of each trajectory in Equation 4.19.
2) Length Histogram. The length histogram (LH) mainly works for computing the
second part of Equation 4.16. For each entry, the key is the length of trajectories (the
standard unit is meter), and the value is the number of trajectories having this length.
LH is sorted by the key in ascending order, LHj[l] returns the number of trajectories
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3) Graph-based Centroid Path Extraction
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Figure 4.12: An overview of indexing framework PIG.
which have a travel distance l in cluster Sj. With the built EH and LH, we further
convert Equation 4.15 to:
Oj = arg min
µj∈Sj
(‖Gj‖+ l<e(µj)∑
l=1
(e(µj)− l)LHj[l]− ∑
e∈µj
EHj(e)
)
= arg min
µj∈Sj
(‖Gj‖+ALHj[e(µj)]− ∑
e∈µj
EHj(e)
) (4.17)
where ALHj is the accumulated length histogram built from LHj by:
ALHj[m] =
0, 0 ≤ m ≤ minT∈Sj e(T)ALHj[m− 1] +∑ml=1 LHj[l], m ≤ maxT∈Sj e(T) (4.18)
Selecting Trajectories as Centroid Paths. By Equation 4.17, we use the edge and length
histograms to check every trajectory in the cluster and find the one with the minimum
objective value. This method reduces the complexity from O(|Sj|2)×O(EBD) to O(|Sj|)
based on the incremental histograms we maintain.
To this end, we still need to check the aggregated distance in Equation 4.17 of
every trajectory to choose the minimum one, so the running time will increase w.r.t. the
size of the data. Computing a lower bound for every trajectory T before computing
the objective value by Equation 4.15 is a better approach. By using the sum of the e(T)
highest frequency of edges in the histogram of a cluster, the lower bound objective value
for the trajectory can be computed, as shown below:
∑
e∈T
EHj(e) < UB1(T) = ∑
e∈T
EHG(e) (4.19)
∑
e∈T
EHj(e) < UB2(T) = ∑
1≤l≤e(T)
EHj[l] (4.20)
These two bounds can be combined as max(UB1(T), UB2(T)) to prune a trajectory be-
fore computing Equation 4.17.
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4.5.2.4 Performance Discussion
The proposed baseline can avoid distance computations to some extent by using bound-
ing and histogram techniques during assignments (Equation 4.11 and 4.14), and re-
finement (Equation 4.19 and 4.20). However, the algorithm still needs to scan every
trajectory in the dataset, as shown in lines 4 and 26 of Algorithm 4.2. Scanning every
trajectory does not scale in large collections, and so indexing techniques can be used to
minimize trajectory data processing costs.
Moreover, choosing an existing trajectory as a centroid path may reduce quality. For
example, traffic cameras may not correctly read the plate number every time which leads
to incomplete trajectories, or when an entire-day taxi trajectory is improperly segmented
(which occurs in the T-drive dataset as shown in Figure 4.32). To avoid such cases and
make the refinement more robust, choosing a complete real path of moderate length is
crucial.
4.5.3 Index-based Clustering
In this section, we propose an indexing framework called PIG to further boost the per-
formance. PIG is composed of three modules (Figure 4.12): a Pivot-table, an Inverted
index, and a Graph traversal algorithm. In particular, the inverted index on each edge
e of the road network can further reduce the distance computation cost; pivot nodes
in the Pivot-table can bound a set of similar trajectories together instead of assigning
them individually; the refinement step is converted to a more scalable graph traver-
sal problem-CPEP to avoid repeated scanning of the trajectory dataset, where a robust,
practical, and efficient greedy algorithm is proposed.
4.5.3.1 Inverted Index Acceleration
For all trajectories in the dataset, an inverted index is built where the key is the edge
and the value is a sorted list of trajectory IDs passing this edge. The inverted index can
avoid distance computations to accelerate the k-paths clustering.
We first assign the trajectories that intersect with the centroid paths by computing
the EBD distance and using the lower bound for pruning. For the remaining trajectories
which do not intersect with any of the centroid paths, we assign each of them according
to their lengths as the distance between Ti and the cluster will be max(e(Ti), e(µj)). If a
trajectory Ti does not occur in any inverted list of a centroid path µj, then we do not need
to check the intersection e(Ti ∩ µj) as it is equal to 0, and we can use max(e(Ti), e(µj))
as the distance directly. Similarly, we can also build an inverted index on every vertex
to accelerate the distance computation for EDR if it is used for road network trajectories.
The inverted index can also allow us to interactively explore the trajectories in a specific
range or path efficiently.
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4.5.3.2 Pivot-table for Metric Features
In this subsection, we will present an index which groups similar trajectories to accel-
erate the assignment step of the baseline proposed in Section 4.5. Before introducing
our solution, it is noteworthy that Kanungo et al. [63] have earlier used a k-d tree and
a perpendicular bisector to prune a group of points in nodes of the k-d tree in Eu-
clidean space, and showed that the index can greatly improve performance for k-means,
especially in low-dimensional space [55]. However, it cannot be used in a metric space
covering EBD.
4.5.3.3 Pruning Mechanism
Metric space indexing is a widely explored area for fast similarity search. Among all
metric indexing methods, a pivot-based index is one of the most popular choices [29].
The idea is to group a set of trajectories into several nodes. Inside each node N, a
trajectory called pivot Tp is chosen, and every trajectory inside N has a distance less
than a radius r to Tp. When a query trajectory q scans node N, the node will be pruned
if dist(q, Tp) − r > mindist(q), where mindist(q) is the current minimum distance. The
assignment can be accelerated by pruning a group of trajectories.
Grouping Trajectories. Similarly, given a node N with a pivot trajectory Tp and radius
r, we can have the following pruning rules with cluster Sj by extending Equation 4.11 &
4.13:
lb(p, j)− r > ub(p) + r : a(N) 6= j (4.21)
EBD(µa′ (p), µj)
2
− r > ub(p) + r : a(N) 6= j (4.22)
Before comparing the bound with every centroid path, we use a global bound similar to
the one described in Equation 4.14.
max
(
lb(p),
cb(a
′
(p))
2
)− r > ub(p) + r : a(N) = a′(p) (4.23)
For the assignment process, we will assign a node of similar trajectories directly
to cluster Sj if the gap between bounds is bigger than 2r, as shown in Equation 4.23;
otherwise, we scan the trajectories inside the node and proceed with assignments. The
centroid paths µj pruned by Equation 4.21 and 4.22 are no longer checked for the child
trajectories of node N.
Example 4.5. As shown in Figure 4.13, a pivot-table is created with a set of trajectory nodes
represented as circles. Node N has a pivot trajectory Tp, and all trajectories inside the node have
a distance less than a radius r to Tp. µj is the second nearest centroid path to Tp. We can assign
the whole node N to the cluster Sa′ (p) if its pivot trajectory Tp’s upper bound plus the radius r
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Figure 4.13: Batch assignment with Pivot-table.
(the greatest distance from any trajectory in N to µa′ (p)) is smaller than the lower bound minus
r (the smallest distance from any trajectory in N to µj), i.e., lb(p)− r > ub(p) + r.
To group all trajectories into nodes, an M-tree [32] can be used. However, when mil-
lions of trajectories are inserted into the tree, it is inefficient, and nodes can have unac-
ceptably large radii to cover the mc trajectories or sub-nodes, where mc is the minimum
capacity of a node. This results in degraded pruning performance. From Equation 4.23,
we can observe that a node with a large radius r rarely induces pruning, and we have to
scan the child trajectories in that node if it is not pruned. Therefore, the tree structure
is not used in this work. Instead, we use a lookup table containing all the pivot nodes.
4.5.3.4 Pivot-table Construction
As shown in Algorithm 4.3, we propose a novel index construction method for the k-
paths clustering problem. First, all trajectories are divided into k clusters with k-paths
(line 4), by employing the baseline in Section 4.5. For a cluster with more than k trajec-
tories, we will keep performing k-paths clustering until the number of trajectories inside
is no larger than k. The final cluster will form a node and be added into the pivot table
PT, and the centroid path µj is the pivot trajectory for that node. After generating all
of the nodes, the edge and length histograms are built for every node. This is used for
refinement when a node is assigned to a cluster.
Algorithm 4.3 can also be used to discover the best k if we have a better idea on
the capacity of each cluster than the parameter k, especially when clustering taxi trips
to an unknown number of potential bus routes, where the capacity of a route is always
given. If a cluster has a number of trajectories greater than the capacity, we will divide
this cluster into more sub-clusters, same as the pivot-table construction.
4.5.3.5 Graph-based Centroid Path Extraction
To further minimize the objective value in Equation 4.15, we define the following prob-
lem with an objective function to find a path in a road network.
Definition 4.12. (Centroid Path Extraction Problem (CPEP)) Given a road network G, CPEP
finds a path µGj in G to minimize the EBD with all the trajectories in the cluster Sj, which can be
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Algorithm 4.3: PivotTableConstruction(k, D)
Input: k: #clusters, D: dataset.
Output: pivot table PT.
1 PT ← ∅, Q.push(D);
2 while Q is not empty do
3 Ds ← Q.poll();
4 S← k-paths(k,Ds);
5 for every cluster Sj ∈ S do
6 if |Sj| ≤ k then
7 r ← GetRadius(Sj, µj);
8 PT.add(µj, r, Sj);
9 else
10 Q.push(Sj);
11 return PT;
formulated as:
OGj = arg min
µGj ∈Gj
∑
T∈Sj
EBD(T, µGj )
= arg min
µGj ∈Gj
(‖Gj‖+ALHj[e(µGj )]− ∑
e∈µGj
EHj(e)
) (4.24)
where µGj ∈ Gj denotes µGj is a path in the frequency graph Gj with a length e(µGj ) =
[lmin, lmax], and initially, lmin = minT∈Sj e(T) and lmax = maxT∈Sj e(T).
Minimizing this function can return a centroid path no worse than choosing an
existing trajectory as the centroid path, this is because each trajectory in cluster Sj is a
path in Gj. Such a path is used to build choosing an existing trajectory as the centroid
path, this is because each trajectory in cluster Sj is a path in Gj and used to build the
frequency graph Gj of Sj, so it can be found in Gj to achieve the same objective value in
Equation 4.15. Moreover, a new path which is composed of the connected edges with
high frequency in the graph can be scanned, so as to further reduce the objective value.
A straightforward method to answering CPEP is to find all of the candidate paths
in the graph. However, there are too many choices for a path with a length in the range
[lmin, lmax], and the brute force method cannot be resolved in the estimated time as CPEP
is NP-hard by converting it to the k minimum Travel Salesman Problem (k-TSP) [9, 52, 90].
Lemma 4.4. The CPEP which finds a path µGj in graph Gj for O
G
j is NP-hard.
Proof. We can convert Equation 4.24 as follows:
OGj = arg min
µGj ∈Gj
(‖Gj‖+ALHj[e(µGj )]−max ∑
e∈µGj
EHj(e)
)
= arg min
|µGj |
(‖Gj‖+ALHj[e(µGj )]− kTSP(|µGj |, Gj)) (4.25)
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where kTSP(|µGj |, Gj) = max∑e∈µGj EHj(e) outputs the maximum sum of the frequency
of a path with a given length of |µGj | in graph Gj, which finds the path of length |µGj |
in graph Gj with the greatest weight, which is an NP-hard problem: k minimum Travel
Salesman Problem (k-TSP) [9, 52, 90] (Given a weighted graph, find a path of minimum9 weight
that passes through any k vertices). Hence, CPEP is NP-hard.
Note that a bounded approximation ratio for k-TSP can be obtained only under the
assumption that the edge-lengths satisfy the triangle inequality [9, 52], since the length
in our graph Gj is the frequency of edges crossing trajectories, and does not satisfy the
triangle inequality, then no known bounded approximate solutions currently exist for CPEP.
The CPEP can be solved by setting different e(µGj ) ∈ [lmin, lmax] for k-TSP,10 and
then choosing the one with a minimum objective value. However, such a method still
needs several times of k-TSP. Hence, we develop an efficient growth-pruning search
algorithm over the graph.
A Greedy Algorithm for CPEP. As shown in Algorithm 4.4, we first initialize all of the
edges of the candidate paths, then all of the paths are grown by appending neighbor
edges using a breadth-first search. We call this process growth. Pruning is performed
on a growing path if it cannot be the result based on the lower bound computed by
appending highly weighted potential edges (we call this the threshold potential).
Note that for a candidate path, we assume that there are no cycles (cycle-free) in
the path as most real paths will not cover the same edge more than once, and it is also
a requirement of the shortest path search problem [35]. We do not insert this kind of
path into the priority queue. Moreover, a consistent path should be only expanded to
a start and end edges, and the connectivity information these two edges (be, ee) can be
retrieved from the graph G. Further, we check whether EHj.contains(e), i.e., whether
there is a trajectory crossing this edge.
1) Priority Queue. A priority queue Q is used to maintain the candidate paths ps with
a threshold potential LB(ps). Each path in the queue is polled by choosing the smallest
threshold potential, and checked to see if the path should be further expanded with a
new edge. If true, it is added to Q. We insert the path candidates incrementally from
each of the single edges initially, and poll the ones with the smallest threshold potential
to check if it can beat the current best centroid path. To achieve a tighter threshold po-
tential, the temporary best centroid path is initialized as µ
′
j from the previous iteration,
as shown from line 1 to 6.
2) Threshold Potential. If the threshold potential of the extended path with a new edge
is greater than the current best path’s objective value min, we will not push this candi-
9Renormalization can be conducted to convert minimum to maximum.
10The k here is the number of edges, which is a different concept from the k in k-paths.
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Algorithm 4.4: CPEP(G, µ
′
j)
Input: G: graph, µ
′
j: previous centroid path.
Output: the centroid path µj.
1 Q ← ∅, B← ∅, min← OGj (µ
′
j), it← 0, µj ← µ
′
j;
2 for each edge e ∈ EHj do
3 if min > LB(e) then
4 Q.push(e, LB(e));
5 while Q.IsNotEmpty() do
6
(
ps, LB(ps)
)← Q.poll();
7 if LB(ps) ≥ min or it ≤ itmax then
8 break;
9 for each neighbor edge e of ps do
10 if EHj.contains(e) and e /∈ ps then
11 ps← ps + e;
12 Compute OGj (ps) by Equation 4.24;
13 if OGj (ps) < min then
14 min← OGj (ps), µj ← ps;
15 Compute LB(ps) by Equation 4.26;
16 if min > LB(ps) then
17 if B(ps) > LB(ps) then
18 Q.push(ps, LB(ps));
19 B.add(ps.be, ps.ee, LB(ps));
20 it← it + 1;
21 return µj;
date path onto Q. For every candidate path, we can compute the threshold potential of
the new path by appending it to the best path (line 15), which is computed as:
LB(ps) = ‖Gj‖ − ∑
e∈ps
EHj(e) +
lmax
min
l=e(ps)
(
ALHj[l]− φ(EHj, l)
)
(4.26)
where φ(EHj, l) is the maximum possible edge weight for the appending path with a
length lmax − l, we can let φ(EHj, l) = ∑lmax−lz=1 EHj[z]. overall bound.
3) Repeatability. Moreover, to avoid repetitive scanning of paths which share the
same start and end edges, a buffer B is created to store the signature of each checked
candidate path, where the key is composed of the start and end edge IDs, and the value
is the threshold potential. If any path being checked has the same start and end edge
IDs, we compare the threshold potential LB(ps) with the bound in the buffer B(ps). The
checked path will be pruned if LB(ps) > B(ps), as shown in line 17.
4) Termination. If the current minimum objective value min is greater than the next
polled path’s threshold potential (in Equation 4.26), the whole algorithm will terminate
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(a) Porto (b) T-drive
Figure 4.14: Road network overview of two collections.
and return the best path (line 7), as all unscanned paths’ best cases are impossible to
beat the current best path. However, according to our experiments, the gap between the
best and threshold potential can be hard to determine. Hence, we terminate if the best
path does not change after a fixed number of iterations itmax (5000 is sufficient according
to our experiments), and the experiment shows that we achieve a better objective value
than Equation 4.15 within thousands of iterations, i.e., it can find a better path than the
dataset scanning based refinement method.
4.6 Experiments
4.6.1 Experimental Setup
Datasets. We use the taxi trajectory datasets of Porto11 and Beijing T-drive [153].
The road network dataset G of each city is obtained from OpenStreetMap. Table 4.2
describes the statistics of the trajectory datasets and road network dataset. Figure 4.14
shows their underlying road networks. The sampling rate here means the average dis-
tance d between two neighbor points in a trajectory (sampling a point every d meters).
As compared to T-drive, Porto has more trajectories, and the sampling rate is higher.
Figure 4.15 shows the edge length distributions of two datasets.
Implementation. We extend the map matching library of GraphHopper12 with the
shortest path-based optimization [100] to improve the efficiency of map-matching. We
use JavaFastPFor13 to compress LEVI, and Classmexer14 to measure the footprint of
11http://www.geolink.pt/ecmlpkdd2015-challenge/dataset.html
12https://github.com/graphhopper/map-matching
13https://github.com/lemire/JavaFastPFOR
14https://www.javamex.com/classmexer/
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Table 4.2: Summary of datasets and road networks.
Porto T-drive
#trajectories 1,565,595 250,997
#total edges 100,995,114 59,360,981
#edges per trajectory 65 237
average travel distance (m) 5632 31,056
Space (MB) of raw D 1853 752
#Edges 150,761 126,827
#Vertices 114,099 54,198
Average edge length (m) 19 217
Space (MB) of G 11 5
Porto T-drive
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Figure 4.15: The edge length distributions of Porto and T-drive.
our index. We use HashMap to store the trajectories and build the inverted index, and
Google Guava MultiSet15 to build the histograms. All raw trajectories are mapped to the
road network off-line at index time, and the total mapping time is shown in Table 4.3.
All experiments were performed on a server using an Intel Xeon E5 CPU with 256 GB
RAM running RHEL v6.3 Linux, implemented in Java. The index and data were saved
to disk after construction, and were memory-mapped to perform the query processing.
Before conducting the queries we ensure that LEVI is fully loaded in main memory.
4.6.2 Evaluation of Torch
Experimental Goals. The effectiveness and efficiency of Torch are evaluated in the next
three subsections. We verify: 1) Index Performance – whether the compression techniques
can significantly reduce the storage; 2) Efficiency of Search – whether LEVI and our prun-
ing algorithm answer LORS similarity queries efficiently, and improve the performance
of existing similarity measures over raw trajectories; 3) Effectiveness of LORS – whether
15https://github.com/google/guava
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Table 4.3: Time spent on map matching, index construction, and compression.
Mapping Index building Compression
Porto
LEVI 3840s 283s 59s
R-tree – 245s –
T-drive
LEVI 542s 214s 40s
R-tree – 66s –
LORS similarity is robust to the sampling rate, GPS error, and point shift.
4.6.2.1 Index Performance of Torch
Construction. Table 4.3 shows the time spent on index construction over the two
datasets, including the time spent on the map-matching of the whole dataset, build-
ing and compressing LEVI. The “–” in the table means there is no map matching or
compression when using an R-tree to index. Compared with indexing using an R-tree
[54] on the raw trajectory directly, we spend most of the time on the map-matching.
However, this is done offline, and can reduce the time when answering online queries.
Compressibility. Table 4.4 shows four aspects for each dataset: 1) the space of the
raw trajectory dataset D and the R-tree (Raw); 2) the space of the VerII and EdgII,
positional list, trajectory data, location table of edge and vertex on mapped trajectory
data (Map); 3) the list compression (ListCom) based on PFor and VByte [75], 4) the
trajectory reordering to compress the inverted lists (Reorder). The “–” in row “Raw”
means that the index or similarity measure is not supported, and all other “–” mean
that the index cannot be compressed (ListCom and Reorder). For VerII and EdgII, the
left column shows the space of vertex id list, and the right column shows the space
of the positional list. A breakdown of the index size under each similarity measure is
as follows. LORS:{1, 6}; LCSS and EDR:{2, 3, 4, 5}; DTW, Hausdorff (Haus) and Fréchet:
{2, 3, 5, 7} for raw data based on R-tree; the mapped data based on Grid-index is VGI
{2, 3, 4, 5}.
Observation 4.1. For raw trajectories, the R-tree needs to create MBRs to bound points, re-
quiring a significant amount of additional space. For example, the R-tree for Porto needs more
than 2GB. When compared against indexing all of the points in trajectories using an R-tree,
our index with the compression on lists and trajectory id reordering can significantly reduce the
space. In particular, list compression and reordering can achieve a compression ratio of 15.1% –
764MB → 281MB → 116MB on the Porto dataset. This compression ratio makes it possible
to process search queries over billions of trajectories. The right side of Table 4.4 shows the mini-
mal storage to answer queries using each similarity measure. For example, LORS depends only
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Table 4.4: Space of the index, trajectory, and the minimum space to answer TSS.
EdgII 1 VerII 2 VGI 3 D4 V5 E6 R-tree7 LORS LCSS EDR DTW Haus Fréchet
Porto
Raw – – – – 3178 1853 – –
2982
– 5031 5031 4843 4843 4843
Map 764 307 736 296 14 1130 6 5 1076 2182 2182 4020 4020 4020
ListCom 281 108 299 104 6 301 – – 394 716 716 3691 3691 3691
Reorder 116 – 132 – – – – – 229 549 549 3524 3524 3524
T-drive
Raw – – – – 741 752 – – – 1493 1493 1162 1162 1162
Map 373 208 374 209 6 629 3 3 584 1221 1221 1625 1625 1625
ListCom 178 91 164 91 2 155 – – 410 272 415 415 823 823 823
Reorder 146 – 131 – – – – – 237 382 382 790 790 790
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Figure 4.16: TSS with LEVI using different measures on Porto.
on EdgII and the Edge table, and the storage of LORS is at most 116 + 108 + 5 = 229MB (in
bold). When comparing the two datasets, we observe that the compression is better in the larger
Porto dataset. For T-drive, map-matching needs to add more points to achieve competitive
precision when compared with the raw trajectories. Overall, LORS achieves the most efficient
search with the least footprint 0.2GB for Porto, while all other models require at least 0.5GB.
4.6.2.2 Efficiency Evaluation of Torch
Comparison. Similarity search TSS and basic search BTS are both evaluated in this
section. For TSS, we compare LORS with LCSS, EDR, and DTW over the mapped and
raw trajectories using the same query set. The Hausdorff and Fréchet distance are not
shown here as they are much slower than the other four tested measures. To simulate
the real queries, we generate a query pool of 1000 trajectories with a length |Q| of 90
(the average length of trajectories in D) by randomly choosing from D, and choosing
the |Q| front edges incrementally in order to test the effect of parameter |Q|. For each
query, we run it five times and report the average running time.
Similarity Search. To observe the effect of k and the number of edges |Q|, we increase
k = 1, 5, 20, 35, 50, |Q| = 10, 30, 50, 70, 90 to observe the performance by executing the
queries in the query pool, where the underlined number is the default value.
Observation 4.2. From Figure 4.16, we observe that LORS is always the most efficient when k
and |Q| are increased.
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Figure 4.17: TSS with LEVI using different measures on T-drive.
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Figure 4.18: LORS with LEVI and Compressed LEVI on Porto.
 
0
 
0
.
2 
0
.
4 
0
.
6 
0
.
8
 
1
5 20 35 50
C
P
U
 C
o
s
t 
( 
s
 )
k
T−drive
Refine
Filter
 
0
 
0
.
2 
0
.
4 
0
.
6 
0
.
8
 
1
10 30 50 70 90
C
P
U
 C
o
s
t 
( 
s
 )
|Q|
T−drive
Refine
Filter
Figure 4.19: LORS with LEVI and Compressed LEVI on T-drive.
Next, we explore the search time compared with state-of-the-art using raw trajec-
tories, and the results on Porto are in shown in Figures 4.18, 4.20, 4.21, and 4.22. In
each Figure, each column compares the indexes answering the same similarity measure,
and it is composed of the time for filtering and refinement. For example, Figure 4.18
compares the search efficiency of LORS based on LEVI and compressed LEVI. Table 4.5
shows a further breakdown of the running time to the mapping, filtering, refinement,
as well as the number of candidates after filtering, and refined candidates on the Porto
dataset, where “#can” means the number of candidates after filtering, “#refine” means
the number of trajectories whose real distances are computed.
Observation 4.3. First, LORS supports the search in the most efficient manner, followed by
EDR and LCSS. Second DTW is improved the most by LEVI (up to three times). Third, the search
over compressed data will degrade the efficiency by 10% to 20%, because of decompressing the
compressed posting list to access the list of vertex ids. Last, from Table 4.5, it can be observed
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Figure 4.20: LCSS with Grid-index, LEVI, compressed LEVI.
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Figure 4.21: EDR with Grid-index, LEVI, compressed LEVI.
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Figure 4.22: DTW with R-tree and LEVI.
Table 4.5: Running time (sec) and candidates break down of TSS when k = 20, |Q| = 50.
Map Filter Refine #can #refine
Porto
LORS
0.002
0.378 0.469 228,848 44,641
LCSS 1.187 0.171 286,218 13,935
EDR 1.185 0.151 286,218 13,257
DTW 5.512 1.475 288,820 134,236
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Figure 4.23: BTS: range query (left) and path query (right).
Table 4.6: The robustness evaluation to the sampling rate, GPS error, and point shifting.
Sampling Rate GPS Error Point Shift
LORS LCSS EDR DTW Fréchet Haus LORS LCSS EDR LORS LCSS EDR
Porto
P@5 0.959 0.825 0.872 0.887 0.857 0.841 0.987 0.600 0.587 0.969 0.793 0.843
P@10 0.941 0.793 0.839 0.840 0.830 0.809 0.969 0.550 0.529 0.964 0.791 0.840
P@15 0.921 0.778 0.819 0.813 0.815 0.788 0.946 0.532 0.506 0.959 0.790 0.831
NDCG@5 0.966 0.846 0.888 0.902 0.869 0.858 0.991 0.641 0.630 0.972 0.805 0.851
NDCG@10 0.952 0.819 0.861 0.868 0.849 0.832 0.979 0.595 0.579 0.968 0.801 0.847
NDCG@15 0.938 0.804 0.845 0.846 0.836 0.815 0.962 0.575 0.555 0.964 0.794 0.839
T-drive
P@5 0.982 0.895 0.816 0.981 0.950 0.909 0.999 0.880 0.760 0.958 0.881 0.801
P@10 0.974 0.916 0.824 0.969 0.958 0.916 0.988 0.868 0.720 0.953 0.914 0.829
P@15 0.964 0.912 0.831 0.933 0.962 0.922 0.976 0.836 0.681 0.952 0.927 0.857
NDCG@5 0.984 0.882 0.823 0.981 0.948 0.907 0.998 0.877 0.775 0.960 0.864 0.807
NDCG@10 0.978 0.900 0.825 0.974 0.954 0.912 0.990 0.871 0.745 0.956 0.891 0.822
NDCG@15 0.972 0.901 0.829 0.951 0.958 0.916 0.982 0.851 0.716 0.955 0.904 0.841
that filtering occupies the largest portion of running time in LORS.
Basic Search. Given a rectangular region, a range query (RQ) searches all the trajec-
tories that cross this region. We randomly generate 1,000 points in the space of each
city, and further produce the rectangles centered at the point with a side length of
r = 100m, 200m, 300m, 400m, 500m. Then we increase the size of the rectangle to observe
the performance. Based on the query pool with 1000 trajectories used in the similar-
ity search, we increase the number of query edges on the former query to observe the
performance of path query (PQ) and strict path query (SPQ), i.e., |Q| = 10, 30, 50, 70, 90.
Observation 4.4. We compare our performance with range queries over an R-tree of raw tra-
jectories. In Figure 4.23, a range query with LEVI is more efficient than with an R-tree [65] or
a Grid-index [89], with up to a ten-fold improvement. A path query (PQ) is more efficient than
a strict path query (SPQ), as an SPQ imposes ordering constraints. PQ and SPQ with as many
as 90 edges can still be answered within 1 second, which should fulfill the goal of near real-time
traffic monitoring. PQ and SPQ with compression can be slower, but still five times faster than
an R-tree based range query.
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4.6.2.3 Effectiveness Evaluation of Torch
No ground truth relevance labels exist for trajectory search over road networks, which
could be used to evaluate the robustness of different similarity measures. Torch em-
ploys a relevance judgment method where the ground truth is generated by creating
trajectories on a given path in the road network, and checking whether they can be still
retrieved as a top-k result. Such a path-based ground truth generation is also widely
used in map matching [92].
Ground Truth Simulation. We randomly choose 2000 trajectories from each dataset,
and map them to the path in the road network. For each path, we generate k trajectories
from this path through simulating the GPS sampling, and inject them into the raw
trajectory dataset D. To simulate the GPS sampling of a path, we consider three features:
sampling rate, GPS error, and point shifting. In particular, we maintain three ground
truth sets by changing the sampling rate, injecting GPS error and conducting point shift.
For the sampling rate, we take each query trajectory as the base, and add 1, 2, . . . , k
points into the edge between two adjacent vertices to generate k trajectories successively.
For the GPS error, we re-sample each point and move it by a distance of 2m to 7.8m as
the GPS has a global average user range error (URE) of ≤ 7.8m.16 For point shift, we
shift all of the points of the raw query trajectory along the road segments by 1m, 2m,
. . . , k2 in two directions. For all the search results of a query, we judge them with three
grades: 1) 2 for those trajectories in the generated ground truth of query; 2) 1 for those
trajectories which are not in the ground truth but overlap with the query; 3) 0 for all
remaining trajectories in D. To guarantee that all of the trajectories in D are labeled
with only one of the three grades, we remove all of the trajectories that overlap with the
queries before injecting the ground truth set.
Comparison. We compare LORS with the other five similarity measures including DTW,
LCSS, EDR, Hausdorff and Fréchet distance over the raw trajectories, as all the state-art-
of methods on trajectory similarity search previously used raw trajectories [137]. The
comparison is extensively conducted by changing k = 5, 10, 15 using three simulated
ground-truth sets. We employ two metrics to measure the precision, they are top-k result
precision (P@k) and normalized discounted cumulative gain (NDCG@k) [62], respectively.
Observation 4.5. We compare all six similarity measures by sampling rate, GPS error, and
point shifting, as shown in Table 4.6. We observe that LORS consistently has the highest search
precision. The main reason for non-relevant results is that the raw trajectory is not mapped to
the original route, and may lead to mismatches with the query. As k increases, the precision
of all measures degrades as the results contain more trajectories which are not in the ground
truth set. For GPS errors and point shift, we choose the two most efficient measures LCSS and
16https://www.gps.gov/systems/gps/performance/accuracy/
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EDR to compare due to space limitations. We observe that LORS is robust to GPS errors and
point shift, while LCSS and EDR have low precision as they used a threshold to match points,
and the two original matching points are not matched as the GPS error and point shift divide
them. Interestingly, T-drive has a higher precision than Porto for each similarity measure,
especially DTW. This is because T-drive has fewer trajectories, and the ground truth queries
injected are therefore easier to identify in the top-k results. However, DTW spends more than five
times longer than LORS to complete the search. To summarize, among all six measures, LORS is
the most robust to the sampling rate, GPS error, and point shift.
4.6.3 Evaluations of k-paths
Experimental Goals. We wish to conduct experiments to show the efficiency of EBD
based k-paths over state-of-the-art [21, 50], scalability of the PIG index proposed for k-
paths, the effectiveness of EBD over state-of-the-art [21, 50, 74], as well as the impact of
varying k.
Comparisons & Measures. Our primary baseline is the most cited trajectory clustering
work TRACLUS [74] which is density-based, and the state-of-the-art k-center for point-
based trajectories [21] which is partition-based. We also use LORS and five other existing
trajectory similarity measures widely used for partition-based clustering as shown in
Table 2.5, and integrate them with k-paths. Specifically, DTW [145], Discrete Fréchet
Distance (Fré for short) [3], and EDR [136], Hausdorff (Hau for short) [21], ERP [96]
are compared with EBD, where the starting vertices of edges embody the point-based
trajectory. Running time, a case study, convergence (objective value and running time
in each iteration), and pruning power (#pruned distance computations) are reported.
Since the original TRACLUS algorithm cannot be used to cluster million-scale
datasets, we have optimized TRACLUS using our data modeling method. TRACLUS [74]
is composed of two steps: partition and grouping. Partitioning finds the segments
shared by trajectories, which can be seen as constructing the road network using tra-
jectories. Since we use network-based trajectories, we can use the road network as the
partition’s output directly. In grouping, we select all the edges with a frequency higher
than a threshold (Lee et al. [74] set it as the average frequency) from our edge histogram.
4.6.3.1 Efficiency Study of k-paths
For fair comparisons, we run experiments on the same dataset with the same randomly
selected initial centroid paths in each test for the efficiency validations. We randomly
generate the seed pool which contains 200 groups of initial centroid paths, and each
group includes 100 trajectories for each dataset. For all k < 100, we choose the first
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Figure 4.24: The single iteration clustering time of six measures-based k-paths.
k trajectories from each group and run every comparison for each group, and finally
record the average running time and the number of iterations (#iterations).
k-paths with Various Similarity Measures. We first compare the single-iteration run-
ning time of EBD-based k-paths with that of other similarity measures based k-paths for
all three datasets. We set |D| = 1000 based on the poor efficiency of other measures.
The EBD-based k-paths incorporates all of the optimizations proposed in this chapter;
ERP also uses our lower bounding approach described in Section 4.5.2.2 and LORS uses
our inverted index approach from Section 4.5.3. We omit EDR as it has a similar run-
ning time to LORS. Both use a similar dynamic programming approach, and the key
difference is that EDR is point-based while LORS is based on edges. All other distance
measures use assignments and refinements based on a distance matrix. We also show
the number of iterations for all measures in Figure 4.24. Note that EBD and LORS over-
lap as they produce a similar trajectory distance on the collections, and require the same
number of iterations.
k-paths with EBD. The histograms in Figure 4.24 show the assignment and refinement
time respectively, and compare five methods from left to right:
1): PIG proposed in Section 4.5.3; 2): baseline solution proposed in Section 4.5.2; 3):
Lloyd’s algorithm introduced in Section 4.5 (we omit it when verifying k as it is not
competitive); 4): k-center [21]: which is the state-of-the-art for point-based trajectory
clustering, which adopts the Hausdorff distance [93] and uses an alternative partition-
based clustering framework k-center tries to bound all points in k circles, and minimizes
the sum of the radius; 5): VFKM [50] (Vector Field k-means) which uses vector fields to
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Figure 4.25: #EBD computation and time, #moved trajectories and histogram update.
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Figure 4.26: Refinement time and objective value for scanning and CPEP.
induce a notion of similarity between trajectories, define and represent each cluster. We
test k = {10, 20, 30, 40, 50} and data scale |D| = {100, 1000, 10,000, 100,000, 1,000,000}.
The underlined number is the default value when testing multiple parameters.
Breakdown of Assignment Process. Figure 4.25 shows the number of distance calcu-
lations in the assignment step using our proposed solutions as they are gradually in-
creased. We compare Lloyd’s algorithm (LL), Centroid drift (CD), Centroid bound (CB),
Inverted index (II), and Pivot-table (PT). The number of relocated trajectories (line 24 of
Algorithm 4.2) and histogram updating time in each iteration are also observed.
Breakdown of Refinement Process. Figure 4.26 compares the refinement time and ob-
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Figure 4.27: CPEP Breakdown: #steps in each iteration.
jective value changes in each iteration. Here “Scanning” represents the baseline method
proposed in Section 4.5.2.3. Refinement time changes with the iterations in all of the 200
groups of experiments, and the boxplot reinforces our belief that we can get stable per-
formance using randomly chosen seeds. It shows that CPEP can find a better centroid
path (a smaller objective value defined in Equation 4.24 than Equation 4.15’s), and the
running time of refinement is also smaller than the full scan based method.
Moreover, Figure 4.27 shows the refinement performance of the greedy algorithm
for CPEP. We show the average termination time (the steps used to update the min in
Algorithm 4.4) in each iteration of k-paths, which decreases with the iterations. This
suggests that the optimal path can always be found in a limited number of path scans.
Observation 4.6. Firstly, EBD is the only similarity measure which can achieve million-scale
k-paths trajectory clustering for all six measures, while the other five measures can only achieve
thousand-scale clustering. Secondly, k-paths with EBD and our proposed pruning ideas out-
perform the state-of-the-art method–k-center [21] and VFKM [50] by roughly two orders of
magnitude. Specifically, k-paths needs fewer distance computations (more than 80% are pruned)
by using proposed bounds and index, the histograms and graph traversal not only accelerate the
refinement, but also return better centroid paths with a smaller objective value. Finally, as the
dataset size grows, the running time increases linearly, and the number of iterations increases
slightly. Increasing k leads to a small rise in the number of iterations and running time.
4.6.3.2 Scalability Study of Indexing
Index Construction. Table 4.7 shows the time spent on index and histogram construc-
tion. To compress the dataset and index, we still use JavaFastPFOR to compress the
sorted lists as shown in Figure 4.7.
Data Scale. Since we do not have access to other larger real-world datasets, to test the
scalability, we double the datasets and collect the running time, as shown in Figure 4.28.
k-paths with Updates. When we insert a new trajectory into the dataset, efficiently
updating the centroid path is crucial. We can assign this new trajectory to k centroid
paths using the lower bound technique, update the corresponding cluster’s edge and
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Table 4.7: Index constructing time (sec), space & compression (MB).
Porto T-drive
Time Space Compression Time Space Compression
Dataset - 385 178 - 226 82
Inverted index 94 381 111 42 212 65
Pivot-table 3232 66 - 2346 11 -
EH 0.21 1.15 - 0.12 0.96 -
ALH 0.13 41 - 0.08 64 -
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Figure 4.28: Scalability test on data scale and updates.
length histograms, and then we can run CPEP and update the centroid path. We only
insert new edges in the trajectory in the priority queue, as other edges have already
been checked. Then the update cost is only related to k, and is independent of |D|.
Observation 4.7. The compression techniques help reduce the total trajectory dataset size from
385MB to 178MB for Porto, and from 226MB to 82MB for T-drive, which is a further
achievement over the compression on unsorted lists shown in Table 4.4. Then, we get a compres-
sion ratio of 2.16 and 2.76, respectively. T-drive has a higher ratio as it has longer trajectories
with 237 edges on average (see Table 4.2), where the compression will be more effective [163].
Hence, our algorithms are space-efficient and scalable. Moreover, our algorithm efficiently sup-
ports updates in large collections. The running time grows linearly with the size of the data.
4.6.3.3 Effectiveness Study of k-paths
Case Study by Visualization. As shown in Figure 4.29 to 4.33, we cluster the taxi
datasets to help plan new bus routes. We compare five different methods: 1) TRA-
CLUS [74] (Figure 4.29); 2) k-center [21] (Figure 4.30); 3) LORS-based (Figure 4.31); 4)
EBD-based without CPEP (Figure 4.32); 5) EBD-based with CPEP (Figure 4.33). Figure
4.29 presents the density-based method TRACLUS. The rest four are partition-based,
and the output will be k paths with a different color. In Figures 4.33 we highlight the
locations of airport and main railway stations of each city. Beijing where the T-drive
locates has three main railway stations, i.e., Beijing station, Beijing West, and Beijing
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(a) Porto-TRACLUS (b) T-drive-TRACLUS
Figure 4.29: A visualization of results from density-based algorithm TRACLUS [74].
(a) Porto-k-center (b) T-drive-k-center
Figure 4.30: A visualization of results from partition-based algorithm k-center [21].
(a) Porto-LORS-based k-paths (b) T-drive-LORS-based k-paths
Figure 4.31: A visualization of results from LORS-based k-paths.
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(a) Porto-EBD-based k-paths (b) T-drive-EBD-based k-paths
Figure 4.32: A visualization of results from EBD-based k-paths.
(a) Porto-CPEP-based k-paths (b) T-drive-CPEP-based k-paths
Figure 4.33: A visualization of results from EBD-based k-paths with CPEP optimization.
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Figure 4.34: Finding the elbow of the objective value.
South; Porto has two main railway stations, i.e., São Bento and Campanhã.17 We can
observe that our cluster paths are often closely aligned with these prominent locations.
Choice of k. As k is the only parameter required for k-paths, we also explore how to
estimate the best k for each dataset. Using the elbow method [67, 69] to determine the
optimal number of clusters is a common approach for k-means, i.e., finding the k where
the gradient of objective value (Equation 4.4) starts to decrease. As shown in Figure 4.34,
17We got the information about main railway stations by searching “Beijing railway station” and “Porto
railway station” using Google Maps, respectively.
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we increase k and observe changes to the objective values produced in both datasets.
Observation 4.8. Firstly, Figure 4.33 and 4.32 both show that the returned centroid paths
with the EBD for k-paths cover the path beginning from or ending at the airport while the other
two methods (LORS and k-center) do not. LORS in Figure 4.31 performs poorly as we can
only use it to cluster 1000 trajectories. This is consistent with our intuition that taxis are one
of the primary modes of transportation around the airports and railway stations, and provides
additional qualitative evidence of the quality of the results being returned by our approach, which
also validates that our clustering results can show real demands, and help guide a transportation
department in designing routes.
Secondly, by comparing Figure 4.33(a) which is CPEP-based k-paths and Figure 4.32(a),
we can see that they are very similar visually, i.e., CPEP can find centroid paths as effective
as scanning every trajectory. In Figure 4.32(b), since T-drive stores the complete trajectory
of every vehicle for long durations (while every trajectory in Porto is a single trip), choosing
the existing trajectories as the centroid paths in k-paths produces long and chaotic trajectories,
which are not as easy to work with as Porto is for visualizations. In contrast, CPEP based
k-paths in Figure 4.33(b) chooses the paths from the graph, which is much clearer and validates
the robustness of our algorithm for CPEP which we believed is crucial (see Section 4.5.2.4).
Finally, Figure 4.34 shows that the selection of k based on finding the elbow is feasible for
our two datasets. For Porto, the elbow is around k = 21 (where the arrow points to), and the
elbow is quite clear for T-drive, at around k = 13.
4.7 Conclusions
This chapter proposed a trajectory search engine called Torch and clustering framework
over the vehicle trajectories on road networks, which aims to answer the basic and sim-
ilarity search (TSS and BTS), and advanced trajectory search (k-paths). In Torch, the
four-level design and applications of the inverted index, compression and effectiveness
evaluation from information retrieval simplify the trajectory storage and retrieval, en-
able a new similarity measure called LORS based on road segments, and accelerate the
basic trajectory search based on the highly compressible LEVI.
To answer k-paths efficiently, we further simplified the computation of LORS, and
proposed a novel similarity measure called EBD, which reduces the time complexity of
computation, obeys the triangle inequality and order constraint. Based on EBD, effective
lower bound prunings and built histograms, k-paths can be answered using the classic
Lloyd’s clustering algorithm efficiently. To further resolve the problem of 1:1 data access
during assignment and refinement, we proposed an indexing framework based on LEVI
called PIG that groups trajectories in a Pivot-table, and utilizes an inverted index to
avoid unnecessary distance computation, traverses a graph to find robust centroid paths.
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Activity Trajectory Search
Chapter 3 and Chapter 4 have explored efficient queries over spatial-only trajectory data
(commuter trajectory and vehicle trajectory, respectively). In this chapter, we will inves-
tigate queries over the more complicated spatial-textual trajectory data case (activity
trajectory).1 We focus on two types of queries: 1) TkSTT for activity trajectory data;
2) MASK for trajectory (spatial-only & spatial-textual) and point of interest (POI) data.
Five real-world datasets are employed to evaluate the efficiency and scalability of our
proposed solutions towards these two queries.
5.1 Overview: Challenges and Solutions
5.1.1 TkSTT
The top-k spatial-textual trajectory query (TkSTT) will find the most relevant historical ac-
tivity trajectory data to the given query. However, we have shown that existing measures
for TkSTT are not flexible when computing the relevance between query points and tra-
jectory in Section 2.4.1. Efficient computation of top-k spatial-textual trajectory query is
another key challenge. Trajectory pruning is more difficult when text descriptions are
constrained to point locations. If traditional approaches are used to solve this problem,
the similarity computation usually has a quadratic cost, since every point must be com-
pared against all points in every other trajectory. Combining the two dimensions into
a coherent definition of similarity while still allowing efficient pruning based on both
spatial proximity and keyword similarity is the main problem addressed in this chapter.
From Section 5.2 to Section 5.4, we introduce a fine-grained spatial-textual similar-
ity measure that starts with a point-level to trajectory-level match. By extending Algo-
rithm 4.1, we propose an incremental lookup framework to improve efficiency which
works as follows: 1) Expand the search range λ to perform a top-λ spatial keyword
1For the objective of simplification, we use “trajectory” as a short name for “activity trajectory” in the
rest of this chapter.
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query, and find the λ closest points and their affiliated trajectories, forming a candidate
top-k set; 2) Expansion is halted once the upper bound for any unseen trajectory simi-
larity is not greater than the lower bound of the currently processed trajectories in the
candidate set, thus pruning away trajectories which cannot be in the top-k; 3) Sort the
candidate set to find the top-k. The pruning methods in Step 2 form the baseline. Two
additional directions to improve the efficiency are explored using this framework.
Note that we do not use map matching [83] for activity trajectory data like vehicle
trajectories in Chapter 4. The reasons are four-fold: 1) Each point in activity trajectory
data is recorded and checked by users proactively, so there is no error, point shift, and
varying sampling rate; 2) Check-in points in activity trajectories are not in road, and
map matching can lead to a loss of precision in this scenario; 3) The exact path of a
trajectory in the application of trip planning is not as important as the one of traffic
monitoring; 4) It is hard to infer a real path as activity trajectory data is always sparse,
which is also known as trajectory uncertainty [161]. However, we can still extend the
lightweight indexing methodology in Chapter 4 to accelerate the search over activity
trajectory data.
5.1.2 MASK
Besides activity trajectory data, trip planning also needs to conduct various queries over
POI data (hotels, restaurants, and attractions), such as kNN, ANN, and ATNN which
we introduced in Figure 1.5. A straightforward approach to support multiple queries
is to adopt the above standalone work to handle each type of query; however, it is ex-
pensive in both storage and computation cost, thus failing to provide interactive search.
Furthermore, an extensive literature study in Chapter 2 has shown that no existing work
can support any of the above queries over both POI data and trajectory data simultaneously.
Therefore, the first goal is to utilize a unified index and query processing paradigm to
answer various queries. The second goal is to support interactive search to provide a
quick response for a query session consisting of different types of settings of queries.
To achieve these goals, we first propose a general top-k query called Monotone Ag-
gregate Spatial Keyword query-MASK. Then, we show that MASK is able to cover most
types of trajectory and POI search. Next, we develop a unified indexing (called Textual-
Grid-Point Inverted Index) and query processing paradigm (called ETAIL Algorithm)
to answer a single MASK query efficiently. Furthermore, we extend ETAIL to provide
interactive search for multiple queries within one query session, by exploiting the com-
monality of textual and/or spatial dimension among queries.
5.1.3 Technical Contributions
In this chapter, we make the following technical contributions:
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• We propose an incremental scanning method for TkSTT as the baseline, and gap-
based optimization to terminate the search expansion as early as possible. (Sec-
tion 5.3)
• By observing that the same data points may be repeatedly probed until the can-
didate set is finalized during the incremental expansion, we propose a two-level
threshold algorithm (2TA) to avoid repetition. We also show how to extend our
framework to support order-sensitive TkSTT. (Section 5.4)
• We further generalize 2TA which answers queries over activity trajectories only,
to process MASK queries for both POI and trajectory (spatial-only and spatial-
textual) data, with an efficient search paradigm-ETAIL. We highlight three com-
mon refinements of MASK queries, and propose an optimized RETAIL by reusing
scanned objects, to achieve an interactive search experience. (Section 5.5)
• We have performed extensive experiments using five real-world datasets to verify
the efficiency and scalability of our approaches. (Section 5.6)
5.2 A Point-wise Activity Trajectory Similarity Measure
In this section, we will formally define our new similarity measure and the problem of
top-k spatial-textual trajectory query.
Definition 5.1. (Point) A point p = (ρ,ψ) is a pair consisting of a location ρ and a set of
associated keywords ψ = (t1, t2, . . . , ti) describing the ρ and/or the activities at ρ.
Definition 5.2. (Trajectory) A trajectory T of length n is in the form of p1, p2, . . . , pn, where
each pi is a point.
Definition 5.3. (Query) A query Q (of size m) is a set of points in the form of {q1,q2,. . . ,qm}.
The similarity between T and Q is computed between points which share at least
one common keyword. However, a query point may have multiple text-wise match-
ing points, recalling the related work on spatial-only trajectory search, the similarity is
computed from one point to another point. Therefore, we choose the point with the
maximum spatial-textual similarity, and add all point-to-point similarities to get the
spatial-textual similarity between query and trajectories.
Definition 5.4. (Point-to-Point Similarity) We define the similarity between two points pi,
pj as:
Sˆ
(
pi, pj
)
=
{
0, pi.ψ ∩ pj.ψ=∅
α · Sˆρ(pi, pj) + (1− α) · Sˆψ(pi, pj), otherwise
(5.1)
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where Sˆψ
(
pi, pj
)
is the textual similarity, Sˆρ
(
pi, pj
)
is the spatial proximity between two points,
and α ∈ (0, 1) is used to adjust the relative importance of the spatial and textual similarity.
We use the sum of the textual relevance of each term [11, 154] to measure the
textual similarity, and the Euclidean distance to measure the spatial proximity, which
is also widely used in spatial-textual search over points [33] and trajectories [159]. The
choice of similarity metric is orthogonal to our query processing method.
Sˆψ
(
pi, pj
)
= ∑
t∈pi .ψ∩pj.ψ
γ(t) (5.2)
Sˆρ
(
pi, pj
)
=
dmax − d
(
pi.ρ, pj.ρ
)
dmax
(5.3)
Here, γ(t) is the weight of keyword t in pj calculated by a simple TF·IDF model [11]. The
variable dmax is the maximum distance between any two unique points in geographical
space, and used to normalize the spatial scoring between 0 and 1.
Definition 5.5. (Point-to-Trajectory Similarity) The similarity between a query point qi and
a trajectory T is defined as:
Sˆ (qi, T) = max
pj∈T
{
Sˆ
(
qi, pj
)}
(5.4)
Definition 5.6. (Point-wise Similarity) The pointwise similarity between T and Q is a sum
of the point-trajectory similarities between T and each point in Q, normalized by |Q|:
Sˆ (Q, T) = ∑
qi∈Q
Sˆ (qi, T) /|Q|. (5.5)
In trajectory T, |Q| points are chosen to compute the final similarity between T and
Q. These |Q| points form a sub-trajectory which can be taken as a representative result,
and denoted as TQ.
Definition 5.7. (Top-k Spatial-Textual Trajectory Query) Given a trajectory database D =
{T1, . . . , T|D|} and query Q, a trajectory search retrieves a set Ds ⊆ D with k trajectories such
that: ∀T ∈ Ds, ∀T′ ∈ D −Ds, Sˆ(Q, T) > Sˆ(Q, T′).
Example 5.1. Recall in Figure 2.8 which is an illustrative example of a query and trajectories,
it shows: (a) The spatial shapes of the query and trajectories; (b) The keywords attached to
each point in T1; and (c) The best match for each query point with T1 based on our point-
wise similarity measure. Further, Table 5.1 presents an example of the similarity computations
between a query Q and the six trajectories based on Definitions 5.1-5.6 (shown in Figure 2.8
where α = 0.5. Here, “ID” shows the point position in trajectory.). For each query point,
we list the maximum similarity for every trajectory, and a blank space means that they share
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Table 5.1: Similarity table between Q and all trajectories T1 to T6.
q1 q2 q3 Q
ID Sˆρ Sˆψ ID Sˆρ Sˆψ ID Sˆρ Sˆψ Sˆ
T1 2 0.7 0.7 3 0.4 0.5 4 0.3 0.5 0.516
T2 2 0.6 0.5 4 0.5 0.5 0.35
T3 1 0.9 0.5 0.233
T4 1 0.2 0.3 2 0.7 0.5 0.283
T5 2 0.7 0.3 3 0.5 0.3 0.3
T6 3 0.4 0.2 4 0.2 0.2 0.166
no common keywords. We can compute the similarity between Q and T1 using Sˆ (Q, T1) =
0.7+0.7
2 +
0.4+0.5
2 +
0.3+0.5
2
3 = 0.516 and the similarities of other trajectories are listed in the right column
of the table. As we can see, T1, T2, T5 are the top-3 results.
5.3 Incremental Query Processing
The similarity (Definition 5.6) is an aggregation of spatial-textual similarities from all
query points, and is inspired by spatial-only trajectory search [31, 99, 118]. The threshold
algorithm of Fagin et al. [49] can be used directly as a filtering framework for ranked lists,
which we used in Section 4.4.3, as shown in Algorithm 4.1. The main challenge here is
that we cannot directly generate a sorted candidate list L(q) for a spatial-textual query
point like a spatial-only query point q using a Grid-index.
While in principle a similar idea can be modified to suit our purposes, using the
algorithm of Fagin et al. directly does not work since the top-k list for every point in
the query is not known a priori. However, another solution, the incremental k nearest
neighbors search algorithm IKNN [31, 99] can be used to fill partially ranked lists with
exactly λ nearest points for every query point. The ranked lists can be expanded by
increasing λ until all unseen trajectories cannot beat the current results. Next, we show
how to extend IKNN from spatial-only to spatial-textual search, and propose several
bounds to terminate the expansion, which form a baseline for TkSTT.
5.3.1 Incremental Lookup Algorithm
The Incremental Lookup Algorithm (ILA) can be divided into three steps, as shown in
Algorithm 5.1.
Step 1: For each query point qi ∈ Q, we first conduct a Top-λ Spatial Keyword Query
(TkSK) to find k = λ points with the highest point-wise similarity (Equation 5.1) from
D.P which are all points in D. Note that we have introduced several solutions for
TkSK in Section 2.4.1, and settle on the state-of-the-art method RCA [154] based on our
experiments, which uses the index structure described in Section 5.4. Initially, λ is set to
k. As a result, we have |Q| ranked lists Lit (qi) (Lines 3-7). Then for each point in Lit (qi),
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Algorithm 5.1: ILA(D, Q, MT)
Input: Trajectory database D, query Q, mapping table MT.
Output: Top-k result set Sresult.
1 λ← k; it← 0; Sresult ← ∅;
2 while λ < λmax do
3 foreach qi ∈ Q do
4 if λ < λmaxi then
5 Lit (qi)← TkSK (qi,λ,D.P);
6 else
7 Lit (qi)← Lit−1 (qi);
8 Ctra ←
|Q|⋃
i=1
CoveredTrajectories (Lit (qi), MT);
9 if |Ctra| > k then
10 unseen_UB =Sˆ↑ (Q,D − Ctra) (Equation 5.8);
11 seen_LB[]=
⋃
T∈Ctra
Sˆ↓ (Q, T) (Equation 5.9);
12 Sort seen_LB[] in decreasing order;
13 if seen_LB[k] > unseen_UB then
14 seen_UB[]=
⋃
T∈Ctra
Sˆ↑ (Q, T) ( Equation 5.10);
15 Sort Ctra by seen_UB[] in decreasing order;
16 foreach Ti ∈ Ctra do
17 Compute Sˆ(Q, Ti);
18 if |Sresult| < k then
19 Insert Ti in Sresult;
20 else
21 if Sˆ(Q, Ti) > Sˆ(Q,S kresult) then
22 Replace S kresult with Ti;
23 if Sˆ(Q,S kresult) > seen_UB[i + 1] then
24 break;
25 λ← λ+ ∆; it← it+ 1;
26 return Sresult;
we use MT which is a point-to-trajectory mapping table to find the affiliated trajectory,
resulting in a set Ctra of trajectories (Line 8). Now each trajectory in the database D is
in one of two groups: (i) Those that have already been seen (contained in Ctra); and (ii)
Those that have not been seen yet (contained in D − Ctra).
Step 2: Since Ctra stores the candidates for the top-k results, before we compute their
real similarities w.r.t. Q (in Step 3), we need to check whether other potential candidates
still exist among the unseen trajectories (D − Ctra).
Trajectories that cannot be top-k candidates (in Lines 10-11) are pruned by compar-
ing against the upper bound of the similarity of all unseen trajectories (unseen_UB) in
D − Ctra using Equation 5.8, and the k-th lower bound of the seen trajectories Sˆ↓(Q,T)
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by Equation 5.9). Further details on the bounding computation are described in Sec-
tion 5.3.2. When the lower bound is not less than the upper bound (Line 14), the
candidate set expansion stops, and Step 3 (Lines 15-25) is triggered. Otherwise, the
search region is expanded (by incrementally increasing λ by ∆ for the query points) to
locate more candidate points (in Step 1), and the corresponding trajectories can be sub-
sequently probed. Every iteration of Step 2 is referred to as an expansion, and it denotes
the number of expansions.
Step 3: The top-k results are chosen from the candidate set Ctra by computing the upper
bound for each candidate trajectory in Ctra (Equation 5.10), and ranking the results in
descending order (Lines 14-15). Then the real similarity is computed (Equation 5.5)
between each candidate trajectory Ti and Q (Line 17). If the similarity of the k-th result
(S kresult) is larger than the upper bound of the next-to-compute trajectory (seen_UB[i+ 1]),
the algorithm can terminate and return the top-k results (Line 26).
Search Range. Observe that only a point containing at least one query keyword can
be a candidate point in Lit (qi). Hence, the maximum threshold can be set to λmaxi for
every query point in Line 4 in Algorithm 5.1. The maximum length λmaxi of the ranked
list Lit (qi) can be computed as follows:
λmaxi =
|qi .ψ|
∑
j=1
df (qi.ψ [j]) (5.6)
where df () records the number of points in D.P that contain the keyword qi.ψ [j]. When
λi > λ
max
i , the ranked list Lit (qi) can be maintained during the next round of the ex-
pansion, and return the result directly using TkSK for qi in Line 7, because all possible
candidate points for qi have already been probed. As the search range is increased, ∆ is
bounded by λmaxi for each query point (∆ < λ
max
i ).
In addition to maintaining λmaxi , a global λ
max is also set in Line 2 to support early
termination. Early termination is defined as:
λmax = max
qi∈Q
λmaxi (5.7)
The ranked list includes all possible trajectories, and there is no need for further expan-
sion. This is because candidate points can only be found after all ranked lists have been
probed.
5.3.2 Bounding the Computation
The ranked list Lit (qi) for a query point qi in the it-th round of expansion is created dy-
namically as a list of points sorted by their similarity w.r.t. query point qi. Let Lit (qi) [λ]
denote the λ-th point of the sorted list, and Sˆ(qi, Lit (qi) [λ]) denote the similarity be-
tween qi and the λ-th point, and Lit (qi) [λ] .Tra denote the trajectory containing the λ-th
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q1
p13 0.7 T3
p21 0.7 T1
p22 0.55 T2
p14 0.25 T4
q2
p14 0.6 T4
p25 0.5 T5
p31 0.45 T1
p36 0.3 T6
q3
p42 0.5 T2
p41 0.4 T1
p35 0.4 T5
p46 0.2 T6
q1 q2 q3
1st Expansion 2nd Expansion 3rd Expansion
Figure 5.1: The ranked lists for q1, q2, q3, and the first three rounds of the expansion
with ∆ = 1.
point. For each unseen trajectory, no point can occur in any intermediate ranked list. So
for each query point qi, the spatial-textual similarity between qi and a matching point (if
any) in one of the unseen trajectories must be less than Sˆ(qi, Lit (qi) [λ]). As a result, for
any unseen trajectory, the trajectory similarity between the query Q and the trajectory is
less than the sum of the minimum similarity Sˆ(qi, Lit (qi) [λ]). Hence, the upper bound
for unseen trajectories from each TkSK call is computed as:
Sˆ↑(Q,D − Ctra) =
|Q|
∑
i=1
Sˆ(qi, Lit (qi) [λ])
|Q| (5.8)
For each trajectory T which has been checked, the existing maximum similarities in
all Lit (qi) can be summed and used as the lower bound of T’s similarity, which is less
than or equal to the real similarity because points may exist which are not in Lit (qi):
Sˆ↓ (Q, T) =
|Q|
∑
i=1
max
j∈[1,λ]∧Lit(qi)[j]∈T
Sˆ(qi, Lit (qi) [j])
|Q| (5.9)
For points in T, but not appearing in Lit (qi), their respective similarities cannot be
greater than the similarity of the λ-th point, Sˆ(qi, Lit (qi) [λ]). Thus the upper bound for
T’s similarity w.r.t. Q is a summation of Sˆ↓ and λ-th point’s similarity:
Sˆ↑ (Q, T) = Sˆ↓ (Q, T) +
|Q|
∑
i=1∧T∩Lit(qi)=∅
Sˆ(qi, Lit (qi) [λ])
|Q| (5.10)
Note that when |Lit (qi)| < λ, which occurs when the ranked list is not full, ∀j ∈
(|Lit (qi)| ,λ] , Sˆ(qi, Lit (qi) [j]) is set to 0 when computing the bound in Equations 5.8-
5.10.
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We now illustrate how these three bounds are computed using the example shown
in Figure 2.8 and Figure 5.1. For each query point q1, q2, q3, all candidate points are
retrieved and ranked by similarity relative to the associated query point in Figure 5.1.
Here pji in the second column is the j-th point for trajectory Ti, and the third column
shows the similarity for the query point, and the last column shows the trajectory con-
taining the point. Next, the top-1 trajectory is found using the ranked lists, and ∆ is set
to 1. In each of the three rounds of expansion, ∆ = 1 new points for each query point of
Q are searched. The three red points represent the exemplary query, resulting in three
new points in each round.
Example 5.2. In the first round of expansion, a top-1 spatial keyword search is performed for
every point, and the maximum similarity for each query point is 0.7, 0.6 and 0.5, respectively.
Then by Equation 5.8 and 5.9, unseen_UB = 0.7+0.6+0.53 = 0.6, seen_LB [1] =
0.7
3 = 0.233, so
the search continues to the top-2 points for each query point since unseen_UB > seen_LB [1].
Then unseen_UB = 0.7+0.5+0.43 = 0.566, and seen_LB [1] =
0.7+0.4
3 = 0.366 < 0.566, so the
search continues to the top-3 points. Now, unseen_UB = 0.55+0.45+0.43 = 0.466, seen_LB [1]
= 0.7+0.45+0.43 = 0.51 > 0.466, so the expansion stops at it = 3-rd round. The scanned
trajectories T1, T2, T3, T4, T5 are checked, and T6 remains unchecked since it can be safely
pruned based on the current upper and lower bounds.
5.3.3 Dynamic Expansion
As shown in Step 2 of Algorithm 5.1, the ranked list is expanded with the parameter ∆
until the final candidate set that contains the true top-k results is found. In this section,
we will first explain the impact that the choice of ∆ has on performance, and then pro-
pose a gap-bounded optimization method called ILA-GAP to avoid the disadvantages
of using a fixed ∆.
5.3.3.1 Choosing a ∆ Increment
The choice of ∆ affects the number of times that TkSK is called for each point in Q.
Suppose that Algorithm 5.1 stops at λ f ∈ [k,λmax] in Line 2. Then, TkSK is called Fre (qi)
times for each query point qi:
Fre (qi) =

⌈
λ f−k
∆
⌉
+ 1, λ f < λmaxi⌈
λmaxi −k
∆
⌉
+ 1, otherwise
(5.11)
where TkSK is no longer called since all candidate points have been found when λ f ≥
λmaxi .
We can see that TkSK in the current round of expansion will repeatedly find results
which have been probed in the former round(s) of expansion, so minimizing Fre (qi) can
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improve efficiency. For example, if Fre (qi) = 1, the minimum number of expansions are
performed. However, it is difficult to achieve the desired goal when using a fixed ∆.
Worst Case. For a certain query Q, every trajectory only occurs in one ranked list of
Q no matter how large ∆ is, and the lower bound of the seen trajectory similarities will
never be updated as the search range is expanded. In this case, λ f = λmax. Moreover,
the lower bound can be computed directly based on the top-k points in each ranked list,
and the final top-k results can be found using only these points. The upper bound must
be decreased to the lower bound based on the maximum difference between the two
bounds.
Best Case. The lower bound represents the true top-k results when all ranked lists
have been fully computed, which implies that the largest lower bound is equal to the
upper bound. In this case, λ f = k. After the top-k computation is done for every query
point, all top-k trajectories have been found, and the whole search process can safely
terminate.
However, predicting λ f or setting a proper ∆ in advance that minimizes Fre (qi) is
difficult in practice. In order to reduce Fre (qi), ∆ should be increased. However, this
may result in too many trajectories being probed. Conversely, repetitive lookups occur
when ∆ is also too small. So the efficiency heavily depends on the choice of ∆, which in
turn depends on the collection and the query.
Instead of trying to tune ∆ for each dataset, our aim is to dynamically compute
the difference between the upper and lower bound, and use it as the increment in the
next expansion round in order to achieve faster convergence. Consider the following
definition:
Definition 5.8. (Bound Gap) A Bounded Gap BG (it) is defined as the difference between the
lower bound and the upper bound in the it-th round of expansion, namely:
BG (it) = |unseen_UB− seen_LB[k]|
≤
|Q|
∑
i=1
Sˆ(qi, Lit (qi) [λ])
|Q| − ∑
qi∈Q
TkSK (qi, k,D.P)[k]
(5.12)
As λ is increased by ∆ in a new expansion, the upper bound will decrease and the
lower bound will increase until the lower bound is not less than the upper bound. So
BG(it) is reduced monotonically. Notice that the biggest challenge is how to make this
happen efficiently while scanning fewer trajectories.
5.3.3.2 Adaptive Gap-bounded Expansion
To expand the ranked lists for a query after knowing the gap between the two bounds,
the simplest solution is to assign an equal decreasing similarity by dividing the gap by
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|Q| for each query point. However, we can further improve the lower bound seen_LB[k]
and terminate the algorithm earlier by assigning a different decreasing similarity for
each query point. This diversification of the expansion has been used successfully by
Chen et al. [31] in previous work, who dynamically assigned a different ∆ based on
the sparsity of the area around a scanned query point. Chen et al. proved that higher
priority given to the query points which scan sparse areas containing fewer candidates
can help increase the lower bound, and improve efficiency by reducing the number of
candidate trajectories.
Similarly, we assign a higher decreasing similarity to query points in a sparse area.
This can be achieved by checking how many new trajectories are probed by each query
point in each round of the expansion. Using a decreasing similarity for the ranked list
of two adjacent expansions, we propose the concept of similarity sparsity.
Definition 5.9. (Similarity Sparsity) Given a decrease of the minimum similarity in the rank-
ing list from Sˆit (qi) to Sˆit−1(qi), and the number of newly scanned trajectories in the it-th
expansion, the similarity sparsity is defined as:
Spa (qi)it =
Sˆ (qi)it−1 − Sˆ(qi)it
|Lit (qi) .Tm| − |Lit−1 (qi) .Tm| (5.13)
where Sˆ (qi)it is the minimum similarity in the ranking list of qi in the it-th expansion,
and |Lit (qi) .Tm| is the number of trajectories covered by Lit (qi), where Sˆ(qi)0 is set to
the maximum similarity in the ranked list of qi initially.
A larger Spa (qi)it means fewer trajectories are found, so in the next round, a higher
similarity should be assigned to the query points in order to find fewer new trajectories,
and therefore increase the lower bound faster. Hence, the new minimum similarity for
the query point qi of the next expansion is computed as:
Sˆ (qi)it+1 = Sˆ (qi)it −
BG (it)
2
· |Q| · Spait (qi)
∑qj∈Q Spait
(
qj
) (5.14)
where
Spait(qi)
∑qj∈Q Spait(qj)
is the proportion that the upper bound is decreased based on the
similarity sparsity, and the new upper bound expected is reduced by
BG(it)
2 in the
(it+ 1)-th expansion.
After computing the minimum similarity in the next expansion, it will be used to
find new candidate points with a higher similarity than it instead of finding ∆ new
points for every query point in ILA. Instead, TkSK is expanded to search for the points
whose similarities are greater than Sˆ (qi)it+1. This search is referred to as a Top Similarity
Spatial Keyword Query (TsSK) henceforth. In contrast to TkSK, TsSK does not main-
tain a result heap or update the k-th similarity, so pruning is more efficient. For any
TkSK which employs filtering unseen objects based on upper bound, we can easily ex-
tend and set the upper bound as the similarity and compute the number of iterations we
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Algorithm 5.2: ILA-GAP(D, Q, MT)
Input: Trajectory database D, query Q, mapping table MT.
Output: Top-k result set Sresult.
1 Sresult ← ∅; it← 0;
2 foreach qi ∈ Q do
3 Lit (qi)← TkSK (qi, k,D.P);
4 while TRUE do
5 Ctra ←
|Q|⋃
i=1
CoveredTrajectories (Lit (qi), MT);
6 if |Ctra| > k then
7 Same as line 10-24 in Algorithm 5.1;
8 foreach qi ∈ Q do
9 if |Lit (qi)| < λmaxi then
10 Update Sˆ (qi)it+1 using Equation 5.16;
11 Lit+1 (qi)← TsSK
(
qi, Sˆ (qi)it+1 ,D.P
)
;
12 else
13 Lit+1 (qi)← Lit (qi);
14 it← it+ 1;
15 return Sresult;
need to get this position directly, so it will jump to this iteration directly, which make
scanning significantly more efficient. Based on the idea of gap bounding, and TsSK, the
refined Algorithm 5.2 is significantly more efficient and robust when compared with the
ILA approach described in Section 5.3.
The most significant difference between Algorithm 5.2 and Algorithm 5.1 is that
TkSK is no longer used in Line 3 after the first expansion. Instead, if the lower bound
is still smaller than the upper bound, the minimum similarity Sˆ (qi)it+1 is updated for
every query point qi used in the (it+ 1)-th expansion in Line 10. Then, TsSK is called to
find all the points with a similarity greater than Sˆ (qi)it+1 in Line 11. This is illustrated
in the example below.
Figure 5.2 shows how to accelerate the lookup process based on gap bounding.
We can see that when the three query points (x-axis) have different similarity ranges
(y-axis), the upper bound UB (black dotted line) can be calculated by summing the
minimum of each range, and also the lower bound LB (red dotted line) for the covered
trajectories can be found. Then, the gap bound can be computed, and used to predict the
upper bound UB
′
for the next round (the bold black dotted line). Next, the similarity
bound is assigned to q1, q2, q3 using Equation 5.14, and a new ranked list and a new
lower bound is computed. Here, there are two possible cases. Case 1: If the new
lower bound is larger than the predicted upper bound UB
′
, namely LB1 > UB
′
, then the
algorithm can terminate; Case 2: Otherwise, LB2 < UB
′
and iterations continue using
the monotonically decreasing gap bound. Now consider Figure 5.2 and the refined
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Bound Gap 
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Figure 5.2: Gap-bounded expansion.
Algorithm 5.2 which shows an example of how the pruning efficiency is improved using
our new technique.
Example 5.3. After the first expansion, unseen_UB = 0.6, and seen_LB [1] = 0.233, so
BG (1) = 0.6− 0.233 = 0.367. Instead of setting ∆ = 1 to do the expansion, we assign a
customized value to each qi based on Equation 5.9. So, Sˆ (q1)2 = 0.7− 0.3672 × 3× 0.70.7+0.6+0.5 =
0.485, Sˆ (q2)2 = 0.416 and Sˆ (q3)3 = 0.347. Accordingly in Algorithm 5.2, TsSK is called
to find the points whose similarity is not less than Sˆ (qi)2. Then, the same ranked lists with
Example 5.2 which needed three expansions are got by only two expansions using ILA-GAP. The
Gap-bounded algorithm improves the likelihood of early termination.
5.4 Search without Repetitive Scanning
Both ILA and ILA-GAP exploit the TkSK method during incremental expansion to filter
out impossible results by comparing the k-th result and the upper bound of any unseen
trajectories. However, recall from Line 5 of Algorithm 5.1, that the same data points
already probed in the previous round(s) of the expansion will be rescanned by TkSK in
each iteration. We refer to this as a repetitive lookup. Recall from Examples 5.2 and 5.3,
and Figure 5.1 that if we use ILA in Example 5.2, p13, p
4
2, p
1
4 are scanned three times, and
p41, p
2
5, p
2
1 are scanned twice. In Example 5.3 where ILA-GAP is used, p
1
3, p
4
2, p
1
4 still need
to be scanned twice.
Repetitive lookups also exist in spatial-only trajectory search problems [31]. Qi
et al. [99] used an R-tree to perform spatial range queries for each query point to fill the
ranked list, where the radius is gradually increased in order to avoid repetitive lookups.
However, the R-tree based expansion described by Qi et al. [99] was designed for spatial-
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only expansion, and it is not clear how to extend their solution to the spatial-textual
trajectory search problem we are exploring here. In this section, we will describe how to
support non-repetitive expansion in both spatial and textual dimensions concurrently,
which can be used to compute a new upper bound similarity for unseen trajectories,
and achieve efficient rank-safe search.
5.4.1 Indexing Framework
The core component of our framework is the index used to fill the ranked list non-
repetitively and further filter out unseen trajectories which cannot make it into the top-k.
The index structure consists of two main components.
• Textual Inverted List (TIL). The key is a unique keyword in the database D, the
value is the list which stores the ids of all points that contain this keyword in D.
Similar to the impact-sorted indexes [116], it sorts the lists by descending order of
term weight, and divides the lists into blocks of fixed size. We can determine how
many blocks are loaded one time based on the number of points. In the inverted
list of ψ, each block has a maximum weight UBψ(ψ, it) and a minimum weight
LBψ(ψ, it), where the it is the iteration number of loading, and every list has itmax
blocks.
• Grid Inverted Lists (GIL). The whole space is divided into grid cells of equal size,
and each leaf cell is assigned a unique id using the Z-curve cross-coding [154] (see
Figure 4.5). An incremental round expansion method in Section 4.3.2.3 is adopted
to access the points around the query location, from near to distant. Similar to
the bounds of each block in TIL, the upper bound of the similarity of unscanned
points (along with the spatial inverted list) for ρ after it iterations, is denoted by
UBρ(ρ, it).
Within each grid cell, we create its associated TIL, so we only need to access the
objects which have at least one common textual keyword with the query.
Compressible Index. Our index is composed of inverted lists, each list contains an
equal number of blocks, and each block stores an array of object ids. Thereby, an array
A can be compressed into an array B with fewer integers using integer compression [8].
With the corresponding efficient decompression that converts B to A, the query can be
conducted without much change, and the performance will not be affected.
Based on TGP, the processing framework of the two-level threshold algorithm (2TA)
in Figure 5.3 is composed of two levels. In the first level, each query point is decomposed
into keywords t1, . . . , tn and a location ρ. The main objective is to scan candidates in the
lower level using the keyword posting lists, and the Grid-index for the location. In the
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Level 1
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t1 ρtn t1 tn ρ t1 tn ρ
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Figure 5.3: Incremental expansion on textual similarity and spatial proximity.
second level, the posting lists of t1, . . . , tn are scanned blockwise which is denoted by
a rectangle in the posting list, and stores a set of points that share the same range by
weight of keywords. Meanwhile, the cells around the query point are scanned layer
by layer, where points which are closer to the query point are scanned preferentially.
The red cells are loaded in each iteration. When new points are scanned, they will be
inserted into the ranked list of the query point for further computation and refinement.
For an unseen trajectory which has not been scanned, according to Definition 5.6
and Definition 5.4, the upper bound of the similarity for unseen trajectories can be
computed by summing up the maximum score of the current block in each posting list,
and in the Grid-index as:
Sˆ↑(Q,D − Ctra) = α · ∑
t∈Q
UBψ(t, it)/|Q|+ (1− α) · ∑
ρ∈Q
UBρ(ρ, it)/|Q| (5.15)
where it is the it-th iteration on each keyword and location, UBψ(t, it) (UBρ(ρ, it)) is the
maximum textual (spatial) score fetched from the it-th iteration for keyword t (location
ρ). Based on the above bound, we have the following lemma to filter unseen trajectories.
Lemma 5.1. For a trajectory T which is not scanned by any posting list or Grid-index of Q,
Sˆ(Q, T) ≤ Sˆ↑(Q,D − Ctra).
Proof. Since T does exist in the ranked list, for any point p in T we have Sˆ(qi, p) ≤
α · ∑
t∈qi
UBψ(t, it) + (1− α) · UBρ(qi.ρ, it). Then Sˆ(Q, T) = ∑
qi∈Q
(Sˆ(qi, T))/|Q| ≤ ∑
qi∈Q
(α ·
∑
t∈qi
UBψ(t, it) + (1− α) ·UBρ(qi.ρ, it))/|Q| = Sˆ↑(Q,D − Ctra).
Our approach draws inspiration from the RCA algorithm of Zhang et al. [154],
which processes a top-k spatial keyword search (TkSK) using posting lists of query key-
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Figure 5.4: Posting list of “coffee” with three blocks.
words which are organized using a Z-curve. As the similarity is the sum of the spatial
and textual sub-similarities, RCA processes TkSK as a top-k aggregation query [49].
When compared with RCA, the main difference is that our algorithm must search for
trajectories instead of points. After identifying the points, further bound refinements are
necessary, and unrelated trajectories must be filtered out. RCA only scans the posting
lists for a single query point, and adds a candidate to the result heap until the similarity
of the k-th item is not less than the upper bound of the unprocessed points.
To reduce the cost of random access, points are scanned in a batch for both spatial
and textual data instead of accessing a single point for each similarity computation, as
shown in Figure 5.3. Similar to RCA, 2TA divides each posting list into ittmax blocks, and
the whole space of the Z-curve into itρmax blocks for a given location ρ. In each iteration,
2TA loads one block from each list concurrently. Here we will provide a brief description
on how to divide the list scanning into a fixed number of iterations and upper bound in
the it-th iteration.
Textual Scanning. The scanning operation in an inverted term list is called
ExploreTextual(q, it, TIL). As different keywords have different weight ranges, in order
to make sure the scanned blocks are not empty, the maximum and minimum weights
of each keyword are computed as γmax(t) and γmin(t). Then the range [γmax(t),γmin(t)]
is divided into ittmax intervals and filled with points according to their weight. This en-
sures that none of the scanned blocks are empty. For the it-th block of keyword t, the
upper bound can be computed as:
UBψ(t, it) =
γmax(t)− γmin(t)
itmax
· (itmax − it) + γmin(t) (5.16)
For instance, Figure 5.4 shows the posting list of “coffee” which contains three
blocks, and each block stores the points which are bounded by a weight range. The first
block stores all of the points containing “coffee” with a weight between 0.53 and 0.7,
such as p42, p
3
2 and p
6
3, and ExploreTextual(“coffee”, 1) will load these three points. After
loading the first block in the first iteration, the upper bound similarity of “coffee” is
0.53.
Spatial Scanning. To compute spatial proximity using a Grid-index (labeled with a
Z-curve), the function ExploreSpatial(ρ, it, GIL) in the iteration it can be used, which is
extended based on the incremental range query IRQ over the vertices in Section 4.4.3.
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Then the upper bound of the spatial proximity for ρ in the it-th iteration can be
computed as:
UBρ(ρ, it) =
dmax − it · dmaxitmax
dmax
(5.17)
where dmax is the maximum distance between any two unique points in geographical
space.
Note that in the case that the points in one posting list are all scanned, but the
Grid-index is not, we set itρmax = ittmax. When it
ρ
max < ittmax, the worst case occurs when
all spatial candidates have been scanned, but the search continues to access the term
posting lists. However, there is no need to continue scanning as all candidates have
been identified, so the additional work is unnecessary. Similarly, when itρmax > ittmax,
the same problem occurs when all postings lists have been exhausted, but unscanned
points remain in the Grid-index.
Hence, we can conclude that when ittmax = it
ρ
max, the worst case occurs, and points
being scanned cannot affect the final top-k list. Here itmax is used to represent both
cases, and is a key parameter that will affect the performance of queries, as the size of
the blocks depends on this value. In our experiments, itmax is found using a parameter
sweep as it is dataset specific.
5.4.2 Two-level Threshold Algorithm
Algorithm 5.3 presents the details of 2TA when using an inverted list and a Grid-index.
Similar to ILA and ILA-GAP, the new algorithm still conducts incremental iteration using a
while loop (Line 2). A significant enhancement in 2TA is that the expansion is performed
at the keyword level and the location level concurrently rather than performing them at
the point level first. In particular, Line 4 computes similarity for the inverted lists (based
on the keyword t) to retrieve the points with the highest textual similarity, and Line 5
computes the similarity of the locations using the Grid-index (based on location ρ) to
retrieve the spatially closest points. Then the trajectories Ctra are found for the points in
Line 6.
Another significant difference in 2TA is the second round of filtering (Line 12-16).
Here, points in Ctra that have a lower bound less than the bound of single query point
are filtered out, so the number of trajectories that need to be refined is reduced, before
computing the spatial-textual similarity. Finally, the same refinement process as ILA and
ILA-GAP (Line 17) is used to find the final top-k results. Next, we will show why the
second round of filtering is required.
Second Round Filtering. After all of the unseen trajectories whose similarities are less
than Sˆ↑(Q,D − Ctra) are pruned, the second round of filtering begins. This is required
since the current set of candidates may still contain trajectories whose similarities are
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Algorithm 5.3: 2TA(D, Q, MT)
Input: Trajectory database D, query Q, mapping table MT.
Output: Top-k result set Sresult.
1 it← 0; Sresult ← ∅;
2 while it < itmax do
3 foreach qi ∈ Q do
4 Lit (qi)← ExploreTextual (qi, it, TIL);
5 Lit (qi)← ExploreSpatial (qi, it, GIL);
6 Ctra ←
|Q|⋃
i=1
CoveredTrajectories (Lit (qi), MT);
7 if |Ctra| > k then
8 unseen_UB = Sˆ↑(Q,D − Ctra) (by Equation 5.15);
9 seen_LB [] =
⋃
T∈Ctra
Sˆ↓ (Q, T) (by Equation 5.9);
10 Sort seen_LB[] in decreasing order;
11 if seen_LB[k] > unseen_UB then
12 Ctra ← ∅;
13 foreach qi ∈ Q do
14 foreach pj ∈ Lit(qi) do
15 if Sˆ(qi, pj) ≥ UBit(qi) then
16 Ctra ← CoveredTrajectories(pj, MT);
17 Same as line 15-26 in Algorithm 5.1;
18 return Sresult;
19 it← it+ 1;
smaller than the upper bound that was computed using Equation 5.16, and therefore
cannot be in the top-k. To understand why, consider the following lemma:
Lemma 5.2. For qi ∈ Q, ∃p ∈ Lit(qi), Sˆ(p, qi) < UB(qi)it.
where UB(qi)it is similarity upper bound of all unprocessed points for qi in the it-th
iteration, which is computed as:
UB(qi)it = α · ∑
t∈qi
UBψ(t, it) + (1− α) ·UBρ(qi.ρ, it) (5.18)
Proof. Assume that a point p contains only one keyword t in qi, and has an equal
bounded weight for t, such that Sˆ(p, qi) = UBψ(t, it). The point p can be scanned
and inserted into Lit(qi), where according to Equation 5.18, UB(qi)it > UBψ(t, it). So,
Sˆ(p, qi) < UB(qi)it.
In the final expansion, points like p can be found in the ranked list of every query
point, which means that for a scanned trajectory T, if the similarity of each query point
qi is less than UB(qi)it, then Sˆ(Q, T) < Sˆ↑(Q,D − Ctra) = ∑
qi∈Q
(UB(qi)it)/|Q|, which
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implies that T cannot be a top-k result. Hence, filtering out trajectories such as T before
the final stage of refinement is desirable.
The second round of filtering is performed to filter the bottom part of Lit(qi), as
shown in Lines 12-16 of Algorithm 5.3. For every query point qi, the points with a
similarity greater than UB(qi)it are maintained, and the remaining points are dropped.
Then the union of all of the points is taken to find the parent trajectories using the map-
ping table MT. The ranked lists of qi are divided by UB(qi)it, and are used to maintain
the top half of Lit(qi) as a new ranked list L
′
it(qi). Based on the new ranked lists, the
upper bound for trajectories that are not covered can be computed using Equation 5.12
as ∑
qi∈Q
UB(qi)it/|Q| = Sˆ↑(Q,D − Ctra), which is less than seen_LB[k] according to the
condition in Line 11 of Algorithm 5.3. So, the uncovered trajectories cannot be the top-k
results.
Comparison with ILA. Note that after the second round of filtering, the new ranked
lists L
′
it(qi) are the target of ILA. As the upper bound calculated from L
′
it(qi) using Equa-
tion 5.12 is less than seen_LB[k] derived from Equation 5.9, filtering in ILA terminates.
2TA can achieve the same result with fewer expansions.
Another efficiency concern in 2TA is that the algorithm has to scan additional points
which are removed in the second round of filtering. It should be noted that ILA also
needs to scan the same number of points in the final expansion when using TkSK.
Consider the example in Figure 5.3 where RCA is used with TkSK and the query point
q1. For q1, RCA will scan the posting list and Grid-index to find the top-λ points for
the ranked list in ILA until the upper bound is smaller than the λ-th result. We denote
the similarity of the λ-th item as Sˆ(qi, p). The search stops at UB(qi)it ≤ Sˆ(qi, p). To
determine the ranked list with λ points, ILA has the same upper bound, but scans more
than λ candidates for the query point. The candidates outside the top-λ points are
actually the same points dropped in the second round of filtering by UB(qi)it in 2TA.
Generality. Our framework can also support spatial-only trajectory search [31, 99, 118].
As shown in Figure 5.3, the spatial expansion can be achieved using a range query in
the Grid-index. For spatial-only search, the inverted term lists are ignored during the
expansion. When compared with an R-tree based expansion [99], the Grid-index can
access the leaf node around the query point directly, while an R-tree has to traverse
from the root to the leaf node, which is less efficient in practice. As compared to TSS
in Algorithm 4.1, we propose to use lower bound similarity computations to achieve
fewer similarity computations in addition to the upper bound which improves early
termination.
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5.4.3 Order-Sensitive Search
In the previous three sections, an incremental expansion algorithm was proposed for
top-k spatial keyword search over trajectories using a set of unordered query points.
In this section, we discuss how to process an order-sensitive query using a new
similarity metric which considers the ordering of points in the query instead of treating
it as a set of points. First, we define order-sensitive similarity, and show how to leverage
our algorithms to efficiently process this new query type.
Definition 5.10. (Order-sensitive Activity Trajectory Similarity) We define the order-
sensitive spatial-textual trajectory similarity (OPATS) between T and Q as:
Sˆo(Q, T) =
{
0, Q = ∅ or T = ∅
max(Sˆ(q, p) + Sˆo(Qh, T), Sˆo(Q, Th)), otherwise
(5.19)
where q and p are the heads (first points) in Q and T respectively, and Qh and Th are the
sub-trajectory excluding the heads q and p. This similarity computation yields to a dynamic
programming solution [31] with a complexity of O(n2).
The order-sensitive query can be formulated by replacing the Sˆ(Q, T) with Sˆo(Q, T)
in Definition 5.7 directly. For the order-sensitive search, we can extend the above al-
gorithms for search. The upper bound will not change as the highest similarities are
summed together as in the unordered case. However, the lower bound will change as
the ordering constraint can produce smaller similarities. The computation can be exe-
cuted using the recursion in Equation 5.19 and dynamic programming. The new bounds
of trajectory T can be computed as follows:
Sˆ↓o (Q, T) = Sˆo(Q, T
′
) (5.20)
where T
′
is sub-trajectory composed of all searched points in the top-k lists found during
the incremental expansion.
Sˆ↑o (Q, T) = Sˆo(Q, T
′
) +
|Q|
∑
i=1∧T∩Lit(qi)=∅
Sˆ(qi, Lit (qi) [λ])
|Q| (5.21)
where the second part is the sum of the λ-th similarity in the top-k lists belonging to the
uncovered points of T.
5.5 Answering More Queries beyond TkSTT
In this section, we first formally define MASK, which is a generalized form of most
existing spatial-only and spatial-textual queries (over both the POI data and trajectory
data). Then, we introduce our search paradigm towards MASK by extending our 2TA
130
Section 5.5: Answering More Queries beyond TkSTT
and the index for TkSTT. Finally, we investigate how to reuse loaded and memory-
resident index blocks to optimize query refinements in an interactive query session.
5.5.1 Top-k Monotone Aggregate Spatial Keyword Query
As trajectory [111] and POI [27] are two main forms of geo-tagged data, we use object o
as a uniform representation of trajectory and point.
Definition 5.11. (Object) Given an object database D, an object o ∈ D is defined as a pair
(o.ρ, o.ψ), in which o.ρ = {p1, . . . , pl} is a two-dimensional geographical point location set,
where l ≥ 1 is the length and o.ψ is a set of keywords to describe its basic features.
Definition 5.12. (Query Data) A query Q is a set of points in the form of {q1,q2,. . . ,qm}.
Specifically, Qρ = {ρ1, ρ2, . . . , ρm} is the query location set, and Qψ = ⋃mi=1 ψi is the query
keyword set, i.e., m = |Qρ| and n = |Qψ|, m and n cannot be 0 at the same time.
By reviewing existing widely used similarity measure on top-k similarity search
[17, 31, 54, 77, 78, 105, 111, 125, 146, 154, 160], we can generalize them as the below
definition:
Definition 5.13. (Monotone Aggregate Similarity) The similarity of an object o w.r.t. a
query Q is defined in the following equation:
Sˆ(Q, o) = α · ∑
ρ∈Qρ
SProx(ρ, o.ρ) + (1− α) · ∑
ψ∈Qψ
TRel(ψ, o.ψ) (5.22)
where SProx(ρ, o.ρ) is the spatial proximity between o.ρ and ρ, TRel(ρ, o.ψ) is the textual
relevance between ψ and o.ψ, and α ∈ [0, 1] is a query preference parameter that makes it
possible to balance the spatial proximity and textual relevance, and it is always set as 0.5.
Spatial Proximity. SProx(ρ, o.ρ) is defined as the normalized minimum Euclidean dis-
tance from ρ to o.ρ, computed as:
SProx(ρ, o.ρ) = 1−
min
pj∈o.ρ
d(ρ, pj)
dmax
(5.23)
where d(ρ, pj) is the Euclidean distance between pj and q, and dmax is the maximum
distance between any two objects in D. Besides the Euclidean distance, the distance
function can also be the road network distance [150], we focus on the more widely used
Euclidean distance function.
Textual Relevance. For TRel(ψ, o.ψ), similar to [17, 31, 77, 78, 111, 125, 146, 154, 160], we
use a scoring model such as TF-IDF which is also a monotone aggregate function.
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Figure 5.5: Different query types w.r.t. the different combination of l, m, and n.
TRel(ψ, o.ψ) = ∑
t∈ψ∩o.ψ
γ(t) (5.24)
where γ(t) is a normalized similarity weight of keyword t in o.ψ, and the maximum
value of weight is 1. In our experiment, we compute the weight of each term in an object
by their occurrence numbers over the number of all keywords in the object. Besides, our
framework can be modified to fit other textual similarity measures that can be answered
efficiently using an inverted list, such as a Language Model [113] and BM25 [102].
Taking the most recent spatial-textual trajectory search work [125] for example, it
combines the textual and spatial proximity at point-to-point level. It is also an instance
of Equation 5.22, because for each point in the query, only the data point o that max-
imizes the similarity is chosen to contribute to the overall similarity Sˆ(Q, o) in Equa-
tion 5.22.
Definition 5.14. (Top-k Monotone Aggregate Spatial Keyword Query) Given an ob-
ject database D = {o1, . . . , o|D|} and query Q, a Monotone Aggregate Spatial Keyword
(MASK) query retrieves a set Sresult ⊆ D with k objects such that: ∀o ∈ Sresult, ∀o′ ∈
D − Sresult, Sˆ(Q, o) > Sˆ(Q, o′).
We present how most representative spatial-only and spatial-textual queries [31, 54,
77, 94, 111, 125, 146, 154] behave as a specific form of our proposed MASK query in
Figure 5.5 (“∗” means the special case of the query). For example, when l = 1, m = 1
and n = 0, it becomes a spatial-only kNN query over point data [54]; when l > 1, m > 1,
and n > 0, it becomes a spatial-textual kNN query over trajectory data [125].
5.5.2 Early Termination & Abandoning over Inverted Lists
Compared with TkSTT queries, we introduce a new data-POI in MASK queries. We can
store it as point data which we used in TkSTT, and extend Algorithm 5.3 by skipping
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the table which maps points to trajectories. However, we observed that a set of check-in
points located in the same POI (same location) but with different keywords, an so we
allocated different identifiers for these points in Algorithm 5.1, 5.2, and Algorithm 5.3.
However, this leads to higher costs in GIL as it needs to store duplicate locations in the
index.
To reduce the cost of storing duplicate locations in GIL, we add a new component
Point Inverted List (PIL) to our framework to store the check-in points with the common
location. This is similar to the case in Chapter 4 where multiple trajectories cross the
same vertex, and we proposed VerII to build the mapping between a vertex and a vehicle
trajectory. Similar to GIL, we create an inverted index on these points to filter unrelated
points for queries. Correspondingly, when we build the GIL over POIs, we need to
combine all the keywords of points belonging to a same POI first, then build the GIL
with the location of this POI and these keywords.
Our new indexing framework is called the Textual-Grid-Point Inverted Lists (TGP)
index. To this end, we propose early termination and early abandoning on top of our
TGP to address challenge 1 and 2, respectively. In particular, we conclude a unified
search paradigm called Early Termination & Abandoning over Inverted Lists-ETAIL to
support MASK query based on Algorithm 5.3 and 4.1, as shown in Algorithm 5.4.
Early Termination. After several iterations of scanning candidates Lit(qi), we can stop
expansion based on whether the best of unseen objects can beat all the current top-k
result Sresult. More details can be found from Lines 1 to 17. Line 17 shows the condition
for early termination. The bound computation can be found in Section 5.5.2.2.
Early Abandoning. Before computing the real similarity, we can estimate the upper
bound of each candidate’s similarity (see Section 5.5.2.3 for details on upper bound
estimation), then determine whether it is bigger than the current Sresult. If so, we will
compute the real similarity by accessing the details of each candidate; otherwise, we
skip this candidate. Lines 18 to 28 show the details. The terminating condition can be
found in the gray area before Line 28.
5.5.2.1 A New Operator for POIs and Trajectories
By having TGP as the index for datasetD, to filter objects effectively, we access candidate
objects in a batch-wise way from the near to the distant. To access the points and their
corresponding objects, we define a new operator besides the spatial and textual scanning
in Section 5.4.1.
Exploring POIs. With the PIL, given a list of POI locations L, ExplorePOI(L, PIL) returns
all the identifiers of points that cover the locations and also share at least one keyword
with a query.
133
CHAPTER 5: ACTIVITY TRAJECTORY SEARCH
Algorithm 5.4: ETAIL (D, Q, k)
Input: Object database D, query Q, k.
Output: Top-k result set Sresult.
1 it← 0, Sresult ← ∅, Cobj ← ∅;
2 while |Cobj| < |D| do
3 Lit (Q)← ∅;
4 foreach ψ ∈ Qψ do
5 Lit (Q)← Lit (Q) ∪ ExploreTextual (ψ, it, TIL);
6 foreach ρ ∈ Qρ do
7 Lit (ρ)← ExploreSpatial (ρ, it, GIL);
8 Lit (Q)← Lit (Q) ∪ ExplorePOI(Lit (ρ), PIL);
9 if Q is a trajectory query then
10 Cobj ← Cobj ∪ CoveredTrajectories (Lit (Q), MT);
11 else
12 Cobj ← Cobj ∪ Lit (Q);
13 it← it+ 1;
14 if
∣∣Cobj∣∣ > k then
15 Compute Sˆ↑(Q,D − Cobj) (by Equation 5.25);
16 Compute Sˆ↓ (Q,Sresult) (by Equation 5.26);
17 if Sˆ↓ (Q,Sresult) > Sˆ↑(Q,D − Cobj) then
18 seen_UB [] =
⋃
o∈Cobj Sˆ
↑ (Q, o) ( Equation 5.28);
19 Sort Cobj by seen_UB[] in decreasing order;
20 foreach oi ∈ Cobj do
21 Compute Sˆ(Q, oi) (Equation 5.22);
22 if |Sresult| < k then
23 Insert oi in S kresult and update the order;
24 else
25 if Sˆ(Q, oi) > Sˆ(Q,S kresult) then
26 Replace S kresult with oi;
27 if Sˆ
(
Q,S kresult
)
> seen_UB[i + 1] then
28 break;
29 return Sresult;
The three operators: ExploreTextual, ExploreSpatial, and ExplorePOI based on
TGP can help us achieve the first step of the Threshold Algorithm, i.e., scanning the in-
verted list sequentially. Based on the scanned objects, we show how to filter the unseen
objects and return the top-k result of Step 2 and 3.
5.5.2.2 Bounds for Early Termination
Here we discuss how to achieve an early termination without scanning the whole
database D. Based on our lower bound similarity of the k-th object in the result
heap (chosen from the scanned objects Cobj). The upper bound of unscanned objects
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in D − Cobj can be computed as:
Sˆ↑(Q,D − Cobj) = α · ∑
ρi∈Qρ
UBρ(ρi, it) + (1− α) · ∑
ψj∈Qψ
UBψ(ψj, it) (5.25)
where UBρ(ρi, it) and UBψ(ψj, it) are the upper bound of unscanned spatial and textual
inverted lists for ψ and ρ after it iterations, then the similarity of worst one in the current
top-k result can be computed as:
Sˆ↓(Q,Sresult) = min
o∈Sresult
Sˆ↓(Q, o) (5.26)
5.5.2.3 Bounds for Early Abandoning
For each scanned object in Cobj, we will compute its upper bound similarity without ran-
domly accessing the missing part, i.e., using less computation to estimate the best case.
If the upper bound is smaller than the k-th best result, we will discard it; otherwise,
we need to compute the real similarity by accessing the missing part and further check
whether it can replace the current k-th result. We choose to sort the upper bounds set
seen_UB [] in line 19 of Algorithm 5.4, as it enables potential candidates to be scanned
earlier, if the current result set is better than the (it+ 1)-th candidate, and all the follow-
ing candidates are worse with a smaller upper bound, so we can break in line 28.
Notably, the lower bound for object o can be computed as:
Sˆ↓(Q, o) = α · ∑
ρ∈Qρ
SProx↓(ρ, o.ρ)it + (1− α) · ∑
ψ∈Qψ
TRel↓(ψ, o.ψ)it (5.27)
where SProx↓(ρi, o.ρ)it = 0 if o is not scanned yet in the inverted lists of ρi, otherwise
SProx↓(ρi, o.ρ)it = SProx(ρi, o.ρ).
Since the similarities of some terms have not been computed yet, we need to fill the
gaps using the maximum similarity of each term. Then the upper bound of o can be
computed as:
Sˆ↑(Q, o) = α · ∑
ρ∈Qρ
SProx↑(ρ, o.ρ)it + (1− α) · ∑
ψ∈Qψ
TRel↑(ψ, o.ψ)it (5.28)
where SProx↑(ρi, o.ρ)it = UBρ(ρi, it) if o is not scanned yet in the inverted lists of ρi;
otherwise, SProx↑(ρi, o.ρ)it = SProx(ρi, o.ρ).
Example 5.4. Here we use an example to illustrate how we achieve early termination and aban-
doning as shown in Figure 5.6. Figure 5.6 shows an ATNN [146] search. Grace is at location
A, and wants to meet with a friend who is at location B. They choose “Coffee” and “Pizza” as
preferences for restaurants to meet. TGP returns four partial inverted lists. The two numbers in
the upper corners of each block indicate the range of similarities among all objects in this block.
The number below each object is the similarity of this object w.r.t. the query.
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Figure 5.6: The loaded index structure for ATNN query Q = {A, B, “Coffee”, “Pizza”, 3}.
Early Termination: In the first iteration, we get objects {o1, o2, o4, o5, o6, o7, o9}. Currently,
Sˆ↑(Q,D − Cobj) = 0.6 + 0.6 + 0.7 + 0.5 = 2.4. For o1, the lower bound 0.7 + 0.9 =
1.6 which ranks 1 in the top-3 list, another two best are {o2 = 0.8, o7 = 0.7}, so the
Sˆ↓ (Q,Sresult) = 0.7 < 2.4. We keep loading more points. Until that third iteration whose
upper bound reduces to Sˆ↑(Q,D − Cobj) = 0.2 + 0.2 + 0.2 + 0.3 = 0.9 , the lower bound of
o1 are: 0.7 + 0.5 + 0.9 + 0.4 = 2.5, then top-3 are: {o1 : 2.5, o2 : 1.6, o5 : 1.3}. Hence,
Sˆ↓ (Q,Sresult) = 1.3 > Sˆ↑(Q,D − Cobj) = 0.9, we terminate.
Early Abandoning: After termination, we have nine candidate objects: o1 − o9. To check
whether each of them can be the result, we compare it with the current top-3 results. For ex-
ample, for the object o8 in the loaded inverted list of location B, its upper bound Sˆ↑(Q, o8) =
0.3+ 0.2+ 0.2+ 0.3 = 1 < Sˆ↓ (Q,Sresult) = 1.3, thus we can skip o8 without further comput-
ing its real similarity by accessing the rest unloaded part in the inverted list.
5.5.2.4 Discussion on Supporting Boolean and Range Queries
Besides top-k queries with monotone aggregate similarity measure, our index TGP can
also support three kinds of Boolean queries which do not have the constraint of k: 1)
For a range query, we can find all the grid cells that locate inside or intersect with query
range, then access the objects inside the cells and refine it; 2) For a Boolean query which
finds the objects that contain all the keywords of the query, it will be easier as we can
fetch the related TIL and conduct join operation; 3) For a Boolean range query [58] that
finds all the objects that contain the query keywords and locate in a query range, we
can further access the node-level inverted list in a grid cell after conducting the range
query.
5.5.3 Optimization for Query Refinement
In this section, we would like to discuss how to optimize the performance of processing
continuous multiple queries from a user, which have many overlaps among each other.
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Figure 5.7: Three kinds of query refinements over geo-tagged data.
5.5.3.1 Query Refinement
Definition 5.15. (Query Session) A query session Sq which origins from query Q is composed
of a set of queries with continuous refinements on Q.
Generally, the refinements are divided into the following three types, which can be
combined with each other or itself to compose Sq.
Definition 5.16. (Refinement on Keywords) A query Q is refined to query Q
′
when a set of
keywords Qψ(∆) are added into or deleted from the query, denoted as Q
Qψ(∆)−−−→ Q′ .
Definition 5.17. (Refinement on Points) A query Q is refined to query Q
′
when a set of points
Qρ(∆) are added into or deleted from the query, denoted as Q
Qρ(∆)−−−→ Q′ .
Definition 5.18. (Refinement on k) A query Q is refined to query Q
′
when the user changes
the expected number of returned results, denoted as Q
k(∆)−−→ Q′ .
Figure 5.7 shows an example for each of the three types of refinements within Sq:
a) refinement on points, some location(s) in the query i) move, ii) are deleted or iii) are
added; b) keywords in the query are i) added, ii) deleted or iii) replaced; c) k is increased
or decreased. For any two adjacent queries Q and Q′, there is a high chance that many
objects can be candidates for both Q and Q′ as they share query locations or (partial)
keywords. Therefore, instead of simply invoking Algorithm 5.4 twice to process two
queries independently, we propose to reuse those scanned objects of Q for Q
′
, thereby
save computation and I/O costs.
5.5.3.2 Reusable Scanned Objects
To maintain the scanned objects of Q, we add a new operator called ReuseBlock, whose
job is to maintain the intermediate inverted lists of query locations and query keywords.
For the refined query Q
′
, we can find the shared keywords Q
′
ψ ∩ Qψ and locations
Q
′
ρ ∩Qρ and reuse their inverted lists without reloading it. Besides the scanned objects
of the Qψ(∆), we also record the number of iterations to get top-k result of Q, as we
may need to conduct more iterations to load more new candidates. We denote the
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Figure 5.8: Making loaded objects of Q reusable for an adjacent query Q
′
.
scanned objects and number of iterations as ζ(Q).Cobj and ζ(Q).it, respectively. For the
new query keywords and locations Qψ(∆) and Qρ(∆), we also need to fill the gaps of
inverted lists before conducting new expansions for more iterations. We incorporate
the optimization above into ETAIL named Reusable ETAIL (RETAIL), which supports all
three kinds of refinements. Details can be found in Algorithm 5.5.
Algorithm 5.5: RETAIL (D, Q′ , k, ζ(Q))
Input: D: trajectory database, Q′ : query, k, ζ(Q): maintained data of former
query Q.
Output: Top-k result set Sresult.
1 Qψ(∆)← Q′ψ −Q′ψ ∩Qψ, Qρ(∆)← Q′ρ −Q′ρ ∩Qρ;
2 it← ζ(Q).it, Sresult ← ∅, Cobj ← ζ(Q).Cobj, Lit (Q)← ∅;
3 foreach ψ ∈ Qψ(∆) do
4 Lit (Q)← Lit (Q) ∪ ExploreTextual (ψ, 0, it, TIL);
5 foreach ρ ∈ Qρ(∆) do
6 Lit (ρ)← ExploreSpatial (ρ, 0, it, GIL);
7 Lit (Q)← Lit (Q) ∪ ExplorePOI(Lit (ρ), PIL);
8 if Q is a trajectory query then
9 Cobj ← Cobj ∪ CoveredTrajectories (Lit (Q), MT);
10 else
11 Cobj ← Cobj ∪ Lit (Q);
12 it← it+ 1;
13 Same to Line 2 to 29 of Algorithm 5.4;
14 return Sresult;
Example 5.5. Figure 5.8 shows two adjacent queries, Q and Q
′
, for the working example of
Figure 5.6. Q takes three iterations to find the top-3 results. Specifically, it has four inverted
lists, the blocks in the red box are reused for Q
′
. When a new query Q
′
comes, since it shares two
keywords and one location with Q, we reuse the inverted lists directly, to avoid loading inverted
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Table 5.2: Five datasets for experiments on TkSTT and MASK.
LA [13] NYC Twitter [28] GeoLife [162] T-drive [153]
#Points 215,614 206,416 2,267,789 19,476,949 17,511,809
#Keywords 14.67 9.96 6.92 N/A N/A
#Trajectories 31,557 49,027 N/A 16,438 10,290
Range Los Angeles
New York
City
California
& Nevada
Beijing Beijing
Table 5.3: Parameter setting of TkSTT and MASK.
Parameter Value
|Q|: Number of points in Q 1, 2, 3, 4, 5, 6, 7, 8, 9, 10
|q.ψ|: Number of keywords in query point q 3, 4, 5, 6, 7, 8, 9, 10
k: Number of results 10, 20, 30, 40, 50, 60
∆: Increment 1000
α: Similarity weight in Equation 5.22 0.5
itmax: Number of blocks in TIL and GIL 150
lists again. As Q
′
has a new keyword “Steak′′ and a new location A′ , we conduct three iterations
separately based on it = 3 in Q to fill the gap of inverted lists (see the black spotted area).
5.6 Experiments
Dataset. We take one point dataset and four trajectory datasets. Table 5.2 shows the
statistics of these five datasets: the number of trajectories, average length of trajectory
and the number of keywords in the trajectories. Note that LA, NYC, and Twitter are
three check-in datasets from Foursquare and Twitter, while LA and NYC can be used as
a trajectory dataset by linking multiple check-in points from the same user. GeoLife
and T-drive are two spatial-only trajectory datasets from Beijing, which record the
movements of people and taxi respectively, and have much higher sampling rate than
the check-in datasets, they are mainly used to test the scalability of our algorithms for
their vast amounts. Two trajectory datasets from Foursquare are used for PATS-based
TkSTT query: Los Angeles (LA) and New York (NYC) [13, 57, 159].
Query Generation. For each dataset, we generate a query pool randomly according to
the range and vocabulary of each dataset. Each query pool contains 1000 lines and each
line is a full query with 10 points and 10 keywords. To generate a query, we can select a
full query from the pool first. Then, we reformulate it by deleting a few of the last points
and keywords according to the setting of parameters |Q| and |q.ψ| in each running.
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Figure 5.10: Effect of α on the running time for the LA and NYC.
Details about the parameter setting of the query can be found in Table 5.3, where the
default values are underlined. Moreover, all the queries reformulated from the same
full query can compose a query session Sq, then we can also verify our RETAIL proposed
in Section 5.5.3.
Parameters. Table 5.3 summarizes all of the parameters used in this work, and the
default values are underlined. For the choice of search range increment ∆, a parameter
sweep was run for both datasets, and the results are shown in Figure 5.9. The running
time decreases as ∆ increases since fewer expansions are needed before termination.
However, using a very large ∆ can result in more unnecessary similarity computations.
In this work, we choose a default cutoff value of ∆ = 1000 (for the baseline method ILA)
as this is the earliest point that the parameter converges in both datasets.
Evaluation Metrics. We explore the running time of the algorithms. In Section 5.6.1.2,
we explore the impact of several variables on overall performance. We explored the
running time of all approaches in Section 5.6.2 and the footprint of their index structures
in Section 5.6.2.4. All experimental results are averaged by running all 1000 queries. All
algorithms are implemented in Java, and run on a PC with an Intel(R) Core(TM) i7-
2630QM CPU (8 CPUs) and 8GB RAM & 480GB Kingston SSD using Windows 10, and
our index TGP resides in the main memory.
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Figure 5.13: Effect of k on the running time for the LA and NYC with order constraint.
5.6.1 Evaluation of PATS-based TkSTT
Algorithms for Evaluation. We compare the following methods to process PATS-based
TkSTT over two datasets. (1) ILA: The baseline method proposed in Section 5.3 forming
the framework. Note that for the incremental expansion on spatial proximity, we adopt
the state-of-the-art IKNN method developed by Qi et al. [99]; (2) ILA-GAP: The gap-based
dynamic expansion method built on top of the baseline proposed in Section 5.3.3; (3)
2TA: The proposed two-level threshold algorithm which avoids the repetitive search of
points in Section 5.4.
First, we explore the effect of two critical parameters: the textual-spatial weight-
ing α, and the maximum number of iterations required for convergence, itmax, when
scanning all of the posting lists in the 2TA algorithm. As shown in Figures 5.10(a) and
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Figure 5.14: Effect of |Q| on the running time for the LA and NYC.
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Figure 5.15: Effect of |Q| on the running time for the LA and NYC with order constraint.
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Figure 5.16: Effect of |q.ψ| on the running time for the LA and NYC.
5.10(b), when more weight is put on spatial proximity, the running time for all methods
declines, which suggests that the pruning effect of the spatial component is more sig-
nificant than in the textual component. Figure 5.11 shows the performance differences
as itmax is increased. The running time declines until itmax converges to 150 in both
datasets. This is because fewer iterations cover more non-top-k trajectories in the last
iteration round. After 150, the running time begins to increase. This is because fewer
iterations can reduce the number of grid cell accesses. Thus, more cells and more candi-
dates are covered in a single iteration, and more time is spent accessing the candidates
when itmax is large.
This suggests that we can choose a single parameter for both datasets easily as
there is a clear similarity in the performance characteristics. All three algorithms rely
on the choice of itmax, and show similar trends. Only the 2TA can efficiently perform
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Figure 5.17: Effect of |q.ψ| on the running time for the LA and NYC with order constraint.
the parameter sweep. For α, if users want to have more weight on textual similarity,
efficiency is reduced, but overall performance is still acceptable. Henceforth, we set
itmax = 150 and α = 0.5.
Observation 5.1. Before presenting further details, a summary of the main observations is:
1. For three main query dependent parameters |Q|, k, and |q.ψ|, 2TA has the best perfor-
mance: 2TA is at least two times faster than the baseline method ILA, and can be five times
faster in some cases.
2. The parameter k has the smallest effect to the performance.
3. The parameter |q.ψ| affects the performance the most. More keywords in the query in-
creases the number of candidate trajectories.
5.6.1.1 Effect of Parameters on the Running Time
Effect of |Q|. Figure 5.14 shows that the running time for all of the methods increases
linearly w.r.t. |Q| in both datasets. In particular, ILA-GAP and 2TA have a performance
between 0.07 and 0.3 second in both datasets, while ILA needs 1 to 2 seconds per query.
The reasons for the performance difference are two-fold: 1) When compared to ILA-GAP
which manages to compute a dynamic yet tighter increment in each round of expansion,
ILA uses a fixed ∆ value for the increment, so ILA usually needs two more rounds of
expansion to stop, leading to scanning more points; 2) When comparing against 2TA, ILA
has to perform repetitive searches on points found in previous rounds of the expansion
which are not required in 2TA.
Effect of |Q| on Order-sensitive Search. Figure 5.15 shows that it costs more time to
conduct all queries compared with the non-ordered search for all methods. There are
two reasons: 1) The computation of similarity based on dynamic programming is time
consuming (complexity of O(n2)); 2) The gap between the lower bound and the upper
bound is higher than that in non-ordered search.
143
CHAPTER 5: ACTIVITY TRAJECTORY SEARCH
Effect of k. Figure 5.12 presents the running time w.r.t. k. We find that the running
time not heavily influenced by choice of k, but the number of points in the query |Q|
clearly has an influence on performance, as shown in Figure 5.14. One possible reason
is that the lower bound of the k-th result does not change too much as k increases, so
it does not result in more expansion rounds, which is the main performance bottleneck
in all of the algorithms. In contrast, when the number of query points increases, the
bounds do change as more ranked lists are required to compute the upper bound for
the unseen trajectories, and the lower bound of the seen trajectories, which translates
into more computational costs.
Effect of k on Order-sensitive Search. When comparing Figure 5.13 and 5.12, we see
that the ordering constraint does not incur an extra cost in processing time, which is not
sensitive to k.
Effect of |q.ψ|. The relationship between the number of keywords in each query point
and the performance is presented in Figure 5.16. The number of query points is fixed at
five, and the number of keywords is increased for each query point (from 3 to 10). The
running time of ILA and ILA-GAP increases much faster than that of 2TA with respect to
|Q| and k. As more keywords are added, more posting lists must be scanned, and so
the gap bound between the upper and lower bound is greater, which in turn results in
more expansion rounds on average. In contrast, 2TA can be more robust as scanning
repetition is minimized in each round of the expansion.
Effect of |q.ψ| on Order-sensitive Search. When an ordering constraint is applied,
Figure 5.17 shows a similar trend with the non-ordered search, but is less efficient in
all three methods since the similarity computation and more data points are scanned
which contain the common keyword(s).
5.6.1.2 In-depth Analysis behind Efficiency
To better illustrate the advantages of ILA-GAP and 2TA, we now conduct an in-depth per-
formance analysis on three more aspects: 1) the number of expansions; 2) the number
of random accesses on points and trajectories; and 3) the final lower and upper bound
when query processing terminates. Details for both non-ordered and order-sensitive
search are shown in Table 5.4, it shows the average number of expansions it, iterations
itmax, the lower bound seen_LB of seen trajectories, the upper bound unseen_UB of un-
seen trajectories, and the number of random access of the points rp and trajectories rt,
frp is number of points shown in all final ranking lists of query, and the best result in
each column is highlighted in bold.
Observation 5.2. In summary, we make six main observations:
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Table 5.4: A comprehensive analysis of three algorithms for TkSTT.
LA
Type Method
rp frp rt unseen_UB seen_LB itmax it
Un-order
ILA 29,729 8143 4980 1.84 2.302 N/A 2.7
ILA-GAP 26,280 7012 3721 2.17 2.29 N/A 2.2
2TA 10,383 5383 2943 2.23 2.25 117 N/A
Order
ILA 33,085 10,434 5762 1.62 2.16 N/A 2.9
ILA-GAP 31,688 9122 4211 1.97 2.07 N/A 2.3
2TA 12,374 6134 3020 2.03 2.05 130 N/A
NYC
Type Method
rp frp rt unseen_UB seen_LB itmax it
Un-order
ILA 55,790 19,242 8732 3.43 3.51 N/A 2.8
ILA-GAP 52,716 17,324 8012 3.43 3.50 N/A 2.3
2TA 32,343 15,771 7120 3.46 3.47 121 N/A
Order
ILA 63,935 27,095 10,234 3.00 3.09 N/A 2.9
ILA-GAP 61,488 25,459 9790 3.02 3.09 N/A 2.4
2TA 32,896 23,277 8143 3.05 3.59 132 N/A
1. 2TA scans the minimum number of points and trajectories among all methods in both
datasets. Regarding the number of expansions it which only applies to ILA and ILA-GAP,
a bigger it means that more points will be scanned. ILA-GAP requires fewer expansions
to find the top-k candidate set than ILA, and also eliminates the effect of the increment ∆,
which is fixed in ILA. Regarding the final bound values when query processing terminates,
the upper bound of all three methods are nearly identical (the difference is within 1 decimal
point), and the gap between the lower and upper bound of 2TA is smaller than ILA-GAP,
which is in turn smaller than ILA. This is in line with our previous observations that
ILA-GAP with a tighter increment is able to scan fewer points than ILA.
2. By comparing 2TA and ILA-GAP in Section 5.6.1, we conclude that controlling the number
of points scanned is the critical factor in the pruning step. For 2TA, the non-ordered search
needs fewer iterations when compared with the order-sensitive search, but is still more
robust than the other approaches. The second round of filtering in 2TA can filter extra
points effectively. In the LA dataset, it scans 10,383 points in the first iteration, an 5383
additional points remain in the top-k for further refinement.
5.6.2 Evaluation of MASK
Before presenting the experimental results on point and trajectory data, we first show
our main purposes and the observations.
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5.6.2.1 Purposes and Overall Observations
We will verify:
1) whether our unified algorithm ETAIL has comparable performance with existing
standalone methods. As our index can support multiple types of queries, we selected
kNN [54], ATNN [146] which also covers ANN [94], TkSK [33], kBCT [99], and TkSTT
[125] as five representative query types, and choose the state-of-the-art (as cited) to
compare with ETAIL, R-tree [54] is chosen for kNN as it is the test-of-the-time work.
Observation 5.3. We observe that:
1. Our TGP index can support all five types of queries efficiently, and it does not even occupy
the largest space.
2. For three query dependent parameters k, |q.ψ|, and |Q|, ETAIL can beat most state-of-the-
art methods over all four datasets with smaller index size, and by more than one order of
magnitude at most, and five times on average.
3. With the increase of k, |q.ψ|, and |Q|, the running time increases as more candidates need
to be scanned.
2) whether our RETAIL can improve the performance of the interactive search. We
add two more groups of experiments for the same query session to verify RETAIL from
different perspectives. Specifically, our algorithms are denoted as RETAIL-Add which
starts from the simplest query to full query (keep increasing k, number of points or
keywords), and RETAIL-Del which starts from a full query to a simplest query (reducing
from 10).
Observation 5.4. We observe that:
1. RETAIL outperforms previous standalone solutions by more than two orders of magnitude
at most.
2. The mutations in the lines of RETAIL in ATNN, TkSK, and TkSTT for query refinement is
because, too many candidates are inherited from the former long query, so they need more
time to check these candidates.
5.6.2.2 Search over Points
We use LA and Twitter to evaluate: 1) k Nearest Neighbors (kNN) search by a point;
2) Top-k Spatial Keyword (TkSK) search by a point with |q.ψ| keywords; 3) Aggregate
Textual Nearest Neighbor (ATNN) search by |Q| points with |q.ψ| keywords in each
query point. We omit the Keyword search (KS) here as our framework is built on top of
the inverted index, which is widely adopted to answer KS efficiently.
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Figure 5.18: Comparison with R-tree [54] by increasing k.
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Figure 5.19: Comparison with IR-tree [33] by increasing k.
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Figure 5.20: Comparison with IR-tree [33] by adding keywords.
Effect of k on the kNN Query. From Figure 5.18, we find: 1) The running time increases
w.r.t. an increasing k; 2) Although R-tree [54] beats ETAIL as we use Grid-index which
should be slower than R-tree, it cannot beat our RETAIL with optimization. We do not
include RETAIL-Del in the performance study for decreasing k, as we can choose them
from existing top-k results directly.
Effect of k and |q.ψ| on the TkSK Query. From Figures 5.19 and 5.20, we find: 1)
ETAIL is faster than IR-tree [33] when we process a query without reusing the scanned
objects; 2) When treating multiple queries as a query session, RETAIL is more efficient
than the aggregated running time of standalone approach over multiple queries.
Effect of k, |Q| and |q.ψ| on the ATNN Query. Figures 5.21, 5.22, and 5.23 show that
the running time of all algorithms keeps increasing when three parameters rise.
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Figure 5.21: Comparison on ATNN [146] by increasing k.
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Figure 5.22: Comparison on ATNN [146] by adding points.
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Figure 5.23: Comparison on ATNN [146] by increasing keywords.
5.6.2.3 Search over Trajectories
Datasets LA, GeoLife and T-drive are used to evaluate two types of queries over
trajectory data: 1) k Best Connected Trajectories (kBCT) by |Q| points; 2) Top-k Spatial-
Textual Trajectory (TkSTT) by |Q| points with |q.ψ| keywords.
Effect of k and |Q| on the kBCT Query. Figures 5.24 and 5.25 show that only kBCT-
GH [118] can compete with ETAIL, while it employs R-tree which occupies more space
than TGP (see Section 5.6.2.4). Moreover, RETAIL is two orders of magnitude faster than
IKNN [31].
Effect of |Q| and |q.ψ| on the TkSTT Query. Figure 5.26 shows: 1) the running time of
all algorithms keeps increasing when parameters rise; 2) RETAIL-Add is more efficient
than RETAIL-Del. We omit the figure of k here as it has a similar trend with other queries.
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Figure 5.24: Comparison on kBCT [31, 99, 118] over GeoLife dataset.
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Figure 5.25: Comparison on kBCT [31, 99, 118] over T-drive dataset.
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Figure 5.26: Comparison with 2TA [125] by increasing |Q| and |q.ψ|.
Statistics of Pruning. Table 5.5 shows the average number of scanned candidates and
pruned blocks in each list over all the candidates of the queries, we adjust k = 10, 30, 60,
|Q| = 1, 5, 10 and |q.ψ| = 3, 5, 10 to observe, respectively. We focus on the two most
complex queries: TkSTT and ATNN. It shows that search over points terminates much
earlier than trajectories (highlighted in bold).
Table 5.5: Statistics on the pruning power of two kinds of queries over LA dataset.
Parameter #Scanned Objects #Pruned Blocks
ATNN
k 8330 11,450 17,476 144 141 138
|Q| 7534 9545 13,237 145 144 140
|q.ψ| 10,004 12,650 20,235 143 140 135
TkSTT
k 2943 3721 4980 78 75 73
|Q| 2564 3167 4249 79 75 74
|q.ψ| 3254 4035 5132 77 74 72
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5.6.2.4 Index Size
We employ the open-source libraries JavaFastPFOR to compress the inverted lists. From
the size of indexes in Table 5.6, we find: 1) Our TGP index manages to support all five
types of queries and even does not occupy the largest space; 2) If we sum up the size
of all indexes for existing query types together for standalone methods, it will be more
than ten times larger than our TGP in LA and Twitter datasets; 3) For spatial-only
datasets like T-drive and GeoLife, TGP consumes at least 150MB less than other
methods; 4) Our index can be compressed slightly (highlighted in bold).
Table 5.6: Footprint of indexes for different queries.
Query LA [13] Twitter [28] GeoLife [162] T-drive [153]
TkSTT [125] 261MB 1.5GB N/A N/A
TkSK [33], ATNN [146] 455.7MB 14.7GB N/A N/A
kBCT [31], kNN [54] 32MB 158MB 1.3GB 1020MB
TGP 89/2MB 387/18MB 1228.8/71MB 810/52MB
5.7 Conclusions
In this chapter, we introduced a novel trajectory similarity-PATS for top-k spatial-textual
trajectory queries (TkSTT), and a new query MASK which covers most top-k search over
activity trajectory data and POIs. To answer PATS-based TkSTT efficiently, we used the
threshold algorithm similar to Chapter 4, and proposed an incremental and gap-based
expansion method to reduce the number of expansions needed before finalizing a top-k
candidate set, leading to fewer scanned data points. However, this approach still suffers
from redundant computations between expansion rounds. Therefore, we combined
LEVI in Chapter 4 with textual posting lists as the index, and proposed a novel two-level
threshold algorithm (2TA) to separate the scanning of points between spatial and textual
similarity in order to remove repetitive scans.
More than being an algorithm for answering a single type of queries, our proposed
2TA was further generalized to be a unified search paradigm ETAIL to answer MASK in
the end. ETAIL not only handles both spatial-only and spatial-textual search over activ-
ity trajectories and POIs, but also achieves fast interactive search. We have conducted
extensive experiments on five real-world datasets to verify the efficiency and scalability
of our proposed unified search paradigm.
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Conclusions and Future Work
We have explored fast trajectory search on three kinds of trajectory data separately.
Next, we conclude each chapter and the common methodology for our three research
questions from a technical point of view. Finally, we present several future interesting
open problems.
6.1 Conclusions
In Chapter 3, we used one algorithm to answer one query (RkNNT) with a single similarity mea-
sure. RkNNT is a novel query to estimate the capacity of a route in a transport network
based on commuter trajectory data. We are the first to investigate the problem of RkNNT.
The query was answered by our proposed algorithm with filtering space to avoid scan-
ning all the trajectory data. RkNNT was further extended to plan a new route between
two given stops to maximize the capacity, i.e., the problem of MaxRkNNT. Extensive
experiments verified that our solutions can efficiently find the results for RkNNT and
MaxRkNNT.
In Chapter 4, we used one algorithm to answer one query with multiple similarity mea-
sures in Torch. Over Torch, we also supported real-time clustering at scale. Based on
the mapped trajectories on a road network, we proposed a more accurate and efficient
similarity measure, and conducted an effectiveness evaluation over five existing simi-
larity measures. We further used indexing techniques to accelerate the assignment of
each trajectory to its nearest center in k-paths, and update the centroids directly from
the road network instead of scanning every trajectory. The case study also showed that
k-paths can find popular paths efficiently and accurately.
In Chapter 5, we used a unified search paradigm to answer the various types of queries
with multiple similarity measures. We studied the top-k search over spatial-textual objects,
including POI and trajectory data. By converting these queries to a general query-
MASK, we presented a unified search paradigm to support various queries. The unified
151
CHAPTER 6: CONCLUSIONS AND FUTURE WORK
Table 6.1: The contributions in data modeling, similarity measure, and indexing.
Data Type Our Work Modeling Similarity Measure Indexing
Spatial-
only
trajectory
Reverse
kNN
Chapter 3
RkNNT [127]
MaxRkNNT
Commuter
trajectory:
OD pairs
Point-to-trajectory
distance
R-tree
+
Filtering
space
Search
engine
Chapter 4
Torch [128]
Vehicle
trajectory:
Edge-based
+
Compression
Similarity search
with 6 measures
+
Basic search
+
Evaluation
Inverted
index
on edges
+
Grid-index
+
Threshold
algorithm
k-paths [131]
+
Edge-sorted
trajectory
A quasilinear
measure
+
Triangular
Inequality
Spatial-
textual
trajectory
Top-k
search
Chapter 5
TkSTT [125]
Activity
trajectory:
Keywords
attached
+
Point-wise
similarity
measure:
PATS
+
Textual
inverted
index
+
2-level
threshold
algorithm
MASK [129]
↓
Trajectory & POI
are both
supported
↓
A measure
covers various
top-k queries
↓
A unified
search
paradigm
search paradigm further extended the solution we propose for spatial-only trajectory
search in Chapter 4 with a textual inverted index. Our search paradigm showed great
generality, especially for interactive search with query refinement, where we can reuse
the scanned index blocks without reloading.
Overall, we proposed a series of new techniques for each research question in-
crementally, including similarity measures, efficient indexes, and search paradigms, as
shown in Table 6.1.
• For data modeling, we started from the simple OD pairs as commuter trajectory,
and further used the road segments to represent the vehicle trajectory data, then
the textual data can be further attached in a novel representation.
• For similarity measure, we proposed a novel similarity measure for vehicle trajec-
tory based on overlapped road segments, which avoids the effect of GPS errors
and sampling rate. We conducted the evaluation with existing similarity mea-
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Transport
Chapter 3
Tourism
Chapter 5
Traffic
Chapter 4
Trajectory
IndexingNetwork
Routing
Figure 6.1: The commonalities between the applications of our three research questions.
sures based on our proposed simulation-based ground truth. We also proposed a
point-wise similarity measure for activity trajectories.
• For indexing, we proposed the filter-based approach to commuter trajectory data
based on an R-tree, and further introduced a unified search paradigm based on
a threshold algorithm and inverted indexes for vehicle trajectories and activity
trajectories.
Besides advancing state-of-the-art for trajectory searching techniques, this thesis
also paves the way for promising new applications based on trajectory search. The
applications range from transport, traffic, and tourism, where the data becomes complex
from source-destination pair, to a series of spatial-only points, and the keywords are
further attached. As the red arrows show in Figure 6.1, Chapter 3, and 4 employed a
network (transport network and road network respectively) to extract a final path for
route planning and trend analysis; Chapter 4 and Chapter 5 built indexes for various
kinds of data incrementally, and we achieved a unified search paradigm for fast search
over trajectories and POIs.
As we introduced in Chapter 1, our three applications have diversified users rang-
ing from analysts in companies and government to ordinary people with smartphones.
For example, RkNNT and MaxRkNNT can be used by public transport analysts to opti-
mize bus routes, or Uber drivers to find the most profitable route. With our Torch and
k-paths, analysts in the transport department will benefit from our traffic monitoring
system [132] in terms of real-time response. Using MASK and TkSTT, the tourists will
enjoy the personalized trip in our planning system [130]. We also open source the code
we implemented and datasets we cleaned, which can be accessed through the following
link: https://t4research.github.io/.
153
CHAPTER 6: CONCLUSIONS AND FUTURE WORK
6.2 Future Work
Here, we list three interesting directions deserving further investigation.
• Temporal-aware Trajectory Search. In RkNNT, we defined the commuter trajec-
tory without a timestamp. However, commuter trajectories with a timestamp can
help an RkNNT become a more time-sensitive operator, e.g., estimating the ca-
pacity of a route from 10:15 am to 10:45 am, which has promising applications
in dynamic timetabling of a bus route, to save resources and overcome capacity
imbalances in fixed timetables. Likewise, temporal information is vital for queries
over vehicle trajectories in traffic monitoring. The baseline toward temporal-aware
querying is to slice the index based on a timestamp unit, and the index which has
an overlapping timestamps with the query will be checked. The critical challenge
is how to design a proper slicing mechanism to achieve good compression and
query performance.
• Budget-based Trip Planning. We have proposed an interactive trip planning plat-
form [130] to enable users to search trajectories and POIs. Further, budget-based
trip planning will enable users to set a budget on travel time and expenses, i.e.,
the budget can be two-fold: time and money. Similar to the routing problem in
Chapter 3, we can build a graph where the edge’s weight is travel time or money,
then define the route searching problem by taking the selected POIs and budget
as input. This would connect Chapter 5 and Chapter 3 (the dotted red arrow in
Figure 6.1) and makes the applications more comprehensive.
• Activity Trajectory Clustering. Clustering activity trajectories has potential for
trip recommendations. Different from TkSTT and MASK, users do not need to
input any locations or keywords to discover the most popular trips. Moreover,
we can conduct clustering on returned results with TkSTT and MASK to make
the clustering more personalized. The challenges are two-fold: 1) The similarity
measure between two spatial-textual trajectories needs to be defined. Even though
we give an order-sensitive measure in Definition 5.10, the query is a set of points
and it only finds a matching point for each query point but not every trajectory
point; 2) How can we generate a trip with a comprehensive textual summary on
activity trajectories in the same cluster?
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