The Hirschfeld-Gebelein-Rényi (HGR) maximal correlation has been shown useful in many machine learning scenarios. In this paper, we investigate the sample complexity problem of estimating the HGR maximal correlation functions by the alternative conditional expectation (ACE) algorithm from a sequence of training data in the asymptotic regime. Specifically, we develop a mathematical framework to characterize the eigendecomposition of perturbed matrices, and then establish the error exponent of the learning error for the computed HGR maximal correlation functions. Our result essentially indicates the number of training samples required for estimating the HGR maximal correlation functions to a targeted accuracy by the ACE algorithm.
I. INTRODUCTION
Given a pair of jointly distributed discrete random variables X, Y over finite alphabets X, Y, the generalized Hirschfeld-Gebelein-Rényi (HGR) maximal correlation [1] - [3] , defined as ρ k (X; Y ) sup
(1) is a normalized measure of the dependence between two random variables in the k-dimensional functional spaces. It has been shown that the functions f * , g * maximizing (1), which we call the maximal correlation functions, have important applications not only in statistics [4] , but also in information theory [5] , machine learning [6] , and recently interpreting deep neural networks [7] . Therefore, efficiently computing maximal correlation functions from real data sets has gained increasing attentions in information theory and machine learning. When the joint distribution P XY between X, Y is known, the maximal correlation functions of (1) correspond to the top k singular vectors of the |Y| × |X| matrixB, whose entries are defined as [5] B(y, x) = P XY (x, y)
However in real machine learning problems, rather than the joint distribution P XY , it is often a sequence of n training data (x 1 , y 1 ), . . . , (x n , y n ), sampled from P XY , is revealed. In such cases, the alternative conditional expectation (ACE) algorithm [8] is often applied to estimating the maximal cor-relation functions from the data, which essentially computes the top k singular vectors of the |Y| × |X| matrixB:
whereP XY ,P X ,P Y are the empirical distributions of the training data. This leads to a learning error between the singular vectors ofB and the computed singular vectors of B.
In this paper, our goal is to investigate this learning error and the sample complexity of the maximal correlation functions asymptotically. For this purpose, we assume that the training data (x 1 , y 1 ), . . . , (x n , y n ) are i.i.d. generated from some (unknown) joint distribution P XY , and use Φ andΦ to denote |X| × k-dimensional matrices with the i-th columns of Φ andΦ being the i-th right singular vectors ofB andB, respectively. Moreover, we apply the squared Frobenius norm of the matrix 1BΦ to measure the performance of treatingB as the true singular vectors forB. Then, the sample complexity of computing maximal correlation functions is characterized by the learning error of BΦ 2 F defined as:
where the probability is measured over n i.i.d. samples from P XY . In particular, we study (4) in the asymptotic regime of n, i.e., when n → ∞, which is interesting for many machine learning applications. In the asymptotic regime, the probability (4) typically decays exponentially with respect to n, and hence the error exponent of (4) is the key quantity to understand the sample complexity of maximal correlation functions. In the rest of this paper, we establish the closed-form expression of this error exponent, which indicates the number of required samples for estimating the maximal correlation functions of X, Y to a given computation accuracy.
II. PROBLEM FORMULATION
The goal of this paper is to study (4) in the regime n → ∞. In this regime, the difference between B Φ 2 F and BΦ 2 F is typically small. Thus, it is natural to further restrict to the 1 The squared Frobenius norm BΦ 2 F has the operational meaning of characterizing the performance of the softmax regression in classification problems. We refer to [7] for the details. regime that n → ∞, and → 0, and consider the following asymptotic problem:
Moreover, we assume that the k-th singular value σ k ofB is strictly greater than the (k + 1)-th singular value σ k+1 , which is often a reasonable assumption in practical problems, and will facilitate our derivations. In order to establish analytical characterizations of (5), in the following we develop a mathematical framework for computing the difference between B Φ 2 F and BΦ 2 F .
III. THE PERTURBED EIGEN-DECOMPOSITION
Suppose that A ∈ R d×d is a symmetric matrix with eigenvectors v 1 , . . . , v d and eigenvalues λ 1 ≥ · · · ≥ λ d . In addition, we denote
as the matrix formed by the top k eigenvectors of A. Then, it follows that
where tr{·} denotes the trace of the matrix. Now, suppose that A( ) is a symmetric matrix parametrized by with A(0) = A, and is an analytic function of with the Taylor's expansion
is the first order derivative of A( ) with respect to at = 0. In addition, let V k ( ) ∈ R d×k be the matrix formed by the top k eigenvectors of A( ) defined similarly to (6) . Then, the following lemma characterizes the perturbation of the trace (7) of A over the perturbed eigenvectors.
where tr{·} denotes the trace of the matrix.
Proof. Suppose λ 1 , . . . , λ k take r distinct values, and the indices i 0 , . . . , i r are defined such that 0 = i 0 < · · · < i r = k and
where v j ( ) denotes the j-th column of V k . We first consider the summation for l = 1,
First, note that since A( ) is analytic, there exists a symmetric matrix A such that
. In addition, the analyticity of A( ) implies that the eigenspace V k ( ) is also analytic [9] , and thus has the expansion
Moreover, the columns ofV i 1 form an orthonormal basis of the eigenspace of A associated with λ 1 , and thus
where I i 1 and O i 1 are the identity matrix and the zero matrix in R i 1 ×i 1 , respectively. Therefore, we have
where the penultimate equality follows from the fact that AV i 1 = λ 1Vi 1 , the last equality follows from (9) , and I d is the identity matrix in R d×d .
In addition, suppose λ 1 ( ), . . . , λ i 1 ( ) are the largest i 1 eigenvalues of A( ) and define the matrix Λ i 1 ( ) diag{λ 1 ( ), . . . , λ i 1 ( )}. Then, it follows from the analyticity of A( ) that Λ i 1 ( ) is analytic and can be written as
Comparing the -order terms for both sides, we have
where we have again exploited the fact that AV i 1 = λ 1Vi 1 . Now, we can rewrite tr
where (13a) follows from (11), and (13e) follows from (12). Furthermore, it follows from the eigen-decomposition of A that
wherev j is the j-th column ofV i 1 (1 ≤ j ≤ i 1 ). Similarly, we have
Hence, we obtain
and its Moore-Penrose inverse
Therefore, we have
and hence
where to obtain (15c) we have used (11), and to obtain (15d) we have used the fact that (λ 1 
Then, from (10), (13) and (15), we obtain
where (16a) follows from (14), and V i 1 of (16c) is defined
To obtain (16c), we have used the fact that both the columns of V i 1 andV i 1 form an orthonormal basis of the eigenspace of A associated with the eigenvalue λ 1 .
Moreover, similar to the above derivations, for any l we have
Then from (8) and (17), we have
which finishes the proof of the lemma.
IV. THE SAMPLE COMPLEXITY
In this section, we develop the sample complexity (5) . To begin, let us denote the difference between the empirical joint distribution and the true joint distribution of X, Y aŝ P XY (x, y) − P XY (x, y) = P XY (x, y)Γ XY (x, y), (18) where is some small quantity, since we consider the regime of large n. This induces a one-to-one correspondencê P XY ↔ Γ XY . Note that sinceP XY and P XY are probability distributions, the Γ XY satisfies x∈X,y∈Y P XY (x, y)Γ XY (x, y) = 0.
(19)
In addition, we can represent the difference between the empirical marginal distributions and the true marginal distributions asP
Then, it follows from (18) and the second order Taylor's expansion of the K-L divergence that D(P XY P XY )
where Γ XY is the |X|×|Y| matrix with the entries Γ XY (x, y). The K-L divergence D(P XY P XY ) characterizes the error exponent of the probability that the empirical distribution of n samples, i.i.d. sampled from P XY , isP XY .
In addition, it follows from (20) and (21) that
and 1
(24) Therefore, it follows from (18)-(24) that B(y, x) −B(y, x)
where Ξ is the |Y| × |X| matrix with the entries Ξ(y, x). 
Now, let
= exp −n min
where the " . =" is the conventional dot-equal notation. Moreover, we define S 2 ( ) as the set ofP XY such that the corresponding Γ XY from (18) satisfies
where d |X|, σ i denotes the i-th singular value 2 ofB, and φ i denotes the i-th right singular vector ofB, and Ξ is defined as in (25). Then, it follows from Lemma 1 that lim
Therefore, from (26) 
(29) By solving this optimization problem, the following theorem establishes the analytical form of the sample complexity (5) .
where α is the largest singular value of the matrix G k , defined as
where L is an (|X| · |Y|) × (|X| · |Y|) matrix, whose entry at the [(x − 1)|Y| + y]-th row and [(x − 1)|Y| + y ]-th column 3 is defined as
where δ ij is the Kronecker delta, and
where "⊗" denotes the Kronecker product, and φ i and ψ j represent the i-th right singular vector and the j-th left singular vector 4 ofB, respectively.
Proof. First, we show in the following that (29) is equivalent to the optimization problem without the equality constraint, i.e,
(32) To see this, suppose that Γ XY is the optimal solution of (32) with c x∈X,y∈Y
which implies |c| ≤ 1.
If |c| = 1, we have Γ XY (x, y) = ± P XY (x, y), and it follows from (25) that Ξ(y, x) = ∓ P X (x)P Y (y). As a consequence, we have Ξ = ∓ψ 0 φ T 0 , where ψ 0 is a |Y|dimensional vector with its y-th element being P Y (y), and φ 0 ∈ R |X| with the x-th element being P X (x). Then, sincẽ B T ψ 0 is zero,B T Ξ is a zero matrix, and hence the objective function is zero. This contradicts the assumption that Γ XY is optimal. Moreover, if 0 < |c| < 1, then we can construct the matrix Γ XY with elements Γ XY (x, y) = z(x, y)/ 1 − c 2 . Under this construction, Γ XY 2 F = 1, and the objective function for Γ XY is 1/(1 − c 2 ) times of the corresponding value for Γ XY . This again contradicts the optimality of Γ XY . Therefore, we have c = 0, and the optimization problem (32) has the same solution as (29).
To simplify the objective function, we employ the vectorization operation vec(·) that stacks all columns of a matrix into a vector. Specifically, for W = [w ij ] ∈ R p×q , the vec(W) is a (pq)-dimensional column vector with [p(j − 1) + i]-th entry being w ij . Then, we can rewrite the objective function of (32) as
where to obtain (33a) we have used the fact thatBφ i = σ i ψ i , to obtain (33b)-(33c) we have used the properties of trace that u T Mv = tr u T Mv = tr vu T M = vec T (uv T ) vec(M), and to obtain (33d) we have used the fact that vec σ i ψ i φ T j + σ j ψ j φ T i = σ i (φ j ⊗ ψ i ) + σ j (φ i ⊗ ψ j ) = θ ij .
Moreover, it follows from (25) and (31) that vec(Ξ) = L vec Γ T XY . Thus, (33e) can be reduced to
(34) Since vec Γ T XY = Γ T XY F = Γ XY F , the constraint of (32) is equivalent to vec Γ T XY ≤ 1. Therefore, the maximum value of (34) is the largest singular value α of G k , which is the maximum value of the objective functions in (32) and (29). This implies that the minimum value of Γ XY
F
under the constraint (27) is α −1 , and hence the minimum of the K-L divergence in (26) is
which finishes the proof.
The following corollary establishes the number of required samples for training the HGR maximal correlation functions. Corollary 1. The number of samples n needed to train the HGR maximal correlation functions is
where α is as defined in (30), 2 is the learning error and δ is the failure probability.
