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Abst ract - -For  infinite delay differential equations, a new technique is offered in this paper to 
establish the stability criteria. In using Razumikhin techniques, rather than putting all compo- 
nents of the state variable ~ in one Liapunov functional V(t,~(.)), we adopt several functionals 
~(t ,  to(.)) (j = 1, 2 ....  , m) so that not only can they be easier constructed, but also the conditions 
ensuring the required stability are less restrictive. Furthermore, the advantages of the obtained results 
are illustrated by an example. (~) 2002 Elsevier Science Ltd. All rights reserved. 
Keywords - - In f in i te  delay differential equations, Uniform stability, Uniform asymptotic stability, 
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1. INTRODUCTION 
As is known, there have been established the stabil ity criteria for infinite delay differential equa- 
tions in terms of Liapunov functionals (e.g., cf. [1,2]). Moreover, the Razumikhin techniques have 
been employed to make the improvements (e.g., cf. I3]). 
However, to our knowledge, so far one always puts all components of ~ together into one 
Liapunov functional V(t, ~(.)), and then impose certain conditions on V(t, ~(.)) and V'(t, q9(.)) 
to ensure the required stability. Unfortunately, to find such functionals is rather difficult. As a 
matter  of fact, all the known examples (with possibly a few exceptions) to i l lustrate the results 
involving Razumikhin techniques are of scalar equations even in the finite delay case. This reveals 
the disadvantages of using one functional involving all components of ~, which restricts the 
applications of Razumikhin techniques to systems of finite or infinite delay differential equations. 
Inspired by the ideas in [4] dealing with ordinary differential equations, we have developed a
new technique in investigating the stabil ity of finite delay differential equations (cf. [5]), in which 
the Liapunov functions rather than Liapunov functionals are adopted and the components of x 
are divided into several groups; correspondingly, several functions Vj (t, x(J)) ( j  = I, 2 , . . . ,  m) are 
employed (where x = (x(1) , . . . ,  x(m})T). In that way, to construct the suitable functions is rather 
easy and the imposed conditions ensuring the required stabil ity are less restrictive. 
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In this work, we further develop the ideas in [5] to establish the stability criteria for infinite 
delay differential equations by Razumikhin techniques. Moreover, we use several Liapunov func- 
tionals, which are more general than Liapunov functions, involving partial components of ~. 
As corollaries, we obtain the corresponding results in terms of Liapunov functions. Finally, we 
give an example to show that this new technique is rather effective and especially applicable to 
systems of infinite delay differential equations. 
2. MAIN  RESULTS 
Consider the following infinite delay differential equations of the form: 
x'(t) = F ( t ,x (s ) ;a  < s < t), t >_ t., (1) 
or in the short form 
x'(t) = F(t ,  x(.)), t > t, ,  
where -0o  < a < t., a could be -oo,  F is a Volterra functional determined by t and the values 
of x(s) for a < s < t and taking values in R n. 
For a to _> t. and a bounded continuous function ~ : [a, to] ~ R '~, the corresponding solution 
of (1), denoted by x(t, to, ~), is a continuous function satisfying (1) on an interval [to, to + a) for 
some a > 0 with x(t, to, ~) = ~(t) for a < t < to. 
We always assume that F satisfies certain conditions to guarantee the global existence and 
uniqueness of solutions (cf. [6]), and 
g(t ,  O) = 0 
so that (1) has solution x(t) = 0, which is called the zero solution. 
Let 
C(t) = {~ : [a, t] ~ R '~ I~  is continuous and bounded}. 
For ~ E C(t), define 
II~lI = ]koH [a'tJ = sup I~(s)l, 
a<_s<t 
where I" I is a norm in R'L For convenience, we define 
Ixl = max lad, for x ~ R".  
l (__i <__n 
For any H > 0 and t _> t., let 
c.(t) = e c ( t )  I II ll = II ll I°''l < H}.  
In the sequel, we assume that F(t, ~) is defined on [a, oo) x Ci~(t) for some H > O. 
We introduce some definitions as follows. 
DEFINITION 1. The zero solution of (1) is said to be stable if  for any to >_ t, and e > 0 there is 
a 5 = 5(to,e) > 0 such that [~ E C6(to),t >_ to] imply [x(t, to,~o)l <_ e. The zero solution is said 
to be uniformly stable (U.S.) if 5 is independent of to. 
DEFINtTION 2. The zero solution of (1) is said to be asymptotically stable if it is stable and if  for 
each to _> t. there exists an ~? = ~]( to ) > 0 such that ~o E Cn ( to ) implies Ix(t, to, ~o)l --. 0 as t ~ cv. 
The zero solution is said to be uniformly asymptotically stable (U.A.S.) i f  it is U.S. and if there is 
an 7] > 0 and for each 7 > 0 there exists a T = T(7) > 0 such that [to _> t., ~ E Cn(to ), t >_ to +T] 
imply Ix(t, to, qo) I <_ 7. 
DEFINITION 3. A continuous function W : R + --* R + is called a wedge function if  W(O) = 0 
and W(s)  is (strictly) increasing. 
The following lemma (ef. [1]) is needed in proving our main results. 
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LEMMA 1. Let u be a continuous and bounded function. Then for any wedge functions W 
and V~*, any h > O, and for each/~ > 0, there is a corresponding ~*. > 0 such that 
ft,h W(lu(s)l)ds >_ ~ implies W*(lu(s)l)ds >_ ~*. h 
In what follows, we will split ~a = (~1, ~2, . . . ,  qon) -r 6 C(t) into several vectors, say, (~1) , . . . ,  
~(nll))T (~2),  ~(2),T ,(qp~m), . (m),T 
, • • •, wn2 j , . . . . .  •, ~n,, ) such that nl + n2 q- " ' "  +nm = n and 
• ' '~v 'n l ,~ ' l  ~ ' ' ' ,  , . . . .  ~v 'nm J 
For convenience, we denote 
~(J) : (~ l ) , . . . ,~(n J ) ) ,  j :1 ,2 , . . . ,m,  
and T / % ,  
Note that  the order of components in ~(S) is not necessarily the same as in ~. 
For x = (Xl ,X2,. . .  ,xn) T 6 R n, we adopt the similar notations as for ~ 6 C(t). Let 
x (s) = max x (s) , j= l ,2 , . . . ,m,  
l<_k<_ni 
and thus, 
Cortes 
Let 
and denote 
)ondingly, 
~(S)(s) = max qo?)(s) , _ . .  
l<k<n i 
I x l=  max Ix(S)l. 
l<_S<_m I I 
j = 1 ,2 , . . . ,m,  and 
~(j) = qo(S ) [a,t]= sup ~(S)(s) , 
cz<s<t 
I q 
I (s)l = max 
l< j<_m 1-- - - t 
j = 1, 2 , . . . ,  m,  
C(J)(t) = {~(J ) :  [a,t]--* R '~j I~  (j) is continuous and bounded},  
and 
For simplicity, we  start with the case of m -- 2, and first establish the following result on the 
U.S. 
THEOREM i. Let q?S : R+ --+ R+ be continuous, (~b s e LI[0, oo), q?S(t) <_ K s for t >_ 0 with some 
constant K s > 0 (j = 1,2), and let W~ s (j = 1,2, 3, 4; j = 1, 2) be wedge functions. If there exist 
continuous functioneds Vj : [a, oo) x C(~)(t) --* R+(j = 1, 2) such that 
(i) W~s([~(S)(t)[) < V~(t,~(S)(.)) _< W2S(M(S)(t)[) 
[/: ] +W3s q~s(t- s)Was (~(S)(s) ) ds , j = 1, 2; 
and 
(ii) when Vl(t,x(1)(.)) >_ V2(t,x(2)(')), there holds 
when V1 (t, x (1) (.)) _< V2(t ,  x (2) ( ' ) ) ,  there holds 
where x(t) = (x(i)(t),x(2)(t)) is a solution of (1), then the zero solution of (1) is U.S. 
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Let x(t) = (x (1) (t), x (2) (t)) be a solution of (1). Define a function V(t) as follows: 
j" 1/1 (t,x(1)(.)), if V1 (t,x(1)(.)) > I12 (t,z(2)(-)), 
V(t) I V2 (t,x(2)(.)), if V1 (t,x(1)(.)) _< V2 (t,x(2)(')).  
Obviously, V(t) is continuous for all t _> a. 
In the sequel, we denote, for the sake of shortness, 
We claim first that for any t _> a, 
j=  1,2. 
[w. W12 (Iz(2)(t)[) ] + < v(,)< w2, ) + ) 
2 - - (3) 
In fact, if Vl(t) > V2(t), then by (2) and Condition (i), 
V(t) = V,(t) > [Vl(t) -4- V2(t)] > [Wll (]z(~)(t)l) + wx= ([x(=)(t)[)] 
- 2 - 2 ' 
whereas, if V1(t) < V2(t), we also have 
[Vl(,) q- V2(t)] > [Wll (]x(1)(t)l) -~- W,2 (Ix(2)(t)])] 
v( t )  = v2(t) >_ 2 - 2 
On the other hand, the right-hand inequality in (3) is trivially valid. 
Next, we show that for each t > to, the right-hand and the left-hand derivatives of V(t) 
w.r.t. (1), both denoted by V'(t), satisfy 
V'(t) < 0, if V(s) < V(t), for s E [a, t]. 
(Note that at a set of at most denumerable points of t the right-hand and the left-hand derivatives 
of V(t) may not be equal.) 
Indeed, suppose Vl(t0) > V2(to) and there exists some tl > to such that 
Vl(t) >_ V2(t), for t E [t0,tl]. 
Then by (2), 
V(t) = Vl(t), for t e [to, tl]; 
and for each s C [a,t], if V~(s) > V2(s), then V(s) = Vl(S), and hence, V(s) < V(t) implies 
Vl(s) <_ Vl(t); while if Vl(s) < V2(s), then V(s) = V2(s) and also V(s) < V(t) implies Vl(s) < 
V2(s) = V(s) < V(t) = Vl(t). Therefore, in any case we have 
V'(t) = V~(t) E O, if V(s) < V(t), for s e [a,t]. 
If tl = +o¢, then (4) is proved. Otherwise, there must be some t2 > tl such that Vl(t) <_ V2(t) 
for t E [tl, t2]. Then we have 
V(t) = V2(t), for t E [tl,t2], 
and by a similar reasoning to the above we have 
V'(t) = V~(t) < 0, if V(s) < V(t), for s E [a,t]. 
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If t2 = -t-c<), then we claimed (4). Otherwise, we may repeat the above arguments to derive 
the assertion (4). 
As for the case of Vl(t) <_ V2(t) for t c [t0,tl], the reasoning to derive (4) is similar and thus 
omitted. 
Now we are in a position to show the U.S. of the zero solution of (1). For any given c > 0 
(¢ < H),  let ¢* = min{Wn(¢),  W12(¢)}, and we may choose 5(¢) > 0 such that 
E* E* 
5<¢,  W2j (5)<-~-  and W3j(J jW4j(5))<-~, j= l ,2 ,  
where Jj = fo  ¢(s)ds (j = 1, 2). 
For any to >_ t., ~ E C~(to) (which implies ~(J) E c~J)(t0), j = 1,2), denote x(t) = x(t, to,~). 
Then by (3) we have 
[Wll ([x(1)(t)[) + w12 (Ix(~)(t)l)] < y(t) < w~1(5) + w~2(5) 
2 - -  - -  
¢* 
+ Wsl(J1W41(5)) + Ws2(J2W42(5)) < -~-, for t C [a, to]. 
We claim that for all t >_ to, 
¢* [w~ (Ix(~)(t)l) +2 wl~ (Ix(2)(t)l)] _< v(t) -< 7 (5) 
Suppose (5) is not true, then there must exist some tl > to such that 
6" 
V(t) <_ V(tl),  for t e [a, ti], V(t l)  > -~-, and V'(t l )  > 0. 
But then by (4) we should have 
v ' ( t l )  _< 0. 
This is a contradiction. Hence, (5) is true, and it follows that 
W11(x(1)(t) )+W12(x(2) ( t )  ) ~_¢*=min{W11(¢),W12(¢)}, for t_>t0,  
which implies 
Wll (x(1)(t))  ~ Wll(E ) and W12 (x(2)(t)) _< W12(¢), fo r te  to. 
Therefore, 
Ix(t)l = max { x(1)(t) , x(2)(t) } < ¢, for t >_ to. 
Since 5 = 6(¢) is independent of to, this shows that the zero solution of (1) is U.S. | 
REMARK 1. Obviously, a Liapunov function V(t, x) can be regarded as a Liapunov functional 
V(t,x(.)) with x(s) = x(t) for a < s _< t. Hence, as an immediate implication, we have the 
following result. 
COROLLARY 1. Suppose there exist continuous Liapunov functions Vj : [a, oo) x B~ ) --~ R + with 
B~ ) = {x (j) • R nj I lx(J)l < H} (j = 1,2) such that 
(i) Wlj([x(J)l) s vj(t,x(5)) 5 w2j(Ix~J)l), j = 1,2; 
(ii) when Vl(t, xO)(t)) >_ V2(t,x(2)(t)), there holds 
V/(t,x(1)(.)) __~ 0, i fV 1 (8, x(1)(s)) ~ U 1 (t,x(1)(t)) , f ors • [oL, t]; 
when V1 (t, x 0) (t)) < V2 (t, x (2) (t)), there holds 
where x(t) = (xO)(t),x(2)(t)) is a solution of (I) and Wlj, W2j (j = 1,2) are wedge 
functions, then the zero solution of (1) is U.S. 
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REMARK 2. It is easily seen that Corollary 1 which is a special case of Theorem 1 is the coun- 
terpart of the relevant result for finite delay equations (cf. [5, Theorem 1]). Hence, the result 
obtained here is more general than in [5]. 
Next, we establish a criterion on U.A.S. as follows. 
THEOREM 2. Under the assumptions of Theorem 1, in addition, suppose there exist wedge func- 
tions Whj and continuous functions Pj, qj : (0, oc) --* (0, 0o) such that P(s) > s for s > 0 
and qj(s) is nonincreasing (j --- 1, 2). I f  Condition (i) in Theorem 1 and the following Condi- 
tion Oi) ~ are satisfied: 
(ii)' when Vl(t) _> V2(t), there holds 
v;(t) < -wh, (~(,(t) ) 
i fVl(s) < PI(VI(t)) for s • [max{a,t - ql(Vl(t))}, t]; when V1(t) < V2(t), there holds 
; 
if V2(s) < P2(V~(t)) for s • [max{a,t - q2(V2(t))},t], where x(t) = x((1)(t),x(2)(t)) is a 
solution of (1), then the zero solution of (1) is U.A.S. 
PROOF. As in the proof of Theorem 1, define V(t) by (2). Then V(t) is continuous for all t > a, 
and also (3) holds. Let 
P(s) = min{Pl(s), P2(s)} and q(s) = max{q1 (s), q2(s)}. 
Obviously, P and q : (0, co) ---* (0, c~) are also continuous, P(s) > s for s > 0, and q(s) is 
nonincreasing. 
Instead of (4) we can show that 
(a) on any subinterval of [to, oo) where Vl(t) > V2(t), we have 
v'(t) <_ -ml  (~(~)(t) (6) 
if V(s) < P(V(t)) for s•  [max{a, t -  q(V(t))}, t]; 
(b) on any subinterval of [to, c~) where Vl(t) _< V2(t), we have 
v'(t) <_ -wo~ ( x(~)(tl ) (7) 
if V(s) < P(V(t)) for s • [max{a, t - q(V(t))}, t]. 
In fact, suppose there is some tl > to such that 
V(t) >_ V2(t), for t • [to, tl]. 
Then by (2) we have 
y(t) = y l ( t ) ,  for t e [t0,h]. 
Now for each s • [max{a,t - q(V(t))}, t], if Vl(s) >_ V2(s), then V(s) = Vl(S) and P(V(t))  = 
P(Vl(t)) <_ PI(VI(t)), hence, V(s) < P(V(t)) implies Vl(S) < PI(VI(t)); whereas, if Vl(s) <_ 
V2(s), then Vl(s) <_ V2(s) = V(s) and P(V(t)) -- P(Vl(t)) <_ PI(VI(t)), hence, V(s) < P(V(t)) 
also implies Vl(S) < PI(VI(t)). Noting that [max{a,t - ql(Vy(t))}, t] C [max{a,t - q(V(t))}, t] 
we conclude that for any t • [t0,tl], 
v'(t) = v;(t) <_ -rex (~(i)(t) ) 
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if V(s) < P(V(t ) )  for s • [max{a,t - q(V(t))}, t]. If tl = +co, then (6) holds for all t _> to. 
Otherwise, there must be some t2 > tl such that Vl(t) <_ V2(t)for t • [tl,t2]. In a similar way, 
we can assert that, for any t • [tl,t2], 
if V(s) < P(V(t ) )  for s • [max{a,t - q(V(t))}, t]. If t2 = +co, then (7) holds for all t >_ tl. 
Otherwise, we may continue the above process and we can see that the interval [to, co) can be 
divided into finite or infinite number of successive subintervals and on each of them either (6) 
or (7) holds. 
We note that the zero solution of (1) is trivially U.S. since the Condition (ii)' implies (ii). 
Furthermore, we can show the U.A.S. For e = h < H, we can find the corresponding 5(h) > 0 
(6 < h) in the U.S., and let 7] = 6(h). Then [to >_ t., ~ • C~(to), t > a] imply 
h$ 
V(t) < --~ and Ix(t)l <_ h, (8) 
where h* = min{W11(h), W12(h)}. 
For any given "r > 0 with "y < h, we will find a T('r) > 0 such that [to _> t., ~ e Cv(to ), t >_ 
to + T] imply Ix(t)[ = [x(t, to,~)[ <<_ % 
Since (I)j E Ll[0, co), for the given - />  0, let ~,* = min{Wn('y),W12('r)}, we can find I > 1 so 
that 
W4j(h) q~j(s)ds < W3j I (~'*/4) 
2 ' 
and } (2Kjl)J < -~-, j = 1,2. 
Then for t > to + l we have by (i) that 
v (t) < w3j (:,*/4) 
l 
j = 1,2. (9) 
Let 0 < a < inf{P(s) - s I 7*/2 <_ h*/2}, and let N be the smallest positive integer such that 
Q]* h* 
-~ + Ya  > -~. (10) 
Set tk = to +kT*, k = 0,1,2 . . . .  , N, where T* is to be determined later and will be independent 
of to and ~o. 
We claim that 
,5/* 
V(t) <_ -~ + (N - k)a, fo r t>tk ,  k=O,  1 . . . .  ,N.  (11) 
Obviously, (11) holds for k = 0 in virtue of (8) and (10). 
Suppose now for some k : 0 < k < N - 1, (11) holds. We want to show that (11) also holds 
for k + 1, i.e., 
7" V(t) < -~ + (N - k - 1)a, for t >_ tk+l. (12) 
Let r = max{/, q('I*/2)}. We first assert that if there exists some f > tk + r with 
V (t-) < -~- + (N - k - 1)a, (13) 
1282 
then 
S. ZHANG 
for all t _> t. 
v'(O >o. 
7 ~ V(t) < -~ + (N-  k -  1)a, 
In fact, suppose it is not true, then there is a t > E with 
3,, V (t) > -~ 4- (N - k -1 )a  and 
Since ~/*/2 < V(~ < h*12 and t > t > tk 4- r, we have 
7* P (V (t ) ) > V ([) 4- a > -~ + (N - k)a >_ V(s), 
Noting that V(t) > 7*/2 and q(s) is nonincreasing, we have 
Henee, there holds 
P (V (0 )  > V(s),.  
It follows from (6) or (7) that 
for ~ e [ i -  ~, ~}. 
and thus, t - q (V (t))  > t - q _> t - r. 
for s E [max {oqt -q (V  (t))},  t]. 
(14) 
either 17[ ([) < -W51 ( x (D ( [ ) )  ~ 0 or V~ (t) < -Ws2 (x  (2) ( t ) )  ~ 0. 
In either case, it leads to a eontradietion. This shows that (14) holds. 
Next, we show that there does exist some t E [tk + r, tk+l] such that (13) holds. 
Suppose not, for all t >_ tk + r we would have 
7* 7* ~- + (N - k - 1)a < V(t) <_ -~ + (N - k)a. (15) 
Then with the same arguments as above we obtain for t >_ tk 4- r, 
either V'(t) = V[(t) < -Whl (xO)(t) ) ,  (16) 
v'(t) = v~(t) < -w~ (x(2)(t) ). or  (17) 
As we have shown before, one or the other of the above inequalities holds on successive subintervals 
of [tk 4- r, +cx~). For any t > tk + r, we denote on [tk 4- r, t] by 11 the set of subintervals 
where Vl(t) > ~( t )  and by/2  the set of subintervals where Vl(t) < V2(t). 
Then on/1  where (16) holds we have by (9) with j = 1 and (15) that 
[ £ ] ,- 
2 l - -  
which implies that either W2~(Ixm(t)l) > ~*/4, i.e., 
x(')(t) > w~' (~) ,  (I8) 
or W31[W~l(7*/4)/2 4-g l  f:-t W41(ix(D(s){) ds] > 7"/4, i.e., 
£ ( ) wh~ zo)(s) ds > W~ ~ (7"/4) 
t - (2K1) ' 
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and thus, by Lemma 1 there exists a f~l > 0 such that 
L ( ) W51 x(1)(s) ds k/31. l 
Let Eu  = {t C I1 [ W21(]x (1) ( t ) [ )  >_ 7*/4} and E21 = [tk ÷ r,t] - El l .  
Similarly, on I2 where (17) holds we have by (9) with j = 2 and (15) that either 
5g(2)(t) k W221 ( -~) ,  
or for some/32 > 0, 
(19) 
(20) 
Let El2 = {t E 12 [ W22(lx(2)(t)l) >_ 7*/4} and E22 -- [tk +r,t] - El2. 
Suppose k~ is the positive integer with 
h* , 
k~f~j > ~- > (kj - 1) 13j, j = 1, 2. 
Let T* = r + k~l + k~l + h*/W51[W~1(7*/4)] + h*/W52[W~l('y*/4)], and set t = tk + T*. 
Since the total measure of the interval [tk + r, tk + T*]4 is k~l + k~l + h*/W51[W~1('r*/4)] + 
h*/W52 [W2~ 1(~'*/4)], there must hold at least one of the following cases: 
(a) m(En) >_ h*/Ws~[W~l('r*/4)]; 
(b) m(E21) _> k~l; 
(c) re(E12) _> h*/W52[w~l(7*/4)]; 
(d) re(E22) >_ k~l, 
where m(Eij) denotes the measure of set Eij (1, j = 1, 2). 
If (a) holds, then it follows from (16) and (lS) that 
• ~_ _ f tk+T*  (tk + T*) Vl(tk + r) Ws, (x(')(s) ) v1 ds 
J tk-i-r 
< h* /2 -  Ws1 W~ 1 ds < - - -  < O. 
- -  11 - -  2 
This is a contradiction. 
If (b) holds, then there must exist k~ points in E21 such that  
[ l<[2<'"<[k l ,  [ l>- tk+r+ l, and [ i>t i _ l+ l ,  i= l ,2 , . . . , k~.  
Hence, we have by (16) and (19) that 
( ) V, (tk + T*) < Vl(tk + r) - W51 x(1)(s) ds 
J tA:-{-r 
h* & h* . 
---~ --2 -- --l Ws1 X(1)($) ds _< -~- - k l~ 1 < 0. 
Again, a contradiction. 
Similarly, by (17) and (20) or (21) we can conclude that (c) or (d) also leads to a contradiction. 
This shows that there must exist some E E Irk + r, tk ÷ T*] such that (13) holds. Thus, 
-y* 
V(t) < -~ + (N - k - 1)a, for all t _> tk + T* = tk+l, 
i.e., (12) is true. 
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By induction, we arrive at 
( l={,(t) l )  + Wl~ (I ()1)] 3'* < v(t) < V' 
2 - -  - -  
which, as above, implies that 
fo r t>tN=t0+NT* ,  
[z(t)l < ~, for t _> to + T, 
where T = NT* is obviously independent of to and ~. 
Therefore, the zero solution of (1) is U.A.S. | 
REMARK 3. As a special case of Theorem 2, we immediately obtain the following corollary which 
is the counterpart of the relevant result for finite delay equations (cf. [5, Theorem 2]). 
COROLLARY 2. Let Wij, Pj, and qj (1 = 1,2, . . .  ,5; j = 1,2) be the same as in Theorem 2. If  
there exist continuous functions Vj : [a, c¢) x S(~ ) --* R + with B~ ) as in Corollary 1 (j = 1, 2) 
such that 
(i) the same as in Corollary 1; 
(ii) the same as in Theorem 2 but with Vj(t) = Vj(t, x(J)(t)) (j = 1, 2), then the zero solution 
of (1) is U.A.S. 
REMARK 4. Furthermore, we may develop the ideas behind Theorems 1 and 2 to obtain the 
following more general results. 
THEOREM 3. Suppose there exist continuous Liapunov functionals Vj : [a,c¢) x C~)(t) --* 
R + (j = 1 ,2 , . . . ,m)  such that 
(i) Wlj(,~(J'(t),)<Vj(t.~(J)(.))<~W2j(,~(J)(t)[)+W3j [~t~j(t_s)W4 j (~o(J)(s) ) ds] . 
j = 1 ,2 , . . . ,m;  
and 
(ii) when Vk(t,x(k)(.)) = max{Vj(t,x(J)(.))[ 1 < j < m}, there holds 
where Wij, q~j are the same as in Theorem 1, and x(t) = (x(1)(t),x(2)(t),...  ,x(m)(t)) is 
a solution of (1), then the zero solution of (1) is U.S. 
THEOREM 4. Suppose there exist continuous Liapunov funetionals Vj : [a,c¢) x C~)(t) 
R + (j = 1, 2 , . . . ,  m) satisfying (i) in Theorem 3 and such that 
(ii)' when Vk(t,x(k)(.)) = max{Vj(t,x(J)(.)) [ 1 < j < m}, there holds 
if Yk(s,z(k)(.)) < Pk(Vk(t,z(k)(.))), for s ~ [max{a,t - qk(Vk(t))}, t], where Wsj are 
wedge functions and Pj, qj have the same properties as in Theorem 2 for j = 1, 2 , . . . ,  m, 
then the zero solution of (1) is U.A.S. 
It suffices to mention a few points in the proofs of Theorems 3 and 4, the rest are the same as 
in the proofs of Theorems 1 and 2, and thus, are omitted. 
First, for x(t) = (x (1) ( t ) , . . . ,  x(m)(t)), we define 
V(t) = Vk (t ,x(k)( ' ) ) ,  ifVk (t,x(k)(.)) =max {Vj (t,x(J)(.)) [1 _<j <m};  
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second, instead of (3) we can claim that 
m 
< v(t) _< Ew,,  (x(J>(t) 
m 
j= l  
[£ ( )]  + EW3j  O j ( t -  s)W43 x(J)(s) ds , for t > a. 
y=l 
3. AN EXAMPLE 
To illustrate the applications of the obtained results, we consider the following system of infinite 
delay equations: 
zi(t) = -a l ( t )x l ( t )  + a2(t)x2(t) + bl(t)xl(t - rl.(t)) + gl(t,u, xl(t  + u)) du, 
oo (22) /2 
x;(t) = cl(t)xl(t) - c2(t)x2(t) + b2(t)x2(t - r2(t)) + g2(t, u, z2(t + u)) du, 
where as, bi, ci, ri, and gi (i = 1, 2) are all continuous functions. We first assume that 
r~(t) > 0 and Igi(t,u,x)[ <_ mi(u)[x I, t >__ 0, i = 1,2, 
with 
and 
; ml (u)du <_ al(t) - ]a2(t) I - Ib l ( t ) l ,  
oo 
_~m2(u)du  <_ c2(t) - I c l ( t ) t -  Ib2(t)l. 
Without loss of generality, we may assume that the right-hand sides of (22) are defined on 
R x Cl(t), i.e., defined for t e R, and HxH (-~'t l  < 1, IIx2H (-~'t l  < 1. 
Then set a = -co ,  and t. = 0, if we choose Vj(t, ~j(.)) = [qoj(t)] 2 (j = 1, 2), Condition (i) in 
Theorem 1 is obviously satisfied. Moreover, when Vl(t, xl(.)) >_ V2(t, x2(.)), i.e., [xl(t)l >_ Ix2(t)l, 
we have 
V[(t, xl (')) = -2a l  (t)x~(t) + 2a2 (t)xl (t)x2(t) 
+ 2bl(t)xl(t)xl(t - r l(t)) + 2xl(t) gl(t, U, Xl(t + U)) du 
oo 
<_ -2  al(t) - la2(t)] - Ibl(t)l - x~(t) < 0 
i fVl(s,  xl(.)) <_ Vl(t, xl(.)) for s E ( -co ,  t] (which implies [x l ( t -r l ( t ) )  I < Ixl(t)l and Ixl(t+u)l < 
[xl(t)l for u E ( -co,0]) ;  and similarly, when Vl(t, xl(.)) <_ V2(t,x2(.)), we have 
[ ; ] V~(t, x2(')) < -2  c2(t) - I c l ( t )  I - Ib2( t ) [ -  m2(u)du x22(t) <_ 0 
oo 
if V2(s, x2(')) <_ V2(t, x2(')) for s e ( -co ,  t]. 
Hence, Condition (ii) in Theorem 1 is also satisfied. Thus, we conclude that the zero solution 
of (22) is U.S. 
Suppose, in addition, that there exist some constants rj > 0, Mj > 0, and #j > 1 such that 
for t > 0 and j = 1, 2, 
0 _ rj(t) < r~; (23) 
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and 
O ml(U)du < M1 < al(t) - la2(t)l - #llbl(t)l; 
oo 
(24) 
and 
f 0 f c2(t) - Icl(t)l - A21b2(t)l - A2_ m2(u) du > M2 - A2 m2(u) du = 52 > O. 
j -  
Furthermore, we can choose continuous functions q3 : (0, c¢) -~ (0, c¢), qj(s) > rj for s > 0, 
and qj (s) is nonincreasing with 
f 
-q:i(s) 
2 rn j (u)du<bjx/~,  j=1 ,2 .  J--CO 
Then let Pj(s) = A2s (j = 1,2), when Vl(t, z l( .))  >_ V2(t, x2(.)), i.e., lxl(t)l > Ix2(t)] we have 
Y;(t, xl(.)) <_ -2al(t )x2(t)  + 21a2(t)lx~(t) + 21bl(t)llxl(t)l[xl(t - rl(t))l 
+ 21xl(t)l ml(u) lx l ( t  + u)l du 
4- J°ql(vl(t,xl(.))) ml(u)'xl(t+u)'du] 
[ ; ] <_ -2  al(t) - l a2( t ) l -  [b l ( t ) [ -  A1 ml(u)du  x~(t) ql(V(l(t,Xl('))) 
+ Ix~(t)[~ ~/vl(t, x~(.)) 
<-251x2(t )  + 51x~(t)=-51x21(t), for I[xlll (-c¢'t] < 1 
ifVl(s, xl( ' ))  < Pl(Vl(t,  xt('))), i.e., Ixl(s)l < Allxl(t)l for s E [max{-cc,  t -q l (V l ( t ,  xl(.))),  t] = 
[t - ql(Vl(t, xl(.))), t]. (Note that by the choice of ql and (23), ql(Vl(t, xl( ' )))  _> rl > rl(t) .)  
Similarly, when Vl(t, xl(.)) < V2(t, x2(')), we have 
v~(t, z2(.)) < -~2z~(t), for IIz2pl (-~'tJ < 1. 
Thus, Condition (ii)' in Theorem 2 is also satisfied. Hence, the zero solution of (22) is U.A.S. 
REMARK 5. It is easy to see that if we employ the usual Razumikhin techniques, that is, to put 
two variables Xl, x2 in one Liapunov function, then the arguments to get the desired stability 
conclusions (if not impossible) would be much more complicated and the imposed conditions 
would be more restrictive. 
REMARK 6. Trivially, the arguments used in the above example are also applicable to systems 
involving more equations as well. Hence, the obtained results are quite flexible and effective, 
especially for systems of infinite delay equations. 
f _9m2(u)du  </1//2 < c2( t ) -  Ic t ( t ) l -  #21b2(t)l. (25) 
(x) 
Then we can further assert that the zero solution of (22) is U.A.S. 
In fact, if we define Vj(t, ~j(.)) = [~vj(t)] 2 (j = 1, 2) as above, then Condition (i) in Theorem 2 
is certainly satisfied. 
On the other hand, by (24) and (25) we can choose constants ~j > ] with Aj < #j (j = 1, 2) 
such that 
0 r0  / -  
a l ( t )  - - [a2( t ) l -  Alibi(t)]- A1 / rnl(u)du > M1 - )~1 / Trtl(~t) dtt  ~ (~1 > 0, 
j~  oo J - -  oo 
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