Abstract. We consider a specialization Y M (q, t) of the Tutte polynomial of a matroid M which is inspired by analogy with the Potts model from statistical mechanics. The only information lost in this specialization is the number of loops of M . We show that the coefficients of Y M (1 − p, t) are very simply related to the ranks of the Whitney homology groups of the opposite partial orders of the independent set complexes of the duals of the truncations of M . In particular, we obtain a new homological interpretation for the coefficients of the characteristic polynomial of a matroid.
Introduction.
In 1954, Tutte [30] introduced the dichromate of a (finite) graph, which has since become known as the Tutte polynomial. In the four decades since then this has provided a profound link between combinatorics and other branches of mathematics as diverse as statistical mechanics [3, 5, 17, 19, 20] , low-dimensional topology [17, 18, 20] , and the theory of Grothendieck rings [9, 10, 29] . Indeed, in 1947 Tutte [29] showed that the "Tutte-Grothendieck ring" K 0 (G) of a suitably defined category G of graphs is Z[x, y]; the class T G (x, y) in K 0 (G) of a graph G is its Tutte polynomial. This construction was axiomatized for "bidecomposition categories" and applied to a category M of matroids by Brylawski [9, 10] , with the result that K 0 (M) = Z[x, y] as well. (It is interesting to compare Brylawski's axiomatization with the usual hypotheses of algebraic K-theory; see, e.g. Chapter 5 of Silvester [27] .) Crapo's generalization [14] of Tutte polynomials to matroids rests on this foundation. The fact that T M (x, y) is the "universal Tutte-Grothendieck invariant" of the matroid M is just a restatement of the fact that it is the class of M in K 0 (M).
This categorical perspective overlooks the question of what combinatorial information about a matroid is encoded in its Tutte polynomial. Much of the inquiry into this subject has been motivated by this question, and various interpretations of coefficients or specializations of T M (x, y) have been given; see [4, 7, 10, 11, 12, 14, 16, 25, 26, 30, 31, 34] and elsewhere. In this paper we consider a specialization Y M (q, t) of T M (x, y) inspired by analogy with the Potts model from statistical mechanics. This connection, first made explicit by Kasteleyn and Fortuin [19] , is implicit in equation (10) of Tutte [31] , the last equation on page 331 of Oxley and Welsh [25] , and elsewhere in the literature. Although Y M (q, t) is insensitive to the presence of loops, this is the only information lost in the specialization from T M (x, y) to Y M (q, t). Moreover, Y M (q, t) presents a great deal of information about M in a very convenient form. For example, if M is the graphic matroid of a graph G = (V, E) with c connected com-
is the chromatic polynomial of G, and for each natural number i,
is the probability that a random spanning edge-subgraph of G has exactly c + i connected components; Propositions 1.4 and 1.5 below give more general statements. (We use the notation [z a ]F (z) to denote the coefficient of z a in the polynomial F (z).)
The main purpose of this paper is to explain the meaning of the coefficients of Y M (1 − p, t); Section 1 is intended to put this result in context. These coefficients are simply related to the ranks of the Whitney homology groups of the opposite partial orders of the independent set complexes of the duals of the truncations of M; the precise statements appear in Section 3. The proof is in two parts: in Section 2 we give a numerical formula for the coeffients of Y M (1 − p, t) involving Möbius functions of certain partial orders associated with M, and in Section 3 we use established results of topological combinatorics to interpret these numbers as ranks of certain homology groups. In particular, we obtain as a corollary a new homological interpretation for the coefficients of the characteristic polynomial of a matroid.
The Potts model and the Tutte dichromate.
We begin by considering general finite graphs G = (V, E), which may have both loops and multiple edges. The notations n(G), m(G), and c(G) denote the number of vertices, edges, and connected components of G, respectively. The lattice of set partitions of V is denoted by Π V . For e ∈ E and π ∈ Π V , denote by e ≺ π the relation that there exists a block B ∈ π such that both ends of e are in B; as usual, e ≺ π denotes the negation of this relation. For π ∈ Π V , let G : π := #{e ∈ E : e ≺ π}. We define a polynomial
is the k-th falling factorial polynomial. Clearly Z G (q, t) depends only upon the isomorphism class of G. As an example, Figure 1 depicts a graph G and its associated polynomial Z G (q, t). When t = N is a positive integer and q = e J/kT , Z G (e J/kT , N) is (almost by definition) the partition function of the N-state Potts model on G (T is temperature, k is the Boltzmann constant, and J is a material parameter); see [3, 5, 17, 19, 20] for references and more information. The polynomial Z G (q, t) can be calculated recursively as follows. For G = (V, E) and e ∈ E, let G e and G/e denote the graphs obtained from G by deletion of e and by contraction of e, respectively. Proposition 1.1. Let G = (V, E) be a graph, and let e ∈ E. Then
If G consists of n vertices, any number of loops, and no nonloop edges, then
Proof. The partitions π ∈ Π V such that e ≺ π are in a natural bijective correspondence with partitions in Π V (G/e) . Thus we calculate that
The second assertion follows from (1.1) since t n = k S(n, k)t (k) , where S(n, k) denotes a Stirling number of the second kind. 
Proof. Use Proposition 1.1 and induction on the number of nonloop edges of G ∪ H.
Proof. From (1.1) it follows that t divides Z C (q, t) for each connected component C of G; the result follows from Proposition 1.2.
The polynomial Z G (q, t) displays a great deal of information about G in a very convenient form, by considering the rows and columns of Figure 1 (for example) as univariate polynomials. For t ∈ N, a t-colouring of G is any function f : V → {1, 2, ..., t}. An edge e ∈ E is proper with respect to f if e = {u, v} and f (u) = f (v), so loops are never proper. Proposition 1.4 is equivalent to Theorem 3.2 of Brylawski [11] . (See also equations (10) and (12) of Tutte [31] , and Theorem 6.3.26 of Brylawski and Oxley [12] , in connection with Corollary 1.8 below.)
is the number of t-colourings of G which have exactly k proper edges.
Proof. To each t-colouring f of G is associated the partition π f ∈ Π V defined as follows: v, w ∈ V are in the same block of π f if and only if f (v) = f (w). For a given π ∈ Π V , the number of t-colourings f such that π f = π is t (#π) . The result now follows directly from (1.1).
is the chromatic polynomial of G [10, 11, 12, 18, 21, 26, 29, 30, 31, 35] . Given a graph G and 0 ≤ q ≤ 1, let G(q) denote a random spanning subgraph of G obtained by deleting each edge independently with probability q. Proposition 1.5 (in conjunction with Corollary 1.8) is implicit in the last equation on page 331 of Oxley and Welsh [25] (and is derived and interpreted there more generally for matroids).
is the probability that G(q) has exactly k connected components.
Proof. Fix any k ∈ N and 0 ≤ q ≤ 1. We proceed by induction on the number of nonloop edges of G. The basis of induction follows from the second assertion of Proposition 1.1. For the induction step, let e ∈ E be a nonloop, and denote by rel G k (q) the probability that G(q) has exactly k connected components. By conditioning on the state of e (deleted or included) we obtain
Comparison of Proposition 1.1 and (1.2) completes the induction step.
is the reliability polynomial of G, also studied under the title of percolation on graphs; see [2, 12, 13, 25, 32, 34] .
For background information on matroids the reader should consult Oxley [24] or Welsh [33] . We view a matroid M = (E, ρ) as a ground-set E with a rank function ρ : 2 E → N satisfying certain axioms; the corank function σ : 2 E → N is defined by σ(S) := #S − ρ(S). The rank of M is ρ(E), and will also be denoted by d(M). The simplicial complex of independent sets of M is I(M) := {S ⊆ E : σ(S) = 0}. To each graph G = (V, E) is associated its graphic (or polygon, or cycle) matroid M(G), which has ground-set E and rank function ρ(S) := n(G) − c((V, S)); in this case I(M) consists of all edge-sets of spanning forests of G. For a matroid M = (E, ρ) and e ∈ E we denote by M e and M/e the matroids obtained from M by deletion of e and by contraction of e, respectively. For S ⊆ E and e ∈ S, let S/e denote S e regarded as a subset of E(M/e). We regard S e either as a subset of E(M) or of E(M e), as required. The elements of E are of three types, called loops, coloops, and links, and the following relations on ranks and coranks hold.
type of e ρ(E e) σ(E e) ρ(E/e) σ(E/e)
The Tutte polynomial of M = (E, ρ), as defined by Crapo [14] , is
is a polynomial invariant of graphs defined by Negami [21] . Oxley [23] shows that t −c(G) f (G; t, x, y) is determined by the Tutte polynomial of M(G). This suffices to establish Corollary 1.8 below, but for completeness we sketch another proof.
For a minor-closed class C of matroids, a Tutte-Grothendieck invariant on C is an assignment M → Ψ M which associates to each matroid M in C an element Ψ M of some fixed commutative ring R (which depends only on Ψ), and satisfies the following properties:
) is a (well-defined) Tutte-Grothendieck invariant on the class of graphic matroids.
Sketch of proof. Well-definedness is the main issue. Whitney [36] (see also Theorem 6.3.1 of [22] ) proves that two graphs G and H are such that M(G) ≃ M(H) if and only if G and H are "2-isomorphic" (see the above references for the definition). If H is obtained from G by splitting at a cut-vertex or by twisting at a 2-vertex-cut then Proposition 1.1 and induction on m(G) can be used to show that Z G (q, t) = Z H (q, t). This suffices to show that if G and H are 2-isomorphic then Z G (q, t) = Z H (q, t), and it follows that M(G) → Z G (q, t) is well-defined. Property (α) is a consequence of well-definedness, (β) follows from Proposition 1.1, and (γ) follows from Proposition 1.2.
As mentioned in the introduction, T M (x, y) is the universal Tutte-Grothendieck invariant (on the class of all matroids) in the following sense. Let L denote a oneelement matroid of rank zero, and let L * denote a one-element matroid of rank one; notice that T L * (x, y) = x and T L (x, y) = y. Proposition 1.7 is developed further in [10, 12, 25, 37] . See [19, 25, 31] for more information related to Corollary 1.8.
Corollary 1.8. Let G be a graph, with graphic matroid M. Then
Proof. One checks that Z L * (q, t) = (qt + 1 − q)/(1 − q) and Z L = 1/q, and the result follows from Propositions 1.6 and 1.7.
Corollary 1.8 allows us to generalize from the class of graphic matroids to the class of all matroids. However, c(G) can not be determined from M(G) alone, and so we define polynomials
for every graph G, and
for every matroid M = (E, ρ). Corollary 1.8 shows that these definitions agree for graphic matroids. From (α), (β), and (γ) we have the following.
. If e is a loop of M then M ≃ (M e) ⊕ L; from (α), (β), and (1.7) we deduce that Figure 1 . 
The degree of Y M (q, t) in the variable t is ρ(E), and the degree of Y M (q, t) in the variable q is the number of nonloop elements of M. Thus, given Y M (q, t) and the number of loops of M, T M (x, y) can be recovered.
The coefficients of Y M (1 − p, t).
We now make the substitution p := 1−q and interpret the coefficients of Y M (1−p, t) combinatorially. Figure 2 shows this form of the polynomial for the graph from Figure  1 . One notices in this example a simple sign-alternation pattern, and the fact that evaluation at t = 1 yields Y M (1 − p, 1) = 1. This suggests examination of the rational function Y M (p, t) ∈ Z(p, t) defined by 
Consequently, for every matroid
Proof. Let b := b(M, e) and d := d(M). From (β ′ ) and (β * ) and the fact that if e ∈ E is a coloop then M e ≃ M/e we see that
Therefore,
as claimed. The second claim follows by induction on the number of nonloop elements of E; for the basis of induction d = 0 and For the induction step apply (2.2) and separate the case e ∈ T from the case e ∈ T to obtain
The first sum on the right side of (2.3) is zero, since it is the sum of µ 
. Thus, substituting Lemma 2.2 into (2.4) we obtain
Proof. We prove, by induction on the number of nonloops of M, that for all 0 
For the case i = d − 1 Lemmas 2.1, 2.4, and the induction hypothesis imply that See Rota [26] for more information. In particular, χ L (t) = 1 and χ L * (t) = t − 1, if e ∈ E(M) is a link then χ M (t) = χ M e (t) − χ M/e (t), and if M and N have disjoint ground-sets then χ M ⊕N (t) = χ M (t)χ N (t). Corollary 2.9 follows directly from (2.6).
