Abstract. In this article, we derive a series expansion of the multivariate normal probability integrals based on Fourier series. The basic idea is to transform the limits of each integral from h i to ∞ to be from −∞ to ∞ by multiplying the integrand by a periodic square wave that approximates the domain of the integral. This square wave is expressed by its Fourier series expansion. Then a Cholesky decomposition of the covariance matrix is applied to transform the integrand to a simple one that can be easily evaluated. The resultant formula has a simple pattern that is expressed as multiple series expansion of trigonometric and exponential functions.
Introduction
A common problem that arises in many statistics computations is computing the complementary integral of the multivariate normal distribution which is given by
where x = (x 1 , x 2 , · · · , x m ) and Σ is an m×m symmetric positive definite covariance matrix. The problem has received considerable attention in the literature [14] [15] [16] 18] . Efficient formulas exist for m = 1 and m = 2. For m = 2, Pearson [21] derived the following simple tetrachoric series for the bivariate normal CDF:
where L(h 1 , h 2 , ρ) = Φ(−h 1 , −h 2 , ρ) and H j (x) is the Hermite polynomial defined by Abramowitz and Stegun [1, p. 775] :
[j/2] = j/2 j even, (j − 1)/2 j odd, and Φ(x) is the standard univariate CDF given by
However, this series converges too slowly for large values of |ρ| and thus is not very satisfactory. Owen [20] expressed the bivariate normal CDF in terms of the T-function as Φ(h 1 , h 2 , ρ) = The series expansion of the T-function converges rapidly for small values of a and h but converges quite slowly when h is large and a is close to 1. Donnelly [5] directly coded Owen's method and formed the Owen-Donnelly algorithm, which has been widely used as it gives the values of the bivariate normal CDF to 15 digit accuracy. Fayed and Atiya [8] derived two formulas that converge fast for large values of |ρ|. One of them, for ρ < 0, is given by u+1 exp(−x 2 )H u (x),
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and another similar formula for ρ > 0. There is another group of methods in the literature that are based on numerically approximating the integral. Among those methods, Divgi [4] estimated the complementary integral in polar coordinates. Drezner [6] provided different formulas based on a direct computation of the double integral using the Gauss quadrature method. Drezxner and Wesolowsky [7] presented a simple method that achieves single precision accuracy with less computation time than Divgi's algorithm. Genz [13] presented a modified form of the Dresner and Wesolowsky algorithm that is slightly more accurate for double precision.
For the multivariate case, m > 2, Kendall [18] gives a generalization of the tetrachoric series, for the trivariate case,
and for the quadrivariate case it can be written as
However, these series require computation of a number of summations of O(m 2 ). Moreover, they are found to converge slowly when ρ ij > 0.3 and therefore are not satisfactory from a practical point of view (see numerical experiments section). A more computable case occurs when the components of x are equicorrelated. If ρ ij = ρ for all i = j, ρ ii = 1, then the integral can be found by the formula [25, p. 192] :
There exist several numerical methods for the general case based on multivariate integration techniques that rely on ordinary Monte-Carlo methods along with some common variance reduction techniques. These include a method introduced by Deák [2, 3] , which decomposes the multivariate normal distribution into two components, an (m−1)-dimensional direction and a one-dimensional length component, which can be integrated out explicitly. Another group of algorithms due to Szantai is based on computing upper and lower bounds on the probability (see [10, 12] for a survey of these methods). Besides, Shephard [23] derived a framework to compute the distribution function from the characteristic function and developed numerical integration rules for the evaluation of the resultant integrals. Recently, Miwa et al. [19] proposed a method that is considered among the most efficient methods for m ≤ 7. In this method, evaluation of the multiple integral is transformed into recursive evaluatation of a one-dimensional integration over a fine grid of points.
Fourier series approach
Assume that h j ∈ [−h max , h max ] (for example h max = 4), j = 1, . . . , m, then the multivariate probability integral can be approximated as
where g(x j ) is a periodic square wave function with period 2T (where T ≥ 2h max for good results) and the fundamental period is given by
Using Cholesky decomposition of the covariance matrix as employed by Deák and Genz [2, 11] ; that is, Σ = CC T , and then using the transformation x = Cy and
where
and substituting in (2.1) leads to
The above multiple integral can be expressed as sums of products of single integrals for each variable y j where each one can be evaluated using the following integral [22, p. 
Therefore, the complementary integral can be written as
Using (2.2), it can be shown that
Note that, for the special case when ρ = 0, h 2 = 0, we have
which is known to be [21] :
So we can conclude that
which is actually the Fourier series expansion of a periodic function of erf (h 1 / √ 2) with a fundamental period [−T, T ]. Therefore the bivariate complementary integral can be written as
Since the bivariate normal CDF can be expressed as [1, 9] :
Therefore we can study the special case when h 2 = 0, so for the above Fourier series, we have
It is found that convergence of the above series is good only for small values of |ρ|.
In the following subsection we will derive other forms of this series, one of them converges fast for all values of ρ.
3.1. Different forms of the bivariate case. Let us investigate other forms of the above formula. First, note that for the special case when h 1 = h 2 = 0, and comparing with the well-known formula of Johnson and Kotz [17] , we can conclude that
Using the Maclaurin series of the inverse sine and hyperbolic sine functions,
By comparing the coefficient of ρ 2j+1 in both sides, we have
By differentiating (3.1), 2j + 1 times, we can conclude that
Using the definition of the Hermite polynomial [1, p. 785], it can be written as
Substituting by (3.4) and (3.5) in (3.3), we get
which is actually the tetrachoric series [21] . It is also known that it converges fast for small values of |ρ| but it is very slow when |ρ| is close to 1. Another form can be obtained as follows:
Using the definition of Dawson function, [1, p. 298],
Note that the above series is convergent, since the non-alternating series (say S)
where we have used |Daw(x)| ≤ 0.55 and
1−x , |x| < 1. Note also that Daw(0) = 0 and it increases until reaching its maximum value (which is less than 0.55) and then decreases and approaches zero as x tends to ∞ [1, p. 297]; see Figure 1 . Therefore it converges faster than the tetrachoric series for large values for |ρ|.
Multivariate case
For the trivariate case, using the special shape of the Cholesky decomposition, it can be shown that
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and for the quadrivariate case
where either s a = s b = 1 or s a = s b = 0 for a, b ∈ {i, j, k, l} is selected when
Following the same procedure, it can be extended for any dimension.
Numerical experiments
We compared the well-known tetrachoric series (Tetrachoric) with the newly derived Dawson series (Dawson), (3.6), and Fourier series (Fourier ), (3.2), for the bivariate complementary integral. As our benchmark, We selected the Owen-Donnelly algorithm (Owen), since it has been considered the most widely implemented with 15 significant digits accuracy [5] , and the Drezner-Wesolowsky method [7] with slightly improved version implemented by Genz [13] We also compared the Fourier series approach for higher dimension (FORMVN ). We applied it for 3 ≤ m ≤ 7 cases and compared it with the tetrachoric series (TETMVN ), Genz's subregion adaptive partitioning algorithm (SADMVN ) and Genz's implementation of randomized Korobov rules (KROMVN ) and Miwa's algorithm (Miwa). As a benchmark, we used the Gauss-Kronrod (7,15) pair quadrature integration method for the equicorrelated case [25] . We implemented FOR-MVN and TETMVN in C language, and obtained the C code of Miwa's algorithm and the FORTRAN code of SADMVN and KROMVN from Genz's homepage (http://www.math.wsu.edu/faculty/genz/homepage). For the trivariate case, we compared also with Plackett's formula implemented by Genz [13] . For Miwa's algorithm, grid sizes examined are G = 128 and G = 4096 (which is the maximum that could be used due to memory limitation). The average absolute error, the average elapsed time and their standard deviations over the 50 runs are reported in Table 2 to Table 11 Moreover, higher accuracy can be be achieved using FORMVN by increasing N , but it will be at the expense of higher computational time. 
Conclusions
In this article, we expressed the multivariate normal probability integral using Fourier series expansion. This expansion is found to converge rapidly for small values of the correlation coefficients compared to the well-known tetrachoric series and it is better than Miwa's method for m = 3 to m = 5 when ρ ≤ 0.5 and outperforms SADMVN and KROMVN especially for ρ ≤ 0.5. Moreover, another series expansion is derived for the bivariate case that converges fast for all values of ρ.
