Traditional approaches to trip generation modelling rely on household travel surveys which are 2 expensive and prone to reporting errors. On the other hand, mobile phone data, where spatio-3 temporal trajectories of millions of users are passively recorded has recently emerged as a 4 promising input for transport analyses. However, such data has primarily been used for the 5 development of human mobility models, extraction of statistics on human mobility behaviour, and 6 origin-destination matrix estimation as opposed to the development of econometric models of 7 travel demand. This is primarily due to the exclusion of user demographics from mobile phone 8 data made available for research (owing to privacy reasons). In this study, we address this 
Traditional approaches to trip generation modelling rely on household travel surveys which are 2 expensive and prone to reporting errors. On the other hand, mobile phone data, where spatio-3 temporal trajectories of millions of users are passively recorded has recently emerged as a 4 promising input for transport analyses. However, such data has primarily been used for the 5 development of human mobility models, extraction of statistics on human mobility behaviour, and 6 origin-destination matrix estimation as opposed to the development of econometric models of 7 travel demand. This is primarily due to the exclusion of user demographics from mobile phone 8 data made available for research (owing to privacy reasons). In this study, we address this 9 limitation by proposing a hybrid trip generation model framework where demographic groups are 10 treated as latent or unobserved. The proposed model first predicts the demographic group 11 membership probabilities of individuals based on their phone usage characteristics and then uses 12 these probabilities as weights inside a latent class model for trip generation, with different classes 13 representing different socio-demographic groups. The model is calibrated using the call log data 14 of a sub-sample of users with known demographics and trip rates extracted from their GSM 15 mobility data. The performance of the hybrid model is compared with that of a traditional trip 16 generation model which uses observed demographic variables to validate the proposed 17 methodology. This comparative analysis shows that the model fit and the prediction results of the 18 hybrid model are close to those of the traditional model. The research thus serves as a proof-of- 19 concept that the mobile phone data can be successfully used to develop econometric models of 20 transport planning by having additional information for a subset of the users. 21 
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Keywords: Trip generation, Mobile phone data, Demographic prediction 24 25 1 INTRODUCTION 1 Trip generation is the first step of the four stage model (Ortúzar and Willumsen, 2011) and is 2 critical to the accuracy of the subsequent stages. Generally, trip generation models establish 3 mathematical relationships between trip making rates and the demographics of individuals or 4 households (e.g. Bwambale et al., 2015 and the cited references). Traditional approaches to 5 estimating trip generation models rely on household travel surveys which are expensive and prone 6 to reporting errors. Furthermore, the application of traditional models is often hindered by the lack 7 of detailed demographic information in the application context. 8 9 Consequently, there has been growing interest in the use of ubiquitous data for mobility modelling. 10 Examples include social media data (e.g. Hawelka et al., 2014 , Hasan et al., 2013 , Wu et al., 2014 , 11 smart card data (e.g. Agard et al., 2006, Chakirov and Erath, 2012) , and mobile phone data (e.g. 12 Çolak et al., 2015, Song et al., 2010) . However among these, mobile phone data has emerged as 13 the most promising source due to the high penetration rate of mobile phones. Unique subscriber 14 penetration in the developed world is currently very high, estimated at 79% in 2014, and projected 15 to grow to 81% by the end of 2020, while that in the developing world was estimated at 44.6% in 16 2014, and is projected to grow to 56% by the end of the same period (GSMA Intelligence, 2015). 17 18 Mobile phone records, which can consist of Call Detail Records 1 (CDRs) or Global System for 19 Mobile Communications 2 (GSM) data, have been widely used to develop human mobility models 20 (e.g. Gonzalez , and estimate trip rates (e.g. Çolak et al., 2015) . However, they have not been used in 24 econometric models of travel demand like trip generation, mode choice, and route choice due to 25 missing demographic information. 26 27 The inclusion of demographic attributes into travel demand models improves their behavioural 28 underpinning, policy sensitivity, and forecasting potential and the lack of information on such 29 attributes is thus a valid reason for the lack of applications of mobile phone passive data in travel 30 demand models. However, while privacy regulations make it difficult to make a 1-1 link between 31 the socio-demographic details of a user and his/her CDRs, previous studies have demonstrated that 32 characteristics like age, gender, employment status can be predicted by analysing the phone usage 33 behaviour derived from the CDRs of a sub-sample of known user (e.g. Blumenstock The proposed model needs GSM locations, CDR, and the socio-demographics from a small sub-4 sample for estimation/calibration. However, once calibrated, it only needs anonymous CDR data 5 to predict the trip rates. Given that CDR data is routinely saved by the mobile phone companies 6 for billing purposes, the proposed model thus provides as a low-cost, yet accurate method for 7 predicting trip rates -especially in the context of developing countries where traditional data is 8 not available/reliable and acquiring large-scale GSM data is difficult (due to privacy concerns and 9 requirement of very large storages). 10 11 We use the Nokia Mobile Data Challenge (MDC) dataset (Laurila et al., 2012, Kiukkonen et al., 12 2010), which is described later in this paper, to investigate the feasibility of the proposed hybrid 13 trip generation model. We compare the goodness-of-fit of the hybrid model against that of a 14 traditional model (which directly uses the observed demographics). We then conduct multiple runs 15 of predictions to compare the accuracy of the trip rates predicted by the two models to validate our 16 hypotheses that the proposed hybrid model, which only uses the predicted demographics from the 17 CDR data, has the potential to substitute the traditional trip generation model with observed 18 demographics. 19 20 The rest of the paper is arranged as follows. We start with a review of relevant literature, followed 21 by an overview of the framework and the detailed model structure. We then provide a description 
LITERATURE REVIEW

26
We start by reviewing the literature on demographic prediction followed by that on passive 27 inferring of dwell regions and trip rate extraction from mobile phone data. We end with a brief 28 review of mathematical models of trip generation. 29 30 2.1 Demographic prediction from mobile phone data 31 The earliest attempt to use CDRs for demographic prediction was made in Rwanda (Blumenstock 32 et al., 2010). In this study, a logit model was estimated to predict the gender of users based on the 33 net number of calls per day and the net call duration. The study used a sample of 901 users whose 34 demographic information was obtained through phone interviews. Where the CDRs contain triangulated coordinates, dwell locations have been detected by applying 16 an upper limit (usually 300m) on the distance between consecutive mobile phone coordinates and other followed by linking a series of consecutive events transmitted by the same tower in order to 25 distinguish between tower jumps and actual mobile phone movements (Çolak et al., 2015) . This is 26 because mobile operators sometimes carry out tower-to-tower balancing to optimize network 27 performance. Dwell regions are then detected by applying a lower limit (usually 10 minutes) on 28 the time difference between the first and last records in a series of consecutive events transmitted 29 by the same tower. A similar approach is appropriate for CDRs containing cell IDs. 30 31 Irrespective of the type of CDRs, the extracted dwell regions for each user are labelled as home, 32 work, or other depending on the detected visitation frequency between particular times of the day, 33 for example, home and work locations are usually defined as the most commonly visited dwell 34 regions at night and during daytime respectively while the rest are defined as others (e.g. to make an additional trip depends on the number of trips already made which introduces inter-trip 17 correlations. This has previously been taken into account using either Naturally Ordered Logit
18
Choice Models (e.g. Vickerman and Barmby, 1985) or Ordered Response Choice Models (e.g. 19 Bwambale et al., 2015), where the latter approach is more popular and is thus also used in this 20 study. We also note that other trip generation modelling techniques e.g. linear regression and cross- 
FRAMEWORK
25
The hybrid trip generation model uses a demographic prediction model to replace the observed 26 demographics with probabilistic latent classes of socio-demographic groups. The estimation and 27 application frameworks are presented in Figures 1a and 1b respectively. 28 29 As presented in Figure 1a , the data used for estimating the hybrid trip generation model includes 30 the GSM locations, the CDRs and the socio-demographic characteristics of a small sub-sample. 31 The GSM data reports the IDs of all the GSM cells traversed by an active mobile phone at regular time 32 intervals and reliably captures all the trips made by the different users, except some short trips made 33 within the boundaries of the same GSM cell. It may be noted GSM data is commonly discarded 34 by mobile network operators due to storage space constraints and hence though it can be stored for 35 a small sub-sample, it is not typically available for the wider population. 36 37 On the other hand, CDR data, which is readily available, has a timestamped record of the phone 38 usage activities and can be used to derive phone usage behaviour. It also records the ID of the 39 tower that handles the call, but the location data has not been used in this case because of the 40 availability of the GSM data which is more reliable. 41 42 These data sources are used to calibrate the hybrid choice model which has two components: In the application stage (Figure 1b) , the pre-estimated hybrid model uses the anonymous CDR data 1 as the input, predicts the latent socio-demographic classes of the users using the CDR data and 2 predicts the trip rates by feeding these latent classes to the pre-estimated trip generation model.
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Therefore, the socio-demographic information and the GSM data are not required in the 4 application stage. 5 6 The detailed structure of the hybrid model is presented in Figure 2 and described in the following 7 section.
8 9
MODEL STRUCTURE
10
To implement the proposed hybrid framework in Figure 1 , we propose an expanded approach that 11 integrates two types of discrete choice mechanisms, that is, the unordered-response choice 12 mechanism (for demographic prediction) and the ordered-response choice mechanism (for trip 13 generation) (Ben-Akiva and Lerman, 1985).
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Demographic prediction
16
The proposed demographic prediction model is based on the Random Utility Theory (Marschak, 17 1960 ). We use the phone usage data to explain which socio-demographic group a given individual 18 falls into. To do this, we assume that individuals in a particular demographic group are more likely 19 to be associated with specific mobile phone usage behaviour. We use random utility theory by 20 assuming that the segment that a given respondent falls into has the highest utility as a function of 21 the observed phone usage behaviour. 22 23 Let be the utility of individual falling in demographic group as a function of mobile phone 24 usage behaviour. This can be expressed as; 25 26  
Where is a vector of observed phone usage variables; is a vector of group-specific parameters; 29 and is the random component of utility. As shown, the random term comprises of the error term 30 and three demographic attribute specific components, one along each dimension of the 31 demographic groups. ′ is the gender specific constant while is a vector of dummy variables 32 for the gender dimension. The additional terms ′ and ℎ na ; and ′ and m nw are defined in a 33 similar way to ′ and but in the context of the age-group and the working status dimensions. 34 The demographic attribute specific constants account for the unobserved phone usage dynamics 35 that are shared across different demographic groups sharing one or more demographic attribute. 36 37 The phone usage variables are respondent specific and thus constant across the 'alternatives', 38 which are the demographic groups. Each group has a different set of parameters associated with it, 39 reflecting the fact that the amount of usage has a differential impact on the likelihood of falling 40 into a given group. 41 42 We make an assumption that the error term is independently and identically distributed across the 43 alternatives and use the Multinomial Logit (MNL) Model (McFadden, 1974) to estimate the 44 demographic group membership probabilities as expressed below.
The model parameters are then estimated by maximising the log-likelihood function below. to phone usage, the more deterministic the allocation to these groups becomes in the model. 10 11 4.2 Trip generation 12 As mentioned, the ordered response choice mechanism is used in the trip generation model 13 component. This mechanism assumes that every individual has a latent trip making propensity 14 which is a function of their demographics (Ben-Akiva and Lerman, 1985) . This propensity is then 15 converted to discrete trips using estimated cut-off points. We first present the traditional framework 16 (where demographics are observed) and then present our proposed extension that addresses the 17 issue of unobserved demographics.
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The traditional trip generation model (with observed demographics) 20 Let ℎ * be the latent trip-making propensity for individual based on his observed demographic 21 attributes. Using the ordered-response choice mechanism, this can be expressed as; Where; is a vector of the observed demographic attributes for individual ; is the random 28 error term; ′ is a vector of the model coefficients; is the number of trips per week; and 0 < 29 1 < 2 < 3 are the cut-off points. Note that different categorisations of the weekly trip rates 30 were tested and these were found to provide the best model fit. 31 32 We make an assumption that the random error term follows a Gumbel Distribution and use the 
represents the standard cumulative Gumbel Distribution. The 7 model parameters are then estimated by maximising the log-likelihood function below. The hybrid trip generation model (with predicted demographics) 12 Let | * be the latent trip-making propensity for individual on condition that he/she belongs to are the cut-off points; and '  is a vector of the model coefficients. 22 23 We again assume that the random error term follows a Gumbel Distribution and estimate the 24 conditional trip generation probabilities as expressed below;
These calculations are conditional on knowing the socio-demographics of respondent n, reflected 33 by that respondent falling into demographic group s. However in reality, we do not know which 34 class the respondent falls into. Therefore, the unconditional trip generation probabilities are 1 estimated as the weighted averages of the conditional probabilities as expressed in Equation 9. 2 The weights are the demographic group membership probabilities estimated from Equation 2 3 at the maximum likelihood estimates. 
Y
Number of trips made 15 16 It may be noted that two sequential estimators are used to estimate the hybrid framework. The first function at convergence and at zero respectively. 31 32 For model validation, a hold-out sample (not used for model estimation) is used to confirm that 33 the estimation results are not simply due to overfitting. In this stage, we use both aggregate and 34 disaggregate measures of fit. At the aggregate level, we compare the predicted and actual shares 35 and compute the Root Mean Square Error (RMSE). At the disaggregate level, we use the predictive 36 rho-square and the average probability of correct prediction. The predictive rho-square is obtained 37 by calculating the log-likelihood for the validation sample at the pre-estimated maximum 38 likelihood parameters and at zero and then applying Equation 10 without the . The average 39 probability of correct prediction is obtained by computing the mean probability of success for the 40 validation sample based on the pre-estimated maximum likelihood parameters. usage data), however, we only use the call logs and the GSM cells data (mobility data) to improve 8 the transferability of our approach. The subsequent sections briefly describe the data used 9 including the analysis undertaken. 10 11 12 The demographic data file contains the demographics of 158 participants. Each record in this file 13 is described by; a user ID, the gender, the age-group, and the working status of the participant, 14 among others (e.g. marital status). Out of these, 4 participants were disregarded because they had 15 missing demographic information, leaving 154 participants. Demographic groups were formed by 16 generating various possible combinations of age-group, gender, and working status. In total, seven 17 demographic groups were observed in the data as shown in Table 1 , where some of the 18 demographic groups have very small sub-samples. This problem could have been avoided by 19 conducting demographically stratified random sampling of the participants in the data collection 20 phase (which was beyond our control). 21 22 23 The call log data file contains a register of all the communication events of the participants (calls 24 and short messages). In total, there are over 0.42 million call log events. Each call log event is 25 described by; a user ID, the time of the call, the status of sent short messages, the direction of the 26 call, the type of call, the other party's anonymized phone number, and the call duration. The 27 information in this file is equivalent to what would be found in CDRs. The call log data was 28 analysed to extract several phone usage variables based on guidance from previous literature (e.g. Table 1 presents the summary statistics of the extracted phone usage variables. 31 32 33 The GSM data file contains a register of all the GSM cells seen by the participants' mobile phones 34 at an interval of approximately 60 seconds. This data file contains over 50.8 million records 35 generated by all the participants. Each GSM record is described by; a user ID, a unique internal 36 ID for the GSM cell, and the record creation time and date. The GSM data was analysed to extract 37 the number of trip origins from home using the following approach. 38 39 First, all the GSM cell IDs seen at night (between 8 pm and 6 am) by the different user IDs were 40 extracted and ordered according to the record creation time and date. For each date, the GSM cell 41 ID seen for the longest continuous time at night was established and the most common among 42 these across the different dates determined as the home GSM cell for the user ID. The weekly trip 43 rates from home were then estimated by analysing the GSM mobility data to determine the number 44 of times per week the different user IDs were not seen in their respective home GSM cells for 45 periods longer than 10 minutes. We considered 10 minutes as the appropriate threshold for 46 distinguishing between actual trips and tower jumps. We do not classify the trips by purpose 47 because the geographical locations of the GSM cells have been anonymised thereby making it 1 difficult to infer activities by map matching. We acknowledge that the resolution of the GSM 2 mobility data only enables the capture of trips made outside the home GSM cell and misses short 3 trips made within the boundaries of the home GSM cell. Our approach is therefore suitable for 4 urban areas such as Lausanne where GSM cell sizes can be as small as 100m (De Groote, 2005 
Extraction of demographic groups from the demographic data
Extraction of phone usage variables from the call log data
Extraction of trip rates from the GSM (mobility) data
ESTIMATION RESULTS
12
In this section, we present the estimation results for both the demographic group prediction model 13 and the trip generation models based on the full sample. 14 15 6.1 Demographic group prediction model 16 Table 2 presents the estimation results of the demographic prediction model. We tested various 17 combinations of phone usage variables in terms of the statistical performance of the associated 18 parameters and the overall model performance and settled for a set of eleven shown in Table 2 . We 19 found that differentiation of phone usage by time segment (e.g. working hours and night) was 1 statistically important for most of the variables while differentiation by weekdays versus weekends 2 was not. We also found that interacting some of the variables (e.g. net = outgoing -incoming) was 3 statistically important, however, we acknowledge that we have not exhausted all the possibilities. 4 5 The parameters of the demographic prediction model represent the effect of the variables on the 6 utility of each demographic group relative to that of the reference group M-WO-A21 (male 7 workers aged above 21 years). We do not have a priori expectations of the parameter signs since 8 this is still a new area of research, moreover, mobile phone usage behaviour is likely to differ from 9 place to place. Therefore, we analyse this particular case using our intuitive reasoning. To do this, 10 we first analyse the demographic attribute specific constants. Among these, we find that the only 11 statistically significant constant is that associated with individuals above 21 years. This indicates 12 the existence of statistically strong unobserved phone usage dynamics common across different 13 demographic groups sharing the same age-group. The rest of the constants are statistically 14 insignificant probably because the associated phone usage dynamics have been captured by the 15 specified explanatory variables. 16 17 We then analyse the parameters of the demographic groups having only one attribute not in the 18 reference group M-WO-A21 so as to establish the unique effect of each attribute. These groups 19 (and the complement attributes) are; F-WO-A21 (female), M-WO-U21 (age below 21 years), and 20 Table 1 for the group definitions. 21 22 From Table 2 , it is observed that the net number of calls and outgoing short messages during 23 working hours, the number of outgoing calls and the total call duration (outgoing and incoming) 24 in the evening, and the social network indegree (the unique number of incoming contacts) have 25 positive parameter signs for the F-WO-A21 group. However among these, the only statistically 26 significant parameter is that for the net number of calls during working hours. This suggests that 27 females in comparison to males tend to use their phones more during working hours. On the other 28 hand, the net number of calls in the morning and at night, the number of outgoing short messages 29 at night, the number of outgoing calls during lunch time, and the social network outdegree (the 30 unique number of outgoing contacts) have negative parameter signs for the same group. Most of 31 these parameters are statistically significant except those for the outgoing short messages at night, 32 and the social network outdegree. This suggests that males in comparison to females tend to make 33 more phone calls during non-working hours since majority of them are workers. 34 35 Similarly, it is observed that the number of outgoing calls and the total call duration (outgoing and 36 incoming) in the evening, the net number of calls at night, and the number of outgoing short 37 messages during working hours have positive parameter signs for the M-NW-A21 group. However, 38 the only statistically significant parameter that for the number of outgoing calls in the evening.
M-NW-A21 (non-worker). See
39
This points to the idea that workers in comparison to non-workers tend to call fewer people in the 40 evenings probably because they prefer to utilize this time preparing for the next day. On the other 41 hand, the net number of calls in the morning and during working hours, the number of outgoing 42 calls at lunch, the number of outgoing short messages at night, and the social network indegree 43 and outdegree have negative parameter signs for the M-NW-A21 group. However, the only 44 statistically significant parameter (at the 90% confidence level) is that for the number of outgoing 45 short messages at night. This implies that workers in comparison to non-workers tend to send out 46 more short messages at night probably because they do not have time to do so during the day due 1 to work. In addition, it is observed that the number of outgoing calls during lunch time and in the evening, 1 the net number of calls during working hours and at night, the number of outgoing short messages 2 at night, the average duration of incoming calls in the evening, and the social network outdegree 3 have positive parameter signs for the M-WO-U21 group. However, the only statistically significant 4 parameters among these are those for the net number of calls during working hours, the number of 5 outgoing calls during lunch time, and the number of outgoing short messages at night. This is a 6 reflection of the possibility that individuals aged below 21 years tend to make more phone calls 7 while at work and during lunch breaks and also send more short messages at night. On the other 8 hand, the net number of calls in the morning, the number of outgoing short messages during 9 working hours, the average duration of outgoing calls in the evening, and the social network send fewer short messages during working hours (because they already make more calls during 15 this time as earlier noted). 16 17 The last rows of 
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Trip generation models
23
The variables commonly used in trip generation models include; income, car ownership, working 24 status, age, and gender (e.g. Bwambale et al., 2015) . Among these, income and car ownership were 25 not available in the MDC dataset and hence could not be considered in the demographic prediction 26 model, therefore, we only considered gender, working status, and age. 27 28 The estimation results of the hybrid model (which uses the predicted demographics) are presented 29 in Table 3 alongside those of a model which uses the observed demographics (referred as the 30 traditional model in the following sections). 31 32 The parameters of these models indicate the effect of the variables on the trip making propensity The signs of all the parameters for both models are the same and the t-statistics for the differences 1 between the parameters are insignificant. This shows that both models capture the same trip 2 generation behaviour and would lead to similar policy conclusions.
3 4
The last rows of Table 3 provide the measures of fit in estimation. The adjusted-rho square values 5 and the final log-likelihoods show that the traditional model performs slightly better than the 6 hybrid model. This is to be expected given the error free measures of the socio-demographics used 7 in the traditional model. On the other hand, it is also worth acknowledging that part of the 8 performance of the hybrid model could be due to allowing for heterogeneity through the 9 probabilistic component as individuals are not assigned deterministically to classes. 10 11 
VALIDATION RESULTS
14
In order to compare the predictive power of the traditional and the proposed hybrid model, we 15 randomly split the data into five parts at the person level and generated five rolling subsets, each 16 comprising of 80% of the data for model estimation purposes. For each of the five estimation 17 subsets, we generated a complementary subset comprising of 20% of the data for validation 18 purposes. 19 20 We estimated models based on each of the five estimation subsets and the general interpretation 21 of the model results remains the same. Table 4 presents the measures of fit of the models based on 22 each of the subsets. As can be observed, the final log-likelihoods of the hybrid model remain close 23 to those of the traditional model across the different subsets of the data. 24 25 We tested the predictive power of each of these models using the corresponding complementary 26 subsets. The subsequent sections present the validation results of both the demographic group 1 prediction model and the trip generation models. 7 We start by assessing the predictive performance of the demographic prediction model using the 8 five validation subsets. The actual and predicted demographic group shares in the validation 9 subsets are presented in Figure 3 . 10 11 As can be observed, both the actual and predicted shares tend to follow a similar trend albeit with 12 observable differences across all the five subsets. This is probably due to weaknesses in variable 13 specification, however, there is a possibility that more sophisticated models (e.g. the mixed logit 14 model) could improve the performance. Nevertheless, the similarity in trends is a good starting 15 point and motivates further research to improve our approach. 16 17 
Trip generation
18
In this section, we assess the predictive performance of both the traditional and the hybrid trip 19 generation models using the five validation subsets. The actual and predicted trip generation shares 20 in the validation subsets are presented in Figure 4 . 21 22 As can be observed, both the actual and the predicted shares tend to follow a similar trend for both 23 models albeit with observable differences across all the five subsets. The difference between the 24 actual and predicted shares for both models is probably due to the use of weak explanatory 25 variables. As mentioned, previous trip generation studies have shown that income and car 26 ownership are some of the most important explanatory variables (e.g. Bwambale et al., 2015) and 27 yet these were not considered in this study. 28 29 The predictive measures of fit for both models were computed and are presented in Table 5. At the   30 aggregate level, the hybrid model performs better than the traditional model in three out of the five 31 subsets in terms of the root mean square error. At the disaggregate level, the hybrid model performs 32 better than the traditional model in four out of the five subsets in terms of the average probability 33 of correct prediction, and the predictive rho-square. As mentioned earlier, the relatively better performance of the hybrid model could be in part due to allowing for heterogeneity through the 1 probabilistic component. Table 1 
SUMMARY AND CONCLUSIONS
2
The paper demonstrates the feasibility of the hybrid framework to mitigate the challenges 3 associated with the estimation and the application of trip generation models using mobile phone 4 data. An examination of the parameter signs and the t-statistics for the differences between the 5 parameters of the hybrid trip generation model with predicted demographics and a traditional 6 model (with observed demographics) shows that both models capture the same trip generation 7 behaviour, an indication that both models would lead to similar policy conclusions. 8 9 We also assess the performance of the traditional and the hybrid trip generation models using 10 several measures of fit in five estimation and validation samples. For the estimation samples, we 11 compare the final log-likelihoods while for the validation samples, we compare the root mean 12 square error values (the predicted and actual shares), the predictive rho-square values, and the 13 average probabilities of correct prediction. We find that the traditional model performs slightly 14 better than the hybrid model during estimation and attribute this to the error free measures of the 15 socio-demographic variables in the traditional model with observed demographics. However, we 16 find that the hybrid model generally performs better than the traditional model during validation 17 in terms of the root mean square error values, the predictive rho-square values, and the average 18 probabilities of correct prediction. We attribute this improved performance to the possibility that 19 the hybrid model allows for heterogeneity through the probabilistic component. 20 21 For demographic prediction, we find that the performance of the model is satisfactory. However, 22 this being a secondary data set, there are limitations in the sample size and distribution that are 23 beyond our control. For example, we note that some demographic groups have very small sub-24 sample sizes which could have affected the overall model performance. We therefore recommend 25 further research into different ways of improving the demographic prediction component of the 26 hybrid model by dedicated data collection efforts. 27 28 In practice, the proposed hybrid framework could be used where one has the demographic 29 information, call detail records, and GSM mobility data for just a small representative section of 30 willing users for the purposes of model calibration and anonymous CDR data for the full 31 population. We note that GSM mobility data is generally discarded by mobile phone operators due 32 to storage space constraints, however, it is possible to store such data for a small sub-sample of 33 willing users. Once calibrated, the model only needs the phone usage characteristics of the 34 individuals to be implemented and these can be derived from the anonymous CDRs of the entire 35 population. The model can thus be applied for planning purposes, particularly where other reliable 36 data sources are absent. 37 38 We conclude that the validation results serve as a proof-of-concept that having the demographics 39 of a sub-sample of willing mobile phone users can make mobile phone data feasible for 40 econometric travel behaviour modelling and travel demand estimation. Further, the proposed 41 hybrid framework has promise in improving the modelling of the other stages of the 4 step model 42 (e.g. mode choice, route choice, etc.) using mobile phone data by enriching them with probabilistic 43 latent socio-demographic classes in the absence of observed ones. 44 45 We would like to thank the Economic and Social Research Council (ESRC) of the UK and Institute 
