Abstract We derive several L ∞ error estimates for the symmetric interior penalty (SIP) discontinuous Galerkin (DG) method applied to the Poisson equation in a two-dimensional polygonal domain. Both local and global estimates are examined. The weak maximum principle (WMP) for the discrete harmonic function is also established. We prove our L ∞ estimates using this WMP and several W 
Introduction
The discontinuous Galerkin (DG) method, which was proposed originally by Reed and Hill [16] in 1973, is a powerful method for solving numerically a wide range of partial differential equations (PDEs). We use a discontinuous function which is a polynomial on each element and introduce the numerical flux on each element boundary. The DG scheme is then derived by controlling the numerical flux to ensure the local conservation law.
For linear elliptic problems, the study of stability and convergence developed well in the early 2000s; see the standard references [2] , [17] and [3] for the detail. However, most of those works are based on the L 2 and DG energy norms, and a little is done using other norms. An exception is [8] , where the optimal order error estimate in the L ∞ norm was proved using the discrete Green function. However, the DG scheme in [8] is defined in the exactly-fitted triangulation of a smooth domain; this restriction is somewhat unrealistic for practical applications. From the view point of applications, the L p theory, especially the L ∞ theory, plays an important role in the analysis of nonlinear problems. Therefore, the development of the L p theory for the DG method is a subject of great importance. Another important subject for confirming the validity of numerical methods is the discrete maximum principle (DMP). Nevertheless, only a few works has been devoted to DMP for DG method. Horváth and Mincsovics [12] proved DMP for DG method applied to the one-dimensional Poisson equation. Badia, Bonilla and Hierro ( [5] , [4] ) proposed nonlinear DG schemes satisfying DMP for linear convection-diffusion equations in the one and two space dimensions. However, to the best of our knowledge, no results are known regarding DMP for the standard DG method in the higher-dimensional space domain.
In contrast, the L p theory and DMP have been actively studied regarding the standard finite element method (FEM). The pioneering work by Ciarlet and Raviart [10] studied L ∞ and W 1,p error estimates together with DMP; in particular, those error estimates were proved as a consequence of DMP. Then, the L ∞ error estimates were proved using several methods; Scott [22] applied the discrete Green function and Nitsche [14] utilized the weighted norm technique. Rannacher and Scott succeeded in deriving the optimal W 1,p error estimate for 1 ≤ p ≤ ∞ in [15] . Detailed local and global pointwise estimates have been studied by many researchers, such as [19] . Recently, the optimal order W 1,∞ and L ∞ stability and error estimates were established for the Poisson equation defined in a smooth domain; the effect of polyhedral approximations of a smooth domain was precisely examined. See [13] for the detail.
As is well known, the non-negativity assumption (non-obtuse assumption) on the triangulation is necessary for DMP to hold in the standard FEM. In this connection, Schatz [18] is noteworthy in this area for deriving the weak maximum principle (WMP) without the non-negativity assumption and applying it to the proof of the stability, local and global error estimates in the L ∞ norm. In this paper, we are motivated by [18] , and extend the results of that study to the symmetric interior penalty (SIP) DG method which is one of the popular DG method for the Poisson equation. Our results are summarized as follows. Let u be the solution of the Dirichlet boundary value problem for the Poisson equation (2.1) defined in a polygonal domain Ω ⊂ R 2 , and let u h be the solution of the SIPDG method (2.14) in the finite dimensional space V h defined as (2.7). Then, we have the L ∞ interior error estimate (see Theorem I)
where Ω 0 and Ω 1 are open subsets such that Ω 0 ⊂ Ω 1 ⊂ Ω, and C is independent of h and the choice of Ω 0 and Ω 1 . This interior estimate is valid under Assumption A below, where α(h) and · α(h),Ω1 are defined. Using this interior error estimate, we prove the WMP (see Theorem II)
for the discrete harmonic function u h ∈ V h .
Finally, under some assumptions on the triangulation (see Assumption B), we prove the L ∞ error estimate (see Theorem III)
for the solution u of the Poisson equation (2.1) and its DG approximation u h . As a matter of fact, the WMP is a key point of the proof of this error estimate. Moreover, we obtain the L ∞ error estimate of the form (see Corollary 6.1)
where r denotes the degree of approximate polynomials. Unfortunately, this error estimate is only suboptimal even for the piecewise linear element (r = 1). This is because the Dirichlet boundary condition is imposed "weakly" by the variational formulation (Nitsche' method) in the DG method. On the other hand, it is imposed "strongly" by the nodal interpolation in the FEM. This implies that we further need to more deeply consider the imposition of the Dirichlet boundary condition in the DG method.
In particular, study of better, more precise estimates of α(h) and u − u h L ∞ (∂Ω) are necessary, and will be a focus of our future works. Our SIPDG scheme and main results, Theorems I, II and III, are presented in Section 2. The main tool of our analysis is several W 2,p and W 1,1 estimates for solutions of the Poisson equation. Several local error estimates developed in previous works (see [9] , [8] and [20] ) are also used. After having presented those preliminary results in Section 3, we state the proofs of Theorems I, II and III in Sections 4, 5 and 6, respectively. Finally, we report the results of numerical experiments to confirm the validity of our theoretical results in Section 7.
Before concluding this Introduction, here, we list the notation used in this paper.
Notation. We follow the standard notation, for example, of [1] . Finally, the letter C denotes a generic positive constant depending only on Ω, ∂Ω, the criterion σ 0 of the penalty parameter and the shape-regularity constant C * defined in Section 2.
DG scheme and results
Throughout this paper, letting Ω be a bounded polygonal domain in R 2 , we consider the Dirichlet boundary value problem for the Poisson equation
where f ∈ L 2 (Ω) and g ∈ H 1/2 (∂Ω). There exists an extensiong ∈ H 1 (Ω) such thatg = g on ∂Ω and g H 1 (Ω) ≤ C g H 1/2 (∂Ω) . The following discussion does not depend on the way of extension.
Then, the weak formulation of (2.1) is stated as follows.
The Lax-Milgram theory guarantees that (BVP;f, g) admits a unique solution u ∈ H 1 (Ω). The regularity of u is well studied. See [11, Theorem 1] and [18, Lemma 1.2] for the detail of the following results.
Proposition 2.1 Let 0 < α < 2π be the maximum (interior) angle of ∂Ω, and set β = π/α. Letting g = 0, we suppose that u ∈ H 1 0 (Ω) is the solution of (BVP;f, 0).
(Ω), and we have
(Ω), and there exists a positive constant C depending only on Ω and p such that
Remark 2.2 Because β > 1/2, we have 2/(2 − β) > 4/3 and, consequently, (2.4) holds for some 4/3 < p ≤ 2.
Let {T h } h be a family of shape-regular and quasi-uniform triangulations of Ω (see [6, (4.4.15) , (4.4.16)]). That is, there exists a positive constant C * satisfying
Therein, h K and ρ K denote the diameters of the circumscribed and inscribed circles of K, respectively. Moreover, the granularity parameter h is defined as h = max
It is noteworthy that v is a continuous function on K ∈ T h if v ∈ V ∞ . For a positive integer r, we define the finite element spaces V h andV h as
where P r (K) denotes the set of all polynomials of degree ≤ r.
We let E h be the set of all edges of K ∈ T h , and set
For v ∈ V p and e ∈ E h , we define { {·} } and
[[·]] as follows. If e ∈ E
• h , we set
Therein, for e ∈ E
• h , there exist distinct K 1 , K 2 ∈ T h satisfying e ⊂ ∂K 1 ∩ ∂K 2 and v i = v| Ki , where n i denotes the outward unit normal vector to e of K i , and n denotes the outward unit normal vector on ∂Ω.
We define norm
where
for u ∈ V p and v ∈ V p . Herein, σ is a sufficiently large constant. The linear form F on V 2 is defined by
Now we can state the DG scheme to be addressed in this paper:
This scheme is usually called the symmetric interior penalty DG (SIPDG) method, and the L 2 theory is well-developed at present (see [2] ). For example, the DG bilinear form a is continuous in the sense that, for any 1 ≤ p ≤ ∞, there exists C > 0 satisfying
Moreover, there exists σ 0 > 0 such that, if σ ≥ σ 0 , then we have
Consequently, (DG;f, g) with σ ≥ σ 0 admits a unique solution u h ∈ V h and, it satisfies
If the solution u of (BVP;f, g) belongs to u ∈ H s (Ω) for some s > 3 2 , we have
As a result, we have the Galerkin orthogonality (consistency)
Our main theorem below will be formulated using the pair of functions u ∈ V ∞ and u h ∈ V h satisfying (2.18). More generally, we consider u ∈ V ∞ and u h ∈ V h satisfying
Below, we always assume that σ ≥ σ 0 .
We are now in a position to state the main results of this paper, but to do so, we need additional notations. Suppose that we are given an open disk D Ω with center x 0 and radius R. In the disk D, we consider an auxiliary Neumann problem: 20) where ∂ n = n · ∇ denotes the outward normal derivative to ∂D. Because ∂D is smooth, for a given 
and make the assumption below:
Assumption A There exist a function α of R + = (0, ∞) → R + and constant C > 0 which are independent of h such that α is bounded in a neighborhood of 0; (2.23)
for a sufficiently small h.
Remark 2.3
In view of (3.15) and (3.13) of Proposition 3.10, we can take at least α(h) = 1.
Using this α(h), we define · α(h),Ω0 as
Our first result is the following interior error estimate in the L ∞ norm.
The next result is the weak discrete maximum principle.
Theorem II (Weak discrete maximum principle) Supposing that Assumption A is satisfied and letting u h ∈ V h be the discrete harmonic function, i.e.,
To state the final L ∞ error estimate, we make the following assumption on triangulations.
Assumption B There exist a convex polygonal domain Ω Ω and its triangulation T h such that T h is the restriction of T h to Ω, and that (2.5) holds for any K ∈ T h ∈ { T h } h with the same constant C * .
We
, and supposing that Assumptions A and B are satisfied, then we have
Preliminaries
In this section, we collect some preliminary results.
Some local estimates
as an open disk with center x 0 and radius d. We define
First, we recall further regularity results for the solution of (BVP;f, 0); see [18 
under the same assumption of (i) or (ii) in Proposition 2.1.
A version of the Poincaré inequality is available (see [18, Lemma 1.1]).
Proposition 3.2
Let Ω be a simply connected polygonal domain. Then, there exists a positive constant
for all x 0 ∈ ∂Ω and d > 0.
. In particular, there exists a positive constant C independent of h and Ω 0 satisfying
Proof. Using Hölder's inequality, we have
.
Therefore,
For O ⊂ Ω, we denote broken Sobolev space W
equipped with the norm 
(3.5)
Then, there exists a positive constant C independent of h satisfying
Then, there exists a positive constant C independent of h, and the following property holds for a sufficiently small h. For each η h ∈ V h (Ω 4 ), there exists χ ∈V h (Ω 3 ) satisfying χ ≡ η h on Ω 2 and
3.2 L 2 theory for DG method
The following results, Propositions 3.7 and 3.8, are well-known (see [2, §4] and [8, §3 and §4]).
(Ω) and g ∈ H 1/2 (Γ ), there exists a unique solution u h ∈ V h of DG scheme (DG;f, g). In addition, if the solution u of (2.1) belongs to H s (Ω) with s > 3 2 , then, we have 
Then, there exists a positive constant C 1 independent of h, u, and u h satisfying
, there exists a positive constant C 2 independent of h, u, u h , and d satisfying The following property (i) is well-known (see [21] for example). However, we can find no explicit reference to (ii), and we prove it by essentially the same way as [7] .
20) exists and satisfies
, then the weak solution u ∈ W 1,1 (D) of (2.20) exists and satisfies 
(3.14)
(ii) Continuity. For 1 ≤ p ≤ ∞, we have
Then, under Assumption A, there exists a positive constant C independent of h andũ satisfying
Proof. We take 
, which implies (3.17).
Lemma 3.12 Assume that w
Then, there exists a positive constant C independent of h and w h satisfying
Proof. In view of Proposition 3.6, there exists η ∈V h (
. For a sufficiently large M , let D h ⊂ D be the disk with center at x 0 and radius M h. Then,
. We can estimate this as
), using Proposition 3.8 and the Sobolev inequality, we obtain
. By Propositions 3.7 and (3.12), we have
Using Proposition 3.9, we have
From (3.19)-(3.23), we obtain (3.18).
Interior error estimates (Proof of Theorem I)
We first consider the homogeneous Neumann boundary value problem in Ω. Set a
Lemma 4.1 Assume that κ > 0 and open sets
Then, under Assumption A, there exists a positive constant C independent of h, u, and u h satisfying
Proof. Letting χ ∈ V h be arbitrary, we set v = u − χ and v h = u h − χ. We take x 0 ∈ Ω 0 such that
be an open disk with center at x 0 and radius R < d. Because d ≥ κh, we can take R independent of x 0 . Letting
Using Lemmas 3.12 and 3.11, we have
Then, letting Assumption A be satisfied, we have, for p and q which satisfy 2 ≤ q < p ≤ ∞ and
We apply Lemma 4.1 to obtain
On the other hand, using (3.16), we have
and, therefore,
Because ψ is smooth, we again apply Lemma 4.1 to obtain
The Sobolev inequality and elliptic regularity give
for s > 2. Because
Similarly, we deduce
Applying the Young inequality for convolution, we have
for x ∈ D and 1 < t < 2. Therefore,
In view of the Riesz-Thorin interpolation theorem, we have
for θ = We can now state the following proof.
Proof of Theorem I. Letting χ ∈ V h be arbitrary, we set v = u − χ and v h = u h − χ. Similar to the proof of Lemma 4.1, we take x 0 ∈ Ω 0 , D Ω 1 , and
Setting
Applying Lemma 4.2 several times, we obtain 
Weak discrete maximum principle (Proof of Theorem II)
We follow the same method as the proof of Theorem 1 of [18] to prove Theorem II described below.
Proof of Theorem II. 
Now we assume that d < 2κh. Using the inverse inequality, we have
where ρ = max{d, h}.
(Ω) be the solution of (2.1) with f = φ and g = 0. Then, v ∈ W 2,p (Ω) for some 4/3 < p ≤ 2, and a(v, w)
In view of the assumption of u h , we get
for χ ∈V h . We defineû h ∈V h such thatû h = 0 at nodal points on ∂Ω andû h = u h at interior nodal points. Then, we have
Substituting (5.2) for χ =û h , and using the inverse inequality, we have
Set R 0 = diam Ω and d j = R 0 2 −j for non-negative integer j. We define A j as
To estimate the second term of (5.4), we apply Propositions 3.7 and 3.4 and get
Meanwhile, using Proposition 3.8 for j satisfying Λ h ∩ A j = ∅, we have
In view of Proposition 3.1,
Therefore, we have
by Propositions 3.1 and 3.2. Let η ∈ C ∞ 0 (S 64dj (x j )) and let w ∈ H 1 0 (Ω) be the solution of (2.1) with f = η and g = 0. Let w h ∈V h satisfy
Similar to the above, we deduce
Summing up (5.4)-(5.7) and using h ≤ ρ ≤ Cd j ≤ R 0 and p > , we obtain
The desired (2.28) now follows (5.3) and (5.1).
L ∞ error estimate (Proof of Theorem III)
We finally state the following proof.
whereã is the bilinear form (2.12) with replacement of T h , E h by T h , E h , respectively. For arbitrary χ ∈ V h , we defineχ ∈V h ( Ω) as a zero extension. Then, in view of Theorem I, we have
Let ψ ∈ H 1 ( Ω) be the solution of
Then, by the continuity ofã and elliptic regularity, we have
Because a(u h −ũ h , ξ) = 0 for ξ ∈V h , using Theorems II and I and (6.3), we deduce
Therefore, using triangle inequality, we obtain u − χ α(h),Ω ≤ Ch r (h + α(h)) u W 1+r,∞ (Ω) .
To perform the estimation for u − u h L ∞ (∂Ω) , we let e ∈ E ∂ h and K ∈ T h such that e ⊂ K. Moreover, let χ ∈ V h be arbitrary. By the inverse inequality, we have
Using (2.15), (2.16), and (2.18), we have χ − u h V 2 ≤ C χ − u V 2 and, consequently,
Choosing χ as the Lagrange interpolation of u, we deduce u − u h L ∞ (e) ≤ Ch r (h + α(h))|u| W r+1,∞ (K) + Ch r |u| W r+1,∞ (Ω) .
Summing up those estimate, we obtain the desired (6.5).
Numerical examples
In this section, we examine the weak discrete maximum principle (Theorem II) and the L ∞ error estimate (Corollary 6.1) using numerical examples. We consider the square domain Ω (see Fig. 1a ) and the L-shape domain Ω (see Fig. 1b) .
First, we solve (DG;f, g) with f = 0 and g = cos(πx) cos(πy); the solution u h satisfies (2.27). The minimum and maximum values of u h on Ω and ∂Ω are reported in Tab. 1. We see from Tab. 1 that the minimum and maximum values on Ω agree with those on ∂Ω. We infer that the discrete maximum principle (2.28) actually holds with C = 1.
Finally, we consider (BVP;f, g) with f (x, y) = 2π 2 sin(πx) sin(πy) and g(x, y) = sin(πx) sin(πy). The exact solution is given as u(x, y) = sin(πx) sin(πy). We examine errors u − u h L ∞ (Ω) with r = 1 (P 1 element) and r = 2 (P 2 element). Results are shown in Fig. 2a and Fig. 2b . We observe that the order is almost O(h 1+r ): the optimal convergence rate is actually observed. This implies that our L ∞ error estimate, Corollary 6.1, has room for improvement. 
Conclusion
We have shown the interior error estimate and discrete weak maximum principle of the DG method for the Poisson equation. Those results are extensions of the standard FEM [18] to the DG method. Moreover, we have derived the L ∞ error estimate as an application of the discrete weak maximum principle. Unfortunately, our L ∞ error estimate is only sub-optimal. The optimal rate has been proved in [8] by another method. This implies that we need to deep consider the imposition of the Dirichlet boundary condition in the DG method. In particular, we will study more precise estimates of α(h) and u − u h L ∞ (∂Ω) in the future works.
