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APPLICATIONS OF A SIMPLE BUT USEFUL TECHNIQUE TO
STOCHASTIC CONVOLUTION OF α-STABLE PROCESSES
LIHU XU
Abstract. Our simple but useful technique is using an integration by parts
to split the stochastic convolution into two terms. We develop five applications
for this technique. The first one is getting a uniform estimate of stochastic
convolution of α-stable processes. Since α-stable noises only have p < α mo-
ment, unlike the stochastic convolution of Wiener process, the well known Da
Prato-Kwapien´-Zabczyk’s factorization ([5]) is not applicable. Alternatively,
combining this technique with Doob’s martingale inequality, we obtain a uni-
form estimate similar to that of stochastic convolution of Wiener process. Using
this estimate, we show that the stochastic convolution of α-stable noises stays,
with positive probability, in arbitrary small ball with zero center. These two
results are important for studying ergodicity and regularity of stochastic PDEs
forced by α-stable noises ([9]). The third application is getting the same results
as in [12]. The fourth one gives the trajectory regularity of stochastic Burgers
equation forced by α-stable noises ([9]). Finally, applying a similar integration
by parts to stochastic convolution of Wiener noises, we get the uniform estimate
and continuity property originally obtained by Da Prato-Kwapien´-Zabczyk’s
factorization.
Keywords: Integration by parts technique, Da Prato-Kwapien´-Zabczyk’s fac-
torization technique, Uniform estimate of stochastic convolution of α-stable
noises, Regularity of stochastic convolution of α-stable noises, Regularity of
stochastic PDEs forced by α-stable noises.
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1. Introduction
In the study of stochastic PDEs (SPDEs) forced by Wiener noises, we often
need to use a uniform estimate of the stochastic convolution as following
(1.1) E sup
0≤t≤T
∥∥∥∥
∫ t
0
e−A(t−s)dWt
∥∥∥∥
p
≤ C,
where p > 0, C only depends on p and Wt is a Q-Wiener process (see [6, Chapter
4]). The estimate (1.1) has many applications such as ergodicity ([7], [6], [8]) and
regularity of the solutions ([6], [7]).
1
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To show (1.1), we usually use the well known Da Prato-Kwapien´-Zabczyk’s fac-
torization technique ([6]). This technique requires that the noises has some p > 2
moments. For an α-stable process (0 < α < 2), it only has p < α moment. There-
fore, the factorization technique is not applicable in this case.
Alternatively, we use an integration by parts technique to split the convolution
into two parts and then use Doob’s martingale inequality to obtain the uniform
estimates. Applying this uniform estimate, we show that the stochastic convolu-
tion of α-stable noises stays, with positive probability, in arbitrary small ball with
zero center. These two results are new and important for studying the ergodicity
and regularity of SPDEs forced by α-stable noises ([9]).
This integration by parts technique has several other applications. The third
and fourth applications are studying the trajectory property of stochastic convo-
lution and stochastic Burgers equations. We, in particular, get the same results as
in [12]. Finally, applying a similar integration by parts to stochastic convolution
of Wiener noises, we get a uniform estimate and continuity property.
Finally, we stress that this simple integration by parts technique has been used
in used in the book [13, Section 9.4.5] to study the stochastic convolution of square
integrable Le´vy noises. For the further study of stochastic systems forced by stable
processes, we refer to [4, 13, 2, 19, 20, 18, 17, 16, 15],....
Acknowledgements: The author would like to gratefully thank Zhen-Qing
Chen, Zhao Dong, Yong Liu, Jerzy Zabczyk, Jianliang Zhai and Xicheng Zhang
for very helpful discussions.
1.1. Notations and Assumptions. Let H be a separable Hilbert space. Let A
be a self-adjoint operator with discrete spectrum {γk}k≥0 satisfying
0 < γ1 ≤ γ2 ≤ ... ≤ γn ≤ ..., lim
n→∞
γn =∞.
Assume that the eigenvectors {ek}k≥0 of A, i.e., Aek = γkek (k ≥ 1), from a basis
of H . Without loss of generality, we assume that ‖ek‖H = 1 (k ≥ 1). For all
x ∈ H , it can be uniquely represented by
x =
∑
k≥1
xkek,
where xk ∈ R for all k ≥ 1 and
∑
k≥1 x
2
k <∞.
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Given a σ ∈ R, we can define Aσ by
Aσ =
∑
k≥1
γσk ek ⊗ ek.
where ek ⊗ ek : H → H is a linear operator defined by ek ⊗ ekx = 〈ek, x〉Hek for
all x ∈ H .
Let Lt =
∑
k≥1 βklk(t)ek be the cylindrical α-stable processes on H such that
{lk(t)}k≥1 are i.i.d. 1 dimensional standard symmetric α-stable process sequence,
and that {βk}k≥1 satisfies Assumption 1.1 below. A one dimensional standard
symmetric α-stable process (l(t))t≥0 has the following characteristic function
(1.2) E[eiλl(t)] = e−t|λ|
α
.
Assumption 1.1. (βk)k≥1 satisfies
∑
k≥1 |βk|α <∞.
Lemma 1.2. Under Assumption 1.1, for all t ≥ 0, Lt ∈ H a.s..
Proof. It is a straightforward corollary of [18, Proposition 3.3]. 
1.2. Stochastic convolution and integration by parts technique. Consider
the following stochastic convolution:
(1.3) Z(t) =
∫ t
0
e−A(t−s)dLs =
∑
k∈Z∗
zk(t)ek
where
zk(t) =
∫ t
0
e−γk(t−s)βkdlk(s).
It follows from Ito’s product formula ([1, Theorem 4.4.13]) that for all k ≥ 1,
lk(t) =
∫ t
0
γke
−γk(t−s)lk(s)ds+
∫ t
0
e−γk(t−s)dlk(s) +
∫ t
0
γke
−γk(t−s)∆lk(s)ds
where ∆lk(s) = lk(s) − lk(s−). Since lk(t) is an α-stable process, ∆lk(s) = 0 for
s ∈ [0, t] a.s. and thus ∫ t
0
γke
−γk(t−s)∆lk(s)ds = 0.
Therefore,
zk(t) = βklk(t)−
∫ t
0
γke
−γk(t−s)βklk(s)ds(1.4)
Hence, we get
Z(t) = Lt − Y (t),(1.5)
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where
Y (t) :=
∫ t
0
Ae−A(t−s)Lsds ∈ H.
Since Z(t) and Lt are both in H a.s. for all t ≥ 0, we have
Y (t) ∈ H a.s. (t ≥ 0).
We can further show that (Y (t))t≥0 is continuous in H a.s. in Lemma 3.1 below.
2. Main results: two applications of (1.5)
The main results of this paper are the two theorems below. These two theorems
are new and are important for studying the ergodicity and regularity of SPDEs
([9])
2.1. Application 1. The first application is a uniform estimate of Z(t), which
is similar to that of stochastic convolution of Wiener noises got by Da Prato-
Kwapien´-Zabczyk’s factorization. This type of estimate is often used to study
ergodicity and regularity of stochastic systems ([9, 5]).
Theorem 2.1. Let α > 1. Further assume that there exists some θ > 0 so that
(2.1)
∑
k≥1
|βk|αγαθk <∞.
Then, for all 0 < p < α, θ˜ ∈ [0, θ) and T > 0, we have
(2.2) E sup
0≤t≤T
‖Aθ˜Z(t)‖pH ≤ CT p/α ∨ T (1/α+θ−θ˜)p ∨ T (1+1/α)p
where C depends on α, β, θ˜ and p.
Proof. We only need to show the inequality for the case p ∈ (1, α) since the case
of 0 < p ≤ 1 is an immediate corollary by Ho¨lder’s inequality.
Step 1. We claim that for all p ∈ (1, α) and all θ˜ ∈ [0, θ],
(2.3) E‖Aθ˜Lt‖pH ≤ C(α, p)
(∑
k≥1
|βk|αγαθ˜k
)p/α
tp/α t > 0.
To show (2.3), we only show the inequality for the case θ˜ = θ since the other cases
are by the same arguments.
We follow the argument in the proof of [18, Theorem 4.4]. Take a Rademacher
sequence {rk}k≥1 in a new probability space (Ω′ ,F ′,P′), i.e. {rk}k≥1 are i.i.d. with
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P{rk = 1} = P{rk = −1} = 12 . By the following Khintchine inequality: for any
p > 0, there exists some C(p) > 0 such that for arbitrary real sequence {hk}k≥1,(∑
k≥1
h2k
)1/2
≤ C(p)
(
E
′
∣∣∣∣∣
∑
k≥1
rkhk
∣∣∣∣∣
p)1/p
.
By this inequality, we get
E‖AθLt‖pH = E
(∑
k≥1
γ2θk |βk|2|lk(t)|2
)p/2
≤ CEE′
∣∣∣∣∣
∑
k≥1
rkγ
θ
k|βk|lk(t)
∣∣∣∣∣
p
= CE
′
E
∣∣∣∣∣
∑
k≥1
rkγ
θ
k|βk|lk(t)
∣∣∣∣∣
p(2.4)
where C = Cp(p). For any λ ∈ R, by the fact of |rk| = 1 and formula (4.7) of [18],
one has
E exp
{
iλ
∑
k≥1
rkγ
θ
k|βk|lk(t)
}
= exp
{
−|λ|α
∑
k≥1
|βk|αγαθk t
}
Now we use (3.2) in [18]: if X is a symmetric random variable satisfying
E
[
eiλX
]
= e−σ
α|λ|α
for some α ∈ (0, 2) and any λ ∈ R, then for all p ∈ (0, α),
E|X|p = C(α, p)σp.
Since
∑
k≥1 |βk|αγαθk <∞, (2.3) holds.
Step 2. Thanks to Step 1, it is easy to get that Aθ˜Lt (θ˜ ∈ [0, θ]) is an Lp
martingale. By Doob’s martingale inequality and (2.3),
(2.5) E
[
sup
0≤t≤T
∥∥∥Aθ˜Lt∥∥∥p
H
]
≤
(
p
p− 1
)p
E
[∥∥∥Aθ˜LT∥∥∥p
H
]
≤ CT p/α,
where C depends on θ˜, α, β and p. Recall
Y (t) =
∫ t
0
Ae−A(t−s)Lsds,
observe that
sup
0≤t≤T
‖Aθ˜Y (t)‖H ≤ sup
0≤t≤T
∫ t
0
‖A1+θ˜−θe−A(t−s)‖‖AθLs‖Hds
≤ sup
0≤t≤T
‖AθLt‖H sup
0≤t≤T
∫ t
0
‖A1+θ˜−θe−A(t−s)‖ds
6 L. XU
By the classical estimate
(2.6) ‖Aγe−At‖ ≤ Ct−γ γ ≥ 0,
we get
(2.7) sup
0≤t≤T
‖Aθ˜Y (t)‖H ≤ C sup
0≤t≤T
‖AθLt‖H(T θ−θ˜ ∨ T ),
which, together with Doob’s inequality and (2.3), implies
(2.8) E sup
0≤t≤T
‖Aθ˜Y (t)‖pH ≤ CT (1/α+θ−θ˜)p ∨ T (1+1/α)p,
where C depends on α, β, θ, θ˜ and p.
Combining the above inequality with (2.5) and (1.5), we immediately get the
desired inequality. 
2.2. Application 2. Theorem 2.2 below is an application of Theorem 2.1, it of
course has its own interest and can be applied to prove ergodicity ([9]). If Lt is
cylindrical Wiener noises, (2.9) is well known. If Lt is finite dimension α-stable
noises, thanks to [3, Proposition 3, Chapter VIII] and an argument for I2 in the
proof below, we can also obtain (2.9). However, as Lt is infinite dimensional,
Theorem 2.1 is crucial for passing the limit from the finite to infinite dimensions.
Theorem 2.2. Assume that the conditions in Theorem 2.1 hold. Let T > 0 and
ε > 0 be arbitrary. For all θ˜ ∈ [0, θ), we have
(2.9) P( sup
0≤t≤T
‖Aθ˜Z(t)‖H ≤ ε) > 0.
Proof. Since {zk(t)}k≥0 are independent sequence, we have
P
(
sup
0≤t≤T
‖Aθ˜Z(t)‖H ≤ ε
)
= P
(
sup
0≤t≤T
∑
k≥1
γ2θ˜k |zk(t)|2 ≤ ε2
)
≥ I1I2
where
I1 := P
(
sup
0≤t≤T
∑
k>N
γ2θ˜k |zk(t)|2 ≤ ε2/2
)
,
I2 := P
(
sup
0≤t≤T
∑
k≤N
γ2θ˜k |zk(t)|2 ≤ ε2/2
)
,
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with N ∈ N being some fixed large number. By the spectral property of A, we
have
I1 ≥ P
(
sup
0≤t≤T
∑
k>N
γ2θ˜k |zk(t)|2 ≤ ε2/2
)
≥ P
(
sup
0≤t≤T
‖AθZ(t)‖2H ≤ γ2(θ−θ˜)N ε2/2
)
= 1− P
(
sup
0≤t≤T
‖AθZ(t)‖2H > γ2(θ−θ˜)N ε2/2
)
= 1− P
(
sup
0≤t≤T
‖AθZ(t)‖pH > γp(θ−θ˜)N εp/2p/2
)
This, together with Theorem 2.1 and Chebyshev inequality, implies
I1 ≥ 1− Cγ−(θ−θ˜)pN ε−p,
where p ∈ (1, α) and C depends on p, α, β, T . As γN is sufficient large,
I1 > 0.
To finish the proof, it suffices to show that
(2.10) I2 > 0.
Define Ak := {sup0≤t≤T |zk(t)| ≤ ε/(
√
2Nγ θ˜k)}, it is easy to have
(2.11) I2 ≥ P

 ⋂
|k|≤N
Ak

 = ∏
|k|≤N
P(Ak).
Recalling (1.4), we have
zk(t) = βklk(t)−
∫ t
0
γke
−γk(t−s)βklk(s)ds.
Furthermore, it follows from a straightforward calculation that
sup
0≤t≤T
|
∫ t
0
γke
−γk(t−s)βklk(s)ds| ≤ |βk| sup
0≤t≤T
|lk(t)| k ≥ 1.
Therefore,
P(Ak) ≥ P
(
sup
0≤t≤T
|lk(t)| ≤ ε
2|βk|
√
2Nγ θ˜k
)
By [3, Proposition 3, Chapter VIII], there exist some c, C > 0 only depending on
α so that
P( sup
0≤t≤T
|l(t)| ≤ 1) ≥ Ce−ct.
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This, together with the scaling property of stable process, implies
(2.12) P(Ak) > 0 |k| ≤ N,
which, combining with (2.11), immediately implies (2.10). 
3. Some further applications
In this section, let us give other three applications of (1.5). The results in
Applications 3 and 5 are known, it seems that we give new and more illustrative
proofs by our simple technique. The result in Application 4 is also new and from
[9].
3.1. Application 3. The third application is to determine the trajectory prop-
erty of (Z(t))t≥0. The theorem implies the results in [12].
For a stochastic process (Xt)t≥0 valued in some Banach space, it is said to be
Ca`dla`g if it has left limit and is right continuous almost surely.
Lemma 3.1. Let θ ∈ R and let the following assumption hold:∑
k≥1
|βk|αγαθk <∞.
Then, (Y (t))t≥0 is continuous in D(Aθ) a.s..
Proof. It is easy to check that under the condition in the lemma, Zt and Lt are
both in D(Aθ) for all t ≥ 0. Thanks to (1.5), Y (t) ∈ D(Aθ) for all t ≥ 0. We
only prove the lemma for the case of θ = 0 since the other cases are by the same
arguments.
By [13, Theorem 4.13], for all T > 0, Lt uniformly converges in H on [0, T ]
a.s.. This, together with [12, Lemma 3.1], implies that Lt has a Ca`dla`g version on
[0, T ]. Since T > 0 is arbitrary, (Lt)t≥0 has a Ca`dla`g version. By [13, Theorem
9.3], (Z(t))t≥0 has a Ca`dla`g modification. Hence, (Y (t))t≥0 also has a Ca`dla`g ver-
sion.
Write Y (t) =
∑∞
k=1 yk(t)ek with
yk(t) :=
∫ t
0
γke
−γk(t−s)βklk(s)ds,
further denote
Yn(t) :=
∑
k<n
yk(t)ek, Y
n(t) :=
∑
k≥n
yk(t)ek, (n ∈ N).
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Since (Y (t))0≤t≤T also has a Ca`dla`g version for all T > 0, by [12, Lemma 3.1], we
get
lim
n→∞
sup
0≤t≤T
‖Y n(t)‖2H = 0 with probability 1.
On the other hand, (Yn(t))t≥0 is continuous for all n ≥ 0. By [12, Lemma 3.1]
again, (Y (t))0≤t≤T is continuous on H . Since T > 0 is arbitrary, (Y (t))t≥0 is
continuous on H . 
Theorem 3.2. Under the same condition as in Lemma 3.1, (Z(t))t≥0 has a Ca`dla`g
version in D(Aθ) iff (Lt)t≥0 has a Ca`dla`g version in D(Aθ).
Proof. Using the integration by formula (1.5), we have
Z(t) = Lt − Y (t).
Since (Y (t))t≥0 is continuous in D(Aθ), (Z(t))t≥0 has a Ca`dla`g version iff (Lt)t≥0
has a Ca`dla`g version. 
Remark 3.3. Using above theorem, we can easily recover the results in [12], but
our proof seems much more illustrative.
3.2. Application 4. The fourth application of Theorem 2.1 is to determine the
trajectory property of stochastic Burgers equations:
(3.1) dX(t)− ν∂2ξX(t)dt+X(t)∂ξX(t)dt = dLt, X(0) = x.
Let T = R/(2piZ) be equipped with the usual Riemannian metric, and let dξ
denote the Lebesgue measure on T. Then
H :=
{
x ∈ L2(T,R) :
∫
T
x(ξ)dξ = 0
}
is a separable real Hilbert space with inner product and norm
〈x, y〉H :=
∫
T
x(ξ)y(ξ)dξ, ‖x‖H := 〈x, x〉1/2H .
For x ∈ C2(T), the Laplacian operator ∆ is given by ∆x = x′′. Let (A,D(A))
be the closure of (−∆, C2(T) ∩H) in H , which is a positively definite self-adjoint
operator on H . Denote Z∗ := Z \ {0}. {ek}k∈Z∗ with ek = 1√2pieikξ an orthonormal
basis of H . It is easy to see that
Aek = |k|2ek.
Assume that Lt =
∑
k∈Z∗ βklk(t) is the cylindrical α-stable processes on H with{lk(t)}k∈Z∗ being i.i.d. standard 1 dimensional α-stable process sequence. More-
over, there are some constants C1, C2 > 0 so that C1|k|−2β ≤ |βk| ≤ C2|k|−2β with
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β > 1 + 1
2α
.
Under the above setting, Theorems 2.1 and 2.2 reads as the following two the-
orems respectively:
Theorem 3.4. Let α > 1, 0 < θ < β − 1
2α
and T > 0 be all arbitrary. For all
0 < p < α and θ˜ ∈ [0, θ), we have
(3.2) E sup
0≤t≤T
‖Aθ˜Z(t)‖pH < C
where C depends on α, θ, p, T .
Theorem 3.5. Under the same conditions as in Theorem 3.4. For all T > 0,
θ˜ ∈ [0, θ) and ε > 0, we have
P( sup
0≤t≤T
‖Aθ˜Z(t)‖H ≤ ε) > 0.
The following result is from [9, Theorem 2.1], Theorem 3.4 plays a crucial role
in its proof ([9, Section 4]).
Theorem 3.6. For all x ∈ H, Eq. (3.1) admits a unique mild solution with Ca`dla`g
trajectory.
3.3. Application 5. Let us use the integration by parts technique to study the
stochastic convolution of Wiener noises. Let Q be Hilbert-Schmidt in H , i.e., Q is
a linear operator such that
(3.3) ‖Q‖2HS :=
∑
k≥1
‖Qek‖2H <∞.
Theorem 3.7. Let (Wt)t≥0 be a cylindrical white Wiener noise in H, i.e., Wt can
be formally written as Wt =
∑
k≥1wk(t)ek ([6, pp 48]) with {wk(t)}k≥1 being a se-
quence of i.i.d. 1d Brownian motions. Let (ZW (t))t≥0 be the stochastic convolution
defined by
(3.4) ZW (t) =
∫ t
0
e−A(t−s)QdWs.
If we further assume that there exists an (arbitrary small) θ > 0 so that ‖AθQ‖HS <
∞, then the following statements hold:
(1) For all θ˜ ∈ [0, θ), T > 0 and p > 0, we have
E sup
0≤t≤T
‖Aθ˜ZW (t)‖pH ≤ CT 3p/2 ∨ T (1/2+θ−θ˜)p ∨ T p/2,
where C depends on θ˜ and p.
(2) (ZW (t))t≥0 is continuous in D(Aθ˜) with θ˜ ∈ [0, θ).
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Proof. Applying Itoˆ formula ([14]) to e−A(t−s)QWs, we get
(3.5) ZW (t) = QWt −
∫ t
0
Ae−A(t−s)QWsds.
This immediately implies (2).
Now let us show (1). Since the case of 0 < p < 2 immediately follows from
Ho¨lder inequality and the case of p ≥ 2, we only need to show the inequality for
the case p ≥ 2. Since AθQ is Hilbert-Schmidt, by Doob’s martingale inequality,
we have
E sup
0≤t≤T
‖Aθ˜QWt‖pH ≤
(
p
p− 1
)p
E‖Aθ˜QWT ‖pH ≤ CT p/2,(3.6)
where C depends on p and ‖AθQ‖HS, and the last inequality is by Fernique theo-
rem for Gaussian measure ([10]).
Denote
I :=
∫ t
0
Ae−A(t−s)QWsds,
Observe
‖Aθ˜I‖H ≤
∫ t
0
‖A1−(θ−θ˜)e−A(t−s)‖ sup
0≤s≤T
‖AθQWs‖ds.(3.7)
This, together with (2.6) and Doob’s inequality, implies
E sup
0≤t≤T
‖Aθ˜I‖pH ≤ E sup
0≤t≤T
‖AθQWt‖pH sup
0≤t≤T
∣∣∣∣
∫ t
0
(t− s)−1+(θ−θ˜) ∨ 1ds
∣∣∣∣
p
≤ CT 3p/2 ∨ T (1/2+θ−θ˜)p
(3.8)
where C depends on p and ‖AθQ‖HS.
Combining the two estimates, we immediately get the desired inequality in (1).

References
1. Applebaum D.: Le´vy processes and stochastic calculus. Cambridge Studies in Advance Math-
ematics 93, Cambridge University PRess, 2004.
2. Richard F. Bass, Krzysztof Burdzy, and Zhen-Qing Chen, Stochastic differential equations
driven by stable processes for which pathwise uniqueness fails, Stochastic Process. Appl. 111
(2004), no. 1, 1–15. MR 2049566 (2005c:60072)
3. Jean Bertoin, Le´vy processes, Cambridge Tracts in Mathematics, vol. 121, Cambridge Uni-
versity Press, Cambridge, 1996. MR 1406564 (98e:60117)
4. Zhen-Qing Chen and Masatoshi Fukushima, Symmetric Markov processes, time change, and
boundary theory, London Mathematical Society Monographs Series, vol. 35, Princeton Uni-
versity Press, Princeton, NJ, 2012. MR 2849840
12 L. XU
5. G. Da Prato, S. Kwapien´, and J. Zabczyk, Regularity of solutions of linear stochastic equa-
tions in Hilbert spaces, Stochastics 23 (1987), no. 1, 1–23. MR 920798 (89b:60148)
6. G. Da Prato and J. Zabaczyk, Stochastic Equations in Infinite Dimensions, Cambridge Univ.
Press, 1992.
7. Giuseppe Da Prato and Jerzy Zabczyk, Ergodicity for infinite-dimensional systems, London
Mathematical Society Lecture Note Series, vol. 229, Cambridge University Press, Cambridge,
1996.
8. Arnaud Debussche and Cyril Odasso, Markov solutions for the 3D stochastic Navier-Stokes
equations with state dependent noise, J. Evol. Equ. 6 (2006), no. 2, 305–324.
9. Z. Dong, L. Xu and X.Zhang, Ergodicity of stochastic Burgers equations forced by α-stable
noises, preprint.
10. M. Hairer, An introduciton to Stochastic PDEs, http://www.hairer.org/notes/SPDEs.pdf.
11. Alexey M. Kulik, Exponential ergodicity of the solutions to SDE’s with a jump noise, Sto-
chastic Process. Appl. 119 (2009), no. 2, 602–632. MR 2494006 (2010i:60176)
12. Yong Liu and Jianliang Zhai, A note on time regularity of generalized Ornstein-Uhlenbeck
processes with cylindrical stable noise, C. R. Math. Acad. Sci. Paris (to appear).
13. S. Peszat and J. Zabczyk, Stochastic partial differential equations with Le´vy noise, Encyclo-
pedia of Mathematics and its Applications, vol. 113, Cambridge University Press, Cambridge,
2007, An evolution equation approach.
14. Claudia Pre´voˆt and Michael Ro¨ckner, A concise course on stochastic partial differential
equations, Lecture Notes in Mathematics, vol. 1905, Springer, Berlin, 2007. MR 2329435
(2009a:60069)
15. E. Priola, Pathwise uniqueness for singular SDEs driven by stable processes, to appear in
Osaka Journal of Mathematics.
16. E. Priola, A. Shirikyan, L. Xu and J. Zabczyk, Exponential ergodicity and regularity for
equations with Lvy noise, Stoch. Proc. Appl., 122, 1 (2012), 106-133.
17. E. Priola, L. Xu and J. Zabczyk, Exponential mixing for some SPDEs with Le´vy noise,
Stochastic and Dynamics, 11 (2011), 521-534.
18. Enrico Priola and Jerzy Zabczyk, Structural properties of semilinear SPDEs driven by
cylindrical stable processes, Probab. Theory Related Fields 149 (2011), no. 1-2, 97–137.
MR 2773026
19. L. Xu and B. Zegarlin´ski, Ergodicity of the finite and infinite dimensional α-stable systems,
Stoch. Anal. Appl. 27 (2009), no. 4, 797-824.
20. Lihu Xu and Bogus law Zegarlin´ski, Existence and exponential mixing of infinite white α-
stable systems with unbounded interactions, Electron. J. Probab. 15 (2010), 1994–2018.
Department of Mathematics, Brunel University, Kingston Lane, Uxbridge, Mid-
dlesex UB8 3PH, United Kingdom
E-mail address : Lihu.Xu@brunel.ac.uk
