






















THE GEOMETRY OF THE SPACE OF DISCRETE COALESCENT TREES
LENA COLLIENNE1, KIERAN ELMES1, MAREIKE FISCHER2, DAVID BRYANT3,
AND ALEX GAVRYUSHKIN1,  
Abstract. Computational inference of dated evolutionary histories relies upon various hypotheses
about RNA, DNA, and protein sequence mutation rates. Using mutation rates to infer these dated
histories is referred to as molecular clock assumption. Coalescent theory is a popular class of
evolutionary models that implements the molecular clock hypothesis to facilitate computational
inference of dated phylogenies. Cancer and virus evolution are two areas where these methods are
particularly important.
Methodologically, phylogenetic inference methods require a tree space over which the inference
is performed, and geometry of this space plays an important role in statistical and computational
aspects of tree inference algorithms. It has recently been shown that molecular clock, and hence
coalescent, trees possess a unique geometry, different from that of classical phylogenetic tree spaces
which do not model mutation rates.
Here we introduce and study a space of discrete coalescent trees, that is, we assume that time
is discrete, which is inevitable in many computational formalisations. We establish several geo-
metrical properties of the space and show how these properties impact various algorithms used in
phylogenetic analyses. Our tree space is a discretisation of a known time tree space, called t-space,
and hence our results can be used to approximate solutions to various open problems in t-space.
Our tree space is also a generalisation of another known trees space, called the ranked nearest
neighbour interchange space, hence our advances in this paper imply new and generalise existing
results about ranked trees.
1. Introduction
A commonly used hypothesis in various applications in evolutionary biology is the molecular
clock. For example, a strict molecular clock is the assumption that the mutation rate of a gene is
approximately constant over time. After this phenomenon had first been observed by Zuckerkandl
and Pauling [26], the molecular clock became a popular hypothesis, and various relaxations were
developed [16]. A popular framework for reconstructing and analysing timed evolutionary (species)
trees [12] that uses the molecular clock assumption on gene trees is coalescent theory. For exam-
ple, coalescent is widely employed for inferring relationships of a sample of genes [10, 15], or for
analysing population dynamics [7, 14]. A recent striking application of coalescent theory is can-
cer phylogenetics [20, 21], where accurate estimates of divergence times are essential for targeted
treatment strategies. Under a coalescent model evolution is considered backwards in time, and two
lineages coalesce after a waiting time, which is to be estimated.
In phylogenetic trees, which display evolutionary relationships, internal nodes can hence be
equipped with times, when assuming a molecular clock. Software packages for reconstructing those
trees from data such as RNA, DNA, or protein sequences rely on a parameterisation of trees where
internal nodes are equipped with times. Popular tree inference software used for this purpose
are based on Maximum Likelihood [13, 19, 25] or Bayesian methods [2, 22, 24]. They rely on tree
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search algorithms, where in every step a new tree is proposed and accepted if the proposed tree fulfils
certain requirements. For tree proposals under the molecular clock assumption a parameterisation
of trees taking the times of internal nodes into account is required. Furthermore, a similarity
measure for these trees is necessary, to propose trees that are measurably similar to the running
tree.
Tree spaces that take branch lengths of trees into account exist in the literature. For example,
the BHV-space [1] models trees as points in a cubical complex. However, this parameterisation
is not suitable for coalescent trees because changing the times of an evolutionary event in the
tree implies that all preceding events change their times as well. Hence two trees can be close
to each other in this space even though the timing of many internal nodes is different in the two
trees. Examples of more suitable tree spaces where internal nodes of trees are equipped with times
are t-space and τ -space [8]. It has been observed, however, that in the τ -space, similarly to the
BHV-space, shortest paths between trees often contain the star tree [8], a property that can be
problematic in applications. Although the t-space is free from these properties, no algorithm for
computing distances or shortest paths between trees in this space is known yet, so applications are
limited.
Enabling statistical analysis over the space of phylogenetic trees was an important motivation for
Billera, Holmes, and Vogtmann [1] to introduce the BHV-space and study its geometric properties.
Tree space geometry has also played an important role in studies of rogue taxa in a tree [5] and also
summary trees [18]. Here, driven by the same motivation, we propose to study coalescent trees.
In this paper we introduce the space DCTm of discrete coalescent trees, where internal nodes
are assigned unique discrete times. This tree space is a discrete version of the t-space. DCTm is
also a generalisation of the ranked nearest neighbour interchange (RNNI) space [4]. Here we show
that the space DCTm as well as RNNI have the desired properties mentioned above, including
efficiently computable shortest paths that preserve biological information shared between trees.
After introducing notations used throughout this paper (Section 2), we discuss how the algorithm
FindPath [4] can be generalise from RNNI to be applied to discrete coalescent trees, computing
shortest paths in polynomial time (Section 3). We then analyse some geometrical properties of both
tree spaces DCTm and RNNI (Section 4) – first, we discuss the cluster property in Section 4.1 and
then consider a subset of trees (caterpillar trees) for which we are able to compute RNNI distances
more efficiently than with FindPath (Section 4.2). Following that, we establish the diameter of
DCTm and RNNI and briefly discuss the radius for each space. We finish this paper with a section
providing a connection between the RNNI space and partition lattices, and propose directions for
further research (Section 5).
2. Technical Introduction
A rooted binary phylogenetic tree is a binary tree with n leaves uniquely labelled by elements of a
set {a1, . . . , an}. The main object of study in this paper are discrete coalescent trees, binary rooted
phylogenetic trees with a positive integer-valued time assigned to each node. More specifically, all
n leaves a1, . . . , an are assigned time 0, and every internal node is assigned a unique time less or
equal to an integer m, such that it always has time greater than its children. Note that this implies
m ≥ n− 1. We denote the time of an internal node v by time(v). If not stated otherwise, we refer
to discrete coalescent trees simply as trees. We furthermore call two trees (not necessarily binary)
identical if there is a graph isomorphism between them preserving leaf labels and times.
As a special case of discrete coalescent trees we consider ranked trees with root time n − 1. In
these trees internal nodes have distinct times ranging from 1 to n − 1. This definition of ranked
trees coincides with the one of Collienne and Gavryushkin [4]. In the case of ranked trees we say
rank of a node v to mean its time (rank(v) = time(v)) to be consistent with notations used in
[4]. There are (n−1)!n!
2n−1





discrete coalescent trees, as
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Figure 1. Discrete coalescent tree with n = 5 leaves and root height m = 6. The
highlighted node with time three can be referred to as (a5)T , ({a1, a5})T , and the
cluster induced by this node is (T )3.
every (n− 1)-element subset of {1, . . . ,m} can be the set of times assigned to the internal nodes of







Every internal node v of a tree T can be referred to by the set C of leaves that are descending
from this node. We call such a set C cluster and say that the cluster C is induced by v. A list
of clusters [C1, . . . , Cn−1] determines at most one ranked tree [4], where cluster Ci is induced by
the internal node with rank i for i ∈ {1, . . . , n − 1}. For discrete coalescent trees however, times
of nodes also need to be provided to uniquely identify a tree. For a subset S ⊆ {a1, . . . , an}
we call the internal node of a tree T with lowest time among those ancestral to all elements of
S the most recent common ancestor of S and denote it by (S)T . We furthermore denote the
parent of a leaf ai in T by (ai)T , and the cluster induced by the node with time i in T by (T )i.
The node highlighted in Figure 1 for example can be referred to as (a5)T , the parent of a5, or
({a1, a5})T , the most common ancestor of {a1, a5}, or (T )3, the node with time three in T . Note
that we will simply write rank(ai)T or time(ai)T to mean rank((ai)T ) or time((ai)T ), respectively.
Although differing from traditional notations, our notation with brackets referring to internal nodes
is intuitive, shortens nested formulas, and is consistent with notations used in [4]. A type of trees
that will be of importance throughout the whole paper are caterpillar trees, which are trees where
every internal nodes has at least one child that is a leaf.
We are now ready to introduce the central object of study of this paper, the graph (or space) of
discrete coalescent trees. This graph is called DCTm for a fixed positive integer m. The vertex set
of DCTm is the set of trees with root time less or equal to m. Note that a second parameter of
DCTm is the number of leaves n of the trees in the graph, which we assume to be fixed throughout
this paper. Trees T and R are connected by an edge (T and R are neighbours) in this graph if
performing one of the following (reversible) operations on T results in R (Figure 2):
(1) An NNI move connects trees T and R if there is an edge e in T and an edge f in R, both of length
one, such that shrinking e and f to nodes results in identical trees.
(2) A rank move on T exchanges the times of two internal nodes with time difference one.
(3) A length move on T changes the time of an internal node by one.
A length move can only change the time of a node to become t if there is no node with time t
already. Furthermore, the time of the root of a tree in DCTm cannot be changed by a length move
to become greater than m in DCTm. Note that our definition of DCTm differs from the definition
of the space on discrete time-trees of Gavryushkin, Whidden, and Matsen [9]. In contrast to their
definition, length moves in DCTm do not change the height of a tree, unless it is performed on the
root, which makes our definition appropriate for coalescent trees.
The definition of DCTm leads to a natural definition of the distance between two trees T and R
in this graph as the length of a shortest paths between these trees, denoted by d(T,R). We also
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Figure 2. The three possible moves on a discrete coalescent tree: a length move
changing the time of the highlighted node on the left, a rank move swapping the
ranks of the highlighted nodes in the middle and an NNI move on the dotted edge
on the right.
consider the ranked nearest neighbour interchange (RNNI) graph of Collienne and Gavryushkin [4],
which is the graph DCTm for m = n− 1, and hence a graph of ranked trees. In this graph length
moves are not possible, so we use the notion RNNI move to mean either a rank move or an NNI
move in order to distinguish these moves from length moves.
3. Computing Shortest Paths in DCTm
Shortest paths, and therefore distances, between trees in RNNI can be computed with the algo-
rithm FindPath, which was introduced by Collienne and Gavryushkin [4] and has running time
quadratic in the number of leaves n. As RNNI is a special case of DCTm for m = n− 1, the ques-
tion arises whether a modification of this algorithm can also be used to compute shortest paths in
DCTm. In this section we present a generalisation of FindPath that computes distances between
trees in DCTm. Before introducing the version of FindPath for DCTm, we introduce a way to
convert trees in DCTm on n leaves into ranked trees on m+2 leaves, such that the RNNI distance
between those ranked trees equals their distance in DCTm (Theorem 1).
A tree T in DCTm on n leaves can be converted into a ranked tree in RNNI with m+ 2 leaves
in the following way (Algorithm 1). First add a new root with time m + 1 that becomes parent
of the root of T . The other child of this new root becomes the root of a caterpillar tree Tr
c on
leaf set {an+1, an+2, . . . , am+2}, such that time(an+1)Trc = time(an+2)Trc < time(an+3)Trc < . . . <
time(am+2)Trc < m + 1. An example of this extension of a tree T to a ranked tree Tr is depicted
in Figure 3.
Throughout this paper we denote this extended ranked version of a tree T by Tr. Moreover,
we denote the subtree of Tr that is identical to T by T
d
r (d for discrete coalescent tree) and the
caterpillar subtree on leaf set {an+1, . . . , am+2} by T cr .
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Algorithm 1 RankedTree(T , m)
1: S := {1 ≤ i ≤ m | no internal node in T has time i}
2: [i1, . . . , im−n+1] = sort(S)
3: T dr = copy of T
4: T cr = tree consisting of just one internal node v1 with rank i1 and children an+1, an+2
5: for k = 2, . . . ,m− n+ 1 do
6: Add internal node vk with with time ik and children vk−1 and an+1+k to T
c
r
































a1 a2 a3 a4 a5
Figure 3. Extending a tree T on n leaves in DCT6 (top left) to a ranked tree with
m+ 2 = 8 leaves (top right) by adding a caterpillar subtree with three leaves. The
trees on the bottom result from T and Tr by performing a length move (left) or rank
move (right), respectively.
In the following we distinguish two different types of rank moves. Rank moves between one node
of T cr and one node of T
d
r induce length moves on the subtree T
d
r in DCTm (Figure 3). Therefore,
we will refer to such rank moves as rank moves corresponding to length moves. All remaining rank
moves will still be called rank moves. Note that the correspondence of rank moves between T cr and
T dr to length moves in T shows that any path between T and R in DCTm can be interpreted as a
path between Tr and Rr in RNNI.
After extending both trees T and R in DCTm to ranked trees Tr and Rr on m + 2 leaves, re-
spectively, we can compute shortest paths between Tr and Rr in RNNI, using FindPath. A path
computed by FindPath preserves clusters [4], hence there are no NNI moves in the newly added
caterpillar subtree on the leaf set {an+1, . . . , am+2} on such a path. The only moves involving in-
ternal nodes of this caterpillar subtree are rank moves corresponding to length moves, as described
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above. Hence the path FP(Tr, Rr) provides a path between T and R in DCTm, when only consid-
ering the subtrees induced by {a1, . . . , an} in all trees on FP(Tr, Rr), interpreting some rank moves
between Tr and Rr as length moves. We denote this DCTm path, which results from FP(Tr, Rr),
by FP(T,R). In Theorem 1 we establish that FP(T,R) is indeed a shortest path in DCTm. Note
that for any given pair of trees T and R, we always assume m to be the maximum root time of
these trees and consider a shortest path between them in DCTm.
Theorem 1. The path FP(T,R) between two discrete coalescent trees T and R is a shortest path
in DCTm, where m is the maximum root time of T and R.
Proof. Let T and R be discrete coalescent trees and Tr and Rr their extended ranked versions
computed with Algorithm 1, respectively. Any path in DCTm from T to R gives a path of equal
length between Tr and Rr in the RNNI space on m + 2 leaves. This is due to the fact that the
only moves needed in the subtree T cr to transform it to R
c
r are rank moves corresponding to length
moves, and no other RNNI moves. If there was a path between T and R shorter than FP(T,R),
the corresponding path between Tr and Rr in RNNI would be shorter than the one computed by
FindPath in this space. Since this contradicts the fact that FindPath computes shortest paths
in RNNI [4, Theorem 1], it follows that FP(T,R) is a shortest path in DCTm. 
Theorem 1 shows that FindPath computes a shortest path between two trees in DCTm in
polynomial time, more specifically in O(mn). More details on the running time are discussed
in Section 4.3 following Theorem 6. It is not even necessary to convert a given pair of discrete
coalescent trees to ranked trees to apply FindPath to them. Instead, we modify FindPath
for trees in DCTm (Algorithm 2). Iterations of FindPath that consider clusters in the added
caterpillar trees are replaced by length moves increasing the time of internal nodes as described
in the for loop in Line 11 of Algorithm 2. The benefit of this modified version of the algorithm,
compared to using FindPath on the extended ranked versions of the trees, is a reduced use of
memory, which is especially of practical relevance for m ≫ n, which is typical in applications.
Note that we do not need the parameter m in practice, as the distance between any two trees in
DCTm′ is the same as their distance in DCTm for any m > m
′. Therefore, if the distance between
two trees is to be computed, we can simply choose m to be the maximum root height of the given
trees and compute their distance in DCTm.
Algorithm 2 FindPath(T,R)
1: T1 := T , p := [T1]
2: for k = 1, . . . ,m do
3: if R has a node with time k then
4: C := (R)k
5: while time((C)T1) > k do
6: T2 is T1 with the time of (C)T1 decreased by an RNNI move
7: T1 = T2
8: p = p+ T1
9: else if T has a node with time k then
10: i := min{l | l > k and no node in T1 has time l}
11: for j = i− 1, . . . , k do
12: T2 is T1 where the time of (T1)j is increased by one (length move)
13: T1 = T2
14: p = p+ T1
15: return p
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4. Geometrical Properties of DCTm
4.1. Cluster Property. A tree space has the cluster property, if all trees on every shortest path
between two trees sharing a cluster C also contain C. This is a desirable property in evolutionary
biology applications as trees sharing a cluster or subtree are expected to be closer to each other
than to a tree not sharing a cluster with them. This property is also desirable in centroid-based
tree sample summary methods. For a given sample of trees containing a common subtree, it is
expected that their summary tree also contains this subtree. It is therefore desirable to have a tree
space that has the cluster property.
A mathematical motivation for investigating the cluster property in RNNI is its importance in
a similar tree space, the nearest neighbour interchange graph (NNI). In the NNI graph, trees have
no times and NNI moves are allowed on every edge. Computing distances in NNI is NP-hard [6],
and the proof relies on the fact that this tree space does not have the cluster property [17]. In the
RNNI graph, however, distances can be computed in polynomial time using FindPath [4], which
preserves common clusters. The question whether RNNI has the cluster property is hence natural,
and will be settled in Theorem 2.
Theorem 2. The RNNI graph has the cluster property.
Proof. We assume to the contrary that there are two ranked trees T and R sharing a cluster C and
a shortest path p between these trees where C is not present in every tree. We furthermore assume
that there is no pair of trees with a shorter path not containing a shared cluster and distance less
than d(T,R), meaning that T and R give a minimum counterexample. Because of this minimality
assumption on the length of p, the first tree T ′ following T on p does not contain C. Since C must
be the only cluster changed by the NNI move between T and T ′, all nodes with rank below (C)T
induce the same clusters in T and T ′ (Figure 4). We now compare distances d(T,R) and d(T ′, R)
by using properties of FindPath.




Figure 4. Trees T and NNI neighbour T ′, such that the cluster C = A1 ∪ A2 is
not present in T ′, but in T .
First we compare FP(R,T ) and FP(R,T ′). All trees on these two paths coincide up to iteration
i = rank((C)T ), in which the cluster considered on FP(R,T ) is C. Let R
′ denote the tree at this
point of the path, meaning that FP(R,T ) and FP(R,T ′) coincide up to this tree R′. It follows
d(T,R) = d(R,R′) + d(R′, T ) and d(T ′, R) = d(R,R′) + d(R′, T ′).
Now consider FP(T ′, R′) to evaluate d(R′, T ′). As FindPath preserves clusters, C is present in
every tree on FP(T,R) up to and including R′. The first iteration of FindPath applied to the pair
of trees (T ′, R′) hence considers the cluster C, as all cluster induced by nodes below (C)T ′ coincide
in R′ and T ′. To construct the cluster C in T ′, there is just one NNI move needed, which results
in the tree T , as T and T ′ are NNI neighbours such that T contains C and T ′ does not (Figure 4).
We can therefore conclude that d(T,R) = d(T ′, R) − 1, which contradicts the assumption that T ′
is the first tree on a shortest path from T to R. There is hence no shortest path between T and R
that does not preserve C, which proves the cluster property for RNNI. 
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The fact that the slightly modified version of FindPath computes shortest paths in DCTm
already suggests that shortest paths in RNNI and DCTm have similar properties. Indeed, the
cluster property in DCTm follows from Theorem 2.
Corollary 1. The graph DCTm has the cluster property.
Proof. Assume that there is a shortest path between two trees T and R in DCTm that does not
preserve a common cluster. This path corresponds to a path between Tr and Rr, the extended
ranked versions of T and R in RNNI, as already discussed in Theorem 1. Since this path has the
same length as the one between Tr and Rr, it is be a shortest path in RNNI as well, which leads
to a contradiction to Theorem 2. 
4.2. Caterpillar Trees. In this subsection we focus on the set of caterpillar trees and establish
some properties of shortest paths between those trees in both RNNI and DCTm. In Theorem 3 we
will see that, in both DCTm and RNNI, any two caterpillar trees are connected by a shortest path
consisting only of caterpillar trees. We say that a set of trees is convex in a tree space, if there is a
shortest path between any two trees in this set that stays within the set. The set of caterpillar trees
is hence convex in RNNI. The NNI space of unranked trees however does not have this property
[9]. Based on the convexity of the set of caterpillar trees in RNNI we introduce a way to compute
distances between caterpillar trees in this space in time O(n√log n) in Corollary 2, and hence with
better worst-case time complexity than FindPath. Whether this complexity can be achieved in
DCTm is an open question.
Theorem 3. The set of caterpillar trees is convex in DCTm.
Proof. Let T and R be two caterpillar trees in DCTm. We prove the theorem by showing that
there is a caterpillar tree T ′ that is a neighbour of T and closer to R than T . The existence of a
shortest path consisting only of caterpillar trees between T and R follows inductively. Throughout
this proof we consider the extended ranked versions Tr and Rr of T and R.
Let ak := argmaxa1,...,an{rank(ai)Rr | rank(ai)Rr 6= rank(ai)Tr} be the leaf with parent with
maximum rank in Rr among those whose parents do not have equal rank in Tr and Rr. Let
furthermore aj ∈ {a1, . . . , am+2} be a leaf with rank(aj)Tr = rank(ak)Tr + 1. We define T ′r to be
the caterpillar tree resulting from Tr by an NNI move or rank move exchanging the ranks of (ak)Tr
and (aj)Tr . An NNI move is necessary if these two nodes are connected by an edge, otherwise a
rank move corresponding to a length move is performed on Tr to obtain T
′
r (Figure 5). In both
cases T ′r
d is a caterpillar tree. We will use properties of shortest paths computed by FindPath to
show that |FP(Rr, T ′r)| = |FP(Rr, Tr)| − 1.
Since all clusters of Tr and T
′
r induced by nodes of rank less than rank(ak)Tr coincide, the paths
FP(Rr, Tr) and FP(Rr, T
′
r) coincide up to a ranked tree R
′
r, which contains all these clusters.




r). We note at first that rank(aj)Rr <
rank(ak)Rr . If it otherwise was rank(ak)Rr ≤ rank(aj)Rr , it would follow rank(aj)Rr = rank(aj)Tr ,
by the definition of ak, and therefore rank(ak)Rr ≤ rank(aj)Rr = rank(aj)Tr = rank(ak)Tr +
1. rank(ak)Rr ≤ rank(ak)Tr + 1 however contradicts the definition of ak, hence rank(aj)Rr <
rank(ak)Rr . It follows rank(aj)R′r < rank(ak)R′r , as aj and ak are not in any of the clusters
considered by FindPath before R′r, which means that their parents do not exchange ranks before
R′r.
By our assumptions on Tr, the cluster considered on FP(Rr, Tr) in iteration l = rank(ak)Tr ,
which is the iteration following R′r, is S ∪ {ak}, where S is a cluster that is present in all three
trees Tr, T
′
r, and Rr. In the following iteration l + 1 = rank(aj)Tr , S
′ ∪ {aj} is considered for a
cluster S′, where S either equals S ∪ {ak}, if Tr and T ′r are connected by an NNI move (bottom of
Figure 5), or is a cluster present in Tr
c, T ′r
c, and R′r
c, if Tr and T
′
r are connected by a rank move
(top of Figure 5). Decreasing the rank of (S ∪ {ak})R′
r
takes rank(S ∪ {ak})R′
r
− l RNNI moves.
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Figure 5. The two possible versions of trees Tr (left), T
′
r (middle), and R
′
r as
described in the proof of Theorem 3. Between Tr and T
′
r only the ranks of the
parents of aj and ak are exchanged, the rest of the trees coincide. At the bottom
the case that (aj)T is parent of (ak)T and S
′ = S ∪ {ak} is displayed. S′ is a cluster
in all three trees at the bottom. At the top (aj)T and (ak)T are in the two different
subtrees T dr and T
c




r), which is also true for the disjoint sets
S and S′, which are present as clusters in all three trees. Dotted lines represent
remaining parts of trees, which are equal in Tr and T
′
r, but different to R
′
r. Note








Because the rank of (S ∪{aj})R′
r
increases by one when the parents of ak and aj swap ranks in this
iteration, the following iteration for S′ ∪ {aj} needs rank(S′ ∪ {aj})R′
r
+ 1 − (l + 1) RNNI moves.
On FP(Rr, T
′
r) however, first rank(S
′ ∪ {aj})R′
r
− l RNNI moves decrease the rank of (S′ ∪ {aj})R′ ,
and then rank(S∪{ak})R′
r
− (l+1) are needed for S∪{ak}. In total, these two iterations combined
result in at least one extra move on FP(Rr, Tr) comparing to FP(Rr, T
′
r).
The only difference in the trees after iteration l + 1 on the two different paths is the order
of ranks of the parents of aj and ak. Since the rest of Tr and T
′
r coincide, the remaining parts
of FP(Rr, Tr) and FP(Rr, T
′
r) consist of the same moves. With our previous observation we can
conclude d(Rr, Tr) = d(Rr, T
′
r) + 1, and hence T
′
r is on a shortest path from Tr to Rr. 
Note that it follows that the set of caterpillar trees is convex in RNNI. This convexity prop-
erty implies that the distance between caterpillar trees can be computed more efficiently than by
FindPath. We prove this in the rest of this section. To do so, we first establish that the problem of
computing a shortest path consisting only of caterpillar trees can be interpreted in a few different
ways.
One problem analogous to the shortest path problem for caterpillar trees in RNNI is the Token
Swapping Problem [11] on a special class of graphs, so-called lollipop graphs. An instance of the
token swapping problem is a simple graph where every vertex is assigned a token. Two tokens are
allowed to swap positions if they are on vertices that are connected by an edge. Each token is
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assigned a unique goal vertex, and the aim is to find the minimum number of token swaps for all
tokens to reach their goal vertex.
The problems of computing distances between caterpillar trees can be seen as an instance of the
token swapping problem on lollipop graphs. A lollipop graph is a graph consisting of a complete
graph that is connected to a path by one edge. An instance of the token swapping problem that
corresponding to the distance problem for caterpillar trees is described in the following. An example
is illustrated in Figure 6. Let T and R be caterpillar trees with
rank(a1)R = rank(a2)R < rank(a3)R < . . . < rank(an)R and
rank(b1)T = rank(b2)T < rank(b3)T < . . . < rank(bn)T
such that [b1, . . . , bn] is a permutation of [a1, . . . , an]. The corresponding instance of the token
swapping problem consists of a lollipop graph consisting of a complete graph on three leaves,
connected to a path of length n− 3 by an edge. The vertex in the complete graph incident to the
edge connecting complete graph and path is labelled by a3, the other ones in the complete graph
are labelled by a1 and a2. The vertices on the paths are then labelled inductively, starting at the
neighbour of a3, such that the neighbour of the last already labelled node with label ai−1 is labelled
by ai. The token on vertex ai has bi as goal vertex. Since the only moves between two caterpillar
trees in RNNI are NNI moves, which simply swap two leaves, they correspond to swapping two







a2 a2a1a1 a3a3 a4a4 a5a5
T R
Figure 6. Two caterpillar trees T and R and the corresponding instance of the
token swapping problem. Vertex labels are in circles and token goal vertices in
rectangles.
Therefore, the algorithm described by Kawahara, Saitoh, and Yoshinaka [11] to solve the token
swapping problem on lollipop graphs can be used for computing distances between caterpillar trees.
It however has worst-case time complexity O(n2), the same as FindPath.
In the following we present an algorithm for computing distances between caterpillar trees with
better worst-case time complexity, O(n√log n), for RNNI (Corollary 2). To do so, we first establish
a formula to express distances between two caterpillar trees in RNNI (Theorem 4). This algorithm
can also be used to solve the token swapping problem on lollipop graphs, improving the worst-case
running time of the known algorithm [11].
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Theorem 4. Let T and R be caterpillar trees in RNNI such that
1 = rank(a1)R = rank(a2)R < rank(a3)R < . . . < rank(an)R = n− 1
and
PT := {(ai, aj) | rank(ai)T < rank(aj)T and rank(ai)R > rank(aj)R},
MT :={ai | (∀l with rank(al)T ≤ rank(ai)T : rank(al)R > rank(ai)R)}
∩ {ai | rank(ai)T < min{rank(a1)T , rank(a2)T }}
Then for mT = |MT | and pT = |PT |:
d(T,R) = pT −mT .
We refer to pairs (ai, aj) ∈ PT , as defined in Theorem 4, as transpositions. The reason for
this is that caterpillar trees can be seen as permutations of the set {a1, . . . , an}, ordered by the
ranks of their parents. The tree R in the theorem then corresponds to the identity permutation
(a1, a2, a3, . . . , an). Note that there is no one-to-one correspondence between permutations and
caterpillar trees. For example the permutation (a2, a1, a3, . . . , an) corresponds to the tree R as
well. Therefore, the two pairs of leaves sharing their parent in T and R, respectively, are not in the
set PT .
Proof. Let T and R be caterpillar trees as described above and d̂(T,R) := pT −mT . For proving
d̂(T,R) = d(T,R), it is sufficient to show that for all caterpillar trees T ′ that are neighbour of T it
is
d̂(T ′, R) ≥ d̂(T,R)− 1.(1)
The fact that inequality (1) implies d̂(T,R) = d(T,R) can be established by induction as in [4,
Theorem 1].
For proving inequality (1) we first establish pT ′ ≥ pT − 1 and then mT ′ ≤ mT + 1, assuming
that T ′ is a caterpillar tree that is an RNNI neighbour of T . We then show that pT ′ = pT − 1 and
mT ′ = mT + 1 cannot both be true simultaneously, which proves inequality (1).
At most one transposition of T can be resolved in T ′ because the only move possible between
caterpillar trees T and T ′ is an NNI move exchanging two leaves. Hence pT ′ ≥ pT − 1. Let ak and
aj be the leaves that exchange their position between T and T
′, such that rank(ak)T < rank(aj)T .
Since these are the only leaves that change positions between T and T ′, they are the only elements
that could be in MT ′ \MT . It remains to show (MT ′ \MT ) 6= {ak, aj}, from which we can conclude
that mT ′ ≤ mT − 1. We prove this by showing that if ak ∈ (MT ′ \MT ), it follows aj /∈ MT ′ .
We assume that ak ∈ (MT ′ \MT ), implying ak /∈ MT , so at least one of the following conditions
must be violated for i = k:
∀l with rank(al)T ≤ rank(ai)T : rank(al)R > rank(ai)R(C1)
rank(ai)T < min{rank(a1)T , rank(a2)T }.(C2)
At first we consider the case that (C1) is violated for ak in T . Then there is an l such that
rank(al)T ≤ rank(ak)T and rank(ak)R > rank(al)R. It immediately follows that the same condition
is violated for ak in T
′, because the NNI move exchanging ak and aj preserves the relationship of
ak and al. It hence is ak /∈ MT ′ , contradicting our assumption ak ∈ (MT ′ \MT ).
We can therefore assume that (C2) is violated for ak. It follows rank(ak)T ≥
min{rank(a1)T , rank(a2)T }. As only ak and aj exchange between T and T ′ and ak ∈ MT ′ , it
follows aj ∈ {a1, a2}. This however results in a violation of (C2) for aj in T ′ and hence aj /∈ MT ′ .
We can conclude (MT ′ \MT ) 6= {ak, aj}, and hence mT ′ ≤ mT + 1.
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It remains to show that pT ′ = pT − 1 and mT ′ = mT + 1 cannot be true at the same time. We
assume pT ′ = pT − 1, hence (ak, aj) is a transposition in T , meaning that rank(ak)T < rank(aj)T
and rank(ak)R > rank(aj)R. As ak and aj are the only leaves that could be in MT ′ \MT , it suffices
to show that neither of them actually is in MT ′ \MT , resulting in mT ′ < mT + 1.
That ak is not in MT ′ follows from the violation of (C1) by rank(aj)T ′ < rank(ak)T ′ and
rank(aj)R < rank(ak)R. It hence is ak /∈ MT ′ \MT . Moreover, if aj ∈ MT ′ , it follows aj ∈ MT as
explained in the following. If aj ∈ MT ′ , both conditions (C1) and (C2) are met by aj in T ′. With
rank(ak)T < rank(aj)T and rank(ak)R > rank(aj)R it immediately follows that these conditions
are also met in T , and hence aj ∈ MT , and therefore aj /∈ MT ′ \MT .
Summarising, it is MT ′ \MT = ∅, and we can conclude that if pT ′ = pT − 1, it is mT ′ < mT +1,
which concludes this proof. 
Corollary 2. The distance between two caterpillar trees can be computed in O(n√log n) in RNNI.
Proof. By Theorem 4 the distance between two caterpillar trees in RNNI is the number of trans-
positions between two sequences of length n minus mT as defined in Theorem 4. The value mT
can be computed in time linear in n for any caterpillar tree T by considering the leaves of the tree
ordered according to increasing rank of their parents. The number of transpositions of a sequence
of length n (Kendall-tau distance) can be computed in time O(n√log n) [3]. This number is equal‘
to pT , as defined in Theorem 4, when ignoring transpositions for the pairs of leaves sharing a parent
in T and R, respectively. The worst-case running time for computing the RNNI distance between
caterpillar trees is therefore O(n√log n). 
4.3. Diameter and Radius. In this section we investigate the diameter of RNNI and DCTm,
which is the greatest distance between any pair of trees in each of these graphs, respectively,
i.e. max
trees T,R
d(T,R). We first establish the exact diameter of RNNI, improving the upper bound
n2− 3n− 58 given by Gavryushkin, Whidden, and Matsen [9]. Afterwards, we generalise this result
to DCTm.
Theorem 5. The diameter of RNNI is (n−1)(n−2)2 .
Proof. For proving this theorem we use the fact that FindPath computes shortest paths in RNNI.
Each iteration i of FindPath, applied to two ranked trees T and R, decreases the rank of the most
recent common ancestor of a cluster C, induced by the node of rank i in R, in the currently last
tree T ′ on the already computed path (starting wth T ′ = T ). The maximum rank of (C)T ′ at the
beginning of iteration i is n−1, the rank of the root. As every move decreases the rank of (C)T ′ by




i = (n−1)(n−2)2 . Note that the caterpillar trees [{a1, a2}, {a1, a2, a3}, . . . , {a1, . . . , an}]
and [{an, an−1}, {an, an−1, an−2}, . . . , {an, . . . , a1}] provide an example of trees that have distance
(n−1)(n−2)
2 , as already pointed out in [4, Corollary 1], proving that this upper bound for the length
of a shortest path is tight. 
Theorem 6. The diameter of DCTm is
(n−1)(n−2)
2 + (m− n+ 1)(n− 1).
Proof. In order to prove the diameter of DCTm, we consider the longest path that FindPath can
compute between any two trees T and R. That is, we consider the maximum number of moves
that FindPath can perform on the extended ranked versions Tr and Rr of any two trees T and R.
Therefore, we distinguish RNNI moves in the subtrees on the leaf set {a1, . . . , an} from the rank
moves corresponding to length moves, i.e. rank moves between one node of each of the subtrees on
leaf subsets {a1, . . . , an} and {an+1, . . . am+2}.
The maximum number of RNNI moves (excluding rank moves corresponding to length moves)
on FP(Tr, Rr) follows from Theorem 5 and is
(n−1)(n−2)
2 . The maximum number of rank moves
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corresponding to length moves on a shortest path between Tr and Rr is reached when every internal
node of the subtree T cr of Tr swaps rank with every internal node of the subtree T
d
r . The maximum
number of such rank swaps corresponding to length moves is hence (m− n+ 1)(n − 1).
The sum of the maximum number for RNNI and length moves is therefore (n−1)(n−2)2 +(m−n+
1)(n− 1). To show that this upper bound is actually the diameter of DCTm we give an example of
trees T and R (Figure 7) for which the path computed by FindPath has length (n−1)(n−2)2 +(m−
n+ 1)(n − 1). Both T and R are caterpillar trees defined as follows.
m− n− 1 = rank(a1)T = rank(a2)T < rank(a3)T < . . . < rank(an)T = m
and











Figure 7. Trees T and R with distance (n−1)(n−2)2 +(m−n+1)(n−1) as described
in the proof of Theorem 6.
Note that the worst-case running time of FindPath is O(n2) in RNNI and O(nm) in DCTm and
depends on the diameter of the corresponding tree spaces. For computing a shortest path, there
is no algorithm with better worst-case running time than this, as the running time for algorithms
computing shortest paths is bounded from below by the diameter of the corresponding space. There
can however be more efficient algorithms for computing distances.
The radius of a graph is defined as he minimum distance of any vertex in the graph to the vertex




d(T,R), where d is the distance measure in the
corresponding graph. In the following we see that the radius of RNNI equals its diameter, which is
not true for DCTm, as we will see afterwards.
Theorem 7. The radius of RNNI equals its diameter (n−1)(n−2)2 .
Proof. We prove this theorem by showing that every ranked tree T in RNNI has a caterpillar tree
R with distance (n−1)(n−2)2 to T , using induction on the number of leaves n.
The base case n = 3 is trivial, as all three trees in this space are caterpillar trees with distance
one from each other. For the induction step we consider an arbitrary tree T with n+1 leaves. Let
x and y be the leaves of T that share the internal node of rank one as parent in T , and let Tn be
the tree on n leaves resulting from deleting one of these leaves, say x, from T , and suppressing the
resulting degree-2 vertex. By the induction hypothesis there is a caterpillar tree Rn with distance
(n−1)(n−2)
2 to Tn. Now consider the tree R resulting from adding x at the top of Rn such that the
root of R has x and Rn as children.
We now consider FP(R,T ). In the first iteration of FindPath, ({x, y})R moves down until it
reaches rank one. Therefore, first (x)R moves down by NNI moves until it reaches rank rank(y)R+1.
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Then a further NNI move creates an internal node with children x and y, before this node is moved
down by rank swaps to reach rank one as depicted in Figure 8. Altogether, there are n− 1 RNNI
moves needed in the first iteration, as the rank of the parent of x decreases by one within every
move, starting at the root with rank n and ending at the internal node of rank one. The tree
at the end of this first iteration on FP(R,T ) is identical to Rn when removing the leaf x and
suppressing its parent (the node of rank one). Since the cluster {x, y} is not considered again in
FindPath, the remaining part of FP(R,T ) contains the same moves as FP(Rn, Tn), and hence
|FP(R,T )| = |FP(Rn, Rn)| + n − 1. Therefore it is d(T,R) = (n−1)(n−2)2 + n − 1 =
n(n−1)
2 , which
proves the lemma. 
xy x ya1 a2 an−1 a1 a2 an−1 x ya1 a2 an−1
R
Figure 8. Initial n − 1 RNNI moves of FP(R,T ) as described in the proof of
Theorem 7. Removing the leaf x and suppressing the non-root node of degree two
from the tree on the right results in Rn as described in the theorem.
Unlike in RNNI, the radius of DCTm does not equal its diameter. A counterexample is given by
the tree depicted in Figure 9 on three leaves in DCT4. There is no tree in DCT4 that has distance
(n−1)(n−2)




Figure 9. Tree in DCT4 on three leaves for which there is not tree with distance
5 = (n−1)(n−2)2 + (m− n+ 1)(n − 1) (diameter) from it
5. Conclusion and future research questions
In this paper we introduced and analysed properties of the space of discrete coalescent trees
DCTm. An important tool for establishing these characteristics of the tree space is the algo-
rithm FindPath, which has been introduced by Collienne and Gavryushkin [4] for RNNI. We
generalised this algorithm and showed in Theorem 1 that it solves the shortest path problem in
DCTm as well. Afterwards, we established properties of DCTm and RNNI such as the cluster
property (Section 4.1), the convexity of the set of caterpillar trees (Section 4.2), diameter, and
radius (Section 4.3). With the convexity of the set of caterpillar trees in RNNI we also found a
more efficient way of computing distances between such trees, using the correspondence between
caterpillar trees and permutations.
The worst-case time complexity of FindPath for computing a shortest path is O(mn) in DCTm.
In Section 4.3 we have seen that there is no algorithm with better worst-case running time for
computing shortest paths. However, it might be possible to compute distances more efficiently.
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In fact, we established in Section 4.2 a way for computing distances between caterpillar trees in
O(n√log n). This raises the question whether there is an algorithm that computes the distance
between any two trees in DCTm with better running time than FindPath.
Throughout this paper we consider DCTm as a generalisation of RNNI by allowing internal nodes
to have integer-valued time differences. We therefore introduced the parameter m to bound the
height of a tree in the space of discrete coalescent trees in order to get a finite space. A different
parameter ρ has previously been introduced in Collienne and Gavryushkin [4] for generalising RNNI
to a space RNNI(ρ) of ranked trees, where rank and NNI moves have weights ρ and one, respectively.
Combining these two approaches of generalising RNNI gives a space of discrete coalescent trees
where different moves have different weights. This tree space is relevant for practical applications,
where for example some knowledge about the tree topology exists, but the uncertainty of the timing
of internal nodes remains high. Investigating such a tree space could therefore be a next step for
further studies.
Another tree space, of which DCTm is a discretisation, is the t-space [8], where internal nodes are
assigned real-valued times. For this space on time-trees no algorithm for computing shortest paths
or distances is known yet. Our results for DCTm, however, can be transferred to this space, as
discrete coalescent trees can be interpreted as discrete time-trees. Distances in DCTm can therefore
be used to approximate those in t-space. For this it is important to notice that the parameter m is
not relevant in applications, as distances between two trees in DCTm′ coincide with those in DCTm
if m′ < m. Since choice of m, and therefore the choice on how to discretise time-trees, drives the
complexity of computing shortest paths (Section 4.3), finding a way to discretise time-trees to use
our results on DCTm can be subject of further research.
In Section 4.2 we established a connection between the shortest path problem for caterpillar
trees in RNNI and the token swapping problem on lollipop graphs. We can furthermore provide
a connection between the RNNI graph and a well-known algebraic structure, the partition lattice.
We provide a detailed description of this relation in the supplementary material.
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Fellowship (RDF-UOO1702). This work was partially supported by Ministry of Business, Innova-
tion, and Employment of New Zealand through an Endeavour Smart Ideas grant (UOOX1912), a
Data Science Programmes grant (UOAX1932).
MF thanks the joint research project DIG-IT! supported by the European Social Fund (ESF),
reference: ESF/14-BM-A55-0017/19, and the Ministry of Education, Science, and Culture of
Mecklenburg-Vorpommern, Germany, for funding parts of this work.
References
[1] LJ Billera, SP Holmes, and K Vogtmann. “Geometry of the Space of Phylogenetic Trees”.
Adv. Appl. Math. 27.4 (Nov. 2001), pp. 733–767.
[2] R Bouckaert et al. “BEAST 2: a software platform for Bayesian evolutionary analysis”. PLoS
Comput. Biol. 10.4 (Apr. 2014), e1003537.
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In the following we discuss a connection of the RNNI graph to a well-known algebraic structure,
the partition lattice. Following that, we discuss further open problems providing new ideas for
future research.
6.1. Partition Lattice. The connection of RNNI to partition lattices provides a new direction for
further research and translates results and open problems from the language of phylogenetics to
the language of lattice theory.
The partition lattice on {1, . . . , n} is the lattice given by the partially ordered set (Πn,≤), where
Πn is the power set of {1, . . . , n} and X ≤ Y if partition X refines Y , that is, X ≤ Y ⇔ (∀x ∈
X)(∃y ∈ Y )x ⊆ y. A chain in a lattice is a set {X0, . . . ,Xk} with X0 ≤ X1 ≤ . . . ≤ Xk. The
length of the chain {X0, . . . ,Xk} is k, the number of its elements minus one, and such a chain
is called maximal chain of a lattice if there is no chain with length greater than k in the lattice.
For simplification we will denote the partition lattice on n elements by Πn. Π4 is illustrated in
Figure 10. We assume that a partition X in the partition lattice Πn has rank k if the number of
elements in X is n− k. The algebraic structure of Πn is related to the RNNI graph on trees on n
leaves in the following way.
Theorem 8. The RNNI graph on n leaves is isomorphic to the graph of maximal chains of the
partition lattice Πn where two maximal chains are connected by an edge if and only if they differ
by exactly one partition. The corresponding metric spaces are isometric.
This theorem implies that the algorithms developed for trees, such as FindPath, can be used
on lattices, and also complexity results from RNNI can be transferred.
Proof. There is a one-to-one relation between ranked trees and maximum chains in a partition
lattice. We can define a bijective mapping from the set of ranked trees to the set of maximum
chains in Πn as follows. A ranked tree T maps onto a maximum chain CT if the set in the partition
of rank i in CT that is the union of two sets of the partition of rank i−1 in CT is the cluster induced
by the internal node of rank i in T .
Note that this bijection is an isomorphism between the RNNI graph and the graph of chains
as in the theorem. Indeed, two chains are different by exactly one partition if and only if the
corresponding trees are connected by an RNNI move. 
Figure 10 is an illustration of the proof of Theorem 8. The four chains indicated in bold
correspond to the following RNNI path. The leftmost chain corresponds to the caterpillar tree
[{1, 2}, {1, 2, 3}, {1, 2, 3, 4}] (in the cluster representation). First, the partition {1, 2, 3}{4} is re-
placed with {1, 2}{3, 4} and we get the chain corresponding to the tree [{1, 2}, {3, 4}, {1, 2, 3, 4}],
which is one RNNI move away from the caterpillar tree. Second, the partition {1, 2}{3}{4}
is replaced with {1}{2}{3, 4}, which corresponds to the rank swap on the previous tree.
Third, the partition {1, 2}{3, 4} is replaced with {1}{2, 3, 4} and we reach the caterpillar tree
[{3, 4}, {2, 3, 4}, {1, 2, 3, 4}].
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{1, 2, 3, 4}
{1, 2}{3}{4}
{1}{2}{3}{4}
{1, 3}{2}{4} {1, 4}{2}{3} {1}{2, 3}{4} {1}{2, 4}{3} {1}{2}{3, 4}
{1, 2, 3}{4} {1, 2}{3, 4} {1, 3, 4}{2} {1, 3}{2, 4} {1, 2, 4}{3} {1, 4}{2, 3} {2, 3, 4}{1}
Figure 10. The partition lattice Π4 on {1, 2, 3, 4}. The dashed edges correspond
to an RNNI path from the tree represented by the leftmost chain to the rightmost
one.
