In previous work, we employed finite-size scaling, a method from statistical mechanics, to explore the crossover from the SAT regime of k-SAT, where almost all randomly generated expressions are satisfiable, to the UNSAT regime, where almost all are not. In this work, we extend the experiments to cover critical behavior in the computational cost. We find that the median computational cost takes on a universal form across the transition regime. Finite-size scaling accounts for its dependence on N (the number of variables) and on M (the number of clauses in the IE-CNF expression).
Introduction
In [ 161, we considered threshold phenomena occurring in randomly generated Boolean expressions, and showed that the threshold has characteristics typical of a phase transition in the statistical mechanics of disordered materials. The problem considered is a classic, usually called "k-satisfiability" or k-SAT. (See [22] for some history.) The expressions considered in R-SAT are Boolean formulas, generated at random in conjunctive normal form (CNF), that is as the AND of M "clauses", with each clause the OR of k Boolean variables, and each variable selected at random from a set of N variables. Each variable selected is negated with 50 per cent probability.
The ratio (Y = M/N determines what fraction of the randomly generated formulas is satisfiable. At low ratios, almost all formulas are satisfiable, whereas at high ratios almost all formulas are unsatisfiable [ 6, 20, 22] . Fig. 1 (a) shows the threshold function for 3-SAT. The curves are determined empirically. Note that the threshold sharpens up for higher values of N, which is characteristic of threshold phenomena in general.
Threshold functions in combinatorics have been introduced as surfaces in some parameter spaces which separate different behaviors. For example, Bollob&s [2] showed that for the random graph ensemble with N vertices and M edges, as long as M-N/2 > or < AN213 In the k-SAT problem, N is the number of Boolean variables, and M is the number of clauses (each the OR of k randomly selected variables) in a CNF expression. An ensemble of randomly generated expressions results when LY = M/N is held constant.
We similarly define a scale-invariant parameter, y, which measures distance from the threshold in a way which becomes independent of N for sufficiently large N, or sufficiently close to the threshold. Figs. 1 (b) and 1 (c) give the universal form f(y) resulting from resealing data for 3-SAT and 4-SAT. Note that in our resealing approach, the exponent ( l/y) and the critical ratio a, must be determined empirically and are subject to uncertainty about how much of the data we should try to fit, especially when the computations are costly and N cannot be very large. We have normalized by CY, in order to permit the comparison of models with different thresholds, e.g., different k.
The threshold phenomenon in k-SAT is of particular interest because the computationally hardest instances cluster in the transition region. Mitchell et al. [22] consider the median cost of determining satisfiability as a function of the ratio (Y. They observe an easy-hard-easy pattern. For (random) formulas with LY well below or well above the threshold it is relatively easy to determine satisfiability. Around the threshold the cost increases dramatically. Thus, when plotting the median computational cost, one obtains a curve that peaks around the threshold. The peak sharpens up for higher values of N. Mitchell et al. [22] were unable to determine the mean cost accurately, hence their concentration on the median. See [4] for closely related work on random graph problems.
In the first part of this paper, we will show that finite-size scaling can be used to identify a universal form for the median computational cost in the transition region. This means that our resealing approach again captures the changing scale in the phase-transition-like area in K-SAT, and may thus also be useful in characterizing the dependency on N of other properties at or near the phase transition in combinatorial problems. In the second part of the paper, we will study the distribution of the computational cost in more detail. First, we will show that below the threshold, one can find formulas that appear to be extremely hard. This is consistent with results reported by Hogg and Williams [ 111 for coloring random graphs and by Gent and Walsh [ 91 for variable-clause-length random SAT problems. However, we find that the supposedly hard instances are easily solved after a simple renaming of the variables. The apparent hardness of such instances thus appears due to interaction between our systematic backtrack-style satisfiability procedure and our random instances. (See [ 11 for closely related observations.) In a further experiments, we will show that the distribution of computational costs for a random sample of different formulas is almost identical to the distribution of computational costs of running many times on the same formula, each time with its variables randomly relabelled. Our results imply that for any formula below the threshold there are random relabellings that appear to make the formula very hard, and that any two such formulas behave very similarly when solved several times under random relabellings. Given the existence of relabellings that lead to relatively small computational costs, it also follows that there can be a dramatic payoff in the parallel execution of a systematic search procedure on multiple random relabellings of a problem instance. For related work on parallel approaches to solving instances in the phase transition area, see Hogg and Williams [ 121.
Determining satisfiability
We used the Davis-Putnam (DP) procedure [ 71 to determine the satisfiability of expressions. DP is typical of depth-first recursive search algorithms employed in solving combinatorial problems. The procedure consist of the following steps. Consider an expression consisting of a set of clauses 2 defined over a set of variables V.
l If 2 is empty, return "satisfiable". l If _Z contains an empty clause, return "unsatisfiable". l Unit-Clause Rule. If _Z contains a unit clause C, assign to the variable mentioned the truth value which satisfies C, and return the result of calling DP on the simplified expression. l Splitting Rule. Select from V a variable u which has not been assigned a truth value. Assign it a value, and call DP on the simplified expression. If this call returns "satisfiable", then return "satisfiable" Otherwise, set u to the opposite value, and return the result of calling DP on the re-simplified expression. The basic Davis-Putnam procedure is surprisingly efficient. Much work has been done trying to improve the procedure. Most of this work concentrates on finding the best sequence of variables to branch on in the splitting rule, in the hope of reducing the overall search space. From the many alternatives that were explored, only one was shown to result in a significant improvement of the basic procedure. The idea is to generalize the Unit-Clause Rule, by branching on the variable that occurs the most in the shortest remaining clauses. In two recent extensive studies, this extension of DP proved to be the most efficient sound and complete method to date [ 3,141. Unless indicated otherwise, our data below is all produced with this extended version of DP The code was developed by Crawford and Auton [ 6 1.
Note that this heuristic is similar in spirit to the methods used by Gent and Walsh, and by Hogg and Williams on their respective problems. Also note that there is an asymmetry in the treatment of (satisfiable) SAT and (unsatisfiable) UNSAT expressions. An expression is found to be SAT as soon as one satisfying truth assignment has been found. In the extreme case, this may not require any backtracking. To prove an expression UNSAT, however, requires DP to do an exhaustive exploration of assignments to the first subset of variables large enough to prove that the expression cannot be satisfied. This will, as a rule, involve much more work.
Universal form for median cost
In Fig. 2 we present the median cost of determining satisfiability as a function of (Y for random k-SAT instances (k = 3,4,.5). Each data point is based on a sample of 10,000 formulas. As a measure of the computational cost, we give the number of DP calls, which is the number of times the Splitting Rule was used.
The curves confirm the pattern as reported for 3-SAT in [ 221. Note how the curves sharpen up for higher values of N, and costs increase very strongly with N. In Fig. 3 , we plot the increase with increasing N (just the maxima). We find that for all three values of k, the max cost increases with N as e("'jc), where c x 11.1 for k = 3; 4.4 for k = 4; and 2.9 for k = 5. Fig. 3 also includes data for the basic version of DP (without the preference for splitting on variables in short clauses) on 3-SAT formulas. In this case, c M 4.3. c can be loosely interpreted as the number of bits set by the Unit Clause rule each time a bit is set by assignment in the splitting rule. This confirms that the heuristic used in our extended DP indeed results in a significant reduction in the growth rate of the cost function.
In order to compare our cost curves in Fig. 2 for different values of N, we normalized the curves to have 1 as the maximum cost. See Fig. 4 for the result. Note again how the curves sharpen up with increasing values of N. We also see that the maxima in the curves shift to somewhat lower values of (Y with increasing N. We now apply our finite-size scaling approach. We replot each set of data against the resealed parameter, y, which gives us a single universal curve for each value of k, seen in Figs. 5(a), 5(b), and 5(c). The fit is best in the critical region (around y = 0), as is to be expected when using a finite-size scaling approach. The k-dependence of the limiting curve is very slight. To obtain the best fits, we have adjusted the values of CQ and v slightly from the values reported in [ 161, remaining in each case within the original error bars. The peak in each resealed curve occurs at y = 0.9 f 0.1, which is to the right of the critical point (y = 0). This is consistent with the often-repeated observation that the hardest cases occur near f(y) = 0.5 in our observed crossover functions. From Fig. 1 , we see The behavior seen in Figs. 2, 4 and 5 has some similarities with critical slowing down at conventional phase transitions, in which relaxation times diverge at the critical point and finite-size scaling can be used to determine the power law with which the divergence occurs. Here the cost of a solution diverges even more strongly, as eN, so we have simply normalized each set of curves to their maxima before rescaling.
A more detailed look at the cost distribution
In order to understand the sources of the exponentially diverging computational cost, we now examine in detail the cost of determining satisfiability for 10,000 3-CNF expressions each with N = 100, at values of M from 360 (almost completely out of the critical regime into the SAT phase-there were only 9 UNSAT expressions encountered) to 560 (no SAT expressions were found at M = 550 or 560). In note that the mean cost is noticeably greater than the median The rare states contributing to the increased mean are seen as an erratic peak in the extreme tails (for example, the 99.95 and 99.99 percentile lines) occurring roughly in the range M = 380-400, below the critical point. Similar observations of very rare, time-consuming runs occurring in the mostly "easy" phase of a combinatorial problem have been described recently by Hogg and Williams [ 111 and by Gent and Walsh [ 93.
When separating the SAT (Fig. 6(b) ) from the UNSAT (Fig. 6(c) ) cases in our sample, we found that both the SAT and UNSAT expressions give rise to the longest computations, but that only the SAT states account for the shortest running times, which can be attributed to the fact that DP halts after finding the first assignment of a satisfiable instance.
To consider the variability of SAT instances further, we give in Figs. 7(a) (linear scale) and 7 (b) (log scale) the N-dependence of the cost distribution in the SAT phase, at (Y = 3. 10,000 expressions were examined at each point, except for N = 800, which is based on 4400 expressions. The cost is linear in N up to the 95th percentile, over the range plotted. Fig. 7(b) shows that the points in the high tail of the distribution appear to increase exponentially with N, but with extremely weak coefficients, perhaps as e"'/soo. In contrast, Fig. 8(a) (for the cases with LY = 4.2 and N ranging from 12 to 200) shows the entire distribution shifting up and broadening as eNfC as N increases. The critical region is thus distinctly harder to solve than the SAT phase, as had been observed previously by considering only the median cost [22] . At cy = 3.0, we find a cost of 100 DP calls at N = 1200 and the subsequent increase is linear in N, at LY = 4.2, solving N = 200 requires over 100 DP calls, and the subsequent increase is exponential in n.
When separating the SAT from the UNSAT expressions (Figs. 8(b) and 8(c) ), we found that the increased variability in the critical region is associated with the SAT states. The UNSAT expressions remain spread over about a factor 8 at each N. In both cases, the mean and median costs increase exponentially with N.
Role of DP versus expressions
To sort out the various factors in the range of results obtained for satisfiable expressions, we distinguish the variability due to the expressions themselves from that due to the performance of DP search on an individual expression. We generated 20 distinct random expressions, each with N = 400, M = 1200, and ran DP 5000 times on each, relabelling the variables within the expression for each run. We also generated 5000 random expressions with N = 400, M = 1200, and ran DP once on each. The resulting cumulative distributions are plotted in Figs. 9(a) (linear scale) and 9(b) (log scale). 3 We see that running DP many times on any of the expressions accounts for all the observed variability. This is not to say that every expression behaves exactly the same. From Fig. 9(a) , we see that the distributions of costs resulting from different expressions indeed differ, although they bracket the distribution obtained by sampling each expression for one run only. Using the Kolmogorov-Smirnov criterion (see [ 19, pp. 54-561 for distinguishability of cumulative distributions, we estimate that the likelihood that the same process gives rise to any two of these distributions, with the differences resulting from only sampling error, is roughly e-'OO.
The practical consequence of Fig. 9 (a) is that none of these expressions is inherently hard. In fact none of them has even a 10 per cent probability of requiring more than 100 DP calls for solution. (Gent and Walsh have made a similar observation about the behavior of DP on P-SAT, an easier problem. See also [ l] .) We made use of this fact to obtain data for N = 1200 and 1600 at LY = 3, by stopping any runs exceeding 10,000 DP calls, relabelling, and restarting DP. At N = 1200, 76 out of 10,000 samples required an additional run to obtain a solution, one required two additional runs. At N = 1600, 167 expressions required a second run, and four took two additional runs. This trick gave a correction to the 99.5 and 99.9 percentile data in Fig. 7 ; the expressions requiring additional runs were treated as having a cost of 10,000 DP calls. 
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We also ran experiments with a stochastic satisfiability procedure (GSAT, Selman et al. [23] ). Fig. 10 shows the cumulative distribution of running GSAT on a sample of 5000 expressions below the threshold (3-SAT, N = 400, and LY = 3). We also included the data for DP on the same sample. Even though there is still a spread in the GSAT data, there is a clear qualitative difference between the GSAT and DP curve. In particular, the GSAT data does not show the long tail we observe in the DP data. This is further evidence that the high costs observed on some instances in the "easy" SAT region are most likely a result of the use of a our particular deterministic search procedure. 4 Finally, we consider the situation in the critical regime. In Fig. 11 , we give a summary of results obtained by repeatedly applying DP to SAT and to UNSAT expressions at a = 4.2. In Figs. 1 l(a) and 11 (b) we show results of repeatedly applying DP to four SAT expressions and to four UNSAT expressions (relabelled each time), and compare these distributions to the distributions obtained by applying DP once to each of 3158 UNSAT expressions (in Fig. 11 (a) ) and 6842 SAT expressions (in Fig. 1 l(b) ). Note that in Fig. 11 (a) , the overall range of costs in the distribution of 3 158 UNSAT expressions is about a factor of 8, but each individual expression's cost of solution ranges over only a factor of 30-50 per cent. Therefore, in the critical regime on UNSAT expression, the variability due to DP is only a limited factor in the observed variability between expressions. Finally, the distributions obtained by multiple solutions of a single SAT expression at the critical point differ in form from the overall distribution obtained by generating 5000 SAT expressions (Fig. 11 (b) ) and solving each one once. The SAT expressions shown in Fig. 11 (b) individually have cumulative distributions that look roughly linear, indicating approximately a uniform distribution of costs. A semilog plot of the data in Fig. 11(b) suggests that at criticality, C(d) M emd, quite different in form from the distributions found in the easy SAT phase as shown in Fig. 9 .
Conclusions and comments
We have shown that finite-size scaling can be used to characterize the dependency on N of the cost of DP search in k-SAT. Resealing gives us a a single, scale-invariant function in the vicinity of (Ye, the critical ratio of M/N. This function allows us to predict the cost of search as a function of N through the threshold, where the inherent cost of this search is highest. Our results further illustrate the applicability of finite-size scaling methods from statistical mechanics in the analysis of properties of combinatorial structures near a phase transition. The situation is different far below the threshold, in the SAT phase, where we find very rare, long searches which make it more difficult to measure the true average cost of search, a result similar to that of Hogg and Williams [ 161, and of Gent and Walsh [ 91. The high computational costs do not appear to be inherent in the formulas but rather the result of running a systematic search procedure on a random instance. Much of the large variation in search cost can be observed by running DP many times on a single formula which is repeatedly randomly relabelled. Understanding the practical impact of these rare searches also requires knowing how the effect scales with N beyond the sizes of problems which today's computers and search heuristics can handle. Our results suggest that only a fixed fraction of runs on a given expression, or a fixed fraction of expressions each searched once, contribute costs which diverge exponentially in N, but this cannot be determined with high confidence from the present results.
We can instead compare the behavior of DP search on large k-SAT problems to two random systems for which the large-N behavior is better known. These are glasses (like the SiO;? found in windows) and spin glasses, magnetic systems which exhibit many of the properties of structural glasses. Both have been extensively modelled and analyzed. SiOs can form either crystalline quartz or random glass, but when macroscopic amounts of the substance are assembled by either adding atoms individually to a growing nucleus (a common technique in integrated circuit technology) or by cooling molten SiO:! rapidly, the result is always random glass, a structure with higher energy than quartz. Nevertheless, the lower energy structure does exist, and crystals of quartz can be grown with great care and very slow cooling. Spin glasses are incapable of settling into a regular structure which is optimal in its energy, but they take on magnetically rigid arrangements, just as glass is a structurally rigid arrangement of atoms. Finding the ground state of simple models of a spin glass is an NP-complete problem, and evidence from computer experiments [ 241 suggests that for a search for low energy arrangements to approach within l/N of the true ground state of a spin glass requires eN time or computational work.
L-SAT near the critical point seems to us to be behaving as a spin glass, with no evidence that a means of easy search can be found when N + 00. The open question is whether the apparently easy search for satisfying solutions in the SAT phase becomes like a structural glass, in which the solutions, though known to be present, are extremely difficult to find. If the fraction of cases with exponentially large cost remains constant as N --+ co, then a solution can be found with acceptable probability by merely running DP several times, always stopping if the solution is not encountered in the initial part of the search. If the fraction of costly searches increases with N, then even in the SAT phase, the solution which must be present may become extremely hard to construct.
There is one additional curious characteristic of structural glasses that is shared by k-SAT. Kirkpatrick, GyGrgyi, Tishby, and Troyansky [ 151 showed that the entropy measured in K-SAT extrapolates to zero at values of LY just above the observed cr,. This evidence that a simple transition might be concealed behind the effects of randomness is one of the oldest speculations about structural glass (see book by Goldstein and Simba [ lo] or, for a more modern view, T. Kirkpatrick et al. [ 181) .
