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Abstract
Preprocessing tools for automated text
analysis have become more widely avail-
able in major languages, but non-English
tools are often still limited in their func-
tionality. When working with Spanish-
language text, researchers can easily find
tools for tokenization and stemming, but
may not have the means to extract more
complex word features like verb tense or
mood. Yet Spanish is a morphologically
rich language in which such features are
often identifiable from word form. Con-
jugation rules are consistent, but many
special verbs and nouns take on differ-
ent rules. While building a complete dic-
tionary of known words and their mor-
phological rules would be labor inten-
sive, resources to do so already exist, in
spell checkers designed to generate valid
forms of known words. This paper intro-
duces a set of tools for Spanish-language
morphological analysis, built using the
COES spell checking tools, to label per-
son, mood, tense, gender and number, de-
rive a word’s root noun or verb infinitive,
and convert verbs to their nominal form.
1 Introduction
Methods and tools for extracting information from
text have come a long way. In at least a hand-
ful of major languages, there are now widely-used
pre-trained tools available for part speech tagging,
parsing, and named entity recognition, such as the
Stanford CoreNLP toolkit, (Manning et al., 2014).
These tools work well for bag-of-words ap-
proaches to analyzing documents’ topics and
tones, and for limited forms of relation extraction.
However, if researchers seek to use more complex
linguistic structure to extract more detailed infor-
mation from text, they may need to identify word
features beyond their frequency or simple gram-
matical roles. Researchers may need to extract in-
formation about the state of certain actions, from
verbs’ person, mood, and tense, or label noun gen-
der and number to aid coreference resolution.
Efforts to improve these latter tasks are ongo-
ing, and tools to implement them tend to be more
developed for English than for other languages.
Researchers seeking to fill in additional steps on
their own in other languages often face chal-
lenges even when it comes to basic text process-
ing steps. Annotated corpora tend to be fewer and
smaller in languages other than English, which
can lead to even greater data sparsity in mor-
phologically rich languages (Roux et al., 2012;
Labaka et al., 2007). Multilingual toolkits also of-
ten have more limited resources for non-English
languages. For instance, Python’s Natural Lan-
guage Toolkit (NLTK) contains a stemmer but no
lemmatizer for Spanish words, yet its interface
to the Spanish component of Open Multilingual
WordNet (Gonzalez-Agirre et al., 2012) only rec-
ognizes valid infinitives for verbs, but not conju-
gated verbs or truncated stems.
Yet some foreign languages are especially well
suited to extracting or deconflicting additional
pieces of information about word features and
forms. For instance, Spanish language verb con-
jugations follow a much richer and more consis-
tent set of morphological rules than English, as do
gender and number in Spanish noun forms. A rule-
based approach to word form analysis can be eas-
ier to develop with limited resources than a ma-
chine learning-based approach. General knowl-
edge of a language’s morphological patterns com-
bined with general lexical resources may be suf-
ficient to label detailed word features useful to a
variety of applications.
Yet we still need some lexical knowledge
mapped to morphological patterns; understanding
of common rules is not enough. Spanish verbs
have clear conjugation rules, but there are many ir-
regular verbs that each have their own set of rule-
based forms. Nominal forms of verbs have rec-
ognizable endings, but there are multiple common
transformations and each verb may use only one
of those options. Gender and number follow very
simple rules, but there are still plenty of excep-
tions, e.g. male nouns that end in -a and female
nouns that end in -o. A dictionary of known words
and their permitted transformations would be la-
bor intensive to build, but similarly structured re-
sources already exist. Specifically, spell check-
ing software often combines dictionaries of known
words with a set of morphological rules permitted
for each root. While the purpose of spell checking
is simply to determine a token’s validity in a given
language, the existing structure can be augmented
with features assigned to specified morphological
rules to facilitate additional word form analysis.
This project builds on the COES Span-
ish Language Tools for spell check-
ing (Rodrı´guez and Carretero, 1996). A single
researcher was able to efficiently transform that
resource into a set of lexicon, morphological
rules, and Python tools for identifying verb
person, mood, and tense, noun or adjective gender
and number, as well as for lemmatization and
related word transformations. This paper serves
not only as an introduction to a resource that may
be valuable to others working with Spanish text,
but also as an example of what might be done
in other languages with limited project-specific
resources, where general language resources of
this type are available.
This paper proceeds as follows. The first two
sections describe related work and the original
COES resource on which this project was built.
The paper then describes what was done to trans-
form and augment the COES materials for use in
word form analysis, and defines the resulting com-
ponents of the project’s materials and tools. The
paper then presents a set of evaluations using test
data from the CoNLL 2009 shared task, which
contained a Spanish language annotated corpus for
event extraction derived from the AnCora project.
The new tools label gender, number, person, mood
and tense, and lemmatize verbs to their infinitive
form, with over 90% accuracy on the test set.
2 Related Work
As mentioned above, the Stanford CoreNLP
toolkit now provides Spanish language models for
its most popular tools, including its part of speech
tagger and parser, which tag verbs with mood and
tense information based on the AnCora project’s
tagset. The tags do not distinguish speaker per-
son or number, nor does CoreNLP provide Span-
ish coreference resolution or gender and number
features for nouns or adjectives.
There are several annotated corpora for Span-
ish dependency parsing that include morpholog-
ical word features. The Universal Dependen-
cies project (McDonald et al., 2013) provides cor-
pora in many languages, and the Spanish ver-
sion is annotated with gender, number, person,
mood, and tense information. The corpus could
be used to train a machine learning-based feature
extractor, as long as the training corpus covers the
same terms as the researcher’s domain. Since no
rules are specified about the relationships between
word forms, however, conjugated words cannot be
traced back to their infinitive lemma, without ad-
ditional knowledge.
Another resource that offers morphological
analysis for Spanish text is FreeLing, an open
source C++ library of language analysis tools cov-
ering Spanish and several other European lan-
guages (Atserias et al., 2006). It focuses on de-
tecting specialized expressions and quantities, in-
cluding proper nouns, multiword expressions,
word number, date/time information, percentages
and ratios. FreeLing’s morfo tool applies a cas-
cade of specialized processors to detect each of
these features using dictionary lookup and suffix
handling, along with quantitative expression rec-
ognizers. The Spanish and Catalan morphologi-
cal dictionaries are hand built and are smaller than
those FreeLing contains for other languages. The
Spanish version contains the 6,500 most frequent
open-category lemmas in the language, which cor-
respond to 81,000 forms and are expected to cover
at least 80% of open-category tokens on unre-
stricted text. In contrast, the COES dictionary de-
scribed in the next section contains over 50,000
root words and over ten times that many forms.
In an effort most similar to our own, the
hunmorph project extended the functionality of
the spellchecker MySpell to use its resources
for stemming and morphological analysis, ap-
plied to Hungarian and several related lan-
guages (Tron et al., 2005). The authors argued
that compiling dictionaries and coding the mor-
phology of a language are such labor-intensive
tasks, that there is great benefit from reusing
language-specific resources assembled for spell
checking across other tasks involving word-level
analysis. Their work leverages the structure
of MySpell and Ispell lexical resources, which
assign morphological rules to specific roots in
the lexicon, in order to avoid spurious hits
from guessing roots based on general suffix pat-
terns (Nemeth et al., 2004). The same features are
present in the COES resources discussed below,
which is integrated into the Ispell tool for Spanish
language text.
2.1 COES Spell Checking Resource
This project builds on the COES Spanish Lan-
guage Tools (COES Herramientas para Proce-
samiento de Lenguaje Natural en Espaol), de-
veloped at the Universidad Politcnica de Madrid
(UPM) and the Universidad Carlos III de
Madrid (Rodrı´guez and Carretero, 1996). COES
contains a dictionary and set of grammatical rules,
designed for assessing the correctness of docu-
ments written in Spanish, which have been inte-
grated into the International Ispell spell-checking
program. The resource is available under a GNU
General Public License. The version used in this
project is v. 1.11, dated November 2010, the latest
GPL version available as of January 2017.
The tools come with a makefile to generate
a complete hash file of all derived word forms,
which requires about 50Mb of paging space and
100Mb of temporary disk space to build, accord-
ing to the COES website. The dictionary itself is
only 4Mb and the rule file much smaller. While the
resulting hash file contains only word forms with
no feature information, the grammatical rule file
does contain notes with partial information about
the verb and noun forms represented by certain
groups of rules.
For instance, the flag “V” in the COES rules
file denotes the set of conjugation rules for reg-
ular verbs. Root words (mainly infinitives, but not
always) in the dictionary files are marked with a
“/V” if the regular verb conjugation rules should
be applied to them. The “V” section of the rules
file contains subheads with notes that indicate the
mood and/or tense of each section of rules. Each
rule is written on a separate line, containing a reg-
ular expression to match to the ending of a root to
which the rule may be applied, the portion of the
ending to be removed and the replacement ending
to create the given form.
flag *V: # Verbos de todas las conjugaciones
regulares ”amar” PRESENTE
A R >-AR, O # amar amo
[ˆ CG ]E R >-ER, O # comer como
C E R >-CER, ZO # vencer venzo
G E R >-GER, JO # coger cojo
. . .
flag *S: # Plural
[AEIOU’A’E’O ]>S # vaca vacas
[’U’IDJLMRY ]>ES # tab’u tab’ues
. . .
Figure 1: Sample contents of COES espa˜nol.aff
rule file.
Figure 1 shows a sample of the original COES
rule file. The first section shows regular verb
forms for the present tense (“PRESENTE” noted
in the section comment), indicative mood (not
noted), for the first person (not noted), for infini-
tives ending in -ar, then -er (depending on the pre-
ceding consonant). The second segment shown in
Figure 1 contains forms for plural nouns, with the
number (“Plural”) but not gender of the form in-
dicated in the comment above the rules. Accented
characters are designated with a single quote be-
fore the relevant letter.
3 Development of Morphological
Analyzer
To construct this project’s rule set, we first auto-
matically parsed the COES rule file into a spread-
sheet, separating root and morphological endings,
extracting any mood or tense information from the
comments above rule groups (e.g. searching for
words like “presente” or “futuro”). Morphological
categories were then filled in by hand in the new
rules file as needed. Speaker was not indicated in
the COES rule file, but morphological rules were
generally listed in consistent speaker order (e.g.
first, then second, then third person, singular then
plural) so that these features could be quickly in-
ferred. In general, the ability to assign features
to already structured morphological rules, as op-
posed to assigning them to each individual root
word in the lexicon, made the process of adding in-
formation much easier and more straight-forward
than starting from scratch.
Noun gender had to be assigned from scratch,
initially by populating the new rules spreadsheet
with this feature based on morphological endings
(e.g. male for -o, female for -a). Some rules
needed to be split so that more specific endings
could be assigned different features (e.g. -d and -z
endings are female, other consonants male). Then
additional rules were created for nouns that violate
standard morphological rules, such as male words
ending in -a and female words ending in -o. We re-
ferred to Spanish language learning resources on-
line for common lists of these irregular terms1, and
flagged them in the dictionary file with the irregu-
lar morphological rules we created.
Rules were also added for root words with no
morphological change, to assign word features to
default (e.g. infinitive) word forms. Additional vo-
cabulary also needed to be added in select cases in
which a verb conjugation was the same as a noun.
For instance, the word mercado (“market”) is not
included in the COES dictionary because the verb
mercar (“to merge”) conjugates to mercado in the
past participle form. A separate dictionary entry
was needed to assign number and gender to the
noun sense.
Several additional changes were made to the un-
derlying dictionary and rules derived from COES.
First, COES contains a large set of rules for
pronominal and transitive enclitic verb endings,
since in Spanish it is common to attach clitics to
the end of imperative or infinitive verb forms (e.g.
dame for da me or “give me”, da´melo for da me lo
or “give it to me”). The COES dictionary contains
the conjugated imperative form with an initial first
person singular or singular male enclitic and a flag
for converting the enclitic to other pronominal or
transitive forms. These word forms are necessary
to include in a hash list for spell checking pur-
poses. But when processing text for information
extraction, it is easier to first separate all clitics
in the target text, then only include rules for verb
conjugations but not enclitics, and assign sepa-
1About.com, “Words That Break the Gender ‘Rule’.”
http://spanish.about.com/cs/grammar/a/genderreversal.htm,
accessed January 15, 2017.
SpanishDict, “Masculine and Feminine Nouns.”
http://www.spanishdict.com/guide/masculine-and-feminine-
nouns, accessed January 15, 2017.
rate person, gender and number features to the de-
tached clitic as a pronoun. The enclitic forms and
rules have therefore been removed from the new
dictionary and rule files, and a tool for contraction
splitting included in the program code.
Second, COES contains the conjugations for
several very irregular verbs in the dictionary file,
rather than including them in the rules file, if each
rule only applies to one verb. This is the case for
the verbs ser, estar (both forms of “to be”), ir (“to
go”), haber (“to have done”), and dar (“to give”).
Putting all forms of each of these verbs in the dic-
tionary file takes up less space, if one only needs
to know what forms are permitted. But it prevents
assigning person, mood, and tense information to
each form of those verbs. So for this project, the
conjugations of these highly irregular verbs were
removed from the dictionary file and individual
rules added to the rule file, wherever such cases
were found.
Following this dictionary and rule file revision
process, a set of tools were written in Python to
read in and utilize the lexicon and morphological
rules for several purposes arising in event and in-
formation extraction processes. Those tools are
described in the following sections.
3.1 Feature Definitions
As in COES, the new dictionary file contains a
list of words, one word per line, with each word
followed by a “/” and one or more letter flags in-
dicating which rules may be applied to create al-
ternative forms of the given root word. The new
rules file is a spreadsheet with one morphological
rule per line, and the following functional and fea-
ture columns:
1. flag: a letter code to match dictionary words
to applicable morphological rules, inherited
from COES but with some flags added or re-
moved;
2. stem ending: a regular expression to match
to the end of a root word in the dictionary,
which matches the portion of the root word to
be replaced and, if there is a match, indicates
the rule may be applied;
3. morph ending: the characters to insert at the
end of the root word in place of the portion
that matched the expression in the stem end-
ing column;
4. pos: the part of speech tag for this rule, which
may be used as an additional check to make
sure the rule should be applied, if other part-
of-speech information is available, or may be
used to tag words with parts of speech, al-
though only the lexical value and not the syn-
tactic context informs this assignment;
5. gender: male or female, for nouns or adjec-
tives with gender, blank if neutral or not ap-
plicable;
6. number: singular or plural, refering to the
quantity of countable nouns or adjectives, or
to the number of the subject of a verb, de-
pending on the value in the pos column;
7. person: the position of the subject of a verb
relative to the speaker (i.e. first, second, or
third person), or the person referenced by
a pronoun relative to the speaker (also first,
second, or third) depending on the value in
the pos column;
8. mood: the mood of a verb form (infinitive,
indicative, subjunctive, imperative, partici-
ple, or gerund);
9. tense: the tense of a verb form (present, past,
future, conditional, or imperfect);
10. animate: whether a noun is animate (i.e.
person or animal) or inanimate (all others).
Note: COES does not contain animacy in-
formation, but one of the morphological rule
groups is for turning verbs into participant
nouns (e.g. “command” into “commander”),
and we added a rule for an ending pattern
that reflects persons of certain occupations.
Most rules are left blank for this feature, but
more animacy-specific rules could be added
and matched to animate or inanimate dictio-
nary entries in a later version, especially with
the use of additional dictionary resources
containing person names.
3.2 Feature Extraction Tool
As with the COES tools, a user may simply apply
the rules in the rule file to the words in the dictio-
nary file to create a list of all possible word forms
(and, now, their features). This approach con-
sumes a lot of memory, however, since it would
store a feature set for every possible word form.
Alternatively, a user could take each target word
from a text and compare it directly to entries in the
dictionary and rule files, without compiling valid
forms first. A user could first search for a root
word in the dictionary file that begins with the
same characters as the target word, then look up
each of the root word’s flagged rules, and seeing if
applying the corresponding substitution from the
rule file produces a word form that matches the tar-
get word. This would save memory but take con-
siderably more time for each word to be labeled.
In this project, we’ve used a hybrid approach
which combines the advantages of both of the
above options. Instead of loading all possible
word forms and their corresponding features up
front, the program initially loads only the dictio-
nary and rule files contents. It then labels each tar-
get word supplied by the user following the second
process described above. It searches the dictionary
for the closest root to a target word, using a binary
search of a sorted list, then applies morphologi-
cal rules to successive nearby roots until it finds a
match or runs out of roots with the same first letter.
As it selects roots and looks at their morpho-
logical forms, the program stores every compiled
form in a hashed data structure of word form fea-
tures for future lookup. For each subsequent la-
beling request, the function first checks to see if a
matching word form is already stored in the word
form feature dict, and if not, looks up more roots
and their word forms until it finds a match.
Target word forms may have multiple entries
with different features, as in the case of mercado
(“market” or, less commonly, “was merged”) de-
scribed earlier. The functions for feature extrac-
tion and lemmatization take an optional part of
speech tag, and will only return a feature set that
matches the part of speech tag if one is given. The
functions also include some default feature prefer-
ences based on basic morphological rules, in case
multiple matching feature sets are found. The de-
fault features for the target word’s part of speech
and general word ending pattern are returned if no
dictionary-based match is found.
3.3 Lemmatization and Nominalization Tools
The other two tools created for this project, for use
in event and information extraction, are a Spanish-
language lemmatizer and a similar tool to convert
verbs to a valid nominal form (e.g. crear for “cre-
ate” to creacio´n for “creation”).
flag stem end morph end pos gender number person mood tense
V ar o verb singular first indicative present
V (?<=[ˆcg])er o verb singular first indicative present
V cer zo verb singular first indicative present
V ger jo verb singular first indicative present
. . .
S (?<=[a]) s noun female plural
S (?<=[d]) es noun female plural
S z ces noun female plural
S (?<=[eiou’e’o]) s noun male plural
S (?<=[’u’ijlmry]) es noun male plural
. . .
Figure 2: Sample of new morphological rule file with suffixes and associated features.
The lemmatizer works in a similar fashion to the
feature extraction tool described in the last section.
It initially searches for a target form’s lemma by
identifying the closest dictionary roots and trying
their morphological rules to find a valid conver-
sion to the target form. Each identified conver-
sion is then stored in a hashed data structure of
word forms and their root lemmas for rapid lookup
thereafter. The tool checks first to see if each new
target word is already stored in the known lemmas
dict, so that over time, the lemmatizer becomes
faster for looking up common words, but without
taking the time or space to load forms that never
end up being used.
The nominalization tool is more straight-
forward, because it doesn’t have to work back-
wards from a conjugated verb form; it simply con-
verts an infinitive (root) to its rule-specified nom-
inal form. If a target verb isn’t yet in infinitive
form, the lemmatizer is first applied. The nomi-
nalizer then looks up the infinitive in the dictio-
nary file to get the flag for the appropriate nomi-
nal conversion rule, and returns the resulting nom-
inal form. For marginal speed savings on com-
mon words over time, and for consistency with
the other two tools, each verb converted to nom-
inal form is also stored in a nominal form dict for
faster lookup if requested again in the future.
4 Evaluation
The test data used in the following evalua-
tions is the Spanish language annotated corpus
from the CoNLL 2009 Shared Task on Syntac-
tic and Semantic Dependencies in Multiple Lan-
guages (Hajicˇ et al., 2009). The overall objec-
tive of the task was to perform and evaluate se-
mantic role labeling (SRL). The CoNLL 2009
Spanish data set was extracted from the AnCora
project’s AnCora-ES corpus (Taule et al., 2008),
which contains just over 500,000 words of text
from Spanish news outlets annotated with syntac-
tic and semantic features and relationships.
Relevant to this project, the data set contains
a thorough set of word features for each anno-
tated token, beyond part of speech and lemma, in-
cluding gender and number for nouns, and person,
mood and tense for verbs. These morphological
features may be used as part of the input to a su-
pervised machine learning classifier, to obtain the
tokens’ semantic roles. It follows that one might
wish to extract these morphological features inde-
pendently on new corpora in order to be able to
apply a classifier trained on the CoNLL AnCora
corpus to label syntactic dependencies and seman-
tic roles in new text.
Since the tools in this project are rule-based,
the CoNLL 2009 data set was not used as a for-
mal training set. However, some development-
stage tests were necessary to debug the program
and fix mislabeled words and features in the dic-
tionary and rule files. This development was
performed using the 427,442-word training data
file CoNLL2009-ST-Spanish-train.txt. To demon-
strate thorough lexical and morphological cov-
erage, final evaluation was performed on the
50,368-word development file CoNLL2009-ST-
Spanish-development.txt and the 1,693-word test
file CoNLL2009-ST-Spanish-trial.txt combined.
Feature Precision Recall F-score
Total 0.930375 0.945055 0.937658
person 0.973453 0.987022 0.980191
mood 0.974874 0.974874 0.974874
tense 0.950213 0.968584 0.959311
number 0.955322 0.958333 0.956826
gender 0.907974 0.910920 0.909444
Table 1: Evaluation of word feature extraction per-
formed on CoNLL 2009 Spanish annotated cor-
pus, development and trial files combined.
Testing was done on all verbs, nouns and ad-
jectives in the annotated corpus. Precision, recall,
and f-scores for each word feature are reported in
Table 1. All features are above 90% accurate, and
all but gender have precision, recall, and f-scores
above 0.95. Gender performs slightly worse at
just over 0.9, since it was not distinguished in
COES and had to be filled in from scratch for this
project. More work could be done to automatically
extract genders of irregular nouns from the anno-
tated training set. But this work demonstrates that
even without a well-annotated corpus, a basic set
of language knowledge and public resources about
irregular words can be used to put together a very
good word labeler.
We tested the lemmatizer on the same develop-
ment and trial files from the CoNLL 2009 data set.
The CoNLL dataset is also annotated with verbal
predicates and their AnCora verb sense, indicating
the verb’s infinitive. For instance, the token llego´
(“arrived”) is annotated as a predicate of the sense
llegar.b1, showing its infinitive is llegar (“to ar-
rive”). We extracted the verb forms and infinitives
of all designated verbal predicates in the data set,
ran our lemmatizer on the verb forms, and com-
pared the output to the annotated infinitives. We
did not try to detect which verbs would have infini-
tives annotated in the CoNLL 2009 data set (the
task description indicates this is often an arbitrary
decision in event extraction, so they provided the
predicates for participants). Therefore, only one
accuracy score is reported, as opposed to separate
precision and recall. Our lemmatizer is again over
90% accurate for this task.
The most common mistake was past participle
forms of verbs, and this does not appear to be due
to incorrect lemmatization on our part. The An-
Cora corpus instead appears to have distinct verb
senses for at least some participles. For instance,
All verbal Predicates
predicates not in
participle form
Total 5265 4929
Correct 4764 4763
Correct/Total 0.904843 0.966322
Table 2: Evaluation of verb lemmatization (con-
jugated to infinitive form) on CoNLL 2009 Span-
ish annotated corpus, using verbal predicates an-
notated in development and trial files combined.
in several places, the verb form acusado (“ac-
cused”) is annotated with the sense acusado.b2
rather than with a sense for the infinitive acusar
(as our lemmatizer returns), although the word is
tagged as a verb and an event predicate rather than
an adjectival noun modifier. A simple check for
forms ending in -ado, -ido, or -echo (the most
common past participle forms) shows that 335 out
of 501 words marked incorrect in the test set (or
about two thirds) had annotated infinitives in past
participle form. Removing word forms with these
endings from our lemmatization test increases the
accuracy to over 96%.
4.1 Discussion
The materials and tools put together in this project
are not the only resources available for morpho-
logical analysis of Spanish language text. How-
ever, they are straight-forward and easy to use,
provide a detailed set of morphological features,
leverage the same resources for several useful
tasks related to analyzing and linking verb pred-
icates and entity nouns in different forms, and
cover a comprehensive general-purpose lexicon
much larger than other comparable resources.
This project also demonstrates what might be
possible in other languages, if general lexical
and morphological resources similar to the COES
system are already available for spell checking.
The Tron et al paper (2005) introducing hun-
morph indicates that morphological dictionaries
constructed for the Ispell program in other lan-
guages are similarly structured. Even if those rule
sets do not yet contain information about the fea-
tures of different morphological forms, it should
be easier to assign features to morphological rules
that are already written and logically grouped,
than to have to assign feature information from
scratch to individual items in a lexicon.
Rule-based approaches to word-level analysis
can be useful means of leveraging general lan-
guage knowledge and resources, to maximize the
information one has to work with in a language
or domain in which higher-level annotated corpora
or information extraction tools are less developed.
If researchers begin with more detailed general-
purpose word-level features, and then apply more
inductive and open-ended analysis to learn higher-
level semantic structures from their particular cor-
pora of interest, this could also create more com-
parable foundations for sharing information ex-
traction tools across domains. Processes for in-
ducing event schemas, for instance, that build on
general language features should be easier to share
and replicate than supervised approaches, even if
specific events and entities will ultimately vary
with the context from which they are derived.
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