Abstract. Algorithms based on Newton's interpolation formula are given for: simple polynomial interpolation, polynomial interpolation with derivatives supplied at some of the data points, interpolation with piecewise polynomials having a continuous first derivative, and numerical differentiation.
Introduction. The polynomial of nth degree passing through the points (a:¿,/(a:,)), i = 0, 1, ■ ■ -, n, is given by the Newton interpolation formula •1/ % tfsfc Although Newton's interpolation formula is well known, it is not widely used due to the popular misconception that it is inefficient. Usually recommended for interpolation are the methods of Aitken [1] , Neville [2] , or Lagrange's formula. Algorithms which make use of derivative values for interpolation are given in [2] , [3] , and [4] ; and algorithms for numerical differentiation are given in [3] , [5] , and [6] . In all cases the algorithms given here are more efficient than other algorithms in the literature.
Simple Interpolation. The algorithms given below follow naturally from Eqs.
(1) and (2) . In these algorithms
In the algorithms a statement of the form x = fix, y, • • ■ ) means compute / using the numbers in locations x, y, Algorithm I.
•, and store the result in location x.
Note that in a computer program the co's, it's, and p's can be scalars since in each case they are only used immediately after being computed, and similarly the array V can be replaced by a vector c with c" = FM,". An important feature of the Newton (or Aitken-Neville) algorithm is that one can select the value of n based on the convergence of the sequence Pkix), k = 0, 1, • • -, without any additional computation (except for that involved in selecting ft). If one is taking advantage of this fact, the Xk should be selected so that \x -Xk+i\ \ x -xk\, cf. [7, p. 50] .
Algorithm II.
r"
Hermite Interpolation. Equations (1) and (2) hold (see e.g., Steffensen [8] ) for Xi = Xj+i = ■ • • = xj+s provided one avoids division by zero in Eq. (2) Lyness and Moler [6] give a brief discussion of the errors in a process such as this, and point out that iterative refinement can be used to reduce the rounding error introduced by the algorithm.
Comparison of Methods for Simple Interpolation. Table 1 gives the number of arithmetic operations required by the algorithms for simple polynomial interpolation. The computation in the Lagrangian case is assumed to be carried out according to the formula (12) is an efficient computational form of Lagrange's formula. It has the drawback that exceptional cases may cause overflow or underflow. Lagrange's formula is most efficient if polynomial interpolation of fixed degree is to be performed on several components of a vector valued function. The arithmetic operations required by the interpolation algorithm are an increasingly less important factor in determining the efficiency of a subroutine. The optimal algorithm in a given case will depend on the value of n and programming considerations. For example, Algorithm I requires more multiplications than Algorithm II, but it has simpler indexing and gives the difference between successive approximations.
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