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Abstract. In this paper, we study the on-line version of the bin-packing
problem. We analyze the approximation behavior of an on-line bin-packing
algorithm under an approximation criterion called differential ratio. We
are interested in two types of results: the differential competitivity ratio
guaranteed by the on-line algorithm and hardness results that account
for the difficulty of the problem and for the quality of the algorithm de-
veloped to solve it. In its off-line version, the bin-packing problem, BP ,
is better approximated in differential framework than in standard one.
our objective is to determine if or not such result exists for the on-line
version of BP .
keywords: on-line algorithm, bin-packing problem, competitivity ratio.
1 Introduction
In the classical bin-packing problem, we are given a list L = {x1, x2, · · · , xn},
each item xi ∈]0, 1], and we want to find a packing of these items into a
minimum number of unit-capacity bins. In this paper, we study the on-line
bin-packing problem denoted by LBP. It is defined [11] by the quadruplet
(BP,R,R
′
, SolLBP ) where R denotes the set of informations known at the be-
ginning of the game. R also describes how the final instance is revealed. R
′
is
a set of rules describing how the on-line algorithm constructs the solution and
SolLBP denotes the set of feasible solutions. Modifying rules R and R
′
means
to consider different versions of the on-line bin-packing problem:
We first deal with the version of LBP where items of the final instance are re-
vealed one by one and the algorithm has to irrevocably pack items as soon as
they are revealed. For this version, Johnson and al. [10] proved that the classi-
cal Next Fit algorithm (NF ) and the Worst Fit one, WF , achieve asymptotic
ratio R∞NF = R
∞
WF = 2. As for the First Fit (FF ) and Best Fit (BF ) algo-
rithms, Johnson and al. proved that R∞FF = R
∞
BF =
17
10 . On the other hand,
Liang [8] showed that no on-line algorithm can guarantee an asymptotic ra-
tio R < 1, 53634577.... and Van Vliet [7] improved this bound to 1,540. If for
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each item, the choice of where to pack it is restricted to a set of k opens bins,
bounded-space algorithms are used to solve LBP. The harmonic+1 algorithm
of Richey [9] has the current best known asymptotic ratio. Richey proved that
1, 5874 ≤ R∞harmonic+1 ≤ 1, 587936.
We also deal with another version of the on-line bin-packing problem for which
the rules R consist in revealing the final instance in two steps (2 clusters) L1
and L2. It can be seen as a boundary between off-line and on-line combinatorial
optimization. It is proved in [3] that if A is an off-line algorithm achieving the
approximation ratio ρ(L) for the the bin-packing then, there exists an algorithm
for the 2-steps problem achieving the competitivity ratio CLA ≥ 23 [ρ(L)− 1β(L) ],
where β(L) denotes the value of the optimal solution of L. Finally, we study the
on-line bin-packing problem with uniform bin sizes and LIB constraint (lower
item at the bottom). In that version, each bin is of unit-capacity and the algo-
rithm should not pack a longer item upper a smaller one. Manyem [14] provided
an algorithm based on the First Fit principle guaranteeing an asymptotic ap-
proximation ratio of 3. Below, we recall the definition of the asymptotic ratio
used by Manyem. Let AL(G) denote the number of bins returned by an online
algorithm AL for an instance L and let OPT (L) be the optimal value of bin sizes
necessary to packing items of L. The asymptotic approximation ratio, AAR, is
defined by
RAL = lim
s→∞ supL
{ AL(G)
OPT (L)
, OPT > s}
For the same problem, using adversary arguments, Finlay and Manyem [15]
proved that no algorithm can guarantee an AAR less than 1.76. Again for the
same problem, in [13], Manyem et al. construct counter-examples to show that
the guaranteed AAR’s of the well-known First Fit (FF ), Best Fit (BF ) and
Harmonic Fit (HF ) algorithms are at least two.
All these results are displayed in the following table.
Problems competitivity Hardness General
ratio results hardness
(upper bound) (lower bound) results
Johnson et al.
LBP R∞NF = R
∞
WF = 2 2
Johnson et al. Van Vliet
R∞FF = R
∞
BF =
17
10
17
10 1,540
Richey R∞H ≥ 1, 5874
R∞H ≤ 1, 587936
Finlay and
LIB-LBP Manyem R∞A ≥ 2 Manyem
R∞FF = 3 (A = FF,BF,HF ) 1.76
In this paper, we consider both classical and LIB on-line bin-packing problems
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with uniform bin sizes and analyze the competitivity behavior of algorithms un-
der an approximation criterion, called differential competitivity ratio. It is the
on-line version of the differential approximation ratio defined in [1].
Definition 1 (Differential competitivity ratio). Let L be an instance of
an optimization problem Π, and A an on-line algorithm supposed to feasibly
solve pi. We, respectively, denote by w(L), λA(L), and β(L), the values of the
worst solution, the approximated one (provided by A) and the optimal one.
Let δA(L) be equal to [w(L) − λ(L)]/[w(L) − β(L)]; then the quantity δA =
sup {r : δA(L) ≥ r, L instance of Π} is the differential competitivity ratio of A
for pi.
For the case of bin-packing, the worst-case solution consists in taking a bin per
item, i.e., w(L) = |L| = n, where n denotes the order of the instance L.
Key-requirement of the differential approximation framework is the stability of
any adopted approximation ratio with respect to affine transformation of the
objective function.
2 The n− steps on-line bin-packing problem
In this section, we consider the on-line bin-packing problem where, for every
instance L, its n items are revealed one by one (such instance is called an n-
steps instance). In [1], it is proved that both First Fit (FF ) and Best Fit (BF )
algorithms guarantee a differential competitivity ratio δ ≥ 1/2; moreover, bound
1/2 is tight. The proof is based on the notion of n-worst instance: given an NP-
hard problem Π and an on-line algorithm LA for Π, an n-worst instance is an
instance for which LA performs the worst possible with respect to the differential
approximation ratio. The following lemma is proved in [1].
Lemma 1. Let A be FF or BF, let n > 0 and L be an n-worst instance for
(BP,A). Let b1, · · · , bλA(L) (bi 6= ∅) be the solution provided by A. If there exists
a set of bins I ⊂ {1, · · · , λA(L)} such that the list L′ = L \
⋃
i∈I bi satisfies
β(L
′
) ≤ β(L) − x, with 0 ≤ x ≤ y ≤ z, x 6= z, where y = |I| and z = ∣∣⋃i∈I bi∣∣,
then δA(L) ≥ z−yz−x .
Here, we prove that not only FF and BF but also every algorithm solving the
on-line version of the bin-packing problem, LBP , (items are revealed one by one)
cannot guarantee a differential competitivity ratio δ > 12 . Let us note that if FF
ranges items in decreasing order then, it is called FFD, First Fit Decreasing.
Theorem 1. Let A be an on-line algorithm solving LBP . A cannot guarantee
a competitivity ratio δ > 1/2 even in the particular case where the on-line list
is revealed in increasing order. However, if items of the on-line instance are
revealed in decreasing order then, algorithm First Fit Decreasing guarantees a
differential competitivity ratio δ ≥ 3/4 and this bound is tight.
Proof. Let us point out the following remark.
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Remark 1. Let A be an algorithm for the on-line bin-packing problem guaran-
teeing a differential competitivity ratio δ > 1/2 and let L be an n-steps instance
for LBP with an optimal value β = n/2. Moreover, let us assume that there
does not exist a bin with more than two items in every feasible solution (even
in the optimal one) of L. If A guarantees a ratio δ > 1/2 then, in the solution
returned by A, the number λ2 of 2-bins (bins containing exactly 2 items) sat-
isfies λ2 > n/4. Indeed, if we denote by λ1, λ2, λ respectively, the number of
1-bins , the number of 2-bins and the total number of bins returned by A, we
have λ = λ1 + λ2 and w = n = λ1 + 2λ2. So, the ratio δ(L) = w−λw−β becomes
δ(L) = 2λ2n , since β = n/2. Therefore, δ > 1/2 is equivalent to
2λ2
n > 1/2 i.e.
λ2 >
n
4 , which justifies the remark.
Consequently, if A is an algorithm for the (n-steps) on-line bin-packing problem
guaranteeing a differential competitivity ratio δ > 1/2 then, A returns for the
4-steps instance L1 = { 12−, 12−, 12−, 12−}, two 2-bins: b1 = { 12−, 12−} and
b2 = { 12−, 12−}. After these observations, let us consider an on-line algorithm A
guaranteeing for LBP a differential competitivity δ > 1/2 and let us apply A to
the following 8−steps instance L = { 12−, 12−, 12−, 12−, 12+, 12+, 12+, 12+}.
We note that A does not know the size of the final instance. So, it does not know
if the adversary will reveal other items or not after the four first ones. In order
to guarantee a ratio δ > 1/2, if no item arrives later (after the four first ones),
A must form two 2-bins with the four first items revealed. In this case, if the
adversary reveals four items equal to 1/2 +  then, four 1-bins are necessarily
formed. Finally, A needs six bins to pack items of L: two 2-bins (b1, b2) and four
1-bins. For this instance L, we have λ2 = 2 = n/4, which contradicts remark 1
since for this list, we might have λ2 > n4 = 2. Consequently, A cannot guarantee
a competitivity ratio δ > 1/2.
3 The 2-steps on-line bin-packing problem
Here, we assume that the final on-line instance is revealed in two steps (such
instance is called a 2-steps instance). One can remark that the First Fit algo-
rithm guaranteeing the differential competitivity ratio δ ≥ 1/2 for the n− steps
version, guarantees at least the same ratio for the 2− clusters version of LBP .
Here, we improve this ratio by providing the algorithm called DLA, defined be-
low:
Phases of the on-line differential algorithm, DLA.
1. DLA first studies the case where the three smallest items x1, x2, x3 of the
first cluster, L1, can be packed in a same bin, i.e., x1 + x2 + x3 ≤ 1. In
this case, it uses algorithm FF to solve list L1 after ordering its items in
increasing order. Then, Algorithm FF is also used to solve the second cluster,
L2 (it does not matter if L2 is ordered in an increasing order or not).
2. The second phase of the algorithm deals with the case where no bin from
L1 can contain at least three items (even in an optimal solution of L1). We
give in this case, the following strategy, called LA.
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Strategy LA
1. i← 1 : order the first cluster, L1, in increasing order: x1 ≤ x2 · · · ≤ xn;
2. solve optimally L1 \ {x1, x2, x3} (see OPT , the last phase of algorithm FFI in [1]);
4. b+2 ← card(B+2 ) % number of 2-bins containing an item greater than 1/2.%
5. β−2 ← card(B−2 ) % number of 2-bins not containing any item greater than 1/2.%
6. b+1 ← card(B+1 ) % number of 1-bin containing an item greater than 1/2.%
7. β−1 ←
∣∣B−1 ∣∣ % number of 1-bin not containing any item greater than 1/2.%
8. Order items of B−2 ∪B−1 in decreasing order and arrange them (in this order)
by putting two items per bin;
9. x← the smallest number greater or equal to 13 (β−2 − β−1 ).
10. b−2 ← (β−2 − x)
11. If b+2 + b
−
2 > M then transform x 2-bins containing the smallest items of B
−
2 in 2x
1-bins: b−1 ← β−1 + 2x % we have broken up x 2-bins to form 2x 1-bins %
12. Form two new bins: {x1, x2} and {x3};
13. i← 2 : order L2 in an increasing order; y1 ≤ y2 · · · ≤ yp ≤ z1 ≤ · · · ≤ zq
14. If x1 + x2 + y1 ≤ 1, provide the 3-bin, {x1, x2, y1}, and process L2 \ {y1} with FF
15. else
16. If x3 + y1 + y2 ≤ 1, provide the 3-bin, {x3, y1, y2}, and process L2 \ {y1, y2} with FF
17. Else
18. IF y1 + y2 + y3 ≤ 1, form the 3-bin, {y1, y2, y3}, and process L2 \ {y1, y2, y3} with FF
19. Else
20. Select items of type zi in a decreasing order to complete bins of B−1 ∪ {x3}.
21. Order bins of B+1 in decreasing order, and complete them with items of type yi.
These items of type yi must be selected in decreasing order;
22. Form the maximum number of bins of type {yi, zj} with the left items of type yi and zj .
23. Complete (if possible) bins of type B−1 ∪ {x3} with items of type yi.
24. Finally, form bins of type {zi}, {yi, yj} and possibly a bin of type {yi}.
25. Return LA(L) %the on-line solution%
The following lemma holds.
Lemma 2. Let L be a 2-steps instance for the on-line bin-packing problem. De-
note by β3 and β+3 the number of 3-bins (resp., the number of bins containing
3 or more than 3 items) in an optimal solution. If at the end of the on-line
process the algorithm does not return a bin containing at least 3 items then,
β3 = β+3 ≤ 1.
Proof. If at the end of the on-line process the algorithm does not return a bin
containing at least 3 items then, every feasible (or optimal) solution of L1 ∪ L2
cannot contain a bin with 3 items in L1 or 3 items in L2. We cannot also have (in
an optimal solution) 3-bins of type {xi, xj , zk} since the sum of the smallest items
in L1 satisfies x1 + x2 + x3 > 1 and zk > 1/2 ≥ x3, for all k = 1 · · · q. Moreover,
we cannot return 3-bins of type {xi, yj , zk} in an optimal solution. Indeed, for
all xi, yj , zk, xi + yj + zk > x1 + yj + x2, since xi ≥ x1 and zk > 12 ≥ x2. Let us
recall that ∀j = 1 · · · p, x1 + yj + x2 > 1 (if not, our algorithm would return a
6 Bernard Kouakou, Marc Demange, and Eric Soutif
3-bin). So, we have for all xi, yj , zk, xi + yj + zk > 1.
Let us also note that an optimal solution cannot range x3, y1 and y2 in a same
bin. In the opposite case the algorithm could form the 3-bin b = {x3, y1, y2}.
Only 3-bins of type {x1, yj , yk} and {x2, yn, ym} can be returned by an optimal
algorithm. Let us then assume that the optimal algorithm returns two 3-bins,
{x1, yj , yk} and {x2, yn, ym}. In this case, we have x1 + yj + yk ≤ 1 and x2 +
yn + ym ≤ 1. Then, summing both inequalities, we have:
x1 + yj + yk + x2 + yn + ym ≤ 2. (1)
Since x1+x2+y1 > 1, and ∀j = 1 . . . p, yj ≥ y1, we have x1+x2+yj > 1, for all
j = 1, · · · , p. Then, we deduce from inequality (1) that yk+ yn+ ym < 1. This is
a contradiction since our algorithm cannot return a 3-bin from L2, which implies
β3 ≤ 1. So the optimal algorithm returns at most one 3-bin. It either of type
{x1, yj , yk} or of type {x2, yn, ym}. We can prove with a similar argument that an
optimal algorithm cannot return a bin with more than 3 items, so β3 = β+3 ≤ 1.
The following theorem holds.
Theorem 2. δDLA ≥ 23 (1− 143(b+2 +b−2 )+11 ).
Proof. Let us recall [1] that if for an instance L, Algorithm FF packs three
(3) items in a same bin then, it guarantees the differential competitivity ratio
of 23 . So according to the structure of our algorithm, it suffices to prove that
the strategy LA (second phase of Algorithm DLA) guarantees the differential
competitivity ratio δ ≥ 23 [1− 143(b+2 +b−2 )+11 ].
We recall that:
B+2 denotes the set of 2-bins containing an item greater than 1/2.
(B−2 ) is the set of 2-bins not containing any item greater than 1/2.
(B+1 ) denotes the set of 1-bin containing an item greater than 1/2.
B−1 is the set of 1-bin not containing any item greater than 1/2.
Now, let us denote by Z+2 (respectively Z
−
2 ) the number of 2-bins of type {zi, xi}
in the optimal solution, with xi ∈ B+2 ,
∣∣B+2 ∣∣ = b+2 , (resp. with xi ∈ B−2 ∪{x1, x2},∣∣B−2 ∣∣ = b−2 .) We assume that Z−2 ≥ 2.
Z−1 is the number of 2-bins of type {zi, xi} in the optimal solution, with xi ∈
B−1 ∪ {x3},
∣∣B−1 ∣∣ = b−1 .
ZY is the number of 2-bins of type {zi, yi} in the optimal solution.
K1 and K are respectively the number of 2-bins of type {xi, xj} in the opti-
mal solution, with xi ∈ B+1 , xj ∈ {x1, x2, x3} (resp. with xi or xj ∈ B+2 and
xi > 1/2).
Y1 and Y2 denote respectively the number of 2-bins of type {xi, yj} in the opti-
mal solution, with xi ∈ B+1 ,
∣∣B+1 ∣∣ = b+1 . (resp. with xi ∈ B+2 and xi > 1/2).
If we denote by β the optimal number of used bins in the final instance L, we
deduce from lemma 2 that β = β1 + β2 + β3, where βi is the number of i-bins in
the optimal solution. Let us consider an optimal solution which maximizes ZY .
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One can remark that
β2 ≤ Z+2 + Z−2 + Z−1 + ZY + Y2 + Y1 +K +K1 +
1
2
(p− ZY − Y1 − Y2) +
1
2
(b+2 + 2b
−
2 + 2 + b
−
1 + 1− Z+2 − Z−2 − Z−1 −K −K1 − β3)
As w = β1 + 2β2 + 3β3, we have w − β = β2 + 2β3 then,
w−β ≤ 1
2
(Z+2 +Z
−
2 +Z
−
1 +ZY +Y2+Y1+K+p+b
+
2 +b
−
1 +K1)+b
−
2 +
3
2
β3+
3
2
.
One can again remark that K+Z+2 +Y2 ≤ 2b+2 and K1 ≤ 3. We have also proved
that β3 ≤ 1. So,
w − β ≤ 3
2
b+2 + b
−
2 +
1
2
b−1 +
1
2
Z−2 +
1
2
Z−1 +
1
2
ZY +
1
2
Y1 +
1
2
P +
9
2
(2)
We now analyse the behavior of the algorithm. The following remarks will be
useful in the sequel.
Remark 2. In strategy LA, bins of B+1 are ordered in decreasing order and,
before assigning items of type yi to others bins, they (yi-items) are first used
to complete bins of B+1 by also selecting these yi-items in decreasing order. So,
if we denote by Y1A the number of {yi, xj}-bins, with xj ∈ B+1 , returned by
the algorithm at the end of the on-line process, it satisfies Y1A ≥ Y1. We put
Y1A = Y1 +N , N ≥ 0.
Remark 3. We know that the optimal solution contains:
Z−2 bins of type {zj , xi} with xi ∈ B−2 ∪ {x1, x2};
Z−1 bins of type {zj , xi} with xi ∈ B−1 ∪ {x3};
Y1 bins of type {yi, xj}, where xj ∈ B+1 ;
ZY bins of type {zj , yi};
and other bins of different types.
Moreover, (i) every items in B−1 ∪ {x3} is smaller than each item in B−2 , (ii)
algorithm A uses, at the second step, the biggest items of type zi to complete
bins in B−1 ∪ {x3}. It also uses the biggest items of type yi to complete bins in
B+1 .
So, if algorithm A uses less than (or exactly) Z−1 +Z
−
2 − 2 items of type zi and
exactly Y1 items of type yi to respectively complete bins in B−1 ∪ {x3} and bins
in B+1 , it can form at least ZY bins of type {zi, yj}, as in the optimal solution.
Now the question is to know what happens if the algorithm uses:
– more than Z−1 + Z
−
2 − 2 items of type zi to complete bins in B−1 ∪ {x3}
– more than Y1 items of type yi to complete bins of B+1
– more than Z−1 +Z
−
2 − 2 items of type zi and more than Y1 items of type yi,
at the same time, to complete bins in B−1 ∪{x3} and bins in B+1 respectively.
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This remark leads us to the following cases (we denote by ZA the number of
items of type zi used by the algorithm to complete bins in B−1 ∪ {x3}).
case 1: b−1 + 1 ≤ Z−2 + Z−1 − 2.
As the Strategy LA first complete bins in B−1 ∪{x3} with zi items before assign-
ing others bins to the left items of type zi, the algorithm uses, here, less than
(or exactly) Z−2 + Z
−
1 − 2 items of type zi in order to transform each 1-bin of
B−1 ∪ {x3} in 2-bin, i.e ZA ≤ Z−2 + Z−1 − 2. So we focus our analysis on the
number of yi − items used by the algorithm to transform some 1-bins of B+1 in
2-bins.
Let us denote by ZYA the number of {zi, yj}-bins returned by the algorithm at
the end of the on-line process. Then,
λ2 = b+2 + b
−
2 + 1 + b
−
1 + 1 + ZYA + Y1A +
1
2
(P − ZYA − Y1A − 1) (3)
with 1 = 0, if P − ZYA − Y1A is even, or 1 if not.
As ZY bins of type {zi, yj} have been returned in the optimal solution, We
distinguish the following two sub-cases.
case 1-a: ZYA ≥ ZY , i.e ZYA = ZY +MA, with MA ≥ 0.
It means that after constructing Y1A bins of type {yi, xj}, there are enough yi-
items to form at least ZY bins of type {zi, yj}. Equality 3 (see above) becomes
λ2 = b+2 + b
−
2 +1+ b
−
1 +1+ZY +MA+Y1+N +
1
2
(P −ZY −MA−Y1−N − 1)
which leads us to
w − λ = λ2 ≥ b+2 + b−2 + b−1 +
1
2
ZY +
1
2
Y1 +
1
2
P +
3
2
case 1-b: ZYA < ZY , i.e ZYA = ZY −MA, with MA > 0.
Here, after constructing Y1A bins of type {yi, xj}, there are not enough yi-items
to form, at least, ZY bins of type {zi, yj}. We know that Y1A = Y1 + N and
for the current sub-case, ZYA = ZY −MA. Then, one can remark that (for this
sub-case) N ≥ MA. In the opposite case, revisiting Remark 3, one can see that
the optimal solution cannot contain ZY bins of type {zi, yi}. Equality 3 becomes
λ2 = b+2 + b
−
2 +1+ b
−
1 +1+ZY −MA+Y1+N +
1
2
(P −ZY +MA−Y1−N − 1)
which leads us to (since N ≥MA)
w − λ = λ2 ≥ b+2 + b−2 + b−1 +
1
2
ZY +
1
2
Y1 +
1
2
P +
3
2
For these two sub-cases, we have
w − λ ≥ b+2 + b−2 + b−1 +
1
2
ZY +
1
2
Y1 +
1
2
P +
3
2
(4)
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Inequalities 2 and 4 imply:
δ =
w − λDLA
w − β(L) ≥
b+2 + b
−
2 + b
−
1 +
1
2ZY +
1
2Y1 +
1
2P +
3
2
3
2b
+
2 + b
−
2 +
1
2b
−
1 +
1
2Z
−
2 +
1
2Z
−
1 +
1
2ZY +
1
2Y1 +
1
2P +
9
2
Since Z−1 ≤ b−1 + 1 and Z−2 ≤ 2b−2 + 2, we have
δ ≥ b
+
2 + b
−
2 + b
−
1 + [
1
2ZY +
1
2Y1 +
1
2P ] +
3
2
3
2b
+
2 + 2b
−
2 + b
−
1 + [
1
2ZY +
1
2Y1 +
1
2P ] + 6
As the above expression increases in [ 12ZY +
1
2Y1 +
1
2P ], we have
δ ≥ b
+
2 + b
−
2 + b
−
1 +
3
2
3
2b
+
2 + 2b
−
2 + b
−
1 + 6
.
Since x =
⌈
1
3 (β
−
2 − β−1 )
⌉
, we have b−1 = b
−
2 + , with  ≤ 2. So,
δ ≥ b
+
2 + 2b
−
2 + +
3
2
3
2 (b
+
2 + 2b
−
2 +
2
3+ 4)
=
2
3
(1− 15− 2
6b+2 + 12b
−
2 + 4+ 24
) = δ1().
case 2. b−1 + 1 > Z
−
1 + Z
−
2 − 2
In this case, the algorithm uses at least Z−2 +Z
−
1 −2 items of type zi to complete
bins in B−1 ∪ {x3}, i.e. ZA ≥ Z−2 + Z−1 − 2. We also know by definition of ZA
that it satisfies ZA ≤ b−1 + 1. So, if b−1 + 1 > Z−2 + Z−1 − 2 (this is the case in
this part) we have Z−2 +Z
−
1 − 2 ≤ ZA ≤ b−1 +1. we put ZA = Z−2 +Z−1 − 2+M
(M ≥ 0). We then distinguish two sub-cases.
case 2.1 ZA = b−1 + 1 > Z
−
1 + Z
−
2 − 2
In this first sub-case, each 1-bin of B−1 ∪{x3} is completed (at the second step) by
items of type zi; but the number of zi-items used by the algorithm to complete
bins of B−1 ∪ {x3} is greater than the number of zi-items used by the optimal
algorithm to form bins of type {xi, zi}, with xi ∈ B−1 ∪B−2 .
Let us note that after forming Y1A bins of type {yi, xi}, xi ∈ B+1 , and completing
the b−1 + 1 bins of B
−
1 ∪ {x3} with items of type zi, two situations may occur:
a): ZYA = ZY + MA, with MA ≥ 0. This corresponds to the case where the
algorithm has enough items of type zi and yi to form at least ZY bins of type
{zi, yi}; (recall that before forming {zi, yj} bins, the algorithm had to form Y1A
bins of type {yi, xi}, xi ∈ B+1 and ZA = b−1 + 1 bins of type {zi, xj} with
xj ∈ B−1 ∪ {x3}). We have
λ2 = b+2 + b
−
2 + 1 + b
−
1 + 1 + ZYA + Y1A +
1
2
(P − ZYA − Y1A − 1)
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As ZYA = ZY + MA and Y1A = Y1 + N , with MA ≥ 0 and N ≥ 0, the last
equality implies (since 1 ≤ 1):
λ2 ≥ b+2 + b−2 + b−1 +
1
2
ZY +
1
2
Y1 +
1
2
P +
3
2
.
This is inequality (4), the one of case 1.
b) ZYA = ZY −MA, with MA > 0. This is the case where the algorithm does
not have enough items of type zi and/or it does not have enough items of type yi
to form at least ZY bins of type {zi, yi}. The equality λ2 = b+2 +b−2 +1+b−1 +1+
ZYA+Y1A+ 12 (P−ZYA−Y1A−1) implies (since b−1 +1 = ZA = Z−2 +Z−1 −2+M) :
λ2 ≥ b+2 + b−2 + 1 +
1
2
(Z−2 + Z
−
1 − 2 +M) +
1
2
(Z−2 + Z
−
1 − 2 +M) +
1
2
ZYA +
1
2
Y1A +
1
2
P − 1
2
(5)
Let us recall that ZYA = ZY −MA and Y1A = Y1 +N . The last inequality, (5),
becomes:
λ2 ≥ b+2 + b−2 +
1
2
(b−1 + 1) +
1
2
Z−2 +
1
2
Z−1 +
1
2
ZY +
1
2
Y1 +
1
2
P − 1
2
+
[
1
2
M +
1
2
N − 1
2
MA], (6)
As M +N ≥ MA, (In the opposite case, revisiting Remark 3, one can see that
the optimal solution cannot contain ZY bins of type {zi, yi}), inequality 6 leads
us to
w − λ = λ2 ≥ b+2 + b−2 +
1
2
b−1 +
1
2
Z−2 +
1
2
Z−1 +
1
2
ZY +
1
2
Y1 +
1
2
P.
Then, demonstration similar to the one of case 1 leads us to
δ ≥ 2
3
(1− 6− b
−
2 − 13
2(b+2 + b
−
2 +
1
3+ 3)
) = δ2.1().
case 2.2. b−1 + 1 > ZA.
Here, some items in B−1 ∪ {x3} cannot be matched by zi-items. So, yi-items can
be used to complete bins in B−1 ∪{x3} and transform them in 2-bins. Revisiting
algorithm LA, one can see that before completing bins in B−1 ∪{x3} by yi-items,
the algorithm has to form Y1A + ZYA bins; each bin containing an item of type
yi. So it remains p−Y1A−ZYA items of type yi. We can distinguish the following
two sub-cases.
case 2.2.1 P − Y1A − ZYA ≥ b−1 + 1− ZA
Here, all items in B−1 ∪ {x3} which have not been completed by a zi-item are
now completed by items of type yi.
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Then, w − λ = λ2 = b+2 + (b−2 + 1) + (b−1 + 1) + Y1A + ZYA + 12 (P − Y1A −
ZYA − b−1 − 1 + ZA − 1)
Arguments similar to the one of item (b) of case 2.1 yield:
w − λ = λ2 ≥ b+2 + b−2 +
1
2
b−1 +
1
2
Z−2 +
1
2
Z−1 +
1
2
ZY +
1
2
Y1 +
1
2
P,
which brings us back to the last case 2.1.
case 2.2.2. p− Y1A − ZYA < b−1 + 1− ZA
In this case, some items in B−1 ∪{x3} which are not completed by a zi-item will
not be matched by yi-items. Only ZA+P −Y1A−ZYA items in B−1 ∪{x3} have
been matched by items of the second cluster.
Then, w − λ = λ2 ≥ b+2 + (b−2 + 1) + Y1A + ZYA + ZA + P − Y1A − ZYA, i.e:
w − λ ≥ b+2 + b−2 + P + Z−2 + Z−1 − 1, since ZA ≥ Z−2 + Z−1 − 2.
We know that w−β ≤ 32b+2 + b−2 + 12b−1 + 12Z−2 + 12Z−1 + 12ZY + 12Y1+ 12P +9/2.
Moreover, ZY + Y1 ≤ P , so:
w − β ≤ 3
2
b+2 + b
−
2 +
1
2
b−1 +
1
2
Z−2 +
1
2
Z−1 + P +
9
2
By considering once again sub-cases ZYA = ZY +MA and ZYA = ZY −MA
(as in the case 2.1) and using similar arguments to the ones of case 1, we have:
δ ≥ 2
3
(1− 12 + 
3b+2 + 3b
−
2 + + 9
)
It is easy to verify that δ1() and δ2.1() = δ2.2.1() increase in  and δ2.2.2() is
decreasing in . It implies that ( ∈]0, 2]):
case 1 :
δ ≥ δ1(0) = 23(1−
15
6b+2 + 12b
−
2 + 24
) =
2
3
(1− 5
2b+2 + 4b
−
2 + 8
)
case 2.1 :
δ ≥ δ2.1(0) = 23(1−
6− b−2
2(b+2 + b
−
2 + 3)
)
case 2.2.1 :
δ2.2.1(0) = δ2.1(0)
case 2.2.2 :
δ ≥ δ2.2.2(2) = 23(1−
14
3(b+2 + b
−
2 ) + 11
).
It is easy to prove that δ2.2.2(2) ≤ δ2.1(0) and δ2.2.2(2) ≤ δ1(0), which means
δ ≥ δ2.2.2(2) = 23(1−
14
3(b+2 + b
−
2 ) + 11
).
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In what follows, we give an hardness result that account, on the one hand, for
the difficulty of the LBP problem and, on the other hand, for the quality of the
algorithm developed to solve the 2− steps on-line bin-packing problem.
Theorem 3. If the final instance is revealed in two clusters, then no algorithm
can guarantee a differential competitivity ratio greater than 2/3, for LBP .
Proof. Let us consider the following lists, L1 and L2, where L1 contains n items
equal to 12− and L2 contains also n items all identical to 12+. Let L be L1∪L2.
Applying any algorithm A to instance L1, it returns a solution B1 composed of
two types of bins: 1-bins and 2-bins. Moreover, let us suppose that the second
cluster to be revealed is empty and let xA be the number of 1-bins returned
by A; then we have n−xA2 2-bins. i.e., λA(L1) = xA +
n−xA
2 =
n+xA
2 , while
β(L1) = n2 . Consequently w(L1) − λA(L1) = n−xA2 and w(L1) − β(L1) = n2 .
Therefore, [w(L1)− λA(L1)]/[w(L1)− β(L1)] = n−xAn . Let us now assume that
the second cluster is not empty. It is exactly equal to L2 which contains n items
all identical to 12 + . Let us remark that |L| = |L1 ∪ L2| = 2n and β(L) = n.
Applying algorithm A to instance L = L1∪L2, in best case, A completes the xA
1-bins returned at the first step to get xA 2-bins. And at the end of the on-line
process, in best case, algorithm A returns exactly n − xA 1-bins (composed of
items of L2). So, λA(L) ≥ n+xA2 + n− xA = 3n−xA2 .
It leads us to: w(L)−λA(L) ≤ n+xA2 and w(L)−β(L) = n (recall that β(L) = n
and w(L) = 2n). Then,
[w(L)− λA(L)]/[w(L)− β(L)] ≤ n+ xA2n ,
which implies, for every algorithm A:
δA ≤ min
{
n− xA
n
;
n+ xA
2n
}
and max
A
{δA} ≤ max
A
{
min{n− xA
n
;
n+ xA
2n
}
}
.
Since max
A
{
min{n−xAn ; n+xA2n }
}
is tight when n−xAn =
n+xA
2n , i.e., xA =
n
3 ,
we can conclude that max
A
{δA} ≤ 2/3, which also concludes the proof of the
theorem.
All those results are displayed in the following table.
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Problems on-line
version
ratio specific general
hardness hardness
results results
Standard δFF ≥ 1/2 δFF ≤ 1/2 δ ≤ 1/2
LBP
(LBP, I) δFF ≥ 1/2 δFF ≤ 1/2 δ ≤ 1/2
(LBP, D) δFFD ≥ 3/4 δFFD ≤ 3/4 ?
LBP δ∞DLA ≥ 2/3 δDLA ≤ 2/3 δ ≤ 2/3
2-clusters
4 On-line bin-packing problem: LIB version
The on-line bin-packing problem with longest items at the bottom (LIB) is de-
fined below: in any bin, for any pair of items i and j, if the size of j is greater
than the one of i, then j should be placed into the bin before i. For this version,
we first deal with the differential competitivity ratio guaranteed by algorithms
First Fit (FF ) and Best Fit (BF ). Then we study the limits of these algorithms
(hardness results) and finally we give another hardness result available for ev-
ery on-line algorithm solving (LBP − LIB), the on-line bin-packing problem
with LIB constraint. It is proved in [13] (under the standard approximation
ratio) that no algorithm can do better than 1.76 while First Fit can do better
than 2. Let w(I), λ(I) and β(I) be respectively the worst solution, the solution
returned by an on-line algorithm A and the on-line optimal solution of the
instance L. Moreover, let put δA(I) = [w(I) − λ(I)]/[w(I) − β(I)]; then the
quantity δA = sup {r : δA(I) ≥ r, I instance of (BP − LIB)} denotes the dif-
ferential competitivity ratio guaranteed by the algorithm A. We emphasis that
here, we use the on-line optimum. It is easy to verify that lemma 1 (section 2)
can be adapted to the LIB version. We now give the differential ratio provided
by First Fit when it is used to solve the LIB-version of the bin-packing problem.
Theorem 4. δFF ≥ 1/2; Moreover, this bound is tight.
Proof. We prove that the differential ratio guaranteed by First Fit, FF , when
applied on a worst-instance is at least 1/2. Let L be a worst-instance for the pair
(LBP − LIB, FF ).
If λFF (L) = w(L) = n, then λFF (L) = β(L). Indeed, if λFF (L) = w(L) = n
then, for all pair (x, y) of items in L, we have the two cases x + y > 1 or
x + y ≤ 1 and in this last case, max{x, y} has been revealed after min{x, y}.
Therefore the optimal on-line algorithm will pack each item in its own bin,
i.e., β(L) = λFF (L) = w(L) = n. This situation is not possible if L is a worst
instance for (LBP −LIB) since for such an instance, algorithm A has the worst
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behavior. As λFF (L) 6= n, there exists a bin b ∈ FF (L) containing at least
two items. Let us set L
′
= L \ b = (⋃bi∈FF (L) bi) \ b. The list L′ satisfies the
hypothesis of the lemma 1 page 3, with x = 0, y = 1 and z = |b| ≥ 2, which
implies δA(L) ≥ (z−1)z . As the function (z−1)z is increasing in z and z ≥ 2, we
have δA(L) ≥ 12 . The analysis being made with a worst-instance, we can conclude
that, for all L, δA(L) ≥ 12 , which means δFF (L) ≥ 12 .
In order to prove that this ratio is tight, we construct an instance L of size 4k (k
is an integer) for which the algorithm achieves the ratio 1/2. The instance L is the
concatenation of lists L1 = { 12 , · · · , 12} and L2 = { 12−2k, 12−(2k−1), · · · , 12−}
(each list is of size 2k). L = L1 ∪ L2. Algorithm FF packs L1 in exactly k bins
when it packs the 2k elements of the list L2 in 2k bins (one item per bin),
since list L2 is increasing and the LIB constraint does not allow us to pack a
longer item above a smaller one. Therefore, λFF (L) = 3k. As an optimal solution
requires 2k bins of type { 12 , 12 − j}, j = 1, · · · 2k, we have
n− λFF
n− β(L) =
4k − 3k
4k − 2k =
1
2
.
We have previously given the limits of the First Fit Algorithm for (LBP−LIB).
We now prove that this hardness result holds for every algorithm solving (LBP−
LIB).
Theorem 5. Let A be an on-line algorithm solving (LBP −LIB). If A guaran-
tees a competitivity ratio δ, then δ ≤ 12 i.e no on-line algorithm for (LBP−LIB)
can guarantee a competitivity ratio δ > 1/2.
Proof. Let us consider an on-line algorithm for (LBP − LIB) guaranteeing a
differential competitivity ratio δ > 1/2. The following lemma can be seen as the
LIB version of remark 1.
Lemma 3. Let A be an on-line (LBP −LIB)-algorithm guaranteeing a differ-
ential competitivity ratio δ > 1/2. Then A returns two 2-bins for the 4-steps
instance L1 = { 512 + 4, 512 + 3, 512 + 2, 512 + }.
The proof of this lemma is similar to the one of the remark 1: as remark 1 also
holds for the LIB version of LBP , it is easy to see that if A does not return
two 2-bins, it never guarantees a ratio δ > 1/2 for the 4-steps instance here
considered.
Let us come back to the proof of the theorem. It suffices to consider the list L
which is the concatenation of the following sub-lists:
L1 = { 512 + 4, 512 + 3, 512 + 2, 512 + }, L
′
1 = { 13 + , 13 + 2, 13 + 3, 13 + 4}.
L2 = { 512 + 6, 512 + 5}, L
′
2 = { 13 + 5, 13 + 6}.
...
...
Lk = { 512 + 2(k + 1), 12 + (2k + 1)}, L
′
k = { 13 + (2k + 1), 13 + 2(k + 1)}.
L =
⋃
k≥1(Lk∪L
′
k) where items of L are revealed in order L1, L
′
1, L2, L
′
2, · · · , Lk, L
′
k
i.e. items of L1 are first revealed, then the ones of L
′
1 follow and so on. Using
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the LIB constraint and arguments similar to the ones of the theorem 1, one can
easily conclude the proof of the theorem.
We now study some particular cases.
1.First Fit: increasing sizes
Here, if an item xi is revealed before item xj , then xi ≥ xj . For every bin b, we
denote by totalsize the sum of the items held by b. The FF algorithm works as
follows: if an arriving item i is greater than its predecessor i− 1, it is placed in
its own (new) bin bk+1. Otherwise, if xi = xi−1, place i on top of i − 1 in bk
(unless xi > 1− totalsize(k), in this case, i is placed into a new bin). Clearly, an
exact algorithm (one that always returns an optimal solution) cannot do better
than FF. It follows that, for these instances, the competivity ratio of algorithm
FF is one.
2. First Fit: decreasing sizes
This version is identical to the case with no LIB-constraints. So all results we
got for (LBP,D) also hold for (LBP − LIB,D).
As for the general hardness result of algorithms solving the two-clusters on-line
bin-packing with LIB constraint, we provide a similar theorem to theorem 3.
Theorem 6. If the final instance of the bin-packing problem with LIB con-
straint is revealed in two clusters, then no algorithm can guarantee a competitiv-
ity ratio greater than 2/3.
Proof. it suffices to consider the two clusters L1 = { 12 , · · · , 12} (2k items) L2 ={ 12 −2k, 11 − (2k−1), · · · , 12 −, }. Then, the rest of the proof is exactly similar
to the one of theorem 3.
5 Conclusion
In this paper,we have considered three versions of the on-line bin-packing prob-
lem. For each one, we used an approximation criterion called differential ratio to
analyse the competitivity behavior of algorithms developed to solve it. In both
n−steps and 2−steps versions, we proved that no algorithm can do better than
the ones here developed. So, n−steps and 2−steps on-line bin-packing problems
are well solved under the differential approximation criterion. Our hardness re-
sults also imply that the n-steps and 2-steps bin-packing problem do not admit
a differential approximation schema, contrary to the off-line framework. We also
studied the on-line bin-packing problem with the additional constraint that the
items have to be placed in bins in the order of their length. The longest item is
required to be placed at the bottom (the LIB constraint). For this problem, we
prove that, the n− steps version (items are revealed one by one) is well studied
with the differential approximation, since δFF ≥ 1/2 and no algorithm can do
better than 1/2. For the 2−steps LIB version, no algorithm can do better than
2/3. An open problem is to develop an algorithm guaranteeing differential ratio
better than 1/2.
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