This paper discusses the numerical solution of periodic initial value problems. Two classes of methods are discussed, superimplicit and Obrechkoff. The advantage of Obrechkoff methods is that they are high-order one-step methods and thus will not require additional starting values. On the other hand they will require higher derivatives of the right-hand side. In cases when the right-hand side is very complex, we may prefer super-implicit methods. We develop a super-implicit P-stable method of order 12 and Obrechkoff method of order 18. Published by Elsevier Ltd
Introduction
In this paper we discuss the numerical solution of a special class (for which y is missing) of second-order initial value problems (IVPs), y (x) = f (x, y(x)), y(0) = y 0 , y (0) = y 0 .
There is a vast literature for the numerical solution of these problems as well as for the general second-order IVPs, y (x) = f (x, y(x), y (x)), y(0) = y 0 , y (0) = y 0 .
See for example the excellent book by Lambert [1] . One class of methods is due to Obrechkoff [2] . 1 These methods for the solution of first-order IVPs are given by (see e.g. Lambert [1] , pp. 199-204, or Lambert and Mitchell, [3] ) (3) * Tel.: +1 831 656 2235; fax: +1 831 656 2355. E-mail address: byneta@gmail.com. 1 The Bulgarian mathematician Academician Nikola Obrechkoff (1896 Obrechkoff ( -1963 , born in Varna) did pioneering work in such diverse fields as analysis, algebra, number theory, numerical analysis, summation of divergent series, probability and statistics.
According to Lambert and Mitchell [3] , the error constant decreases more rapidly with increasing rather than the step k. It is difficult to satisfy the zero stability for large k. The weak stability interval appears to be small. The advantage of Obrechkoff methods is the fact that these are one-step high-order methods and as such do not require additional starting values. A list of Obrechkoff methods for = 1, 2, . . . , 5 − k, k = 1, 2, 3, 4 is given in Lambert and Mitchell [3] . For example, for k = 1 and = 3 we get an implicit method of order 6 with an error constant
and the method is
Obrechkoff methods for the solution of second-order IVPs (1) can be found in Ananthakrishnaiah [4] , and Simos [5] . See also more recent work by Sakas and Simos [6] [7] [8] , Simos [9, 10] and Neta [11] . In Rai and Ananthakrishnaiah [12] , Obrechkoff methods for general second-order differential equations (2) are developed.
The other class, called super-implicit, was developed recently by Fukushima [13] for the first-order IVPs and for the special second-order IVPs (1). The methods are called super-implicit because they require the knowledge of functions not only at past and present but also at future time steps. Fukushima developed Cowell and Adams type super-implicit methods of arbitrary degree and auxiliary formulas to be used in the starting and ending procedures. The resulting methods work as a one-step method integrating a large time interval. Symmetric Cowell type methods of order up to 12 are given. The integration error grows linearly with respect to time as in symmetric multistep methods.
The general form of such methods for the second-order IVPs (1) is given by
The first step is evaluating y 1 using the initial conditions and some future values
Next, obtain the additional values y 2 , . . . , y m−1 , using
The coefficients b (n) j are given in Fukushima. Then the method is given by
For example, the 12th-order Cowell type super-implicit is given by 
Thus we have to solve a system of nonlinear equations. In order to make the system smaller, one can subdivide the total interval of integration into subintervals. In any case we require special formulas to obtain the ending values.
Before we continue, we need several definitions. For the multistep method to solve the second-order IVP
we define the characteristic polynomials
and
The order of the method is defined to be p if for an adequately smooth arbitrary test function ζ (x),
where C p+2 is the error constant. The method is assumed to satisfy the following:
The method is called symmetric if
Definition (Lambert and Watson, [14] ). The method described by the characteristic polynomials ρ, σ is said to have interval of periodicity (0, H 2 0 ) if for all H 2 in the interval the roots of
where θ (H ) is a real function.
Definition (Lambert and Watson, [14] ). The method described by the characteristic polynomials ρ, σ is said to be P-stable if its interval of periodicity is (0, ∞).
Lambert and Watson [14] proved that a method described by ρ, σ has a nonvanishing interval of periodicity only if it is symmetric and for P-stability the order cannot exceed 2. Fukushima [15] has proved that the condition is also sufficient. To be precise, we quote the result of Fukushima [15] .
Theorem. Consider an irreducible, convergent, symmetric multistep method. Define a function
Then the method has a nonvanishing interval of periodicity if and only if
is positive on all the nonzero double roots of g(θ ) in the interval [0, π].
However, higher-order P-stable methods were developed by introducing off-step points or higher derivatives of f (x, y) (Obrechkoff).
Second-order IVPs
The numerical integration methods for (1) can be divided into two distinct classes: (a) problems for which the solution period is known (even approximately) in advance; (b) problems for which the period is not known (Ananthakrishnaiah, [4] ). For the first class, see Gautschi [16] and Neta [17] and references therein. Here we consider the second class only, i.e. we are not assuming any knowledge of the solution period.
In this section we take the P-stable method of order 12 given by Wang et al. [18] , 
and show how to get a super-implicit P-stable method equivalent to it. This method has a truncation error 45 469 1 697 361 329 664 000
where α 2 is given by 
In order to get a super-implicit method we can use the idea of Neta and Fukushima [19] , i.e. replace the sixth-and fourth-order derivatives by second-order derivatives at neighboring points. Suppose we have a method
Replacing h 4 β 1 y 
Similarly, replacing h 6 γ 1 y
n+1 + y
n−1 + γ 2 y (6) n by h 2 A 6 y n + B 6 y n+1 + y n−1 + D 6 y n+2 + y n−2 + F 6 y n+3 + y n−3 + H 6 y n+4 + y n−4
and using MAPLE we found
.
The method is then y n+1 = 2y n − y n−1 + h 2 N 0 y n + N 1 y n+1 + y n−1 + N 2 y n+2 + y n−2 + N 3 y n+3 + y n−3 + N 4 y n+4 + y n−4 + N 5 y n+5 + y n−5 + O h 14 (20) where 
x)
. This method is actually very similar to (9) with the only exception being the coefficient of f n . The error constant is larger than that of (13) . This phenomenon was discovered by Neta and Fukushima [19] .
The problem is that we are requiring five points in the future; on the other hand, we do not need a special formula for the first derivative but do need special formulas for starting and ending points of the integration interval.
We will now try to get another method by using more points on the left. Clearly, to satisfy the first two conditions of consistency, ρ(1) = ρ (1) = 0, and to satisfy the zero stability, we need
with a and b bounded by 1 but not equal to 1. Adding the condition of symmetry, we find that a = i, and b = −i, i.e.
Consider the method (see, for example, the P-stable four-step method in Wang, [21] )
We have more parameters, since we are allowing the use of five points. In order for the method to be P-stable, we apply it to the test equation
to get e iωx (A(hω) + B(hω) cos(hω) + C(hω) cos(2hω)) = 0
where
Following Wang et al. [18] , we solve (26) for α 3 to get
Now substitute (28), after expanding the cosine into Taylor series, into (24) and expand into Taylor series to get a system of equations for the coefficients of h 2m , m = 2, 3, . . . , 9: 
The local truncation error is We now obtain a super-implicit method equivalent to it. Following the same steps as earlier, we replace the fourth-and sixth-order derivatives by a combination of second-order derivatives at neighboring points. The work was done with MAPLE, and we get y n+2 − 2y n+1 + 2y n − 2y n−1 + y n−2 = −h 2 N 0 y n + N 1 y n+1 + y n−1 + N 2 y n+2 + y n−2 + N 3 y n+3 + y n−3 + N 4 y n+4 + y n−4 (39) 
Unfortunately this is only of order 10 with an error constant of
79 833 600 . In order to increase its order, one must use five points in the future. Thus taking the two additional values on the left did not alleviate this problem.
Numerical experiments
In our first experiment, we have used the 12th-order P-stable method due to Wang et al. [18] and our 18th-order P-stable method given by (24) and (37) to solve the following initial value problem:
subject to
where ω = 5. The exact solution is
whose complex oscillatory pattern can be seen in Fig. 1 . Both methods showed great results using h = π/8 and integrating up to x = 10π . See the plot of the numerical solutions and the exact solution in Fig. 2 .
In our second example, we solved the almost periodic problem studied by Stiefel and Bettis [22] , Table 1 Comparing the P-stable 10th-order due to Simos with the 12th-order due to Wang and with our 18th-order for the almost periodic problem
Step whose theoretical solution is
The point z(x) spirals slowly outwards, so that at time x its distance from the origin is
We have solved the problem for 0 ≤ x ≤ 40π using h = π/4, π/5, π/6, π/9, π/12. In Table 1 we present the results showing the error in the distance from the origin using our 18th-order method along with the result of Simos' 10th-order [5] and Wang's 12th-order [21] .
In our next example, we solve the nonlinear Duffing equation
where Ω = 1.01 and B = .002. We use the following as the exact solution: 
We have summarized the results at the end of several periods (up to 50) using a step-size h = π/8 in Table 2 . Notice that our method yields smaller absolute errors.
In our last example, we ran our 18th-order method using h = π/12 and compared the results to the 12th-order super-implicit method in Neta and Fukushima [19] for solving the nonlinear Duffing equation. We list the absolute errors in Table 3 . Table 2 Comparing the P-stable 12th-order due to Wang with our 18th-order for the nonlinear Duffing equation using h = π/8 
Conclusions
In this paper we developed P-stable super-implicit and Obrechkoff methods. The advantage of Obrechkoff methods is that they are high-order one-step methods and thus will not require additional starting values. On the other hand, they will require higher derivatives of the right-hand side. In cases when the right-hand side is very complex, we may prefer super-implicit methods. We developed a super-implicit P-stable method of order 12 and an Obrechkoff method of order 18.
