This paper follows on from [N], in which we study flat surfaces with erasing forest, these surfaces are obtained by deforming the metric structure of translation surfaces, and their moduli space can be viewed as some deformations of the moduli space of translation surfaces. We showed that the moduli spaces of such surfaces are complex orbifolds, and admit a natural volume form µ Tr . The aim of this paper is to show that the volume of those moduli spaces with respect to µ Tr normalized by some energy function involving the area, and the total length of the erasing forest, is finite. Since translation surfaces, and flat surfaces of genus zero can be viewed as special cases of flat surfaces with erasing forest, and on their moduli space, the volume form µ Tr equals the usual ones up to a multiplicative constant, this result allows us to recover some classical results of Masur-Veech, and of Thurston concerning the finiteness of the volume of the moduli space of translation sufaces, and of the moduli space of polyhedral flat surfaces.
Introduction
In [N] , we have introduced the notion of flat surface with erasing forest. An erasing forestÂ in a flat surface with conical singularities Σ is a union of disjoint geodesic trees such that
• the vertex set ofÂ contains all the singularities of Σ,
• the holonomy of any closed curve which does not intersect the forestÂ is a translation of R 2 .
Note that a 'generic' flat surface does not admit any erasing forest.
Recall that a translation surface is a flat surface with conical singularities verifying the following property: the holonomy of any closed curve (which does not contain any singularity) is a translation. Given a translation surface Σ, we can construct a flat surface with erasing forest by deforming its metric structure as follows: first, cut off a small disk about a singular point of Σ, note that by the definition of translation surface, the cone angle at any singular point of Σ must belong to 2πN. We can modify the metric structure inside the small disk to get a flat disk with several singular points, whose cone angles can be chosen arbitrarily, while the boundary stays unchanged. We can then glue the disk back to Σ. If the boundary is convex, then it is not hard to show that there exists a geodesic tree inside the disk whose vertex set is the set of singularities. Carrying out this operation for all the singular points of Σ, we get a new flat surface Σ ′ together with a family of geodesic trees. By construction, the union of these trees is an erasing forest of Σ ′ .
A translation surface is a particular flat surface with erasing forest, where each tree in the erasing forest is just a singular point. A flat surface of genus zero can also be viewed as a flat surface with erasing forest, since there always exists a geodesic tree on this surface whose vertex set is the set of singularities, and the complement of such a tree is just a topological disk.
Given a flat surface Σ with an erasing forestÂ, a parallel vector field on Σ is a vector field defined on the complement of the erasing forestÂ which is invariant by the parallel transport. In a local chart of the flat metric structure, the integral lines of such a field are parallel. On any (connected) flat surface with erasing forest, such vector fields always exist, they are uniquely determined by a tangent vector at a fixed point in the complement of the erasing forest.
Given an integer g 0, and positive real numbers α 1 , . . . , α n , verifying n i=1 α i = (2g + n − 2)2π, let us fix a familyÂ = {A 1 , . . . , A m } of topological trees such that the total number of vertices of the trees inÂ is n, and choose a numbering on the set of vertices ofÂ. Note that we consider an isolated point as a special tree. Let α denote the vector (α 1 , . . . , α n ), and M et (Â, α) denote the set of triples (Σ,Â, ξ) where
• Σ is a closed, connected, oriented flat surface of genus g with cone singularities,
•Â is an erasing forest in Σ consisting of m geodesic trees A 1 , . . . , A m , we also suppose that the trees and vertices ofÂ are numbered so that A j is isomorphic to A j (as topological trees), and by those isomorphisms, the i-th vertex ofÂ is mapped to a singular point with cone angle α i .
• ξ is a unitary parallel vector field defined on Σ \Â.
In [N] , we proved that M et (Â, α) has a structure of analytic complex orbifold of dimension 2g + n − 1 if α i ∈ 2πN, ∀i = 1, . . . , n, 2g + n − 2 otherwise, together with a natural volume form µ Tr . Remark that, as all the trees in the erasing forest shrink to points, a flat surface with erasing forest becomes a translation surface. Therefore, M et (Â, α) can be viewed as a deformation of some stratum of the moduli space of translation surfaces.
Consider the following function on M et (Â, α)
where ℓ(Â) is the total length of the trees inÂ. In what follows, we will call a topological tree which is not a point a non-trivial tree. The main result of this paper is the following Theorem 1.1 If at least one of the trees in the familyÂ is non-trivial, then the integral of the function F et over M et (Â, α) with respect to µ Tr is finite:
Remark:
• The integral (1) is still finite if we multiply the total length of the erasing forest by a parameter ǫ > 0, that is the statement of Theorem 1.1 is also true for functions F et ǫ : (Σ,Â, ξ) → exp(−Area(Σ) − ǫℓ 2 (Â)), with ǫ > 0.
• Let e 1 , . . . , e n−m denote the edges of the trees in the forestÂ, and ℓ(e i ) denote the length of e i , then the integral (1) is also finite if we replace F et by the function The proofs for F et ǫ and F et are the same as the proof for F et .
In the case where all the trees inÂ are points, the space M et (Â, α) is identified to a stratum H(k 1 , . . . , k n ) of the moduli space of Abelian differentials on Riemann surfaces of genus g, and we have F et (Σ,Â, ξ) = exp(−Area(Σ)).
The similar result for this case can be proved as a consequence of Theorem 1.1, that is exp(−Area(.))dµ Tr < ∞.
Note that the assumption that at least one of the trees in the forest is not a point is crucial for the proof of Theorem 1.1, hence, Theorem 1.2 cannot be considered as a particular case of Theorem 1.1.
Let H 1 (k 1 , . . . , k n ) denote the subset of H(k 1 , . . . , k n ) consisting of surfaces of unit area. and the corollary follows.
On the space H(k 1 , . . . , k n ), we have (see [MT] , [Z2] ) a "natural" volume form µ 0 which is defined by the period mapping, let µ 1 0 denote the volume form on H 1 (k 1 , . . . , k n ) which is induced by µ 0 . In [N] , we proved that µ Tr = λµ 0 , where λ is a constant on each connected component of H(k 1 , . . . , k n ). By a well known result of Kontsevich-Zorich [KZ] , we know that H(k 1 , . . . , k n ) has at most three connected components, thus Corollary 1.3 is equivalent to the classical result of Masur-Veech stating that the volume of H 1 (k 1 , . . . , k n ) with respect to µ 1 0 is finite.
Let us now consider flat surfaces of genus zero, that is flat surfaces homeomorphic to the sphere S 2 . Fix n, n 3, positive real numbers α 1 , . . . , α n verifying
Let α denote the n-uple (α 1 , . . . , α n ), and M(S 2 , α) * denote the moduli space of flat surfaces of genus zero having exactly n singular points with cone angles α 1 , . . . , α n . Let M(S 2 , α) denote the product space M(S 2 , α) * × S 1 .
Given a point (Σ, e ıθ ) in M(S 2 , α), it is not difficult to see that there always exists an erasing forest consisting of only one geodesic tree A in Σ, therefore, a neighborhood of (Σ, e ıθ ) in M(S 2 , α) can be identified to an open set in M et (Â, α), where the familyÂ contains only one tree which is isomorphic to A. We also get a volume form µÂ on a neighborhood of (Σ, e ıθ ) which, a priori, depends on a choice of the erasing tree A. In [N] , we showed that the volume form µÂ actually does not depend on the choice of the tree A, therefore, we get a well defined volume form µ Tr on M(S 2 , α). Using Theorem 1.1, we will prove Theorem 1.4 The integral of the function (Σ, e ıθ ) −→ exp(−Area(Σ)) over M(S 2 , α) with respect to µ Tr is finite: In the case where α i < 2π, for i = 1, . . . , n, Thurston [Th] showed that M 1 (S 2 , α) * can be equipped with a complex hyperbolic metric structure with finite volume. In [N] , it is showed thatμ 1 Tr = λµ Hyp , where λ is a constant, and µ Hyp is the volume form induced by the complex hyperbolic metric. Therefore Theorem 1.4 can be considered as a generalization of the Thurston's result. It is also worth noticing that a similar result to Corollary 1.5 has been proved in [V3] .
In the next section, we recall the definitions of the local charts for M et (Â, α), and the construction of the volume form µ Tr . In Section 3, we will give the proof of Theorem 1.1 in a simple case. The proof of Theorem 1.1 for the general case will be given in Section 4, and subsequently the proof of Theorem 1.2, and Theorem 1.4 will be given in Section 5, and Section 6.
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Local charts and volume form on
In this section, we recall the definitions of local charts, and of the volume form µ Tr on M et (Â, α) as well as M(S 2 , α), details of proofs are given in [N] .
Let (Σ,Â, ξ) be a point in M et (Â, α) . A geodesic triangulation T of Σ is said to be admissible if its 1-skeleton contains the forestÂ. Given such a triangulation, we construct a local chart for M et (Â, α) in a neighborhood of (Σ,Â, ξ) as follows: first, cut open the surface Σ along the trees ofÂ, we then get a flat surfaceΣ with piecewise geodesic boundary together with a geodesic triangulationT.
We choose an orientation for every (geometric) edge in the 1-skeleton ofT. Map each triangle ofT isometrically, and preserving the orientation into R 2 such that the parallel vector field ξ is identified to the constant vertical vector field (0, 1) of R 2 . We can then associate to each oriented edge e in the 1-skeleton ofT a well-defined complex number z(e). The complex numbers associated to edges ofT are obviously related, namely
• If e i , e j , e k are the edges ofT that bound a triangle then
where the signs are chosen according to the orientation of e i , e j , and e k .
• If (e,ē) is a pair of edges in the boundary ofΣ which arise from the same edgeẽ of a tree inÂ, then
where θ is the rotation angle of the holonomy of a closed curve in Σ meetingÂ at only one point inẽ transversely, θ is determined up to sign by the angles (α 1 , . . . , α n ), and the tree that containsẽ.
Let N 1 and N 2 be the number of edges and the number of triangles ofT respectively. Simple computations show that N 1 = 3(2g + m − 2) + 4(n − m), and N 2 = 2(2g + m − 2) + 2(n − m).
The complex numbers associated to the edges ofT give us a vector Z in C N 1 . The arguments above show that the coordinates of Z satisfy a system S T of linear equations consisting of
• N 2 equations of type (4) which will be called triangle equations, and
• n − m equations of type (5) which will be called boundary equations
be the complex linear map which is defined in the canonical bases of C N 1 and C N 2 +(n−m) by the matrix whose entries are coefficients of the system S T . Note that every entry of the matrix of A T is either 0, or a complex number of module 1. We then have a map Ψ T defined in a neighborhood of (Σ,Â, ξ) with image in ker A T , which associates to any point (Σ ′ ,Â ′ , ξ ′ ) close to (Σ,Â, ξ) a vector in ker A T whose coordinates arise from an admissible triangulation T ′ of Σ ′ isomorphic to T. It turns out that Ψ T is a local chart for M et (Â, α), as a consequence dim C M et (Â, α) = dim C ker A T , and we have
Using A T , we define a volume form ν T on ker A T as follows:
, then ν T is the volume form on ker A T which is induced by the Lebesgue measures of C N 1 , C N 2 +(m−n) , and C via the following exact sequence
where s is a linear form on C N 2 +(n−m) of the form
• If dim M et (Â, α) = 2g + n − 2, or equivalently rkA T = N 2 + n − m, then ν T is the volume form which is induced by the Lebesgue measures of C N 1 , and C N 2 +n−m via the exact sequence
Let µ T denote Ψ * T ν T , then µ T is a volume form defined in a neighborhood of (Σ,Â, ξ). It turns out that the volume form µ T does not depend on the choice of the triangulation T, thus we get a well defined volume form on M et (Â, α) which is denoted by µ Tr .
Recall that M(S 2 , α) * is the moduli space of flat surfaces of genus zero having exactly n singularities with cone angles given by α = (α 1 , . . . , α n ). Let Σ be a point in M(S 2 , α) * , then there exists a geodesic tree A on Σ whose vertex set is the set of singular points, such a tree is by definition an erasing forest of Σ. As a consequence, a neighborhood of a point (Σ, e ıθ ) in M(S 2 , α) = M(S 2 , α) * ×S 1 can be identified to a neighborhood of a point (Σ, A, ξ) in M et (Â, α), whereÂ contains only one tree, which is isomorphic to A. We can then use the same method as above to define local charts, and the volume form µ Tr for M(S 2 , α).
Note that in this case there always exist indices i ∈ {1, . . . , n} such that α i ∈ 2πN, since we must have α 1 + · · · + α n = (n − 2)2π. It follows that dim C M(S 2 , α) = n − 2, and µ Tr is defined by the exact sequence (7). The fact that µ Tr is well-defined follows from the observation that any two geodesic triangulations of Σ whose vertex sets coincide with the set of singular points of Σ can be transformed, one into the other, by a sequence of elementary moves (see [N] , Definition 6.1).
Case of flat tori with marked geodesic segments
In this section, we prove Theorem 1.1 for the case g = 1, n = 2, m = 1, α 1 = α 2 = 2π, andÂ = {I} where I is a segment. Via this simple case, we would like to illustrate the strategy of the proof of Theorem 1.1 in the general case. An element of M et (I, (2π, 2π) ) is a triple (Σ, I, ξ), where Σ is a flat torus (without singularity), I is an oriented geodesic segment in Σ with distinct endpoints, the orientation of I arises from a numbering of its endpoints, and ξ is a unitary parallel vector field on Σ. Note that
Given an element (Σ, I, ξ) in M et (I, (2π, 2π)), let p and q denote the endpoints of I so that the orientation of I is from p to q. Let us start by showing that one can always cut the torus Σ into two cylinders such that one of which contains I. This will allows us to get a domain in C 3 which covers a full measure subset of M et (I, (2π, 2π) ).
Lemma 3.1 There always exists a pair of parallel simple closed geodesic γ p , γ q of Σ such that γ p ∩ I = {p}, and γ q ∩ I = {q}.
Proof: Choose a direction θ which is not parallel to I, and let (ψ θ t ), t ∈ R, denote the geodesic flow on Σ in this direction. Observe that there exists t > 0 such that
since otherwise, the area of the stripe swept out by (ψ θ t ) t>0 (I) would tend to infinity. Let t 0 > 0 be the first time such that (8) holds. By definition, there exists a closed parallelogram P in R 2 with two horizontal sides, and an isometric immersion ϕ : P −→ Σ, whose restriction to int(P) is an embedding, which maps the lower horizontal side of P to I, and the upper horizontal side of P to ψ θ t 0 (I). Since the segments I and ψ θ t 0 (I) are parallel, and have the same length, their intersection contains at least one endpoint of I. Without loss of generality, we can assume that
Consequently, ϕ −1 (p) contains exactly two points, one in lower horizontal side, and the other in the upper horizontal side of P.
Let s be the geodesic segment in P joining two points in ϕ −1 (p), then γ p = ϕ(s) is a closed geodesic in Σ which intersects I only at p. The closed geodesics parallel to γ p which intersect I fill out a cylinder whose boundary consists of γ p , and the closed geodesic parallel to γ p passing through q, we denote this geodesic by γ q . By construction, γ p and γ q satisfy the required condition of the lemma.
The closed geodesics γ p and γ q cut Σ into two cylinders, the one which contains I will be denoted by C 1 , the other one by C 2 . Let δ be a geodesic segment joining p and q which is contained in C 2 .
The complement in Σ of the set I ∪ γ p ∪ γ q ∪ δ is the union of two open parallelograms. By an embedding of these two parallelograms into R 2 which sends ξ onto the constant vertical vector field (0, 1), we can associate the complex numbers Z, z, w to I, γ p , δ respectively with a choice of orientation for each of these segments. Recall that I is already oriented, hence Z is well defined, we can choose the orientation of γ p , and δ so that:
We define two functions η 1 , η 2 on C 3 by the following formulae
Remark that, given (Z, z, w) in D, one can construct a flat torus with a marked segment by first constructing two parallelograms in R 2 from the pairs of complex numbers (Z, z) and (z, w), and then gluing these two parallelograms as shown in the above figure. We then get a map:
which is surjective and locally homeomorphic. The pull-back of the volume form µ Tr on D is equal to the Lebesgue measure of C 3 up to a multiplicative constant. Clearly, the pull-back of the energy function
We say that a triple (Σ, I, ξ) is in special position if either I is parallel to ξ, or the trajectory (ψ t ) t>0 (p), where (ψ t ) is the flow generated by ξ, returns to p without meeting any other point of I. Let M et (I, (2π, 2π) ) sp denote the set of triples in special position in M et (I, (2π, 2π) ). We have Proof: The lemma follows from the fact that M et (I, (2π, 2π) ) sp is the image under ρ of the set {(Z, z, w) ∈ D : Re(Z) = 0 or Re(z) = 0}, which is obviously of measure zero with respect to the Lebesgue measure of C 3 . Now, let (Σ, I, ξ) be an element in the complement of M et (I, (2π, 2π) ) sp . Let (Z, x, w) be the complex numbers associated to I, γ p , and δ as above. Set
Since ξ is not parallel to I, we can take the direction θ in the proof of Lemma 3.1 to be the one determined by ξ. Suppose that γ p arises from this construction then we have |a| |A|.
Remark that, since (Σ, I, ξ) is not in special position, we have |a| > 0. Since C 2 is a cylinder, we can choose the segment δ so that |b| |a|.
Now, set
From the arguments above, we deduce that ρ(D 0 ) contains the complement of M et (I, (2π, 2π) ) sp . Hence, the result of Theorem 1.1 for this case will follow from the following proposition:
Proof: From the definition of the domain D 0 , we have
Fix A, B, a, b, and consider the integral
By definition, we have:
Using the change of variables (x, y) −→ (η 1 , η 2 ), we have
Since η 1 (Z, z, w) > 0, and
Consequently,
This proves the proposition, and hence, Theorem 1.1 is proved for the case of M et (I, (2π, 2π)).
Proof of Theorem 1.1
In this section, we will give the proof of Theorem 1.1 for the general case. Our strategy is very similar to the one in the particular case M et (I, (2π, 2π)), namely, we specify a finite family of open subsets of M et (Â, α) which covers a subset of full measure, and show that the integral of the function F et on every member of this family is finite. Those open subsets of M et (Â, α) are defined by means of special admissible triangulations of surfaces in M et (Â, α) which are constructed by using the parallel vector field. Throughout this section, we assume that m < n, which means that the familyÂ = {A 1 , . . . , A m } contains at least a non-trivial tree. Note that the total number of edges of the trees inÂ is n − m.
Admissible matrix
Recall that we have
Let us define
, and an admissible triangulation T of Σ such that A is the coefficient matrix of the linear system associated to T.
Let a be a row of an admissible matrix. If a corresponds to a triangle equation, then a is called an ordinary row, otherwise, i.e. when a corresponds to a boundary equation, it is called an exceptional row.
Observe that the set of admissible matrices is finite. To see this, let (Σ,Â, ξ) be an element of M et (Â, α), T be an admissible triangulation of Σ, and S T be the system associated to T. Recall that S T consists of N 2 triangle equations, and (n − m) boundary equations. Let A T ∈ M N * 2 ,N 1 (C) be the coefficient matrix of S T . Let a be a row vector of A T , then either . a is an ordinary row, in this case, a contains exactly three non-zero entries which belong to {±1}, or . a is an exceptional row, in this case a contains exactly two non-zero entries, one of which belongs to {±1}, the other is of the form ±e ıθ .
For any exceptional row, the angle θ belongs to a finite set of [0; 2π], since it corresponds to an edge of a tree the forestÂ, and is determined up to sign by the angles in α. As a consequence, we see that a belongs to finite set of C N 1 . Therefore, A T belongs to a finite set of M N * 2 ,N 1 (C).
Let a be an exceptional row of an admissible matrix which is associated to an equation of the form
We will call the operation consisting of multiplying a by e −ıθ a reversing operation. Recall that a corresponds to an edge of an erasing forest on a flat surface, and the angle θ is the rotation angle of the holonomy of a closed curve which intersects the erasing forest at only one point in the corresponding edge transversely. Reversing the orientation of the closed curve gives rise to the reversing operation on the row a.
An admissible triangulation T of Σ does not give rise to a unique admissible matrix, since the coefficients of the system S T depend on the following data . a numbering on the set of edges of the triangulationT, which is the triangulation induced by T on the surface obtained by slitting open Σ along trees inÂ.
. a choice of orientation for each edge ofT.
. a numbering on the set of triangles ofT.
. a choice of orientation for the boundary of each triangle ofT.
. for each edge of the forestÂ, a choice of orientation for the closed curve which intersectsÂ at only one point in this edge transversely.
Therefore, we have an equivalence relation on the set of admissible matrices defined as follows Definition 4.2 Two admissible matrices A 1 and A 2 are said to be equivalent if A 2 can be obtained from A 1 by a sequence of the following operations
• interchanging two columns,
• interchanging two rows,
• changing sign of a columns,
• changing sign of a row,
• reversing operation on an exceptional row.
Clearly, two admissible matrices arising from the same admissible triangulation are equivalent.
Let AD denote the set of equivalence classes of admissible matrices in M N * 2 ,N 1 (C). For each s in AD, choose a matrix A s in the equivalence class s, we then get a finite family {A s , s ∈ AD} of matrices in M N * 2 ,N 1 (C). We will associate to each s in AD an open subset of ker A s on which one can define a map Φ s with image in M et (Â, α) which is locally homeomorphic.
Given s in AD, for any Z = (z 1 , . . . , z N 1 ) in ker A s , such that z i = 0, for i = 1, . . . , N 1 , let Σ Z denote the 'surface' obtained from Z by the following construction 1. Construct a triangle in R 2 from z i , z j , z k whenever there is an ordinary row a in A s such that
2. Glue the triangles obtained from 1. together by identifying sides corresponding to the same coordinate of Z.
3. Identify the sides corresponding to z i and z j whenever there exists an exceptional row a in A s such that
Let U s be the open subset of ker A s which is defined by the condition:
U s = {Z in ker A s with non-zero coordinates, such that Σ Z is a closed, oriented, connected flat surface, having exactly n singularities with cone angles α 1 , . . . , α n }.
We can then define a map
, whereÂ Z is the forest consisting of the segments arising from the exceptional rows in A s , and ξ Z is the vector field corresponding to the vertical constant vector field (0, 1) of R 2 .
By construction, for any point (Σ,Â, ξ) in Φ s (U s ), there is an admissible triangulation T of Σ such that the a local chart Ψ T defined in a neighborhood of (Σ,Â, ξ) verifies
is contained in the domain of a local chart associated to an admissible triangulation, the following proposition is now clear 
Primary, auxiliary systems of indices, and admissible triple
In what follows, we will identify any matrix in
which is defined by this matrix in the canonical bases of C N 1 , and C N * 2 (resp. of C N 1 , and C N 2 ).
Definition 4.4 Given a matrix A in M n 1 ,n 2 (C) with n 1 < n 2 , set r = dim ker A = n 2 − rkA. A primary system of indices for A is an ordered subset (i 1 , . . . , i r ) of {1, . . . , n 2 } such that there exist n 2 complex linear functions f i : C r → C, i = 1, . . . , n 2 , verifying the following condition:
Definition 4.5 Given an s in AD, and a primary system of indices I = (i 1 , . . . , i N ) for A s , an auxiliary system of indices for I is an ordered subset (j K , . . . , j N ) of {1, . . . , N 1 }, which is empty if K > N (that is when g = 0, and m = 1), such that,
iii) There exists an ordinary row in A s whose i k -th and j k -th entries are both non-zero.
, in what follows, we will say that z j is a linear function of (
is an auxiliary system for (i 1 , . . . , i N ), then we have
• Assume that (Σ,Â, ξ) = Φ s (Z), and let T be the geodesic triangulation of Σ which is obtained from the construction of Φ s , then the condition iii) of 4.5 implies that z i k and z j k are associated to two sides of a triangle in T.
For the case M et (I, (2π, 2π)), let (Σ, I, ξ) be an element of M et (I, (2π, 2π)), and let p, q, γ p , γ q , δ, and Z, z, w be as in Section 3. We can add some geodesic segments whose endpoints are contained in the set {p, q} to get a triangulation of Σ. We then get a triangulation of the surfaceΣ which is obtained from Σ by slitting along I. This triangulation gives rise to a an admissible matrix A in M 5,7 (C) with dim ker A = 3. There exists a linear isomorphism ϕ from C 3 to ker A, we can arrange so that, for any (z 1 , . . . , z 7 ) = ϕ(Z, z, w) then z 1 = Z, z 2 = z, z 3 = w. In this case, N = 3, K = 2, therefore (1, 2, 3) is a primary system of indices for A, and (1, 2) is an auxiliary system of indices for (1, 2, 3).
By Proposition 4.3, we know that M et (Â, α) is covered by the family of open subsets {Φ s (U s ), s ∈ AD}. Therefore, to prove Theorem 1.1, we only need to show that the integral of the function F et on Φ s (U s ) is finite. This would be done if we could show that the integral of Φ * s F et on U s is finite. However, the domain U s is still too large, and this integral can be infinite. The primary and auxiliary systems of indices for A s , s ∈ AD, will allow us to specify a finite family of sub-domains of U s on which the integral of Φ * s F et is finite, and whose images under Φ s cover a full measure subset of Φ s (U s ).
Consider A s for some s in AD. Let a 1 , . . . , a N 2 denote the ordinary rows, and b 1 , . . . , b n−m denote the exceptional rows of A s . Let A * s ∈ M N 2 ,N 1 (C) be the matrix consisting of the ordinary rows of A s , and setÑ = dim ker A * s .
Definition 4.6 If the i-th column of A * s has only one non-zero entry, we say that i is a boundary index of A s . Two boundary indices i 1 and i 2 are said to be paired up if there exists an exceptional row in A s whose i 1 -th and i 2 -th entries are non-zero.
Fix a vector Z = (z 1 , . . . , z N 1 ) in U s , and let (Σ,Â, ξ) be the image of Z under Φ s . Recall that Σ comes along with an admissible triangulation T. LetΣ denote the surface obtained by slitting open Σ alongÂ, andT denote the triangulation ofΣ which is induced by T. By definition, the coordinates of Z is in bijection with the set of edges of a triangulationT, and the rows of A * s is in bijection with the set of triangles ofT . If i is a boundary index of A s , then z i corresponds to an edge ofT which is contained in the boundary ofΣ. If i 1 , i 2 are two boundary indices which are paired up, then the edges corresponding to z i 1 , and z i 2 arise from the same edge of a tree in the forestÂ. Observe that the set of boundary indices of A s contains exactly 2(n − m) elements divided into (n − m) pairs. First, let us prove the following
Proof: We will show that the row vectors (a 1 , . . . , a N 2 ) are linearly independent in C N 1 . Assume that there exists (λ 1 , . . . , λ N 2 ) in C N 2 such that
Observe that, if a i 1 and a i 2 correspond to two adjacent triangles ofT, then there exists j ∈ {1, . . . , N 1 } such that the j-th column of A * s contains exactly two non-zero entries, on the i 1 -th and the i 2 -th rows. It follows that if λ i 1 = 0, then λ i 2 = 0.
Since n − m > 0, the set of boundary indices is non-empty, which means that there exists a column in A * s which contains exactly one non-zero entry. Hence, there exists j ∈ {1, . . . , N 2 } such that λ j = 0. Since the surfaceΣ is connected, the argument above implies that λ 1 = · · · = λ N 2 = 0, and the lemma follows.
The next lemma tells us that a primary system of indices for A * s contains at most 2(n − m) − 1 boundary indices.
Lemma 4.8 All the boundary indices can not be contained in a primary system of indices for A * s .
Proof: Recall that the sign of a row in A * s is determined by a choice of orientation on the boundary of the corresponding triangle inT. Note that we are free to permute, and change sign of rows and columns in A * s . Let I b ⊂ {1, . . . , N 1 } be the subset of boundary indices for A * s .
For each triangle ofT, we choose the orientation of its boundary coherently with the orientation of the surface. Since each edge in the interior ofΣ belongs to two distinct triangles, it follows that we have
Therefore, for every (z 1 , . . . , z N 1 ) in ker A * s , we have
which implies that the family of coordinates (z i , i ∈ I b ) is not linearly independent as (z 1 , . . . , z N 1 ) varies in ker A * s , and the lemma follows.
Our goal now is to prove that there exists a primary system of indices for A s whose (K − 1) first indices are boundary indices. Let us first prove the following Lemma 4.9 There exist primary systems of indices for A * s whose first 2(n − m) − 1 elements are boundary indices.
Proof: Assume that I b = {1, . . . , 2(n − m)} is the set of boundary indices of A * s . By permuting the rows of A * s , we can assume that the only non-zero of the first column is on the first row, that is the first entry of a 1 is ±1. We will show that, as (z 1 , . . . , z N 1 ) varies in ker A * s , the coordinates (z 2 , . . . , z 2(n−m) ) are linearly independent, that is ker A * s is not contained in the kernel of any any linear function of the form
It follows that we can add (Ñ − 2(m − n) + 1) indices to the family {2, . . . , 2(n − m)} to get a primary system of indices for A * s , which proves the lemma.
All we have to show is that, if there exists a vector
First, observe that we must have λ ′ 1 = 0, since there is only one non-zero entry in the first column of A * s . Consider two adjacent triangles ∆ 1 , ∆ 2 ofT. Each common edge of ∆ 1 and ∆ 2 correspond to a coordinate z j of Z, with j > 2(n − m). Let a i 1 , a i 2 be the rows in A * s which correspond to ∆ 1 , ∆ 2 respectively, then, in the j-th column of A * s there exactly two non-zero entries, on the i 1 -th and the i 2 -th rows. Now, since the right hand side of (10) does not contain z j , with j > 2(n − m), we deduce that, if λ ′ i 1 = 0, then λ ′ i 2 = 0. We already have λ ′ 1 = 0, and sinceΣ is connected, it follows that λ ′ i = 0, for i = 1, . . . , N 2 .
Lemma 4.10 There exist primary systems of indices for A s whose first (K −1) elements are boundary indices.
Proof: We can assume that the set of boundary indices of A * s is {1, . . . , 2(n − m)}, and that i and (n − m) + i, i = 1, . . . , n − m, are paired up, which means that any (z 1 , . . . , z N 1 ) in ker A s satisfies (n − m) equations of the form
with some θ i in a finite set. Since (z 1 , . . . , z N 1 ) also satisfies the equation (9), it follows that we have
By Lemma 4.9, we know that there exists a primary system of indicesĨ for A * s whose 2(n − m) − 1 first elements are boundary indices. We will show that a primary system of indices for A s can be obtained by removing some boundary indices inĨ. We have two issues:
• Case 1: α i ∈ 2πN, i = 1, . . . , n. In this case, N = 2g + n − 1, K = (n − m) + 1, and
Note that in this case, all the angles θ i are zero, and with appropriate choices of orientation for the edges ofT in the boundary ofΣ, the equation (12) is trivial (cf. [N] ).
Let I be the ordered subset of {1, . . . , N 1 } which is obtained by removing the indices {(n − m) + 1, . . . , 2(n − m) − 1} fromĨ. The set I contains n − m = K − 1 boundary indices. Let us show that I is a primary system of indices for A s . First, observe that, for any (z 1 , . . . , z N 1 ) in ker A s , z i , i = 1, . . . , N 1 can be written as a linear function of {z k , k ∈Ĩ}, sinceĨ is a primary system of indices for A * s . Using the equations (11), we can replace z (n−m)+j by ±e ıθ j z j , j = 1, . . . , n − m. Therefore, z i , i = 1, . . . , N 1 , can be written as a linear function of (z k , k ∈ I) as (z 1 , . . . , z N 1 ) varies in ker A s . Moreover, we have Card{I} = 2g + n − 1 = dim ker A s , which implies that I is a primary system of indices for A s .
• Case 2: there exist i ∈ {1, . . . , n} such that α i ∈ 2πN. In this case, N = 2g + n − 2, K = n − m, N − N = n − m, and the equation (12) is non-trivial (cf. [N] ). Without loss of generality, we can assume that the coefficient of z 1 in (12) is non-zero, which means that, as (z 1 , . . . , z N 1 ) varies in ker A s , z 1 can be written as a linear function of (z 2 , . . . , z n−m ).
Let I be the ordered subset of {1, . . . , N 1 } which is obtained by removing the indices {1, (n − m) + 1, . . . , 2(n − m) − 1} fromĨ. Clearly, the set I contains (n − m) − 1 = K − 1 boundary indices. SinceĨ is a primary system of indices for A * s , using the equations (11), and (12), we see that, as (z 1 , . . . , z N 1 ) varies in ker A s , for i = 1, . . . , N 1 , z i can be written as a linear function of (z k , k ∈ I). Moreover, we have Card{I} = N = dim ker A s , therefore, I is a primary system of indices for A s . The proof of the lemma is now complete.
We can now define Definition 4.11 Any triple (A s ; I; J), where I is a primary system of indices for A s whose (K − 1) first elements are boundary indices, and J is an auxiliary system od indices for I, will be called an admissible triple.
Clearly, the number of admissible triples is finite.
Good triangulation
Throughout this subsection, given a point (Σ,Â, ξ) in M et (Â, α), we denote byΣ the flat surface with piecewise geodesic boundary obtained by slitting open Σ along the trees inÂ. LetV denote the finite subset ofΣ which arises from the vertex set V ofÂ. The vector field ξ of Σ gives rise to a parallel vector field ofΣ which will be denoted again by ξ. For any admissible triangulation T of (Σ,Â, ξ), let T denote the induced triangulation ofΣ.
Let (ψ t ), t ∈ R, denote the flow generated by ξ onΣ. Given a point p in int(Σ) \V , if there exists t 0 > 0 (resp. t 0 < 0) such that ψ t 0 (p) ∈V ∪ ∂Σ, then, for every t > t 0 (resp. t < t 0 ), we consider, by convention, that ψ t (p) = ψ t 0 (p).
Let a be a geodesic segment contained in the boundary ofΣ with endpoints inV . We can extend the field ξ by continuity to int(a). Assume that a is not parallel to the field ξ, then we say that a is an upper (resp. lower) boundary segment, if the field ξ on int(a) points outward (resp. inward). Observe that in this case, the image of int(a) by ψ t is well defined for all t ∈ R.
Let (Σ,Â, ξ) be a point in M et (Â, α), and let e be a geodesic segment ofΣ with endpoints inV , we denote by h(e) the transversal measure of e with respect to ξ which is defined as follows: if we choose an isometric embedding of a neighborhood of e into R 2 such that the vector field ξ is mapped to the constant vertical vector field (0, 1) of R 2 , then h(e) is the length of the horizontal projection of the image of e. We call h(e) the horizontal length of e.
A triangle inΣ whose sides are geodesic segments denoted by e 1 , e 2 , e 3 is said to be good if h(e i ) > 0, for i = 1, 2, 3. Given a good triangle ∆, we call the unique side of ∆ of maximal horizontal length the base of ∆. LetT be a triangulation ofΣ which arises from an admissible triangulation of Σ, if all of triangles ofT are good, thenT is called a good triangulation. The following proposition asserts that a 'generic' element always admits a good triangulation.
Proposition 4.12 Let (Σ,Â, ξ) be an element of M et (Â, α). Suppose that there exist no geodesic segments inΣ with endpoints inV which are parallel to the field ξ, then there exists a good triangulation T ofΣ whose edges are denoted by {e 1 , . . . , e N 1 } so that,
• The edges ofT in the boundary ofΣ are denoted by {e 1 , . . . , e 2(n−m) }.
• For every i ∈ {2(n − m) + 1, . . . , N 1 }, there exists j < i, and a triangle ∆ ofT whose boundary contains both e i , e j such that e j is the base of ∆.
Proof: We construct a geodesic triangulation ofΣ whose vertex set isV as follows: let e 1 , . . . , e 2(n−m) denote the geodesic segments in the boundary ofΣ with endpoints inV . Assume that the segment e 1 is of maximal horizontal length among the set {e 1 , . . . , e 2(n−m) }. By assumption, we have h(e 1 ) > 0. Let p, q denote the endpoints of e 1 (it may happen that p ≡ q). Consider the following procedure:
Assume that e 1 is a lower boundary segment, consider the stripe S t swept by {ψ t (int(e 1 )), t > 0}. Since h(e 1 ) > 0, for some t finite, this stripe must meet a point in the setV ∪ ∂Σ, otherwise its area would tend to infinity as t tends to +∞.
Since the horizontal length of e 1 is maximal among the set {h(e 1 ), . . . , h(e 2(n−m) )}, suppose that, for some t ∈ R + , ψ t (int(e 1 )) is contained in a the geodesic segments e i in the set {e 1 , . . . , e 2(n−m) }, then we must have ψ t (int(e 1 )) = e i . This implies that there is a geodesic segment parallel to the field ξ joining p to a point inV , which is a contradiction to the assumption of the lemma. Therefore, there exists a smallest value t 0 > 0 such that ψ t 0 (int(e 1 )) contains a point inV .
Let r be a point in ψ t 0 (int(e 1 )) ∩V , and let e ′ , e ′′ denote the two geodesic segments contained in the stripe S t 0 which join r to p, and to q. Note that even though p and q may coincide, the two segments e ′ , and e ′′ are always distinct. It can happen that one of the segments e ′ , e ′′ already appears in the set {e 1 , . . . , e 2(n−m) } but not both of them, unlessΣ is a triangle. By assumption, we have h(e ′ ) > 0, and h(e ′′ ) > 0, and by construction, e 1 is the base of the good triangle bounded by e ′ , e ′′ , and e 1 . We will call e 1 the supporter of e ′ and e ′′ .
In the case where e 1 is an upper boundary segment, by considering {ψ t (int(e 1 )), t < 0} instead of {ψ t (int(e 1 )), t > 0}, we also get a similar result.
Cut off the triangle bounded by e 1 , e ′ , e ′′ from the surfaceΣ along the segments e ′ and e ′′ . The remaining surface is a flat surface with piecewise geodesic boundary which is not necessarily connected. On this new surface, we still have a parallel vector field which is the restriction of ξ. We can now reapply the same procedure to the new surface. The assumption of the proposition allows us to continue this procedure until the surfaceΣ is cut into triangles with vertices inV , that is until we get a geodesic triangulationT ofΣ whose vertex set isV , this triangulation is necessarily a good triangulation.
We number the edges ofT which are contained in the interior ofΣ according to their appearing order in the procedure above, the ordering of two edges which appear in the same step is not important. Since every edge ofT in the interior ofΣ admits a supporter which appears in the procedure before itself, the proposition is then proved. 
• |Re(z 0
Proof: LetT be the good triangulation ofΣ which is obtained from Proposition 4.12. Let A T be the matrix in M N * 2 ,N 1 (C) associated toT. Let Z 0 = (z 0 1 , . . . , z 0
) denote the vector of ker A T whose coordinates are associated to the edges ofT. In what follows, we consider any vector Z = (z 1 , . . . , z N 1 ) in C N 1 as a function from the set of edges ofT to C such that z i = Z(e i ).
By construction, the set I b of boundary indices for A T is {1, . . . , 2(n − m)}. Let A * T be the matrix in M N 2 ,N 1 (C) consisting of all ordinary rows of A T . Let N , andÑ denote the dimensions of ker A T , and ker A * T respectively. We first choose a primary system of indicesĨ for A * T as follows:
• The first 2(n − m) − 1 elements ofĨ are {2, . . . , 2(n − m)}, by Lemma 4.9, we know that, as Z = (z 1 , . . . , z N 1 ) varies in ker A * T , the family of coordinates (z 2 , . . . , z 2(n−m) ) is linearly independent.
• Assume that we have chosen k indices (i ′ 1 , . . . , i ′ k ) forĨ, then the index i ′ k+1 ofĨ is the smallest index i ′ such that, as (z 1 , . . . , z N 1 ) varies in ker A * T , z i ′ can not be written as a linear function of
, in other words, the family of coordinates (
By Lemma 4.8, we know that, for k = 2(n − m), . . . ,Ñ , i ′ k is not a boundary index, that is i ′ k > 2(n − m). For any k in {2(n − m), . . . ,Ñ }, consider the edge e i ′ k ofT. From Proposition 4.12, we know that there exists an edge e j ′ k with j ′ k < i ′ k , and a triangle ∆ k ofT whose boundary contains both e i ′ k , and e j ′ k such that e j ′ k is the base of ∆ k . Consequently, we have
Let J denote the ordered subset (j ′ 2(n−m) , . . . , j ′Ñ ) of {1, . . . , N 1 }. From the definition of i ′ k , for k = 2(n − m), . . . ,Ñ , as (z 1 , . . . , z N 1 ) varies in ker A * T , we can write
is some fixed linear function. Since the matrix A * T is real, all the coefficients off j ′ k are also real.
By Lemma 4.10, we know that, by removing K ′ = 2(n − m) − K boundary indices fromĨ, we obtain a primary system of indices I for A T whose first (K − 1) elements are boundary indices. We will show that J is an auxiliary of I, which, together with (13), will allow us to conclude.
First, observe that we can write I = (i 1 , . . . , i N ), where i 1 , . . . , i K−1 are boundary indices, and for
, where j k = j ′ k+K ′ . As a consequence, for k = K, . . . , N , the condition that there is a triangle inT whose boundary contains both e i k , and e j k is satisfied.
We already know that, as (z 1 , . . . , z N 1 ) varies in ker A T ⊂ ker A * T , for k = K, . . . , N , we have
wheref j k is a linear function with real coefficients. We can then transformf j k into a linear function f j k of (z i 1 , . . . , z i k−1 ) by using equations of the form (11), and (12). Since the equations (11), and (12) involve only boundary indices, we deduce that the coefficients of z i K , . . . , z i k−1 in f j k are all real, which allows us to conclude that J is an auxiliary system of indices for I.
Clearly, the inequalities (13) can be rewritten as
We know that A T is equivalent to a matrix A s with s in AD. The transformation of A T into A s consists of renumbering the coordinates in C N 1 , and changing their sign. By this transformation, (i 1 , . . . , i N ) becomes a primary system of indices for A s , and (j K , . . . , j N ) becomes an auxiliary system of indices for (i 1 , . . . , i N ). Therefore, we get an admissible triple (A s ; I; J), and a vector Z 0 in U s which verify the conditions in the statement of the proposition. Now, given an admissible triple (A s ; I; J), where Proof: For every s in AD, let µ s denote the volume form on U s which is the pull-back of µ Tr under Φ s . Let (Σ,Â, ξ) be a point in M et (Â, α) sp , let e be a geodesic segment ofΣ with endpoint inV parallel to the field ξ. There exists an admissible triangulationT ofΣ such that the 1-skeleton ofT contains e. Since e is parallel to ξ, the complex number associated to e in the local chart arising from T is purely imaginary. As a consequence, there exist . s ∈ AD,
. i ∈ {1, . . . , N 1 }, and . Z ∈ {(z 1 , . . . , z N 1 ) ∈ U s | Re(z i ) = 0}, such that (Σ,Â, ξ) = Φ s (Z). For every s ∈ AD, and every i ∈ {1, . . . , N 1 }, set
Since U s can be identified to an open subset of C N , and µ s corresponds to a volume form proportional to the Lebesgue measure, we have µ s (U i s ) = 0, ∀s ∈ AD, i ∈ {1, . . . , N 1 }. It follows immediately that µ Tr (M et (Â, α) sp ) = 0.
Proof of Theorem 1.1
From Corollary 4.14, and Proposition 4.15, to prove Theorem 1.1, all we need is the following Proof: By the definition of primary system of indices, we have a complex linear map
which is an isomorphism, where f i k (z 1 , . . . , z N ) = z k . Consider a vector (w 1 , . . . , w N 1 ) in U s , let (Σ,Â, ξ) denote its image under Φ s . Let T,Σ,T be as in the previous subsection. As usual, we denote the edges ofT by e i , i = 1, . . . , N 1 , so that w i is the complex number associated to e i .
By definition, for any k = K, . . . , N , the complex numbers w i k and w j k correspond to two edges e i k , and e j k which are contained in the boundary of a triangle ∆ k ofT. With appropriate choices of orientation of e i k , and e j k , the area of ∆ k is given by the function
Observe that the triangles ∆ k , k = K, . . . , N, are all distinct. Suppose on the contrary that there exist k < k ′ such that e i k , e j k , e i k ′ are contained in the boundary of the same triangle. Excluding the cases e i k ′ = e i k , and e i k ′ = e j k , we see that e i k , e j k , and e i k ′ are three sides of a triangle inT, which implies
Since w j k is linearly dependent on (w i 1 , . . . , w i k−1 ), it follows that w i k ′ is linearly dependent on (w i 1 , . . . , w i k ) as (w 1 , . . . , w N 1 ) varies in ker A s , which is impossible since (i 1 , . . . , i N ) is a primary system of indices for A s . As a consequence, we have
. . , N, denote the pull back of the functionη k by B s . It follows that B −1 s (U s (I; J)) is contained in the following subset of
Let G s denote the pull back of F s by B s , since the volume form B * s µ s equals κλ 2N , where λ 2N is the Lebesgue measure of C N , and κ is a constant, all we need to show is the following
To simplify the notations, for k = 1, . . . , N , set
Recall that, by definition, f k depends only on (z 1 , . . . , z k−1 ), and the coefficients of z K , . . . , z k−1 in f k are all real. Thus, we deduce that a k is a function of (z 1 , . . . , z K−1 , x K , . . . , x k−1 ), and b k is a function of (z 1 , . . . , z K−1 , y K , . . . , y k−1 ), for k = K, . . . , N . With these notations, we have
Recall that, by definition of admissible triple, the complex numbers z 1 , . . . , z K−1 correspond to some edges ofT in the boundary ofΣ, or equivalently to some edges of the forestÂ. Therefore, we have
Consequently, we have
Therefore, to prove (16), it suffices to show Lemma 4.17
, and set
Consider the following integral
Making the change of variables (y K , . . . , y N ) → (η K , . . . , η N ), using (17), and the fact that, with (z 1 , . . . , z K−1 , x K , . . . , x N ) fixed, a k is constant, and b k is an affine function of (y K , . . . , y k−1 ), for any k = K, . . . , N , we have:
We have
Using the fact that a k does not depend on x k , . . . , x N for k = K, . . . , N , we see that
Hence,
The lemma is then proved.
The proofs of Proposition 4.16, and of Theorem 1.1 are now complete.
Finiteness of the volume of moduli spaces of translation surfaces
In this section, we prove Theorem 1.2 using Theorem 1.1. Recall that H(k 1 , . . . , k n ) is the moduli space of triples (Σ, {x 1 , . . . , x n }, ξ), where Σ is a translation surface, {x 1 , . . . , x n } is the set of marked singularities of Σ with cone angles {(k 1 + 1)2π, . . . , (k n + 1)2π} respectively, and ξ is a unitary parallel vector filed on the complement of the set {x 1 , . . . , x n }. An element of H(k 1 , . . . , k n ) can be identified to a pair (M, ω) , where M is a connected, closed Riemann surface, and ω is a holomorphic 1-form on M having exactly n zeros with orders k 1 , . . . , k n . Using this identification, one can define a local chart for H(k 1 , . . . , k n ) in a neighborhood of a point (M, ω) as follows: let p 1 , . . . , p n denote the zeros of ω, and let (γ 1 , . . . , γ 2g+n−1 ) be a basis of H 1 (M, {p 1 , . . . , p n }, Z). There exists a neighborhood U of (M, ω) in H(k 1 , . . . , k n ) such that, for any (M ′ , ω ′ ) in U , (γ 1 , . . . , γ 2g+n−1 ) gives rise to a basis
, where p ′ 1 , . . . , p ′ n are the zeros of ω ′ . It follows that the map
is a local chart. Let µ 0 denote the pull-back of the Lebesgue measure of C 2g+n−1 by Φ, then µ 0 is a well-defined volume form on H(k 1 , . . . , k n ).
Since H(k 1 , . . . , k n ) is a special case of flat surface with erasing forest, where all the trees in the forest are points, on H(k 1 , . . . , k n ), we also have a volume form µ Tr . It turns out that(cf. [N] ), on each connected component of H(k 1 , . . . , k n ), we have µ Tr = λµ 0 , where λ is a constant.
Translation surface with a marked geodesic segment
To prove Theorem 1.2, we first consider a space M et (Â, α) where all the trees inÂ but one are points, and the remaining one is a segment, together with a projection ̺ :
. . , k n ) which is (locally) a fiber bundle. We then use Theorem 1.1, and the fact that the integral of F et on the fibers of ̺ is constant to conclude. Set α i = 2(k i + 1), i = 1, . . . , n. Let A 1 be a topological tree isomorphic to a segment, and for i = 2, . . . , n, let A i be just a point. Let α denote the vector (2π, α 1 , . . . , α n ), andÂ denote the family {A 1 , . . . , A n }. Consider the space M et (Â, α) with the previous data. In this case, M et (Â, α) is the moduli space of triples (Σ, {I(x 1 , x), x 2 , . . . , x n }, ξ), where . Σ is a translation surface, . {x 1 , . . . , x n } is the set of singularities of Σ with cone angles {α 1 , . . . , α n } respectively, . x is a regular point of Σ, . I(x 1 , x) is a geodesic segment joining the singular point x 1 to x, . and ξ is a unitary parallel vector field on the complement of I(x 1 , x) ∪ {x 2 , . . . , x n }.
By definition, we have a natural projection
Letμ Tr , and µ Tr denote the volume forms on M et (Â, α) and H(k 1 , . . . , k n ) arising from admissible triangulations respectively. Let Φ denote the period mapping defining a local chart of H(k 1 , . . . , k n ) in an open set U . We can then define some local chartsΦ for M et (Â, α) whose domains cover ̺ −1 (U ) as follows: first, we identify any (Σ, {x 1 , . . . , x n }, ξ) in U to a pair (M, ω) , if Φ(Σ, {x 1 , . . . , x n }, ξ) = (z 1 , . . . , z N ), then Φ(Σ, {I(x 1 , x), x 2 , . . . , x n }, ξ) = (z 1 , . . . , z N , z N +1 ), where
and the integral is taken along I(x 1 , x). In the local chartsΦ, and Φ, the map ̺ can be written as
Let λ 2N , and λ 2(N +1) denote the Lebesgue measures of C N , and C N +1 . Up to some multiplicative constants depending on the connected component of (Σ, {x 1 , . . . , x n }, ξ) in H(k 1 , . . . , k n ), we can write
Proof of Theorem 1.2
Consider a point (Σ, {x 1 , . . . , x n }, ξ) in H(k 1 , . . . , k n ). Fix a unitary tangent vector v 1 ∈ T x 1 Σ, we can then identify the set of unitary tangent vectors of T x 1 Σ to R/(α 1 Z). Any geodesic segment in Σ which contains x 1 as an endpoint is uniquely determined by its tangent vector at x 1 , and its length. Hence, we have an injective map:
Let U be a neighborhood of (Σ, {x 1 , . . . , x n }, ξ) in H(k 1 , . . . , k n ) on which a local chart can be defined by some period mapping Φ. For each point (
Σ ′ to be the reference vector, we can assume that v ′ 1 varies continuously as (Σ ′ , {x ′ 1 , . . . , x ′ n }, ξ ′ ) varies in U so that the map ϕ can be extended into an injective, continuous map:
Using the local chartsΦ on ̺ −1 (U ), we can write
, where c is some constant (24) Let dθ, and dr denote the standard measures on R/(α 1 Z), and R + respectively. From (23), and (24), we have
By a well known result (for example, see [MT] , Theorem 1.8), we know that, on a translation surface, there exists a countable subset Θ of R/α 1 Z such that if θ is not in Θ, then the geodesic ray starting from x 1 in the direction θ can be extended infinitely. It follows immediately that ϕ(̺ −1 (U )) is an open dense subset, hence of full measure, of U × (R/α 1 Z) × R + . Therefore, we have
It follows from (25) that
Since (26) is true for any small neighborhood U in H(k 1 , . . . , k n ), we deduce that
By Theorem 1.1, we know that
Therefore,
and Theorem 1.2 is then proved.
6 Finiteness of µ
In this section, we are interested in the moduli space of flat surfaces of genus zero with prescribed cone angles. Let M(S 2 , α) * denote the moduli space of flat surfaces having n singularities, which are numbered, with cone angles given by α = (α 1 , . . . , α n ). Recall that we have a volume form µ Tr on the space M(S 2 , α) = M(S 2 , α) * × S 1 , which is defined by identifying locally M(S 2 , α) to M et (Â, α), with some appropriate choice ofÂ. Let M 1 (S 2 , α) * de the set of surfaces having unit area in M(S 2 , α) * , and M 1 (S 2 , α) denote the product space M 1 (S 2 , α) * × S 1 . The space M 1 (S 2 , α) * can be considered as the moduli space of the configurations of n marked points on the sphere S 2 up to Möbius transformations.
The volume form µ Tr induces naturally a volume form µ 1 Tr on the space M 1 (S 2 , α) = Area −1 ({1}), and hence, a volume formμ 1 Tr on M 1 (S 2 , α) * by pushing forward. As we have seen in the introduction, Theorem 1.4 is equivalent to the finiteness of µ 1 Tr (M 1 (S 2 , α)), and ofμ 1 Tr M 1 (S 2 , α) * . Our aim in this section is to prove Theorem 1.4 using Theorem 1.1.
The function δ
Let Σ be an element of M(S 2 , α) * . Let x 1 , . . . , x n denote the singular points of Σ so that the cone angle at x i is α i . Let d denote the distance induced by the flat metric on Σ. For any subset I of {1, . . . , n}, let diam I (Σ) denote the diameter of the set {x i , i ∈ I}. We define
A subset I of {1, . . . , n} is called essential if we have
We define a function δ on the space M(S 2 , α) * as follows for every Σ ∈ M(S 2 , α) * , δ(Σ) = max{δ + I (Σ) : I ⊂ {1, . . . , n}, I is essential }. Remark: The function δ is always positive, since when I = {i}, we have δ + {i} (Σ) = min{d(x i , x j ), j = i} > 0, and there always exists i ∈ {1, . . . , n} such that α i ∈ 2πN, which means that {i} is essential. To simplify the notations, we also denote by δ the composition of δ with the natural projection from
Good tree and good forest
Fix a surface Σ in M(S 2 , α) * , and let x 1 , . . . , x n denote the singular points of Σ so that the cone angle at x i is α i . Let V denote the set {x 1 , . . . , x n }, and set δ = δ(Σ). For any geodesic tree A on Σ, we denote by Ver(A) the vertex set of A, max(A) the length of the longest edge of A, and by R(A) the distance from Ver(A) to the set V \ Ver(A).
Definition 6.1 Let A be a geodesic tree in Σ whose vertex set is a subset of V. Let k be the number of edges of A. The tree A is said to be good, if either A is a singular point with cone angle in 2πN, or k 1 and we have
• The set of indices corresponding to the vertex set of A is non essential, that is the sum of all cone angles at the vertices of A belongs to 2πN.
• Either Ver(A) = V, or R(A) 3.4 k−1 δ.
A union of disjoint good trees such that the union of the vertex sets is V is called a good forest.
We have Lemma 6.2 There always exists a good forest in Σ.
The proof of this lemma is given in Appendices, Section A.
Corollary 6.3 There exists a constant κ depending only on n such that for any Σ in M(S 2 , α) * , there exists an erasing forestÂ in Σ which verifies ℓ(Â) κδ.
Proof: By Lemma 6.2, we know that there exists a good forestÂ = ⊔ m j=1 A j in Σ. By definition, for every j ∈ {1, . . . , n}, the sum of the cone angles at the vertices of A j belongs to 2πN, therefore,Â is an erasing forest. Since every tree A j inÂ is good, we have
where k j is the number of edges of A j . Observe that k 1 + · · · + k m = n − m n − 1. Therefore, we have
and the corollary follows.
6.3 Proof of Theorem 1.4
Theorem 1.4 is a consequence of two following propositions:
and Proposition 6.5 There exists a constant C(α) depending on α such that for any surface Σ in M(S 2 , α) * we have
The proof of Proposition 6.5 is rather straight forward but quite lengthy, it will be given in Appendices, Section B. Here below, we give the proof of Proposition 6.4 using Corollary 6.3.
Proof: (of Proposition 6.4) Let A ad (α) denote the set of all familiesÂ = {A 1 , . . . , A m } (0 < m < n) of topological trees, whose vertices are labelled by {1, . . . , n}, up to isomorphism, verifying the following condition: if I j , j = 1, . . . , m, is the subset of {1, . . . , n} in bijection with the vertices of the tree A j , then
For eachÂ = {A 1 , . . . , A m } ∈ A ad (α), let UÂ denote the subset of M et (Â, α) consisting of all triples (Σ,Â, ξ) satisfying the following condition:
where κ is the constant in Corollary 6.3. Let ρÂ denote the map from M et (Â, α) onto M(S 2 , α) * , which associates to every triple (Σ,Â, ξ) the surface Σ. From Corollary 6.3, we know that the family {VÂ = ρÂ(UÂ) :Â ∈ A ad (α)} covers the space M(S 2 , α) * . Let ρ 1 be the natural projection from M(S 2 , α) onto M(S 2 , α) * , it follows that the family
covers the space M(S 2 , α). Since the set A ad (α) is finite, it is enough to show that, for everyÂ in A ad (α), we have
Since the space M(S 2 , α) can be locally identified to M et (Â, α), we have
By definition, for every (Σ,Â, ξ) in UÂ, we have ℓ(Â) κδ(Σ). It follows
By Theorem 1.1, we know that the right hand side of (28) is finite. Consequently, (27) is true, and the proposition follows.
Proposition 6.4, and Proposition 6.5 imply that
which is equivalent to
since both (29), and (30) are equivalent to the fact that the volume of M 1 (S 2 , α) is finite. The proof of Theorem 1.4 is now complete. Proof: First, let e be a geodesic segment which realizes the distance min{d(x i , x j ), α i ∈ 2πN and i = j}.
By definition, we have leng(e) = min{δ + {i} (Σ), α i ∈ 2πN} δ. Let A 1 denote the tree which contains only the segment e. By assumption, we have
Consider the following procedure, which will be called the vertex adding procedure: suppose that we already have a geodesic tree A k , k 1, connecting k + 1 points in {x 1 , . . . , x n } verifying the following condition:
Let I be the subset of {1, . . . , n} corresponding to the vertex set of A k . We have two cases: -Case 1: I is essential. In this case, let e k+1 be a segment realizing the distance δ I (Σ), and let x j be the endpoint of e k+1 which does not belong to Ver(A k ). By definition, we have either
. leng(e k+1 ) δ.
both cases
Slit open the surface Σ along the tree A k , and let Σ ′ denote the new surface. The vertex set Ver(A k ) of A k gives rise to a finite subset V k of the boundary of Σ ′ . Let us prove that the distance in Σ ′ from x j to V k is at most 4 k δ.
Consider e k+1 as a ray exiting from x j , and let y be the first intersection point between e k+1 and the tree A k . Since we have max(A k ) 4 k−1 δ, there exists a path in Σ joining x j to an endpoint of the edge containing y without crossing any edge of A k , whose length is at most
Because this path does not cross any edge of the tree A k , it represents a path on Σ ′ joining x j to a point in V k . Thus, we deduce that the distance between x j and V k in Σ ′ is at most 4 k δ.
The path realizing the distance from x j to V k in Σ ′ corresponds to a path a in Σ which is piecewise geodesic with endpoints in V, joining x j to a vertex of the tree A k . Note that we have
Adding a to A k , we get a new tree which contains k + r edges, and will be denoted by A k+r , where r is the number of geodesic segments with endpoints in V contained in a. Let us prove that this new tree also verifies the condition ( * ).
• If r = 1, then Ver(A k+1 ) = Ver(A k ) ∪ {x j }. Since diam(A k ) 4 k−1 δ, and the distance from x j to Ver(A k ) is at most 3.4 k−1 δ, we deduce that
By assumption, we know that max(A k ) 4 k−1 δ, and we have proved that the length of the added edge is at most 4 k δ, hence, we have max(A k+1 ) 4 k δ.
• If r > 1, it means that the path a contains some points of V in its interior. The distance from these points to the set Ver(A k ) is bounded by the length of a which is at most 4 k δ. Hence, the diameter of the set Ver(A k+r ) is at most
As for max(A k+r ), we have
We can now restart the procedure with A k+r in the place of A k .
-Case 2: I is non-essential. In this case, if Ver(A k ) = V, or R(Ver(A k )) 3.4 k−1 δ, then the procedure stops since we already get a good tree. Otherwise, there exist x i in Ver(A k ), x j in V \ Ver(A k ), and a geodesic segment e joining x i to x j with leng(e) < 3.4 k−1 δ.
Using the same arguments as in Case 1, we can add to A k some edges so that the new tree also verifies the condition ( * ), and repeat the procedure.
Since we only have finitely many singular points in Σ, the vertex adding procedure must stop, and we obtain a good tree.
A.2 Proof of Lemma 6.2
By Lemma A.1, we know that there exists a good tree A 1 in Σ. If Ver(A 1 ) = V, or every point in the set V \Ver(A 1 ) has cone angle in 2πN, then we are done. Otherwise, there exists a point x i in V \Ver(A 1 ), with cone angle not in the set 2πN. In this case, we would like to construct a good tree A 2 containing x j by the vertex adding procedure. However, this procedure can not be carried out straightly because of the presence of the tree A 1 . Namely, it may happen that we have R(Ver(A 2 )) 3.4 k 2 −1 δ, where k 2 is the number of edges of A 2 , but the segment realizing the distance d(Ver(A 2 ), V \ Ver(A 2 )) intersects the tree A 1 .
To fix this problem, let us consider the following procedure, which will be called the tree joining procedure: let A 1 , . . . , A l be a family of disjoint geodesic trees whose vertex sets are contained in V. Let k 1 , . . . , k l , k i > 0, be the numbers of edges of A 1 , . . . , A l respectively. Assume that the family {A 1 , . . . , A l } verifies the following properties:
Let s be a path of length at most 3.4 k l −1 δ joining a point of A l to a point of ⊔ l−1 j=1 A j . Without loss of generality, we can assume that s joins a point in A l to a point in A l−1 . Since both A l−1 and A l verify the condition ( * ), in particular, we have max(A l ) 4 k l −1 δ, and max(A l−1 ) 4 k l−1 −1 δ.
It follows that there exists a path c joining a vertex of A l−1 to a vertex of A l without crossing any edge of the family {A 1 , . . . , A l } such that leng(c) 4 k l −1 δ + 3.4 k l −1 δ + 4 k l−1 −1 δ 4 k l +k l−1 δ.
Consider the surface with boundary Σ ′ obtained by slitting open Σ along the trees A 1 , . . . , A l . Let C j , j = 1, . . . , l, denote the connected component of ∂Σ ′ arising from A j , and V ′ j denote the finite subset of C j corresponding to the vertices of A j . We denote by V ′ the finite subset of Σ ′ arising from V, note that V ′ j = V ′ ∩ C j . Let d ′ denote the distance induced by the metric structure of Σ ′ .
The path c represents then a path c ′ in Σ ′ joining a point x ′ l in V ′ l to a point x ′ l−1 in V ′ l−1 . Since leng(c ′ ) = leng(c) 4 k l +k l−1 δ, we deduces that
Let c ′ 0 be a path realizing the distance from x ′ l−1 to x ′ l in Σ ′ , then c ′ 0 is a union of geodesic segments with endpoints in V ′ , and leng(c ′ 0 ) 4 k l +k l−1 δ. Now, the path c ′ 0 corresponds to a path c 0 in Σ, joining a vertex of A l to a vertex of A l−1 . By construction, c 0 is a union of geodesic segments with endpoints in V, each of which is either an edge of a tree in {A 1 , . . . , A l }, or a geodesic segment which does not cross any edge of the trees in the family {A 1 , . . . , A l }. As a consequence, the union of c 0 and all the trees in {A 1 , . . . , A l } which have at least a common point with c 0 is a geodesic tree. This new tree contains obviously A l−1 and A l as subtrees, hence it contains at least k l + k l−1 + 1 edges. We denote by A ′ l ′ this new tree, and by A ′ 1 , . . . , A ′ l ′ −1 the remaining trees in the family {A 1 , . . . , A l }.
It is a routine to verify that the family {A ′ 1 , . . . , A ′ l ′ } also satisfies the conditions a), and b) of ( * * ). If the condition c) still holds, then we can restart the procedure. Since the number of singularities of Σ is finite, the procedure can be repeated until we get either . a single geodesic tree A verifying the property ( * ) or, . a family {Ã 1 , . . . ,Ãl} of disjoint geodesic trees, verifying a), and b) of the condition ( * * ), and in addition, we have:
where kl is the number of edges ofÃl. Now, let us show that the tree joining procedure, and the vertex adding procedure in Lemma A.1 will allow us to construct a good forest in Σ. First, by Lemma A.1, we know that, there exists a good tree A 1 . We will proceed by induction. Assume that we already have a family {A 1 , . . . , A l } of disjoint good trees. If the union of the vertex sets of A 1 , . . . , A l is V, or all the remaining singularities have cone angle in 2πN, then we are done. Otherwise, we can start a vertex adding procedure with a singular point which is not a vertex of the family {A 1 , . . . , A l }.
The vertex adding procedure can be carried out until we get a new good tree A l+1 disjoint from A 1 ⊔ · · · ⊔ A l , or until we get a geodesic tree A such that . A satisfies the condition ( * ), . the segment realizing the distance d(Ver(A), V\Ver(A)) intersects a tree in the family {A 1 , . . . , A l }.
In the latter case, we see that the family {A 1 , . . . , A l , A} satisfies the condition ( * * ), therefore we can start the tree joining procedure. When this procedures terminates, we get a family of disjoint geodesic trees {Ã 1 , . . . ,Ãl}, it may happen thatl = 1, whereÃ 1 , . . . ,Ãl −1 are good,Ãl verifies the condition ( * ), and we can carry out the vertex adding procedure onÃl. Since the number of singularities of Σ is finite, this algorithm must terminate, and we obtain a good forest for Σ.
B Proof of Proposition 6.5
Let I 0 be a subset of {1, . . . , n} such that δ + I 0 (Σ) = δ(Σ) = δ. Let s be a geodesic segment joining a point x i 0 with i 0 ∈ I 0 and a point x i 1 with i 1 ∈ I 0 such that leng(s) = δ. Let p denote the midpoint of s. As usual, we denote by d the distance induced by the flat metric of Σ. First, we have Lemma B.1 B(p, δ/2) = {x ∈ Σ : d(p, x) < δ/2} does not contain any singular point of Σ.
Proof: Suppose on the contrary that a singular point x k , with k ∈ {i 0 , i 1 }, is contained in B(p, δ/2), then we have d(x i 0 , x k ) < δ, and d(x i 1 , x k ) < δ, but this would imply that δ I 0 (Σ) < δ, and we have a contradiction.
Let D(δ/2) denote the open disk with center (0, 0) and radius δ/2 in the Euclidean plane E 2 = R 2 . Let f be the isometric immersion from D(δ/2) to Σ, which maps the horizontal diameter of D(δ/2) to the segment s, and the origin (0, 0) to the point p. The immersion f exists because the smallest distance from p to a singular point of Σ is δ/2.
Let ǫ be the maximal value such that the restriction of f on the disk D(ǫδ) with center (0, 0) and radius ǫδ is an embedding. If ǫ 1/4 then there is an embedded Euclidean disk of radius δ/4 in Σ, which means that Area(Σ) (πδ 2 )/16. In what follows, we will suppose that ǫ < 1/4, consequently, the set f −1 ({p}) contains points other than (0, 0). Let p 1 be the point in f −1 ({p})\{(0, 0)} closest to (0, 0).
For any subset I of {1, . . . , n}, we denote by α I the sum i∈I α i , and α I the distance from α I to the set πZ in R. Set α 0 = min{ α I : I ⊂ {1, . . . , n}, α I = 0}.
Choose a number ǫ 0 such that ǫ 0 < min{1/6, sin(α 0 )/4}. We will prove that there exists an embedded disk of radius ǫ 0 δ in Σ, which is enough to prove the proposition. Proof: Remark that θ equals the rotation angle of the holonomy of c, which is the sum of some angles in {α 1 , . . . , α n } modulo π. Suppose that θ = 0, then, by the definition of α 0 , we have θ α 0 . long as the rotation angle of the loop c is zero.
Since we only have finitely many singular points in Σ, the procedure must stop, and we get a point in Σ whose injectivity radius is at least ǫ 0 δ. Proposition 6.5 is then proved.
