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Introduction
In music similarity and genre classification, musical concepts are estimated by models of frame collections and decisions regarding new musical excerpts are made by comparison to these models. It is assumed that at the scale of long-term frame collections, the information contained in the local low-level features is sufficient to infer highlevel musical concepts (as e.g. music genres) (Aucouturier, 2006) . This is known as the bag of frames approach, where short-term features of the audio signal are considered independent in time, and hence 'put in a bag' without regard for their ordering. Although, there are several attempts to explicitly model temporal information (Soltau, Schultz, Westphal, & Waibel, 1998; Chen, Gao, Zhu, & Sun, 2006; Aucouturier & Pachet, 2007) , better results have been achieved by indirectly capturing the signal's time structure through statistics of the short-term features over some time window (e.g. 1 s) (Tzanetakis & Cook, 2002; Lidy & Rauber, 2005; Pampalk, Flexer, & Widmer, 2005; West & Cox, 2005) . Nevertheless, this approach to incorporate temporal information only converts a sequence of vectors, each computed on short-term frames of the audio signal, into a shorter sequence of vectors. In the end, decisions are based on global statistics of the feature vectors, disregarding their ordering, either by comparing models of the features' distributions (Logan & Salomon, 2001; Aucouturier & Pachet, 2004; Berenzweig, Logan, Ellis, & Whitman, 2004) , or by combining them into one global instance over which standard machine learning techniques are applied (Tzanetakis & Cook, 2002; Pampalk et al., 2005; West & Cox, 2005; Lopes, Gouyon, Silla, & Oliveira, 2010) . However, one main assumption remains: starting from a data representation space defined by local signal features, it is implicitly assumed that specific regions of this representation space do globally capture musical specificities and, in the context of genre classification, can globally represent genre. Therefore, building good genre models traditionally focuses on determining in an automatic fashion which are these specific representative regions. Once the dimensions (i.e. the low-level features) of the data representation space are defined, the partition of the space and the design of genre models are usually considered jointly. Throughout our experiments, the data representation space is fixed (local features of audio frames are the same in the whole paper, see Section 2.3). Our objective in this paper is to explore the influence of diverse partitions of that space on the performance of a genre classifier. We want to determine if specific regions of the feature space carry relevant musical information about the genres. In other words, is there a typical set of low-level feature values for a 'e.g. Jazz or Classical' frame? The traditional way of representing tracks using statistics of feature vectors or using parameterization of their distribution is not suitable for our objective. Our method is based on a codebook approach. Although less rich than continuous feature vectors, this vector quantization approach allows an explicit characterization of distinct partitions of the feature space. With this representation, we are able to examine how features from different genres populate the feature space, and how they affect classification results. Furthermore, the same codebook is used to quantize all feature vectors of the training and test datasets, independently of the classes, and prior to building any genre models. This way, we separate the partitioning of data representation space from the process of creating classification models, which are trained only with discrete symbols. In our experiments, we tailor the codebook generation process to favour certain characteristics of the data: we explore the inclusion of more or less information about the origin of the frames used to create the codebook, either by selecting the most representative frames via kmeans or via density models of their distributions, or by randomly sampling the data instances. We also explore building codebooks, restricting the training frames to a particular genre. We performed systematic tests with the different codebook generation approaches, and monitored the impact on the classification rate.
Results indicate that short-term feature vectors of individual frames are not representative of music genres, and provide additional evidence to previous research advocating that the best way to infer genres from local lowlevel features is to take decisions at the level of classdependent collections of frames. Yet, even considering frame collections, we observe that there is no apparent benefit in seeking the most thorough representation of each class in the data space defined by local signal features. This is confirmed by experiments in which the codebooks are analysed from an information theoretic perspective: the majority of frames have a large class overlap, while only a few exhibit some level of class dependency, yet, selecting codebook elements based on their class-discriminative capacities does not lead to better classification performance. The results also attest that accuracies on par with current state of the art can be achieved using a randomized and unsupervised quantization of the space in conjunction with Markov-based classifiers, which captures some dynamics of the signal. Finally we compare the effect of similarity measures derived from different codebook generation techniques with a GMM-based similarity measure on hubness. We observe that codebook-based similarity measures tend to create less hubs.
The paper is organized as follows: Section 2 details the codebook generation procedures, the various classifiers used and the datasets. In Section 3, we test various codebook generation strategies, and their influence on the classification rate. Section 4 is dedicated to the study of the clusters (corresponding to the neighbourhoods of codebook elements) from the point of view of information theory. In Section 5, we explore the hubness problem in music similarity tasks. In Section 6, we finalize with a conclusion and suggestions for future directions.
Experimental setup
The approach used in this paper consists of using the training dataset to build a codebook. The sequence of frames making up a music piece is then transformed into a sequence of symbols that correspond to the nearest element in the codebook. The following section describes the different strategies used to generate codebooks.
Codebook generation procedures
A single codebook is used to quantize the set of feature vectors in the training dataset, independently of the class they belong to. The codebook is generated in a two-stage vector quantization approach (Seyerlehner, Widmer, & Knees, 2008; Hoffman, Blei, & Cook, 2009; Langlois & Marques, 2009 ). First, the feature space is sub-sampled by selecting k 1 vectors from each music piece, and second, k 2 feature vectors are obtained from a set of N 6 k 1 frames (where N is the number of tracks in the training set). The k 2 feature vectors (clusters) make up the final codebook. For the selection of the k 1 feature vectors, we either:
. select the most representative frames. This is done by building a GMM model for each song (using three kernels and full covariance matrices). The resulting probability density function is used to select the k 1 most representative frames from each track (i.e. the frames that receive highest probability under the fitted GMM); . select frames randomly according to a uniform distribution. In this case the resulting set of frames will follow the original distribution of data but will also include less representative frames.
For selecting the k 2 elements of the codebook from the N 6 k 1 set of frames, two procedures are used:
. select the k 2 centroids obtained with the k-means algorithm; . choose randomly k 2 samples among this set, according to a uniform distribution.
The purpose of the various combinations of algorithms (GK, RK and RR) is to experiment with codebook generation techniques that use different amounts of information from the dataset (respectively less and less). While the GK technique is an attempt to base the codebook on the most representative frames, RR is a technique which, although the resulting codebook follows the distribution of the data, is likely to include less likely representative regions of the space. In this sense, a more extreme method toward less data dependency for codebook generation would be to chose codebook elements on a regular grid, i.e. without taking into account the distribution of the data. Of course this not feasible since our data lie in a 17-dimensional 1 space and in order to collect only two points on each axis we would end up with a codebook of 2 17 elements. A possible solution is to generate the codebook elements according to a lowdiscrepancy sequence such as the Sobol sequence. A Sobol sequence generator produces a series of points x i in a d-dimensional space S d such that for any integrable function f the series converges as fast as possible and is such that:
The objective is to map the space with as few points as possible while minimizing the holes. An interesting property is that if points of a Sobol sequence are projected on a sub-space, they are not superimposed and the holes are minimized. Following this approach, we construct a codebook by generating k 2 points of a Sobol sequence in a 1 17 hyper-cube and scale these points to fit our data space. The only information used from the dataset is the minimum and maximum values of the feature vectors. We expect these codebooks to be much less efficient in terms of memory because the mapping involves a large portion of the space where there is few or no data. Compared to other approaches, more symbols would be necessary to reach the same level of accuracy. This codebook generation approach is referred to as SS (Sobol Sequences).
Genre classification
All classification methods used are based on a codebook approach, which implies that each music piece (both for training and testing) is first converted into a sequence of symbols, obtained via vector quantization of the audio features. Classifiers either rely on histograms of the symbol frequency (a histogram is built for every song, each bin indicating the number of times a feature vector was mapped to the corresponding centroid, histograms are normalized to account for different song lengths), or on the temporal dependencies of the symbol sequences.
Histogram þ k-NN
In the k-NN algorithm, the music pieces in the training set were used as examples, and a new music piece was classified by a majority vote of its neighbours. In our experiments, we used a 5-NN classifier. The nearest neighbours were calculated based on the Euclidean distance between histograms.
Histogram þ SVM
A Support Vector Machine (SVM) (El-Manzalawy & Honavar, 2005) was used with a Radial Basis Function kernel with g ¼ 1/k 2 (where k 2 is the number of features, i.e. 200), and a cost C ¼ 2000.
Markov models
This classification method is based on the work discribed in Langlois and Marques (2009) . The inputs to this classifier are the symbol sequences rather than the songs' histograms. A set of transition matrices is built, one matrix for each genre, containing the probabilities, P(s j js i ), of each symbol s j given the preceding symbol s i . For classification, the (logarithmic) probability of the test sequence, given each model is calculated:
where P M represents the symbols probability mass function for the model M. The music class is chosen by the model with the highest score L M .
Data sets
We conducted our experiments on two different datasets. The first one is a subset of the Latin Music Database (henceforth, 'LMD dataset'), and the second is the ISMIR 2004 Genre Classification Contest (henceforth, 'ISMIR04 dataset').
LMD
For our experiments, we created a subset of 900 music pieces of the The Latin Music Database (Silla, Koerich, & Kaestner, 2008) , which are divided into three groups of equal size (30 pieces per class). The music pieces are uniformly distributed over 10 genres: Axe´, Bachata, Bolero, Forro´, Gau´cha, Merengue, Pagode, Salsa, Sertaneja, and Tango. We used an artist filter (Pampalk, 2006; Flexer, 2007) so that the music pieces from a 1
The set of features used is detailed in Section 2.3.
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ISMIR04
This dataset was created for the genre classification contest organized during the ISMIR 2004 conference (Cano et al., 2006) . 2 The data is organized into six genres, with a total of 729 music pieces for training and the same number of music pieces for testing. The number of songs per genre is: 320 Classical, 115 Electronic, 26 Jazz-Blues, 45 Metal-Punk, 101 Rock-Pop, and 122 World. We use the same train/test split as in the original ISMIR 2004 contest (with no artist filtering).
Audio features
We extracted 17 audio features from 93 ms frames of the audio signals (mono, sampled at 22,050 Hz, 50% overlap). The features are commonly used in audio genre classification tasks (Tzanetakis & Cook, 2002; Aucouturier & Pachet, 2004; Pampalk, 2006) : the zero crossing rate, spectral centroid, rolloff frequency, spectral flux, and 13 MFCCs, including MFCC0.
Codebook generation comparison
This section presents results obtained with the various codebook generation techniques described in Section 2.1. Unless specified otherwise, in the remainder of the text, k 1 ¼ 20 and k 2 ¼ 200. The values of k 1 and k 2 were chosen empirically. The impact of these parameters on the performance of genre classification models was addressed in Langlois and Marques (2009) .
Method comparison
We report the accuracy obtained over test sets only, both for the ISMIR04 and LMD datasets. Every experiment is repeated 10 times, and the performance measure is the accuracy averaged over the 10 test runs.
The evaluation on the LMD dataset first follows a three-fold cross-validation procedure: two groups are used for training and one for testing, with all the permutations of the groups. For the LMD dataset, the experiments were also repeated ten times, and therefore, the reported performances are the average over all 30 runs. Table 1 shows the average accuracy obtained on both datasets. One can see that, for each classification algorithm (SVM, Knn and Markov), if we consider two standard deviations around the average results (which corresponds approximately to 95% of the area under a normal distribution), there is a strong overlap between the various codebook generation techniques.
When comparing classification methods, we observe that the classifier based on Markov models performs better than the others. Here the main difference is that while the Markov model approach is an attempt to model time dependencies in the sequences of symbols, the other classifiers receive as inputs an estimate of the static distributions of the symbols. Considering the overall accuracy levels obtained with all codebook generation methods (GK, RK, RR), one can see that competitive results can be achieved. For the ISMIR04 data set, the best results found in the literature are around 84% (Pampalk et al., 2005) . 3 In the case of the LMD dataset our results cannot be directly compared since we removed some music pieces from the dataset in order to perform artist-filtering (the same artist does not appear in the training and test dataset). In the MIREX 2009 Audio Genre classification contest where the LMD dataset was used, the best result was 74.6%, the average of all participants was 55.5%, and the worst result was 30%. Our results are below the best results but above the average.
We also explore the possibility of defining a codebook via a Sobol sequence, and therefore, without taking into account the distribution of the data. In this context, very large codebooks are necessary to obtain results compar- Some authors (Panagakis & Arce, 2009 ) have presented results with above 90% accuracy with this dataset but these are obtained through a 10-fold cross-validation procedure and the training set is therefore larger than the one used in our set-up.
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able to those obtained with other methods. This is due to the fact that when codebook elements are chosen to better fill the feature space, a large proportion of these elements are in regions of the space were there are very few or no data. Several codebook sizes were experimented with. For each codebook, the evaluation is based on the accuracy obtained with a Markov model based classifier. Figure 1 summarizes the results for codebook sizes ranging from 200 to 40,000. One can see that the accuracy increases with codebook size until 20,000 symbols and then levels off around 81% in the case of the ISMIR04 dataset and around 65% for the LMD dataset.
Using a subset for codebook generation
Experiments of the previous section showed that there is apparently no clear advantage to model the statistics of the short-term feature vectors and that at this level an unsupervised approach can be considered.
In this section we consider the hypothesis that shorttime frame vectors do belong to a class. Several codebooks are built using feature vectors from a single class. The assumption is that if we base the representation on elements of a single class and compare the accuracy obtained, we should be able to evaluate the benefit of having a class-dependent representation at this level. In our experiments, codebooks built with frames from only one genre are referred to as 'only-X', while codebooks generated using frames from all classes are referred to as 'all-genres'. Table 2 shows the accuracy obtained on the ISMIR2004 test set, for codebooks based on one single class, and built using the RR procedure. One can see that for example, using only frames from the Rock-Pop category for the construction of the codebook leads to a decrease of performance of % 1% when comparing to the codebook that is based on all genres (Markov classifier). When looking at the worse case, the difference with the reference codebook is % 3.6% in the case of the codebooks based on Classical or Metal-Punk music. It means that with a representation based solely on MetalPunk music the classification rate over all genres decreases by only 3.6%. This decrease in accuracy is rather small if we consider the perceived difference between the musical genres. The same experiment was performed with the LMD dataset. The results shown in Table 3 share the same characteristics with, in the majority of cases, a smaller difference (% 1%) in the accuracy obtained with the reference codebook. A notable exception is Tango. This result can be explained by the fact that the tango music of the LMD database is composed mainly of old recordings (from 1917-1935) with very poor sound quality. The set of feature vectors extracted from this genre have a limited frequency range and do not account for the variety found in other genres.
Summary
The results of experiments presented in this section permit us to draw some conclusions. (1) Selecting the codebook elements randomly (the RR approach) leads to levels of performance at least as good as those obtained when selecting the most representative frames through Gaussian Mixture Models (the GK approach). (2) Selecting frames from a single genre to generate the codebook does not degrade the performance. (3) It is possible, using Sobol sequences, to build a representation space for music data knowing very little about the data at hand and simultaneously achieve good levels of performance in terms of accuracy. (4) The codebook approach when used in conjunction with Markov model based classifiers allow us to achieve state-of-the-art performance levels on genre classification tasks. (5) There is Short-term feature space and music genre classification 131 apparently no clear advantage in building class-dependent statistical models of frames. The last aspect is further explored in the next section.
Information-theoretic analysis 4.1 Statistical distributions of feature vectors
One of the findings of the previous section is that performance of classifiers is not altered even when the training instances in the codebook generation process are restricted to only one class. This raises questions on how the short-term feature vectors are distributed in the data representation space. Is there a strong class overlap? Are there genre-specific regions of the feature space? The objective of this section is to shed a light on these issues, through the analysis of the symbol distributions from an information-theoretic point of view. The entropy of the codebook gives us a measure of how the symbols are distributed among the clusters. The (normalized) symbol entropy is:
where P(s k ) is the a priori probability of symbol s k (cluster s k , with k ¼ 1, . . . , k 2 ). The normalizing constant logk 2 , limits the entropy, H S ð Þ, to values in the interval [0, 1]. High entropy values are associated with codebooks that have even symbol distribution, while low entropy values correspond to codebooks with a few predominant clusters. The same reasoning can be applied to the conditional symbol entropy for a given genre. The (normalized) symbol entropies for a particular genre is:
where P(s k jG i ) is the conditional probability of symbol k, given the genre G i . In this case, high conditional entropy values are associated with a wide coverage of the data space by the feature vectors belonging to genre G i . On the other hand, low values mean that the shortterm instances of the genre are quantized by a restricted set of clusters, and therefore are confined to specific regions of the data space. This is confirmed by the results in Figure 2 . Figure 2 shows the symbol distributions for the different classes in the ISMIR04 dataset, for codebooks created with frames from only one genre. Each line pertains to a single codebook, and in it the symbol distributions are represented by genre (columns). For comparison, in the last line are the genre distributions for a codebook created using all genres. The conditional entropy of the symbols is an indicator of the frame diversity of the genre. For instance, for the codebook based on Electronic music, the class distributions have a more uniform behaviour than the class distributions for the codebook based on Metal-Punk, which tells us that the frames in this genre are indeed less diversified. Figure 2 shows that the plots in the diagonal have the highest entropy in each line. This is natural since the codebooks were generated with frames belonging to the same genre, and therefore, the symbols for that specific genre are more evenly distributed among the codebook clusters. The figure also shows that there is a large number of clusters with a strong genre overlap. Similar behaviours were observed inspecting the codebooks for the LMD dataset. We conducted further tests to study the discriminative capacity of the feature vectors and to analyse to what extent they characterize musical genres. An intuitive measure of the clusters' discriminative capacity is the 
where jGj represents the total number of genres. H G ð Þ is the entropy of the genres for all clusters, and is a fixed value greater or equal to the conditional entropy H Gjs k ð Þ. A high level of shared mutual information implies low values for the conditional entropy H Gjs k ð Þ. Low entropy values mean that the genre distribution for s k is dominated by one of the genres. On the other hand, symbols with high entropy values have a weak discriminative capacity, since, in these clusters the genres tend to be approximately equiprobable. Figure 3 represents the genre distribution given the symbols, for the LMD dataset, and for a codebook created with frames from all classes. The symbols were ordered by decreasing mutual information. High values correspond to dark shades, while low values are lightshaded. The figure shows that a majority of symbols exhibit a strong class overlap, and therefore have a low discriminative capacity. However a minority of symbols are class-dependent, with about half of these belonging to the genre Tango and the rest distributed among the remaining classes. The imbalance between Tango and the Short-term feature space and music genre classification 133 other genres is due to the poor sound quality of the Tango tracks (recordings prior to 1935), and since almost no other pieces in the dataset were recorded that early on, this is sufficient to identify the genre. In this case, the classification is dependent on the recording quality rather than audio characteristics related to genre. From these experiments, it remains unclear what contribution, if any, have the more discriminative symbols and their overall percentage in the performance of classification algorithms. These questions are addressed in the next section.
Discriminative codebook generation
The previous experiments showed that there are at least some minor dependencies between short-time frames and genres, since a small subset of symbols have predominant classes (although the vast majority appear in every class). In this section, we test the influence of genre information present in the symbols (or the lack thereof) on the overall classifier performances. Our objective is to ascertain if codebooks comprised of clusters with high discriminative capacity yield better classification accuracies than codebooks where the genres are evenly distributed among all clusters. To build such codebooks, we opted to first create a codebook with k 2 ¼ 400, using frames from all genres, and selected a subset of the 200 cluster to generate a new codebook. The selection process was based on the mutual information between the clusters and the genres (Equation 5). In our experiments, three codebooks with k 2 ¼ 200 were generated from a single codebook with k 2 ¼ 400, by selecting the 200 most discriminative clusters (with the highest mutual information), the 200 less discriminative clusters, and the 200 in the middle. We are aware that quantizing the feature vectors with the new codebooks will change the symbol distribution, and, therefore, will change the mutual information contents in each cluster. Nevertheless, our observations suggest that codebooks created from a subset of clusters within a given discriminative range, will also have a high number of clusters within that range. For example, codebooks derived from the most discriminative clusters have, on average, 20% to 30% of clusters with mutual information values above 0.5 (on a scale of 0 to 1), while the least discriminative codebooks have about 5% (see Figure 4) . Table 4 shows the accuracies obtained on the ISMR04 dataset, with the proposed codebook-generation method. The results show that there is not much variation in the classifiers' performances for the different codebooks. Similar behaviour was observed for the LMD dataset. Also it should be noted that the least discriminant codebooks for both datasets, have a significantly smaller number of discriminant symbols than their most discriminative counterparts, and still obtain similar performance values. This indicates that in codebook representations, each symbol discriminative capacity is not essential for genre classification.
Hubness
Hubness is a phenomenon that has been noticed in Music Similarity tasks and other pattern recognition applications such as fingerprint recognition (Aucouturier, 2006) : some database samples, called 'hubs' appear in the neighbourhood of many of the database patterns leading to a large number of false positives. Flexer, Schnitzer, Gasser, and Pohle (2010) showed that the hub phenomenon was also present in large databases.
In this section we explore the influence of three parameterizations of the feature space on the hubness. In the first case we followed the same procedure described in Flexer et al. (2010) building a single Gaussian model for each music piece and used the symmetrized KulbackLiebler divergence as a similarity measure (GMM þ KL measure). In the second case, we generated a codebook following the RR procedure, calculated symbol histograms (Section 2.2) and used the Euclidean distance as a similarity measure (RR þ Euclid measure) and the third one uses a codebook generated based on a Sobol sequence (SS þ Euclid measure). Since our objective is not classification, both training and test samples were used.
Several criteria can be used to evaluate hubness. The n-hubness of a music piece (Flexer et al., 2010 ) is the number of music pieces n-neighbourhoods in which it appears. The maxhub is the largest n-hubness, i.e. the maximum number of n-neighbourhoods a single music piece belongs to. Figure 5 shows the maxhub for neighbourhoods ranging from 1 to 20, for both similarity measures and both ISMIR04 and LMD datasets.
Another criterion is the hub3 % which correspond to the percentage of the music pieces with n- Short-term feature space and music genre classification 135 hubness larger than three times n. Figure 6 shows the hub3 % for both similarity measures and both datasets. The maxhub can be viewed as an estimate of the 'worst case', for n ¼ 8 the maxhub is equal to 150 for the GMM þ KL similarity measure and less than 50 for the RR þ Euclid similarity measure (ISMIR04). It can be seen that for both datasets, around 4% of music pieces create hubs when the GMMþ KL similarity measure is used, while this number is around 2% (ISMIR04) and 3% (LMD) for RR þ Euclid similarity measure. In all cases the SS þ Euclid similarity measure generates much less hubs than the other two methods but the accuracy also tends to be lower (for the same codebook size). As was shown in Section 3, codebooks generated with the RR procedure perform at least as well as other alternatives in terms of accuracy, and one can see that it performs also better in terms of hubness.
Conclusions and future work
In this paper, we tackled the problem of music genre classification with low-level features computed on collections of audio frames. In the usual approach to this problem, it is implicitly assumed that specific regions of the data representation space defined by these features are representative of genres. Consequently, the process of partitioning the representation space-usually considered jointly with the design and training of genre models-appears instrumental to the performance of genre classifiers. This paper precisely aims at evaluating the influence of diverse partitions of the representation space, given a fixed set of low-level audio features, on the performance of genre classifiers. We used a codebook approach to separate the task of partitioning the data representation space from that of training genre models, for which we tried different classifiers. The diverse partitions of the representation space (i.e. the diverse codebooks designed) used in our experiments were obtained through systematically varying the amount of information regarding the provenance of audio frames.
The main conclusion of these experiments is that there is no apparent benefit in seeking a thorough representation of genres in the low-level features representation space. A randomized and uninformed data representation permits one to build genre models that are as good as those built from thoroughly informed data representations. In addition to being simpler and requiring less computational resources to design, we showed that the former also has the advantage of producing less hubs than the latter.
These experiments and the knowledge gained from their analysis also led us to question the utility of separating the processes of partitioning the representation space and of training genre models. The codebook approach used for the task proved effective enough. Furthermore, the analysis of the symbols' distribution from information theoretic perspective showed that a majority of symbols have a strong class overlap, while only a few have predominant classes, which corroborates the premise that the feature space is dominated by regions that are common to all genres, and that genre specific areas are sparse. In addition, the symbols' discriminative capacity does not appear to be essential for genre classification, and hence the discriminative power of genre specific regions is also questionable.
It is also shown in this paper that taking into account the dynamics of the signal (via Markov-based classifiers) performs better than considering frames independently of their temporal ordering (via Support Vector Machines or k-NN working on frame histograms) (Meng, Ahrendt, Larsen, & Hansen, 2007; Langlois & Marques, 2009; Marques, Lopes, Sordo, Langlois, & Gouyon, 2010) .
We believe that the results detailed in this paper contribute to the emerging idea that improvements in music genre classification will require the design of better initial signal representations, features that carry information that would be specific to genres closer to musical concepts (Aucouturier, 2009 ).
