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Abstract
We study the asymptotic expansion of the first Dirichlet eigenvalue of certain families of triangles and
of rhombi as a singular limit is approached. In certain cases, which include isosceles and right triangles,
we obtain the exact value of all the coefficients of the unbounded terms in the asymptotic expansion as the
angle opening approaches zero, plus the constant term and estimates on the remainder. For rhombi and other
triangle families such as isosceles triangles where now the angle opening approaches π , we have the first
two terms plus bounds on the remainder. These results are based on new upper and lower bounds for these
domains whose asymptotic expansions coincide up to the orders mentioned. Apart from being accurate near
the singular limits considered, our lower bounds for the rhombus improve upon the bound by Hooker and
Protter for angles up to approximately 22◦ and in the range (31◦,54◦). These results also show that the
asymptotic expansion around the degenerate case of the isosceles triangle with vanishing angle opening
depends on the path used to approach it.
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It is a well-known fact that there are only a handful of planar domains for which it is possible
to write an explicit expression for the first Dirichlet eigenvalue λ1 in terms of known functions.
These may be considered to fall roughly into two types, depending on whether the corresponding
eigenfunctions are trigonometric functions (rectangles and the equilateral, right isosceles and
90◦–60◦–30◦ triangles) or trigonometric and Bessel functions (balls, annuli and circular sectors).
One of the reasons for this limitation is that these are the only planar Euclidean domains for
which it is possible to carry out a separation of variables which allows for a reduction to one
single ordinary differential equation (strictly speaking, in the case of the equilateral triangle the
process is slightly more involved and relies on symmetry; note also that the eigenvalue prob-
lem for ellipses may be reduced to a system of two ordinary differential equations, thus posing
additional difficulties).
There are, however, some planar domains such as isosceles triangles and rhombi which, mod-
ulo rescaling, may be described in terms of one single parameter, say τ , and for which our first
reaction might be to (naively) hope to be able to describe the function λ1(τ ), or at least to be able
to reduce the problem to an ordinary differential equation. In their 1960/1961 paper on the first
eigenvalue of the rhombus [6], Hooker and Protter went as far as stating that “It is a remarkable
fact that the exact value is unknown in analytic form, except in the case of a square (and the
degenerate case of a slit or strip).” After Hooker and Protter’s paper, several methods were ap-
plied to obtaining accurate approximations for the first eigenvalue of the rhombus. However, and
as opposed to the approach in both [6] and the present paper, these did not provide an explicit
expression in terms of the parameter involved—see, for instance, [8,10].
It should also be noted that several authors have devoted some effort to the case of a general
triangle—see the references in [4], and also Example 2 in [9]. In this case there have also been
attempts at devising methods for obtaining the first eigenvalue, but again these do not provide us
with a relatively simple expression in terms of angles and the side lengths, for instance—as an
example of this type, but quite different in spirit from those mentioned above, see [7], where an
expression for the zeta function of the eigenvalues is obtained. In spite of this, the results in [4]
and the numerical study carried out by Antunes and the present author in [1] point to the fact that
there is still room for improvement. At another level, the results in [2] also suggest that isosceles
triangles play an important role in questions related to the spectral gap, for instance, making it of
interest to understand the behaviour of eigenvalues of triangles also from that perspective.
The main purpose of the present paper is to obtain precise approximations of the first Dirichlet
eigenvalue in two of the cases mentioned above, namely, for triangles close to the singular limit
case of isosceles triangles with an angle approaching zero, and rhombi. Note that both isosceles
triangles and rhombi appear as end products when Steiner symmetrization is applied to triangles
and quadrilaterals, respectively, and thus the results given here are also of interest in that they
provide lower bounds for such domains. While in [1,4] the emphasis was on bounds which gave
equality in the case of the equilateral triangle and the square, here we address the situation where
we are close to a singular limit problem, and obtain upper and lower bounds which are sufficiently
accurate to yield several terms in the asymptotic expansion of λ1 around these limit cases. Note
that since this is a singular perturbation, it is not even clear from the start that such an expansion
exists and, in case it does, which powers appear.
As an example of the results in the paper we have the following asymptotic expansion valid
for triangles approaching isosceles triangles in the singular limit.
378 P. Freitas / Journal of Functional Analysis 251 (2007) 376–398Theorem 1. Let T be a triangle with side lengths a  b c and corresponding opposing angles
α  β  γ . Assume that the largest side is fixed, and that b = b(α) = c(1 + b2α2 + O(α3)) as α
goes to zero. Then we have the following asymptotic expansion for the first Dirichlet eigenvalue
of T :
λ1(T ) = π
2
c2α2
− 2
2/3a1π4/3
c2α4/3
+ 4 · 2
1/3a21π
2/3
5c2α2/3
+
[
37
70
− 52
175
a31 +
(
1
6
− b2
)
π2
]
1
c2
+ O(α2/3) as α → 0,
where a1 ≈ −2.33811 is the first negative zero of the Airy function of the first kind. The remainder
is bounded from above and below by c+1 α2/3 and c−1 α2/3, respectively, where
c−1 =
a1[272a31 − 8095 + 2625(6b2 − 1)π2]
7875 · 21/3π2/3 ≈ 4.1175 − 17.0772b2
and
c+1 =
a1[272a31 − 220 − 7875( 14 − b22 )2π2]
7875 · 21/3π2/3 ≈ 4.6754 − 17.0772b2 + 17.0772b
2
2.
This result shows that the asymptotic behaviour of the eigenvalue depends on the way in
which the singular limit case is approached, and that choosing different paths will yield different
asymptotic expansions of this type. For instance, the case b(α) ≡ c (b2 = 0) corresponds to
isosceles triangles, while b(α) = c cos(α) (b2 = −1/2) corresponds to right triangles. In the
above result it is also important that b′(0) vanishes, for otherwise there will be other powers
appearing in the asymptotic expansion—see Section 4.3 for examples of different asymptotic
behaviours.
The proof of Theorem 1 is based on the following lower and upper bounds for the first eigen-
value of a triangle whose asymptotic behaviours for α close to zero coincide up to the orders
required under the conditions in Theorem 1.
Theorem 2. Let T be a triangle with side lengths a  b c and corresponding opposing angles
α  β  γ . Then its first Dirichlet eigenvalue satisfies the following inequalities:
L(α) λ1(T ) U(α),
where
L(α) = j2π
α
,1
[ 1∫
0
2 sin2(πt)
[g(αt)]2(π+α)/α dt
]−α/(π+α)
,
U(α) = j2π
α
,1
[(
1 − π
2
α2j2π ,1
) 1∫ [
g′(αt)
g(αt)
]2
sin2(πt) dt + 1
2
][ 1∫
sin2(πt)
g2(αt)
dt
]−1
α 0 0
P. Freitas / Journal of Functional Analysis 251 (2007) 376–398 379and
g(θ) = sin(α − θ)
c sinα
+ sin θ
b sinα
.
Remark 1.1. Although strictly speaking the functions L and U above do depend on some of
the other parameters involved, such as b and c, we have chosen to highlight their dependence
on α only, since this will be the quantity which we will consider as varying independently. In
particular, and for simplicity, the largest side will always be considered to be fixed, while the
length b will be specified as a function of α, as in the case of Theorem 1. Note, however, that
obtaining expressions for triangles with a given area or diameter, for instance, will be a simple
matter of rescaling.
The paper is organized as follows. In the next section, we describe the bounds that may be
obtained by simple inclusion. This also involves some less standard arguments using compari-
son results for mixed Dirichlet/Neumann boundary conditions. Besides illustrating the type of
results of the paper, in the case of some triangles these already provide some correct terms in
the corresponding asymptotic expansions. Note that although this approach is quite elementary,
it is not obvious from the start that it should provide any terms other than the first. This would
be the case if one were to apply the same argument to bound the area of a triangle by those of
the corresponding circular sectors, for instance. In Section 3 we prove Theorem 2. The upper
bound is proven in Section 3.1 by using an appropriate test function in the Rayleigh quotient. To
obtain the necessary lower bound, we use a Faber–Krahn type result for wedges of Payne and
Weinberger [9] (Section 3.2). We then prove the asymptotic expansions in Theorem 1 in Sec-
tion 4. Since both bounds in Theorem 2 are obtained from expressions which are based on the
eigenfunctions of circular sectors, we cannot expect either of them to provide the correct asymp-
totics when the angle opening approaches π . We study these asymptotics for obtuse triangles in
Section 5. In this case we are able to obtain the first two terms in the expansion, plus an estimate
on the remainder. Similar results to these are obtained for the rhombus in Section 6, where we
also compare our lower bounds with that of Hooker and Protter. In the last section we apply the
previous results to obtaining asymptotic expansions for the spectral gap and quotient of triangles
and rhombi.
2. Bounds obtained by inclusion
We begin by considering the simplest possible approximation that can be made for obtaining
estimates of eigenvalues of triangles, namely, to compare with circular sectors where one of the
internal angles is chosen to be the angle opening of the sector used for the comparison. In the
case where one of the angles is close to zero, it is not unrealistic to expect this to produce upper
and lower bounds which are close to each other, thus already giving a good approximation for
triangle eigenvalues. Although for our purposes these will not, in general, be sufficiently good,
we begin by approaching the problem from this perspective for two reasons. On the one hand, this
provides bounds for general triangles and gives an idea of the questions involved. On the other
hand, we will actually use the lower bound for obtuse isosceles triangles given in Section 2.2 in
order to obtain one of the asymptotic expansions. In this case the angle between the sides of equal
length approaches π , for which a less straightforward comparison based on inclusion results for
mixed Dirichlet/Neumann boundary conditions is necessary.
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Let T be a triangle with sides of lengths a  b  c and corresponding opposing angles α,β
and γ . As a first step it is possible to make a very crude approximation using rectangles which
yields
π2
(
1
b2 sin2 α
+ 1
c2
)
< λ1(T ) < π
2 (c
2/3 + b2/3 sin2/3 α)3
b2c2 sin2 α
. (1)
Although clearly not very accurate, this bound already allows us to obtain the first term in the
singular asymptotic expansion as we make the triangle collapse to a line segment. For instance,
if we assume that the vertices of the triangle are situated at (0,0), (c,0) and (x0, x0 tanα), and
that we make α go to zero while keeping x0 fixed, we obtain
λ1(T ) = π
2
x20α
2 + o
(
α−2
) (2)
as α goes to zero. The orders and coefficients of the remaining terms in the expansion will depend
on how we approach the limit case—see Section 4.3.
In order to obtain more precise results we shall instead rely on approximations by circular
sectors. If we denote by Sα,R the circular sector of angle opening α and radius R, we always
have T ⊂ Sα,c, and thus λk(T ) > λk(Sα,c), for all positive integer k.
For the upper bound we have to consider two cases, depending on whether T is an obtuse or
acute triangle. In the former case, we have T ⊃ Sα,b and so λk(T ) < λk(Sα,b), for all positive
integer k. In the latter, T ⊃ Sα,c sinβ and now λk(T ) < λk(Sα,c sinβ). Although it is possible to
pursue several of the aspects which are considered below also for the kth eigenvalue, in the rest
of the paper we shall restrict ourselves mostly to the first eigenvalue, and in some cases to the
second eigenvalue in order to obtain estimates for the spectral gap of isosceles triangles and
rhombi.
From the considerations above we have
λ1(Sα,c) < λ1(T ) <
⎧⎨
⎩
λ1(Sα,b), T obtuse,
λ1(Sα,c cosα), T right,
λ1(Sα,c sinβ), T acute.
(3)
Consider now the case of a family of triangles satisfying b  c cosα, and study the asymptotic
behaviour of λ1(T ) as the angle opening α approaches zero. This includes, for instance, both the
case of right triangles and of isosceles triangles where α is the angle between the two sides of
equal length. In this case it is sufficient to note that Sα,c cosα ⊂ T giving that for such families
λ1(Sα,c) =
j2π
α
,1
c2
< λ1(T ) <
j2π
α
,1
c2 cos2 α
= λ1(Sα,c cosα), (4)
where j π
α
,1 denotes the first zero of the Bessel function Jπ
α
.
From the asymptotics for jν,1 given in [3], namely,
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1/3 + 3a
2
1
10 · 22/3 ν
−1/3 + 10 + a
3
1
700
ν−1 − 479a
4
1 − 40a1
126000 · 21/3 ν
−5/3
+ 20231a
5
1 + 55100a1
16170000 · 22/3 ν
−7/3 + O(ν−3), ν → ∞, (5)
where a1 ≈ −2.33811 is the first negative zero of the Airy function of the first kind, we have
λ1(Sα,R) = π
2
R2α2
− 2
2/3a1π4/3
R2α4/3
+ 4 · 2
1/3a21π
2/3
5R2α2/3
+
(
1
35
− 52
175
a31
)
1
R2
+ O(α2/3), α → 0.
Combining this with the upper and lower bounds given by (4) yields the following expansion for
the first eigenvalue
λ1(T ) = π
2
c2α2
− 2
2/3a1π4/3
c2α4/3
+ 4 · 2
1/3a21π
2/3
5c2α2/3
+ O(1), α → 0.
In the same way, it is possible to see that the first three terms in the above expansion are still cor-
rect when we approach the limit case via obtuse triangles, provided b converges to c sufficiently
fast. In general we have the following proposition.
Proposition 2.1. Assume that b(α) = c[1 + o(α4/3)]. Then
λ1(T ) = π
2
c2α2
− 2
2/3a1π4/3
c2α4/3
+ 4 · 2
1/3a21π
2/3
5c2α2/3
+ o(α−2/3), α → 0.
As was mentioned in the introduction, what is needed to prove Theorem 1 is to improve both
the upper and lower bounds in (4) such that the constant terms in the corresponding asymptotic
expansions coincide. Furthermore, this will also provide bounds on the coefficient of the first
term with a positive exponent.
Since we will need the second eigenvalue of acute isosceles triangles in Section 7, we note
that for a sufficiently small angle α this satisfies
λ2(Sα,c) =
j2π/α,2
c2
 λ2(T )
j2π/α,2
c2 cos2(α/2)
= λ2(Sα,c cos(α/2)).
Hence, in a similar way as above, we obtain
Proposition 2.2. The second eigenvalue of an acute isosceles triangle satisfies
λ2(T ) = π
2
c2α2
− 2
2/3a2π4/3
c2α4/3
+ 4 · 2
1/3a22π
2/3
5c2α2/3
+ o(α−2/3), α → 0,
where a2 ≈ −4.08795 is the second negative zero of the Airy function of the first kind.
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There are some cases where the comparison sector becomes quite different from the triangle,
and for which we cannot expect the approximations given by (3) to be very accurate. This will
happen, for instance, for obtuse triangles where one angle is close to π . Since we will need an
improved lower bound later on for the case of obtuse isosceles triangles, we shall now consider
this case in more detail. The idea is to take advantage of the symmetry in order to compare this
with the eigenvalue of a circular sector with Neumann boundary conditions on the curved part of
the boundary. In order to do this we shall need a monotonicity lemma for domains with mixed
Dirichlet and Neumann boundary conditions, and which can be found, for instance, in [5]. To
state this result let us assume that we have two sufficiently regular domains Ωj (j = 1,2) in Rn
such that Ω1 is contained in Ω2, and that we consider the Laplace operator with Dirichlet and
Neumann boundary conditions on ∂Ωj,D and ∂Ωj,N , respectively. We shall denote by μ1(Ωj )
(j = 1,2) the first eigenvalue of Ωj with the above mixed boundary conditions.
Lemma 2.3. Under the above conditions, if both the restriction of the first eigenfunction on Ω2
to Ω1 and its normal derivative on ∂Ω1,N are positive, we have μ1(Ω1) μ1(Ω2).
With this result we may prove the following lower bound for the first eigenvalue of an isosceles
triangle.
Proposition 2.4. Let T be an isosceles triangle with equal side length  and equal angle β . Then
λ1(T ) μ1(Sβ,) =
(j ′π
β
,1)
2
2
,
where μ1(Sβ,) denotes the first eigenvalue of the circular sector Sβ, with Dirichlet bound-
ary conditions on the straight parts of the boundary and Neumann boundary conditions on the
circular part. Here j ′π
β
,1 is the first zero of the derivative of the Bessel function Jπβ .
Proof. Consider the right triangle T ′ with side lengths ,  cosβ and  sinβ . We have that
T ′ ⊂ Sβ, and, due to symmetry and positivity, the first Dirichlet eigenfunction on T satisfies
Neumann boundary conditions on the side of T ′ with length  sinβ which we denote by ∂T ′N .
We thus have that λ1(T ) equals the first mixed Dirichlet–Neumann eigenvalue on T ′ which we
denote by μ1(T ′). To apply the monotonicity lemma quoted above we need only to prove that the
normal derivative φν of the first eigenfunction of the circular sector is non-negative on ∂T ′N . We
proceed by contradiction. Let φ denote a (positive) eigenfunction on T ′ corresponding to μ1(T ′),
and assume that there exists a point P on ∂T ′N where φν is negative. We know that the level lines
of φ are symmetric with respect to the bisectrix of Sβ, and that each level line intersects this
bisectrix once and only once. For non-negative , let L denote the level lines passing through
the point P + ν. Due to the sign of φν at P , we have that φ is larger on the level line L0 than on
L for all sufficiently small (positive) . But this means that either along the bisectrix there exists
a point where the radial derivative is negative, or that there exists a radial line which is tangent
to L at some point. Since either case is impossible, as φ is strictly increasing along radial lines,
the result holds. 
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 and angle
opening β with Dirichlet boundary conditions is bounded from below by μ1(Sβ,).
Taking into account that the combination of these lower bounds with the upper bounds ob-
tained both for obtuse triangles and rhombi via test functions in Sections 5 and 6 only yields two
terms in the corresponding asymptotic expansions, it would be of interest to obtain also an upper
bound via inclusion as above. However, the normal ν considered in the proof above would now
be along the radial direction and since the eigenfunction of the triangle (or rhombus) would then
take the role of the function φ, we do not have enough information to ensure that φν remains
positive.
3. Proof of Theorem 2
3.1. General upper bound
In order to have an upper bound better than those that may be obtained by simple inclusion,
we shall consider a test function which is still based on the first eigenfunction of the circular
sector, but which is modified in order to be zero only at the boundary. We assume T to have the
vertex with angle α at the origin and the largest side of length c to be fixed and on the x-axis.
Then, the first Dirichlet eigenfunction for a sector Sα,b with vertex at the origin and contained
in T is given, in standard polar coordinates, by
φ(r, θ) = Jπ
α
(
j π
α
,1r
b
)
sin
(
πθ
α
)
.
We shall consider a test function of the form u(r, θ) = φ(jπ
α
,1g(θ)r, θ) where g is such that
r = 1/g(θ) describes the side of the triangle of length a. A simple computation yields that g is
the function appearing in Theorem 2.
Proceeding in this way, we extend the first eigenfunction of Sα,b to the whole triangle, which
will be sufficient to obtain the desired upper bound. Note that this type of argument may also be
used for other domains which are star-shaped with respect to the origin.
Now we need to evaluate the integrals of u2 and |∇u|2 appearing in the Rayleigh quotient.
For the first of these we have
∫
T
u2 =
α∫
0
1/g(θ)∫
0
rJ 2π
α
[
j π
α
,1g(θ)r
]
sin2
(
πθ
α
)
dr dθ
= α
j2π
α
,1
1∫
0
sin2(πt)
g2(αt)
dt
j π
α ,1∫
0
zJ 2π
α
(z) dz,
where we have made the changes of variables r = z/(j π
α
,1g(θ)) and θ = αt . The integral involv-
ing the Bessel function can actually be evaluated to be j2π
α
,1[J ′π
α
(j π
α
,1)]2/2, but we will not need
this fact in what follows.
The integral of the gradient squared may be evaluated as follows:
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T
|∇u|2 =
α∫
0
1/g(θ)∫
0
r
[(
∂u
∂r
)2
+ 1
r2
(
∂u
∂θ
)2]
dr dθ
=
α∫
0
1/g(θ)∫
0
r
{(
j π
α
,1g(θ)
)2[
J ′π
α
(
j π
α
,1g(θ)r
)]2
sin2
(
πθ
α
)
+ 1
r2
[
j π
α
,1rg
′(θ)J ′π
α
(
j π
α
,1g(θ)r
)
sin
(
πθ
α
)
+ π
α
Jπ
α
(
j π
α
,1g(θ)r
)
cos
(
πθ
α
)]2}
dr dθ
=
α∫
0
j π
α ,1∫
0
z
j2π
α
,1g
2(θ)
{(
j π
α
,1g(θ)
)2[
J ′π
α
(z)
]2
sin2
(
πθ
α
)
+
j2π
α
,1g
2(θ)
z2
[
g′(θ)
g(θ)
zJ ′π
α
(z) sin
(
πθ
α
)
+ π
α
Jπ
α
(z) cos
(
πθ
α
)]2}
dr dθ
= α
2
j π
α ,1∫
0
z
[
J ′π
α
(z)
]2
dz + π
2
2α
jπ
α ,1∫
0
1
z
[
Jπ
α
(z)
]2
dz
+
α∫
0
j π
α ,1∫
0
[
g′(θ)
g(θ)
]2
sin2
(
πθ
α
)
z
[
J ′π
α
(z)
]2
dzdθ,
where we made the same change of variables as above, namely, r = z/(j π
α
,1g(θ)), and used the
fact that
∫ j π
α ,1
0 Jπα (z)J
′
π
α
(z) dz = 0. Writing now θ = αt we arrive at
∫
T
|∇u|2 = α
2
j π
α ,1∫
0
z
[
J ′π
α
(z)
]2
dz + π
2
2α
jπ
α ,1∫
0
1
z
[
Jπ
α
(z)
]2
dz
+ α
1∫
0
[
g′(αt)
g(αt)
]2
sin2(πt) dt
j π
α ,1∫
0
z
[
J ′π
α
(z)
]2
dz
= α
1∫
0
[
g′(αt)
g(αt)
]2
sin2(πt) dt
j π
α ,1∫
0
z
[
J ′π
α
(z)
]2
dz
+ α
2
j π
α ,1∫
z
[
Jπ
α
(z)
]2
dz,0
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∫
T
|∇u|2  α
jπ
α ,1∫
0
z
[
Jπ
α
(z)
]2
dz
×
[(
1 − π
2
α2j2π
α
,1
) 1∫
0
[
g′(αt)
g(αt)
]2
sin2(πt) dt + 1
2
]
.
If we now replace this expression together with the expression obtained above for
∫
T
u2 in the
Rayleigh quotient, the integral of the Bessel function and the α factor cancel yielding the upper
bound in Theorem 2.
3.2. General lower bound
For the lower bound we make use of a result by Payne and Weinberger given in [9], namely,
that for any domain Ω contained in the infinite wedge of angle opening α (in polar coordinates,
{(r, θ): 0 < θ < α}), the first Dirichlet eigenvalue satisfies
λ1(Ω)
[
4
α2
(π + α)
∫
Ω
r1+2π/α sin2
(
πθ
α
)
dr dθ
]− α
α+π
j2π
α
,1. (6)
Since equality holds for the case of a sector Sα,R it is reasonable to expect that this will provide a
good lower bound for the isosceles triangle with the vertex common to the two equal sides placed
at the origin. To apply the above result to T , we note that
∫
T
r1+2π/α sin2
(
πθ
α
)
dr dθ =
α∫
0
1/g(θ)∫
0
r1+2π/α sin2
(
πθ
α
)
dr dθ, (7)
where g(θ) is as before. Integrating in r we obtain
∫
T
r1+2π/α sin2
(
πθ
α
)
dr dθ = α
2(π + α)
α∫
0
[
1
g(θ)
]1+2π/α
sin2
(
πθ
α
)
dr dθ
= α
2
2(π + α)
1∫
0
sin2(πt)
[g(αt)]1+2π/α dt.
Substituting this in (6) yields the lower bound in Theorem 2.
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In this section we obtain the asymptotic behaviour of the upper and lower bounds in Theo-
rem 2, in order to prove Theorem 1. Although neither case is particularly difficult, the expansion
for the lower bound requires a slightly more careful analysis. Theorem 1 then follows since both
bounds have the same expansion up to the constant term, while the terms of order α2/3 then
provide the required lower and upper bounds for the constant c1.
4.1. Asymptotic expansion for the lower bound
Replacing the expression for g in L yields
L(α) =
j2π
α
,1
2α/α+π
[ 1∫
0
sin2(πt)[ sin(α(1−t))
c sinα + sin(αt)b(α) sinα
]2(1+π/α) dt
]−α/(α+π)
.
For our purposes, it is convenient to carry out the change of variables t = (s + 1)/2 to obtain
L(α) =
j2π
α
,1
c2 sin2 α
[ 1∫
−1
cos2(πs2 )
[sin(α 1−s2 ) + cb(α) sin(α 1+s2 )]2(1+π/α)
ds
]−α/(α+π)
=
α2j2π
α
,1
c2 sin2 α
[ 1∫
−1
f (α, s) cos2
(
πs
2
)
ds
]−α/(α+π)
,
where
f (α, s) =
[
sin(α 1−s2 )
α
+ c
b(α)
sin(α 1+s2 )
α
]−2(1+π/α)
.
Obtaining the series development around zero for L(α) is now more or less straightforward and
we only indicate the main steps. First note that we need only obtain the development of the power
of the integral in the last expression for L up to first order, as this already yields all the terms up
to α2/3 in the expansion for L. To this end, let us define the function
h(α, s) =
{
sin(α 1−s2 )
α
+ c
b(α)
sin(α 1+s2 )
α
, α = 0,
1, α = 0.
Then h is a C3 function in α for α in a sufficiently small neighbourhood of zero, and
h(α, s) = 1 − 1
24
[
1 + 12b2(1 + s) + 3s2
]
α2 + O(α3), α → 0.
It follows that if we extend f to zero by letting f (0, s) = 1, it becomes a C2 function in α for α
in a sufficiently small neighbourhood of zero. Furthermore,
f (α, s) = 1 + π [1 + 12b2(1 + s) + 3s2]α + O(α2), α → 0.12
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that its derivative with respect to α is uniformly bounded in s. Hence
1∫
−1
f (α, s) cos2
(
πs
2
)
ds = 1 +
(
π
6
− 1
2π
+ b2π
)
α + O(α2), α → 0.
From this it follows that
[ 1∫
−1
f (α, s) cos2
(
πs
2
)
ds
]−α/(α+π)
= 1 +
(
1
2π2
− 1
6
− b2
)
α2 + O(α3)
as α goes to zero, thus yielding
L(α) = π
2
c2α2
− 2
2/3a1π4/3
c2α4/3
+ 4 · 2
1/3a21π
2/3
5c2α2/3
+
[
37
70
− 52
175
a31 +
(
1
6
− b2
)
π2
]
1
c2
+ a1[272a
3
1 − 8095 + 2625(6b2 − 1)π2]
7875 · 21/3π2/3
α2/3
c2
+ O(α), as α → 0.
4.2. Asymptotic expansion for the upper bound
In the case of the upper bound and although we have several terms in the expression for U ,
none presents any real problems and so we only indicate the main steps.
With g given as in Theorem 2, we have
[
g′(αt)
g(αt)
]2
= −1 + b
2 + c2 − 2bc cosα
[c sin(αt) + b sin(α(1 − t))]2 .
With the hypothesis on the dependence of b in α this gives
[
g′(αt)
g(αt)
]2
= 1
4
(−1 + 2b2 + 2t)2α2 + O
(
α3
)
, as α → 0,
and since the quotient [g′(αt)/g(αt)]2 is integrable in t on [0,1] and is a C3 function in α for α
sufficiently small, we have, upon integration,
1∫ [
g′(αt)
g(αt)
]2
sin2(πt) dt = 1
4
(
1
6
+ 2b22 −
1
π2
)2
α2 + O(α3), as α → 0. (8)0
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1∫
0
sin2(πt)
g2(αt)
dt = c
2
2
+ c
2
12
(
6b2 − 1 − 3
π2
)
α2 + O(α3), as α → 0. (9)
Combining now (8), (9) and (5) we finally get
U(α) = π
2
c2α2
− 2
2/3a1π4/3
c2α4/3
+ 4 · 2
1/3a21π
2/3
5c2α2/3
+
[
37
70
− 52
175
a31 +
(
1
6
− b2
)
π2
]
1
c2
+ a1[272a
3
1 − 220 − 7875( 14 − b22 )2π2]
7875 · 21/3π2/3
α2/3
c2
+ O(α), as α → 0.
4.3. Other perturbations
Both the asymptotic expansion obtained in the previous section and that in Proposition 2.1
assume a fast rate of convergence to the singular isosceles problem, that is to say that b converges
to c sufficiently fast as α goes to zero. In this way, one obtains not only the powers α−2, α−4/3
and α−2/3, but also that the corresponding three coefficients are the same independently of further
details of the convergence. We shall now give examples showing that weakening the conditions
on the way in which we approach the limit case might lead to terms with other powers turning up
in the expansion. More precisely, let us fix the angle β in (0,π/2) which corresponds to letting
the vertex opposed to the side of length c approach one of the other vertices along a straight line.
This means that we now have
b = sinβ
sin(α + β) = c
[
1 − cot(β)α + O(α2)], α → 0. (10)
For sufficiently small α, the angle γ = π − α − β will be larger than π/2, and so we obtain
λ1(T ) λ1(Sα,b)
= π
2
c2α2
− 2
2/3a1π4/3
c2α4/3
+ 2π
2 cotβ
c2α
+ O(α−2/3), α → 0.
To show that there is indeed a term in α−1 in the expansion in this case, we shall use the lower
bound from Theorem 2. Since b now satisfies (10), we have
λ1 
j2π
α
,1h(α)
2 ,c
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h(α) =
[
2
1∫
0
f (α, t) sin2(πt) dt
]−α/(α+π)
,
and
f (α, t) =
[
sinβ
sin(β + αt)
]2(π/α+1)
= e2( πα +1)log[ sinβsin(β+αt) ]
= e−2πt cotβ
{
1 + t
sin2 β
[
πt − sin(2β)]α + O(α2)}.
Replacing this last expression back into h yields
h(α) = 1 − 1
π
log
[
1 − e−2π cotβ
2π cotβ
sin2 β
]
α + O(α2).
Theorem 4.1. Under the above conditions,
λ1(T ) = π
2
c2α2
− 2
2/3a1π4/3
c2α4/3
+ c1
c2α
+ O(α−2/3),
where
−π log
[
1 − e−2π cotβ
2π cotβ
sin2 β
]
 c1  2π2 cotβ.
We finish this section by pointing out that if we allow b to approach c very slowly we may
obtain as many terms in the expansion between α−2 and α−4/3 as desired. To see this, it is
sufficient to use the crude bound (1). If we assume that b = c(1 − α1/n) for any integer n greater
than one we obtain, by comparing the expansions of the two bounds in (1),
λ1(T ) = π
2
c2α2
+ π
2
c2
K0∑
k=1
k + 1
α2−k/n
+ o(α−2+K0/n), α → 0,
where K0 is the largest integer strictly smaller than 2n/3.
5. Obtuse isosceles triangles
Since we are now considering obtuse isosceles triangles, to keep in line with the notation used
in the previous sections we shall denote the angle opening by γ , and the equal angle by β . For an
isosceles triangle T where the angle opening γ is close to π , we shall divide it into two isometric
right triangles T1 and T2 with angles β,π/2 and π/2 − β(= γ /2). We are now interested in the
case where γ approaches π , and thus β approaches zero. This means that we want to study the
problem on the right triangle T1 (or T2), but where we now have Dirichlet boundary conditions
on two of the sides and Neumann boundary conditions on the remaining side. This is the situation
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also that (2) immediately yields the leading term in the expansion in β around zero which turns
out to be 4π2/(β2c2).
As before, we shall use the letter μ to denote eigenvalues of T1 with the above mixed bound-
ary conditions, and likewise for the eigenvalues of circular sectors with Dirichlet and Neumann
boundary conditions on the straight and curved parts of the boundary, respectively.
5.1. Upper bound
The idea to obtain an upper bound is similar to that used in Section 3.1 and we shall thus
consider a test function based on the first eigenfunction for the sector Sβ,b with Dirichlet and
Neumann boundary conditions on the straight and curved parts of the boundary, respectively.
This eigenfunction may be written as
φ(r, θ) = Jπ
β
(j ′π
β
,1r
b
)
sin
(
πθ
β
)
,
and we shall consider for a test function
u(r, θ) = Jπ
β
(j ′π
β
,1 cos θ
b cosβ
r
)
sin
(
πθ
β
)
.
We shall now plug this in the Rayleigh quotient and compute the resulting integrals. For the
denominator this yields
∫
T1
u2 =
β∫
0
b cosβ/ cos θ∫
0
rJ 2π
β
(j ′π
β
,1 cos θ
b cosβ
r
)
sin2
(
πθ
β
)
dr dθ
= βb
2 cos2 β
(j ′π
β
,1)
2
1∫
0
sin2(πt) sec2(βt) dt
j ′π
β
,1∫
0
zJ 2π
β
(z) dz, (11)
where we made the changes of variables z = rj ′π
β
,1 cos θ/(b cosβ) and t = θ/β .
For the numerator we have
∫
T1
|∇u|2 =
β∫
0
b cosβ/ cos θ∫
0
r
{(j ′π
β
,1 cos θ
b cosβ
)2[
J ′π
β
(j ′π
β
,1 cos θ
b cosβ
r
)]2
sin2
(
πθ
β
)
+ 1
r2
[
−
j ′π
β
,1 sin θ
b cosβ
rJ ′π
β
(j ′π
β
,1 cos θ
b cosβ
r
)
sin
(
πθ
β
)
+ π Jπ
β
(j ′π
β
,1 cos θ
r
)
cos
(
πθ
)]2}
dr dθβ b cosβ β
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β∫
0
j ′π
β
,1∫
0
z
[
J ′π
β
(z)
]2
sin2
(
πθ
β
)
sec2 θ + π
2
β2z
J 2π
β
(z) cos2
(
πθ
β
)
− π
β
tan θ sin
(
2πθ
β
)
J ′π
β
(z)Jπ
β
(z) dz dθ
= β
1∫
0
sin2(πt) sec2(βt) dt
j ′π
β
,1∫
0
z
[
J ′π
β
(z)
]2
dz + π
2
2β
j ′π
β
,1∫
0
1
z
J 2π
β
(z) dz
− π
2
1∫
0
tan(βt) sin(2πt) dtJ 2π
β
(j ′π
β
,1),
where we made the same changes of variables as above. Using now (A.2) and (A.5) this yields
∫
T1
|∇u|2 = β
[ 1∫
0
sin2(πt) sec2(βt) dt − 1
2
] j ′πβ ,1∫
0
z
[
J ′π
β
(z)
]2
dz
+
[
β
2
− πβ
2
(βj ′π
β
,1)
2 − π2
1∫
0
tan(βt) sin(2πt) dt
] j ′πβ ,1∫
0
zJ 2π
β
(z) dz.
Since the term multiplying the integral involving J ′π
β
is non-negative, we may apply (A.4) to
obtain
∫
T1
|∇u|2  β
{[ 1∫
0
sin2(πt) sec2(βt) dt − 1
2
][
1 −
(
π
βj ′π
β
,1
)2]
+
[
1
2
− πβ
(βj ′π
β
,1)
2 − π2
1∫
0
tan(βt) sin(2πt) dt
]} j ′πβ ,1∫
0
zJ 2π
β
(z) dz.
Substituting this together with (11) in the Rayleigh quotient gives
λ1(T )
[(j ′π
β
,1)
2 − (π
β
)2] ∫ 10 sin2(πt) sec2(βt) dt + 12 (πβ )2
b2 cos2 β
∫ 1
0 sin
2(πt) sec2(βt) dt
−
πβ(j ′π
β
,1)
2
β2(j ′π
β
,1)
2−π2
∫ 1
0 tan(βt) sin(2πt) dt
b2 cos2 β
∫ 1
sin2(πt) sec2(βt) dt0
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(j ′π
β
,1)
2
b2 cos2 β
{
1 −
(
π
βj ′π
β
,1
)2[
1 − 1
2
∫ 1
0 sin
2(πt) sec2(βt) dt
]
− π/β
(j ′π
β
,1)
2 − (π/β)2
∫ 1
0 tan(βt) sin(2πt) dt∫ 1
0 sin
2(πt) sec2(βt) dt
}
. (12)
Combining this with the lower bound from Proposition 2.4 yields the following theorem.
Theorem 5.1. Let T be an obtuse isosceles triangle with equal side length b and equal angle β .
Then
(j ′π
β
,1)
2
b2
 λ1(T ) Uobt(β),
where Uobt is given by (12).
Remark 5.2. Note that we did not use in the proof the fact that the triangle T was obtuse, and
actually the result holds in more generality. However, we do not expect the bound to be very
good for isosceles triangles where the angle opening becomes small.
5.2. Asymptotic expansion
As before, in order to obtain the asymptotic expansion for the first eigenvalue of an obtuse
isosceles triangle as the angle opening approaches π we shall compare the asymptotic expansions
for the available upper and lower bounds, which in this case means those given by Theorem 5.1.
Here we shall express the asymptotic expansion not in terms of the angle opening, but of the
equal angle β which approaches zero.
Theorem 5.3. Let T be an obtuse isosceles triangle with sides a = b < c and angles α = β < γ
and assume the length of the largest side to be fixed. We then have the following asymptotic
expansion for the first Dirichlet eigenvalue of T as β goes to zero:
λ1(T ) = 4π
2
c2β2
− 4 · 2
2/3a′1π4/3
c2β4/3
+ O(β−2/3) as β → 0,
where a′1 ≈ −1.01879 is the first negative zero of the first derivative of the Airy function of the first
kind. The remainder is bounded from above and below by c+1 β−2/3 and c−1 β−2/3, respectively,
where
c−1 =
4 · 21/3π2/3
5
[
1 + 4(a′1)2
]≈ 11.1384
and
c+1 =
4 · 21/3π2/3
5
[
1 + 4(a′1)2 −
5
2a′1
]
≈ 16.4438.
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namely [3],
j ′ν,1 = ν −
a′1
21/3
ν1/3 + 3(a
′
1)
2 + 2
10 · 22/3 ν
−1/3
+ (a
′
1)
6 − 28(a′1)3 + 7
700(a′1)3
ν−1 + O(ν−5/3), ν → ∞.
Using this in the expression for the lower bound in Theorem 5.3 yields
1
b2
(j ′π
β
,1)
2 = 4 cos
2 β
c2
(j ′π
β
,1)
2
= 4π
2
c2β2
− 4 · 2
2/3a′1π4/3
c2β4/3
+ 4 · 2
1/3[1 + 4(a′1)2]π2/3
5c2β2/3
+ O(1),
as β approaches zero.
Regarding the upper bound, and besides the asymptotic expansion of j ′π
β
,1 above, we also
need to obtain those of the remaining functions of β which appear in Uobt. These are simpler
than those that were dealt with in Section 4, and so we just present here the final result for each
one of them. We have
1∫
0
sin2(πt) sec2(βt) dt = 1
2
+
(
1
6
− 1
4π2
)
β2 + O(β4)
and
1∫
0
tan(βt) sin(2πt) dt = − β
2π
+ 3 − π
2
12π2
β3 + O(β5)
as β approaches zero. Substituting the above expressions in Uobt yields
Uobt = 4 cos
2 β
c2
(j ′π
β
,1)
2
= 4π
2
c2β2
− 4 · 2
2/3a′1π4/3
c2β4/3
+ 4 · 2
1/3[1 + 4(a′1)2 − 5/(2a′1)]π2/3
5c2β2/3
+ O(1),
as β approaches zero. We thus see that the first two terms in the upper and lower bound ex-
pansions are the same, and the coefficients of the term in β−2/3 provide the values of the
constants c±1 . 
Remark 5.4. This is a weaker result than that in Theorem 1. In particular, we were not able
to determine the coefficient in β−2/3 and thus we do not have complete control over the un-
bounded terms as before. We believe that this is due to the fact that the test function used now
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sible to obtain more terms in the asymptotic expansion would be if the upper bound could be
controlled by the eigenvalue μ1(Sb cosβ,b) in a similar fashion to the lower bound obtained in
Proposition 2.4. This would immediately yield the first three terms in the expansion as in the
case of Proposition 2.1.
6. Rhombi
The case of the rhombus is dealt with in a similar way to that of the obtuse isosceles triangle,
and so we leave out most of the details. From Remark 2.5 we have a lower bound given by
μ1(Sβ,), and we shall now obtain an upper bound. As before, we divide a rhombus R of side 
and angle opening α into two isosceles triangles T1 and T2 with side lengths ,  and 2 sin(α/2),
and estimate the first eigenvalue λ1(R) = μ1(T1) as before.
6.1. Upper bound
Consider a rhombus having its largest diagonal on the x-axis. Then the corresponding sector
Sα, cos(α/2) with Neumann boundary conditions on the circular part of the boundary and Dirichlet
boundary conditions on the straight sides will have as its first eigenfunction in polar coordinates
the function
φ(r, θ) = Jπ
β
[ j ′π
β
,1
 cos(α/2)
r
]
cos
(
πθ
α
)
.
As in the case of the isosceles triangle we extend the above function to the triangle as
u(r, θ) = Jπ
β
[ j ′π
β
,1 cos θ
 cos(α/2)
r
]
cos
(
πθ
α
)
and will use this as a test function. Proceeding as in Section 5 we are led to
∫
T1
u2 = α
2 cos2(α/2)
(j ′π
β
,1)
2
1∫
0
cos2
(
πt
2
)
sec2
(
αt
2
)
dt
j ′π
β
,1∫
0
zJ 2π
β
(z) dz
and
∫
T1
|∇u|2  α
{[ 1∫
0
cos2
(
πt
2
)
sec2
(
αt
2
)
dt − 1
2
][
1 −
(
π
αj ′π
β
,1
)2]
+
[
1
2
+ πα
(αj ′π
β
,1)
2 − π2
1∫
0
tan
(
αt
2
)
sin(πt) dt
]} j ′πβ ,1∫
0
zJ 2π
β
(z) dz.
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λ1(R)
(j ′π
β
,1)
2
2 cos2(α/2)
{
1 −
(
π
αj ′π
β
,1
)2[
1 − 1
2
∫ 1
0 cos
2(πt/2) sec2(αt/2) dt
]
+ π/α
(j ′π
β
,1)
2 − (π/α)2
∫ 1
0 tan(αt/2) sin(πt) dt∫ 1
0 cos
2(πt/2) sec2(αt/2) dt
}
, (13)
and we have proven the following theorem.
Theorem 6.1. Let R be a rhombus with side length  and angle opening α. Then
(j ′π
β
,1)
2
2
 λ1(R) UR(α),
where UR is given by (13).
6.2. Asymptotic expansion
The above bounds allow us to obtain the first two terms plus an estimate on the third term,
in the asymptotic expansion for the first eigenvalue of the rhombus. This is obtained in the same
fashion as in Section 5 and so we only present the end result.
Theorem 6.2. Let R be a rhombus with side length  and angle opening α. We then have the
following asymptotic expansion for the first Dirichlet eigenvalue of R as α goes to zero:
λ1(R) = π
2
2α2
− 2
2/3a′1π4/3
2α4/3
+ O(α−2/3) as α → 0.
The remainder is bounded from above and below by c+1 α2/3 and c−1 α2/3, respectively, where
c−1 =
21/3π2/3
5
[
1 + 4(a′1)2
]≈ 2.7846
and
c+1 =
21/3π2/3
5
[
1 + 4(a′1)2 −
5
2a′1
]
≈ 4.1110.
6.3. Another lower bound, and comparison with the Hooker–Protter bound
The lower bound obtained by Hooker and Protter for the rhombus of angle opening α and
side  is given by
π2
2
1 + sinα
2 . (14) sin α
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previous section to obtain the asymptotic expansion close to the singular limit is better than (14)
only up to α ≈ 0.3892 (approximately 22◦). It is, however, possible to improve upon (14) for a
larger range of angles if we consider the lower bound given by the Payne–Weinberger result.
As was pointed out in [9], given a specific domain it is not clear where to place the origin
in order to obtain the optimal lower bound allowed for that domain by (6). In particular, in this
case it is not possible to improve upon (14) in the range (0,π/2) if we place the origin at the
vertex corresponding to the smallest angle opening. However, if we place it at one of the vertices
corresponding to the obtuse angle opening, (6) will then yield a better result for α in the range
≈ 31◦–54◦.
Theorem 6.3. Let R be a rhombus with side length  and (acute) angle opening α. Then
λ1(R) (π − α)
2
2
f (π − α)j2π
π−α ,1
sin2 α
,
where
f (β) =
{
1
4
∫ 1/2
0 [ βsin(β(1−t)) ]2(1+π/β) sin2(πt) dt
}β/(β+π)
.
Proof. The proof follows along the same lines as that of the lower bound for isosceles triangles
in Section 3.2. 
7. The spectral gap and quotient of rhombi and isosceles triangles
The numerical study performed in [2] points to the fact that isosceles triangles whose side
lengths satisfy a = b  c play a role as extremal sets when considering the dependence of the
spectral gap of a convex set, g(K) := λ2(K) − λ1(K), on the diameter d while keeping the area
fixed. More precisely, it is conjectured in that paper that among all convex domains K satisfy-
ing d2(K)  4A(K)/
√
3 we have that g(K)  g(T ), where T is the unique isosceles triangle
as above having the same area and diameter as K . From the results obtained so far it is quite
straightforward to derive the asymptotic expansions for g(T ) as the equal angles vanish. In this
case we have that its second eigenvalue is equal to the first eigenvalue of a right triangle isometric
to the triangles T1 or T2 described at the beginning of Section 5. Hence from Proposition 2.1 we
have, taking into account that the largest side for this triangle now has length a = c/(2 cosβ),
λ2(T ) = 4π
2
c2β2
− 4 · 2
2/3a1π4/3
c2β4/3
+ O(β−2/3) as β → 0.
Using the expression for the asymptotic expansion of λ1(T ) given by Theorem 5.3 we obtain
g(T ) = (a′1 − a1)
4 · 22/3π4/3
c2β4/3
+ O(β−2/3) as β → 0.
Note that c is actually the diameter of T , showing that the gap need not be bounded from above
when the diameter is fixed. For a discussion of this and also for the case where the area is fixed
see [2].
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q(T ) := λ2(T )
λ1(T )
= 1 + (a′1 − a1)
(
2
π
)2/3
β2/3 + O(β4/3) as β → 0.
Similar expressions may be obtained for the rhombus.
For acute isosceles triangles it is possible to obtain the first terms in the asymptotic expansions
for the gap and quotient using the inclusion bounds, namely Propositions 2.1 and 2.2. This yields
g(T ) = 2
2/3(a1 − a2)π4/3
c2α4/3
+ 4 · 2
1/3(a22 − a21)π2/3
5c2α2/3
+ o(α2/3)
and
q(T ) = 1 + (a1 − a2)
(
2
π
)2/3
α2/3 + 2 · 2
1/3(3a21 − 5a1a2 + 2a22)
5π4/3
α4/3 + o(α4/3),
as α goes to zero.
We end this section by pointing out that although the previous results do not allow us to obtain
more terms in the above asymptotics, upper and lower bounds for g and q may also be obtained
directly from the upper and lower bounds given in the previous sections, thus allowing us to
obtain bounds for the remainder, as was done in Theorems 1 and 5.3.
Appendix A. Some results for Bessel functions
Here we collect some facts for Bessel function which were used throughout the paper. Most
of these, if not all, are well known, but we include them here for ease of reference in the form
used in the paper.
We have that the Bessel function Jν satisfies
y′′ + 1
z
y′ +
(
1 − ν
2
z2
)
y = 0, (A.1)
from which it follows, upon multiplication by zy and integration between 0 and jν,1 that
ν2
jν,1∫
0
y2
z
=
jν,1∫
0
zy2 −
jν,1∫
0
z(y′)2, (A.2)
provided ν is positive. This yields
jν,1∫
z(y′)2 
(
1 − ν
2
j2ν,1
) jν,1∫
zy2. (A.3)0 0
398 P. Freitas / Journal of Functional Analysis 251 (2007) 376–398If we multiply (A.1) by zy as above, but integrate between 0 and j ′π
β
,1 instead, we obtain
j ′ν,1∫
0
z(y′)2 
(
1 − ν
2
j2ν,1
) j ′ν,1∫
0
zy2. (A.4)
Multiplying now (A.1) by z2y′ and integrating between 0 and j ′ν,1 we get
[
(j ′ν,1)2 − ν2
]
y2(j ′ν,1) + ν2y2(0) =
j ′ν,1∫
0
zy2.
For positive ν we have that y(0) vanishes, in which case we obtain
y2(j ′ν,1) =
2
(j ′ν,1)2 − ν2
j ′ν,1∫
0
zy2. (A.5)
References
[1] P. Antunes, P. Freitas, New bounds for the principal Dirichlet eigenvalue of planar regions, Experiment. Math. 15
(2006) 333–342.
[2] P. Antunes, P. Freitas, A numerical study of the spectral gap, preprint.
[3] Á. Elbert, A. Laforgia, Asymptotic expansion for zeros of Bessel functions and their derivatives for large order, Atti
Sem. Mat. Fis. Univ. Modena XLVI (1998) 685–695.
[4] P. Freitas, Upper and lower bounds for the first Dirichlet eigenvalue of a triangle, Proc. Amer. Math. Soc. 134 (2006)
2083–2089.
[5] E.M. Harrell, Geometric lower bounds for the spectrum of elliptic PDEs with Dirichlet conditions in part, J. Comput.
Appl. Math. 194 (2006) 26–35.
[6] W. Hooker, M.H. Protter, Bounds for the first eigenvalue of a rhombic membrane, J. Math. Phys. 39 (1960/1961)
18–34.
[7] C. Itzykson, P. Moussa, J.M. Luck, Sum rules for quantum billiards, J. Phys. A 19 (1986) L111–L115.
[8] C.B. Moler, Accurate bounds for the eigenvalues of the Laplacian and applications to rhombical domains, Stanford
technical report CS 69-121, Stanford Univ., Stanford, CA, February 1969.
[9] L.E. Payne, H.F. Weinberger, A Faber–Krahn inequality for wedge-like domains, J. Math. Phys. 39 (1960) 182–188.
[10] J.T. Stadter, Bounds to eigenvalues of rhombical membranes, SIAM J. Appl. Math. (1966) 324–341.
