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Species inhabiting intensively farmed landscapes are dependent on private and public lands 
managed for the benefit of wildlife. While the benefits of different management approaches at 
the field- and landscape scale are well-recognized, how to prioritize actions is less clear. Much of 
this difficulty arises from a lack of information about the mechanisms linking field- and 
landscape-scale management to population-level responses. I collected detailed demographic 
data on ring-necked pheasants on 14 public and private grasslands in east-central Illinois. I 
monitored 108 nests, 38 broods, and the survival and habitat use of 108 adult female ring-necked 
pheasants (Phasianus colchicus) throughout the year between May 2014 and August 2016.  My 
goal was to better understand how field- and landscape-scale habitat features affected stage-
specific demographic parameters and population growth in ring-necked pheasants. I found that 
field- and landscape-scale habitat features often had contrasting effects on chick survival, adult 
survival, and nest success. Increasing the proportion of grassland in the surrounding landscape 
improved nest success, but had a negative effect on chick survival. Similarly, the amount native 
grasses within fields had a positive effect on adult survival, but a negative effect on chick 
survival. Still, population growth was most sensitive to increases in native grass, but peaked at 
intermediate amounts of native grass cover. I also sought to identify the predators of pheasants 
and clarify how vegetation, field size, and landscape composition affect predation risk. I used 
automatic telemetry to determine the time of death and classify predators of male and female 
pheasants inhabiting 5 grassland fields. I classified the time of death for 70 pheasants and related 
field- and landscape-scale habitat conditions to predator identity for 32. My results showed that 
raptors were the most common predators of pheasants. Both raptors and mesopredators were 




minimized by increasing the amount of native grasses within fields. Still, pheasant populations 
were growing during my study, suggesting that raptors were not limiting population growth. 
Overall, my research demonstrates the need for a mechanistic understanding of how field- and 
landscape conditions can affect the population demography of wildlife. By incorporating more 
detailed information about the relationship between habitat characteristics, predation patterns, 
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CHAPTER 1: GENERAL INTRODUCTION 
Habitat loss and degradation associated with agricultural expansion is a leading cause of 
population decline for numerous species (Benton et al. 2003). In the United States, declines of 
grassland-dependent wildlife have been particularly acute due to historical and ongoing 
agricultural expansion (Walk et al. 2011, Wright and Wimberly 2013) as well as changes in 
farming practices that have reduced crop diversity and suitability of farm fields for wildlife 
(Ribic et al. 1998, Warner et al. 2000). While traditional modes of conservation have relied on 
permanent preserves to provide critical habitat for wildlife, such areas may be insufficient to 
stabilize or reverse the decline of many species (Mora and Sale 2011, Miller et al. 2012). To 
supplement existing preserves, conservationists and managers have turned to establishing 
conservation programs on private lands to enhance the value of preserves and provide essential 
habitat for wildlife. 
 Conservation on private lands, whereby governments or private organizations pay private 
land owners to adopt land-use practices aimed at improving ecosystem services including habitat 
conditions for wildlife, play a critical role in conservation (Donald and Evans 2006). In the 
United States, the most widely implemented private lands conservation program is the 
Conservation Reserve Program (CRP). Grassland-dependent wildlife have benefitted greatly 
from habitat provided on private lands enrolled in CRP. Though most research evaluating the 
benefits of CRP has focused on birds, a variety of other taxa including small mammals and 
invertebrates benefit from the establishment of grassland habitat associated with CRP (Davros et 
al. 2006, Herkert 2009, Mulligan et al. 2013) as well as to specific management practices that 
influence vegetative structure and composition within fields (Benson et al. 2007, Rahmig et al. 




 Although increasing habitat availability at the landscape scale and managing vegetation 
at the field level are widely seen as beneficial to wildlife populations, how to prioritize field- or 
landscape-scale actions is less certain. Research suggests that benefits derived from field-level 
habitat conditions can be affected by the surrounding landscape context, but the direction of 
effects often varies among taxa (Concepción et al. 2012, Scheper et al. 2013). For example, both 
abundance and species richness of butterflies and small mammals within set-aside fields 
increased when the amount of supplemental habitat in the surrounding landscape became more 
abundant (Davros et al. 2006, Mulligan et al. 2013). In other instances, the benefits of 
conservation at the field-level  may be more important when supplemental habitat is rare 
(Scheper et al. 2013) or peaks at intermediate levels of supplemental habitat (Concepción et al. 
2012). These complex relationships can make it difficult for wildlife managers and 
conservationists to know how to prioritize field- and landscape-level actions to meet 
conservation goals. 
 One way to resolve this ambiguity and help managers determine conservation priorities is 
by clarifying the mechanisms underlying population-level responses to habitat conditions at 
different scales. Although the associations between habitat conditions and reproductive success 
are fairly common for migratory songbirds (e.g., Herkert et al. 2003, Whittingham and Evans 
2004, Hartway and Mills 2012), the relationships between habitat conditions and survival during 
other stages and for other taxa are less well developed. The life stages that are most influential to 
population growth often differ, even among seemingly similar taxa (Clark et al. 2008, Amundson 
et al. 2013, Pollentier et al. 2014, Chitwood et al. 2015) and the effect of field- or landscape-
scale features may differ among life stages (Riley et al. 1998, Clark and Bogenschutz 1999, 




population growth and their relationship to field- and landscape-scale features can help devise 
more biologically relevant management strategies (Pollentier et al. 2014). 
 To better understand the links between field- and landscape-scale features, demographic 
parameters, and overall population growth, I focused on elucidating the mechanisms driving 
population-level responses of ring-necked pheasants (Phasianus colchicus) to field- and 
landscape-scale features. I identify how adult survival, nesting success, and chick survival 
contribute to population growth, how these parameters are influenced by landscape- and field-
level conditions, and clarify how changes in habitat conditions affect population growth. 
Although pheasants are non-native, they are a culturally and economically important game 
species and expenditures related to hunting benefit local economies as well as fund conservation 
for game and non-game wildlife (U.S. Department of the Interior 2011). Because of their 
economic and cultural importance, state agencies devote considerable resources to managing 
pheasants and other game animals, and goals for these species often drives broader management 
objectives. Thus, clarifying the importance of habitat features to pheasant demography may help 
improve the conservation of other non-game animals (e.g., Crosby et al. 2015). 
 Whether management aimed at increasing pheasant numbers should prioritize habitat 
creation at the landscape scale or focus on the vegetation composition within fields is unclear. 
The habitat needs of pheasants differ among nesting, brood rearing and adult survival and the 
effect of field- and landscape- habitat features on these demographic parameters also varies. For 
example, greater amounts of grassland habitat in the landscape and larger fields appear to 
improve nest success, but may not improve survival of chicks or adults (Perkins et al. 1997, 
Riley et al. 1998, Clark and Bogenschutz 1999, Schmitz and Clark 1999). Likewise, fields that 




provide better foraging habitat for chicks (Doxon and Carroll 2010, Matthews et al. 2012, Martin 
et al. 2015), but contrasts sharply with recommendations to improve overwinter survival of 
adults by developing dense swards of grasses, cattails, or woody cover (Gatti et al. 1989, Perkins 
et al. 1997, Gabbert et al. 1999). 
 Here, I attempt to improve our understanding of what field- and landscape features to 
prioritize to improve our management of pheasants and grassland-dependent wildlife more 
broadly. One of the major limitations to understanding the relative contributions of each life 
stage to population growth has been a lack of suitable methods to estimate survival. Estimating 
the survival of chicks has been particularly difficult as existing methods use markings or radio 
transmitters that carry logistical constraints and may adversely affect survival, while other 
approaches to estimate chick survival from counts do not correct for imperfect detection or 
require a large sample size (Flint et al. 1995, Lukacs et al. 2004). Population growth of pheasants 
is sensitive to chick survival (Clark et al. 2008), but there is limited data about the field or 
landscape factors affecting the survival of chicks (Riley et al. 1998, Matthews et al. 2012). In 
Chapter 2, I present a new approach to estimate the survival of dependent young from repeated 
counts. I developed a Bayesian hierarchal model to estimate chick survival and the effect of 
environmental and brood-level covariates on survival while accounting for imperfect detection. 
This approach is simpler to apply in the field and will increase the ability of researchers working 
on a range of species to estimate pre-fledging survival. 
 In Chapter 3, I identify the field- and landscape-level conditions most influential to nest 
success, chick survival, and adult survival during the breeding and non-breeding season. I extend 
traditional sensitivity analyses via a simulation study where I vary the habitat conditions 




will allow me to link changes in habitat conditions to their effect on population growth and will 
help managers prioritize conservation actions. 
 Finally, in Chapter 4, I attempt to understand the mechanisms driving patterns of 
predation on adult pheasants. Coyotes (Canis latrans) and mesopredators are often implicated as 
the primary predators of pheasants (Frey et al. 2003). However, evidence supporting this 
assumption is largely anecdotal and ignores the potential role other predators, such as raptors, 
may play in driving patterns of pheasant mortality (Valkama et al. 2005). Increasing grassland 
habitat in the landscape is hypothesized to reduce predation by mesopredators, but may increase 
the risk of predation by raptors (Wilson et al. 2010). I examined the hypothesis that 
mesopredators are the primary predators of pheasants and the prediction that pheasants in larger 
fields and landscapes with more grassland should have a lower risk of predation. I also examined 
an alternative hypothesis that both raptors and mesopredators prey on pheasants, and the relative 
importance of each depends on the field- and landscape context. This hypothesis predicts 
predation by mesopredators declines with increasing grassland habitat and field size, but 
predation by raptors increases. Clarifying how predator identity varies with landscape-scale 
habitat conditions can help devise better management strategies as well as provide information 
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CHAPTER 2: A HIERARCHICAL BAYESIAN APPROACH TO ESTIMATING THE 
SURVIVAL OF DEPENDENT YOUNG 
ABSTRACT  
 Estimating the survival of juveniles provides key information about species life-history and is 
vital to the management of many species. Estimating survival from uniquely marked young is 
generally preferred but may be difficult to implement given limitations of time, money, and 
personnel. Alternatives involve repeated counts of unmarked young associated with marked 
parents, but generally do not account for detection probability or encounter difficulty estimating 
survival when there are >5 offspring. I developed a hierarchical Bayesian model to estimate 
survival of unmarked offspring from a marked parent from a minimum of 2 counts on sequential 
visits while also accounting for imperfect detection. I used simulated data to evaluate the 
performance of the model across a range of detection probabilities and sample sizes, violation of 
model assumptions, and demonstrate its utility by estimating chick survival for a population of 
ring-necked pheasants (Phasianus colchicus) in east-central Illinois. The bias of detection and 
survival was always less than 0.06, but simulations failed to converge when the detection 
probability was 0.4 or less. Bias due to violations of the assumption of constant survival between 
repeated counts was minimized when the interval between counts was 1 day. When applied to 
my data set of 38 pheasant broods, the model indicated a difference in chick survival of ~16% 
between 2015 and 2016 and provided reasonably precise estimates. I believe the model provides 
a useful and flexible approach for estimating survival of unmarked young that addresses pitfalls 
of existing methods and provides a valuable tool for estimating survival of young in a time- and 






Survival of juvenile offspring is an important, often overlooked, and poorly studied component 
of population dynamics. For many species, population growth is most sensitive to survival of 
young and accurately estimating survival during this period is critical for the management of 
species of concern and game animals (Clark et al. 2008, Dreitz 2009, Davis et al. 2016). Multiple 
methods exist to estimate survival of individuals that are uniquely marked with bands or radio 
transmitters. Although uniquely marking and following individuals is often preferred, there are 
drawbacks to this approach. For instance, markings can adversely affect survival or behavior 
(e.g., Mong and Sandercock 2007, Amundson and Arnold 2010, Barron et al. 2010), may be only 
practical for conspicuous species (e.g., Dreitz 2009, McCaffery et al. 2016), or may require a 
large investment of personnel, time, and money, which may not be feasible in many studies. 
Consequently, less resource-intensive methods of estimating the survival of young are needed. 
 When young are not marked but their parents are, survival can be estimated from 
multiple counts of dependent young. Several methods using serial counts of young with marked 
adults have been developed, but these assume that detection of young is perfect (e.g., Flint et al. 
1995, Manly and Schmutz 2001, Pitman et al. 2006). For many species and under many 
conditions this assumption is difficult to fulfill (Pagano and Arnold 2009, Roche et al. 2014). I 
am aware of one model that estimates survival of unmarked dependent young while also 
accounting for imperfect detection (Lukacs et al. 2004). However, estimates from this model 
may be unreliable for animals that produce >5 offspring, especially when sample sizes are small 
(Lukacs et al. 2004). The uncertainty in estimation arises because, for large numbers of young, 
the number of potential combinations of survival vs. mortality and detection vs. non-detection 




(Lukacs et al. 2004). Consequently, this method may be impractical for studies of many species, 
such as game birds or waterfowl, without large sample sizes (Lukacs et al. 2004), typically daily 
to weekly counts of >100 broods (Brudney et al. 2013, Gibson et al. 2016). 
 Among game birds, such as pheasants and other Galliformes, the number of offspring per 
female typically exceeds 5, parents and offspring are often cryptic, and frequent disturbance by 
repetitive flushes may not be desirable. The daily survival probability of young of pheasants and 
other game birds is often lowest early in life, but asymptotes to near one at some point before 
young leave their parents (Lukacs et al. 2004, Davis et al. 2016). During the latter period, two or 
more counts of young made several days apart could be considered counts of a closed 
population. If the counts are performed at approximately the same age for all broods, they can be 
used to estimate chick survival during a period of interest (e.g., Riley et al. 1998, Davis et al. 
2016). Using this framework, I developed a hierarchical Bayesian model to estimate the survival 
of chicks prior to independence while accounting for imperfect detection. The model is 
applicable to any species when the initial number of offspring is known, and can be used to 
estimate covariates influencing survival and detection. I used simulated data to evaluate the 
performance of the model under various brood sizes and across a range of plausible detection 
probabilities and violations of the closure assumption. I then applied the model to estimate the 
20-day survival probability of ring-necked pheasant chicks in east-central Illinois. 
STUDY AREA 
I collected data on brood survival of ring-necked pheasants on 14 public and private grasslands 
in three different study areas in east-central Illinois. Grassland sites were located near the towns 
of Saybrook, IL (40°25’39” N 88°31’36” W), Sibley, IL (40°35’15” N 88°22’56” W and 




Department of Natural Resources as public hunting grounds. All remaining sites were privately 
owned and enrolled in the Conservation Reserve Program. Fields varied in size from ~16 ha to 
260 ha. The landscape in which these sites are embedded is dominated by row-crop agriculture 
and >85% of the land cover is devoted to the production of corn (Zea mays) and soybeans 
(Glycine max; Illinois Department of Agriculture, 2000). Dominant vegetation cover among 
fields varied from native warm and cool season grasses and native forbs (e.g., Sorghastrum 
nutans, Andropogon gerardi, Elymus canadensis, Solidago spp., Ambrosia spp., and 
Symphyotrichum pilosum), to fields dominated by exotic grasses and forbs (e.g., Bromus inermis, 
Setaria spp., Medicago sativa). 
METHODS 
Hierarchical models allow for complex problems or processes to be broken down into their 
smaller, more manageable parts. In ecology, hierarchical models are frequently employed to 
distinguish between the observed data, biased due to imperfect detection of organisms, and a 
true, unobserved, state process such as animal abundance, survival probability, or occupancy 
status (e.g. Mackenzie et al. 2002, Royle 2004). The hierarchical approach permits the modeling 
of more complex problems while the use of Bayesian methods facilitates the estimation of 
parameters that may not be possible using maximum-likelihood methods (Clark 2005). 
Model 
My hierarchical model is comprised of 2 binomial models representing the apparent survival of a 
chick (state process) and the ability to detect an individual chick (observation process). 
   1. State process:  Si ~ Binomial (Hi, φi) 




The number of young surviving to the observation period for the ith brood, Si, and apparent 
survival probability of a chick, φi, are latent variables and Hi is the initial number of hatched 
offspring from the ith brood, typically inferred from the number of eggs that hatched. The 
number of observed chicks at visit j for the ith brood (Cij) is a function of both the number of 
surviving chicks and the mean detection probability of a chick within the ith brood, pi. Both 
apparent survival and detection probability can be modeled as a function of covariates using a 
logit link. 
Assumptions 
The validity of the model depends on several assumptions: 
1.) All counts among broods are made at approximately the same age (e.g. 15-20 days) 
2.) There is no brood mixing between hatching and the final survey. Chicks that become 
separated from the brood before the first flush count are assumed to die. When this 
assumption is met, apparent survival is equivalent to true survival. 
3.) No deaths occur between the first and second counts (i.e. the brood is a closed population). 
4.) Survival and detection probability are assumed homogeneous among broods, or accounted for 
via brood or survey-specific covariates. 
5.) Chicks within a brood are exchangeable (survival and detection are the same) and are not 
double-counted during a flush. 
6.) The initial number of offspring is known. 
7.) The survival and detection of broods are independent of one another. 






Simulated Data and Analysis 
To demonstrate the performance of the brood survival model, I simulated 1,000 data sets under 8 
different scenarios. Each scenario was a different combination of a small (30 broods) or large 
(100 broods) sample size and detection probability ranging from low to high (0.2, 0.4, 0.6, 0.8). I 
simulated initial brood size (number of hatched chicks) by a random draw from the binomial 
distribution with n = 15 and p = 0.85, adding 1 to ensure that all broods had at least 1 chick that 
hatched. I then simulated survival as the linear combination of a mean survival probability (0.6) 
plus a covariate representing a gradient of habitat quality. The gradient was generated by a 
random draw from uniform (-2, 2) distribution, and the effect of habitat on survival was fixed at 
0.3. I generated the number of chicks surviving to be observed through a random draw from the 
binomial distribution with n = initial brood size and p = habitat-specific survival probability. 
Finally, I simulated the number of surviving chicks that were observed via a random draw from a 
binomial distribution with n = brood size and p = scenario-specific detection probability. I 
performed these simulations in R 3.3.1 (R version 3.3.1, www.r-project.org, accessed 4 Aug 
2016; Appendix A). 
 To test the robustness of my model to violation of the closure assumption, I performed an 
additional 1,000 simulations per scenario where survival between survey visits was not 1. For 
these simulations, I used a fixed sample size of 30 broods and p = 0.6. I simulated 12 different 
scenarios, varying daily survival rate (DSR; 0.99, 0.98, 0.97, 0.96) and the observation period 
length (1, 3, or 4 days between counts). I again simulated all data using R (Appendix B). 
Ring-necked Pheasant Data Collection 
I captured hen pheasants during four separate capture periods 26 September- 21 October 2014, 




Pheasants were captured primarily via spot-lighting but also with walk in traps when snowfall 
was adequate (Labisky 1959). I attached a ~15 g or ~18 g, necklace-style radio transmitter 
(model series A3900 and A4000, Advanced Telemetry Systems, Inc., Isanti, Minnesota) to hens 
weighing >600 g to ensure that transmitter weight did not exceed 3% of the animal’s body mass. 
These procedures were approved by the University of Illinois Institutional Animal Care and Use 
Committee (Protocol # 12205). 
 I tracked all hens from 1 April- 30 August 2015 and 2016, for 4-7 days per week until 
they began incubation and every 1-3 days thereafter. I located the nest bowl and examined the 
contents to determine the nest fate after hens left their nest. I classified nests as successful if >1 
egg hatched and recorded the number of hatched eggs. I flushed each hen 1 or 2 times to count 
number of surviving young. I performed the second flush within 4 days of the first, but most 
flushes were completed within 2 days of the first. I completed all flushes between 15-22 days 
post-hatch. The majority of chick mortality occurs during the first two weeks post-hatching and 
chicks only become capable of sustained flight after ~12 days (Riley et al. 1998, Giudice and 
Ratti 2001). By estimating survival at ~20 days, I was more likely to detect chicks and meet the 
necessary assumption of demographic closure. 
 Broods were flushed by 1 or 2 observers and the number of chicks seen flying or running 
through the vegetation was recorded. I performed the majority of flushes from ~10 min before 
sunrise to ~20 min after sunrise, but several flushes occurred as late as ~3 hrs after sunrise 
Because I believed that thick vegetation could reduce the detection probability, I measured 
vegetation density using a Robel pole (Robel et al. 1970) at the estimated roost location and at 4 
m in each of the cardinal directions. I determined the roost location by marking the point where 




binary variable, flush quality, where a “good” flush had higher detection probability and 
corresponded to hens and broods flushing from an area ≤3 m in diameter. A “poor” flush had low 
detection probability and corresponding to hens and chicks running through the vegetation or 
flushing at a distance of >3 m. 
Model Implementation 
I used the package R2OpenBugs (Sturtz et al. 2005) to fit the model in OpenBUGS 3.2.3 (Lunn 
et al. 2009) using the program R 3.3.1. For my simulated data sets, I modeled survival as a 
function of an intercept and a covariate representing habitat quality, while detection was modeled 
as an intercept only. Both detection and survival were fit using the logit link (Appendix C). I 
specified weakly informative normal priors (0, 0.5) for all parameters (Appendix C) and 
estimated the mean and 95% credible intervals (CRI) for detection probability, survival 
probability in each habitat type, and mean values of all covariate parameters from three chains of 
300,000 iterations. I discarded the first 100,000 samples and did not thin the remaining iterations 
(Link and Eaton 2012). I examined trace plots of ~10 simulations under each sample size and 
detection scenario for convergence and evaluated convergence of the remaining simulations 
when ?̂? (the Gelman-Rubin convergence diagnostic; Gelman and Rubin 1992) <1.02. I evaluated 
model accuracy by calculating the bias as the average of the difference between the estimated 
median and true value for each parameter among the simulations. 
 I analyzed the pheasant brood survival data by fitting a survival model comprised of a 
single covariate for survival (year), and two covariates for detection (flush quality and Robel 
height). I used weakly informative normal priors (0, 0.5) for all parameters. I ran 3 parallel 
chains for 100,000 iterations and discarded the first 20,000 samples. I used the remaining 80,000 




and the mean covariate values for the effect of year, flush quality, and Robel height, as well as 
the mean brood size. I scaled Robel height measurements to a mean of zero and standard 
deviation of 1 prior to analysis and I evaluated model convergence by examining the trace plots 
of parameter estimates. 
RESULTS 
Simulation study 
My examination of trace plots of a subset of individual simulations with detection <0.4 suggest 
poor mixing and failed convergence, even when ?̂? < 1.02. When detection was 0.6, ~1% of 
simulations failed to converge based on estimates of ?̂? and ~0.5% of simulations failed to 
converge when detection was 0.8 and brood size was 30. All simulations converged when brood 
size was 100.  
 Estimated mean parameter values were generally accurate and mean bias never exceeded 
0.08 for any parameter in any scenario (Fig. 2.1 A-C, Table 2.1). Bias declined with increasing 
detection probability and sample size (Fig. 2.1 A-C). When detection was >0.6 (i.e. the majority 
of models converged), mean bias of detection or survival never exceeded 0.06 (apparent survival, 
30 broods, p = 0.06) and was < |0.04| for all other scenarios and parameters. Estimates of 
detection probability appeared to be negatively biased, while estimates of survival probability 
tended to be positively biased. Still, this bias was minimal and was reduced with larger sample 
sizes (Figs. 2.1 B-C). Bias in the estimate of the coefficient of habitat quality was not 
substantively greater than other parameters, but was more variable (Fig. 2.1 A). The greater 
variance in bias led to greater positive bias on average, but this bias was always <0.08 and less 




 Bias increased when I simulated data with non-constant survival and with longer periods 
between the two counts (Fig 2.2 A-C, Table 2.2). Like the initial simulation, detection was 
negatively biased while habitat and survival were positively biased. However, bias was not 
greater than a constant survival model for specific combinations of DSR and observation period 
length (Fig 2.2 A-C, Table 2.2). For example, when DSR was 0.99, there was no significant 
difference in bias among observation period length (0.061, 0.061, 0.059; 1, 3, and 4 days 
respectively) or compared to the model assuming constant survival (0.06). Even when DSR was 
0.96, bias in apparent survival and detection was not substantively different from scenarios when 
survival was constant, and remained <0.065 when only 1 day passed between counts (Table 2.2). 
Pheasant Brood Survival 
I used data from 23 broods in 2015 and 15 broods in 2016 to estimate chick survival. In 2015, 8 
broods were flushed a single time while 2 broods were flushed only once in 2016. I omitted data 
where the hen was killed before I could flush the brood (n = 3) or where the eggshells were 
damaged and I could not accurately count the number of hatched eggs (n = 2). I omitted broods 
where the hen was killed because I did not feel confident in assuming that all the chicks had died 
or that all chicks were able to survive. Among sage-grouse, all radio-tagged chicks in a brood 
were adopted within 48 hrs of the death of the hen (Dahlgren et al. 2010), but I am unaware of 
any published studies reporting on this behavior in pheasants. I included broods where more than 
one hen flushed and I was able to discern distinct size classes among chicks and identify the 
appropriate size class for the focal hen (n = 2), but omitted 1 brood where I counted more chicks 
than initially hatched and could not differentiate among size classes. While this may be evidence 
of brood mixing, I believe it was the result of multiple hens roosting in close proximity, a pattern 




 Mean hatch size was not significantly different between years (2015: 11.2; 2016: 11.9). 
Brood survival differed between years (βyear = -0.95; 95% CRI: -1.85, -0.22). The estimated chick 
survival probability was 0.69 (95% CRI: 0.60, 0.78) in 2015 and 0.85 (95% CRI: 0.75, 0.93) in 
2016. The estimated brood size at 20 days was 7.7 (95% CRI: 6.5, 9.0) chicks per brood in 2015 
and 10.2 (95% CRI: 8.8, 11.4) in 2016. By contrast, the combined 2015 and 2016 naïve estimates 
of mean chick survival and brood size were 0.56 and 6.03, respectively. The estimated median 
detection probability for a chick was 0.48 (95% CRI: 0.43, 0.54), but increased with decreasing 
vegetation density at the flush locations (βRobel height = -0.47; 95% CRI: -0.73, -0.20). The estimate 
of detection probability was significantly greater when observers believed they flushed a brood 
off a roost (βFlush quality = 2.85; 95% CRI: 2.32, 3.40). Estimated detection probability was 0.79 
when a flush was considered ‘good’ and 0.18 when a flush was considered ‘poor’ when holding 
vegetation density at its mean value. Under optimal conditions, when vegetation was <0.1 dm 
and the brood was flushed from their roost, estimated detection was as high as 0.91, but such 
instances were rare. 
DISCUSSION 
Models that estimate juvenile survival from repeated counts of unmarked offspring are an 
effective alternative to intensive marking studies. My simulation study and analysis of pheasant 
flush counts demonstrate that the model and approach I present is a valuable tool and can provide 
robust estimates of chick survival and could be useful for other taxa where unmarked young are 
accompanied by a marked adult prior to independence. My approach addresses shortcomings of 
existing methods, such as the assumption of perfect detection or poor performance with small 
sample sizes. Additionally, my approach provides reasonably accurate estimates of survival and 




results from real and simulated data demonstrate that this approach can be used to obtain robust 
parameter estimates with small sample sizes common in many field studies. 
 The simulation study demonstrated how my model can accurately estimate survival 
probabilities over a range of sample sizes and detection probabilities. Like all models that 
account for imperfect detection, bias of estimates decreased and precision increased with 
increasing detection probability (Royle 2004, McCaffery et al. 2016). Although two visits 
appeared to be sufficient when detection probability was >0.6, the model failed to converge and 
credible intervals were exceptionally wide when detection probability was <0.4, further 
emphasizing need to examine trace plots to assess model convergence. Similar to other closed-
population models, increasing the number of visits improves the accuracy and precision of 
estimates when detection probability is low (Guillera-Arroita et al. 2010). I ran an additional 100 
simulations using 3 visits (n = 30 broods, p = 0.4), which resulted in model convergence and 
bias estimates that were equivalent to models with greater detection probability (mean bias 
survival = 0.03, mean bias detection = -0.004). My simulations also show that the model was 
also robust to violations of constant survival between flushes, and that bias could be minimized 
by limiting the number of days between repeated flushes. 
 I estimated the survival of pheasant chicks using only two brood flushes. The estimated 
detection probability of a pheasant chick was 0.48, but was as high as 0.78 under favorable 
conditions (i.e. a good flush and mean vegetation density). Thus, the relatively high probability 
of detection when a flush was ‘good’ may have compensated for the low average detection 
probability. Failing to account for imperfect detection can lead to biased estimates of 
demographic parameters and my comparison to naïve estimates provides further evidence this 




obtained when detection is low can still be used to estimate detection probability when 
appropriate covariates are used. 
 I also identified several covariates that were important for detecting and influencing the 
survival of young pheasants. Vegetation density greatly influenced detection probability and 
should be included as a detection covariate in future studies using flush counts. Survival was also 
significantly different between years (16%) which may have been attributable to the above 
average precipitation my study area are received in 2015 (Illinois Region 5; Midwestern 
Regional Climate Center 2016). This pattern is consistent with several other studies of chick 
survival in waterfowl and other precocial bird species. (Pietz et al. 2003, Fondell et al. 2008, 
Brudney et al. 2013). My estimates for pheasant chick survival are much higher than those 
reported elsewhere. An earlier study, conducted in Iowa, reported a peak pheasant chick survival 
probability to 28 days of only 46% (Riley et al. 1998). Although the exposure periods differed 
between my estimate and the Iowa study, daily survival >20 days post-hatching is high and 
though additional mortality may account for some of the difference, the vastly different estimates 
of brood survival could be attributable to differences in weather, vegetation composition, or the 
amount of available grassland habitat during my two studies. Alternatively, the use of 
subcutaneous, radio transmitters on day-old chicks may have adversely impacted chick survival 
during the Iowa study (e.g. Amundson and Arnold 2010). 
 The model relies on the assumptions of demographic closure between repeated counts 
and the assumption of no brood-mixing between hatching and the first survey. I believe the 
assumption of closure between survey visits is reasonable. In 2015, all individuals from a small 
sample (n = 28) of radio-marked pheasant chicks alive at 7 days survived until ~15 days, the age 




pattern of smaller counts on second flushed. Still, the daily survival rate of many species will 
approximate 1 after the first few weeks of life (Riley et al. 1998, Dreitz 2009, Davis et al. 2016) 
and even when daily survival is <1, bias can be minimized by reducing the interval between 
replicate counts. My simulation shows that even when daily survival is at the minimum of 
reported values for 2- 3-week old chicks (0.96), bias can be reduced by performing counts on 
successive days. 
 The assumption of no brood mixing, on the other hand, may not be appropriate for some 
species. As many as 21% of radio-marked chicks switch broods among northern bobwhites 
(Faircloth et al. 2005) and greater sage grouse (Dahlgren et al. 2010), but may be as low as 4% 
among pheasants (Riley et al. 1998). Thus, while mixing is known to occur in a variety of 
species, the magnitude is unclear and may be unique to the population under study (e.g. Dahlgren 
et al. 2010). More generally, whether brood mixing biases estimates will depend on the number 
of chicks that a hen gains or loses, and whether mixing is balanced (equal chance of adopting or 
surrendering a chick). Consequently, I recommend caution if trying to estimate chick survival 
from a non-random selection of marked hens or for populations that experience high rates of 
brood amalgamation. 
 Like all models, mine has the potential for misuse that may lead to inaccurate estimates 
or inferences. However, these pitfalls can easily be addressed with careful study design. The 
counts should be carried out on separate days, not as multiple-observer counts. Two counts is 
only a minimum, and more counts could be performed but would be contingent on meeting 
assumptions of closure over a longer period. By performing counts on multiple visits, the model 
can account for all sources of imperfect detection (availability and observer errors). For example, 




parent and chicks are most likely to be in close proximity, such as at a roost. I performed almost 
all my counts at dawn to ensure the chicks were with the hen and thus, likely to be flushed. 
 Finally, selecting the period to estimate survival may be subjective but should be based 
on biological reasoning where possible and researchers should be aware of the limitations of 
their inference as a result. I was unable to flush pheasant chicks before 15 days because they are 
only capable of weak flight and the dense vegetation of grasslands prevented us from counting 
chicks as they ran (low detectability). Similarly, most attempts to flush broods at ~40 days failed 
because broods often ran away as I approached (low availability) and I frequently encountered 
multiple hens and broods roosting in close proximity later in the breeding season, when most 
chicks reached this age. My choice of estimating survival to 20 days was based on biological 
reasons as well as the aforementioned logistical constraints. For most precocial birds, survival is 
lowest during the few days post-hatch but then becomes relatively high. Thus, this estimate, 
though not representative of survival to independence, can provide insight about the 
environmental factors that lead to mortality for most chicks. Conducting such counts across 
multiple periods would provide a more comprehensive estimate of survival, but could confound 
the interpretation of covariates if the factors related to mortality or the cause of death differs 
between early and late brood-rearing. Though my estimate does not represent survival to 
independence, it nonetheless still provides useful information about chick survival. 
 Despite the potential limitations, estimating chick survival using my hierarchical 
Bayesian framework offers flexibility that can address the problems related to the violation of 
assumptions. For instance, the model could be reparametrized to account for survival <1 during 
repeated counts, brood mixing, as well as survival over a longer period (e.g. Dail and Madsen 




limit the utility of such a model in practice (e.g. Dail and Madsen 2011). In an arguably more 
practical approach, researchers could use field evidence (e.g., observing chicks of multiple age 
classes) to estimate both the probability brood-mixing and the number of adopted young, data 
from a concurrent sub-sample of radio-marked broods. Alternatively, previous or concurrent 
research using radio-transmitters could be used to estimate daily survival and brood-mixing and 
incorporated into a more complex model as informative priors (Morris et al. 2015) or in an 
integrated framework (e.g., Schaub et al. 2007, Linden and Roloff 2015). Finally, the 
hierarchical Bayesian framework can also be easily parameterized to estimate several different 
derived parameters including the total number of chicks, mean brood size, and average daily 
survival. 
 For animals that are not easily marked, there are few published estimates of survival for 
juvenile animals. The approach I present builds on previous methods, but is more resource and 
time efficient compared to mark-recapture studies and other brood count methods. As few as 2 
repeat visits are necessary to estimate chick survival and the factors influencing it. By contrast, 
studies using radio telemetry or the Lukacs et al. (2004) model typically involve daily to weekly 
observations to estimate chick survival (Dreitz 2009, Brudney et al. 2013, Gibson et al. 2016), 
which may not be possible given logistical constraints. The model I present complements 
existing methods by addressing important issues such as imperfect detection and poor model 
performance with large group sizes and provides a flexible foundation to address a variety of 
real-world challenges. I believe the model I describe will prove to be a useful tool for wildlife 
managers and researchers trying to estimate juvenile survival and understanding the 





TABLE AND FIGURES 
Table 2.1. 
Median bias (median – true value) in parameter estimates from 1,000 simulations per scenario. 
Survival and habitat were held constant at 0.6 and 0.3 respectively. Brood size and detection 







Habitat 0.2 30 0.0002 
Habitat 0.2 100 0.0570 
Habitat 0.4 30 0.0697 
Habitat 0.4 100 0.0689 
Habitat 0.6 30 0.0747 
Habitat 0.6 100 0.0365 
Habitat 0.8 30 0.0428 
Habitat 0.8 100 0.0079 
Detection 0.2 30 0.0129 
Detection 0.2 100 -0.0013 
Detection 0.4 30 -0.0181 
Detection 0.4 100 -0.0183 
Detection 0.6 30 -0.0394 
Detection 0.6 100 -0.0195 
Detection 0.8 30 -0.0336 
Detection 0.8 100 -0.0077 
Survival 0.2 30 0.0043 
Survival 0.2 100 0.0390 
Survival 0.4 30 0.0583 
Survival 0.4 100 0.0459 
Survival 0.6 30 0.0601 
Survival 0.6 100 0.0282 
Survival 0.8 30 0.0324 







Median bias (median – true value) in parameter estimates from 1,000 simulations per scenario. 
Sample size and detection were fixed at 30 broods and 0.6, while survival and the effect of 
habitat on survival were held constant at 0.6 and 0.3 respectively. Daily survival probability and 
the number of days between repeated counts (lag) varied for each scenario. 
 
Parameter Daily survival Lag Mean bias 
Habitat 0.96 1 0.0832 
Habitat 0.96 3 0.1042 
Habitat 0.96 4 0.1046 
Habitat 0.97 1 0.0783 
Habitat 0.97 3 0.0922 
Habitat 0.97 4 0.1089 
Habitat 0.98 1 0.0767 
Habitat 0.98 3 0.0784 
Habitat 0.98 4 0.0745 
Habitat 0.99 1 0.0729 
Habitat 0.99 3 0.0790 
Habitat 0.99 4 0.0810 
Habitat 1 NA 0.0747 
Detection 0.96 1 -0.0529 
Detection 0.96 3 -0.0881 
Detection 0.96 4 -0.1063 
Detection 0.97 1 -0.0517 
Detection 0.97 3 -0.0716 
Detection 0.97 4 -0.0915 
Detection 0.98 1 -0.0454 
Detection 0.98 3 -0.0614 
Detection 0.98 4 -0.0683 
Detection 0.99 1 -0.0429 
Detection 0.99 3 -0.0493 
Detection 0.99 4 -0.0513 
Detection 1 NA -0.0394 
Survival 0.96 1 0.0643 
Survival 0.96 3 0.0835 
Survival 0.96 4 0.0963 
Survival 0.97 1 0.0659 
Survival 0.97 3 0.0707 
Survival 0.97 4 0.0886 
Survival 0.98 1 0.0610 
Survival 0.98 3 0.0698 
Survival 0.98 4 0.0685 




Table 2.2 continued   
Survival 0.99 3 0.0616 
Survival 0.99 4 0.0595 








Figure 2.1. Distribution of the estimated parameter bias from 1,000 simulations under varying 
detection probabilities and sample sizes for A. habitat, B. detection probability, and C. survival 
probability. Estimates of parameter bias when <0.4 were derived from chains that failed to 





Figure 2.2. Distribution of the estimated parameter bias from 1,000 simulations when daily 
survival between flush counts was <1, A. habitat, B. detection probability, and C. survival 
probability. Detection probability and sample size were held constant at 0.6 and 30 broods, 
respectively. The boxplot corresponding to ‘Inf ‘represents bias under the assumption that daily 
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CHAPTER 3: SENSITIVITY OF PHEASANT DEMOGRAPHY TO VEGETATION AND 
LANDSCAPE COMPOSITION 
ABSTRACT 
Understanding how habitat features at multiple scales influence demography is a critical aspect 
of wildlife management. While the relationship between changes in habitat conditions and a 
single demographic parameter are relatively easy to identify (e.g., nest survival, seasonal 
survival), how these changes affect population growth are poorly understood. I used data from a 
3-year study of pheasants to explore how habitat features at multiple scales influenced nesting 
success, adult female survival, chick survival. I then used a life-stage simulation approach to 
estimate how changing habitat conditions beneficial during a single stage affected other stages 
and the population growth rate. Similar to other studies, I found that nest survival increased with 
greater amounts of grassland around the nest. I also found support for positive effects of forb 
cover and bare ground on chick survival. However, improving habitat conditions predicted to 
benefit chick survival or nest success did not increase the population growth rate. There were 
complex tradeoffs whereby increasing the amount of grassland improved nest success but 
negatively influenced chick survival. Similarly, I found that increasing the amount of native 
grass cover improved adult survival, but reduced chick survival. Still, I found that population 
growth was most strongly influenced by the effect of native grass cover on hen survival during 
the non-breeding season (October-March) and was maximized when the proportion of native 
grasses within 200 m of a hen was between ~35-40%. Native grasses may provide concealment 
and protection from predators or more favorable shelter during adverse weather. My results 
suggest that complex trade-offs in the way habitat conditions affect different stages can cloud our 




here can help clarify these relationships and be adapted to help managers identify habitat 
management targets that will be most effective in meeting population goals. 
INTRODUCTION 
Describing and quantifying the effect of environmental variables on animal demography is an 
essential part of wildlife management. For species of conservation concern, management 
objectives are often derived from studies that identify habitat conditions or other management 
actions that maximize performance during a specific life stage (e.g., breeding success, fecundity, 
juvenile survival, winter survival of adults), with the assumption that performance during the 
particular stage will have a measurable impact on the population. This approach can be 
successful, but may not be the most efficient method for management. Population dynamics are 
often complex and varying responses among demographic parameters can influence the outcome 
of actions intended to improve overall population growth. For example, managers may attempt to 
increase the number of harvestable white-tailed deer (Odocoileus virginianus) by reducing 
predation on neonates, yet population growth is most strongly influenced by adult survival 
(Chitwood et al. 2015). Similarly, managers may seek to increase mallard (Anas platyrhynchos) 
populations by increasing nest success, but population growth is most limited by pre-fledging 
survival (Amundson et al. 2013). Thus, understanding the relative contribution of different 
parameters to overall population growth is essential for effective management. 
 Attempts to better understand the contributions of each demographic parameter to 
population growth and the factors limiting population growth have traditionally used sensitivity 
or life-stage simulation analyses to identify sensitive demographic parameters (Clark et al. 2008, 
Sandercock et al. 2008, Amundson et al. 2013). Population viability analyses may attempt to 




data for multiple parameters and instead, rely on estimates from multiple sources. Still, even 
when information about the most sensitive parameters is available, management aimed at 
increasing population growth may still be stymied if the management actions necessary to 
achieve an increase in sensitive parameters is impractical, or if management actions that benefit 
one stage have deleterious effects during another. Clarifying this link between management 
actions, the resulting change in stage-specific performance, and overall population growth, can 
help managers set realistic goals and prioritize actions. 
 Ring-necked pheasants (Phasianus colchicus) are an economically important game 
species throughout much of the United States and have experienced widespread declines in many 
parts of their introduced range (Warner 1994, Sauer et al. 2013). However, the most effective 
management approach to improve population status is unclear. Management practices have 
traditionally focused on increasing the amount of available habitat, largely as tracts of 
undisturbed and densely vegetated grassland habitat, to improve nesting success (Warner et al. 
1987, Clark et al. 1999, Pabian et al. 2015), yet such actions may be insufficient to improve 
pheasant populations (Rodgers 1999). Population growth may be more sensitive to chick survival 
(Warner et al. 1999, Clark et al. 2008) which, in turn, may benefit most from less densely 
vegetated, more diverse plantings (Warner 1979, Doxon and Carroll 2010). Management actions 
to provide dense nesting cover may decrease chick survival, while efforts focused solely on 
providing brood-rearing habitat may lead to declines in nest success. Identifying how specific 
habitat changes may create tradeoffs in performance among stages and influence population 
growth is vital to effective management of this species.  
 In this study, I explored how the vegetative composition of grasslands and landscape 




survival. I then used a simulation approach to understand how improvements in habitat 
conditions and stage-level performance influenced population growth and to identify which 
habitat management decisions could be most important for meeting desired population goals. 
STUDY AREA 
I collected data on nesting behavior, adult survival, and chick survival of hen pheasants in three 
different study areas in east-central Illinois. Grassland sites were located near the towns of 
Saybrook, IL (40°25’39” N 88°31’36” W), Sibley, IL (40°35’15” N 88°22’56” W and 
Chatsworth, IL (40°45’15” N 88°17’35” W). I focused most efforts on 14 public and private 
grasslands, 5 of which were owned and managed by the Illinois Department of Natural 
Resources for public hunting. All remaining fields were privately owned and enrolled in the 
Conservation Reserve Program (CRP). Fields varied from 16 to 260 ha in size and were 
embedded in landscapes dominated by row-crop agriculture; >85% of the land use was devoted 
to the production of corn (Zea mays) and soybeans (Glycine max; Illinois Department of 
Agriculture, 2000). Dominant vegetation cover in fields ranged from native warm and cool 
season grasses and native forbs (e.g., Sorghastrum nutans, Andropogon gerardii, Elymus 
canadensis, Solidago spp., Ambrosia spp., and Symphyotrichum pilosum), to fields dominated by 
exotic grasses and forbs (e.g., Bromus inermis, Setaria spp., Medicago sativa). 
METHODS 
Adult monitoring 
I captured wild hen pheasants from early September through late October and again from early 
January through late March from fall 2013 through spring of 2016. Pheasants were captured 
primarily via spot-lighting but also with baited walk-in traps when snowfall was adequate 




series A3900 and A4000, Advanced Telemetry Systems, Inc., Isanti, Minnesota) to hens 
weighing >600 g to ensure that transmitter weight did not exceed 3% of the animal’s body mass. 
Transmitters were equipped with a mortality switch on an 8 hr delay. These procedures were 
approved by the University of Illinois Institutional Animal Care and Use Committee (Protocol # 
12205). 
 I tracked all hens 1-6 days per week, year-round, and classified the status of each bird as 
live, dead, or censored during each encounter. I right-censored hens from the data if the 
transmitter attachment broke or the transmitter failed. In the event a hen went missing, I 
intensively searched within 3.2 km of the last known location to ensure the hen had not dispersed 
before I concluded the transmitter had failed. I searched within 3.2 km because this distance was 
approximately double the maximum distance I observed a pheasant move between observations. 
I obtained location estimates for hens between 30 minutes before sunrise up to 30 minutes after 
sunset using a combination of homing and triangulation. For birds inhabiting the 14 focal fields, 
I created a series of grids comprised of 200 m by 200 m cells and used homing to identify the 
cell each hen was in. I used a 200-m cell size because this was generally large enough to contain 
average daily movements for pheasants throughout their life cycle (Warner 1984, Perkins et al. 
1997, Schmitz and Clark 1999). I used triangulation and biangulation to estimate the location of 
hens not falling within grid boundaries and used the software program LOAS (version 4.0, 
Ecological Software Solutions, Urnäsch, Switzerland) to generate maximum-likelihood estimates 
of coordinates. I discarded locations where the error polygon was >4 ha (~200 m radius; 





After April 15, I located nests by homing within 50 m after first observing the hen in the same 
cell on successive visits. Typically, I located nests within 5 days of incubation initiation. Once I 
confirmed incubation had begun, I placed flagging 5 m from the estimated location of the nest 
bowl. When telemetry indicated the hen was not at the nest, I located the exact position of the 
nest bowl to determine if the nest was still active. If the eggs were still warm and undamaged, I 
considered the nest still active and quickly counted the number of eggs and left. If the nest bowl 
contained crushed or broken eggs, or cold, unhatched eggs, I classified the nesting attempt as 
failed. If >1 egg hatched, indicated by eggshells with a clean, circular break near the blunt end of 
the egg, I recorded the number of hatched eggs and total clutch size. 
Chick monitoring 
I estimated chick survival to 20 days. The majority of chick mortality occurs during the first two 
weeks post-hatching and chicks only become capable of sustained flight after ~12 days (Riley et 
al. 1998, Giudice and Ratti 2001). By estimating survival at ~20 days, I was more likely to detect 
chicks and identify factors affecting survival during early brood-rearing. To estimate chick 
survival, I flushed each radio-marked hen that successfully hatched a nest 1 or 2 times to count 
the number of surviving young 15-22 days post-hatching. I performed the second flush within 4 
days of the first, but most flushes (60%) were completed within 2 days of the first. No flush 
counts were performed before 15 days and all were completed by 22 days post-hatch.  
 Broods were flushed by 1 or 2 observers and the number of chicks seen flying or running 
through the vegetation was recorded. I performed the majority of flushes from ~10 minutes 
before sunrise to ~20 min after sunrise, but several flushes occurred as late as ~3 hrs after 
sunrise. Because I believed that thick vegetation could reduce the detection probability, I 




location and at 4 m in each of the cardinal directions. I determined the roost location by marking 
the point where the hen flushed, began running, or locating feces from the hen and chicks. I also 
created a binary variable, flush quality, where a “good” flush had a high probability of detection 
and corresponded to hens and broods flushing from an area ≤3 m in diameter. A “poor” flush had 
a low probability of detection and corresponded to hens and chicks running through the 
vegetation or flushing at a distance of >3 m. When monitoring habitat use of chicks during this 
20-day period, I assumed locations for chicks were the same as the maternal hen. 
Landscape and vegetation measurement 
Both vegetation within fields and the broader landscape composition can influence the 
demographic parameters of pheasants. Thus, I sought to quantify the relationship between 
vegetation composition within fields and broader spatial scales and pheasant demography. The 
vegetative composition of habitat used by pheasants may affect the availability of food resources, 
provide concealment from predators, provide habitat for predators, or protection from harsh 
environmental conditions for both adult pheasants and their chicks (Warner 1979, Gabbert et al. 
1999, Rodgers 1999, Doxon and Carroll 2010). At a larger scale, increasing the size of grassland 
blocks or the amount of grassland within the surrounding landscape can improve nesting success 
and adult survival, possibly by reducing the risk of exposure to mesopredators (Schmitz and 
Clark 1999, Phillips et al. 2003). I focused on land-cover proportions because metrics associated 
with habitat configuration (e.g., edge-density, aggregation) are often correlated with simple land-
cover proportions and no better at explaining biological responses (Cunningham and Johnson 
2011). Moreover, land-cover proportions are more easily translated into management actions. 
 To quantify vegetation characteristics within fields and the amount potential habitat for 




m resolution National Agriculture Inventory Program (NAIP) color orthophotos, collected May-
July 2012. I considered any herbaceous vegetation suitable for pheasants to constitute grassland 
habitat, including hayfields, pastures, CRP fields, as well as stream borders and filter strips. 
Woody cover included wooded fencerows, shelterbelts, and any tree or shrub plantings with 
>50% canopy cover, as these types of cover may constitute important winter habitat for 
pheasants (Warner and David 1982, Gatti et al. 1989, Gabbert et al. 1999). 
 I quantified the vegetation characteristics within focal fields using a series of random 
points within fields. Because portions of fields were planted to diverse mixtures and managed in 
varying ways, I stratified my random sample by cover types. I defined cover types within each 
field based on known seeding mixtures, observed plant species composition, and management 
history (e.g., burned, mowed, herbicide) during each year. I then sampled vegetation at a series 
of random points in each cover type and field August- September 2015 and 2016. I generated ~2 
points/ha in 2015 (range: 5-45 points per cover type per field), but reduced this number to 10 
within each cover type and field in 2016 after rarefaction analysis indicated a lower sampling 
rate was sufficient to estimate the mean values for most cover types and fields. At each random 
point, I used a modified Daubenmire (Daubenmire 1959) cover class system, combining the two 
highest cover classes, to estimate the overlapping percent canopy cover of native grasses, exotic 
grasses, forbs, bare dirt, litter cover, and woody cover within a 0.5 m × 1 m frame. I also 
measured vegetation density at each point using a Robel pole placed in the plot center (Robel et 
al. 1970). Sample points were only located in grassland cover, not agricultural fields. I used the 
average of each parameter to quantitatively characterize each cover type. I also averaged similar 
cover types across years, within focal fields to characterize the composition of plantings in 2014. 




comprised almost exclusively of non-native cool-season grasses, I used data from similar cover 
types in focal fields to characterize these areas as well.  
 To understand how vegetation composition influences pheasant demography, I first 
characterized the vegetation composition within 200 m of each hen’s, nest’s, and chick’s 
estimated location using ArcGIS 10.4 (ESRI, Redlands, CA). I selected a 200-m scale for habitat 
use because it was sufficiently large to incorporate daily movements (Warner et al. 1984, Riley 
et al. 1998, Schmitz and Clark 1999). To do this, I determined the proportion of each cover type 
within 200 m. I used the proportion of each cover type to calculate a weighted average of the 
percent cover of native and exotic grasses, forbs, bare ground, litter, and vegetation density 
among the different cover types.  
 I also quantified the proportion all grassland and woody cover within 800 m and 3 km of 
hens, chicks and nests using the same approach as above. I used a 800 m scale because it was 
large enough to include a pheasant’s home range (Giudice and Ratti 2001) and previous research 
has shown that habitat selection is strongly influenced by habitat composition at this scale 
(Matthews et al. 2012a). I used 3 km to characterize the composition of the larger landscape. 
Previous studies examining landscape context on pheasant population dynamics have used study-
area boundaries >3 km radius, but not necessarily related to the location of pheasants (Perkins et 
al. 1997, Gabbert et al. 1999). I sought to focus on portions of the landscapes known to be used 
by pheasants while still measuring landscape composition at a broad scale. Furthermore, the 
intensity of agriculture in my study areas leads to little variation in landscape metrics at scales 







 Movement and Habitat Use- To better understand habitat use and movement patterns of 
pheasants, I calculated the proportion of locations in grass, woody, and crop cover, during the 
breeding and non-breeding season, for a subset of male and female pheasants when the exact 
cover type could be accurately determined. I also computed the mean and maximum pairwise 
distance among all estimated locations for pheasants to estimate the average and maximum 
movement range of pheasants. I did not use traditional home-range estimates because many of 
my locations were approximate and based on cell centroids. 
 Hen Survival-I used a generalized logistic regression model in SAS Proc GLIMMIX 
(SAS 9.4, SAS Institute, Cary, NC) to examine weekly survival of hens as a function of temporal 
and habitat covariates during the breeding season (1 April – 30 September) and non-breeding 
season (1 October – 31 March). In my study, most hens began incubation in late April or early 
May and I rarely encountered hens with dependent chicks during fall spotlight captures, 
suggesting that chicks had likely achieved independence prior to 1 October (Giudice and Ratti 
2001). I also sought to eliminate the need for complex models including interactions between 
season and habitat covariates. I restricted analyses of hen habitat use and survival to data 
collected starting in May 2014 as I could not ensure the accuracy of location data prior to this 
first breeding season. I aggregated all observations of hens by week, and determined the fate 
during each week (live or dead) as the last known status for that week. I averaged the habitat 
conditions among all observations during each week. I only examined habitat use during each 
week in my survival analysis because I believed using a home-range composition could obscure 
important temporal variation in habitat use that would be more strongly related to survival. 




monitored for a long enough period to generate an accurate home-range estimate and provides a 
more uniform way to deal with habitat use information among individuals that have been under 
observation for varying periods of time. 
 Prior to examining the influence of habitat covariates, I first examined the influence of 
temporal variables on survival. I used Akaike’s Information Criterion adjusted for small sample 
sizes (AICc) to find the most parsimonious covariates that explained annual and within-season 
temporal variation in survival from a largely exploratory candidate set of variables. I explored 
support for all possible combinations of fixed effects of year, month, and linear as well as 
quadratic effects of day of year. Because temporal variation in survival during the breeding 
season was largely attributable to lower survival in April and May relative to all other months, I 
also examined support for a breeding season model where survival varied between early (April-
May) and late season (June-September). I used the best-fit temporal model (lowest AICc) as the 
base model to explore the influence of habitat covariates on adult survival. 
 I examined support for the effects of native grass cover, forb cover, and vegetation 
density within 200 m and linear and quadratic trends of the amount of grass and woody cover 
within 800 m and 3 km of hen locations. I predicted that the survival of hens would increase with 
their use of native grasses, forbs, and denser vegetation because these cover types may provide 
hens with refuge from predators as well as shelter during periods of inclement weather (Gabbert 
et al. 1999, Rodgers 1999). Because some predators may be more active in smaller fields or in 
more fragmented landscapes, I also predicted that greater grassland cover within 800 m and 3 km 
would increase survival by reducing the chance hens would encounter a mesopredator (Phillips 




based on the potential for woody cover protect pheasants from predators and adverse weather 
(Warner et al. 1987, Gatti et al. 1989). 
 I used a hierarchical approach to constructing plausible models containing habitat 
covariates. First, I combined the best temporal model and each habitat covariate individually. If a 
habitat covariate was informative (resulted in a lower AICc compared to the best temporal 
model), I combined it with other informative covariates from the same scale. Finally, I combined 
the top ranked model from each scale. Though the entire model set was not developed a priori, 
my selection of covariates was, and my sequential approach to constructing models reduced the 
likelihood my models contained uninformative parameters (Arnold 2010). I scaled all habitat 
covariates (mean = 0, sd = 1) prior to analysis. 
 Nest Survival-I estimated nest survival using the logistic exposure method (Shaffer 2004) 
in SAS Proc GLIMMIX. Previous analyses I conducted found no support for an effect of nest-
site vegetation covariates on nest success, seasonal or temporal variation in nest survival, or any 
difference in survival between first nests and renests. Other research has also failed to find a 
biologically or statistically significant effect of nest-site vegetation or other temporal variables 
on nest success (Matthews et al. 2012b). Therefore, I restricted the models I considered to only 
those using vegetation composition within 200 m of a nest and land cover at the 800-m and 3-km 
scales. Based on prior research (Clark et al. 1999, Horn and Koford 2000, Matthews et al. 
2012b), I predicted that nest success would be higher in areas with more grassland cover at the 
800-m and 3-km scales and in areas with more native and exotic grasses and forbs within 200 m. 
Collectively, these habitat characteristics may reduce the local activity of mesopredators, thereby 
improving the probability of nest success (Bowman and Harris 1980, Dion et al. 2000, Phillips et 




at both scales because past work has suggested that there may be a threshold, above which nest 
success does not improve substantially (Clark et al. 1999). I scaled all habitat covariates (mean = 
0, sd = 1) prior to analysis. 
 Chick Survival-Through previous exploratory analyses, I identified flush quality as the 
most important covariate affecting the detection process (Chapter 2). Previous research has also 
identified that rainfall during the early brood-rearing stage has an adverse effect on survival of 
pheasants and other precocial birds (Riley et al. 1998). Therefore, my base model of chick 
survival included the effect of flush quality as a detection covariate and total precipitation during 
the first 5 days post-hatch as a covariate of survival. I obtained daily weather data from 5 
weather stations nearest to my study sites (Midwestern Regional Climate Center, 
www.mrcc.isws.illinois.edu, accessed 30 January 2017) and averaged daily rainfall amounts 
among them. Because of a limited sample size of broods, I only considered models containing a 
single habitat covariate to avoid over-parameterization. I considered the effects of native grasses, 
forb cover, and bare ground within 200 m, as previous research has demonstrated that food 
availability, thermal cover, and mobility of game birds are improved in diverse plantings of 
native grasses and forbs and with greater amounts of bare ground (Doxon and Carroll 2010, 
Martin et al. 2015). I also considered models including the effect of grassland cover within 800 
m and 3 km. 
 I estimated chick survival using a hierarchical Bayesian model that accounts for 
imperfect detection (Chapter 2). To ease computation, I scaled all habitat covariates (mean = 0, 
sd = 1) prior to analysis. Because appropriate model ranking methods are limited for Bayesian 




identified the most informative models as those that had the smallest deviance and contained 
parameter estimates with 95% Bayesian credible intervals (BCI) that did not overlap zero. 
Simulation Study-I used a female-only population simulation to understand how changing 
habitat conditions important to a stage affected overall population growth. I estimated population 
growth following the approach described in Sandercock et al. (2008) with some minor changes. I 
calculated the number of female chicks produced in a successful nesting attempt as a function of 
mean number of hatched eggs per nest and chick survival to 20 days, assuming a 1:1 sex ratio at 
hatching: 
𝐶𝐻𝐼𝐶𝐾𝑆𝐹 = 𝐻𝐴𝑇𝐶𝐻 ∗  0.5 ∗  𝑆𝑐ℎ𝑖𝑐𝑘 
where HATCH is the number of hatched eggs per nest and Schick is the survival probability of a 
chick to 20 days.  
 I then calculated the total number chicks produced across first nests that were successful 
(F1) and hens that failed on the first attempt (1-NEST) but produced young in a second attempt 
(F2) as: 
𝐹1 = 𝐶𝐻𝐼𝐶𝐾𝑆𝐹 ∗ 𝑁𝐸𝑆𝑇 ∗ 𝑆𝐽1 
𝐹2 = 𝐶𝐻𝐼𝐶𝐾𝑆𝐹 ∗ (1 − 𝑁𝐸𝑆𝑇) ∗ 𝑆𝐽2 
𝐹𝑇𝑂𝑇𝐴𝐿 = 𝐹1 + 𝐹2 
where NEST is the probability a nest is successful, assuming a 23-day incubation period, and SJi 
is the survival of chicks from the ith nesting attempt from 20 days post-hatch through the end of 
the breeding season. I approximated the number of weeks left in the breeding season 20 days 
after hatch for first nests (15 weeks) and renests (10 weeks), using the mean hatch days for first 
and second nesting attempts. Because all hens that failed on their first nest attempted a second, I 




the survival of juvenile chicks prior to or following fledging, I assumed chicks survive the 
remainder of the breeding season at an equal rate as adult hens (e.g., Sandercock et al. 2008, 
Amundson et al. 2013, Pollentier et al. 2014) and used the estimate of weekly adult hen survival 
to estimate SJ1 and SJ2, respectively.  
 I then calculated population growth as: 
𝜆 = (𝑆𝐵 ∗  𝑆𝑁𝐵) +  𝐹𝑇𝑂𝑇𝐴𝐿 ∗  𝑆𝑁𝐵 
where SB and SNB are hen survival during the breeding and non-breeding season, respectively, 
each 26 weeks long. In calculating λ, I assumed that hatch-year hens survived through the non-
breeding season the same as adult hens (Clark et al. 2008, Sandercock et al. 2008). 
 I constructed a simulation for each of the habitat covariates identified in the top-ranked 
model for nest success, survival of hens during the breeding and non-breeding season, and the 
chick survival model with the lowest deviance. Within each simulation, I generated predicted 
mean values for daily survival (nests), weekly survival (hens, by season), and chick survival (20 
days) as function of the focal habitat covariate, ranging from the minimum to the maximum 
observed covariate value. I then transformed daily nest survival, weekly hen and pre-fledging 
chick survival, and chick survival to 20 days into appropriate beta distributions (Powell et al. 
1999). Within each simulation, I simulated the mean number of eggs hatched as a random draw 
from the empirical distribution of eggs hatched per nest. Because the average number of hatched 
eggs per nest were not statistically different between first and later nesting attempts (one-sided 
Wilcoxon rank-sum test, W=183.5, p=0.19), I pooled the number of hatched eggs per nest across 
nesting attempts. I computed NEST, the probability a nest survives a 23-day incubation period, 
as the product of 23 random draws from the daily nest survival beta distribution. I calculated SB 




distributions. Schick was a single random draw from the beta distribution of chick survival to 20 
days, while chick survival from 20 days post-hatch to independence was the product of 15 or 10 
random draws from the breeding season beta distribution, for chicks hatched from first and 
second nesting attempts, respectively. 
 I performed 10,000 iterations of the simulation at each covariate level. Survival parameters 
that were not affected by the habitat covariate being explored were held constant at their mean 
value, conditional on the top ranked model for that parameter. To determine which habitat 
covariate would be most likely to influence population growth, I first identified the habitat 
covariate with the greatest range in mean λ. I also calculated a sensitivity metric as the difference 
in the minimum mean λ and maximum mean λ divided by the difference in their respective habitat 
covariate values, expressed as a proportion. I calculated sensitivity as the difference in both the 
proportional change in habitat as well as the difference in hectares the proportional change 
represented. All simulations were carried out in R 3.4.1 (R version 3.4.1, www.r-project.org, 
accessed 22 June 2017). 
RESULTS 
Movement and Habitat Use-Pheasants spent the majority of their time in grass cover. 
During the breeding season, approximately 78% of all locations where habitat type was 
accurately known were found in grass cover, 19% in crop cover, and 3% in woody cover. During 
the non-breeding season, when most of the landscape was bare due to crop harvest, 90% of all 
locations were in grass cover, 3% in woody cover, and 7% were in crop fields. The median 
pairwise distance between all pheasant locations was 309 m (10% quantile: 184 m; 90% quantile: 
610 m), suggesting that spent most of their time in a limited area, within a 400 m radius or less. 




a dispersing male. The median maximum distance between two locations for each pheasant was 
1.08 km. Many of these movements were associated with pheasants using crop fields adjacent to 
fields, or movements within large or between adjacent fields. Still, this only resulted in 8 
pheasants moving between different fields (excluding fields that were adjacent to one another) 
which resulted in 7 cases of permanent emigration. 
Hen Survival-I included data from 118 hen pheasants in my analysis. Weekly hen 
survival, conditional on the top-ranked model, was 0.985 (SE 0.004) during the non-breeding 
season and 0.987 (SE 0.003) during the breeding season. Mean annual survival for hen pheasants 
during the study was 49%. Model results for adult breeding and non-breeding survival both 
indicated an important effect of the amount of grassland cover. Breeding season survival 
improved with increasing grassland cover at 800 m (Table 3.1, Fig. 3.1 D). Survival during the 
non-breeding season exhibited a curvilinear relationship with grass cover at 3 km, with lowest 
survival at intermediate amounts of grass cover and highest survival in landscapes with the least 
or greatest amount of grass cover (Table 3.1, Fig. 3.2 E). The proportion of native grass cover 
within 200 m was also included in the top-ranked and competing models and had a positive 
effect on hen survival during the non-breeding season (Table 3.1, Fig. 3.3 E).  
 Nest Survival-I monitored 108 nests from 79 females during the breeding seasons of 
2014-2016. All hens failing on their first attempt initiated a second nest. Nest survival did not 
differ between nesting attempts, nor as a function of any temporal covariate (Table 3.1). I found 
that the amount of grassland habitat within 3 km was included in the top-ranked model, but the 
amount of forb cover, mean vegetation density, as well as a constant survival model, were also 
supported (Table 3.1). Forb cover (β = 0.25, SE = 0.16), vegetation density (β = 0.22, SE = 0.15), 




Conditional on the top-ranked model, pheasant nests had a daily survival rate of 0.977 (SE 
0.003) and 58% chance of surviving the 23-day incubation period. 
 Chick survival- I used flush count data from 38 broods to estimate chick survival. Mean 
detection probability, conditional on the top ranked model, was 0.80 (95% CRI 0.72, 0.88) when 
a flush was “good”, and 0.20 (95% CRI 0.14, 0.26) when it was “poor.” Mean chick survival to 
20 days was 0.78 (95% CRI 0.70, 0.88). The models containing the amount of native grass cover 
within 200 m and grass cover within 3 km had the lowest deviance (Table 3.1), and both 
variables negatively influenced chick survival (Figs. 3.2 C, 3.3 C). As expected, the amount of 
precipitation in the first 5 days post-hatching adversely affected chick survival (β = 0.84, SE = 
0.19), while the amount of forb cover (β = 0.50, SE = 0.23) and bare ground (β = 0.44, SE = 
0.20) within 200 m both positively influenced chick survival. 
Simulation Study 
Based on the covariates included in the top-ranked models for nest success, hen survival, and 
chick survival, I performed a simulation in which I varied the amount of grass cover at 3 km, 800 
m, and the amount of native grasses within 200 m. Estimated population growth rates were all 
>1, suggesting that pheasant populations were growing during my study. The range in mean 
population growth estimates was greatest when native grasses within 200 m was varied (1.19-
2.15), followed by grass cover within 800 m (2.01 – 2.70), and varied the least in response to 
grass cover within 3 km (2.46- 2.75). Sensitivity per percent change in cover was greatest for 
grass cover within 3 km (14.28), followed by native grass cover within 200 m (2.74), and lowest 
for grass cover within 800 m (0.98). However, when these proportions were expressed as 
changes in the hectares of land cover, population growth was most sensitive to increasing the 




for grass cover at 3 km and 800 m expressed as hectares (~0.005). Increasing population growth 
was driven by the increase in hen non-breeding survival (Fig. 3.3). However, when native grass 
cover exceeded 35%, the estimated population growth rate began to decline (Fig. 3.3). Increases 
in hen survival during the breeding season associated with increasing grassland cover within 800 
m had relatively little effect on population growth (Fig. 3.2). Increasing the amount of grassland 
habitat at 3 km improved breeding success, but this was ultimately offset by declining chick 
survival (Fig. 3.1). 
DISCUSSION 
Most importantly, my results indicate managers must simultaneously consider how habitat 
changes affect all life stages when attempting to manipulate population growth. Contrasting 
responses among stages to several habitat conditions ultimately bounds population growth rates 
and creates trade-offs managers must consider when planning management actions. Simply 
managing habitat to increase stage-specific survival may not lead to improvements at the 
population level. For pheasants, focusing solely on increasing the amount of forb cover and bare 
ground (Doxon and Carroll 2010, Martin et al. 2015) to improve chick survival may be 
ineffectual beyond a certain point. Although chick survival is perceived to be the most 
important demographic parameter for population growth in pheasants (Clark et al. 2008), 
management aimed at improving chick survival would have been ineffectual in my study area. 
Chick survival in my study (78%) was much higher than estimates from Iowa (Riley et al. 1998). 
Though the periods over which chicks were monitored differed by 8 days between our studies, it 
is unlikely to account for the dramatic difference in survival as most mortality occurs during the 
first two weeks. Additionally, I observed 100% survival of pheasant chicks between 7 and ~15 




chick survival may decline as its mean value increases (e.g. Amundson et al. 2013). Though my 
results show that prioritizing brood habitat alone may be ineffective, I did find that vegetation 
characteristics promoted as beneficial for chicks (Rodgers 1999, Doxon and Carroll 2007), did 
indeed improve survival. Forb cover and the amount of bare ground both positively affected 
brood survival. However, increasing the amount of native grass reduced survival. Despite this 
negative relationship, chick survival rates remained high enough when native grass increased 
from 0% - 35% that the population growth rate increased. 
 Most explanations relating vegetation composition to chick survival have focused on 
chick mobility, particularly the ability to access prey or escape predators (Doxon and Carroll 
2010, Martin et al. 2015). In my case, none of radio-tagged chicks that I found dead displayed 
visible signs of a predator attack. Instead, chicks may be preyed on or succumb to other sources 
of mortality after becoming separated from the rest of their brood. Dead chicks were recovered 
without any visible signs of trauma and generally >200 m away from the hen and other brood 
mates. I also observed a dead chick <1 m from a nest bowl following a heavy rain storm, while at 
a different nest, I found a live chick, though the hen that had incubated the nest was ~150 m 
away. This could indicate that mobility plays a key role in chick mortality. While grass cover in 
general appears to limit chick mobility (e.g., Martin et al. 2015), undisturbed stands of native 
grasses often have dense layers of residual vegetation and litter (Benson et al. 2007) that may 
make them more difficult for chicks to navigate than exotic grass plantings. I observed hens that 
nested or roosted in undisturbed native grass plantings use crop fields or exotic brome fields 
during the day. Thus, native grasses could reduce survival by impeding movement and 




 Increases in the finite rate of population growth associated with the amount of native 
grasses were driven by higher hen survival during the non-breeding season. Tall grasses were 
frequently used by pheasants during the winter in my study area and are often preferred by 
pheasants during the winter elsewhere in their range (Gabbert et al. 1999).Hen pheasants may 
benefit from the native grass stands in several ways. During periods of inclement weather, native 
grasses may help to insulate hens, thereby reducing their energetic demands (e.g., Thompson and 
Fritzell 1988), their need to forage, and risk of predation. Hen pheasants may also benefit from 
greater concealment and protection from avian and terrestrial predators when using native grass 
plantings. The loss of crop cover associated with the annual fall harvest dramatically alters the 
landscape in my study area. Thus, the benefit of native grass plantings may be more pronounced 
during the non-breeding season as a result. 
 Similar to other studies, we found a positive effect of increasing the amount of grassland 
cover in the surrounding landscape on nest success (Clark et al. 1999, Horn et al. 2005). 
Increasing the availability of grassland habitat at this scale may result in changes in nest predator 
behavior or nest predator community composition. Potential nest predators such as red fox 
(Vulpes vulpes), coyotes, and skunks (Mephitis mephitis) may become less common in 
landscapes with a greater proportion of grass cover and less active within grassland fields 
(Phillips et al. 2003, Horn et al. 2005), leading to higher nest survival rates. Mean estimates of 
nest survival in my study were similar to estimates from Iowa (Clark and Bogenschutz 1999), but 
lower than estimates from Nebraska (Matthews et al. 2012b). The proportion of hens that failed 
initially, but attempted a second nest was also lower in Iowa and Nebraska and did not exceed 




However, all hens I monitored initiated a second nest if their first attempt failed. I even observed 
6 hens attempting a third nest, and one hen required 4 nesting attempts before succeeding. Such 
prolific re-nesting, though rare, is not without precedent (Dumke and Pils 1979). 
 Despite improved nesting success and productivity, population growth did not increase 
with more grassland cover in the surrounding landscape. Hen survival during the non-breeding 
season decreased, then increased with increasing amounts of grassland cover. Predator behavior 
may be driving this pattern as well. Schmitz et al. (1999) reported a “U” shaped relationship 
between grassland habitat in a pheasant’s home range and mortality during the spring, and 
attributed this pattern to predator affinity for habitat edges. However, hen survival during the 
breeding season was positively related to grassland cover at 800 m. These varying responses 
suggest that the behavior or identity of important predators changes across seasons. Indeed, 
evidence from my study area suggests that increased mortality during the non-breeding season is 
driven by an increase in diurnal predators, presumably diurnal raptors (Chapter 4). Chick 
survival exhibited a decline with increasing grassland cover at 3 km. If this pattern is driven by 
predators, this would suggest that the predators responsible for chick mortality may differ from 
those preying on nests and hens. 
 Overall, the relatively high rates of adult survival, nest success, renesting, and chick 
survival contributed increasing population growth (i.e., λ > 1.0). Bi-annual bird surveys as well 
as annual harvest totals from state-owned sites also suggest the pheasant population was stable or 
increasing during this time period (S. McTaggart, personal communication). The estimates for 
adult survival, renesting, and chick survival generally exceeded other published estimates. 
Though adult survival did not appear to differ between the breeding and non-breeding season, 




winters of 2014-2015 and 2015-2016 received average or less than average snowfall. Pheasant 
survival declines sharply with increasing snowfall (Perkins et al. 1997, Gabbert et al. 1999). 
Thus, my estimates may be high when compared to studies that encompass greater temporal 
variability. Importantly, the fields in my study area were generally comprised of a diverse mix of 
native grasses and forbs, and not brome fields as has been the case in earlier studies. The 
landscape surrounding my study area was also intensively farmed. Thus, it remains to be seen 
whether the tradeoffs I observed are generalizable to other settings. 
 Although all my models indicated stable or increasing pheasant populations within my 
study area (i.e. λ >1), structural aspects of my simulation model may have introduced biases that 
would inflate growth rate estimates. I estimated demographic parameters from a data set that 
encompassed 3 breeding seasons and 2 non-breeding seasons and did not observe a wide range 
of variation in survival of adults or chicks. Longer data sets are likely to encompass greater 
variation in weather conditions and natural variation (Riley et al. 1998, Gabbert et al. 1999), 
which could influence my results. Using estimates of adult survival as proxies for chick survival 
during late-brood rearing through the end of breeding season is common (Clark et al. 2008, 
Sandercock et al. 2008, Pollentier et al. 2014), but could lead to overestimates of population 
growth if chick survival is lower. Similarly, if non-breeding season survival is lower for hatch-
year hens than adults, then setting them equal as I did would also inflate estimates of population 
growth (Amundson et al. 2013, Pollentier et al. 2014). Despite these potential biases, none 
invalidates the relationships between population growth and different habitat covariates. Still the 
lack of estimates for survival of young individuals during these periods highlights the need for 




 The results of my research demonstrate that complex trade-offs exist among management 
for adult, chick and nest survival. Although management aimed at maximizing brood success by 
increasing forb cover and bare ground can be effective, it has diminished returns once brood 
survival reaches the levels I observed. Based on my results and previously published literature, 
managers should first focus on providing fields of grass cover >16ha in size to ensure adequate 
breeding success (Clark et al., 1999). Because pheasants largely restrict their habitat movements 
within 400 m, ~35% of the vegetation cover within a 400-m radius within fields should be native 
grasses to provide valuable cover during the non-breeding season with the remaining cover to be 
comprised of primarily bare ground and forbs to provide brood habitat. This mixture can be 
achieved using fire, disking and inter-seeding forbs, or other forms of mid-contract management 
of new or existing grasslands (Benson et al. 2007, 2013, Matthews et al. 2012b). Importantly 
these habitat characteristics are fully compatible and beneficial for the conservation of other 




TABLE AND FIGURES 
 
Table 3.1. Competing models for hen survival, nest success and chick survival. Hen and nest 
survival models are ranked by the difference in the Akaike’s Information Criterion adjusted for 
small sample size (ΔAICc) between a candidate mode and the best ranked model. Only models < 
4 ΔAICc (~90% confidence set) are presented. Chick survival models are ranked by deviance. 
YEAR is a fixed effect of year, EARLY indicates April/May vs. June-September. MONTH 
indicates a linear temporal trend. PRECIP is the total precipitation during the first 5 days post-
hatch for a brood. VEGDENS is the mean vegetation density within 200 m. All other covariates 
are the proportion of cover within a distance, specified in the subscript. 
 
Model K ΔAICc 
Hen Breeding Season Survival 
YEAR + EARLY + GRASS800m
 5 0 
YEAR + EARLY 4 3.89 
Hen Non-Breeding Season Survival 
MONTH + NATIVE200m + GRASS3km × GRASS3km 6 0.00 
MONTH + GRASS3km ×  GRASS3km 3 1.52 
MONTH + NATIVE200m + GRASS800m × GRASS800m 3 2.23 
Nest Survival 
GRASS3km 2 0.00 
FORB200m 2 3.23 
VEGDENS200m 2 3.76 
CONSTANT SURVIVAL 1 3.96 
Chick Survival 
 Deviance 
PRECIP + NATIVE200m 265.1 
PRECIP + GRASS3km 268.4 
PRECIP + GRASS800m 271.2 
PRECIP + BARE200m 271.3 
PRECIP 272.5 







Figure 3.1. Mean estimates (solid lines) and 95% quantiles (dashed lines) from 10,000 iterations 
simulating population growth (A) as a product of nest success (B), chick survival (C), and hen 
survival during the breeding (D) and non-breeding (E) season, and as a function of the amount of 






Figure 3.2. Mean estimates (solid lines) and 95% quantiles (dashed lines) from 10,000 iterations 
simulating population growth (A), as a product of nest success (B), chick survival (C), and hen 
survival during the breeding (D) and non-breeding (E) season, and as a function of the amount of 





Figure 3.3 Mean estimates (solid lines) and 95% quantiles (dashed lines) from 10,000 iterations 
simulating population growth (A) as a product of nest success (B), chick survival (C), and hen 
survival during the breeding (D) and non-breeding (E) season, and as a function of the amount of 
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CHAPTER 4: EFFECTS OF FIELD SIZE, LANDSCAPE COMPOSITION, AND 
HABITAT COMPOSITION ON PREDATOR-SPECIFIC MORTALITY FOR RING-
NECKED PHEASANTS 
ABSTRACT 
Habitat loss and fragmentation are expected to increase predation. In many cases, this 
relationship is based on the assumption that mesopredators are driving patterns of mortality, yet 
the relationship between predation risk, habitat loss, and fragmentation may not be generalizable. 
Identifying predators, and how they respond to fragmentation, is critical to understanding 
predation patterns but has rarely been explored outside of songbird nesting studies. If the main 
predators respond positively to habitat fragmentation, predation should decrease with larger field 
size and a greater amount of habitat in the landscape. But if the main predators are also sensitive 
to habitat fragmentation, then predation should increase with field size and a greater amount of 
habitat in the landscape. My goal was to identify the most common predators of ring-necked 
pheasants (Phasianus colchicus) and determine how predation by these predators was related to 
landscape composition, field size, and vegetation composition within fragmented grasslands in 
an agriculturally dominated landscape in east-central Illinois. Using automated telemetry, I 
examined temporal patterns of predation to identify predators. Diurnal predators in this system 
were primarily raptors, whereas nocturnal predators were presumed to be mesopredators. I found 
that diurnal raptors were the most common predator, responsible for 52 of 70 pheasant 
mortalities where the predator was identified. Predation by diurnal raptors decreased when the 
amount of native grass cover within fields and the amount of grassland cover in the surrounding 
landscape increased. The probability of predation by diurnal raptors and mesopredators was 




grasslands in agricultural landscapes, mesopredators may no longer be an important predator of 
adult pheasants and diurnal raptors drive patterns of pheasant mortality. Furthermore, these 
results suggest that small fields can still be beneficial for pheasant populations. Managers here 
may be able to meet their objectives for pheasant management by distributing habitat among 
several patches, and can further minimize the risk of predation by increasing the amount of 
native grasses within fields. More generally, predator communities may vary among locations or 
over time, and predators should be clearly identified before developing conservation and 
management approaches. 
INTRODUCTION 
Conservation and management approaches for fragmented grasslands often seek to minimize the 
risk of predation on priority wildlife species by increasing field size or the amount of grassland 
in the landscape. This approach, heavily influenced by studies of nest predation, is driven by 
assumptions that habitat loss, fragmentation, or both, leads to increases in the abundance or 
activity of mesopredators (Chalfoun et al. 2002, Herkert et al. 2003). Predator habitat use along 
grassland edges, in small patches, or within landscapes with low amounts of grassland habitat 
may lead to increased predation in these areas (Kuehl and Clark 2002, Phillips et al. 2003, Horn 
et al. 2005). Still, these patterns do not appear to be generalizable and in some locations survival 
may be equal to or better near edges, in small patches, or in landscapes with little grassland cover 
(Grant et al. 2006, Walk et al. 2010, Benson et al. 2013). The inability to generalize about the 
factors affecting predation is largely caused by spatial and temporal variation in the predators 
responsible for mortality (DeGregorio et al. 2016). The relative influence of habitat features, and 




predator identity may lead to the conclusion that predation is random or that habitat features are 
unimportant (Benson et al. 2010). 
 Despite the importance of predator identification in clarifying the habitat features related 
to mortality of bird nests, such an approach has rarely been applied to understanding the 
relationship between predator identity and habitat features during other life stages (Thogmartin 
and Schaeffer 2010). Mesopredators, particularly red fox (Vulpes vulpes) and coyotes (Canis 
latrans),are largely assumed to be the most common predator of adult ring-necked pheasants 
(Phasianus colchicus; Riley and Schulz 2001), yet survival of pheasants is often similar among 
landscapes comprised of differing amounts of grassland habitat or in small and large habitat 
patches (Perkins et al. 1997, Schmitz and Clark 1999). Although explanations for this mismatch 
between expected patterns and field observations have focused on mesopredator responses to 
habitat edges (e.g., Schmitz and Clark 1999), the role of predator identity in shaping these 
patterns has been largely ignored. Avian predators are known to prey on pheasants (Riley and 
Schulz 2001, Valkama et al. 2005), but their effect on the relationship between pheasant 
mortality and habitat features has not been examined. The abundance and occurrence of many 
grassland diurnal raptors in North America, such as rough-legged hawks (Buteo lagopus), red-
tailed hawks (Buteo jamaicensis), and northern harriers (Circus cyaneus), are positively related 
to the amount of grassland habitat in the landscape and field size (Johnson and Igl 2001, Wilson 
et al. 2010), which could reduce the effectiveness of attempts to improve the survival of prey 
species focused solely on increasing patch size or grassland amount. Given the potential for 
contrasting management recommendations depending on predator identity, more information 




 I used automated telemetry to determine the time of death of radio-marked pheasants. My 
goal was to clarify how predation of pheasants by mesopredators and diurnal raptors varied 
seasonally and in relation to vegetation composition, field size, and the amount of grassland 
habitat in the landscape. I attributed daytime mortalities to diurnal raptors and nocturnal 
mortalities to mesopredators. Previous research in my study area suggested that red fox (were 
rare and that coyote activity was strictly nocturnal and did not vary seasonally (Berry et al. 
2017). Therefore, I predicted that predation of pheasants by mesopredators would be constant 
throughout the year, but based on prior work (Kuehl and Clark 2002, Gosselink et al. 2003, 
Phillips et al. 2003), would be more common on smaller fields and in landscapes with less 
grassland habitat. Though great horned owls (Bubo virginianus) were present in my study area, 
they were rarely detected during the course of my fieldwork. Because they are highly territorial, 
great-horned owls are unlikely to occur at high densities (Rohner and Krebs 1998). Therefore, 
they did not appear to be an important predator in my study. I predicted that predation by diurnal 
raptors would be more attributable to migratory individuals overwintering in my study area and 
therefore would be greater during the non-breeding season. I also predicted that predation by 
diurnal raptors would be more likely on larger fields and in landscapes with more grassland 
cover. Finally, I expected that native grasses would provide concealment and protection from 
avian predators (Gabbert et al. 1999, Rodgers 1999), but would have little influence on 
mesopredators (Berry et al. 2017). Native grasses present in my study area were generally taller 
and typically have greater residual vegetation height and density than the cool-season exotics 







I conducted my study on 5 fields located in Ford, Livingston, and McLean counties in east-
central Illinois. Two fields were located near the town of Saybrook, IL (40°25’39” N 88°31’36” 
W), 1 near the town of Sibley, IL (40°35’15” N 88°22’56” W), and 2 near Chatsworth, IL 
(40°45’15” N 88°17’35” W). Fields ranged from 32 to 250 ha. Three fields were owned and 
managed by the Illinois Department of Natural Resources while the remaining 2 fields were 
privately owned. More than 85% of the land cover of the counties where my field sites were 
located is devoted to row-crop agriculture comprised almost exclusively of corn (Zea mays) and 
soybeans (Glycine max; Illinois Department of Agriculture, 2000). Vegetation within fields 
included mixtures of native grasses and forbs (e.g., Sorghastrum nutans, Andropogon gerardii, 
Elymus canadensis, Solidago spp., Ambrosia spp., and Symphyotrichum pilosum) as well as 
exotic grasses and forbs (e.g., Bromus inermis, Setaria spp., Medicago sativa). 
METHODS 
Radio Telemetry 
I captured male and female pheasants on each site from early September through late October 
and again from early January through late March from fall 2013 through spring of 2016. I 
captured pheasants via spot-lighting and with baited walk-in traps when snowfall was adequate 
(Labisky 1959). I marked birds weighing >600 g with a leg band and a ~15 or ~18-g, necklace-
style radio transmitter (model series A3900 and A4000, Advanced Telemetry Systems, Inc., 
Isanti, Minnesota). Transmitters were equipped with a mortality switch on an 8-hr delay. These 
procedures were approved by the University of Illinois Institutional Animal Care and Use 
Committee (Protocol # 12205). I monitored the survival and habitat use of each pheasant 1-6 




signal was detected, I immediately retrieved the transmitter and recorded the coordinates where 
the transmitter was recovered. 
Landscape and Vegetation Measurement 
I determined the amount of native grass, field size, and the amount of grassland and woody cover 
in the landscape using ArcGIS 10.4 (ESRI, Redlands, CA). The native grasses common on my 
study areas are generally taller than cool-season exotics and thus may provide better cover for 
pheasants. Furthermore, I found a positive relationship between hen survival and native grass 
cover within 200 m (Chapter 3). To quantify the amount of native grass cover at all pheasant 
locations, I measured vegetation composition and density at a series of random points within 
each field August-September 2015 and 2016 (Chapter 3). First, I generated points via a random 
stratified sample, stratifying by cover type within each field and year. I determined cover types 
based on species composition and management history each year. I then generated a minimum of 
10 points per stratum (Chapter 3) and visually estimated the percent cover of native grasses, 
exotic grasses, forbs, bare ground, litter cover, and woody plants inside a 0.5-m × 1-m frame at 
each point (Daubenmire 1959). I measured vegetation density as the average of 4 Robel pole 
measurements from the cardinal directions at 4 m from the plot center and 1 m above the ground 
(Robel et al. 1970). Third, I then calculated the average value for each vegetation parameter in 
each field, cover type, and year. Finally, I calculated the proportion of each cover type within 
200 m of all locations and averaged the cover of native grasses. 
 I determined field size and the amount of grassland cover within 3 km of all pheasant 
locations from digitized orthophotos (Chapter 3). If a pheasant was not within field boundaries 
when it was relocated, I used the area of the field where it was most often located, as locations 




cropland during the breeding season (April-September). I calculated the amount of grassland 
cover as the amount of perennial herbaceous cover within 3 km of a bird’s location (Chapter 3).  
Cause of Death 
Previous attempts to identify predators of pheasants or other game birds have relied on evidence 
at the kill site such as tracks, scat, or bite marks to identify mesopredators, or decapitation or 
partially consumed carcasses to identify avian predators (Thogmartin and Schaeffer 2010, 
Grisham and Boal 2015). When a pheasant died, I immediately located the transmitter and 
recorded any field sign that could indicate mortality was attributable to a mesopredator (e.g., 
scat, bite marks, tracks) or diurnal raptors (Thogmartin and Schaeffer 2010, Grisham and Boal 
2015). However, predator identity may be difficult or incorrectly classified if clear evidence is 
not present or carcasses are scavenged. Moreover, there has never been a robust test of the 
accuracy of this approach. To minimize these sources of error, I also used automated telemetry to 
identify predators of pheasants. 
 Each system was comprised of a 15-22 m tower with an array of 6, 3-element Yagi 
antennas. The number of active towers on a given field ranged from 1-6. In short, these systems 
record the radio-signal strength for each marked bird every 2 – 15 min and changes in signal 
strength can be used to determine patterns of activity (Ward et al. 2013, Celis-Murillo et al. 
2017). After a pheasant was killed I examined the activity data to determine the 1-hr time block 
where the pheasant was last active by visually inspecting plots of signal strength (Appendix D). I 
used the time the pheasant became inactive as the time of mortality. I classified predators of 
pheasants killed between civil sunrise (~30 min before sunrise) and civil sunset (~30 min after 
sunset) as diurnal raptors, and those killed between civil sunset and civil sunrise as 




coyotes, were only detected during predator surveys at my study sites during the night (Berry et 
al. 2017). Coyotes are reported to be the most common predator of pheasants, after red fox 
(Riley and Schulz, 2001, Frey et al 2003). Red foxes were another potential mesopredator, but 
were never detected during predator surveys and rarely observed during field work. Diurnal 
raptors at my study sites included red-tailed hawks, and rough-legged hawks, but northern 
harriers were the most commonly observed raptor and were observed breeding at one of my 
study sites. None of these raptor species are known to forage at night. The presence of towers 
likely did not have and influence on where raptors occurred or serve as perches because of the 
limited availability of grass cover in the landscape, the abundance of other perches such as 
telephone posts, and because some raptors, such as harriers, do not hunt from perches. 
Analyses 
I aggregated survival, vegetation, field size, and landscape-scale covariates to create weekly 
encounter histories for each radio-marked bird. I restricted my analysis to only data collected 
starting in May 2014 due to concerns about the accuracy of location data prior to this time. I used 
multinomial logistic regression in SAS Proc GLIMMIX (SAS 9.4, SAS Institute, Cary, NC) to 
estimate weekly predation rates for diurnal raptors and mesopredator. This analysis is an 
extension of a traditional survival analysis, where instead of only having 2 categories of fates 
(live or dead), I had 3 categories (live, killed by mesopredator, killed by diurnal raptor). I 
generated weekly encounter histories for each pheasant by classifying the fate for each week 
based on the aforementioned categories. Like all known-fate survival models based on binomial 
likelihoods (e.g. Kaplan-Meier, MARK, etc.), this approach assumes that weekly encounters are 
independent trials (Allison 2010, Cooch and White 2013). I compared 5 models, including a 




season (breeding, April-September; non-breeding October-March; Chapter 3) as well as single-
variable models including field size, the amount of grassland cover within 3 km, or native grass 
cover within 200 m. Rather than considering vegetation, field size, and grassland cover alone as 
variables, I examined their interaction with season because my previous work identified that the 
effect of habitat covariates on survival differed between seasons (Chapter 3). I used an 
information-theoretic approach (Burnham and Anderson 2003) to compare models using 
Akaike’s Information Criterion corrected for small sample sizes (AICc). I considered a parameter 
informative if it was in the model set containing 90% of the model weight and its 85% 
confidence interval did not include zero (Arnold 2010). I standardized all covariates (mean = 0, 
sd = 1). 
RESULTS  
I captured and attached transmitters to a total of 189 pheasants and predation was the cause of 
death for 104. Virtually all transmitters were recovered in grass fields or waterways and did not 
differ between the breeding and non-breeding season. Using only field observations, I assigned 
mesopredators as the cause of death in 9 cases, diurnal raptors in 19 cases, with the remaining 76 
classified as unknown predators. Automatic telemetry data were only available to identify 
predators in 70 cases. However, predator classification based on automated telemetry conflicted 
strongly with field evidence. Based on automated telemetry data, diurnal raptors accounted for 
52 of 70 mortalities, with the remaining 28 attributed to mesopredators (Fig. 4.1). Only 16 
predation events classified in the field could be verified with automatic telemetry data. Of these, 
4 out of 10 mortalities classified as raptors occurred during the night, while 5 of the 6 mortalities 
classified as mesopredators occurred during the day. One mortality, classified as mesopredator 




during the daytime, then scavenged and moved during the night before being recovered. Of the 
70 documented mortalities, I had sufficient habitat-use data to examine the effect of native grass 
cover, field size, and landscape composition on predator identity for 32 individuals monitored 
between May 2014 and August 2016. 
 Models including an interaction between native grass cover, field size, and grass cover in 
the landscape were included in the model set containing 90% of the model weight (Table 4.1). 
The model containing an interaction between field size and season was the top ranked model, 
though the model containing an interaction between season and native grass cover within 200 m 
was within 2 ΔAICc, indicating similar support for this model (Table 4.1; Burnham and 
Anderson 2003).  
 The odds of predation by diurnal raptors was ~3 times greater during the non-breeding 
season than during the breeding season (Odds ratio: 3.09; 85% CI: 1.30, 7.35) while predation by 
mesopredators did not vary between seasons (Odds ratio: 1.43; 85% CI: 0.22, 2.27), conditional 
on the top-ranked model. The probability of predation by diurnal raptors increased with field size 
during the non-breeding season (β = 0.78; 85% CI: 0.30, 1.26) but decreased with field size 
during the breeding season (β= -0.49; 85% CI: -0.96, -0.03; Fig. 4.2). Predation by 
mesopredators was positively related to field size during the non-breeding season (β = 0.89; 
85%CI: 0.17, 1.61) but not during the breeding season (β = -0.46; 85% CI: -1.16, 0.24; Fig. 4.2). 
Predation by diurnal raptors was negatively related to the amount of grassland habitat within 3 
km during the non-breeding season (β = -0.84; 85% CI: -1.46, -0.22), but positively related 
during the breeding season (β = 0.52; 85% CI: 0.15, 0.89) but this effect did not appear 
biologically important (Fig.4.3). Predation by mesopredators was not influenced by the amount 




a pheasant’s location had a negative effect on predation by diurnal raptors, but only during the 
non-breeding season and had no effect on predation by mesopredators during either season (Fig. 
4.4). 
DISCUSSION 
Diurnal raptors appear to be the most common predator of pheasants during my study. Diurnal 
predation increased during the non-breeding season, coincident with raptor migration, and foxes 
and coyotes were rare and unlikely to be active during the day (Berry et al. 2017). Though such 
evidence is indirect, diurnal raptors are the most plausible predator guild responsible for this 
pattern. The observed relationships between environmental covariates and raptor predation 
demonstrate that focusing on management recommendations from past work that are specific to 
mesopredators may lead to negative outcomes. Diurnal raptors, not mesopredators, were 
responsible for the observed relationships between adult survival and vegetation composition, 
field size, and landscape composition.  
 My results also indicate that reliance on the condition of prey carcasses or marks on radio 
transmitters alone may underestimate the relative importance of different predator classes. 
Inference about predator identity drawn from field sign frequently conflicted with that derived 
from the automatic telemetry. My use of automated telemetry also revealed that mortality 
switches occasionally failed during periods of cold weather, which led to mortalities being 
investigated up to two weeks after a pheasant was killed. Data from automated telemetry also 
suggested that mesopredators could scavenge a pheasant, killed by a diurnal raptor, within 24 
hrs. Although these complications could bias predator classification based on field evidence 
alone, the greater problem was lack of field evidence clearly indicating predator identity in most 




identification using automated telemetry was critical for providing even limited information that 
could be used to identify predators. Importantly, this technology provided increased information 
about the time of death that I believe provided a less ambiguous picture of predator identity. 
 Although mesopredators are believed to be the most common predator in fragmented 
grasslands (Riley and Schulz 2001), they were responsible for only ~25% of all mortalities due 
to predation during my study. In contrast, >60% of all predation was attributed to mesopredators, 
specifically red fox, in Iowa and Wisconsin (Dumke et al. 1973, Perkins et al. 1997, Schmitz and 
Clark 1999). Differences in the perceived importance of mesopredators between my sites in 
Illinois and those in Iowa could be attributable to our use of different methods to classify 
predators. Alternatively, these differences could reflect broader shifts in the predator 
communities in agricultural landscapes.  
 Populations of red fox began to decline in Illinois during the mid-1980s due in part to 
displacement by expanding coyote populations (Gosselink et al. 2003). Displacement of foxes by 
coyotes or declines due to disease outbreaks may lead to lower predation rates on pheasants or 
other upland birds (Pieron et al. 2012). Thus, even if predation was primarily caused by red foxes 
in the past, population declines may have caused shifts in the importance of mesopredators in 
Illinois and elsewhere. In contrast to foxes, the abundance of overwintering harriers, red-tailed, 
and rough-legged hawks has increased throughout the Midwest (National Audubon Society 
2010, Sauer et al. 2013). Moreover, the practices intended to increase productivity of grassland-
nesting birds, namely large field size and abundant grassland in the surrounding landscape, also 
result in increased raptor abundance (Walk and Warner 1999, Johnson and Igl 2001).  
 Northern harriers were the most common raptor in my study area, primarily during the 




Although northern harriers are smaller than red-tailed and rough-legged hawks, harriers have 
been observed as and are persecuted for being a predator of pheasants and other game birds in 
Europe (Thirgood et al. 2000, Valkama et al. 2005). Furthermore, they are capable of taking prey 
larger than pheasants, including rabbits (Smith and Wittenberg 2011). They preferentially forage 
and roost in large fields, and in short vegetation (Walk 1998, Walk and Warner 1999, Johnson 
and Igl 2001). Indeed, I observed higher risk of predation by diurnal raptors in large fields and in 
areas with less native grass cover, which tends to be taller than other cover types in my study 
area. Similarly, during winter, coyotes spend more time in areas with greater grassland cover 
(Gosselink et al. 2003) and are less edge-reliant than foxes (Kuehl and Clark 2002, Phillips et al. 
2003), which could explain the greater risk of predation associated with mesopredators in larger 
fields as well.  
  Given the apparent habitat preferences of coyotes and harriers, I expected that predation 
by both groups would be greater in landscapes with more grass cover. Yet I found there was no 
biologically important effect. It may instead simply represent variation in field size. In my study, 
the landscape with the least amount of grassland cover within 3 km was comprised of a single, 
250-ha parcel of land, whereas the landscapes with more habitat within 3 km included several 
fields that ranged from 32 – 120 ha. Nevertheless, there was greater support for the model 
containing an effect of field size compared to the amount of grass cover in the landscape. Fully 
resolving the relative importance of field size or landscape composition will require a more 
comprehensive sample. 
 My results suggest that pheasant predator communities within fragmented grasslands may 
have changed compared to previous studies. Whether this change is due to increasing raptor 




suggests that predation of pheasants among different predators could be compensatory (Ellis-
Felege et al. 2012). This compensatory shift among predators has important implications for how 
pheasant populations and fragmented grasslands are managed. First, my results indicate that 
lethal control of mesopredators is unlikely to be effective in increasing pheasant numbers 
because mesopredators are not responsible for most of the pheasant predation. Second, large 
field sizes may not be essential to the recovery of pheasant populations, as predation was greatest 
in the largest fields. Although this suggests aggregating smaller fields may be beneficial, large 
fields are still important for increasing nest success, as well as for attracting other species of 
conservation concern (Clark et al. 1999, Ribic et al. 2009). Managers should therefore focus on 
providing adequate native grass cover within fields, as this was the most effective approach to 
reduce predation by raptors and was the most influential parameter on pheasant population 
growth in my study (Chapter 3). Still, predation by raptors does not appear to be a cause for 
concern, as pheasant populations were growing during my study (Chapter 3). 
 More broadly, my results indicate a need to clearly identify predators to understand how 
landscape composition, field size, and vegetation composition affect predation. The importance 
of native grasses and field size had a clear and logical relationship to the habitat used by diurnal 
raptors. Failing to identify diurnal raptors, and instead assuming predation was due to 
mesopredators, may have led to greater confusion about the effects of fragmentation on predation 
(Chalfoun et al. 2002, Benson et al. 2010, 2013). This could lead to missed opportunities for 
conservation, where the benefits of smaller patches are ignored or perceived to be worse than no 
habitat at all (i.e., an ecological trap; Walk et al. 2010, Benson et al. 2013). Finally, my results 




time and there is a need to revise how we think about fragmentation and predation when 





TABLE AND FIGURES 
Table 4.1. Ranking of models explaining predation of pheasants by diurnal raptors and 
mesopredators as a function of field size, the amount of grassland habitat within 3 km of a 
pheasant’s location, native grass cover within 200 m, and breeding vs. non-breeding season 
(Season). K is the number of parameters in each model and wi is the model weight. 
 
Model K ΔAICc wi 
Field Size × Season 4 0.00 0.48 
Native grass cover within 200 m × Season  4 1.93 0.18 
Grassland within 3 km × Season 4 2.43 0.14 
Season 4 2.97 0.11 







Figure 4.1. Distribution of the times of death of pheasants. The vertical black bar represents 
sunrise or sunset. Values to the right indicate the number of hours after sunrise or before sunset. 





Figure 4.2. Mean weekly predation probability (solid line) of pheasants and 85% CI (dashed 
lines) by diurnal raptors and mesopredators as a function of field size during the breeding (A) 






Figure 4.3. Mean weekly predation probability (solid line) of pheasants and 85% CI (dashed lines) 
by diurnal raptors and mesopredators as a function of the amount of grassland habitat within 3 km 






Figure 4.4. Mean weekly predation probability (solid line) of pheasants and 85% CI (dashed 
lines) by diurnal raptors and mesopredators as a function of native grass cover within 200 m of a 
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CHAPTER 5: SUMMARY 
Agricultural expansion has led to habitat loss and degradation that threatens wildlife populations 
(Benton et al. 2003). With the conversion of agricultural land cover more suitable to wildlife to 
almost exclusive row-crop agriculture, wildlife conservation in intensively farmed regions are 
now dependent on habitat created and managed specifically for wildlife on both private and 
public lands (Donald and Evans 2006, Herkert 2009, Mora and Sale 2011). In fragmented 
grasslands throughout the Midwest, private lands enrolled in programs such as the Conservation 
Reserve Program provide essential habitat for many species. While management of these lands at 
the field- and landscape-scale have well-recognized benefits for wildlife, how to prioritize 
actions at each scale is less clear. Much of the difficulty in prioritizing actions is related to a lack 
of information about the mechanisms of field- and landscape-level impacts on demographic 
performance. The goal of my research was to understand how field- and landscape-scale 
management of grasslands affected specific demographic parameters and overall population 
growth of ring-necked pheasants (Phasianus colchicus), a culturally and economically important 
gamebird throughout much of the Midwest. 
 One challenge for understanding the influence of habitat conditions on demography has 
been a lack of suitable methods for estimating survival during some life stages. Among 
pheasants, population growth may be most sensitive to chick survival (Clark et al. 2008), but 
existing methods to estimate this parameter can be logistically or financially prohibitive, or may 
adversely affect survival. In Chapter 2, I developed a new hierarchical Bayesian model to 
estimate chick survival from repeated counts. I demonstrated that with the relatively small 




accurately estimate the survival of pheasant chicks and obtain estimates of environmental 
covariates affecting chick survival. 
 Management recommendations for pheasants have generally focused on increasing 
population size by establishing large fields in landscapes with substantial amounts of existing 
grassland to maximize nest success (e.g., Clark et al. 1999), or by increasing forb cover and bare 
ground to improve chick survival (e.g., Doxon and Carroll 2010, Matthews et al. 2012). In 
Chapter 3, I used data on nesting success, chick survival, and adult survival, to identify the field 
and landscape features that exert the most influence on population growth. I used estimates of the 
relationship between field- and landscape-scale conditions and nest, chick, and adult survival to 
simulate population growth in response to changes in habitat conditions. Although my results 
showed that forb cover and bare cover positively influenced chick survival and that the amount 
of grassland in the landscape positively influenced nest success, increasing the amount of habitat 
beneficial to these stages did not have a large effect on population growth. Instead, increasing the 
amount of native grass cover within fields had the greatest effect on population growth by 
increasing adult survival. Still, my results showed that trade-offs existed, and increasing the 
amount of grassland habitat above 40% had a negative effect on population growth due to a 
concurrent decline in chick survival. More generally, my results demonstrate the need to 
simultaneously consider multiple life stages when formulating management recommendations. 
 Even though adult survival can be an important driver of population growth, we generally 
know little about what affects survival during this stage. Habitat loss and fragmentation are 
assumed to result in a greater predation risk due to an increase in mesopredator activity or 
abundance (Chalfoun et al. 2002, Benson et al. 2013). However, this assumption may not be 




al. 2010). Predator identity is highly influential in shaping how field and landscape 
characteristics influence survival (e.g., DeGregorio et al. 2016), but has rarely been explored 
beyond studies of nest survival (e.g., Thogmartin and Schaeffer 2000, Grisham and Boal 2015, 
DeGregorio et al. 2016). In Chapter 4, I used automated telemetry to identify the predators of 
adult pheasants. My results indicate that diurnal raptors were the most common predator and 
were responsible for ~75% of all pheasant mortalities in which predators were identified. Diurnal 
raptors were more likely to prey on pheasants during the non-breeding season and in large fields 
instead of small fields. However, predation by diurnal raptors was negatively related to the 
amount of native grass cover used by pheasants. Predation by mesopredators was not related to 
any field or landscape-scale conditions and did not vary throughout the year. Pheasant 
populations exhibited positive growth during my study, indicating predation by raptors was not 
excessive. My results suggest that there has been a change in predator communities in 
fragmented grasslands and mesopredators no longer drive predation patterns. More broadly, my 
results suggest that small fields may be equally as beneficial as large fields for the conservation 
of pheasants and other grassland-dependent wildlife. 
 Collectively, my results show that prioritizing large blocks of grassland habitat or 
increasing the amount of habitat in the landscape may not be as essential to conservation as 
previously thought. Changes in the predator communities in fragmented grasslands indicate 
survival can be equal to or even greater in small than large patches. Moreover, this field and 
landscape-scale focus may not benefit the demographic parameters that are most influential in 
population growth. My results suggest that providing a heterogenous mix of native grasses and 
forbs within grasslands would benefit pheasant populations and is compatible with management 





Benson, T. J., J. D. Brown, and J. C. Bednarz. 2010. Identifying predators clarifies predictors of 
nest success in a temperate passerine. Journal of Animal Ecology 79:225–234. 
Benson, T. J., S. J. Chiavacci, and M. P. Ward. 2013. Patch size and edge proximity are useful 
predictors of brood parasitism but not nest survival of grassland birds. Ecological 
Applications 23:879–87. 
Benton, T. G., J. A. Vickery, and J. D. Wilson. 2003. Farmland biodiversity: is habitat 
heterogeneity the key? Trends in Ecology and Evolution 18:182–188. 
Chalfoun, A. D., F. R. Thompson III, and M. J. Ratnaswamy. 2002. Nest predators and 
fragmentation : a review and meta-analysis. Conservation Biology 16:306–318. 
Clark, W. R., T. R. Bogenschutz, and D. H. Tessin. 2008. Sensitivity analyses of a population 
projection model of ring-necked pheasants. Journal of Wildlife Management 72:1605–1613. 
Clark, W. R., R. A. Schmitz, and T. R. Bogenschutz. 1999. Site selection and nest success of 
ring-necked pheasants as a function of location in Iowa landscapes. Journal of Wildlife 
Management 63:976–989. 
DeGregorio, B. A., S. J. Chiavacci, T. J. Benson, J. H. Sperry, and P. J. Weatherhead. 2016. Nest 
predators of North American birds: continental patterns and implications. BioScience 
66:655–665. 
Donald, P. F., and A. D. Evans. 2006. Habitat connectivity and matrix restoration: the wider 
implications of agri-environment schemes. Journal of Applied Ecology 43:209–218. 
Doxon, E. D., and J. P. Carroll. 2010. Feeding ecology of ring-necked pheasant and northern 





Grisham, B. A., and C. W. Boal. 2015. Causes of mortality and temporal patterns in breeding 
season survival of lesser prairie-chickens in shinnery oak prairies. Wildlife Society Bulletin 
39:536–542. 
Herkert, J. R. 2009. Response of bird populations to farmland set-aside programs. Conservation 
Biology 23:1036–1040. 
Matthews, T. W., J. S. Taylor, and L. a. Powell. 2012. Mid-contract management of 
Conservation Reserve Program grasslands provides benefits for ring-necked pheasant nest 
and brood survival. Journal of Wildlife Management 76:1643–1652. 
Mora, C., and P. Sale. 2011. Ongoing global biodiversity loss and the need to move beyond 
protected areas:a revieow the the technical and practical shortcomings of protected areas on 
land and sea. Marine Ecology Progress Series 434:251–266. 
Perkins, A. L., W. R. Clark, T. Z. Riley, and P. A. Vohs. 1997. Effects of landscape and weather 
on winter survival of ring-necked pheasant hens. Journal of Wildlife Management 61:634–
644. 
Schmitz, R. A., and W. R. Clark. 1999. Survival of ring-necked pheasant hens during spring in 
relation to landscape features. Journal of Wildlife Management 63:147–154. 
Thogmartin, W. E., and B. A. Schaeffer. 2000. Landscape mortality attributes events of 




APPENDIX A: R CODE USED TO SIMULATE CHICK SURVIVAL DATA WHEN 
SURVIVAL BETWEEN REPEATED COUNTS IS 1 





# number of eggs that hatch, preventing any 0's from occurring 
h1 <- runif(n = broods, -2, 2)#simulate habitat covariate 
est.surv <- plogis(qlogis(survival) + 0.3 * h1)#assign survival probability based on habitat type 
chicks.survive<-rbinom(n=broods,size=hatch,prob=est.surv)#simulate the number of chicks 
surviving per brood 
est.det<-0.6 
 
#simulate detection process 
obs.1<-rbinom(n=broods, size=chicks.survive,prob=est.det) 
obs.2<-rbinom(n=broods, size=chicks.survive, prob=est.det) 
#format simulated data to a matrix  






APPENDIX B: CODE USED TO GENERATE CHICK SURVIVAL DATA WHEN 
SURVIVAL BETWEEN REPEATED COUNTS WAS NOT 1 
broods <-30 





hatch <- rbinom(n = broods, 15, 0.85) + 1 # number of eggs that hatch, preventing any 0's from 
occurring 
h1 <- runif(n = broods, -2, 2) #habitat coefficient 
est.surv <- plogis(qlogis(survival) + 0.3 * h1) 
 
#Simulate the number of chicks available to be detected on each visit 
chicks.d1 <- rbinom(n = broods, size = hatch, prob = est.surv) 
chicks.d2<-rbinom(n=broods,size=chicks.d1,prob=DSR^dlag) 
#Simulate number of chicks detected on each visit 
obs.1<-rbinom(n=broods,size=chicks.d1,prob=est.det) 
obs.2<-rbinom(n=broods,size=chicks.d2,prob=est.det) 
  # Format simulated data to a matrix 





APPENDIX C: R CODE FOR THE OPENBUGS MODEL USED TO ESTIMATE CHICK 
SURVIVAL 
#the brood survival model assuming two visits 
library(R2OpenBUGS) 




model {for (i in 1:broods) { 
   C[i]~dbin(surv[i],X[i,1]) 
    surv[i]<-max(0.0001,min(.9999,surv0[i])) 
    logit(surv0[i])<-s.int+h1*X[i,2] 
     
    for (j in 1:visits){ 
    X[i,j+1]~dbin(det[i,j],C[i]) 
    det[i,j]<-max(0.0001,min(.9999,det0[i,j])) 
    logit(det0[i,j])<-d.int 
    }} 












#set iterations, thinning, burn-in, and number of chains  
ni <-300000; nt <-1; nb <-100000;nc <-3 
params <- c('h1','meanD','meanS') 
 
#create data object for OpenBUGS 
mydata<-list(broods=30,visits=2,X=test.data)  
 
#execute OpenBUGS from R 
out <- bugs(data= mydata, inits= NULL, parameters.to.save= params, 
 model.file= "broodsurvival.txt", n.chains=nc, n.thin=nt, n.iter=ni, n.burnin= nb, DIC= 





















245291 5/27/2015 2 6/15/2015 19 Attachment Fail 
245292 5/27/2015 2 6/13/2015 15 Attachment Fail 
245911 5/27/2015 2 5/28/2015 2 Signal lost 
245912 5/27/2015 2 5/28/2015 2 Dead 
245913 5/27/2015 2 6/2/2015 4 Dead 
242541 6/2/2015 8 6/3/2015 8 Attachment Fail 
245201 6/2/2015 8 6/11/2015 15 Attachment Fail 
245891 6/5/2015 3 6/9/2015 3 Signal lost 
245311 6/9/2015 2 6/22/2015 13 Signal lost 
245312 6/9/2015 2 6/24/2015 16 Attachment Fail 
245881 6/13/2015 1 6/19/2015 3 Attachment Fail 
245381 6/16/2015 1 6/24/2015 7 Attachment Fail 
245382 6/16/2015 1 7/2/2015 16 Attachment Fail 
245383 6/16/2015 1 7/8/2015 21 Attachment Fail 
245791 6/30/2015 2 7/29/2015 29 Attachment Fail 
242531 7/1/2015 3 8/3/2015 32 Attachment Fail 
242532 7/1/2015 3 8/3/2015 32 Attachment Fail 
242533 7/1/2015 3 7/24/2015 22 Attachment Fail 
242534 7/1/2015 3 7/15/2015 16 Attachment Fail 
245211 7/2/2015 2 7/28/2015 28 Attachment Fail 
245212 7/2/2015 2 8/10/2015 38 Attachment Fail 
245301 7/8/2015 4 7/10/2015 5 Dead 
245302 7/8/2015 4 8/10/2015 34 Attachment Fail 
245303 7/8/2015 4 7/13/2015 6 Attachment Fail 
245021 7/14/2015 2 8/21/2015 32 Signal lost 
245022 7/14/2015 2 7/27/2015 12 Signal lost 
245991 7/21/2015 1 7/24/2015 1 Signal lost 






APPENDIX E: PLOT OF PHEASANT ACTIVITY DATA USED TO DETERMINE 
TIME OF DEATH 
 
 
Figure E.1. Plot of signal strength (y-axis) by time of day (x-axis) used to determine a pheasant’s 
time of death. Rest periods (black arrow) were distinguished from mortality (red arrow) by the 
fluctuations in signal strength appearing as points scattered vertically, instead of a flat line (right 
of red arrow). Different colored dots represent signal strength readings from each of 6 antennas 
comprising an automatic telemetric unit. 
 
 
