Noise can create periodic behavior and stabilize nonlinear diffusions  by Scheutzow, Michael
Stochastic Processes and their Applications 20 (1985) 323-331 
North-Holland 
323 
NOISE CAN CREATE PERIODIC BEHAVIOR AND STABILIZE 
NONLINEAR DIFFUSIONS 
Michael SCHEUTZOW 
Fachbereich Mathematik, Universitiit Kaiserslautern, D-67.50 Kaiserslautern, FR Germany 
Received 10 October 1984 
Revised 18 February 1985 
It is shown that unlike nondegenerate (linear) diffusion processes, nonlinear diffusion processes 
can have a periodic law. We provide an example of a nonlinear diffusion for which periodic 
behavior is even created by the noise, i.e. no periodicity occurs when the noise is turned off. In 
the second part of the paper we give an example of a one-dimensional nonlinear diffusion which 
can be stabilized by noise. Finally we show also that the N-dimensional (N 2 2) ‘linear’ diffusion 
approximations of that system are stabilized by noise. 
nonlinear diffusion * process with periodic law * stabilization by noise 
1. Introduction 
It is well known [6] that solutions of stochastic differential equations of the form 
dX(t)=f(X(t))dt+cTdW(t), ta0 (1) 
with f: Rd + Rd Lipschitz continuous, ( W(t)),,o a d-dimensional Brownian motion 
and u > 0 a constant cannot have a solution with a periodic law (in t). This follows 
from the fact that the solution of equation (1) either has an invariant probability 
measure T which is globally asymptotically stable or P,{X( t) E K} B 0 for every 
compact subset K of Rd and every initial law F E M,(Rd), the space of probability 
measures on lRd [6]. By global asymptotic stability of r we mean that the law 
3(X(t)) converges to r weakly as t + CO for every initial law 3(X(O)). 
We show by giving an example that this need not be true for ‘nonlinear’ diffusions 
i.e. solutions of ‘nonlinear’ stochastic differential equations (sometimes called 
McKean equations) of the form 
dX(t)=f(X(t),~(X(t)))dt+adW(t) (2) 
where f: Rd X M,(Rd) + Rd. Equation (2) is called ‘nonlinear’ because the associated 
Fokker-Plank equation is a nonlinear partial (integro-)differential equation. Non- 
linear diffusions have been studied by a number of authors, mainly in connection 
with limit theorems for weakly interacting particle systems [4,7,8, 11, 121. Examples 
of periodic behavior were given in [9, lo]. 
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In this paper we will study only particular one-dimensional equations of type 
(2), namely 
dX(r)=(S,(m(r), ~(r))(X(r)--(r))+f,(m(r), u(r))) dr+odW(t) (3) 
where m(t) and v(t) denote the expected value and variance of X(t) respectively 
and where fi and fz are locally Lipschitz continuous functions from R X [0, a) to R. 
We will call a process (X(t)),,, a solution of (3) if it has locally (in t) bounded 
first two moments and satisfies (3) in the usual (strong) sense when m(t) and u(t) 
are replaced by the deterministic functions EX(t) and EX2(t) - (EX(t))* respec- 
tively. 
Using ItB’s formula, it is easy to see that for any solution of (3) m(t) and v(t) 
are continuously differentiable and satisfy 
m(r) =f,(m(tL 4t)L 
ti(t)=2f,(m(t), v(t))u(t)+-a’ (see also [lo]), 
(4) 
where the dot denotes derivative with respect to t. Since fi and f2 are assumed to 
be locally Lipschitz continuous, (4) has a unique local solution. Let us assume that 
f, and f2 are chosen such that for any initial condition (m(O), v(O)) E R x [0, 00) the 
solution is global, i.e. exists for all t 2 0. 
Inserting this solution into (3) we see that (3) together with an initial condition 
having a finite second moment has a solution and that this solution is pathwise 
unique because the usual existence and uniqueness theorem (see e.g. [l]) can be 
applied. Since the expectation and variance functions of any weak solution of (3) 
have to satisfy (4), uniqueness in law follows from the results of Yamada and 
Watanabe [ 131. 
Equation (4) shows that the dynamics of EX( t) and EX2( t) depend on the initial 
law 9(X(O)) only via EX(0) and EX*(O). This is of course due to the linearity of 
the drift function with respect to X(r). 
2. Noise can create periodic behavior 
We will specify the functions f, and f2 in such a way that (4) has no periodic 
solution for (+ = 0 but has a periodic solution for every u > 0. Moreover (4) will 
have a unique fixed point (m*, v*) = (m*(u), u*(a)) for every o 2 0 which will be 
asymptotically stable for u = 0 with domain of attraction equal to R X (0, 03). For 
u = 0 and v(0) = 0, m(t) will converge to infinity. 
Since we are not primarily interested in the periodic behavior of the first two 
moments but rather in the periodic behavior of the law, let us show that once we 
have established the facts stated above it follows that equation (3) has a periodic 
law for every u > 0, but has no periodic law if u = 0. 
If (T> 0 let 9(X(O)) = X(m, v) with m and 2, on a periodic orbit of (4). In that 
case the solution of (3) is a Gaussian Markov process with periodic first two moments 
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(see [1, p. 1451) and hence has a periodic law. If (+ = 0 and v(O) = 0,3(X(f)) cannot 
be periodic since lim,,, m(t) = co. If v = 0 and v(0) > 0 the equation 
; (X(r)- m(t)) =.Kl(m(r), u(t))(X(t) - m(t)) 
implies 3(X(t)-m(t))=Z((X(O)-m(0)) . y(t)) where 
Y(t)=(u(t)/U(O))“L= (u*/V(o))“‘. 
Since lim,,, m(t) = m* it follows that .9(X(t)) converges to 
Z((X(O)- m(O))(u*/v(O))"'+ m*). 
In particular 3(X(t)) is not periodic. Note that the limiting law is Gaussian only 
if 3(X(O)) is Gaussian. 
Example 1. Let g E C”(R) be a function satisfying 
( 
IYI if 1~132, 
g(y) = ePy(y2+ 1) if \y]< 1, 
>o for all y E R 
and let h E C”(R2) be a bounded real-valued function with the properties 
h(x,y)>O if x>O, y>O, 
h(x, y) = 0 otherwise. 
We claim that (4) with 
1 
1 g(logy) 
S,(x,y)= 2(logY)2+1 
(x-MlogY)logY), Y>O, 
_I 
2x Y =o, 
and 
f2(x,y)= -(logy)~+110gy7 
1 
g(log Y) 
Y’O, 
1, Y =O, 
has the properties stated above. 
First let us note that f, and f2 are Lipschitz continuous on every set C-K, K] x 
[0, K] (K > 0); in fact they are even C”(W x [0, cc)). Obviously for o = 0 any solution 
with v(0) = 0 satisfies v(t) = 0 for all t > 0 and m(t) = m(O)+ t-co. 
Applying the transformation 
x=m+u2, 
y=log U 
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which maps R x(0, ~0) one to one onto R2, system (4) becomes 
g(Y) f=--_)I, 
y2+1 
Y=-$$(x-v7-h(x-rr2,y)y)+f_r2e-‘. 
(9 
Let us first show that for c = 0 the fixed point (0,O) of (5) is globally asymptotically 
stable. In this case (setting r=O) the trajectories of the solutions of (5) are the 
same as those of 
x:=-y, 
(6) 
Y=x-h(X,Y)Y 
since the factor g(y)/(Y’+ 1) > 0 only changes the speed. Now 
((i(t), Y(t)), (x(r), y(t))):= a(t)x(t)+Y(t)Y(t) = -h(x(t), YW)Y’W~O 
for all x(f), y(t) and the last inequality is strict if x > 0 and y > 0. It follows that 
all trajectories converge to the origin as t+oo. More precisely the solution moves 
on a circle around the origin as long as it is outside the set {x > 0, y > 0} and is 
attracted to the origin whenever it is inside the set {x > 0, y > O}. Let us now consider 
the case a> 0: 
((i(r), Y(r)), (x(t), Y(f))> = i(r)x(r) +Y(r)v(l) 
This expression is equal to zero whenever lyl s 1 and x s u2. It follows that if 
(x(O), y(0)) satisfies x2(O) + y’(O) ~min{l, u”} then (x(t), y(t)) is periodic (the 
trajectories are circles around the origin). This proves the assertion. 
Remarks. - If we replace h by -h in the definition off,, (5) still has periodic solutions 
for (T > 0 but now the fixed point (0,O) is globally unstable for (T = 0 in the sense 
that all trajectories starting outside (0,O) leave every given compact subset of R2 
after a finite time. Note that in any case (3) has a unique invariant probability 
measure for every u > 0 namely A”( m*, u*)), but all probability measures with mean 
m*(O) and u*(O) are invariant if U= 0 which one can see directly by looking at 
equation (3) and observing that fi(m*, u”) =f2(m*, u*) = 0 if CT = 0. 
- The system above can be called ‘synergetic’ (see [5]). The deterministic process 
(C = 0), where randomness only enters via the initial distribution, has an ‘uninterest- 
ing’ qualitative behavior, whereas by adding noise a temporal structure arises which 
can be interpreted as an effect of cooperative behavior between infinitely many like 
particles each moving according to equation (3) with independent Brownian motions 
and interacting via the sample mean and sample variance which are equal to the 
expected value and variance due to the law of large numbers. 
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- It may be interesting to look for other temporal structures of nonlinear diffusions 
and study their dependence on CT. To this end one can generalize equation (3) to d 
dimensions by replacing n(t) by the covariance matrix 
K(t)=E(X(t)-m(t))(X(t)-m(t))T. 
A straightforward calculation yields 
e =fi(m, K), R =fi(m, K)K+Kff(m, K)+a. ~7~ (7) 
(compare [ 1, p. 1441). Alternatively, one can allow f, and fi to depend not only on 
EX and EX2, but also an EX3,. . . , EXN for some N. Using 16’s formula one 
ends up with a closed system of iV differential equations for EX, . . . , EXN. In the 
first case it is easy to see that (7) can have a strange attractor or almost periodic 
solutions if f, and fi are suitably chosen. 
3. Noise can stabilize a nonlinear diffusion 
In most applications additive white noise tends to destablize a system rather than 
to stabilize it. In particular this is always true for one-dimensional (linear) diffusions 
(see below). We will show that in the nonlinear case there are examples of one- 
dimensional diffusions of type (3) which can be stabilized by noise (in a sense to 
be defined below). 
Since system (3) cannot possibly be pathwise stable for any (T > 0, we will define 
stability in terms of the law of the process (as opposed to the definition in [2]). 
Definition. (i) (3) is called ‘globally stable’ if it has a globally asymptotically stable 
invariant probability measure 7~, i.e. for every p E M’(R) with finite second moment 
and 9(X(O)) = p it follows that 2(X(t)) B r weakly. 
(ii) (3) is called a ‘globally unstable’ if, for all p E M’(R) with finite second 
moment and for all compact subsets K of R, P,{3( t,) + ~0: X( ti) E K} = 0. 
(iii) A class of systems (3), parametrized by u 2 0 is called ‘stabilizable by noise’ 
if it is globally unstable for (T = 0 and globally stable for some (T > 0. 
Note that the condition for global instability is equivalent to P,{X( t) E K} a 0 
in case v = 0, but is stronger for u > 0. It is easy to see that the one-dimensional system 
dX( t) =f(X( t)) dr + u d W(r) (8) 
with f: R -+ R locally Lipschitz continuous cannot be stabilized by noise, since for 
any such system which is globally unstable for a=0 f cannot have a root which 
implies that (8) cannot have an invariant probability measure for any u> 0. For 
dimension d 2 2, however, examples of stabilization by noise exist (in the sense 
above, but generalized to Rd). Since no such examples are known to us from the 
literature we will give one at the end of the paper. It will be closely related to the 
following one-dimensional nonlinear example. 
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Example 2. Let 
fr(m, V) := -4, f2(m, 0) := g(m) -h(u) 
where gE C’(R) is strictly decreasing, lim,,, g(x) = 0 and lim,,_, g(x) = ~0 and 
h E C’[O, cc), h(O) = 0 and h(x) > 0 for all x > 0. So equation (4) becomes 
ti=g(m)-h(v), ti=-u+(r2. (9) 
Obviously (3) is globally unstable for v = 0 since lim,,, v(t) = 0 and thus 
lim,,, m(t) = ~0. For a> 0 however, there exists a unique fixed point (m”, v*) = 
(m*(a), V*(U)) of (9) where v* = c2 and m* is the unique solution of g(m*) = h(a2). 
Then (m*, v*) is globally asymptotically stable since limr+m u(t) = c2 and g(m) - 
h(cr*) > 0 for m < m* and g(m) - h(a2) < 0 for m > m*. The fact that not only the 
first two moments converge, but that also 2(X(t)) converges to N(m*, v*) for any 
2(X(O)) with finite second moment follows from the explicit formula for the solution 
of a one-dimensional linear stochastic differential equation [l, p. 1431. This shows 
that (3) with fi and f2 defined as above can be stabilized by noise. 
Remark. - The example can be generalized considerably. It was not our aim to 
provide general sufficient conditions for a system to be stabilizable by noise but 
rather to illustrate the phenomenon by a simple example. 
The following equation is a finite-dimensional (linear) diffusion approximation 
of (3): 
dXi(t) =fi(X(t), *(r))(Xi(r)-X(t)) 
+f2(X(t),k(t))dt+(+dWi(t), i=l,..., N, (10) 
where Wi, i=l,..., N, are independent Brownian motions and 
X(f):=(l/N)CEIXi(f) and .%(t):=1/(N-1)C~,(Xi(t)-X(t))2 
are the sample mean and variance respectively. Note however that the references 
quoted in the introduction do not cover equation (10) (most of them impose 
boundedness conditions on the functionals and coefficients). For the functions f~ 
and f2 chosen as in Example 2 let us show that for N = 2 the system (10) is stabilized 
by noise (moreover, any a> 0 stabilizes the system): 
dX,(f) = -%x,(t)-Xz(t))+g )> 
dt 
+adW,(r), (11) 
dX,(t) = -:(X,(t)-Xl(f))+g 
dt 
+udW2(t). 
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Using the linear transformation 
x,+x2 y=- x,-x2 
2 ’ 
Z=- 
2 
we get 
dY(r)=(g(Y(t))-h(2Z2(t)))dr+;dW,(t)+;dW,(r) 
dZ(r)=-fZ(t)+;dW,(t)-;dW,(t). 
(12) 
To simplify the following proof we will assume that, in addition to the properties 
stated at the beginning of Example 2, g and h are Lipschitz continuous and h is 
bounded and strictly increasing. 
Example 3. Let us show that (12) (and hence (11)) is stabilizable by noise. Obviously 
(12) is globally unstable for u = 0 since in that case lim,,, Z(t) = 0 and therefore 
lim,,, Y(t) = co. We will show that (12) has an invariant probability measure for 
any o>O (which is then automatically asymptotically stable [6]). The sufficient 
criterion in [3] is not fulfilled here because the drift of (12) is not radially symmetric 
at infinity. We will exploit the fact that Z(t) is an (Orstein-Uhlenbeck-)diffusion 
process which has a Gaussian invariant measure with mean zero and variance u2/2 
[l, p. 1451. 
Fix a nonnegative function 4 E C”(W) satisfying 
1x1 S(x)={, if 1x13 1, 
ifx=O. 
Fix 6 > 0 and let R 2 1 be so large that max{g(R) - h(2S2), h(m) -g( - R)} ~0. 
Assume (12) has no invariant probability measure. Then the solution of (12) is 
either transient or null recurrent. In either case for any (Y > 0 
P{IY(t)l+IZ(t)lScz}=O [6]. (13) 
Let Y(0) = 0 and .3(Z(O)) = X(0, u*/2) and let L be the generator associated with 
diffusion (12). Furthermore define 4(x, y) := 4(x) for x, y E Iw. Then 
L&( Y(r), Z(r)) 
= 4’( Y(t))(g( Y(f))- WZ2(r)))+W( Y(t)) $ 
Smax{g(R)-h(2S2), h(m)-g(-R)}. 1 (lVt)l>~lZ(r)l=s)+ yl(iY(t)l=R) 
+max{h(2s2) -g(-R), g(R)}I~ly(r)l>R,I=(f)i<S}, 
where y := SUP,,~~~ 4’(x)&(x) - h(2y2)) +%“(x)(02/2) < 03. 
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Now 
2 PiI Y(t)1 > RI - P{lZ(t)l< 61 
2 P{IY(t)l+IZ(t)l>2R}-P{IZ(t)l> R}-P{IZ(t)l< 81. 
Because of (13) and the stationarity of Z(t), it follows that 
Inn&f P{J Y( t)l> R, Ill 3 6) 3 1 - P{~.z(o)~ > R} - P{lZ(o)l< S}. 
Therefore 
lim sup EL&( Y(t), Z(t)) G max{g( R) - h(26’), h(a) - g(-R)) 
,+a0 
. Cl- P$W)l> RI - P{lZ(O,l< 61) + rP#W)l> RI 
+max{h(262) -CR), g(R)) 
which is negative if R is sufficiently large. Hence 
I 
I 
E4( Y(t)) = EL&( Y(s), Z(s)) ds < 0 
0 
for large t which is clearly impossible since C$ 2 0 showing that (12) has an invariant 
probability measure for every a> 0 and is therefore stabilizable by noise. 
Remarks. - Almost the same proof shows that (10) is also stabilizable (with fi and 
f2 as above) in case N 2 3. Using the transformation 
y,= 
xi-xi+l 
i=l,...,N-1, 
x,+. . .+x, 
2 ’ 
YN = 
N 
we get 
dY(f)=-$Y(~)d~+~dWi(r)-~dWi+,(~), i=l,...,N-1, 
dY,(t)=dY,v(t))-h A,:, (Xi(t)-X(t))2 +s ,i dW(t) 
> I 1 
where the argument of h written in terms of Yj, i = 1, . . . , N, only depends on 
YI, . . . , Y,_,andisOif Y2=...= YN = 0. The remainder of the proof is analogous 
to the one given for N = 2 if we replace Z by the vector (Yr, . . . , YNPI). 
- Example 3 together with the previous remark show that the qualitative behavior 
of the N-dimensional approximations (N 22) is the same as for the nonlinear 
equation. Note that this is not true for N = 1 and also that it is not true for any 
finite N in Example 1 since nondegenerate (linear) diffusion processes cannot have 
a periodic law. So the critical number of components in Examples 1 and 2 concerning 
the qualitative behavior in question are M and 2 respectively. 
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