Abstract Two-sided assembly lines are common industrial practice in the assembly of large-sized products. In this paper a Genetic Algorithm (GA) is developed to solve the two-sided assembly line balancing problem. The developed GA specifies a new method for generating the initial population. It applies a hybrid crossover and a modified scramble mutation operators. A proposed station oriented procedure is adopted for assigning tasks to mated-stations. It specifies the side of the Either tasks based on proposed side assignment rules rather than assigning them randomly. These rules are effective especially in large problems. The proposed method of generating the initial population is able to generate feasible solution in different areas of the search space. The applied genetic operators are able to preserve the feasibility of all solutions throughout all the developed generations. The proposed GA is able to find the optimum and near optimum solutions within a limited number of iterations.
Introduction
The two-sided assembly line is a line where tasks on the same product item can be performed in parallel at both sides of the line. It provides shorter line length, reduced throughput time, lower cost of tools and fixtures, and less material handling [1] . Bartholdi [2] was the first to address the problem in 1993 with the objective of minimizing the number of stations applying a simple assignment rule. Lee et al. [3] developed a group assignment procedure for TALBP where assignments were carried out based on task groups rather than individual tasks in order to maximize work relatedness and work slackness.
Baykasoglu and Dereli [4] proposed an ant-colony-based heuristic algorithm for solving TALBP with zoning constraints while minimizing the number of stations and maximizing the work relatedness within a given cycle time. The results indicated that the algorithm performed well in most of the test problem. Simaria and Vilarinho [5] proposed a mathematical programming model for mixed-model TALB with zoning and synchronism constraints. The objective was to minimize the number of workstations of the line and balancing the workloads between and within the workstations for the different models. Further, they also developed an ant colony optimization algorithm for balancing the mentioned problem. It outperformed the procedure of Lee et al. [3] for a single model TALBP. Hu et al. [6] developed a station-oriented enumerative assignment procedure integrated with the Hoffman heuristic to develop a system for solving the TALBP. The experimental results demonstrated that the proposed procedure was efficient.
Kim et al. [7] was the first to address the TALBP using the GA with an objective of minimizing the number of stations within a given cycle time with positional constraints. The performance of the proposed GA was compared with the results of the mathematical model proposed by Kim et al. [8] , and the heuristic proposed by Bartholdi [2] . Kim et al. [1] presented a mathematical model and a Genetic Algorithm for the TAL-BP with the objective of minimizing the cycle time. They adopted the strategy of localized evolution and steady state reproduction to promote population diversity and search efficiency. The proposed mathematical model found optimal solutions for small sized problems. The experimental results showed that the proposed GA outperformed the compared algorithms in terms of solution quality and convergence speed.
Ö zcan and Toklu [9] proposed a tabu search algorithm for solving a TALBP with an objective to maximize the line efficiency. The computational results when compared with the results of various algorithms [3, 4, 6, 7] . The results indicate that the proposed algorithm performed well but consumed more computation time. Ö zcan and Toklu [10] presented a mathematical model based on the model of Kim et al. [1] as well as a simulated annealing algorithm to solve the mixed-model TALBP Type-1 considering two objectives simultaneously; maximizing the weighted line efficiency and minimizing the weighted smoothness index. Ö zcan [11] proposed a mathematical model (Chance-constrained, Piecewise-linear, Mixed Integer Programming) and a simulated annealing approach for solving the TALBP with stochastic task minimizing the weighted smoothness index.
The latest research presented by Ö zbakyr and Tapkan [12] adopted Bees Algorithm to solve TALBP with and without zoning constraints with the objective of minimizing the number of stations for a given cycle time. The results were compared with the results of several algorithms from the literature such as ant colony optimization [4,?] , tabu search [9] , enumerative algorithm [6] , and group assignment procedure [3] . The proposed Bees Algorithm obtained the best solutions for most of the test problems.
From the previous survey, different techniques were used to solve the TALBP, the problem formulation differs greatly in each research. Some research used the well known priority rules to assign priority values to the tasks, find an initial line balance [9, 12] , improvement of the solution is then made by applying different meta-heuristic technique. They applied the different meta-heuristic operators on the priority value rather than the tasks themselves and thus escaping the feasibility problem associated with the TALBP. However, this might have discarded optimal solutions since it might be best to apply these operators directly on the tasks and consider the feasibility problem. Applying them directly on the task may be more effective than repeating the same solution.
On the other hand, most of the available TALBP research consider random selection of the side for the tasks that can be processed on either direction of the line. This is, however, not efficient especially in large problems which may result in large number of combinations that even the meta-heuristic techniques could not cover and hence sacrificing some optimal solutions.
In this paper a new set of rules is developed to efficiently assign the ''Either'' tasks to its best direction. In addition, a Genetic Algorithm approach is developed to efficiently search the solution space and find the best reachable solution. New techniques are also developed to ensure considerable diversity in the initial population. Moreover, hybrid genetic operators are adopted so as to consider the specific features of the ALBP. The objective of the present work is to minimize the number of mated stations and the number of stations in order to increase the line efficiency.
Description of the TALBP
In a two-sided assembly line, the products wait during the cycle time at each mated-station where there are two operators working at the opposite sides of the line simultaneously performing the different tasks on the same individual product. The tasks are performed according to certain operation sequence of tasks and may have restrictions on the operation directions. Some assembly operations should be performed on one of the two sides, while others could be performed at either side of the line. Therefore, the tasks are classified into three types: Left (L), Right (R), and Either (E) tasks. A task can only be assigned to a station if both the sum of the task time and the total task times of the tasks performed before that task in the same station as well as the sum of the task time and the finishing time of its predecessor in the opposite-side of that mated-station is less than or equal the cycle time. A precedence diagram defines the tasks precedence relationships. For each task the operation time t h and the operation direction whether it is R, L or E are shown on the precedence diagram.
The TALBP solved in this study follows the general assumptions of the TALBP with deterministic operations times and with no assignment restrictions except the precedence constraints. The notations and abbreviations of the developed algorithm is given in Table 1 .
The developed Genetic Algorithm
Genetic Algorithms offer a particularly attractive approach since they are generally quite effective for rapid global search of large, non-linear and poorly understood spaces [13, 14] . The GA presented in this paper for solving the TALBP differs from the GAs presented by Kim et al. [1] . It introduces a new concept for generating the initial population. It also applies a hybrid crossover operator and a modified mutation operator. This modification allows for searching the solution space more effectively than other known procedures. Moreover due to the TALBP nature, a station oriented procedure is developed to assign tasks to mated stations. This procedure specifies the side of the either tasks based on certain rules rather than assigning these tasks randomly. In the TALBP the operation sequence of tasks inside the stations must be determined. Therefore, a task based representation is the best scheme for the developed Genetic Algorithm. Each gene of the chromosome represents a task as illustrated in Figure 1 . Each individual in the population represents a sequence of tasks by which these tasks are assigned to the stations. All the generated individuals are made to represent feasible solution only for the problem. The individuals are then evaluated by assigning tasks to workstations according to a station-oriented procedure and finding the number of mated-stations as well as the number of stations. The sequence of the individual must not be violated through all the assigning procedure. The procedure starts with the first mated-station with its left-side and its right-side stations. The other mated-stations are considered successively. The tasks are assigned to the current mated station according to the task-sequence in the chromosome. The left and right side of the current mated station are loaded as much as possible, then they are closed and the next mated station is opened. The best individual is the chromosome with a sequence of tasks that minimizes the number of mated stations as well as the number of stations. To have feasible individuals, the initial population as well as the genetic operators are formulated according to task predecessors as given in the precedence matrix.
The steps of the developed GA is summarized in Table 2 . The following are the particulars of the developed algorithm.
Initial population
In order to have diversity in the population, the initial population is generated randomly in three different methods. The first method is the forward method where feasible solutions are randomly generated according to the precedence constrains The chromosomes assigned by this method have high randomness in the genes at the beginning and randomness decreases along the chromosome. The second method to generate the chromosomes is the backward method. This method begins by assigning the chromosome from the last gene and chooses randomly from the set of all candidate tasks that have no followers. The chromosomes assigned by this method have low randomness in the genes at the beginning and the randomness increases along the chromosome. The last method is a combination between the first two methods (combined method). In this method the genes are filled from the forward and backward direction simultaneously by the same procedure. The chromosomes of this method have high randomness at the beginning and at the end of the chromosome and the randomness decreases in the middle. The initial population is divided into four divisions. The first quarter is formulated by the forward method while, the second quarter is formulated by the backward method. The rest of the initial population is formulated by the combined method. Forming the initial population in this way helps in considering solutions in different areas of the solution space and not to be trapped 
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Selection
Several selection techniques are tested and a selection procedure known as Remainder is used in this model to select parents for crossover and mutation. The individuals of the population are scaled according to their fitness function. Parents are assigned deterministically from the integer part of each individual scaled value and then a roulette selection on the remaining fractional part is used.
Crossover
In the developed algorithm, two types of crossover operators are used to generate new children. Different crossover operators differs in performance due to the fact that each one have its own way of inheriting genes structure from parents to offspring. The application of more than one type of crossover prevents premature convergence; the loss of population diversity before optimal or at least satisfactory values is found.
Two points crossover
In this type of crossover [15] , two points, which cut each of the parent into three parts (head (H), middle (M), and tail (T)) are selected randomly. New children are created by swapping the middle sections of the parent's chromosomes. That is if parent-1, represented by H 1 M 1 T 1 , is recombined with parent-2, represented by H 2 M 2 T 2 , the new offspring created will be H 1 M 2 T 1 . In the assembly line balancing problem the recombination is not that simple because of the precedence restrictions. So in order to have feasible children a special two point crossover is applied as the example in Figure 2 .
Precedence preservative crossover
In this type [16] , a binary vector is generated randomly. According to the binary vector, if the binary gene is (0) the genes in the new offspring are selected from parent-1 and if it is (1) then they are selected from parent-2. Figure 3 illustrates an example of the precedence preservative crossover.
These two crossover operators are used simultaneously such that half of the new children are formulated by the first type and the other half by the second type. Figure 2 Two points crossover. Table 2 The general procedures of the developed algorithm.
Step1:
Generate the initial population randomly from the precedence matrix Step2:
Decoding all individuals and assigning tasks to stations according to a station-oriented procedure Step3:
Evaluating the fitness function of each individual in the population Step4:
Selection of parents for crossover and mutation (Remainder selection) Step5:
Apply crossover operators to the selected pairs in order to obtain new pairs of chromosomes(offsprings) Step6:
Apply mutation operator to obtain mutated children Step7:
Forming a new generation from the elite individuals, the offsprings from crossover and mutated children Step8:
Decode all individuals in the new generation and evaluate the fitness function of their corresponding solutions Step9:
If termination criterion is satisfied go to Step10, else go to Step4 Step10:
Terminate the algorithm and present best solution
Mutation
The mutation operator is applied in the Genetic Algorithm in order to explore new areas in the search space and prevent pre-mature convergence. A modified scramble mutation is developed to find mutated children. The mutated children are generated by both forward and backward methods. The procedure of the forward mutation is given in three main steps:
A random point, where the mutation occurs, is selected. The head from the chosen parent is placed on the new mutated offspring. The tail of the new offspring is reconstructed according to the precedence matrix after removing all the tasks that have been assigned to the head of the new offspring.
As in the initial population, there is a backward method to obtain the mutated offspring. In this method the tail from the chosen parent is placed on the new mutated offspring and the head of the offspring is reconstructed according to the precedence matrix after removing the tasks that have been assigned to the tail of the new offspring. The mutation method is chosen randomly for each mutated offspring.
Task-assignment heuristic
Tasks are assigned to stations according to a station-oriented procedure (Algorithm 2). Each chromosome in the population represents a sequence of tasks that must not be violated. For this sequence, a new mated station is opened. Then tasks are selected according to their sequence and according to the preferred operation direction to fill this mated station as much as possible considering the cycle time. However for tasks that do not require a certain operation direction assigning these tasks randomly is very exhaustive and for each sequence there is a huge number of possible side assignment for these Either tasks. A new set of rules are formulated to ensure that the best side assignment is considered for each sequence. These rules reduce the solution space and the number of iterations needed since for each sequence there is only one assignment. These rules are mainly related to the workloads of the current mated station and to the predecessors of that task. The procedure is repeated until all tasks are assigned. 
Side assignment rules
According to the previous algorithm, tasks may have an assigned direction or can be performed on either side of the line. For these tasks that does not require a certain direction, few rules are developed to effectively assign them. The rules are applied sequentially for each of the Either tasks. If t h 2 SET does not follow the first rule it will be checked for the second rule and so on until we reach rule five which is a general rule if all the previous rules failed to assign the task to a side.
Side assignment rule 1. Relation of the TFT to the CT Side assignment rule 2. Relation of the TFT at both sides Side assignment rule 3. Relation of the TFT to the PFT 1. If TFT is dependent on the last predecessor assigned to the current mated station, then
If TFT = t h + PFT R,NM , then assign task(h) to the right-side station of the current mated station. If TFT = t h + PFT L,NM , then assign task(h) to the left-side station of the current mated station.
2. If TFT is independent on the last predecessor assigned to the current mated station, then follow Task assignment rule 4
Side assignment rule 4. Relation of the TPT L,NM and TPT R,NM of the successors that are candidates to the current mated station.
1. If TPT L,NM < TPT R,NM ,then assign task(h) to the left-side station of the current mated station. 2. If TPT L,NM P TPT R,NM , then assign task(h) to the right-side station of the current mated station.
Side assignment rule 5. None of the above rules are applicable.
If NL P NR, then assign task(h) to the right-side station of the current mated station. If NL < NR, then assign task(h) to the left-side station of the current mated station.
Fitness function
Genetic Algorithms aim at finding the most fitted chromosome over a set of generations. The fitness function provides a measure of individual's performance. The developed GA employs the function given in Eq. (1) as the fitness function. This function evaluates the number of mated-stations as well as the number of stations so that if there are two different solutions with the same number of mated-stations, one of these solutions may be better balanced than the other one, since one of them may have fewer stations than the other. Therefore, the number of stations should be considered as well as the number of mated-stations.
Stopping criteria
Several stopping conditions can be applied for the GA. In the developed GA two conditions are applied, the first condition is reaching a determined number of generations as given in Table  3 , and the second condition is the lower bound, after which the algorithm will stop. The lower bound is calculated for the number of stations from Eqs. (2) and (3) and the number of mated-stations from Eq. (4) as formulated by Hu et al. [6] Max ¼ max LTotal CT ; RTotal CT ð2Þ Figure 4 The best and the mean fitness value plotted against the generation for the P148 using random side assignment. Figure 5 The best and the mean fitness value plotted against the generation for the P148 using side assignment rules. Figure 6 Example on calculating the similarity between the chromosomes.
4. Evaluating the effectiveness of the proposed algorithm
Evaluating the effectiveness of the proposed side assignment rules
In this section the results obtained using the proposed side assignment rules is compared with the results of using random assignment. A large problem P148 is used in this study. All the genetic operators, parameters and random numbers were kept fixed for comparison. The results of using random assignment and the results of using side assignment rules are shown in Figures 4 Random assignment fails to find a good solution since for large problems there is a huge number of combinations available for side assignment. Meanwhile, there is a very small probability of choosing the right side assignment coupled with the sequence that gives the best solution. The best fitness value obtained when using the side assignment rules is (36). This value is much less than that obtained when using random side assignment which is (60). GA in nature is a stochastic procedure and most of its search operators depend on random numbers. Considering random side assignment will add more randomness to the GA search procedure with no possible convergence of the results to take place. The developed side assignment rules ensures that each of the E-tasks is assigned to its best place that minimizes the value of the fitness function.
The proposed population similarity measure
The population initialization has not received much attention from researchers so far. A new measure called the measure of similarity is introduced in this work. This measure is expected to be a good representation of the population diversity.
The similarity is assumed to be the probability of having similar chromosomes in the same population. A zero similarity means that all the chromosomes are different and a gene does not repeat its position more than once in the whole population. A similarity of 100% means that all the chromosomes are similar, i.e. genes are located in the same position in any chromosome in the population under consideration. To measure the similarity between individuals, the similarity of the chromosomes in the initial population is measured following the procedure shown in Figure 6 . If one gene in the chromosome under consideration is repeated in another chromosome in the same position, then this chromosome is considered similar to the other chromosome by 1 over the chromosome length. This process is repeated for each gene in the chromosome. Each chromosome is compared with the rest of the chromosomes in the population and the value of the chromosome similarity is the similarity to each chromosome divided by the population size. The average similarity is then calculated for the whole population. The similarity measure is used to study the effect of the proposed method in generating the initial population on the population diversity.
Evaluating the effectiveness of the proposed initial population generation method
In order to evaluate the effectiveness of the proposed forwardbackward initial population generation method, the results of its application to TALBP of different sizes are compared to that obtained using forward generation method only. Two problems representing the small size problems and large size problems are P24 and P148. The problems are solved using the forward method only and the proposed forward-backward method. The random number used in generating the initial population is fixed for both procedures. The percentage of similarity between the individuals of each population is determined. This process is repeated for different values of order of strength which represents a measure for precedence restriction. Also the percentage of similarity is measured at different number of generations to study the effect of using the proposed initial population over the generations.
Testing the diversity of the proposed initial population with different order of strength
The order of strength D which was proposed by Mastor [17] is the number of precedence relations divided by the total possible number of precedence relations. It is calculated from Eq. (5).
where E is the number of ones in the precedence matrix and M is the number of tasks included in the problem. Values of D close to 1 indicate highly interconnected network, and fewer alternatives available for assigning work elements to work stations. Figure 10 Average similarity percentage against the number of generations for P148. Figure 13 A bar chart of the fitness value for the individuals in the population using tournament selection at the 20th generation. Figure 11 The best and the mean fitness value plotted against the generation for the forward method. Figure 12 The best and the mean fitness value plotted against the generation for the forward-backward method.
The similarity between the individuals of the initial population is plotted against the order of strength in Figure 7 for small size problem, Figure 8 for large size problem.
The following remarks are concluded:
The percentage of similarity between the individuals at small values of order of strength is considerably small for both small size problems and large size problems. At small values of order of strength there is almost no precedence restrictions between different tasks and therefore, the initial generated chromosomes (individuals) are mostly dissimilar due to the fact that there are large number of feasible combinations, whatever the size of the problem is.
As the value of the order of strength increases, the number of possible feasible chromosomes decreases due to too many precedence restrictions. Hence the probability of generating similar chromosomes increases. This can be deduced from the shown figures as the percentage similarity reaches 99% at high values of order of strength where almost all the created chromosomes (individuals) are similar regardless of the size of the problem being studied. It was observed that in small and large problems the forward-backward method yields less similarity compared to the forward method only. In the forward-backward method more than one technique is used to generate the chromosomes. The chromosomes generated with the forward method differs greatly at the beginning of the chromosome (head) due to the fact that many tasks have not been assigned yet, while in the end (tail) most chromosomes seem to have the same ending. The chromosomes generated with the backward method is completely different since we begin with assigning the end of the chromosome and the head of the chromosome may be similar while the genes in the tail are completely different. It can also be deduced that for very low (near to zero) or very high order of strength (near to one), the forward-backward method and the forward method yield approximately the same percentage of similarity between individuals of the initial population regardless of the size of the problems. This is due to the fact that at very low order of strength the chromosomes are very random so the technique used in generating the chromosomes has no effect on the solution. While In case of considerably high order of strength there are too many restrictions on the created chromosomes and therefore the technique used in generating the chromosomes has no effect on the solution.
In general the higher the order of strength the higher the percentage of similarity of individuals in the initial population. Although the differences are not high, the forward-backward method proved to yield less similarity between individuals of the initial population compared to the forward method. Therefore the froward and backward method ensures individuals of initial population of higher diversity and hence widening the search space. This will ensure lower probability that the solution be trapped to a local minimum. For that reason, it is expected that the forward-backward method is of more Figure 16 A bar chart of the fitness value for the individuals in the population using roulette selection at the 100th generation. advantage compared to other methods (forward or backward only).
Evaluating the diversity of the proposed initial population with different number of generations
The average percentage of similarity between individuals of the initial population is measured at different generations using both the forward method and the forward-backward method. Only the hybrid crossover operator was used to create the next generation. The results of P24 are illustrated in Figure 9 while that of P148 are illustrated in Figure 10 . From these graphs the following points can be concluded:
For P24 the forward and the forward-backward method have approximately the same percentage of similarity of individuals at the first number of generations. As number of generation increases the similarity increases but the forward-backward method exhibit less percentage of similarity at large number of generations. Having three methods in generating the initial population, as in the forward-backward method, can result in new different chromosomes upon applying crossover operator between forward chromosomes and backward chromosomes. These new chromosomes cannot be created using only one technique in the generation of initial population. For P148 the percentage of similarity differs greatly when using the forward method and the forward-backward method. For small number of generation the difference in the percentage of similarity is around 8% and as the number of generations increases this percent increases to reach 32% at the 31 generation then it decreases again to 7% as the algorithm converges toward the best solution. The effect of using the proposed technique in generating the initial population is so evident in large size problems. For the problem used in this study (P148) using the proposed technique ensures that the generated chromosomes are random enough and have more diversity (the initial population percentage of similarity is 3% for the forward-backward and 11% for forward only). As the number of generation increases the similarity between individuals increases. This is expected with GA behavior which goes from exploration at the beginning of the algorithm (where the search considers new areas) to exploitation (where known good areas are intensely explored when the algorithm is close to find the best solution). At the 300th generation the forward method yields similarity of 97.64% and the forward-backward method yields 95.86% while at the 500th generation both techniques have a 100% percent similarity. This means that the algorithm stops searching for better solutions since there is no mutation in the present experiment.
For the large size problems such as P148, using the forward-backward method is essential in order to reach global optimum rather than local optimum solution. Figure 11 shows the fitness values of the best solution and the mean of each iteration for P148 when using the forward method only. At the 60th generation the best value and the mean were equal and Figure 17 A bar chart of the fitness value for the individuals in the population using remainder selection at the 20th generation. Figure 18 A bar chart of the fitness value for the individuals in the population using remainder selection at the 100th generation. Figure 19 The best and the mean fitness value plotted against the generation for two-points crossover.
the value was 39. This means that for the forward method, premature convergence occurs which result in a local minimum solution. As for the forward-backward Figure 12 the convergence occurs at the 84th generation and there was still some variation after this generation. The best value is 37 which is less than the forward method. This means that the diversity of the initial population in forward-backward method enables the algorithm to reach solutions that could not be reached with forward method only. Moreover, using a mutation operator that depends on the forward-backward method will ensures that even for very large problem and with a small population, optimum solutions could be reached.
Evaluating the effectiveness of the applied selection operator
The most common selection operators used for the ALBP are the Roulette-Wheel and Tournament Selection. In the proposed algorithm a Remainder selection procedure is used. This procedure is expected to escape the local minimum problem and also have some convergence on the long run. In order to measure the effect of changing the selection procedure the problem P148 is solved with the different selection operators. The individuals of the remainder selection exhibited the minimum fitness value which is 36, while for the roulette wheel the value is 37 and for the tournament 38. It is found that by using the tournament selection almost all individuals in the population have the same fitness value except that for the mutated children. Thus premature convergence occur and most of the time the solution is trapped in a local minimum. On the other hand, using the remainder selection avoids the occurrence of such phenomena since the selection is not restricted only for the best individuals but also a fraction of the parents are selected randomly. For the roulette wheel selection, which is almost random the minimum fitness value changed from 45 to 37 between the 20th and 100th generation which is considered as an advantage and it means the algorithm was not trapped in local minimum. However the 45 fitness value was the worst value at the 20 generation compared with the other two methods. From all the previous points, the remainder selection can be considered as a better selection operator than the other two methods since it has the lowest fitness value at the 20th and 100th generation and it has enough randomness so as not to be trapped in local minimum. 
Figure 21
The best and the mean fitness value plotted against the generation for hybrid crossover.
Evaluating the effectiveness of the proposed crossover operators
The crossover operator used in the developed GA is a hybrid crossover operator. This operator incorporates two types of crossover which are the two-points crossover and the precedence preservative crossover. To evaluate the effectiveness of the proposed hybrid crossover the problem P148 is solved with the different crossover operators. The two-points crossover, the precedence preservative crossover and the hybrid crossover are used. The results of the population mean and best value is plotted against the generations. Figure 19 shows the effect of two-points crossover on the results of the different generations, Figure 20 shows the effect of precedence preservative crossover on the results of the different generations while Figure 21 shows the effect of hybrid crossover on the results of the different generations From the previous graphs the following points can be concluded: The minimum fitness value 36 was found using the hybrid crossover while the minimum value for the other two operators is 37. For the two-point crossover the mean value decreases more than the two other operators. As for the precedence preservative crossover the mean value has the highest fluctuation. The hybrid crossover is considered the best crossover since each crossover operators differs in performance due to the fact that each one have its own way of inheriting genes structure from parents to offspring. The application of more than one type of crossover allows the chromosome to have crossover in one generation by a method and in the next generation with the another method. This prevents premature convergence and ensures that the new generation is diverse enough to include solutions in different areas of the search space.
To choose the suitable crossover rate, a number of crossover rates were tested and the one with the best results (0.8) is chosen as shown in Figure 22 .
Results and discussion
In order to assess the effectiveness of the developed GA, a set of test problems are solved: four small-sized problems, P9, P12, P16, and P24; three large-sized problems, P65, P148 and P205. P9, P12, and P24 are taken from Kim et al. [7] . P16, P65 and P205 are taken from Lee et al. [3] , and P148 which is taken from Bartholdi [2] and modified by Lee et al. [3] . Preliminary experiments are performed to determine the parameters of the developed Genetic Algorithm that improve the solutions. The parameters are given in Table 3 . The Genetic Algorithm and Direct Search Toolbox in Matlab7.6.0 was used to test developed GA on the different benchmark problems. Table 4 summarizes the results of two-sided assembly lines obtained by the developed GA, as well as that of using the heuristics presented by Kim et al. [7] using a Genetic Algorithm (GA), Lee et al. [3] using group assignment procedure (GAPR), Baykasoglu and Dereli [4] using an ant colony-based heuristic (ACO) algorithm, Hu et al. [6] using enumerative algorithm (EA), Simaria and Vilarinho [5] ant colony algorithm (2-ANTBAL), Ö zcan and Toklu [9] using Tabu Search Algorithm (TSA), and Ozbakr and Tapkan [12] using bee algorithm (BA). Three solution evaluation criteria are considered which are, the number of stations (NS), the number of mated stations (NM), and the line efficiency (LE). Each test problem was solved 20 times. The best, the average and the maximum solutions of NS are reported. Also NM and LE are reported in the last two columns in Table 4 . For small size problem P9, P12 and P16 the proposed GA found the best solution in all of the trials. While for P24 the proposed GA found the best solution in 98.8% of the trials. This proves the consistency of the proposed GA. However, it may differ slightly in case of large problems. The results of the number of stations against the cycle time is plotted in Figures 23-25 . The results shows that the developed algorithm performed well for the large size problem through out the different cycle times and that the deviation is within an acceptable range.
The computational study shows that the developed GA is able to find optimum and near optimum solutions within a limited number of iterations. This proofs that applying the proposed method of generating the initial population and the hybrid crossover technique are efficient in solving the TALBP. The generation method of the initial population allows considering solutions in different areas of the solution space. The hybrid crossover technique allows the new generation to have diversity since each crossover type has its own way of inheriting genes structure from parents to children. Considering the feasible solution only through all the solution procedure reduces the time and number of iterations for solving the problem. The proposed side assignment rules improves the performance of the developed GA. It reduces the solution space and consequently reduces the computational time. On the other hand, random assignment of the side for the either tasks is inefficient and consumes a considerable amount of computational time. The developed algorithm may not able to find the best solution in the large problems with small cycle time such as that of P148. In this problem the ratio between the maximum task time and the cycle time is approximately 1:2. For that reason each station considers only a small number of tasks on an average of six tasks per stations. The developed Genetic Algorithm is able to find only a near optimum solution since it is a random search procedure and the search space is very huge to find the optimum solution for this problem. Further iterations and larger population size should be considered in order to find the optimum solution on the expense of the computational time.
Conclusion
The developed GA obtained the best solution for more than 90% of the test problems. The results showed that the developed side assignment rules were efficient specially in large scale problems. Moreover, the proposed method in generating the initial population was able to generate feasible solution in different areas of the search space. The applied hybrid crossover as well as the modified scramble mutation were able to preserve the feasibility of all solutions through all the generations. The techniques applied in the developed Genetic Algorithm were able to find optimum and near optimum solutions within a limited number of iterations.
