Understanding the roles of ion currents is crucial to predict the action of pharmaceuticals 2 and also to guide clinical interventions in the heart, brain and other electrophysiological sys-3 tems. Our ability to predict how ion currents contribute to cellular electrophysiology is in turn 4 critically dependent on the characterization of ion channel kinetics. We present a method for 5 rapidly exploring and characterizing ion channel kinetics, using the hERG channel, responsible 6 for cardiac I Kr current, as an example. We fit a mathematical model to currents evoked by 7 a novel 8 second sinusoidal voltage clamp. The model is then used to predict over 5 minutes 8 of recordings in the same cell in response to further voltage clamp protocols, including a new 9 collection of physiological action potentials. Our technique allows rapid collection of data from 10 single cells, produces more predictive ion current models than traditional approaches, and will 11 be widely applicable to many ion currents. 1 1 Introduction 17 Mathematical models of ion channels are a quantitative expression of our understanding of the 18 probability of the channel existing in different conformational states (typically, closed, open and 19 inactivated) and the rates of transition between these states 1,2 . There have been some notable 20 advances in deriving mathematical models for ion channel behavior 3-7 , with some stressing the 21 need for validation/testing of the model using data from the same cell 8 . In this paper we present 22 a new approach, based on novel short protocols and parameter inference techniques, which we 23 demonstrate by constructing an improved ion channel model.
: Current predictions from literature models of I Kr , and diagram of the experimental procedure used in this study. A: predictions from 29 literature models of I Kr in response to different voltage-clamp protocols: (i) a voltage-step; (ii) an action potential; and (iii) an action potential displaying pathological properties. Currents are normalized such that the maximal conductance is equal to one; i.e. we plot the open probability multiplied by the driving voltage (model references are listed in Table B1 in Supplementary Material B). B: top -a schematic representation of the experimental procedure used for this study over time (not to scale). A simple activation step protocol is repeated in the sections marked 'Pr0', before moving on to the highlighted section (enlarged below) where data used in the study were recorded. The recording protocols 'Pr1-7' are performed twice, once before dofetilide addition, and once after, with the hERG current isolated by subtraction. For full details of the protocols please refer to the Online In Figure 1B we provide an overview of the experimental approach, denoting the sequence of voltage 64 clamp protocols we performed as Pr0-Pr7. In each cell we recorded: a series of more conventional 65 voltage-step protocols designed to explore activation (Pr1-3), inactivation (Pr4) and deactivation 66 (Pr5); a new protocol composed of a series of action potential clamps (Pr6 -composed from 67 simulated action potentials from models representing diverse species, pacing frequencies, and in 68 both healthy and repolarization-failure conditions); and our new 8 s sinusoidal voltage protocol 69 (Pr7, shown in Figure 2 , full details of all protocols are given in the Online Methods 4.2). Figure 2 : The sine wave protocol and example recordings. A: Top row: The full sinusoidal voltage protocol (Pr7). Middle row: Simulations of expected behavior in response to this protocol from existing I Kr and hERG models, normalized by scaling the conductance value for each model to minimize the absolute difference between each trace and a reference trace. For calculation of the reversal potential, a temperature of 21.5°C was used to match the mean experimental conditions. Bottom row: Raw data (following leak and dofetilide subtraction) from experimental repeats at room temperature from 9 cells. Experimental traces have been scaled, to remove the effect of different maximal conductances, by a factor chosen to minimize the absolute differences between each trace and a reference experimental trace (that with the peak current during the sine wave portion of the sine wave protocol). B: an enlargement of the highlighted sections of panel A. Whilst there is some variation between cells in the experimental results, they are much more consistent than the predictions from the different models.
70
In Figure 2 we present the novel sinusoidal protocol Pr7, the simulated predicted currents 71 4 from existing models, and the responses we recorded using the whole- an even wider array of different behaviors (middle panels in Figure 2A & B) than the existing 88 voltage step or action potential clamps ( Figure 1A) ; even among models constructed in/for similar 89 conditions/species.
90
We recorded the full set of voltage protocols (Pr1-7) twice. We calibrate a mathematical model using only the sine wave protocol Pr7. The Hodgkin-Huxley 20 100 structure of the model we use, and its corresponding model parameters, can be seen in Figure 3B . 101 We independently fitted this model to each of the experimental current traces shown in Figure 2 . 6 on a cell-specific basis, and then also use averaged experimental data to create a single 'averaged' 120 model as described in Supplementary Material F. We will compare these approaches below. We 121 provide all parameter values with the maximum posterior density for all models in Supplementary 122 now test its ability to predict more than 5 minutes of independent experimental behavior. We predict 126 the current in response to traditional voltage-step protocols Pr1-5 (adapted from those previously using the experimental procedure shown in Figure 1B .
130
To make the predictions for Protocols Pr1-6 we performed simulations using the parameter set 131 with the maximum posterior density in the fit to the sine wave (Pr7). As with the calibration 132 protocol, all the predictions we will discuss below are indistinguishable by eye from the result of 133 taking multiple samples from the distributions in Figure 3C and plotting a prediction for each of 134 these parameter sets. We also compare the predictions from our new model with those from a 135 sample of widely-used literature models 25, [30] [31] [32] [33] .
136
In Figure 4 , we show traditional voltage step protocols, experimental recordings and the sim- in Supplementary Material E). We can predict a wide range of current behavior in response to 141 the standard voltage-step protocols, without having used any of this information to fit the model. and much better than existing models (even though we have scaled literature models' maximal 153 conductances (G Kr ) to fit this trace as well as possible in Figure 5 ).
154
We provide a quantitative comparison of predicted current traces for our model and each of 155 the literature models for Pr3-7 in Supplementary Table D6 . In each case, the worst-performing Figure 4 : Validation predictions -currents in response to traditional voltage step protocols. Each column of graphs corresponds to a validation step protocol: those commonly used to study steady state activation, inactivation and deactivation (Pr3, Pr4, Pr5 in Figure 2 ) respectively. A: the voltage protocols. B: experimental current traces. C: model response -all are predictions using the maximum posterior density parameter set indicated in Figure 3C calibrated to just the sine wave protocol. D: summary curves, either current-voltage (I-V) or time constantvoltage (τ -V) relationships. These plots summarize the results in the relevant column. The model prediction is shown in blue bold throughout, and the experimental recording with a dashed red line. Note that the deactivation time constant we plot here is a weighted tau, described in Online Methods 4.5. Note that some literature model predictions are missing from the summary plots as we were either unable to fit exponential curves to 'flat' simulation output reliably; or the exponential decay occurred in the opposite direction to experimental traces, and we considered the comparison unwarranted. 8 Conductance, G Kr , is scaled for each of the literature models to give the least square difference between their prediction and these experimental data, i.e. we display a best-case scaling for each of these models. A quantification of the error in our model prediction versus these literature models is given in Supplementary Table D6 : the performance shown in panels D and E holds for the whole trace, so the mean error in predicted current across the whole protocol is between 18% and 211% larger for the literature models' predictions than for our sine-wave fitted model. Table F11 and the distributions for each parameter shown in Figure F7. (B:) Comparison of cellspecific model predictions to cell-specific experimental recordings for the steady-state peak current I-V curves. Each plot represents a different cell, model predictions are depicted by a bold colored line, and dashed lines show values derived from the experimental data. The black lines (same on each plot) represent the prediction from the model calibrated to averaged data (all of the cells' data). Each subplot contains all of the other cells' recordings and predictions in light grey in the background to aid comparison and show the spread that we observed.
kinetics. We used a sinusoidal voltage protocol to construct a simple model of hERG channel kinetics using just 8 seconds of recording, as opposed to a traditional approach that requires several minutes 192 of voltage-step data. All of our experimental data can be collected from a single cell, whereas a 193 typical approach necessitates the collection of data from a number of different cells.
194
The conceptual shift is that channel kinetics should be summarized by mathematical model to the experimental current traces, instead of using summary curves, we can also reduce the possible 199 influence of subjective choices during the time-constant fitting process. 200 We saw that our model is able to replicate the experimental training data very well (Figure 3) .
201
This is often the point at which literature approaches stop and conclude that a mathematical model 202 is a good representation of ion channel kinetics (something that is also true more generally for 203 mathematical models of biological processes). Instead, we performed an unprecedentedly thorough 204 evaluation of the model by testing its ability to predict the behavior in response to a series of voltage 205 clamp protocols it has not 'seen before' (both those traditionally used to characterize hERG channel 206 kinetics, and also a new complicated series of action potential waveforms), all recorded from the 207 same cell as the training data. The extremely good prediction from all our cell-specific models of 208 the response to the complex action potential protocol is particularly remarkable ( Figure 5 ). We are 209 not aware of such a thorough, physiologically-relevant validation of an ion channel model having 210 been performed before. Testing that we are able to predict the current response to a voltage pattern 211 which may be observed in physiological or patho-physiological conditions is a particularly robust 212 and useful way to validate a model, and critical if the I Kr model is to be used to accurately predict 213 cardiac electrical activity in healthy and potentially arrhythmic situations.
214
There are still some aspects of the experimental behavior that are not replicated by our model.
215
In particular, there is only one time constant of deactivation, and low voltage-dependence in the 216 inactivation time constant (Figure 4) . But then neither is the full range of behavior captured by any 217 of the existing, more complex, models available in the literature; and we have shown that our model 218 can provide better predictions of all the raw currents than the literature models in the majority 219 of cases, even where summary curves are not predicted as accurately. The inability of our model 220 to replicate all of the experimental data may be a consequence of using a simple Hodgkin-Huxley 221 model formulation, although it is a commonly used structure for currents within action potential 222 models.
223
However, the simplicity of our model may also be the key to its success -with only eight 224 kinetic parameters we have confidence that they are all being fitted well, and we have shown that is evermore important as models begin to be used for safety-critical predictions such as the CiPA 228 initiative 18,19 and clinical applications 34 .
229
A key limitation of our approach is that experiments have been performed in expression line 230 cells, creating a hERG1a model; compared to native I Kr current in cardiac cells which will have 231 additional isoforms, subunits and regulation. To characterize I Kr kinetics we plan to apply the 232 methodology presented here in native myocytes, to make a model that is more applicable for use in 233 cardiac safety testing and whole-organ simulations.
234
The success of our approach in different ion channels will be heavily dependent on the precise 4.6 Mathematical Model Equations
538
The system of ordinary differential equations underlying the mathematical model structure shown 539 in Figure 3B is as follows;
where 543
The eight parameters P 1 to P 8 determine the rates k 1 to k 4 as shown in Figure 3B . The current,
544
I Kr , is modeled with a standard Ohmic expression:
where G Kr is the maximal conductance, E K is the Nernst potential for potassium ions, and O is 546 the open probability, given by the solution to the system of equations above. E K is calculated from 547 the ratio of ion concentrations on each side of the cell membrane:
where R is the ideal gas constant, T is the temperature, F is the Faraday constant, z is the valency 549 of the ions (in this case 1), and [K] represents the concentration of potassium ions. Note that this 550 expression has a temperature dependence, and the temperature of the bath was recorded for each 551 cell and used in relevant simulations.
552
All simulations were performed in MatLab. Mex functions were used to define and simulate 553 each hERG channel model with CVODE 40 used to solve the systems of differential equations, with 554 both absolute and relative tolerances set to 10 −8 . Code is available to download as described at the 555 end of the main manuscript. For an observed experimental recording which we will denote y, we can infer the probability of dif- prior that we used are in Supplementary Material A2.2). P (y) is a normalizing term which is the 570 integral of all possible probabilities P (y|θ) and ensures that the posterior density P (θ|y) integrates 571 to 1. In practice this normalizing term is calculated by 572 P (y) = P (y|θ)P (θ)dθ.
A Bayesian inference approach to parameter estimation combines beliefs about the parameters in the 573 prior distribution P (θ) with the likelihood P (y|θ) to determine the posterior probability distribution 574 P (θ|y).
575
We define the likelihood 576 L(θ|y) = P (y|θ)
to insist on the fact that we consider it as a function of θ, with y kept fixed at the observation 577 values. Bayes' rule (in Equation (9)) can be rewritten in terms of likelihood as 578 P (θ|y) ∝ P (θ)L(θ|y).
When the prior distribution is assumed to be uniform (as it is in this study), we can make inferences 579 based on just the likelihood, as the prior P (θ) is either constant or zero. If a proposed parameter 580 is outside our chosen prior then likelihood is 0 and we simply record that this parameter set has a 581 likelihood of 0 and propose another parameter set.
582
We assume that the errors at each time point are independent and so the conditional probability 
We assume that the experimental noise is independently and normally distributed with a mean 586 of zero and variance of σ 2 . The likelihood is then expressed as 587 L(θ|y) = T t=0 N (y t |f t (θ), σ 2 ) = T t=0 1 √ 2πσ 2 exp − (y t − f t (θ)) 2 2σ 2 .
In our case f t (θ) is the predicted current at each time point given the parameters, this is given by 588 equation (7) after solving the model system (equations (3)- (6)). Calculating equation (14) requires 589 the evaluation of the product of many numbers less than 1, so it is more numerically convenient to 590 calculate the log-likelihood instead. As our aim is to identify parameter sets θ which maximize the 591 likelihood in equation (14), maximizing the likelihood is equivalent to maximizing the log-likelihood: (y t − f t (θ)) 2 σ 2 .
In practice, the sums over time in equation (15) are formulated so that we exclude time points 593 from regions where the data are affected by capacitive spikes. To be precise, we exclude 10 ms
