Abstract. We consider embedding of messages (data-hiding) into i.i.d. host sequences. As in Fridrich et al. [2002] we focus on the case where reconstruction of the host sequence from the composite sequence is required. We study the balance between embedding rate and embedding distortion. First we determine the distortion-rate region corresponding to this setup. Then we generalize this result in two directions. (A) The reversible embedding setup is not robust. Therefore we also consider reconstruction based on the output sequence of a discrete memoryless channel whose input is the composite sequence. We also determine the distortion-rate region for this setup. (B) Then we consider the case where only partial reconstruction of the host sequence is required. We determine the possible trade-offs here between embedding rate, distortion between source sequence and composite sequence (embedding distortion), and distortion between source sequence and restoration sequence (restoration distortion), i.e. the distortion-rate region. All achievability proofs in this paper are based on the Gelfand-Pinsker [1980] achievability proof.
Introduction
In 1999 it was observed that data-hiding (embedding) is closely related to the information-theoretical concept of "channels with side-information". E.g. Chen [C00] , Chen and Wornell [CW00] , and Moulin and O'Sullivan [MoS03] realized that in the Gaussian case there is a close connection between data embedding and Costa's result "writing on dirty paper" [C83] . The achievability proof in the Costa paper is a consequence of the proof of Gelfand and Pinsker [GP80] . The GelfandPinsker result can be regarded as an information-theoretical follow-up of the "memories with defects" paper by Kuznetsov and Tsybakov [KT77] . Heegard and El Gamal [HeG83] studied codes based on the Gelfand-Pinsker result for computer memories with defects. Coding theorems for data embedding situations appeared in Chen [C00] (specialized to the Gaussian case), Moulin and O'Sullivan [MoS03] , Barron [B00] , Barron, Chen, and Wornell [BCW03] , and Willems [W00] . In all these papers the trade-off between embedding rate and embedding distortion is investigated (standard embedding). In the present paper we will focus on data embedding schemes that are reversible. These schemes satisfy the additional requirement that the decoder should be able to reconstruct the host sequence. A good overview of the history and the state-of-the-art of reversible data embedding can be found in Fridrich, Goljan, and Du [FGD02] . Reversible data embedding schemes are important in cases where no degradation of the original host signal is allowed. This is for example true for medical imagery, military imagery, and multimedia archives of valuable original works.
In [KW02] , [WK02] , and [KW03] we have determined the fundamental limits of several (partially) reversible embedding setups. The objective of the current paper is to present these results in a unified way. It is demonstrated here that all our achievability proofs are extensions of the Gelfand-Pinsker achievability proof.
The paper is organized as follows. In the next section 2 we consider the GelfandPinsker channel with side-information since its achievability proof forms the basis of all our achievability proofs. We start in section 3 with standard noise-free embedding. This "classical" embedding method is not reversible. We study this case for comparison only. The first section dealing with reversible embedding is section 4 in which the rate-distortion region for the basic setup is determined. In this section we assume that the composite sequence is observed by the decoder (noisefree). In section 5 we study the robust version of this reversible setup. We assume there that the composite sequence is degraded by transmitting it via a discrete memoryless channel. Looking at the output of this channel the decoder should be able to reconstruct the host sequence and the embedded message. In section 6 we generalize the basic reversible embedding setup in another direction. We require on partial reconstruction of the host sequence there. It is assumed that the composite sequence is noise-free accessible by the decoder. Section 7 concludes the paper. 2.1. System description, statement of result. The characteristic of the Gelfand-Pinsker [GP80] setup (see figure 1) is that the transmitter has knowledge of the sequence of channel states that will occur during a block of N transmissions prior to these transmissions. For such a block of transmissions a message source produces one out of M possible message indices. Message index w ∈ {1, 2, · · · , M } occurs with probability Pr{W = w} = 1/M . This message index is conveyed from the transmitter to the receiver in these N transmissions.
The channel {X × S, P c (y|x, s), Y} is memoryless. It has input alphabet X , output alphabet Y, and state alphabet S, all these alphabets are finite. Given an input symbol x ∈ X and a channel state s ∈ S, the output symbol y ∈ Y occurs with probability P c (y|x, s). The transmitter (encoder) produces the sequence of channel inputs x N = (x 1 , x 2 , · · · , x N ) based on the message index w that is to be transmitted and the state sequence s N , we write X N = e(W, S N ). The receiver (decoder) observes the sequence of channel outputs y N = (y 1 , y 2 , · · · , y N ) and forms an estimateŵ of the transmitted message index, thusŴ = d(Y N ). The performance of the system is determined by its error probability P E = Pr{Ŵ = W } and its transmission rate R = 1 N log 2 (M ). We assume throughout this manuscript that the base of the logarithm is 2, therefore rates, entropies, and mutual informations are expressed in bits.
The Gelfand-Pinsker capacity C GP is the largest ρ such that for all > 0 there exist for all large enough N encoders and decoders with R ≥ ρ − and P E ≤ . 
The maximum is over all test-channels {S, P t (u, x|s), U × X } with input alphabet S, output alphabets U and X , and transition probability matrix P t (u, x|s).
The joint distribution of S, U, X, and Y is given by
The cardinality |U| of the auxiliary alphabet need not be larger than |S| + |X |.
Achievability proof.
We will only give a brief outline of the achievability proof here. Our proof is along the lines of the Gelfand-Pinsker proof [GP80] . Details can be found in appendix A.
(a) First fix a test-channel P t (u, x|s). This determines the joint distribution P (s, u, x, y) = P s (s)P t (u, x|s)P c (y|x, s). 
s,x P s (s)P t (u, x|s) and give these sequences the label w.
(b) The encoder observes the state sequence s
an error is declared by the encoder and we say that an error event E 1 (of the first kind) occurred. It can be shown that for all N large enough Pr{E 1 } ≤ η.
(c) Assume that the complement E
. When the message index w is to be transmitted, the encoder chooses a sequence u N with label w such that u N ∈ T N η (U |s N ). If such a sequence was not generated the encoder declares an error and we say that an error event E 2 (of the second kind) occurred. It can be shown that
(d) The input sequence x N results from applying the "channel" P (x|u, s) = P t (u, x|s)/ x P t (u, x|s) to u N and s N . The resulting x N is transmitted over the side-information channel, the channel with transition probability matrix P c (y|x, s). 
The estimated message indexŵ is the label of the decoded sequence u N . If also E 4 did not occur the decoded message indexŵ is equal to w.
(f) It can be shown that for all N large enough the total error probability
while, by (2.2) and (2.3), the rate satisfies
where lim η↓0 δ(η) = 0.
So far we have shown that, averaged over the ensemble of generated auxiliary codewords, the probability Pr{E 1 ∪ E 2 ∪ E 3 ∪ E 4 } ≤ 4η. This however implies that there are encoders and decoders that actually achieve Pr{E 1 ∪ E 2 ∪ E 3 ∪ E 4 } ≤ 4η and thus also P E ≤ 4η.
If we now let η ↓ 0 then also δ(η) ↓ 0 and we may conclude that
is achievable. Maximizing over all test channel P t (u, x|s) yields that C GP is achievable.
2.3. Some observations. From the previous subsection we know that for 0 < η < 1 and N large enough, there are codes with 
where also d max ∆ = max s,u:P (s,u)>0 D su (s, u) < ∞. Now suppose that the encoder, when E 1 or E 2 occurred, chooses the auxiliary sequence u N that minimizes
Then we obtain from (2.7) the following upper bound Both results (a) and (b) will be used in the achievability proofs for several embedding situations that we will investigate in the next sections.
Standard Noise-Free Embedding
The standard noise-free embedding situation.
3.1. System description, statement of result. Standard noise-free embedding was first investigated by Chen [C00] and Barron [B00] . In [WvD01] codes were studied for the standard noise-free case for gray-scale symbols and squared error distortion. These authors considered the situation depicted in figure 2. The objective there is to embed as much information in an i.i.d. host sequence as possible, without changing this sequence too much, i.e. without increasing the distortion between the source sequence and the composite sequence too much. We model this system as follows.
A message source produces one out of M possible message indices. Message index w ∈ {1, 2, · · · , M } occurs with probability Pr{W = w} = 1/M . This message index is embedded in a host sequence s N = (s 1 , s 2 , · · · , s N ) consisting of N symbols from the finite alphabet S. The host sequence is assumed to be generated at random. Sequence s N ∈ S N occurs with probability Pr{S
The encoder produces the composite sequence x N = (x 1 , x 2 , · · · , x N ) based on the message index w that must be embedded and the host sequence s N , we write
The symbols x n , n = 1, N, from the composite sequence assume values from the finite alphabet X . The decoder observes the composite sequence x N and forms an estimateŵ of the embedded message index, thusŴ = d(X N ). The performance of the system is determined by its error probability P E = Pr{Ŵ = W }, its embedding rate R e = 1 N log 2 (M ), and the average embedding distortion
where e n (w, s N ) is the n-th component of e(w, s N ) and D e sx (s, x) is the embedding distortion between symbols s ∈ S and x ∈ X . Without loss of generality we assume that the components of D e sx (·, ·) are non-negative. We say that a distortion-rate pair (∆ sx , ρ e ) is achievable in the standard noisefree case if for all > 0 there exist for all large enough N encoders and decoders with 
Here we restrict ourselves to rates ρ e ≥ 0 and finite distortions ∆ sx . It makes no sense to consider rates smaller than zero, and allowing infinite distortion is essentially the same as no distortion constraint. The set of all achievable distortion-rate pairs in the standard noise-free embedding case is denoted by G snf . The capacitydistortion function C snf (∆) is defined as C snf (∆) 
Therefore the capacity-distortion function
H(X|S).
The test-channel {S, P t (x|s), X } has input alphabet S, output alphabet X , and transition probability matrix P t (x|s).
Achievable region. Fix a test-channel {S, P t (x|s), X } with H(X|S) > 0.
If such a test-channel does not exist, only distortion-rate pairs (∆ sx , 0) must be shown to be achievable which is trivial. Let 0 < η < 1. The definition of achievability implies that s,x P s (s) P t (x|s)D e sx (s, x) < ∞. The achievability proof now follows directly from the Gelfand-Pinsker achievability proof in subsection 2.2 and observation (a) in subsection 2.3. Note that the host sequence plays the role of the state sequence here. Also observe that Y ≡ X since our "channel" is noisefree. Finally substitute X for the auxiliary random variable U , thus U = X and
Then from the arguments in subsection 2.3 we may conclude that there exists a code with error probability P E ≤ 4η, and embedding rate and average embedding distortion satisfying
The achievability proof is complete if we let η ↓ 0.
3.3. Converse. Given the standard noise-free embedding system as shown in figure 2 we first define the joint distribution (S, X). To this end, consider the random variable I assuming values from {1, 2, · · · , N } with probability 1/N , independently. Next define the single-letter random variables
Now the probability distribution for (S, X) is given by:
for s ∈ S, x ∈ X . Note that for these joint probabilities P (s, x) we can write P (s, x) = P s (s)P t (x|s) for some test-channel P t (x|s). The proof of the converse now proceeds in a number of steps. We start with Fano's inequality:
where h(α)
is the binary entropy function. For the rate part we have:
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For the distortion part we get:
Now note that an achievable (∆ sx , ρ e ) satisfies ∆ sx ≥ D e sx − and ρ e ≤ R e + , for each > 0 and all large enough N . Moreover P E ≤ . Therefore from (3.10) and (3.11) we may conclude that for an achievable (∆ sx , ρ e ) Figure 3 . The reversible noise-free embedding situation.
4.1. System description, statement of result. Reversible embedding situations were considered recently by Fridrich, Goljan, and Du [FGD02] . Their setup is similar to the standard noise-free setup. There is again a balance between embedding rate and embedding distortion, but it in addition to the message the decoder should reconstruct the host sequence after having received the composite sequence, see figure 3. Although actual embedding methods were discussed in [FGD02] , the capacity-distortion function for reversible noise-free embedding was determined a little later in [KW02] by the authors. Coding techniques based on [KW02] were discussed in [MKW02] . We first describe the reversible noise-free embedding model and then state the result of [KW02] .
As before the message source produces M possible message indices. Index w ∈ {1, 2, · · · , M } occurs with probability Pr{W = w} = 1/M . This message index is embedded in host sequence s N = (s 1 , s 2 , · · · , s N ) consisting of symbols from the finite alphabet S. Sequence s N ∈ S N occurs with probability Pr{S
The encoder produces the composite sequence x N = (x 1 , x 2 , · · · , x N ) based on the message index w that is to be embedded and host sequence s N , we write X N = e(W, S N ). The symbols x n , n = 1, N, are in the finite alphabet X . The decoder observes the composite sequence x N and forms an estimateŵ of the embedded message index, and an estimateŝ N of the host sequence hence (Ŵ ,Ŝ N ) = d(X N ). The performance of the reversible noise-free embedding system is determined by the error probability P E = Pr{Ŵ = W ∪Ŝ N = S N }, its embedding rate R e = 1 N log 2 (M ), and the average embedding distortion
We again say that a distortion-rate pair (∆ sx , ρ e ) (for ∆
The set of all achievable distortion-rate pairs in the reversible noise-free embedding case is denoted by G rnf . The capacity-distortion function C rnf (∆) is defined as 
, where P (s, x) = P s (s)P t (x|s) for some P t (x|s)}. 
H(X) − H(S).
Test-channel {S, P t (x|s), X } has input alphabet S, output alphabet X , and transition probability matrix P t (x|s).
Achievability proof.
We start by fixing a test-channel {S, P t (x|s), X } for which H(X) − H(S) > 0 and an 0 < η < 1. We assume that s,x P s (s)P t (x|s) D e sx (s, x) < ∞. The achievability proof now follows again from the Gelfand-Pinsker achievability proof in subsection 2.2 and observations (a) and (b) in subsection 2.3. The host sequence plays the role of the state sequence. Note that Y ≡ X since the channel is noise-free. We now substitute (S, X) for the auxiliary random variable U , thus U = (S, X) and
From the arguments in subsection 2.3 we may conclude that there exists a code with embedding rate and embedding distortion satisfying 
does not occur. This implies that also s N is reconstructed and hence P E ≤ 4η for all N large enough. The achievability proof for test-channels with H(X) − H(S) > 0 is complete if we let η ↓ 0.
Let (d, 0) ∈ G rnf be the distortion-rate pair with minimal distortion d. This distortion-rate pair corresponds to a test channel having ρ = H(X) − H(S) = 0. Since G rnf can be shown to be closed and convex, also the distortion-rate pair (d, 0) should be achievable (if there is a test channel with ρ = H(X) − H(S) > 0 and ∆ sx < ∞).
4.3. Converse. Just like for noise-free embedding we define the joint distribution (S, X) as
This follows from defining the random variable I that assumes values in {1, 2, · · · , N } with probability 1/N , independently. Now
Again we can write P (s, x) = P s (s)P t (x|s) for some test-channel P t (x|s). The proof of the converse starts with Fano's inequality:
For the rate part we have:
For the distortion part we find, as in (4.11), that for some joint distribution P (s, x) = P s (s)P t (x|s), s ∈ S, x ∈ X . The converse for the reversible noise-free case is now complete. Figure 4 . The reversible and robust embedding situation.
Reversible and Robust Embedding
E E E E E T E (Ŵ ,Ŝ N ) = d(Y N ) Y NŜ N P c (y|x) Ps(s) X N = e(W, S N )Ŵ S N W X N
System description, statement of result.
Reversible noise-free embedding has the disadvantage that it is not robust against errors that may occur in the composite sequence. Therefore in [KW03] the authors considered a modification of the reversible noise-free embedding configuration in figure 3 in which the composite sequence is transmitted over a discrete memoryless channel, before being observed by the decoder that extracts the host sequence and the embedded message index, see figure 4. For this model the authors could determine the capacity-distortion region. We first describe the reversible and robust embedding model and then state the result of [KW03] .
We mainly describe the differences with the reversible noise-free embedding situation. There is also a message source and a source that produces the host sequence. The message index w is embedded in host sequence s N . The encoder produces the composite sequence x N based on the message index w that is to be embedded and host sequence s N , i.e. X N = e(W, S N ). The composite sequence x N is now transmitted over the channel {X , P c (y|x), Y}. This channel is memoryless. It has input alphabet X , output alphabet Y, both finite. Given an input symbol x ∈ X , the output symbol y ∈ Y occurs with probability P c (y|x). The decoder observes the channel output sequence y N = (y 1 , y 2 , · · · , y N ) and forms an estimatê w of the embedded message index, and estimateŝ N of the host sequence thus
. The performance of the reversible embedding system is determined by the error probability P E = Pr{Ŵ = W ∪Ŝ N = S N }, its embedding rate R e = 1 N log 2 (M ), and the average embedding distortion 
The set of all achievable distortion-rate pairs in the reversible and robust embedding case is denoted by G rr . The capacity-distortion function C rr (∆) is defined as 
Pt(x|s): s,x Ps(s)Pt(x|s)D e sx (s,x)≤∆

I(X; Y ) − H(S).
Test-channel {S, P t (x|s), X } has input alphabet S, output alphabet X , and transition probability matrix P t (x|s).
Achievability proof. Fix a test-channel {S, P t (x|s)
, X } and 0 < η < 1. We assume that s,x P s (s)P t (x|s)D 
The probability distribution for (S, X, Y ) is therefore given by:
for s ∈ S, x ∈ X , and y ∈ Y. For these joint probabilities P (s, x, y) we can write P (s, x, y) = P s (s)P t (x|s)P c (y|x) for some test-channel P t (x|s). Only the rate part of the proof differs from that for the reversible noise-free case:
The distortion part and the rest of the converse are analogous to that of the nonrobust reversible case.
6. Partially Reversible Noise-Free Embedding Figure 5 . The partially reversible noise-free embedding situation.
6.1. System description, statement of result. Another disadvantage of reversible noise-free embedding is that the requirement that the host sequence must be reconstructed in addition to the message index has a strong negative effect on the embedding rate. In [WK02] the authors studied a reversible embedding situation where only partial reconstruction of the host sequence was required, see figure 5. Note that this setup is not robust.
There is a message source and a source that produces the host sequence. Message index w is embedded in host sequence s N . The encoder produces the composite sequence x N based on the message index w that is to be embedded and host sequence s N , i.e. X N = e(W, S N ). The composite sequence x N is now observed by the decoder that forms an estimateŵ of the embedded message index, and a restoration sequence
. We assume that the alphabet V is finite.
The performance of the partially reversible noise-free embedding system is determined by the error probability P E = Pr{Ŵ = W }, its embedding rate R e = 1 N log 2 (M ), the average embedding distortion
and the average restoration distortion
where
is the restoration distortion between symbols s ∈ S and v ∈ V. Without loss of generality we assume that the components of D r sv (·, ·) are non-negative. We assume also that all components are finite however.
A distortion-rate triple (∆ sx , ∆ sv , ρ e ) is achievable in the partially reversible noise-free case if for all > 0 there exist for all large enough N encoders and decoders with 
The set of all achievable distortion-rate triples in the partially reversible noise-free embedding case is denoted by G prnf .
Theorem 6.1. (Willems and Kalker [WK02]) The achievable region in the partially reversible noise-free embedding case is given by
Test-channel {S, P t (x, v|s), X × V} has input alphabet S, output alphabets X and V, and transition probability matrix P t (x, v|s). 
The arguments in subsection 2.3 imply that there exists a code with embedding rate and embedding distortion such that P E ≤ 4η and 
does not occur. We can now write 6.3. Converse. Consider the partially reversible embedding system as shown in figure 5. We begin by defining the joint distribution (S, X, V ). Therefore consider the random variable I assuming values from {1, 2, · · · , N } with probability 1/N , independently. Now define the single-letter random variables
The probability distribution for (S, X, V ) is therefore given by:
for s ∈ S, x ∈ X , and v ∈ V. For these joint probabilities P (s, x, v) we can write P (s, x, v) = P s (s)P t (x, v|s) for some test-channel P t (x, v|s).
For the distortion parts we get:
We continue with Fano's inequality:
where h(·) is the binary entropy function. The rate part consists of the following steps:
Now note that an achievable triple (∆ sx , ∆ sv , ρ e ) satisfies ∆ sx ≥ D e sx − , ∆ sv ≥ D r sv − , and ρ e ≤ R e + , for each > 0 and all large enough N . Moreover P E ≤ . Therefore from (6.14), (6.10), and (6.11), we may conclude that for an
for some joint distribution P (s, x, v) = P s (s)P t (x, v|s), s ∈ S, x ∈ X , and v ∈ V. This completes the converse for the partially reversible noise-free case.
Concluding remarks
The reader may have observed that actually there is a section missing in this paper. We can not give results on partially reversible and robust embedding here. Although it is possible to prove the achievability of a (reasonable) distortion-rate region for this setup we cannot prove the corresponding converse and therefore we omit this "result". The region that we have in mind is actually very similar to the region that is mentioned in Sutivong et al. [SCCK02] (see also [SCC01] ) for channels with state information available to the transmitter whose task it is to send the states and a message to the receiver. In the setup of Sutivong et al. embedding distortion does not play a role, however in our setup it is an essential parameter.
In both the reversible and robust case considered in section 5, and the partially reversible noise-free case that was subject of section 6 it makes sense to consider the zero-rate case. In the reversible and robust case this leads to an expression for the smallest possible distortion that can be obtained if we want to transmit an i.i.d. sequence over a discrete memoryless channel by changing it into a channel codeword. This instance of joint source-channel coding shows that reliable transmission is possible also when channel codewords are only slightly different from the source sequences that need to be transmitted to the receiver. In the zero-rate partially reversible noise-free case the composite sequence is close to the host sequence (measured by the embedding distortion) but from this composite sequence a restoration sequence can be derived which is in general even closer to the host sequence (if the restoration distortion and embedding distortion measures are identical). Such a system is actually a scalar quantizer in which a vector quantizer is hidden [WK02] . Theorem 6.1 shows what embedding (scalar) distortion and restoration (vector) distortions are jointly achievable. 
for all a ∈ A, where #(a|a N ) denotes the number of occurrences of a in a N . Then, by the weak law of large numbers,
For the conditional probability of b given a with P (a) > 0 we can write P (b|a) = P (a, b)/P (a) for a ∈ A, b ∈ B. Next consider for each a
N conditionally typical with a N , i.e. sequences that satisfy Since (1 − η) 2 N P (u) ≤ #(u|u N ) ≤ (1 + η) 2 N P (u) for u ∈ U we obtain (A.14)
( (f) For the total error probability we can write
