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Im Jahre 1990 gelang R. Meise, B. A. Taylor und D. Vogt in [MTV90]
die vollsta¨ndige Beantwortung der Frage, fu¨r welche surjektiven partiellen
Differentialoperatoren mit konstanten Koeffizienten
P (D) : D ′(Ω)→ D ′(Ω)
beziehungsweise
P (D) : E (Ω)→ E (Ω)





−|α|g(α) = f, aα ∈ IC,
durch einen stetigen, linearen Operator
R : D ′(Ω)→ D ′(Ω) bzw. R : E (Ω)→ E (Ω)
gegeben werden kann. In dieser Vero¨ffentlichung zeigten sie u.a. die A¨quiva-
lenz der folgenden Aussagen:
(MTV i.) Fu¨r jede kompakte Menge K ⊂ Ω existiert eine kompakte Men-
ge L mit der Eigenschaft K ⊂ L ⊂ Ω derart, dass fu¨r jede in
Ω relativ kompakte Teilmenge ω mit L ⊂ ω Parameter s ∈ IN0
und D > 0 existieren, so dass fu¨r jedes ν ∈ E ′(ω) mit
P (−D)ν|ω\K ∈ B0
bereits
ν|ω\L ∈ D ·B−s(ω \ L)
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erfu¨llt ist. Dabei bezeichnet B0 die abgeschlossene Einheitskugel
in L2(IRn) und B−s(ω \L) die abgeschlossene Einheitskugel des
Sobolevraums W−s(ω \ L).
(In diesem Fall nennt man Ω auch P -konvex mit Schranken in
Anlehnung an den Begriff der P -Konvexita¨t (siehe 1.3).)
(MTV ii.) P (D) : D ′(Ω) → D ′(Ω) besitzt eine stetige, lineare Rechtsin-
verse.
(MTV iii.) P (D) : E (Ω)→ E (Ω) besitzt eine stetige, lineare Rechtsinverse.
Daru¨ber hinaus konnten sie die A¨quivalenz zu folgenden Bedingungen zei-
gen:
(MTV iv.) Fu¨r alle ² > 0 gibt es ein 0 < ζ0 < ², so dass fu¨r alle 0 < σ <
η < ζ < ζ0 und alle ξ ∈ Ωη \ Ωζ es ein Eξ ∈ D ′(IRn) gibt, so
dass Folgendes gilt:
1. supp (Eξ) ⊂ (IRn \ Ω²)− ξ,
2. P (D)Eξ = δ0 + Tξ, wobei supp (Tξ) ⊂ (Ωσ \ Ωη)− ξ.
(MTV v.) Fu¨r alle ² > 0 existiert ein 0 < ζ < ², so dass es fu¨r jedes
µ ∈ N (Ωζ) ein ν ∈ N (Ω) gibt mit µ|Ω² = ν|Ω² .
Dabei wurde in den letzten beiden Bedingungen die Schreibweisen
Ωλ := {x ∈ Ω : dist(x, ∂Ω) > λ und |x| < 1λ}, λ ∈ IR+
und
N (Ω) := {f ∈ D ′(Ω) : P (D)f = 0}, Ω ⊂ IRn offen,
benutzt und mit δ0 die Dirac-Distribution an der Stelle 0 bezeichnet.
Im Fall konvexer Mengen Ω ⊂ IRn konnten Meise, Taylor und Vogt eine
Charakterisierung durch eine Phragme´n-Lindelo¨f-Bedingung zeigen (siehe
dazu Kapitel 3.3):
(MTV vi.) P erfu¨llt die Bedingung PL(Ω).
Im Jahre 1996 wurden diese Ergebnisse auf den Fall nicht-quasiana-
lytischer Klassen und Ultradistributionen in [MTV96b] verallgemeinert und
1997 fu¨r Faltungsoperatoren auf Ra¨umen von ultradifferenzierbaren Funk-
tionen auf beliebigen offenen Mengen dargestellt (siehe [BFM97]).
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Will man nun Regularita¨tsaussagen u¨ber distributionelle Lo¨sungen u der
Differentialgleichung
P (D)u = f
treffen, so kann dies beispielsweise mit Hilfe des Verhaltens der Fourier-
Transformierten uˆ im Unendlichen geschehen. Um den Differentialoperator
zwischen in diesem Sinne klassifizierten Distributionenra¨umen zu betrach-
ten, gehen wir wie folgt vor (siehe dazu [Hoer83b], Kapitel 10):
Wir betrachten die Menge K derjenigen positiven Funktionen κ : IRn → IR
mit der Eigenschaft, dass es positive Konstanten C und N derart gibt, so
dass
κ(ξ + η) ≤ (1 + C|ξ|)Nκ(η); ξ, η ∈ IRn
erfu¨llt ist (sogenannte temperierte Gewichtsfunktionen). Die Menge der tem-
perierten Distributionen mit der Eigenschaft κ·uˆ ∈ Lp sind die Banachra¨ume
Bp,κ. Die Menge der u ∈ D ′(Ω), Ω ⊂ IRn offen, fu¨r die u · ϕ ∈ Bp,κ fu¨r alle
ϕ ∈ D(Ω) gilt, wird mit B`ocp,κ(Ω) bezeichnet und ist ein Fre´chetraum.
Sei Ω ⊂ IRn eine P -konvexe, offene Menge und 1 ≤ p < ∞. Betrachten




∣∣∣∣ ∂|α|P (ξ)∂ξα11 · · · ∂ξαnn
∣∣∣∣2, ξ ∈ IRn,
definierten partiellen Differentialoperator
P (D) : B`ocp,κ(Ω)→ B`ocp,κ/P˜ (Ω), (1)
so folgt, dass dieser surjektiv ist (siehe dazu [Hoer63], Theorem 3.5.5).
Fu¨r (1) ko¨nnen wir jetzt ebenfalls die Frage nach der Existenz einer Recht-
sinversen stellen, d. h. die Frage nach der Existenz eines stetigen, linearen
Operators
R : B`ocp,κ/P˜ (Ω)→ B`ocp,κ(Ω)
mit der Eigenschaft P (D)Rf = f fu¨r jedes f ∈ B`ocp,κ/p˜(Ω). Diesen wollen wir
im Folgenden als (p,κ)-Rechtsinverse des Operators P (D) auf Ω bezeichnen.
Die vorliegende Arbeit ist der Beantwortung dieser Fragestellung ge-
widmet. Grundlage hierzu bildet die Vero¨ffentlichung [MTV90]. Dabei wur-




Weiterhin wurde untersucht, welche Beziehungen zwischen den Bedin-
gungen fu¨r die B`ocp,κ(Ω)-Ra¨ume und den oben angegebenen Bedingungen
bestehen.
Die Hauptresultate dieser Arbeit sind:
Theorem A Fu¨r jede offene Menge Ω ⊂ IRn und jedes p ∈ [1,∞) ist der
Raum B`ocp,κ(Ω) isomorph zum Raum (`p)
IN.
Mit Hilfe dieses Isomorphismus kann dann im Fall P -konvexer Mengen Ω
fu¨r p ∈ {1, 2} die Existenz einer (p, κ)-Rechtsinversen vollsta¨ndig durch den
Kern von P (D) charakterisiert werden:
Theorem B Sei Ω ⊂ IRn P -konvex und p ∈ {1, 2}, κ ∈ K . Dann sind
a¨quivalent:
1. Der Kern des Differentialoperators P (D) : B`ocp,κ(Ω) → B`ocp,κ/p˜(Ω) ist
eine Quojektion (siehe Definition 1.21).
2. Fu¨r jede in Ω offene, relativ kompakte Teilmenge U existiert eine offe-
ne, relativ kompakte Teilmenge V ⊃⊃ U von Ω derart, dass fu¨r jedes
f ∈ B`ocp,κ/P˜ (Ω, V ) ein g ∈ B`ocp,κ(Ω, U) mit P (D)g = f existiert.
3. Fu¨r jede in Ω offene, relativ kompakte Teilmenge U existiert eine offe-
ne, relativ kompakte Teilmenge V ⊃⊃ U von Ω derart, dass fu¨r jedes
f ∈ B`ocp,κ(V ) mit P (D)f = 0 ein g ∈ B`ocp,κ(Ω) mit P (D)g = 0 und
g|U = f|U existiert.
4. Fu¨r das Paar (p,κ) besitzt P (D) eine (p,κ)-Rechtsinverse auf Ω.
Theorem C Fu¨r ein nicht-konstantes, komplexes Polynom P sind a¨quiva-
lent:
1. P (D) ist hyperbolisch in Bezug auf jeden nicht-charakteristischen Vek-
tor N ∈ IRn.
2. Fu¨r jedes Paar (p,κ)∈ [1,∞) ×K und jede offene, konvexe Menge Ω
besitzt P (D) eine (p,κ)-Rechtsinverse.
3. Es existiert eine offene, beschra¨nkte Teilmenge ∅ 6= Ω ⊂ IRn mit C1-
Rand und ein Paar (p,κ)∈ [1,∞)×K derart, dass der Operator P (D)
eine (p,κ)-Rechtsinverse besitzt.
4. Jede offene, konvexe Menge Ω ist P -konvex mit Schranken.
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5. Es existiert eine offene, beschra¨nkte Teilmenge ∅ 6= Ω ⊂ IRn mit C1-
Rand, welche P -konvex mit Schranken ist.
Abschließend kann noch das folgende Theorem gezeigt werden:
Theorem D Ist grad(P ) = 2 und Ω = IRn, so sind a¨quivalent:
1. Ω ist P -konvex mit Schranken.
2. Fu¨r alle Paare (p,κ)∈ [1,∞) × K besitzt der Operator P (D) eine
(p,κ)-Rechtsinverse auf Ω.
3. Es existiert ein Paar (p,κ)∈ [1,∞)×K mit der Eigenschaft, dass der
Operator P (D) eine (p,κ)-Rechtsinverse auf Ω besitzt.
Diese Arbeit ist wie folgt aufgebaut:
In Kapitel 1 werden wir die beno¨tigten Grundlagen bereitstellen. Die hier
betrachteten Ra¨ume werden definiert und elementare Eigenschaften dieser
Ra¨ume angegeben.
Die Grundlage fu¨r die spa¨teren Untersuchungen zur Charakterisierung der
Existenz einer Rechtsinversen R von partiellen Differentialoperatoren zwi-
schen B`ocp,κ(Ω)-Ra¨umen ist die Existenz eines Isomorphismus
T : B`ocp,κ(Ω) −→ (`p)IN.
Dieser Isomorphismus wird im Rahmen des Theorems A konstruiert. Da
diese Konstruktion aufwendiger ist, wird sie im Kapitel 2 getrennt behandelt.
Kapitel 3 bescha¨ftigt sich mit Charakterisierungen fu¨r die Existenz von
(p,κ)-Rechtsinversen im Sinne von topologischen Bedingungen.
Wir behandeln den Spezialfall p ∈ {1, 2}, in welchem wir mit Hilfe des in Ka-
pitel 2 in Theorem A konstruierten Isomorphismus eine Charakterisierung
der Existenz einer (p, κ)-Rechtsinversen mittels des Kerns des Differential-
operators P (D) erhalten (Theorem B). Schließlich erhalten wir so eine Cha-
rakterisierung im Sinne des Kernduals fu¨r den Fall p = 2. Daraufhin zeigen
wir, wo Probleme bei der U¨bertragung von Phragme´n-Lindelo¨f-Bedingungen
mit den Techniken aus [MTV90] auftreten.
In Kapitel 4 betrachten wir Zusammenha¨nge zwischen den Ergebnissen
auf den Ra¨umen B`ocp,κ(Ω) und den Ergebnissen aus [MTV90]. Wir stellen
Ergebnisse fu¨r hyperbolische Operatoren vor (Theorem C) und beweisen
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zuletzt eine Charakterisierung der Existenz einer (p, κ)-Rechtsinversen im
Fall grad(P ) = 2 und Ω = IRn (Theorem D).
In Kapitel 5 formulieren wir ein offenes Problem, durch dessen Lo¨sung die
A¨quivalenz der P -Konvexita¨t mit Schranken mit der Existenz einer (p, κ)-
Rechtsinversen in der vollen Allgemeinheit folgt und zwei weitere wichtige
offene Fragestellungen.
Abschließend mo¨chte ich mich bei Herrn Prof. Dr. D. Vogt fu¨r das in-
teressante Thema und seine Unterstu¨tzung bei der Anfertigung der Arbeit
bedanken. Ebenfalls mo¨chte ich den Herren PD Dr. Leonhard Frerick sowie
Dr. Daren Kunkle fu¨r die wertvollen Anregungen und ihre sta¨ndige Diskussi-
onsbereitschaft danken und Herrn Prof. Dr. A. Duma fu¨r die hervorragenden
Arbeitsmo¨glichkeiten in seinem Lehrgebiet.
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In diesem Abschnitt fu¨hren wir Bezeichnungen ein, welche in den spa¨te-
ren Abschnitten beno¨tigt werden. Anschließend stellen wir die wichtigsten
Grundlagen u¨ber die Ra¨ume B`ocp,κ(Ω) zusammen. Wir setzen voraus, dass der
Leser mit den Ra¨umen D(Ω), E (Ω) und S (IRn) sowie deren Dualra¨umen
vertraut ist. Fu¨r allgemeine funktionalanalytische Tatsachen verweisen wir
auf [MeVo92]; im Hinblick auf Distributionstheorie und die Theorie bezu¨glich
spezieller Distributionenklassen verweisen wir auf [Hoer63], [Hoer83a] und
[Hoer83b].
1.1 Notationen und Definitionen
Sei P (ξ) =
∑
|α|≤m aαξ
α ein Polynom in n Variablen ξ1, . . . , ξn und kom-






α, aα ∈ IC

























Sei h ∈ IRn ein fester Vektor. Die Translation τhf der Funktion f : IRn → IR
ist die Funktion
τhf(x) = f(x− h), x ∈ IRn.
Bemerkung: Die Translation φ 7→ τhφ ist eine stetige Abbildung auf dem
Raum der Testfunktionen D(IRn).
1.2 Definition
Sei u ∈ D ′(IRn) und h ∈ IRn. Die Translation τhu von u ist die Distribution
τhu(φ) = u(τ−hφ) = ux(φ(x+ h)), φ ∈ D(IRn),
wobei die Notation ux bedeutet, dass u auf der Funktion x 7→ φ(x + h)
operiert.
Bemerkung: Wir werden spa¨ter statt τhu gleichbedeutend auch die sugges-
tive Schreibweise u(x− h) benutzen.
1.3 Definition
Eine offene Menge Ω ⊂ IRn heißt P -konvex, falls fu¨r jede kompakte Menge
K ⊂ Ω eine weitere kompakte Menge K ′ ⊂ Ω existiert, so dass aus
• ϕ ∈ D(Ω)
• supp(P (−D)ϕ) ⊂ K
bereits supp(ϕ) ⊂ K ′ folgt.
Bemerkung: Da fu¨r Elemente u ∈ E ′(IRn) die konvexe Hu¨lle von supp(u) mit
der konvexen Hu¨lle von supp(P (−D)u) u¨bereinstimmt, sind offene, konvexe
Teilmengen des IRn stets P -konvex.
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1.2 Der Raum B`ocp,κ(Ω)
In diesem Abschnitt fu¨hren wir zuna¨chst die B`ocp,κ(Ω)-Ra¨ume ein und geben
die fu¨r die spa¨teren Untersuchungen entscheidenden Eigenschaften fu¨r diese
Ra¨ume an. Wir folgen dabei den Inhalten der Kapitel 2 und 3 aus [Hoer63].
1.4 Definition
Eine positive Funktion κ : IRn → IR heißt temperierte Gewichtsfunktion,
falls Konstanten C, N > 0 unabha¨ngig von ξ und η mit der Eigenschaft
κ(ξ + η) ≤ (1 + C|ξ|)Nκ(η) ξ, η ∈ IRn
existieren.
Die Menge aller solcher Funktionen bezeichnen wir mit K .
Temperierte Gewichtsfunktionen sind aufgrund der sich aus der Defini-
tion ergebenden Abscha¨tzung
(1 + C|ξ|)−N ≤ κ(ξ + η)
κ(η)










fu¨r ein Polynom P sind wichtige Beispiele von Elementen aus K . Dabei ist
P (α)(ξ) :=
∂|α|P (ξ)
∂ξα11 · · · ∂ξαnn
.
Bemerkungen:Die FunktionMκ ist die kleinste Funktion mit der Eigenschaft
κ(ξ + η) ≤Mκ(ξ)κ(η); ξ, η ∈ IRn .
Ferner bleiben fu¨r κ, κ1, κ2 ∈ K die Funktionen κ1 + κ2, κ1 · κ2 und fu¨r
s ∈ IR auch κs im Raum K .
1.5 Definition
Ist κ ∈ K und 1 ≤ p ≤ ∞, so bezeichnen wir mit Bp,κ die Menge{


















|κ(ξ)uˆ(ξ)| : N ⊂ IRn ist Nullmenge
}
gesetzt wird.
1.6 Die Ra¨ume Bp,κ sind Banachra¨ume mit den zuvor angegebenen Nor-
men und es gilt
S (IRn) ⊂ Bp,κ ⊂ S ′(IRn)
mit stetigen Inklusionen.
Das Produkt einer schnellfallenden Funktion mit einem Element aus Bp,κ
ist wieder in Bp,κ enthalten, denn aufgrund der Formel fu¨r die Fouriertrans-
formation eines Produktes, der in obiger Bemerkung angegebenen Eigen-
schaft temperierter Gewichtsfunktionen und der Minkowski-Ungleichung gilt
die folgende Aussage:
1.7 Ist u ∈ Bp,κ und φ ∈ S (IRn), so gilt
‖φu‖p,κ ≤ ‖φ‖1,Mκ‖u‖p,κ .
Dadurch ist es nun mo¨glich, einen Unterraum von D ′(Ω) zu definieren, des-
sen Elemente sich lokal wie die Elemente aus Bp,κ verhalten, jedoch unkon-
trolliertes Randwachstum besitzen ko¨nnen:
1.8 Definition
Der lokale Bp,κ-Raum zum Index 1 ≤ p ≤ ∞ und Gewicht κ ∈ K ist der
Raum
B`ocp,κ(Ω) := {u ∈ D ′(Ω) : φu ∈ Bp,κ fu¨r alle φ ∈ D(Ω)} .
Bemerkung: Der Raum Bp,κ|Ω der Einschra¨nkungen der Elemente von Bp,κ
auf die offene Menge Ω ⊂ IRn hat wegen 1.7 die Eigenschaft, unter Pro-
duktbildung mit Elementen aus D(Ω) stabil zu sein. Man bezeichnet einen
Unterraum von D ′(Ω) mit dieser Eigenschaft als semi-lokalen Raum. Der
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Raum B`ocp,κ(Ω) besitzt zusa¨tzlich die folgende Eigenschaft: Ist u ∈ D ′(Ω)
und gilt ϕu ∈ B`ocp,κ(Ω) fu¨r alle ϕ ∈ D(Ω), dann ist u ∈ B`ocp,κ(Ω).
Damit wird B`ocp,κ(Ω) zu einem sogenannten lokalen Raum.
Eine wichtige Information u¨ber die Bildmenge eines linearen, partiellen
Differentialoperators P (D) : B`ocp,κ1(Ω)→ D ′(Ω) ergibt die folgende Aussage,
welche man mit der Identita¨t (P (D)u)ˆ (ξ) = P (ξ)uˆ(ξ) beweist:
1.9 Ist u ∈ B`ocp,κ(Ω), so gilt P (D)u ∈ B`ocp, κ/eP (Ω) .
Die na¨chste Tatsache sichert die Existenz von Fundamentallo¨sungen fu¨r
P (D) mit maximaler Regularita¨t:
1.10 Zu jedem partiellen Differentialoperator P(D) existiert eine Funda-
mentallo¨sung E ∈ B`oc∞,P˜ (IRn).
Bemerkung: Dabei ist B`oc∞,P˜ (IR
n) im B`ocp,κ-Sinne der bestmo¨gliche Raum.
Denn mit E ∈ B`ocp,κ(IRn) ist wegen 1.9 dann δ0 ∈ Bp,κ/P˜ beziehungsweise
κ/P˜ ∈ Lp. Dies jedoch impliziert im Falle P˜ uˆ ∈ L∞ dann κuˆ ∈ Lp bezie-
hungsweise B`oc∞,P˜ (IR
n) ⊂ B`ocp,κ(IRn).
Mit Hilfe der Aussage aus 1.10 beweist Ho¨rmander das folgende zentrale
Surjektivita¨tsresultat:
1.11 Ist Ω ⊂ IRn eine P -konvexe offene Menge und f ∈ B`ocp,κ/P˜ (Ω), wobei
κ ∈ K und 1 ≤ p <∞. Dann besitzt die Gleichung
P (D)u = f
eine Lo¨sung u ∈ B`ocp,κ(Ω).
Zur Konstruktion von Rechtsinversen sind oftmals Faltungen sehr hilf-
reich; wegen (u1 ∗ u2)ˆ = uˆ1uˆ2 erhalten wir die folgende Tatsache:
1.12 Ist u1 ∈ Bp,κ1 ∩ E ′(IRn) und u2 ∈ B`oc∞,κ2(IRn). Dann gilt u1 ∗ u2 ∈
B`ocp,κ1·κ2(IR
n).
Um ein abza¨hlbares Fundamentalsystem von Halbnormen
u 7→ ‖ϕνu‖p,κ, ν ∈ IN
fu¨r den Raum B`ocp,κ(Ω) zu erhalten, wa¨hlen wir eine Ausscho¨pfungsfolge von
kompakten Teilmengen (Kν)ν∈IN von Ω und hierzu eine Folge von Testfunk-
tionen (ϕν)ν∈IN ⊂ D(Ω) mit der Eigenschaft ϕν|Kν ≡ 1. Es gilt dann:
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1.13 Fu¨r jede offene Teilmenge Ω ⊂ IRn ist der Raum B`ocp,κ(Ω) ein Fre´-
chetraum mit der durch die Halbnormen ‖u‖p,κ,ϕ := ‖ϕu‖p,κ, ϕ ∈ D(Ω),
induzierten Topologie und es gilt




1.3 Induktive und projektive Topologien
In diesem Abschnitt wollen wir an die projektiven beziehungsweise induk-
tiven Topologien erinnern. Wir stellen kurz die grundlegenden Definitionen
und Sa¨tze u¨ber diese Topologien zusammen; weiterfu¨hrende Tatsachen fin-
den sich beispielsweise in [MeVo92] oder [Koethe66].
1.14 Definition
Sei E ein IK-Vektorraum, (En)n∈IN eine Familie lokalkonvexer Ra¨ume und
ιn : E → En eine Familie linearer Abbildungen derart, dass fu¨r 0 6= x ∈ E
eine Zahl n ∈ IN existiert mit ιn(x) 6= 0. Die durch das Halbnormensystem
{max
n≤k
pn ◦ ιn, k ∈ IN, pn stetige Halbnorm auf En}
erzeugte lokalkonvexe Topologie auf E heißt projektive Topologie.
1.15 Definition
Seien E ein IK-Vektorraum und p eine Halbnorm auf E.
Es sei Np := {x ∈ E : p(x) = 0}, ‖x + Np‖p := p(x) und Ep die Ver-
vollsta¨ndigung des mit der Norm ‖ · ‖p versehenen Raums E/Np. Diesen
bezeichnen wir als den lokalen Banachraum zur Halbnorm p. Ferner gilt fu¨r
die kanonische Abbildung ιp : E → Ep, ιp(x) := x + Np, die Gleichung
‖ιp(x)‖p = p(x), x ∈ E.
Bemerkung: Ist F ein Unterraum eines lokalkonvexen Raumes E und p eine
stetige Halbnorm auf E, so gilt
Fp|F
isometr.' ιp(F )Ep .
1.16 Definition
Eine Familie lokalkonvexer Ra¨ume (En)n∈IN zusammen mit einer Familie
linearer, stetiger Abbildungen ikn : Ek → En, k ≥ n, heißt projektives Spek-
trum, in Zeichen (En, ikn)n≤k, falls die Bedingung ikn = imn ◦ ikm fu¨r alle
k ≥ m ≥ n erfu¨llt ist.
1.17 Definition
Sei (En, ikn)n≤k ein projektives Spektrum lokalkonvexer Ra¨ume. Ein lokal-
konvexer Raum E zusammen mit einer Familie linearer, stetiger Abbildungen
in : E → En, n ∈ IN, heißt projektiver Limes des projektiven Spektrums




1. ikn ◦ ik = in fu¨r alle n ∈ IN und k ≥ n.
2. Ist F ein lokalkonvexer Raum und existieren fu¨r k ∈ IN stetige lineare
Abbildungen jk : F → Ek mit ikn◦jk = jn fu¨r alle k ≥ n, dann existiert
genau eine stetige lineare Abbildung j : F → E, so dass jk = ik ◦ j fu¨r
alle k ∈ IN gilt.
1.18 Definition
Sei E := (En, ikn)n≤k ein projektives Spektrum und E := proj←n En.
• E heißt reduziert, falls im(in) dicht in En fu¨r alle n ∈ IN liegt.
• E heißt strikt, falls die Abbildungen in fu¨r alle n ∈ IN surjektiv sind.
Bemerkung: Trivialerweise sind strikte projektive Spektren reduziert.
1.19 Definition
Zwei projektive Spektren (En, imn )n≤m und (Fn, jmn )n≤m heißen a¨quivalent,
falls es eine monoton wachsende Folge (k(n))n∈IN in IN und stetige, lineare
Abbildungen T
k(n)
n : Fk(n) → En und Sk(n)n : Ek(n) → Fn gibt, so dass






Bemerkung: Zwei reduzierte projektive Spektren von Banachra¨umen sind
a¨quivalent, falls sie zwei zueinander isomorphe Fre´chetra¨ume erzeugen.
1.20 Definition
Ein projektives Spektrum (En, imn )n≤m heißt fast strikt, falls eine der beiden
folgenden a¨quivalenten Bedingungen erfu¨llt ist:
1. Fu¨r jede natu¨rliche Zahl n ∈ IN existiert eine weitere natu¨rliche Zahl
`(n) ≥ n derart, dass
i`(n)n (E`(n)) = i
m
n (Em) fu¨r alle m ≥ `(n)
erfu¨llt ist.
2. Zu (En, imn )n≤m existiert ein a¨quivalentes Spektrum, welches strikt ist.
1.21 Definition




Bemerkung: Banachra¨ume und abza¨hlbare Produkte von Banachra¨umen
sind Quojektionen. Aus [Memo89], Th. 1.1.5, wissen wir, dass gilt:
1.22 Fu¨r einen Fre´chetraum F sind die folgenden Bedingungen a¨quivalent:
• F ist eine Quojektion.
• Jede kurze exakte Sequenz
0→ F i→ G q→ (`1)IN → 0
von Fre´chetra¨umen zerfa¨llt, das heißt es existiert eine stetige, lineare
Abbildung r : (`1)IN → G mit der Eigenschaft q ◦ r = id(`1)IN .
1.23 Definition
Einen IK-Vektorraum E zusammen mit einer Familie lokalkonvexer Ra¨ume
(Ei)i∈I und linearen Abbildungen ji : Ei → E bezeichnet man als induktives
System, falls
⋃
i∈I ji(Ei) = E gilt. Wenn es eine feinste lokalkonvexe Topo-
logie auf E gibt, fu¨r welche alle Abbildungen ji stetig sind, so nennt man
diese die induktive Topologie des Systems (ji : Ei → E)i∈I .
1.24 Definition
Ein abza¨hlbares induktives System (jn : En → E)n∈IN heißt Einbettungs-
spektrum, falls fu¨r alle n ∈ IN gilt:
• En ist ein linearer Teilraum von E und jn : En → E ist Inklusion.
• En ist in En+1 enthalten und die Inklusion jnn+1 : En → En+1 ist
stetig.
1.25 Definition
Ein Einbettungsspektrum (jn : En → E)n∈IN heißt strikt, falls En ein topo-
logischer Unterraum von En+1 fu¨r alle n ∈ IN ist.
1.26 Definition
Zwei Einbettungsspektren (En, inm)n≤m und (Fn, jnm)n≤m heißen a¨quivalent,
falls es eine monoton wachsende Folge (k(n))n∈IN in IN und stetige, lineare
Abbildungen Tnk(n) : Fn → Ek(n) und Snk(n) : En → Fk(n) gibt, so dass
T
k(n)
k(k(n)) ◦ Snk(n) = ink(k(n)) und S
k(n)
k(k(n)) ◦ Tnk(n) = jnk(k(n))
gilt.




Ein Einbettungsspektrum von Banachra¨umen (En)n∈IN heißt fast strikt, falls
eine der beiden folgenden a¨quivalenten Bedingungen erfu¨llt ist:
1. Fu¨r jede natu¨rliche Zahl n ∈ IN existiert eine weitere natu¨rliche Zahl
m ≥ n derart, dass es fu¨r jedes natu¨rliche k ≥ m und ε > 0 ein δ > 0
mit der folgenden Eigenschaft gibt
En ∩ δ ·BEk ⊂ ε ·BEm .
2. Zu (En)n∈IN existiert ein a¨quivalentes Spektrum (Fn)n∈IN, welches
strikt ist.




Fu¨r eine topologische Charakterisierung der Existenz einer stetigen, linearen
Rechtsinversen zum partiellen Differentialoperator
P (D) : B`ocp,κ(Ω)→ B`ocp,κ/p˜(Ω)
ist das Vorhandensein einer Isomorphie zwischen B`ocp,κ(Ω) und (`p)
IN hilf-
reich.
Die Existenz eines solchen Isomorphismus wollen wir in diesem Kapitel
zeigen. Es sei bemerkt, dass dieser Isomorphismus auch losgelo¨st von der
hier betrachteten Problemstellung von Interesse ist.
Genauer werden wir im Folgenden eine Verallgemeinerung des in [Vo83]
konstruierten Isomorphismus zwischen dem RaumB`oc1,κ(Ω) und einem abza¨hl-
baren Produkt von `1-Ra¨umen darstellen:
Theorem A Fu¨r jede offene Menge Ω ⊂ IRn und jedes p ∈ [1,∞) ist der
Raum B`ocp,κ(Ω) isomorph zum Raum (`p)
IN.
In [Vo83], 6.2 wurde der Fall p = 1 behandelt, d.h. die Verallgemeinerung
besteht hierbei in der Zula¨ssigkeit der Indizes 1 < p <∞.
Bevor wir Theorem A beweisen, zeigen wir einige Hilfsaussagen.
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2.1 Vorbereitungen
Wir beginnen mit dem folgenden
2.1 Lemma







Dabei benutzen wir die Bezeichnung E(n) fu¨r die Potenzmenge der Menge
{1, . . . , n}, f (e) := ∂m∂ξe1 ···∂ξem f mit e = {e1, . . . , em} ⊂ {1, . . . , n}, f
(∅) := f
sowie ferner
g + 1 := (g1 + 1, · · · , gn + 1), g ∈ ZZn.







per vollsta¨ndiger Induktion u¨ber n.
n = 1:
Im Fall n = 1 erhalten wir aus dem Mittelwertsatz der Integralrechnung ein
ξ0 ∈ (g, g + 1) mit der Eigenschaft |f(ξ0)| =
∫ g+1















Damit haben wir den Induktionsanfang gekla¨rt.
n− 1→ n:
Fu¨r g ∈ ZZn, g = (g′, gn) mit g′ ∈ ZZn−1 und gn ∈ ZZ ergibt sich aus der
20
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∣∣∣∣ ∂∂ξn f(g′, ξn)
∣∣∣∣ dξn .
Durch Anwendung der Induktionsvoraussetzung fu¨r n−1 auf die Integranden





























|f (e)(ξ)| dξ ,
da E(n) = E(n − 1) ∪ {M = M ′ ∪ {n} : M ′ ∈ E(n − 1)}. Damit ist (2.1)
bewiesen.































folgt dann die Behauptung. 2
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Im na¨chsten Zwischenschritt beweisen wir die Darstellbarkeit des Unter-
raums der v-periodischen Distributionen aus B`ocp,κ(IR
n) durch einen Folgen-
raum, wobei v ∈ IRn ein reeller Vektor mit positiven Komponenten ist. Zuvor
sichern wir die Existenz einer Abschneidefunktion ϕ ∈ D(IRn), welche die
Eigenschaft
∑
g∈ZZn ϕ(· − vg) ≡ 1 erfu¨llt, wobei wir fu¨r zwei reelle Vektoren
x, y ∈ IRn die Definition
xy :=





Setze J := {x ∈ IRn : |x1| < v1, . . . , |xn| < vn}. Dann gibt es eine Testfunk-
tion ψ ∈ D(IRn) mit den Eigenschaften
• ψ ≥ 0
• supp(ψ) ⊂ J
• ∑g∈ZZn τvg(ψ) ≡ 1 .
Beweis: Wa¨hle fu¨r jedes j ∈ {1, . . . , n} ein δj ∈ (12vj , vj) und damit eine
Abschneidefunktion ψj0 ∈ D(IR) mit der Eigenschaft ψj0 ≥ 0, ψj0 ≡ 1 fu¨r






ψj0(x− vjk), j ∈ {1, . . . , n},
so erhalten wir die gewu¨nschte Funktion durch die Definition
ψ(x) := ψ11(x1) · · ·ψn1 (xn), x = (x1, . . . , xn) ∈ IRn .
2
Bemerkung: Der Beweis von Proposition 2.2 ist eine leichte Abwandlung des
Beweises von [Frie82], Lemma 8.5.1 .
2.3 Lemma
Sei 1 ≤ p <∞ und v ∈ IRn mit positiven Komponenten. Die Elemente des
abgeschlossenen Unterraums
Bvp,κ := {u ∈ B`ocp,κ(IRn) : u(· − vk) = u(·), k ∈ ZZn}
22
II. Folgenraumdarstellungen fu¨r B`ocp,κ(Ω)
von B`ocp,κ(IR
n) besitzen eine Fourierdarstellung
u =
1







Dabei bezeichnen wir mit 〈·, ·〉 das Skalarprodukt im IRn und mit g 1v das
Vektorprodukt
g 1v := (g1
1
v1




Des Weiteren sei cg die Fouriertransformierte cg := ϕ̂u(2pig 1v ), wobei ϕ eine
Testfunktion mit der Eigenschaft
∑







dann existiert eine von u unabha¨ngige Konstante C > 0, so dass mit Hilfe













,x〉 : |u|p,κ,v <∞
 .
Beweis: Um zu zeigen, dass der Raum Bvp,κ ein abgeschlossener Unterraum
von B`ocp,κ(IR
n) ist, beachten wir zuna¨chst, dass die Translationsabbildung
τh : D ′(IRn) 7→ D ′(IRn), h ∈ IRn,
als duale Abbildung der Translation auf D(Ω) stetig ist. Dass Bvp,κ ein Unter-
raum von B`ocp,κ(IR
n) ist, ist klar. Damit bleibt nur noch die Abgeschlossenheit




↪→ D ′(IRn) → D ′(IRn)
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ein abgeschlossener Unterraum des Raumes B`ocp,κ(IR
n) und damit insbeson-
dere vollsta¨ndig.
Sei nun u ∈ Bvp,κ beliebig gewa¨hlt.
Aus der Poissonschen Summationsformel (siehe dazu auch [Hoer83a], 7.2.)












Ist ψ ∈ D(IRn) beliebig und ϕ ∈ D(IRn) eine nach Proposition 2.2 existie-
rende Testfunktion mit der Eigenschaft
∑
g∈ZZn ϕ(x−vg) ≡ 1, so erha¨lt man












































v1 · · · vn
∑
g∈ZZn
cgψ(2pig 1v ) .
Mit der Fourier-Umkehrformel erhalten wir schließlich
u =
1
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∣∣∣∣ϕ̂u(e)(2piξ 1v )(2pi)|e| 1ve1 · · · vem
∣∣∣∣p dξ
κ(2pig 1v )p .
Aus der Abscha¨tzung (siehe Bemerkung zu 1.4)
(κ(2pig 1v ))
p ≤ (Mκ(2pig 1v − 2piξ 1v )κ(2piξ 1v ))p
≤
(
sup{Mκ(α) : ‖α‖∞ ≤ 2pimax
j
∣∣∣ 1vj ∣∣∣})pκ(2piξ 1v )p


























mit ϕe(x) := xe1 · · ·xemϕ(x) und damit die Behauptung. 2
Nun weisen wir die stetige Einbettbarkeit von M in Bvp,κ nach:
2.4 Lemma
Mit den Bezeichnungen von Lemma 2.3 ist die Menge M stetig in Bvp,κ
eingebettet.
Beweis: Sei u ∈ M beliebig gewa¨hlt. Um zu zeigen, dass u eine tempe-
rierte Distribution ist, beachten wir, dass nach Voraussetzung bereits die
Eigenschaft ∑
g∈ZZn
|cg|pκ(2pig 1v )p <∞
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erfu¨llt ist. Mit einer geeigneten Konstanten C ≥ 0 gilt insbesondere fu¨r jeden
Summanden |cg|pκ(2pig 1v )p ≤ C.
Wegen der Wachstumseigenschaften der temperierten Gewichtsfunktion
κ folgt dann aber sofort die Existenz von positiven Konstanten C˜ > 0 und
m > 0, so dass folgende Abscha¨tzung erfu¨llt ist:
|cg| ≤ C˜(1 + |g|)m, g ∈ ZZn.
















(1 + |g|)−(n+1) sup
IRn
(1 + |x|)`|φˆ(−2pix 1v )|, φ ∈ S ,




eine temperierte Distribution dar, welche aufgrund der Periodizita¨t der kom-
plexen Exponentialfunktion v-periodisch ist.





{g∈ZZn :|gi|≤n2 ∀ i∈{1,...,n}}
−
∑
{g∈ZZn :|gi|≤n1 ∀ i∈{1,...,n}}
.




2pii〈g 1v ,·〉 ein Element des Raumes
Bvp,κ ist, geben wir uns ein beliebiges ² > 0 vor.
Wegen
∑
g∈ZZn |cg|pκ(2pig 1v )p < ∞ existiert ein n0 ∈ IN mit der Eigen-
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|cg| · |ϕˆ(x− 2pig 1v )|
)p
κ(x)pdx.
Nach dem Satz von Paley-Wiener gibt es fu¨r jede natu¨rliche Zahl N eine


























|cg| 1(1 + |x− 2pig 1v |)N
)p
κ(x)pdx
gilt. Zum Zwecke der besseren Abscha¨tzbarkeit werden wir jetzt die Variable
x aus dem Nenner des Integranden entfernen. Dazu beachten wir, dass fu¨r
` ≤ x ≤ `+ 1 die Ungleichung
|`− g| ≤ |`− x|+ |x− g| ≤ √n+ |x− g|
gilt und somit
1 + |`− g| ≤ 1 +√n+ |x− g| ≤ (1 +√n)(1 + |x− g|) .
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κ(2pi 1v (x˜+ g))
pdx˜
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gilt. Mit den Wachstumseigenschaften der temperierten Gewichtsfunktion κ
existieren Konstanten Cν ≥ 1 und Nˆ > 0, so dass Folgendes gilt:
`−g+1∫
`−g
κ(2pi 1v x˜+ 2pi
1
vg)
pdx˜ ≤ κ(2pi 1vg)p
`−g+1∫
`−g
(1 + Cν |x˜|)Nˆ ·pdx˜
≤ κ(2pi 1vg)p
[




≤ κ(2pi 1vg)p(1 + |`− g|)Nˆ ·p(1 + Cv
√
n)Nˆ ·p .




























(1 + |`− g|)Nˆ
(1 + |`− g|)N
]p

















(1 + |`− g|)n+1
]p
.
Die Doppelreihe im letzten Ausdruck kann nun als Norm u¨ber eine Faltung
in folgender Weise interpretiert werden:









Man definiere fu¨r f ∈ `p(ZZn) und h ∈ `1(ZZn) die Faltung durch
(f ∗ h)g :=
∑
ν∈ZZn
fνhg−ν , g ∈ ZZn.
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Wir wenden [Flo81], Satz 14.6.1, an und erhalten fu¨r die `p-Norm dieser
Faltung































≤ C ′′′n,N,v,p ‖f ∗ h‖pp





































g,·〉)n∈IN eine Cauchy-Folge, welche gegen ein u ∈ Bvp,κ
konvergiert. Weiter gilt
‖u‖p,κ,ϕ ≤ C · ‖(cgκ(2pi 1vg))g∈ZZn‖p = C · |u|p,κ,ν .
2
Als Gesamtergebnis ergibt sich der folgende
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2.5 Satz
Der Raum Bvp,κ ist isomorph zum RaumM . Insbesondere wird die Topologie
auf Bvp,κ durch die Norm |·|p,κ,v induziert. Ferner ist der Raum Bvp,κ isomorph
zum Raum `p(ZZn).
2.2 Beweis von Theorem A
Um mithilfe von Satz 2.5 zu schließen, dass fu¨r geeignete vj die Ra¨ume∏
j∈IN(B
vj
p,κ) ' (`p)IN und B`ocp,κ(Ω) zueinander isomorph sind, genu¨gt es, die
Pelczinski-Zerlegungsmethode (siehe [Vo83], Prop. 1.2) anzuwenden:
2.6 Proposition ([Vo83])
Fu¨r zwei lokalkonvexe Ra¨ume E und H mit den Eigenschaften
1. E ist isomorph zu einem komplementierten Unterraum von HIN und
2. HIN ist isomorph zu einem komplementierten Unterraum von E
gilt bereits
E ist isomorph zu HIN.
Bemerkung: Um die erste Bedingung aus Proposition 2.6 fu¨r unsere Ra¨ume
nachzuweisen, genu¨gt es wiederum, stetige, lineare Abbildungen K : E →
HIN und L : HIN → E mit der Eigenschaft L ◦K = idE zu konstruieren. In
der Tat ist dann K ◦ L eine Projektion in HIN und wegen der Surjektivita¨t
von L gilt im(K ◦ L) = im(K) und K : E → im(K) ist ein Isomorphismus.
Fu¨r die zweite Bedingung ist eine analoge Argumentation mo¨glich.
Beweis von Theorem A:
1. Wir zeigen, dass fu¨r geeignete vj der Raum B`ocp,κ(Ω) als komplemen-




p,κ eingebettet ist. Dafu¨r genu¨gt















Ψ ◦ Φ = idB`ocp,κ(Ω)
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zu konstruieren.
Wir folgen nun bei der Konstruktion von Φ und Ψ den Ideen in [Vo83]
und halten zuna¨chst fest, dass fu¨r jede offene Teilmenge Ω ⊂ IRn eine
U¨berdeckung aus abgeschlossenen Wu¨rfeln Qk mit folgenden Eigen-
schaften existiert (Whitney cubes):
• ⋃kQk = Ω,
• die Inneren der Qk sind paarweise disjunkt,






≤ 4 diam (Qk).
Durch Vergro¨ßern der Kantenla¨ngen der Wu¨rfel ko¨nnen wir eine Wu¨r-
felfamilie (Wi)i∈IN konstruieren, welche eine ihr untergeordnete Teilung
der Eins φi ∈ D(W ◦i ), i ∈ IN, besitzt, so dass fu¨r jedes x ∈ Ω eine
Umgebung existiert, welche nur endlich viele Tra¨ger supp(φi) trifft.
Dies hat dann zur Konsequenz, dass ein beliebig gewa¨hltes Kompak-
tum in Ω ebenfalls nur endlich viele Tra¨ger der Funktionen φi trifft.
Ferner existiert fu¨r jedes j ∈ IN eine Testfunktion ψj ∈ D(W ◦j ) mit
der Eigenschaft ψjφj = φj auf Wj .
Sei nun der Wu¨rfel Wj gegeben durch die Menge
Wj = {ξ ∈ IRn : aj,i ≤ ξi ≤ aj,i + pj,i, i = 1, . . . , n},
wobei aj = (aj,1, . . . , aj,n), pj = (pj,1, . . . , pj,n) ∈ (IR+ \ {0})n. Wir
definieren nun Abbildungen
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Die Abbildung Φ˜ ist wohldefiniert und stetig, da es fu¨r jede Testfunk-





) 6= ∅, ν` ∈ {ν1, . . . , νn0}
gibt und deshalb die Reihen∑
ν∈ZZn
τνpj (φjf)
unter jeder Testfunktion endlich sind.
Auch die Abbildung Ψ˜ ist wohldefiniert und stetig , da fu¨r eine vorge-
gebene Testfunktion ϕ nur endlich viele Indizes j ∈ IN mit der Eigen-
schaft existieren, dass supp(ψj) den Tra¨ger von ϕ schneidet.
Wegen der Stetigkeit in der D ′-Topologie ist es nun hinreichend, von





weisen und von der Abbildung Ψ := Ψ˜|QBpjp,κ die Eigenschaft im(Ψ) ⊂
B`ocp,κ(Ω) nachzuweisen, um dann mit dem Satz vom abgeschlossenen
Graphen auf die Stetigkeit der Abbildungen Φ und Ψ (in der feineren
Topologie) zu schließen.
Nun sehen wir aber, dass fu¨r ein festes f ∈ B`ocp,κ(Ω) jede Komponen-
te
∑
ν∈ZZn τνpj0 (φj0f) von Φ(f) pj0-periodisch ist und lokal als endli-
che Summe von Translationen von Elementen aus B`ocp,κ(Ω) ∩ E ′(Ω) ⊂
Bp,κ ⊂ B`ocp,κ(IRn) auftritt.
Die Reihe
∑





eine endliche Summe von Elementen aus B`ocp,κ(IR
n)∩ E ′(Ω) und somit
aus B`ocp,κ(Ω).
Daru¨berhinaus gilt folgende Gleichheit:












ψj(·)φj(· − νpj)f(· − νpj) .
Da aber sowohl ψj als auch φj ihren Tra¨ger innerhalb der Menge Wj
besitzen, fallen fu¨r festes j ∈ IN alle Summanden außer ν = (0, . . . , 0)
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Damit ergibt sich, dass die Abbildung Φ den Raum B`ocp,κ(Ω) als einen







2. Die zweite Aufgabe besteht nun darin, zu zeigen, dass der Raum∏
j B
pj
p,κ zu einem topologisch komplementierten Unterraum vonB`ocp,κ(Ω)
isomorph ist. Wir verfahren dabei analog zu 1. Dazu betrachte man
eine Folge (Pj)j∈IN von disjunkten in Ω relativ kompakten Wu¨rfeln
Pj = {ξ ∈ IRn : aj,i ≤ ξi ≤ aj,i+pj,i, i = 1, . . . , n}, pj ∈ (IR+\{0})n.
Dabei wa¨hlen wir die Pj so, dass ein beliebig vorgegebenes Kompak-
tum in Ω lediglich endlich viele der Wu¨rfel Pj schneidet.
Wir wa¨hlen paarweise disjunkte, offene Uj mit Pj ⊂ Uj ⊂ Ω. Nach
Proposition 2.2 gibt es nun fu¨r jedes j ∈ IN ein φj ∈ D(Uj) mit∑
ν∈ZZn
φj(x− νpj) = 1 fu¨r jedes x ∈ IRn.
Schließlich wa¨hlen wir noch fu¨r jedes j ∈ IN eine Funktion ψj ∈ D(Uj),
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Mit der gleichen Vorgehensweise wie in 1. ko¨nnen wir zeigen, dass
die jeweiligen Einschra¨nkungen Φ := Φ˜|Qj Bpjp,κ und Ψ := Ψ˜|B`ocp,κ(Ω)
wohldefiniert und stetig sind.






























p,κ isomorph zu einem komplementierten Unterraum
von B`ocp,κ(Ω).












Existenz von Rechtsinversen im Fall p ∈ {1, 2}
In diesem Kapitel wollen wir abstrakte Charakterisierungen fu¨r die Existenz
einer stetigen, linearen Rechtsinversen
R : B`ocp,κ/P˜ (Ω)→ B`ocp,κ(Ω)
zum Differentialoperator
P (D) : B`ocp,κ(Ω)→ B`ocp,κ/P˜ (Ω)
diskutieren. Wir zeigen, dass die unter der Voraussetzung einer stetigen,
linearen Rechtsinversen erfu¨llte Striktheit des Kerns
ker(P (D)) := {f ∈ B`ocp,κ(Ω) : P (D)f = 0}
auch hinreichend ist, falls p ∈ {1, 2} ist (Abschnitt 3.1). Damit erhalten
wir fu¨r diese p eine vollsta¨ndige Charakterisierung durch eine topologische
Bedingung an den Kern.
Danach zeigen wir mit Hilfe des Begriffs der (induktiven) Faststrikt-
heit im Fall p = 2 eine topologische Charakterisierung duch das Kerndual
(Abschnitt 3.2). Wollen wir diese Bedingung ”fouriertransformieren“, um ei-
ne Phragme´n-Lindelo¨f-Bedingung zu erhalten, ergeben sich in unserem Fall
gro¨ßere Hu¨rden, wie Abschnitt 3.3 darstellt.
3.1 Eine Charakterisierung durch die Striktheit
des Kerns des Differentialoperators
Wir beginnen mit notwendigen Bedingungen, welche unabha¨ngig von dem
gewa¨hlten p ∈ [1,∞) gelten. Dabei bezeichnen wir mit B`ocp,κ(Ω, U) die Menge
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jener Elemente aus B`ocp,κ(Ω), welche auf der offenen Teilmenge U von Ω
verschwinden.
3.1 Lemma
Es sei Ω ⊂ IRn offen und (p, κ) ∈ [1,∞)×K . Dann gilt die Implikationskette
(1) ⇒ (2) ⇒ (3):
1. P (D) besitzt eine (p,κ)-Rechtsinverse auf Ω.
2. Fu¨r jede in Ω offene, relativ kompakte Teilmenge U existiert eine offe-
ne, relativ kompakte Teilmenge V ⊃⊃ U von Ω derart, dass fu¨r jedes
f ∈ B`ocp,κ/P˜ (Ω, V ) ein g ∈ B`ocp,κ(Ω, U) mit P (D)g = f existiert.
3. Fu¨r jede in Ω offene, relativ kompakte Teilmenge U existiert eine offe-
ne, relativ kompakte Teilmenge V ⊃⊃ U von Ω derart, dass fu¨r jedes
f ∈ B`ocp,κ(V ) mit P (D)f = 0 ein g ∈ B`ocp,κ(Ω) mit P (D)g = 0 und
g|U = f|U existiert.
Bemerkungen: Die beiden Implikationen aus Lemma 3.1 ergeben sich ins-
besondere durch Wahl geeigneter Abschneidefunktionen und Ausnutzen der
Stetigkeit der vorausgesetzten Rechtsinversen.
Die dritte Bedingung von Lemma 3.1 bedeutet die Faststriktheit (siehe De-
finition 1.20) des Kerns des Differentialoperators.
Um von der ersten Bedingung von Lemma 3.1 zur dritten Bedingung zu
gelangen, ko¨nnen wir auch mit Hilfe des Begriffs der Quojektion argumen-
tieren:
Setzen wir die Existenz einer (p,κ)-Rechtsinversen fu¨r P (D) voraus, so wis-
sen wir aufgrund von Theorem A, dass ker(P (D)) im Raum (`p)IN topolo-
gisch komplementiert liegt. Ein komplementierter Unterraum einer Quojek-
tion (in diesem Falle als abza¨hlbares Produkt von Banachra¨umen) ist aber
wiederum eine Quojektion.
Ist die Menge Ω P -konvex, so erhalten wir wegen der dann vorhandenen
Surjektivita¨t des Operators P (D) sogar:
3.2 Lemma
Ist Ω P -konvex, so sind die Bedingungen 2. und 3. aus Lemma 3.1 a¨quivalent.
Nutzen wir Theorem A aus, so ergibt sich in den Fa¨llen p = 1 und p = 2
insgesamt:
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Theorem B Sei Ω ⊂ IRn P -konvex und p ∈ {1, 2}. Dann sind a¨quivalent:
1. Der Kern des Differentialoperators P (D) : B`ocp,κ(Ω) → B`ocp,κ/p˜(Ω) ist
eine Quojektion (siehe Definition 1.21).
2. Fu¨r jede in Ω offene, relativ kompakte Teilmenge U existiert eine offe-
ne, relativ kompakte Teilmenge V ⊃⊃ U von Ω derart, dass fu¨r jedes
f ∈ B`ocp,κ/P˜ (Ω, V ) ein g ∈ B`ocp,κ(Ω, U) mit P (D)g = f existiert.
3. Fu¨r jede in Ω offene, relativ kompakte Teilmenge U existiert eine offe-
ne, relativ kompakte Teilmenge V ⊃⊃ U von Ω derart, dass fu¨r jedes
f ∈ B`ocp,κ(V ) mit P (D)f = 0 ein g ∈ B`ocp,κ(Ω) mit P (D)g = 0 und
g|U = f|U existiert.
4. Fu¨r das Paar (p,κ), κ ∈ K , besitzt P (D) eine (p,κ)-Rechtsinverse auf
Ω.
Bevor wir mit dem Beweis der Implikation 1. ⇒ 4. beginnen, erinnern wir
noch an folgende Definition aus [Domor89]:
3.3 Definition
Ein lokalkonvexer Raum A heißt injektiv in einer KategorieB von lokalkon-
vexen Ra¨umen, falls folgende zwei Eigenschaften erfu¨llt sind:
• A ist selbst ein Objekt in B.
• Ist A enthalten in einem Objekt C von B, so folgt bereits, dass A
komplementiert in C liegt.
Bemerkung: Produkte von injektiven Ra¨umen sind wiederum injektiv. Fer-
ner ist jeder Hilbertraum injektiv in der Kategorie der Fre´chet-Hilbertra¨ume.
Beweis des Theorems B: Um nachzuweisen, dass die erste Bedingung
die vierte Bedingung impliziert, betrachten wir (unter Beachtung des zuvor
nachgewiesenen Isomorphismus B`ocp,κ(Ω) ' (`p)IN) die kurze exakte Sequenz
0→ ker(P˜ (D)) ↪→ (`p)IN P˜ (D)→ (`p)IN → 0 .
Dabei ist P˜ (D) der mittels des Isomorphismus von P (D) induzierte Opera-
tor, d.h.
P˜ (D) := T ′ ◦ P (D) ◦ T−1,
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wobei T : B`ocp,κ(Ω) → (`p)IN und T ′ : B`ocp,κ/P˜ (Ω) → (`p)IN Isomorphismen
sind.
Wir beachten hier, dass ker(P˜ (D)) als abgeschlossener Unterraum des
Fre´chetraums (`p)IN wiederum ein Fre´chetraum ist. Im Fall p = 1 erhalten
wir aus 1.22, dass diese Sequenz zerfa¨llt. Dies impliziert insbesondere, dass es
eine stetige, lineare Rechtsinverse zum Differentialoperator P˜ (D) und damit
zu P (D) gibt.
Im Fall p = 2 ist im Wesentlichen zu zeigen, das der Kern des Diffe-
rentialoperators P (D) isomorph zu einem Produkt von Hilbertra¨umen ist.








mit einer geeigneten Indexmenge Ij .
Mithilfe der Norm





auf dem Raum (`2)N ,N ∈ IN, definieren wir das Halbnormensystem (pk)k∈IN
durch
pk(x) := ‖pik(x)‖(k)2 , wobei pik(x) := (x1, . . . , xk) gilt.




x 7→ x+ ker(pj)
erhalten wir mit der Bemerkung zu 1.15, dass fu¨r jedes j ∈ IN der lokale
Banachraum zum Kern des Differentialoperators
(ker(P (D)))pj |ker(P (D))
isometrisch isomorph zum Raum
ιpj (ker(P (D)))
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ist. Dabei ist die Abschließung in ((`2)IN)pj gemeint.
Wir erhalten also einerseits (mithilfe der lokalen Banachra¨ume) ein Kern-
spektrum aus Hilbertra¨umen (ιpj (ker(P (D))))j∈IN und andererseits aus der
vorausgesetzten Striktheit des Kerns ein Spektrum von Banachra¨umen
(Fn)n∈IN mit surjektiven Verbindungsabbildungen
σn+1n : Fn+1 → Fn, n ∈ IN.
Mit der Bemerkung zu 1.19 sind diese beiden Spektren dann a¨quivalent.
Aufgrund der Surjektivita¨t der Abbildungen σn+1n : Fn+1 → Fn muss, unter
Umsta¨nden nach U¨bergang zu einem Teilspektrum, in der fu¨r jedes n ∈ IN
existierenden Verkettung
Fn+1
An+1−→ ιpn+1(ker(P (D))) Bn+1−→ Fn
die Abbildung Bn+1 ebenfalls surjektiv sein. Daraus ergibt sich, dass der
Raum
Fn ' ιpn+1(ker(P (D)))/(ker(Bn+1))
Quotient eines Hilbertraums ist und somit fu¨r jedes n die Sequenzen
0→ ker(σn+1n ) ↪→ Fn+1 σ
n+1
n→ Fn → 0
zerfallen. Unter diesen Voraussetzungen existiert nun fu¨r jedes n ∈ IN eine
stetige Projektion
Pn+1 : Fn+1 → Fn+1




erhalten wir weiter stetige Operatoren
Rnn+1 : Fn → Fn+1,
welche mit den Eigenschaften σn+1n ◦Rnn+1 = idFn und zusa¨tzlich im(Rnn+1) =
ker(Pn+1) ausgestattet sind.
Wir betrachten nun die stetige Abbildung
T : proj
←n




(xn)n∈IN 7→ (x1, P2(x2), P3(x3), . . .)
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welche sich als Isomorphismus herausstellen wird, wie die folgenden Argu-
mente zeigen:
Zuna¨chst erhalten wir die Surjektivita¨t der Abbildung T , indem wir fu¨r ein




n ) das Urbild
v1 := x1 und vn := xn +
n−1∑
k=1
Rn−1n ◦ · · · ◦Rkk+1(xk), n ≥ 2
wa¨hlen. Die Abbildung T ist ebenfalls injektiv, da mit T ((xn)n∈IN) = 0
sofort x1 = 0 folgt, x2 ∈ ker(σ21) ∩ ker(P2) = {0} erfu¨llt ist und wir sukzes-
sive auf xn = 0 fu¨r die Komponenten mit Index n ≥ 3 schließen ko¨nnen.
Schließlich erhalten wir die Stetigkeit der Umkehrabbildung, indem wir den
Isomorphiesatz von Banach einsetzen.
Durch die vorangegangenen U¨berlegungen haben wir fu¨r den Kern des
Differentialoperators also die Darstellung
ker(P (D)) ∼= proj
←m







gewonnen, d.h. die Darstellung als Produkt von Hilbertra¨umen. Mit der
Bemerkung hinter Definition 3.3 erhalten wir, dass ker(P (D)) topologisch
komplementiert im Fre´chet-Hilbertraum (`2)IN liegt. Damit zerfa¨llt aber die
kurze exakte Sequenz
0→ ker(P (D)) ↪→ (`2)IN P˜ (D)→ (`2)IN → 0
und es existiert eine stetige, lineare Rechtsinverse. 2
3.2 Eine Charakterisierung durch die Striktheit
des Kernduals im Fall p = 2
Im Fall p = 2 ist eine Charakterisierung im Sinne einer topologischen Be-
dingung an das Dual des Kerns mo¨glich, wie die folgenden Ausfu¨hrungen
zeigen.
Zum Zwecke der Beschreibung des Dualraums (B`oc2,κ(Ω))
′ von B`oc2,κ(Ω)
beachten wir die Information aus [Hoer83b], Abschnitt 15.2., dass der Raum
B`oc2,1/κˇ(Ω) das Dual des lokalkonvexen Raums
Bc2,κ(Ω) := B2,κ ∩ E ′(Ω)
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ist. Dieser kann als strikter, induktiver Limes einer Folge B2,κ ∩ E ′(Kj),
j ∈ IN, dargestellt werden, wobei die Mengen Kj eine Ausscho¨pfung der
offenen Menge Ω durch Kompakta darstellt. Da die Stufen B2,κ ∩ E ′(Kj)
abgeschlossene Hilbertunterra¨ume von B2,κ sind, ist der strikte induktive
Limes Bc2,κ(Ω) dieser Ra¨ume reflexiv.
3.4 Satz
Sei Ω ⊂ IRn eine P -konvexe offene Menge, κ ∈ K und es sei
Bj := B2,1/κˇ∩ E ′(Kj) fu¨r j ∈ IN. Folgende vier Bedingungen sind a¨quivalent:
1. P (D) besitzt eine (2,κ)-Rechtsinverse.
2. Das induktive Spektrum
(Bn + P (−D)Bc2,(P˜/κ)ˇ(Ω))n∈IN
ist fast strikt (siehe Definition 1.27).
3. Fu¨r jedes n ∈ IN existiert eine weitere natu¨rliche Zahl m ≥ n derart,
dass fu¨r alle k ≥ m und allen ε > 0 ein δ > 0 existiert, so dass
(Bn + P (−D)Bc2,(P˜/κ)ˇ(Ω)) ∩ δBBk
⊂ εBBm + P (−D)Bc2,(P˜/κ)ˇ(Ω)
4. Fu¨r jedes n ∈ IN existiert eine weitere natu¨rliche Zahl m ≥ n derart,
dass fu¨r alle k ≥ m und allen ε > 0 ein δ > 0 existiert, so dass aus den
beiden Bedingungen
(a) u ∈ E ′(Kk), ‖u‖2,1/κˇ ≤ δ.
(b) Es gibt ein v ∈ P (−D)Bc
2,(P˜/κ)ˇ
(Ω) mit u− v ∈ E ′(Kn).
bereits
(c) Es gibt ein w ∈ P (−D)Bc
2,(P˜/κ)ˇ
(Ω) mit u− w ∈ E ′(Km),




Da der Kern ker(P (D)) als abgeschlossener Unterraum eines reflexiven Fre´-
chetraums reflexiv ist, ist er distinguiert bzw. dessen starker Dualraum ein
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(LB)-Raum. Mit dem Satz von der offenen Abbildung ko¨nnen wir darauf
schließen, dass
(ker(P (D)))′ ∼= (B`oc2,κ(Ω))′/P (−D)(B`oc
2,κ/P˜
(Ω))′
ist. Theorem B zeigt nun, dass im Fall P -konvexer, offener Mengen Ω ⊂ IRn
die Existenz einer (2,κ)-Rechtsinversen impliziert, dass der Kern ker(P (D))
des entsprechenden Differentialoperators ein strikter projektiver Limes einer
Familie von Banachra¨umen ist. Dies ist nach [Dieza84], Prop. 1, aber a¨qui-
valent zu der Tatsache, dass das zum Kernspektrum duale Spektrum strikt





fast strikt (im induktiven Sinne). Setzen wir andererseits voraus, dass der
Raum 3.1 fast strikt ist, so existiert ein striktes (induktives) Spektrum von
Banachra¨umen, welches den Raum 3.1 erzeugt und mit [Dieza84], Prop.
1, erhalten wir, dass dessen Dual strikt ist. Aufgrund der Reflexivita¨t ist
damit der Kern eine Quojektion. Also besitzt P (D) fu¨r das Paar (2,κ) eine
(2,κ)-Rechtsinverse. Mithilfe der vor dem Satz 3.4 gemachten Bemerkung
bezu¨glich des Dualraumes von B`oc2,κ(Ω) erhalten wir, dass die Existenz der








Beachten wir die Definition der Faststriktheit im induktiven Fall (siehe De-
finition 1.27) und die Tatsache, dass P (−D)Bc
2,(P˜/κ)ˇ
(Ω) ein Vektorraum ist,
so erhalten wir die Behauptung. 2
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3.3 Zur Existenz von Bedingungen im Phragme´n-
Lindelo¨f-Sinne
In [MTV90] wurde eine der Bedingung 3. aus Satz 3.4 analoge Bedingung
fouriertransformiert, um sogenannte Phragme´n-Lindelo¨f-Bedingungen zu er-
halten. Bei gleicher Vorgehensweise zur Charakterisierung der Existenz von
(2,κ)-Rechtsinversen stossen wir jedoch auf erhebliche Schwierigkeiten, wie
wir im Folgenden darlegen wollen. Dabei setzen wir elementare Kenntnisse
der Funktionentheorie mehrerer Vera¨nderlicher, wie beispielsweise in Kapi-
tel 2 von [Hoer90] dargestellt, voraus.
Es sei ∅ 6= Ω ⊂ IRn offen und konvex sowie P ein nichtkonstantes, komplexes
Polynom. Fu¨r genu¨gend kleine ε > 0 (dann ist die Menge Ωε auch konvex
und nicht-leer) definieren wir das Tra¨gerfunktional
hε : IRn → IR
x 7→ sup
y∈Ωε





und bezeichnen mit V (P ) die Nullstellenvarieta¨t des Polynoms P .
In [MTV90] wurde die Bedingung PL(Ω) eingefu¨hrt
Fu¨r alle ε > 0 gibt es ein 0 < δ < ε, so dass fu¨r alle 0 < η < δ ein
B > 0 exisiert, so dass fu¨r alle plurisubharmonischen Funktionen u : ICn →
[−∞,+∞) die beiden Bedingungen
a) u(z) ≤ hε(Im z) +O(log(1 + |z|2)), z ∈ ICn
b) u(z) ≤ hη(Im z), z ∈ V (P )
die Bedingung
c) u(z) ≤ hδ(Im z) +B log(1 + |z|2) +B, z ∈ V (P )
impliziert.
Dort wurde gezeigt, dass die Bedingung PL(Ω) oder gleichwertig die Bedin-
gung APL(Ω), a¨quivalent zur Existenz einer stetigen, linearen Rechtsinver-
sen zum partiellen Differentialoperator mit konstanten Koeffizienten P (D)
zwischen den Ra¨umen D ′(Ω) (bzw. E (Ω)) ist.
Dabei entsteht die Bedingung APL(Ω) aus der Bedingung PL(Ω) durch Er-
setzen von u durch u := log |f | mit einer ganzen, holomorphen Funktion
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f : ICn → IC.
Wir wollen analog wie in [MTV90] vorgehen. Dazu wa¨hlen wir fu¨r die
konvexe Menge Ω eine konvexe Ausscho¨pfung (Kj)j∈IN und betrachten die
zur Sequenz 3.2
0→ (B`oc2,κ/P˜ (Ω))′
P (−D)→ (B`oc2,κ(Ω))′ ι




(Ω) Pˇ ·→ ̂Bc2,1/κˇ(Ω)
ρ→ ̂Bc2,1/κˇ(Ω)/Pˇ · ̂Bc
2,(P˜/κ)ˇ
(Ω)→ 0 . (3.3)
Dabei ist ρ die Quotientenabbildung
ρ : ̂Bc2,1/κˇ(Ω) → ̂Bc2,1/κˇ(Ω)/Pˇ · ̂Bc2,(P˜/κ)ˇ(Ω)
x 7→ x+ Pˇ · ̂Bc
2,(P˜/κ)ˇ
(Ω)





f ∈ O( ICn) : |f(z)| ≤ C · (1 + |z|)NeHKj (Im(z))






Betrachten wir nun die exakte Sequenz
0→ ̂Bc
2,(P˜/κ)ˇ
(Ω) Pˇ ·→ ̂Bc2,1/κˇ(Ω)
ρ˜→ {f|V (Pˇ ) : f ∈ ̂Bc2,1/κˇ(Ω)} → 0 .
Wu¨rde sich herausstellen, dass diese Sequenz topologisch isomorph zur Se-
quenz 3.3 ist (mit einer Einschra¨nkungsabbildung ρ˜), so wa¨re die Existenz
einer (2,κ)-Rechtsinversen auf Ω a¨quivalent zur Existenz eines stetigen, li-
nearen Ausdehnungsoperators
δ : {f|V (Pˇ ) : f ∈ ̂Bc2,1/κˇ(Ω)} → ̂Bc2,1/κˇ(Ω) .
Dabei stellt sich die Frage, ob die Abbildung
T : ̂Bc2,1/κˇ(Ω)/Pˇ · ̂(Bc
2,(P˜/κ)ˇ
(Ω)) → {f|V (P ) : f ∈ ̂Bc2,1/κˇ(Ω)}
f + Pˇ · ̂(Bc
2,(P˜/κ)ˇ
(Ω)) 7→ f|V (P )
ein Isomorphismus ist. Dabei ergeben sich mehrere Probleme:
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1. Man dru¨cke den Raum {f|V (Pˇ ) : f ∈ ̂Bc2,1/κˇ(Ω)} als einen Raum holo-
morpher Funktionen auf der Nullstellenvarieta¨t V (Pˇ ) mit geeigneten
Gewichten (auf der Varieta¨t) aus.
Wir bezeichnen nun mit O(V (Pˇ )) die in einer Umgebung der Nullstel-
lenvarieta¨t des Polynoms Pˇ holomorphen Funktionen. Da das Kern-
dual (ker(P (D))B`oc2,κ(Ω))
′ ein induktiver Limes von Hilbertra¨umen ist,
sollte eine Beschreibung im Sinne einer Vereinigung von Ra¨umen
En := {f ∈ O(V (Pˇ )) : ‖f‖n <∞}




|f |2 vndλn ,
mo¨glich sein. Dabei sind vn geeignet gewa¨hlte Gewichtsfunktionen.
2. (Divisions-)Problem beim Nachweis der Injektivita¨t der Abbildung T :
Ist f ∈ ̂Bc2,1/κˇ(Ω) mit der Eigenschaft f|V (P ) ≡ 0, so mu¨sste es ein
g ∈ ̂Bc
2,(P˜/κ)ˇ
(Ω) mit der Eigenschaft f = Pˇ · g geben (das analoge
Problem in [MTV90] wird gelo¨st durch das (Divisions-)Lemma 2.2
aus [Han83]).
3. Lokale Beschra¨nktheit der Umkehrabbildung von T :
Meise, Taylor und Vogt benutzten in [MTV90] den folgenden Ausdeh-
nungssatz (siehe Theorem 2.3 aus [Han83]):
Sei P ein quadratfreies Polynom und Ω ⊂ IRn eine offene, konvexe
Menge. Fu¨r jedes ε > 0 und jedes k ∈ IN0 existiert eine (von ε und k
abha¨ngige) Konstante M ∈ IN mit der folgenden Eigenschaft:
Fu¨r jede auf der Nullstellenvarieta¨t V (Pˇ ) holomorphe Funktion f mit
sup
z∈V (Pˇ )
|f(z)|(1 + |z|)−ke−hΩε (Im(z)) ≤ 1
existiert eine ganze holomorphe Funktion g mit der Eigenschaft
g|V (Pˇ ) = f und
sup
z∈ ICn
|g(z)|(1 + |z|)−k−Me−hΩε (Im(z)) ≤ 2 .
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Ein in unserem Fall beno¨tigtes (analoges) Theorem mu¨sste aufgrund
der vorgegebenen temperierten Gewichtsfunktion eine holomorphe Fort-
setzung mit einer L2-Integralabscha¨tzung ohne Gewichtsverlust bein-
halten.
Jedoch bereits in der (vergleichsweise einfachen) Situation einer Fort-
setzung einer holomorphen Funktion von einer Hyperebene im ICn auf
ganz ICn tritt bereits ein Gewichtsverlust (siehe dazu beispielsweise
[Hoer90], Th. 4.4.3) auf. Man beachte ebenfalls in diesem Zusammen-
hang die Bemerkungen zu Theorem 15.3.3, [Hoer83b].
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KAPITEL IV
Existenz von (p,κ)-Rechtsinversen und
P -Konvexita¨t mit Schranken
Sei Ω ⊂ IRn offen. In diesem Kapitel diskutieren wir Zusammenha¨nge zwi-
schen der Existenz von Rechtsinversen des Differentialoperators P (D), wenn
er einerseits als Operator auf B`ocp,κ(Ω) und andererseits als Operator auf
D ′(Ω) (beziehungsweise E (Ω)) betrachtet wird.
Wir zeigen zuna¨chst, dass die Existenz einer (p, κ)-Rechtsinversen immer die
Existenz einer Rechtsinversen auf D ′(Ω) (beziehungsweise E (Ω)) impliziert.
Nach [MTV90] ist dies a¨quivalent zur Existenz genu¨gend vieler Fundamen-
tallo¨sungen mit ”Lo¨chern im Tra¨ger“ (siehe dazu die vierte Bedingung aus
Lemma 2.1). Um aus einer solchen Bedingung eine (p, κ)-Rechtsinverse zu
konstruieren, werden wir beno¨tigen, dass diese Fundamentallo¨sungen zusa¨tz-
lich regula¨r sind.
Nun impliziert die Existenz von Rechtsinversen auf D ′(Ω) in bestimmten
Fa¨llen Hyperbolizita¨tseigenschaften von P (D) (siehe dazu [MTV90], Ab-
schnitt 3).
Diese werden ausgenutzt, um genu¨gend viele regula¨re Fundamentallo¨sungen
mit ”Lo¨chern im Tra¨ger“ zu erzeugen.
Wir erhalten dann, dass in den folgenden wichtigen Fa¨llen die Existenz ei-
ner D ′(Ω)-Rechtsinversen von P (D) a¨quivalent zu der Existenz einer (p, κ)-
Rechtsinversen ist:
1. Ω ist eine beschra¨nkte, nichtleere offene Menge mit C1-Rand.
2. Ω ist ein konvexer, offener Polyeder mit nicht-charakteristischen Seiten
(und als Spezialfall davon: Ω ist ein Halbraum mit nicht-charakter-
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istischem Rand.)
3. Ω = IRn und grad(P ) = 2.
4. Ω = IR2.
Der dritte dieser vier Fa¨lle erlaubt es uns, ein Beispiel fu¨r einen nicht-
hyperbolischen Differentialoperator anzugeben, welcher trotzdem eine (p, κ)-
Rechtsinverse besitzt.
4.1 Notwendige und hinreichende Bedingungen fu¨r
die Existenz von (p, κ)-Rechtsinversen
Nach [MTV90] bezeichnet man eine offene Menge Ω ⊂ IRn als P -konvex
mit Schranken, falls folgende Bedingung erfu¨llt ist:
Fu¨r jede kompakte Menge K ⊂ Ω existiert eine kompakte Menge L mit
der Eigenschaft K ⊂ L ⊂ Ω derart, dass fu¨r jede in Ω relativ kompakte
Teilmenge ω mit L ⊂ ω Parameter s ∈ IN0 und C > 0 existieren, so dass
fu¨r jedes ν ∈ E ′(ω) mit
P (−D)ν|ω\K ∈ B0
bereits
ν|ω\L ∈ C ·B−s(ω \ L)
erfu¨llt ist, wobei B0 die abgeschlossene Einheitskugel im L2(IRn) und
B−s(ω \ L) die abgeschlossene Einheitskugel des Sobolevraums W−s(ω \ L)
bezeichnet .
Dies ist a¨quivalent dazu (siehe [MTV90], Theorem 2.7), dass
P (D) : D ′(Ω)→ D ′(Ω)
beziehungsweise
P (D) : E (Ω)→ E (Ω),
eine stetige lineare Rechtsinverse besitzen.
Eine notwendige Bedingung fu¨r die Existenz von (p, κ)-Rechtsinversen
leiten wir aus dem folgenden Spezialfall des zweiten Theorems aus [BFM97]
ab:
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4.1 Satz
Existiert ein stetiger, linearer Operator R : E (Ω)→ D ′(Ω) mit P (D)R(f) =
f fu¨r jedes f aus E (Ω), so besitzt P (D) : E (Ω)→ E (Ω) eine stetige, lineare
Rechtsinverse.
Bemerkung : Man argumentiert hier mit Hilfe der Stetigkeit des Lo¨sungsope-
rators, dass unter der Voraussetzung des Satzes folgende Bedingung erfu¨llt
ist:
Fu¨r jedes ² > 0 gibt es ein 0 < δ < ² derart, dass fu¨r jedes
0 < η < δ ein ` ∈ IN existiert, so dass Folgendes gilt:
Fu¨r jedes f ∈ C`(Ω,Ωδ) existiert eine Distribution g ∈ D ′(Ωη,Ω²)
mit P (D)g = f|Ωη .
Diese Bedingung ist nach [MTV90], Theorem 2.7, a¨quivalent dazu, dass der
Operator P (D) : E (Ω) → E (Ω) eine stetige, lineare Rechtsinverse besitzt
beziehungsweise die Menge Ω P -konvex mit Schranken ist.
Beachten wir 1.13 und wenden Satz 4.1 auf den Differentialoperator
P (D) : B`ocp,κ(Ω)→ Bp,κ/P˜ (Ω) an, so ergibt sich unmittelbar
4.2 Korollar
Besitzt P (D) : B`ocp,κ(Ω)→ Bp,κ/P˜ (Ω) eine Rechtsinverse, so ist die Menge Ω
P -konvex mit Schranken.
Als Anwendung von Korollar 4.2 erhalten wir das folgende
4.3 Korollar
Ist n ≥ 2, so existiert auf keiner offenen Menge Ω ⊂ IRn zum Differential-
operator
P (D) : B`ocp,κ(Ω)→ B`ocp,κ/P˜ (Ω)
eine (p,κ)-Rechtsinverse, wenn P (D) hypoelliptisch ist.
Ga¨be es na¨mlich eine solche Menge Ω, so wa¨re diese Menge auch P -konvex
mit Schranken, was jedoch [MTV90], Korollar 2.11, widersprechen wu¨rde.
Im Folgenden werden unter der Voraussetzung gewisser regula¨rer Funda-
mentallo¨sungen E Rechtsinverse konstruiert. Durch lokalendliche Summen
von Ausdru¨cken der Form
ϕf ∗ E , (4.1)
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wobei ϕ eine geeignete Abschneidefunktion ist, ko¨nnen wir dies erreichen.
Dabei muss darauf geachtet werden, dass diese Faltung wieder ein Element
des Raums B`ocp,κ(Ω) ist.
Eine einfache Technik, entnommen aus dem Beweis der ersten Proposi-
tion aus [MTV96a], ergibt im Fall Ω = IRn eine hinreichende Bedingung fu¨r
die Existenz von (p, κ)-Rechtsinversen:
4.4 Proposition
Ist Ω = IRn und es existieren m regula¨re Fundamentallo¨sungen E1, . . . Em
mit
supp(Ej) ⊂ IRn \Kj , j ∈ {1, . . .m},
wobei die Kj offene, konvexe Kegel mit Spitze im Nullpunkt sind. U¨berde-
cken die Kegel K1, . . .Km die Einheitsspha¨re im IRn, dann existiert fu¨r jedes
Paar (p, κ) ∈ [1,∞)×K eine (p, κ)-Rechtsinverse des Differentialoperators
P (D) auf IRn.
Beweis: Wir wa¨hlen eine nach [Hoer63], Theorem 3.1.1, existierende re-
gula¨re Fundamentallo¨sung E0 und eine C∞-Teilung der Eins (ϕj)j∈{0,...,m}





eine (p, κ)-Rechtsinverse auf IRn zu erhalten. 2
Im Fall beliebiger, offener Mengen Ω zeigen wir mit der Technik des Lem-
mas 2.4 aus [MTV96b] folgendes hinreichendes Kriterium fu¨r die Existenz
einer (p,κ)-Rechtsinversen:
4.5 Satz
Es sei Ω ⊂ IRn offen. Es gelte:
(Bed. 4.1)
Fu¨r jede Menge K ⊂⊂ Ω gibt es eine Menge M ⊂⊂ Ω
derart, dass fu¨r jede Menge L ⊂⊂ Ω und fu¨r alle ξ ∈ Ω\M
ein E ∈ B`oc∞,P˜ (IRn) existiert mit
• supp(E) ∩ (K − ξ) = ∅
• supp(P (D)E − δ0) ∩ (L− ξ) = ∅ .
Dann besitzt P (D) fu¨r jedes Paar (p,κ)∈ [1,∞)×K eine (p,κ)-Rechtsinverse
auf der Menge Ω.
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Aus Vereinfachungsgru¨nden zeigen wir zuvor:
4.6 Lemma
Es sei Ω ⊂ IRn offen. Gilt Bedingung (Bed. 4.1), so existiert eine Folge
(Ωk)k∈IN von Teilmengen der Menge Ω derart, dass fu¨r jede Zahl k ∈ IN
die Menge Ωk relativ kompakt in der Menge Ωk+1 liegt, die Vereinigung der
Mengen Ωk gleich der Menge Ω und folgende Bedingung erfu¨llt ist:
Fu¨r jedes ξ ∈ Ωk+2\Ωk+1 existieren Distributionen Eξ ∈ B`oc∞,P˜ (IRn) und
Tξ ∈ B`oc∞,1(IRn) mit
• supp(Eξ) ⊂ (IRn\Ωk)− ξ
• P (D)Eξ = δ0 + Tξ, wobei supp(Tξ) ⊂ (IRn\Ωk+3)− ξ .
Beweis: Man bilde eine Ausscho¨pfung der Menge Ω durch Mengen
Ω˜k :=
{
x ∈ Ω : |x| < k und dist(x, ∂Ω) > 1
k
}
, k ≥ 1 .
Man wa¨hle nun eine Teilausscho¨pfung durch
Ω1 := Ω˜1,
Ω2 := Ω˜k2 , wobei k2 = max{2,min{j ∈ IN :MΩ1 ⊂ Ω˜j}}
Ωq := Ω˜kq , wobei kq = max{kq−1 + 1,min{j ∈ IN :MΩq−1 ⊂ Ω˜j}}
fu¨r q ≥ 3. Ist dann ξ ∈ Ωk+2\Ωk+1 fu¨r ein k ∈ IN, so gibt es mit der Definition
K := Ωk eine Menge MΩk ⊂ Ωk+1, so dass fu¨r dieses ξ ∈ Ω\MΩk und L :=
Ωk+3 ein E ∈ B`oc∞,P˜ (IRn) existiert, so dass einerseits supp(E)∩ (Ωk − ξ) = ∅
und andererseits supp(P (D)E − δ0) ⊂ ((IRn\Ωk+3)− ξ). 2
Beweis des Satzes 4.5: Gibt es fu¨r eine offene Menge Ω ⊂ IRn eine
Folge (Ωk)k∈IN wie in Lemma 4.6 beschrieben, so ko¨nnen wir den Beweis des
Lemmas 2.4 aus [MTV96b] entsprechend u¨bertragen und erhalten fu¨r jedes
k ∈ {n ∈ IN : n ≥ 3} (Ω0 := Ω−1 := Ω−2 := ∅) einen stetigen, linearen
Operator
Rk : B`ocp,κ/P˜ (Ω,Ωk)→ B`ocp,κ(Ω,Ωk−2)
welcher die Eigenschaft
P (D)Rk(f)|Ωk+1 = f|Ωk+1
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besitzt. Zusa¨tzlich definieren wir noch den linearen, stetigen Operator
R0 : B`ocp,κ/P˜ (Ω,Ω0) → B`ocp,κ(Ω,Ω−2)
f 7→ E ∗ (ψf),
wobei E eine regula¨re Fundamentallo¨sung von P (D) ist und ψ ∈ D(Ω4) eine
Testfunktion mit ψ|Ω3 ≡ 1.







hinzu, so ko¨nnen wir die Beweistechnik von Lemma
2.2 aus [MTV96b] anwenden und erhalten die gesuchte Rechtsinverse. 2
Bemerkungen: Man sieht, dass in der folgenden hinreichenden Bedingung
aus [MTV90]
(MTV vi.) Es gibt eine Folge (Ωk) von offenen Teilmengen von Ω mit
Ωk ⊂⊂ Ωk+1 und Ω =
⋃∞
k=1Ωk, so dass fu¨r alle ξ ∈ Ωk+2 \Ωk+1
es Eξ, Tξ ∈ D ′ gibt, so dass
1. supp (Eξ) ⊂ (IRn \ Ωk)− ξ
2. P (D)Eξ = δ0 + Tξ, wobei supp (Tξ) ⊂ (Ωk+4 \ Ωk+3)− ξ
die Distributionen Eξ und Tξ durch eine regula¨re Fundamentallo¨sung Eξ ∈
B`oc∞,P˜ (IR
n) sowie eine Restdistribution Tξ ∈ B`oc∞,1(IRn) ersetzt werden ko¨nnen,
um eine hinreichende Bedingung fu¨r die Existenz einer (p,κ)-Rechtsinversen
zu erhalten. Die schwa¨chere Bedingung an den Tra¨ger der Restdistribution
kann auch im allgemeinen Fall gestellt werden, was mit Hilfe der Beweis-
technik beispielsweise des Theorems 2 aus [BFM97] gezeigt werden kann.
Formuliert man die (Bed 4.1) anstatt fu¨r B`ocp,κ-Ra¨ume fu¨r allgemeine
Distributionen, so ist dies a¨quivalent zu folgender Bedingung aus [MTV90]
(MTV iii.) Fu¨r alle ² > 0 gibt es ein 0 < ζ0 < ² so dass fu¨r alle 0 < σ <
η < ζ < ζ0 und alle ξ ∈ Ωη \ Ωζ es ein Eξ ∈ D ′ gibt, so dass
folgendes gilt:
1. supp Eξ ⊂ (IRn \ Ω²)− ξ
2. P (D)Eξ = δ0 + Tξ, wobei supp (Tξ) ⊂ (Ωσ \ Ωη)− ξ .
Offen ist hingegen die Frage, ob die hinreichende Bedingung (Bed. 4.1) zur
Existenz einer (p,κ)-Rechtsinversen auch notwendig ist.
Ein Vorgehen, analog zu [MTV90], Lemma 2.1, ermo¨glicht es leider nicht,
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Fundamentallo¨sungen gleichzeitig mit genu¨gender Regularita¨t und genu¨gend
großen ”Lo¨chern im Tra¨ger“ zu erzeugen.
Jedoch im Falle bestimmter Differentialoperatoren und geeigneter Men-
gen Ω haben wir genu¨gend viele regula¨re Fundamentallo¨sungen mit ”Lo¨chern
im Tra¨ger“ zur Verfu¨gung, um (p,κ)-Rechtsinversen zu konstruieren, wie der
folgende Abschnitt zeigen wird.
4.2 U¨ber die Existenz von (p,κ)-Rechtsinversen im
hyperbolischen Fall
Im Folgenden bezeichnen wir fu¨r 0 6= N ∈ IRn mit
H±(N) := {x ∈ IRn : 〈x,N〉 ≷ 0}
den ”oberen“ beziehungsweise ”unteren“ offenen Halbraum zum Normalen-
vektorN . Des weiteren erinnern wir kurz an die Definition (fu¨r die Definition
des Hauptteils Pm eines Polynoms P siehe Abschnitt 1.1) der Hyperbolizita¨t
des Operators P (D):
4.7 Definition
Ein partieller Differentialoperator P (D) heißt hyperbolisch in Bezug auf
den Vektor N ∈ IRn, falls fu¨r den Hauptteil Pm des Polynoms P die Un-
gleichung Pm(N) 6= 0 gilt (man spricht in diesem Falle davon, dass N nicht-
charakteristisch fu¨r P ist) und es ein τ0 ∈ IR gibt, so dass die Petrowski-
Bedingung
P (ξ + iτN) 6= 0, falls τ < τ0 und ξ ∈ IRn
erfu¨llt ist.
Die starke Aussage (vergleiche Theorem 5.6.1 [Hoer63]), dass zu jedem
in Bezug auf den reellen Vektor N hyperbolischen Differentialoperator P (D)
eine regula¨re Fundamentallo¨sung mit Tra¨ger in einem abgeschlossenen Teil-
kegel der Menge H+(N) existiert in Verbindung mit der Aussage, dass jeder
in Bezug auf den Vektor N hyperbolische Differentialoperator ebenfalls in
Bezug auf −N hyperbolisch ist (vergleiche Theorem 5.5.1 [Hoer63]) sorgt
dafu¨r, dass in verschiedenen Situationen die Bedingung (Bed. 4.1) erfu¨llt ist.
Zuna¨chst beweisen wir unter Beachtung von [MTV90], Theorem 3.8, das
folgende
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Theorem C Fu¨r ein nicht-konstantes, komplexes Polynom P sind a¨quiva-
lent:
1. P (D) ist hyperbolisch in Bezug auf jeden nicht-charakteristischen Vek-
tor N ∈ IRn.
2. Fu¨r jedes Paar (p,κ)∈ [1,∞)×K und jede offene, konvexe Menge Ω
besitzt P (D) eine (p,κ)-Rechtsinverse.
3. Es existiert eine offene, beschra¨nkte Teilmenge ∅ 6= Ω ⊂ IRn mit C1-
Rand und ein Paar (p,κ)∈ [1,∞)×K derart, dass der Operator P (D)
eine (p,κ)-Rechtsinverse besitzt.
4. Jede offene, konvexe Menge Ω ist P -konvex mit Schranken.
5. Es existiert eine offene, beschra¨nkte Teilmenge ∅ 6= Ω ⊂ IRn mit C1-
Rand, welche P -konvex mit Schranken ist.
Beweis:
Es genu¨gt hier der Nachweis der Implikation 1. ⇒ 2, da die anderen
Implikationen in [MTV90] bewiesen werden, aus Korollar 4.2 folgen oder
aber trivial sind.
Um also aus der ersten Bedingung die zweite Bedingung zu folgern, wa¨hle
man eine offene, konvexe Menge Ω ⊂ IRn. Zuna¨chst beobachten wir, dass
die Menge
{x ∈ Sn−1 : Pm(x) 6= 0}
dicht in Sn−1 liegt. Wa¨re dies nicht der Fall, so wu¨rde wegen der Homoge-
nita¨t des Hauptteils des Polynoms Pm eine offene Teilmenge des IRn exis-
tieren, auf welcher das Polynom Pm verschwinden wu¨rde. Mit dem Satz
von Taylor wu¨rde dann aber Pm identisch verschwinden. Dies ist jedoch ein
Widerspruch, da P als nicht-konstant angenommen wurde.
Also existiert eine Ausscho¨pfung (Ωk)k∈IN der Menge Ω aus konvexen,
offenen Polyedern Ωk derart, dass deren Seiten nicht-charakteristisch fu¨r das
Polynom P sind.
Wa¨hle nun ein festes k ∈ IN und ein ξ ∈ Ωk+2 \ Ωk+1. Unter diesen
Umsta¨nden folgt, dass es eine Hyperebene
H := {x ∈ IRn : 〈x,N〉 = 0}
durch den Nullpunkt gibt, so dass H ∩ Ωk+1 − ξ = ∅ und welche nicht-
charakteristisch fu¨r das Polynom P ist. Nach Voraussetzung ist der Operator
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dann hyperbolisch in Bezug auf N und es existiert eine Fundamentallo¨sung
Eξ ∈ B`oc∞,p˜(IRn) mit der Eigenschaft
supp(Eξ) ⊂ (IRn \ Ωk+1)− ξ ⊂ (IRn \ Ωk)− ξ.
Man beachte hier, dass die Fundamentallo¨sung nach [Hoer63], Theorem
5.6.1, in einem echten Kegel liegt (bzw. der Tra¨ger enthalten in einer Menge
{x ∈ IRn : 〈x, N˜〉 ≥ ε|x|} fu¨r ein ε > 0 ist). Satz 4.5 zeigt dann die Existenz
einer stetigen, linearen Rechtsinversen. 2
In dem Fall, dass die Menge Ω ein offener Halbraum mit nicht-charakter-
istischem Normalenvektor ist, erhalten wir die A¨quivalenz zwischen Hy-
perbolizita¨t in Richtung des Normalenvektors, der Existenz einer (p,κ)-
Rechtsinversen auf Ω und der P -Konvexita¨t mit Schranken der Menge Ω:
4.8 Proposition
Ist Ω ein offener Halbraum mit nicht-charakteristischem Normalenvektor
N ∈ IRn, so sind folgende Bedingungen a¨quivalent:
1. P (D) ist hyperbolisch in Bezug auf den Vektor N .
2. P (D) : B`ocp,κ(Ω)→ B`ocp,κ/P˜ (Ω) besitzt eine stetige, lineare Rechtsinverse.
3. Die Menge Ω ist P -konvex mit Schranken.
Beweis: Unter Nutzung der Technik aus Proposition 3.2, [MTV90], erhal-
ten wir die Implikation 1.⇒ 2., indem wir eine geeignete Teilung der Eins
(ϕj)j∈IN0 auf Ω wa¨hlen und mithilfe der nach Voraussetzung existierenden
regula¨ren Fundamentallo¨sungen E+ und E− eine Rechtsinverse




angeben. Die anderen Implikationen sind klar. 2
U¨bertragen wir den Beweis der Proposition 4 aus [MTV96a] entspre-
chend, so sehen wir, dass man unter gewissen Umsta¨nden auf die Bedin-
gung, dass der Normalenvektor auf dem Halbraum nicht-charakteristisch
sein muss, verzichten kann:
4.9 Proposition
Sei N ∈ IRn ein charakteristischer Vektor fu¨r das Polynom P ∈ IC[z1, . . . , zn].
Es seien weiter folgende zwei Bedingungen erfu¨llt:
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• Es existiert ein Paar (p,κ)∈ [1,∞)×K derart, dass P (D) auf IRn eine
(p,κ)-Rechtsinverse besitzt.
• Es existiert eine Fundamentallo¨sung E ∈ B`oc∞,P˜ (IRn) fu¨r P(D) mit
supp (E) ⊂ H−(N) (supp (E) ⊂ H+(N)).
Dann besitzt P (D) auf der MengeH+(N) (H−(N)) eine (p,κ)-Rechtsinverse.
Die Existenz von (p,κ)-Rechtsinversen auf einer Folge offener Mengen
u¨bertra¨gt sich auf deren nicht-leeren Durchschnitt.
Genauer gilt der folgende
4.10 Satz




i =: Ω offen und nicht-leer ist. Besitzt fu¨r jedes i ∈ IN
der Operator P (D) auf der Menge Ωi eine (p,κ)-Rechtsinverse, so besitzt
P (D) auch auf der Menge Ω eine (p,κ)-Rechtsinverse.
Bemerkung: Wir wa¨hlen, anders als im Beweis von [MTV90], Korollar
2.10, dargestellt, einen konstruktiven Beweis, der auch im Falle D ′(Ω) (be-
ziehungsweise E (Ω)) zum Ziel fu¨hrt.
Bevor wir zum eigentlichen Nachweis des Satzes kommen, werden wir
folgende Hilfsaussage zeigen:
4.11 Lemma
Unter obigen Voraussetzungen gibt es fu¨r jedes ε > 0 ein δ > 0 derart, dass
fu¨r jedes η ∈ (0, δ) eine stetige lineare Abbildung
S : {f ∈ B`ocp,κ/p˜(Ω) : supp(f) ⊂ Ωη\Ωδ } → {f ∈ B`ocp,κ(Ω) : supp(f)∩Ωε = ∅}
mit P (D)S(f) = f fu¨r jedes f ∈ {f ∈ B`ocp,κ/p˜(Ω) : supp(f) ⊂ Ωη \ Ωδ }
existiert.
Beweis des Lemmas: Sei ε > 0 vorgegeben. Dann gibt es zuna¨chst einmal
fu¨r jeden Index i ∈ IN eine Zahl εi > 0 derart, dass die abgeschlossene
Submenge Ωε von Ω in der Submenge (Ωi)εi von Ω
i enthalten ist. Damit
existiert aber fu¨r jeden Index i ∈ IN ein δi ∈ (0, εi) und Abbildungen Ri :
B`ocp,κ/p˜(Ω
i)→ B`ocp,κ(Ωi), welche die Eigenschaft P (D)Ri = idB`oc
p,κ/p˜
(Ωi) besitzen
und aus Stetigkeitsgru¨nden zusa¨tzlich
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erfu¨llen.
Aufgrund der Tatsache, dass die Mengen (Ωi)δi jeweils kompakte Teil-
mengen der Menge Ωi sind, gibt es ein δ > 0 derart, dass
⋂
i∈IN (Ωi)δi ⊂ Ωδ
ist. Ist nun η ∈ (0, δ), so ist ⋃i∈INΩ \ (Ωi)δi eine offene U¨berdeckung der
Menge Ωη \ Ωδ. Da Ωη \ Ωδ kompakt ist, existiert eine Zahl m ∈ IN und
Indizes i1, . . . , im derart, dass Ωη \ Ωδ ⊂
⋃m
j=1Ω \ (Ωij )δij gilt. Man wa¨hle
nun eine Teilung der Eins von
⋃m
j=1Ω \ (Ωij )δij mit Funktionen ϕ1, . . . , ϕm,
welche
supp(ϕν) ⊂ Ω \ (Ωiν )δiν fu¨r alle ν ∈ {1, . . . ,m}





Da die Funktion ϕij auf der Menge (Ω
ij )δij verschwindet und damit ebenfalls
ϕijf dort verschwindet, verschwindet schließlich Rij (ϕijf) auf der Menge
(Ωij )εij . Aufgrund der Tatsache
Ωε ⊂ (Ωij )εij ∀ j ∈ {1, . . . ,m}
gilt dann auch




Rij (ϕijf) = R(f) = 0 auf Ωε .
Damit ist die Aussage bewiesen. 2
Beweis von Satz 4.10: Man wa¨hle eine geeignete Nullfolge (εn)n∈IN (bei-
spielsweise gibt man sich ein ε1 > 0 vor, setzt dann ε2 = δ1, danach ε3 = δ2
usw.) und nach Lemma 4.11 existierende stetige, lineare Abbildungen
Rn : {f ∈ B`ocp,κ/p˜(Ω) : supp(f) ⊂ Ωεn+3 \Ωεn+1 } → {f ∈ B`ocp,κ(Ω) : f|Ωεn ≡ 0}
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mit der Eigenschaft P (D)Rn(f) = f in der Einschra¨nkung auf die Menge
dom(Rn). Dann wa¨hle man eine Teilung der Eins (ϕn)n∈IN0 von Ω derart,
dass
supp(ϕn) ⊂ Ωεn+3 \ Ωεn+1
fu¨r jedes n ∈ IN gilt und supp(ϕ0) ⊂ Ωε3 . Da nach Voraussetzung fu¨r
den Operator P (D) : B`ocp,κ(Ω1) → B`ocp,κ/p˜(Ω1) eine (p,κ)-Rechtsinverse R0 :
B`ocp,κ/p˜(Ω1)→ B`ocp,κ(Ω1) existiert, ko¨nnen wir
R(f) := R0(ϕ0f)|Ω +
∞∑
n=1
Rn(ϕnf), f ∈ B`ocp,κ/P˜ (Ω),
bilden, wobei ϕ0f ∈ B`ocp,κ/p˜(Ω1) durch triviale Fortsetzung entstand. 2
Mit Proposition 4.8 und Satz 4.10 erhalten wir fu¨r konvexe Polyeder
folgendes
4.12 Korollar
Sei Ω ein offener, konvexer Polyeder im IRn mit Seiten, deren Normalenvek-
toren nicht-charakteristisch fu¨r P sind. Dann sind a¨quivalent:
1. P (D) ist hyperbolisch in Bezug auf jeden Vektor, welcher normal auf
einer Seite von Ω steht.
2. Fu¨r jedes Paar (p,κ)∈ [1,∞) × K besitzt P (D) auf Ω eine (p,κ)-
Rechtsinverse.
3. Es existiert ein Paar (p,κ)∈ [1,∞)×K derart, dass P (D) auf Ω eine
(p,κ)-Rechtsinverse besitzt.
4. Die Menge Ω ist P -konvex mit Schranken.
Im Spezialfall n = 2 gilt unter Beachtung von [MTV90], Theorem 4.11,
folgender
4.13 Satz
Ist n = 2, so sind die Bedingungen 1. bis 5. aus Theorem C a¨quivalent zu
folgenden Bedingungen:
6. IR2 ist P -konvex mit Schranken.
7. P ist hyperbolisch in Bezug auf einen Vektor N ∈ IR2.
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8. Jeder irreduzible Faktor von P ist hyperbolisch in Bezug auf jede nicht-
charakteristische Richtung.
9. Es existiert ein Paar (p,κ)∈ [1,∞) × K , so dass P (D) auf IR2 eine
(p,κ)-Rechtsinverse besitzt.
10. Fu¨r jedes Paar (p,κ)∈ [1,∞)×K besitzt P (D) eine (p,κ)-Rechtsinverse
auf IR2.
Beweis: Die A¨quivalenz der Bedingungen 1. bis 8. ergibt sich mit Hilfe
von Theorem 4.11, [MTV90]. Mit Korollar 4.2 erhalten wir die Implikation
10.⇒9.⇒6. . Ist Bedingung 7. erfu¨llt, so ko¨nnen wir durch die Definition
R : B`ocp,κ/P˜ (IR
n) → B`ocp,κ(IRn)
f 7→ E− ∗ (ψ1f) + E+ ∗ (ψ2f) + E+ ∗ (ψ3f)
fu¨r jedes Paar (p,κ)∈ [1,∞)×K eine (p,κ)-Rechtsinverse auf IRn definieren.
Dabei sind die E− und E+ die nach Voraussetzung existierenden regula¨ren
Fundamentallo¨sungen mit Tra¨gern in den beiden entsprechenden abgeschlos-
senen Halbra¨umen und ψi(x) := ϕi(〈x,N〉), i ∈ {1, 2, 3}, mit Hilfe einer Tei-
lung der Eins ϕ1, ϕ2, ϕ3 ∈ D(IR) von {(−∞, 0), (−1, 1), (0,∞)} definierte
glatte Funktionen. Damit erhalten wir die Implikation 7.⇒ 10. . 2
4.3 Der Fall grad(P ) = 2 und Ω = IRn
Auch im Fall grad(P ) = 2 und Ω = IRn ist die Existenz einer (p, κ)-
Rechtsinversen a¨quivalent dazu, dass die Menge Ω P -konvex mit Schranken
ist. Es gilt na¨mlich folgendes
Theorem D Ist grad(P ) = 2 und Ω = IRn, so sind a¨quivalent:
1. Ω ist P -konvex mit Schranken.
2. Fu¨r alle Paare (p,κ)∈ [1,∞) × K besitzt der Operator P (D) eine
(p,κ)-Rechtsinverse auf Ω.
3. Es existiert ein Paar (p,κ)∈ [1,∞)×K mit der Eigenschaft, dass der
Operator P (D) eine (p,κ)-Rechtsinverse auf Ω besitzt.
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Beweis: Es genu¨gt, lediglich die Implikation 1)⇒ 2) zu zeigen, denn die
Implikation 2)⇒ 3) ist trivial und die Implikation 3)⇒ 1) folgt aus Satz 4.1.
Aus Korollar 1 zu Theorem 3 in [MTV96a] geht hervor, dass im Falle eines
nicht-konstanten Polynoms vom Grad 2 aus der Existenz einer stetigen,
linearen Rechtsinversen zum Differentialoperator
P (D) : D ′(IRn)→ D ′(IRn)
die Existenz einer Basis {N1, . . . , Nn} von IRn und Fundamentallo¨sungen




j ) ⊂ H±(Nj), j ∈ {1, . . . , n},
folgt.
Sei nunK ⊂⊂ IRn vorgegeben. Des Weiteren seiM := BR(0) ⊃ K mitR > 0
so groß gewa¨hlt, dass fu¨r jedes ξ ∈ IRn\M ein j0 ∈ {1, . . . , n} existiert, so
dass
(K − ξ) ∩ {x ∈ IRn : 〈x,Nj0〉 = 0} = ∅
gilt. Ist weiter L ⊂⊂ IRn und ξ ∈ IRn\M , so ko¨nnen wir Theorem 12.8.13
aus [Hoer83b] auf die Vektoren N = N1, . . . , Nn,−N1, . . . ,−Nn , die Menge
X = (L−ξ) sowie f = δ0 ∈ B∞,1 anwenden. Damit erhalten wir die Existenz
einer Distribution u ∈ B∞,P˜ ⊂ B`oc∞,P˜ (IRn) mit den Eigenschaften
supp(u) ∩ (K − ξ) = ∅ und P (D)u = δ0 auf (L− ξ) .
Wegen Satz 4.5 folgt schließlich die Behauptung. 2
Eine Anwendung von Theorem D ist das folgende Beispiel, welches zeigt,




P (z1, z2, z3, z4) := z21 + z
2
2 − z23 − z24 .
Dann besitzt der entsprechende Differentialoperator eine (p,κ)-Rechtsinverse
auf IR4, ist aber nicht hyperbolisch.
Beweis: Nach [MTV90], 4.9, besitzt P (D) eine Rechtsinverse auf E (IR4)
und wegen Theorem D existiert fu¨r jedes Paar (p,κ) dann eine (p,κ)-Rechts-




Die Frage, ob im Allgemeinen die P -Konvexita¨t mit Schranken fu¨r die Exis-
tenz einer (p,κ)-Rechtsinversen hinreichend ist, liesse sich positiv beantwor-
ten, falls man folgendes Stetigkeitsproblem lo¨sen ko¨nnte:
Gibt es eine stetige, lineare Rechtsinverse R zum partiellen Differential-
operator
P (D) : D ′(Ω)→ D ′(Ω),
so ist die Abbildung R insbesondere surjektiv und wegen Theorem 3.6.3
[Hoer83a] ist die Menge Ω damit (stark) P -konvex. Wegen der P -Konvexita¨t
mit Schranken wiederum existiert zu jeder Menge K ⊂⊂ Ω eine (gro¨ßere)
MengeK ′ ⊂⊂ Ω, so dass fu¨r jede Menge L ⊂⊂ Ω und jeden Vektor ξ ∈ Ω\K ′
die Abbildung
Eξ,K,L : (D(K) + P (−D)D(L)) → IC
ϕ+ P (−D)ψ 7→ ψ(ξ)
die Einschra¨nkung einer Distribution ist. Die Wohldefiniertheit der Abbil-
dung Eξ,K,L ergibt sich dabei durch die P -Konvexita¨t der Menge Ω, denn:
Gibt es ϕ1, ϕ2 ∈ D(K) und ψ1, ψ2 ∈ P (−D)D(L) mit
ϕ1 + P (−D)ψ1 = ϕ2 + P (−D)ψ2 ,
so ist wegen supp(ϕ1 − ϕ2) ⊂ K dann supp(ψ2 − ψ1) ⊂ K ′. Ist dann ξ ∈
IRn \K ′, so gilt ψ2(ξ)− ψ1(ξ) = 0 beziehungsweise ψ2(ξ) = ψ1(ξ).
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V. Offene Fragen
Das Problem besteht nun darin, festzustellen, ob sich diese Abbildung
zu einem Element des Raumes B′1,1/P˜ (∼= B∞,P˜ ) fortsetzen la¨ßt. Dazu statten
wir den Urbildraum mit der Norm des Raumes B1,1/P˜ aus.
Anders ausgedru¨ckt lautet die Frage: Gibt es eine Konstante C > 0
derart, dass die Abscha¨tzung
|ψ(ξ)| ≤ C‖ϕ+ P (−D)ψ‖1,1/P˜
erfu¨llt ist?
Spezielle wichtige offene Fragen sind die Folgenden:
1. Ist die Menge IRn P -konvex mit Schranken, gibt es dann (p, κ)-Rechts-
inversen auf IRn?











eine (p, κ)-Rechtsinverse auf IR3?
3. Ist die Existenz von (p, κ)-Rechtsinversen im Sinne von Phragme´n-
Lindelo¨f-Bedingungen charakterisierbar (vgl. Abschnitt 3.3)?
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