We consider the Dirichlet problem for two types of degenerate elliptic Hessian equations . New results about solvability of the equations in the C 1,1 space are provided.
Introduction
This article is closely related to [11] , [7] and [15] . A second-order partial differential equation is called Hessian equation if it is of the form F (u xx ) = f, where (u xx ) is the Hessian matrix of u and F (w) only depends on the eigenvalues of the symmetric matrix w.
Here we are concerned with the Dirichlet problem for two types of degenerate Hessian equations: The solvability of non-degenerate equations is proved by establishing the C 2,α estimate of the solutions (see [1] , [13] and [14] ). For nondegenerate equations, we also refer the reader to the works [10] , [1] , [3] and [6] . It is well-known that there exists a unique admissible weak solution to degenerate problem (see [22] ). To show the existence and uniqueness of solutions in C 1,1 , it suffices to obtain a priori estimate of the second order derivatives of smooth solutions to the approximating non-degenerate equations (cf. Lemma 4.5) .
For the degenerate case, a global upper bound for the second-order derivatives of admissible solutions to the Dirichlet problem of Hessian equations, and more general Bellman equations, was established by N.V. Krylov in a series of papers [15] - [18] . In [15] a few concrete equations similar to (1.1) and (1.2) like
, k < m, and, in particular, P m (u xx ) = (g + ) m as k = 0, are treated as the applications of the general theory.
Later, for the case of the Monge-Ampère equation
the solvability in the C 1,1 space was proved in [7] by P. Guan, N.S. Trudinger and X-J. Wang with a different approach. The power d−1 of g was also shown to be optimal by an example in [23] . A modification of such example shows that m − 1 is the lowest possible power of g when there exist second derivatives estimates for solutions of the m-Hessian equations (see also recent [11] , where the authors did a very good survey of the literature on the Hessian equations). As pointed out in [7] , the techniques there rest on the fact that the solution is convex in case m = d, which in general does not always hold true for m-Hessian equations. With g m−1 on the right-hand side, the solvability of the general degenerate m-Hessian equations in the C 1,1 space is still unknown. The purpose of this paper is to prove the solvability of the Dirichlet problems of type (1.1) with C 3,1 boundary data, and also the Dirichlet problems for the degenerate m−Hessian equations (1.2) with homogeneous boundary data. Our results improve the corresponding results in [15] . Quite a few arguments in the paper are based on or follow the results in [15] and [17] . The technique we use is to reduce the Hessian equations to the elliptic Bellman's equations and then apply the general theorems on the Bellman equations, which were introduced in [15] . Owing to an observation that a certain function is quasiconvex (Theorem 3.4) we are able to apply this technique to show the solvability of equation (1.2) .
The article is organized as follows. Our two main theorems (2.5 and 2.6) are given in the following section. Theorem 2.5 is proved in Section 3. We prove some preliminary results and give the estimates of u, u x in Section 4 and 5. In Section 6, we use the maximum principle in a subdomain and reduce the estimation of second order derivatives to the estimation of their values on the boundary. After that, the tangential and mixed second derivatives on the boundary are estimated in Section 7. The normal second derivative is estimated in the Section 8, and this completes the proof of Theorem 2.6.
To conclude the introduction, we explain some notation used in what follows: R d is a d-dimensional Euclidean space with a fixed orthonormal basis. A typical point in R d is denoted by x = (x 1 , x 2 , ..., x d ). As usual the summation convention over repeated indices is enforced. For any l = (l 1 , l 2 , . . . , l d ) ∈ R d and any differentiable function u on R d , we denote D l u = u x i l i and D 2 l u = u x i x j l i l j , etc. Let d ≥ 2, m be positive integers, 2 ≤ m ≤ d. We denote by S d the set of all symmetric d × d matrices, R + (R 0 + ) the set of all nonnegative (strictly positive) real numbers and M + (M 0 + ) the set of all nonnegative (strictly positive) symmetric d × d matrices.
Various constants are denoted by N and δ in general and the expression N = N(·) means that the given constant N depends only on the contents of the parentheses.
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The Setting and Main Results
Define P m (λ) = P m,d (λ) as the mth elementary symmetric polynomial of the variables λ = (λ 1 , λ 2 , ..., λ d ). For any symmetric d × d matrix w, define λ(w) as a vector of eigenvalues of w with arbitrary order and define P m (w) = P m (λ(w)). Let C m = C m,d be the open connected component of the set {w ∈ S d : P m (w) > 0} which contains the identity matrix I.
is a smooth bounded domain with connected boundary. We say D is m − 1-convex if for a large number K and any point on ∂D we have
where κ 1 , ..., κ d−1 are the principle curvatures of ∂D at this point evaluated with respect to the interior normal to ∂D.
is called m−admissible if the Hessian matrix of the second order Sobolev derivatives (u xx ) is inC m for almost any x ∈ D.
In this article, we always assume that D is an m − 1-convex bounded domain of class C 3,1 with connected boundary. We are concerned with the following two Dirichlet problems for the elliptic Hessian equations,
where l 0 , ..., l m−1 are bounded real valued functions in R d and φ ∈ C 3,1 (R d ), and the m−Hessian equation,
Assumption 2.3. For some sufficiently large number K and any k = 0, 1, · · · , m − 1 the functions l k (x) + K|x| 2 and g(x) + K|x| 2 are convex onD, and
Remark 2.4. Typically, inequality (2.6) holds if g ∈ C 1,1 (R d ) is nonnegative and g C 1,1 ≤ K/2. We note here that (2.6) is also needed in [7] as well, for example, in the proof of Lemma 2.1 there. Because of that the result of [7] does not completely cover the result in [15] about det(u xx ) = (g + ) d since (g + ) d/(d−1) may not satisfy (2.6).
Here come our two main results. 
for any t > 0. Moreover, if k l + k > 0 inD, then u ∈ C 2,α (D) for an α ∈ (0, 1). Theorem 2.6. Under the above assumptions, there exists a unique m−admissible solution u ∈ C 1,1 (D)of the Dirichlet problem (2.4)-(2.5) with homogeneous boundary condition ,i.e. φ ≡ 0. Moreover, the solution u satisfies (2.4) almost everywhere in D and admits an estimate
(2.7) Assumption 2.3 and in addition we assume more g near ∂D, that is for some large K 1 ,
Proof of Theorem 2.5
Firstly, let's restate some results, which can be found, for instance, in [15] , as the following two lemmas. The following lemma can be easily proved by direct calculation of the Hessian matrix. 
As a corollary of Lemma 3.2 and 3.3, the function
The proof of Theorem 2.5 relies on the following observation.
Due to the homogeneity, to prove the theorem it suffices to prove the inequality
For k = 0, ..., m − 1, let α k ,α k be the nonnegative numbers such that
Then,
Owing to the concavity of (P m /P m−1 )(w), we get
By using (3.2) and (3.3), for k = 1, ..., m − 1 we have
. For any ε > 0, the equalities above imply the following
Again, owing to the concavity of (P k /P k−1 )(w) in C m and the corollary of Lemma 3.3, we obtain
As a consequence,
Letting ε ↓ 0 and taking the limit yield
Inequality (3.1) follows if we add (3.4) and (3.5) together, and the theorem is proved.
Finally, by relying on Theorem 3.4 at one point, we can essentially reproduce Krylov's approach in [15] with very few modifications (cf. Remark 5.14, 5.16 of [15] ). The idea is to reduce the equation to a Bellman's equation and apply a general existence and uniqueness result on degenerate elliptic Bellman's equations proved in [18] by a probabilistic argument, or by an analytic approach in [16] and [17] . In detail, due to Theorem 3.4 we can easily get that
is convex in l in the sense that for any w i ∈ Θ(l i ), i = 1, 2 we have
Then after one reduces the equation to a Bellman's equation, the free term is semi-concave so that the regularity theory for Bellman's equations is applicable. Theorem 2.5 improves the corresponding result in [15] also from the point of view of the following remark.
Remark 3.5. The same conclusion as in Theorem 2.5 holds true if we replace (2.2) by
for any s ≥ 0, where f k : R + → R + are continuous functions and f
then due to Theorem 3.4 and the convexity of f
i.e. G 1 (w, l) is also quasiconvex in C m ×R m + . Thus our assertion follows.
Some Preliminary Results
In what follows, we consider the following Dirichlet problem for 2 ≤ m ≤ d:
where g ∈ C 1,1 (D) is nonnegative and P m is defined in Section 2. We focus on the solution u such that (u xx ) ∈C m for any x ∈ D.
Proof. Let η be a nonzero vector in R d . We have
Since the rank of ηη T is one, P m (v + tηη T ) is linear in t. Thus,
Hence it holds that η T K(v)η > 0, and the lemma is proved.
The following corollary is an immediate consequence of Lemmas 3.1 and 4.1.
submatricies obtained by deleting the kth row and kth column of (v ij )
(ii) Moreover, for any orthogonal matrix Q, it holds that
Proof. The key idea of the proof of part (i) is to use the properties of hyperbolic polynomials. We treat P m (v) as a homogenous polynomial
It's known that for any µ ∈ R d , all roots of the polynomial P m (µ + tλ 0 ) are real, where λ 0 = (1, 1, ..., 1) (cf. Corollary 6.5 of [15] 
This proves the first part of the lemma.
To prove the second part, first notice that P m and C m are both invariant under orthogonal transformations. Suppose w is a symmetric matrix. We have
Since w is an arbitrary symmetric matrix, the conclusion of (ii) follows immediately. 
is concave in C m (see, for instance, Theorem 6.4 of [15] ). We get
The last equality is because P m is a homogeneous polynomial of degree m. In case c > 0, because the infimum above is attained when ω = v and also because Tr(K(v)) > 0, equality (4.4) follows immediately. If c = 0, then one has v ∈ ∂C m . Note that
and v + εI ∈ C m . For any real number ε > 0, we have 
Therefore, from (4.4) we obtain t 1 = 0, and the lemma is proved.
where
. Owing to Theorem 1.1 of [22] , (4.1)-(4.2) has a unique admissible weak solution u ∈ C 0 (D) in the sense that for a sequence of m-
The following lemma will be proved in Section 9. Due to Lemma 4.5, from now on, we always assume that g is positive onD and belongs to C 2 (D). In this case, it's known that u ∈ C 4 (D) ∩ C 2 (D). Because the infimum in (4.7) is attained when ω = u xx , it is easy to see that (4.7) is equivalent to a uniformly elliptic Bellman equation inf
Let ξ be a unit vector in R d . Denote λ 1 (x), ..., λ d (x) to be the eigenvalues of the Hessian matrix u xx (x). Due to Lemma 3.1, we have
(4.9)
We can get more than (4.9). Define Λ 2 as the open connected component of the set {λ ∈ R d : P 2 (λ) > 0} which contains the vector (1, 1, ..., 1). Since (u xx ) ∈ C m ⊂ C 2 , we have λ := (λ 1 , λ 2 , ..., λ d ) ∈ Λ 2 . Obviously, λ ε := (1, ε, ε, ..., ε) is also in Λ 2 for any ε > 0. Thus by Theorem 6.4(i) in [15] with λ ε and P 2 in place of λ 1 and Q m respectively, we get
By letting ε ↓ 0 and taking the limit, we get
Of course, (4.10) remains true if we replace 1 by any i = 2, 3, ..., d.
If max i λ i (x) < 1, due to (4.9), we immediately get an estimate of λ i (x), i = 1, 2, ..., d. And this yields the estimate of (u xx ). Therefore, in the sequel we only consider the region
Due to (4.10), in D ′ we have P 1 (u xx ) ≥ 1. where N depends only on K.
Proof. Note that (P k (w)/ d k ) is a log-concave function of k for k = 0, 1, ..., m (cf., for instance, Corollary 6.5 [15] ). So in D ′ we have Near ∂D let ψ 2 = dist(x, ∂D) if x ∈D, ψ 2 = −dist(x, ∂D) if x / ∈ D. By a standard argument in [15] , we can define ψ 1 = ψ 2 − tψ 2 2 near ∂D with t sufficiently large and continue ψ 1 in an appropriate manner such that N(K, d) and we can find ρ = ρ(K, d) > 0 such that for any
Denote Ω to be the closure of
Obviously, Ω is a compact set. Owing to Lemma 4.3, by a compactness argument we obtain the following corollary. Proof. For any x ∈∆ ρ we can find a number ε > 0 such that −ψ 1,xx − εI ∈ C m . Then we have
Because both Ω and∆ ρ are compact, there exists δ > 0 such that Tr(vψ 1,xx (x)) < −δ. The last assertion follows immediately from the definition of ψ 1 .
Let ψ 0 = (2R + 1) 2 − |x − x 0 | 2 , where R is the diameter of D and x 0 is a point in D. Since Tr(a(w)) = 1, it holds that L w ψ 0 = −2 for any w ∈ C m . Thus Assumption 1.2 (a), (b) in [18] are satisfied and the following lemma is proved in [18] , Lemma 1.1. 
Estimates of u and u x
In this section, we will give some estimates of u and u x . Proof. Denoteũ = u − φ. Since P m is a homogeneous polynomial of degree m, we have Tr a(u xx (x))ũ xx = mg m−1 (x)/Tr K(u xx (x)) − Tr a(u xx (x))φ xx .
(5.1) From the positiveness of K(u xx ), equality (5.1) can be looked at as a second order elliptic equation ofũ. Due to (4.12), the right hand side of (5.1) is bounded by a constant depending only on K, d and m. After using the comparison principle, we get what we expected. Proof. After differentiating (4.1) in the direction ξ, we get
Owing to (2.6) and (4.12), the absolute value of the right-hand side of (5.2) is less than Upon using Lemma 5.1, we get the estimate of the first derivative on the boundary:
and the lemma is proved.
We also need a lower bound for the normal first order derivative D n u on the boundary ∂D. Because g is not always equal to 0 in D and u = 0 on ∂D, by the strong maximum principle, we get u is strictly positive in D.
Since D is a C 3,1 domain, we can find two positive numbers ε 1 and ε 2 depending only on K satisfying: (i) for any x ∈ ∂D, there is a ball B x of radius ε 1 which is inside D and ∂B x and ∂D are tangent at x; (ii) for any x ∈ ∂D, if we look at x as "north poll", then the south half ball of B x is in D \ ∆ ε 2 .
Next, we claim that there exists γ 0 = γ 0 (D, d, K) > 0 such that
We prove this by contradiction. If this is not true, we can find two sequences x j ∈D, g j ∈ C 2 (D) such that (5.4) and also u j solves (4.1)-(4.2) with g j in place of g such that sup D\∆ε 2 u j → 0, as j → +∞. (5.5) BecauseD is compact, after passing to a subsequence, we may assume However, by the strong maximum principle, u 0 is strictly negative in D and bounded away from 0 on D \ ∆ ε 2 , which contradicts (5.5). Now for any x ∈ ∂D, we consider u in the ball B x . By the previous proof, we have u ≤ −γ 0 on the south half sphere and u(x) = 0. Moreover, u is subharmonic in B x . Denote v to a harmonic function in B x with boundary data 0 on the north half sphere and −γ 0 on the south half sphere. By the comparison principle again we have u(y) ≤ v(y) in B x , and therefore D n u(x) ≤ D n v(x) < 0. Actually, by our construction of v, D n v(x) only depends on K and d (not x). This completes the proof of the lemma.
Interior second order derivatives
Here, our goal is to firstly give an interior estimate of the second order derivatives of the solution via the estimates on the boundary of the second order derivatives.
Note that for any function H(α, x) which is twice differentiable in x, if inf α∈A H(α, x) is also twice differentiable, then for any ξ ∈ R d pointwisely we have
where α 0 ∈ A such that H(α 0 , x) = inf α∈A H(α, x). After differentiating (4.7) twice in the direction ξ, we get
. Because of (2.6), (4.1) and (4.5), we obtain
Observe that by Lemma 4.1, (6.1) is an elliptic equation in D. Combining (4.11) with the comparison principle for the elliptic equations in D ′ , we get an upper estimate
The last inequality is because
To obtain the lower estimate, it remains to use (4.9) again. As a conclusion, we get Theorem 6.1. Let u ∈ C 4 (D) ∩ C 2 (D) be the solution of (4.1) in D and satisfies (u xx (x)) ∈ C m in D. Then
where N is a constant depending only on K and d.
Remark 6.2. It turns out that to get (6.3) it suffices to assume ∆g to be bounded from below. Indeed, under this condition, instead of (6.1) and (6.2) we have
The last estimate together with (4.10) yields (6.3).
Tangential and mixed second order derivatives
For any x ∈ ∂D, after a shift of the origin and an orthogonal transformation, we may suppose x is the origin and x n -axis is the inner normal. By further transforming the coordinate x ′ = (x 1 , ..., x n−1 ), we can assume in a small neighborhood U 0 of x, ∂D can be represented by x n =ψ(x ′ ) and u x i x j (0) = 0 for i = j, i, j = 1, ..., n−1. Here x n −ψ(x ′ ) is in the class of C 3,1 (Ū 0 ) and
Then it suffices to estimate u x j x j (0), u x j x n (0) and u x n x n (0), where j = 1, ..., n − 1.
The estimation of the tangential second order derivatives on the boundary is standard (cf. [7] , [17] ). We differentiate the equality u(x ′ ,ψ(x ′ )) = 0 twice with respect to x j , j = 1, ..., n − 1, and get
which along with Theorem 5.2 gives a bound for u x j x j (0). Next, let's estimate the mixed derivatives u x j x n (0). We start with introduce a few more objects. Denote A to be the space of all skewsymmetric matrices and for p ∈ A we set a(w, p) = a(e p we −p ) = e p a(w)e −p , σ = √ 2a, f (w, p, x) = f (w, x).
For ξ ∈ R d , we also define P (w, x)ξ = P (x)ξ with value in A by the formula
. Since e p C m e −p = C m and f (e p we −p , x) = f (w, x), we have
Owing to the proof of Theorem 5.9 of [15] , there exist positive numbers δ 1 and δ 2 depending only on K and d such that by taking B 1 := δ 1 I d the following assumption is satisfied. This assumption is exactly Assumption 1.2 (d) of [17] with K there equal to 0. Assumption 7.1. For any x ∈ ∂D, ξ⊥ψ 1x (x), |ξ| = 1, w ∈ C m , p = 0 we have (B 1 ξ, ξ) = δ 1 and
The estimation of the mixed second order derivatives is a direct application of Theorem 1.10 of [17] . First notice that, as we mentioned before, (4.7) is equivalent to (4.8) , which is uniformly elliptic. Next, to estimate the mixed second order derivatives we consider the function u = u/ψ, which satisfies a higher dimensional elliptic Bellman equation on an auxiliary manifold. Then the problem is reduced to the estimation of tangential first order derivatives ofū on the manifold. In turn, actually it suffices to have f (w, ·) to be in C 1 (D), which is already satisfied in our case due to (4.14) . As a conclusion we get Lemma 7.2. Under our assumptions, there exist positive constants ρ = ρ(K, d) and N = N(K, d) such that for any x ∈ ∂D and unit τ ⊥ψ x (x) we have
This immediately implies the estimate of u x j x n (0), j = 1, ..., n − 1.
Normal second order derivatives
We use the equation (2.4) itself to estimate the normal second order derivative u x n x n (0). Equation (2.4) at the origin can be rewritten as u x n x n (0)P m−1,d−1 u x 1 x 1 (0), · · · , u x n−1 x n−1 (0) + G = g m−1 (0), (8.1) where G is a sum of products of u x j x j (0) and u x j x n (0), j = 1, · · · , n − 1. By the results of Section 7, we have |G| ≤ N(K, d).
(8.2)
Due to (2.1), (7.1) and Lemma 5.3, we get Thus for the non-degenerate case g > 0 in D, we get the estimate for |u xx | on ∂D, and subsequently in D by Theorem 6.1. For the general case, we only have to use Lemma 4.5.
Remark 8.1. It is worth noting that when we estimate the second order derivatives on the boundary ∂D, we only use the fact N(K, d) .
So to get the boundary estimates, it suffices to assume g 2(m−1)/m ∈ C 1 (D), which in general is weaker than the condition that g itself is in C 1 (D).
Remark 8.2. Our method can be carried over to a larger class of Hessian equations P m (u xx + h) = g m−1 (8.5) with zero boundary condition, where h ∈ C 1,1 (D,C m ) is aC m -valued function satisfying the following condition:
Naturally, we look for solutions such that u xx + h ∈C m (a.e.). Indeed, as we mentioned before, for large t on ∂D we have −ψ 1,xx ∈ C m . Due to Corollary 4.2 on ∂D we have diag{κ 1 , · · · , κ d−1 } ∈ C m−1 . As before, we can rewrite (8.5) as a Bellman equation where L w and f (w, x) are defined in the same way as in (4.7). By the same method we can get the estimates of u and u x , and reduce the interior estimate of u xx to the estimates of u xx on the boundary. Under the linear transformation introduced at the beginning of Section 7, h(0) becomesh(0). Denoteh n to be the (d − 1) × (d − 1) submatrix obtained by deleting the nth row and nth column ofh(0). By Corollary 4.2,h n is inC m−1,d−1 . After estimating the tangential and mixed second order derivatives on the boundary in a similar way, we can obtain the estimate of u x n x n (0) by using the equation (8.5) itself and the inequality P m−1,d−1 diag{u x 1 x 1 (0), · · · , u x n−1 x n−1 (0)} +h n ≥ P m−1,d−1 diag{u x 1 x 1 (0), · · · , u x n−1 x n−1 (0)} = P m−1,d−1 diag{−u x n (0)ψ x 1 x 1 (0), · · · , −u x n (0)ψ x n−1 x n−1 (0)} ≥ (−u x n (0)) m−1 P m−1,d−1 ψ x 1 x 1 (0), · · · ,ψ x n−1 x n−1 (0) ≥ δ(D, K, d) > 0.
Here in the first step we use the inequality Let g n be a sequence of strictly positive functions in C 2 (D) such that for n = 1, 2, · · · , the functions g n (x) + 2K|x| 2 are convex onD and inf D g n ≥ 1/(2n), g n C 1 (D) ≤ 2K, g n − g C 0 (D) ≤ 1/n.
By our assumption there exists N = N(D, d, K) such that v n C 2 (Ω) ≤ N(D, d, K), m = 1, 2, · · · , (9.1)
where v n ∈ C 2 (D) ∩ C 4 (D) is the solution of (4.1) with g n in place of g and with zero Dirichlet boundary condition. By Arzelà-Ascoli theorem, after passing to a subsequence if necessary, {v n } converges in C 1 (D) to a function v. Again by (9.1) we get v ∈ C 1,1 (D) and v C 1,1 (Ω) ≤ N(D, d, K).
Owing to the uniqueness of the admissible weak solution, we obtain u = v, u C 1,1 (Ω) ≤ N(D, d, K).
This completes the proof of (i).
To prove (ii) we use the idea in the proof of Lemma 7.3.4 [14] . Let Ω be a countable dense subset of C m . Obviously, one has After multiplying (9.2) by a nonnegative function η ∈ C ∞ 0 (D), integrating by parts, passing to the limit over the sequence n and integrating by parts again, we obtain Because η ∈ C ∞ 0 (D) is arbitrary, we further get a ij (w)u x i x j (·) + f (w, ·) ≥ 0 a.e. in D.
Since Ω is a countable set, we reach Note that the elliptic operator inf w∈Cm [L w + ε∆] is uniformly nondegenerate. Owning to Theorem 3.6.3 [14] , after passing to the limit over the sequence n we obtain Letting ε ↓ 0 yields an inequality opposite to (9.3). The lemma is proved.
