Extracting predictions from cosmological theories that describe a multiverse, for what we are likely to observe in our domain, is crucial to establishing the validity of these theories. One way to extract such predictions is from theorygenerated probability distributions that allow for selection effects-generally expressed in terms of assumptions about anthropic conditionalization and how typical we are. In this paper, I urge three lessons about typicality in multiverse settings. (i) Because it is difficult to characterize our observational situation in the multiverse, we cannot assume that we are typical (as in the 'principle of mediocrity'): nor can we ignore the issue of typicality, for it has a measurable impact on predictions for our observations. (ii) There are spectra of assumptions about both conditionalization and typicality, which lead to coincident predictions for our observations, leading to problems of confirmation in multiverse cosmology. And moreover, (iii) when one has the freedom to consider competing theories of the multiverse, the assumption of typicality may not lead to the highest likelihoods for our observations. These three entwined aspects of typicality imply that positive assertions about our typicality, such as the 'principle of mediocrity', are more questionable than has been recently claimed.
Introduction
A startling prediction of a range of modern cosmological theories is that there exist domains outside our observable horizon, where the fundamental constants of nature, and perhaps the effective laws of physics more generally, vary. These multi-domain universes (henceforth 'multiverses') can be described by inflationary theories (Steinhardt 1983 , Vilenkin 1983 , Linde 1983 , 1986a , 1986b , and have also attracted attention as a result of the discovery of the string theory landscape (Bousso and Polchinski 2000 , Kachru et al. 2003 , Susskind 2003 .
In this context, a pressing question is: how can we ascertain the existence of such a multiverse? Short of directly observing such a structure, one test is via a comparison between theory-generated probability distributions for observables, and observations that we make in our domain. Defining probability distributions in multiverse scenarios is, however, beset with difficulties (Aguirre 2007) . One must select a measure, and deal with infinities that are often associated with such measures; and even if one makes headway on such issues, the presumed parsimony of description of any fundamental theory that describes a multiverse will most likely render probabilities for our observations very small (Hartle 2007) . To facilitate the required comparison between theory-generated probability distributions and our observations, it has been argued that anthropic conditionalization is needed. But it is problematic how to achieve such conditionalization, since it is unclear who or what we should be conditionalizing on, as well as which physical parameters are needed to describe the object of the conditionalization.
Even if one manages to address these problems in a plausible way, a third stumbling block remains, which will constitute the focus of this paper. Namely, a suitable measure and conditionalization scheme might make our observations more likely: but the question remains how likely or typical should they be, before we can consider them to have provided support for the theory under consideration?
One means to address this question is through the 'principle of mediocrity' (sonamed, and advocated, by Vilenkin in various works, e.g., Vilenkin 1995) , which in more current terminology, claims that we should assume that we are typical of any reference class to which we believe we belong. Thus a given cosmological theory, measure, and suitable conditionalization scheme, which in combination, effectively define this reference class, will give rise to a probability distribution whose typical values constitute its predictions for what we may observe. The argument then goes that if we indeed observe these typical values, then our observations provide support for the conjunction of the theory, measure, and conditionalization scheme being considered.
In this paper, I systematically present, for a philosophical audience, recent results that explore assumptions about typicality in three complementary settings (Azhar 2014 (Azhar , 2015 (Azhar , 2016 . First, in section 2, following Azhar (2014), I argue that under what is called top-down conditionalization [following Aguirre and Tegmark (2005) ], namely, when we conditionalize our distributions by demanding consistency with (all relevant) experimental evidence, we cannot simply assume typicality [as argued by Garriga and Vilenkin (2008) ], nor can we effectively ignore typicality (Weinstein 2006) . I maintain, via a concrete example related to dark matter, that typicality dramatically affects top-down predictions, exemplifying the sense in which errors in reasoning about typicality translate to errors in the assessment of predictive power. I thereby advocate a line of thinking promoted by Srednicki and Hartle (2010) : who argue for the inclusion of 'xerographic distributions' in the computation of probability distributions for observables, where these xerographic distributions encode a variety of assumptions about typicality. One thus effectively tests a 'framework' (in their terminology); namely, the conjunction of four items: a theory, a measure, a conditionalization scheme, and a typicality assumption as given by a xerographic distribution.
Second, in section 3, following Azhar (2016) , I argue that assumptions about typicality matter in the sense that different frameworks can give rise to the same prediction for what we are likely to observe in our domain. Thus there is a significant and problematic under-determination of multiverse frameworks by data.
Third, in section 4, following Azhar (2015) , I report on a test of the principle of mediocrity, which uses xerographic distributions in a multiverse model that generalizes a cosmological model of Hartle and Srednicki (2007, 2010) . I argue that for a fixed theory, the assumption of typicality gives rise to the highest likelihoods for our data. If, however, one allows the underlying theory and the assumption of typicality to vary, then the assumption of typicality does not always give rise to the highest likelihoods. Understood from a Bayesian perspective, these results show that when one has the freedom to vary both the underlying theory and the xerographic distribution, one should find the combination of the two that maximizes the posterior probability, and then from this combination, one can infer how typical we are.
Through these three entwined aspects of typicality, therefore, I conclude (in section 5) that the principle of mediocrity is more questionable than has been recently claimed (Gott 1993 , Vilenkin 1995 , Page 1996 , Bostrom 2002 , Garriga and Vilenkin 2008 .
Typicality Matters
The problem of extracting predictions from multiverse scenarios is a difficult, almost forbidding, one. Indeed, the implicit optimism of the first line of section 1 should be tempered with the warning that it is unclear that we presently have a theory of the multiverse. What we do have are tentative extensions of more accepted theories into unfamiliar regimes of energy and time [such as the extension of inflation into the regime of eternal inflation-see Guth (2007) for a review], which hint at the existence of a multiverse. And what hints do exist paint a startling picture, set in the arena of a (presumably classical) spacetime, some parts of which undergo inflation forever.
In this paper, we will set aside this warning, and turn instead to the question: assuming we do have such a theory of the multiverse, how will we be able to test it? We also set aside the issue of direct observation of the multiverse [although there are attempts to ascertain at least the local nature of the multiverse through collisions of other domains with ours-see Aguirre and Johnson (2011) for a review], and focus instead on how we can extract predictions for observables, such as parameters of the standard models of particle physics and cosmology, or other related parameters. Such predictions are naturally extracted from probability distributions over those parameters. Aguirre (2007) lays out seven related steps one needs to take in order to extract testable predictions. One can distill those steps into three main ones, which I now outline [see also Azhar and Butterfield (2016) ]. This distillation is also useful because it maps our discussion onto the predictive scheme first outlined by Srednicki and Hartle (2010) , which I will go on to endorse later in the paper.
Assume then, that one has a theory T that describes a multiverse. There are three problems one needs to address, each of which brings one successively closer to a prediction based on a probability distribution generated from T , and each of which is necessary to elicit a crisp prediction.
(i) The measure problem: The first problem is the need to specify the sample space, and in particular, the type of object D that are elements of this sample space (to fix terminology: sets of these objects are events, over which probability measures are then defined). For example, a natural choice would be to fix D to be a domain; but what if there are some domains that are much larger than othersshould we count these larger domains in the same way as the smaller ones? The answers to such questions (which are not specified a priori ) dictate probabilities for various parameters defined over the D-objects. This problem is aggravated by the fact that often, measures over reasonable candidates for these objects are infinite. And though means of regularizing these infinities have been proposed, the resulting probabilities are sensitive to the regularization scheme employed. The combination of the lack of an unambiguous sample space, together with difficulties associated with infinities that arise in eternal inflation is called the 'measure problem' [see, e.g., Freivogel (2011) ].
(ii) The conditionalization problem: It is likely that even with a solution to the measure problem in hand, probabilities for observables taking the values that we in fact measure will be small. So instead of then simply rejecting T (with its corresponding solution to the measure problem) on the grounds that it is not predictive, one conditionalizes the probability distribution by: excising domains that do not satisfy specified criteria C, and renormalizing the resulting probability distribution. But it is not clear what the criteria C should be; and different choices lead to different probabilities for observables, and thus, naturally, to different predictions (we develop examples of conditionalization schemes below). This problem is known as the 'conditionalization problem' [see Aguirre and Tegmark (2005) ].
(iii) The typicality problem: Finally, even if one has determined a measure and a conditionalization scheme, one faces the issue, which we will largely focus on in this paper, of ascertaining how typical we are of the resulting domains. The assumption that we are typical is known as the principle of mediocrity. Precisely what assumption we should adopt is the 'typicality problem'.
From a conceptual point of view, it is plausible that an appropriate measure and conditionalization scheme will render us more typical, and so the conditionalization scheme described in (ii) and the problem of typicality described in (iii) are correlated. But as I argued in Azhar (2014) , inherent ambiguities in any chosen conditionalization scheme leave open a broad spectrum of plausible assumptions about typicality.
For example, one could perform conditionalization in accordance with Carter's Weak Anthropic Principle (WAP) (Carter 1974 ; see also discussions in: Barrow and Tipler 1986 , Earman 1987 , and Bostrom 2002 . This states:
". . . what we can expect to observe must be restricted by the conditions necessary for our presence as observers" (Carter 1974, p. 291) .
So, one way forward would be to determine precisely what these conditions areand an intimate part of this determination is figuring out exactly what is meant by 'us'. Weinstein (2006) indeed points this out: that there is an ambiguity in the WAP amounting to whether it is referring to just 'observers' or indeed more specifically, to us. In either case, I hold, there are problems associated with determining how to put the required constraint into concrete terms that we can input into our physical theories. And this problem remains if one tries to conditionalize only on (some precise version of) 'our observational situation' (ostensibly avoiding mention of human/anthropic matters).
A plausible suggestion in light of these difficulties is to perform what is known as 'top-down' conditionalization (Aguirre and Tegmark 2005) . This is the idea that we conditionalize by fixing the values of all parameters in our theory to those that we have already observed, with a view towards then predicting the value of the observable we are actually interested in. There are, however, conceptual concerns with this approach [outlined in Azhar (2015, section V) ]; such as the need to guarantee that the observable to be predicted is indeed correlated with the conditionalization scheme, but not overly so, as this would open one to the charge of circularity. Finding a balance in this situation is a difficult open problem.
Setting aside conceptual or even technical difficulties in this situation, it is interesting to explore the question of whether in this highly constrained scenario, typicality makes a significant difference to predictions. For if, in a practical setting it doesn't, then one could use top-down conditionalization to significantly reduce the number of problems one faces in extracting predictions [as outlined in (i)-(iii) above].
Indeed, in Azhar (2014) , I expressly address this issue, building on work by Aguirre and Tegmark (2005) . The particular example I explore involves the prediction, in simplified multiverse settings, of the total number of species that contribute significantly to dark matter, under the assumption of top-down conditionalization.
1 The conditionalization is achieved by fixing the total density ρ (given by a dimensionless dark-matter-to-baryon ratio), to the observed value ρ obs . This latter quantity was recently confirmed by the Planck Collaboration to be: ρ obs ≈ 5 (Ade et al. 2015) . Aguirre and Tegmark (2005) show that under the assumption of typicality (i.e., where the prediction is determined by the peak of the relevant probability distribution over densities of dark matter species), and for probabilistically independent species, there will be multiple species that contribute significantly to the total dark matter density. In Azhar (2014) , I go on to show that there are directions in the parameter space defined by densities of the various species, where the density of just a single dark matter species dominates, and that therefore, assumptions about typicality can change predictions in ways that are experimentally accessible. These results are further explored and supported under more general assumptions in Azhar (2016, section III): viz. where the densities of the various species can be probabilistically correlated or independent.
Thus, in such (admittedly simplified) settings, typicality matters, both because it is not a superfluous conceptual addition to the problems discussed in (i) and (ii) above, and because even in the most constrained (top-down) scenarios, assumptions about typicality can significantly change physical predictions.
Typicality and Problems of Confirmation
There is nothing in section 2 that suggests that the impact of typicality is lessened if we relax the constrained nature of the conditionalization scheme advocated there. Indeed, Aguirre and Tegmark (2005) discuss a 'spectrum of conditionalization' that includes, in addition to top-down conditionalization: (i) the bottom-up approach, namely, no conditionalization of the theory-generated probability distribution at all; and (ii) 'anthropic' conditionalization-which takes observers into account, in line with principles such as the WAP, but without being as stringent as top-down conditionalization. One would expect in each of these cases also, that typicality can play a significant role in impacting predictions. This is precisely what I explore in Azhar (2016) ; and in doing so, I uncover the existence of problems of confirmation, which I will discuss in this section.
For bottom-up conditionalization, a unimodal theory-generated probability distribution P ( ρ|T ) is assumed, where ρ :
corresponds to a collection of dimensionless dark-matter-to-baryon densities for some N components of dark matter. It is shown that if we are given no further information (such as information about the location of the peak of the distribution), then the chance is small for the peak of the distribution to fall along the equal density diagonal in the N -dimensional space defined by the different species' densities. So, assuming that the range over which that multiple distinct species contribute significantly to the total density of dark matter (see Bertone et al. 2005 ).
each of the species' densities can take values is much larger than N [see Azhar (2016, section II) for a more precise version of this assumption], the expected number of species sharing the highest density, under the assumption of typicality, is just one [where, as in section 2, typicality corresponds to being under the peak of a (conditionalized) theory-generated probability distribution]. Conversely, under atypicality, for a broad range of theory-generated distributions, this situation can change, and multiple species can contribute significantly to the total dark matter density.
As mentioned in section 2, the relationship between typicality and the number of species that contribute significantly to the total dark matter density can be different in the top-down case. For particular (simple) probability distributions, in Azhar (2016, sections III A and III B), I show that multiple species contribute significantly in the case of typicality, and that there exist directions in parameter space such that atypicality leads to a single dominant component. This is the opposite prediction to that found in the bottom-up case.
2
The anthropic case is more subtle. The question of how one should conditionalize in accordance with anthropic considerations is, as I mentioned in section 1, fraught with conceptual and technical difficulties. To make progress on this issue, Aguirre and Tegmark (2005) propose that a weighting factor W (ρ) can be introduced, that multiplies the theory-generated probability distribution P ( ρ|T ), and which expresses the probability of finding domains in which we might exist as a function of (in this case) the total density of dark matter ρ := N i=1 ρ i . The product of P ( ρ|T ) and W (ρ) is then renormalized to give a distribution that putatively takes anthropic considerations into account (in this admittedly simplified setting). Of course, how faithfully this approach relates to 'observers', is tied to the degree to which W (ρ) faithfully represents probabilities for observers as a function of the parameter of interest (i.e., ρ). In the absence of concrete means to determine this connection, we can only speculate about what sorts of predictions such a scheme might yield.
And so in Azhar (2016) , I take up such speculations by assuming a particular form for W (ρ) whose main feature is a Gaussian fall-off as a function of the total dark matter density ρ [as in Aguirre and Tegmark (2005) ]. I then explore how assumptions about typicality can change the prediction for the total number of species N EQ , that contribute equally to the total dark matter density ('EQ' for 'equal'). That is, a variation on the nature of the discussion presented in the bottom-up and top-down cases is explored for this conditionalization scheme, where one can bound the total 2 Of course, this conclusion depends on the assumed probability distribution, and in Azhar (2016, Section III C), I investigate one example in which typicality in the top-down approach corresponds to one species contributing significantly to the total dark matter density, and atypicality corresponds either to equal contributions from multiple species (viz. two species-in the restricted example studied there), or to a single species that is more dominant than in the case of typicality. More to the point, in more realistic cosmological settings, the relevant probability distribution should be uniquely determined by theoretical considerations (excepting ambiguities that may arise from the measure problem), and thus, for top-down conditionalization (or indeed any other conditionalization scheme), just one broad set of conclusions resulting from considerations of typicality will arise. number of species N itself (in the other two cases, N is fixed by assumption at the outset). I find that atypicality can indeed affect predictions for N EQ in significant ways. As just one example of this effect [see figure 3a in Azhar (2016) ], the assumption of typicality for correlated species of dark matter that are distributed in a Gaussian manner, can yield a total of N EQ = 2 or 5, whereas under atypicality, N EQ = 7. One thus finds that atypicality has a measurable effect on the total number of equally contributing species of dark matter.
For each of the three conditionalization schemes discussed above, it is clear that typicality matters; and it turns out that it does so in such a way as to lead to coincident predictions. In the examples above, these predictions were for the total number of significantly contributing species of dark matter, as a function of what Srednicki and Hartle (2010) call a 'framework': namely, the conjunction of a theory that gives rise to a multiverse (including an associated measure), a conditionalization scheme, and an assumption about typicality. Indeed as shown in Azhar (2016) , different frameworks can generate the same prediction for the total number of species that contribute significantly to the total dark matter density-whether that number comprises just one dominant species or multiple species.
From the point of view of confirmation, this insight implies that the experimental determination of the total number of species that contribute significantly to dark matter would not distinguish between frameworks. That is, there is a significant under-determination of multiverse frameworks by data. In more realistic cosmological circumstances then, if such under-determination is robust to the choice of observables we aim to predict the values of, and we do not invoke more intricate confirmation schemes-such as Bayesian analysis, which would allow us to invoke priors over frameworks to help in their demarcation-then we must conclude that our observations alone won't be enough to confirm a single multiverse framework.
Typicality as the Best Strategy
Thus far I have argued that assumptions about typicality are important, since they can make a difference to predictions derived from theories of the multiverse (sections 2 and 3). And different typicality assumptions, when included as part of various multiverse frameworks, can lead to the same prediction (section 3). So the question arises: is there an independent means by which we can favour certain typicality assumptions, so as to guide predictions generated from multiverse theories, as well as to aid in the task of framework confirmation? Srednicki and Hartle (2010) develop a Bayesian scheme that helps in addressing this issue. As mentioned in section 3, they contend that a prediction arises from a framework: namely, the conjunction of a theory T that describes a multiverse (or a "very large universe", in their language), a conditionalization scheme C, and an assumption about typicality that for now, we will label abstractly by ξ. Thus a prediction for data that we observe today, denoted by D 0 , is made via a theory-generated probability distribution P (D 0 |T , C, ξ), that is properly considered to be conditional on some framework {T , C, ξ}. If the prediction we extract from the framework is not verified in experiments, we have licence to change any one of its conjuncts, and to then reassess the predictive power of the new framework. Indeed, when we have a variety of frameworks at our disposal, we can formalize the task of confirmation through Bayesian analysis-and this is what Srednicki and Hartle endorse. That is, one constructs the posterior distribution P (T , C, ξ|D 0 ) ∝ P (D 0 |T , C, ξ)P (T , C, ξ), where P (T , C, ξ) is a prior over the framework given by {T , C, ξ}, and then the framework with the highest posterior probability is the one that is confirmed.
Typicality assumptions, i.e., various ξ's, are introduced via what Srednicki and Hartle dub 'xerographic distributions'. These are probability distributions that express, by assumption, the probability that we are at some location in a multiverse where a member of our reference class exists (generally, our reference class will have many members at different locations throughout the multiverse). To be more precise, xerographic distributions are most easily understood in the situation where the conditionalization scheme used to distinguish locations of interest yields a finite number of locations. If we assume that we are typical members of our reference class, the probability that we are at any one such location is the same, so that the xerographic distribution is the uniform distribution. Assumptions of atypicality can be expressed via non-uniform distributions over these locations.
It is broadly within this schema that in Azhar (2015) I look to 'test' the principle of mediocrity. I do this for a simple multiverse model that extends a model first introduced by Hartle and Srednicki (2007) . The model I consider has a total of N domains in the multiverse. Each domain either has observers in it or it does not (so the existence of observers can be mapped onto a binary variable in each domain-the total number of observers in any domain is not considered). There exists a single observable that can take one of two possible values (distinguished simply by coloureither red or blue). The assumption is made that we know (i) we exist (i.e., there exists at least one domain with observers in it) and (ii) we see a particular value of the observable (i.e., we see red).
The frameworks I consider consist of a set of theories T that specify just the colour of each domain. The conditionalization scheme implemented is, in effect, a limiting case of top-down conditionalization. Though, to bring both notation and terminology in the remainder of this section in line with Azhar (2015) , I will drop explicit mention of this conditionalization scheme, and will refer to frameworks as consisting of a theory and a xerographic distribution defined over some reference class. The uniform distribution that implements the principle of mediocrity is defined against a maximally specific reference class: namely, observers who see our data [i.e., observers who see red; note also that individual 'locations' over which xerographic distributions can be defined are just individual domains in this case]. Atypicality is then implemented by assuming uniform distributions over different reference classes (for example, the reference class of observers, regardless of the colour they see).
These considerations allow us to compute likelihoods for our data D 0 := there exist observers who see red. These likelihoods can be written, in the above notation, as P (D 0 |T , ξ), where again, ξ represents some xerographic distribution, with ξ PM representing the xerographic distribution that implements the principle of mediocrity. I assume that each of the frameworks that enter into the analysis do so with an equal prior, so that the posterior probability of a framework is proportional to its likelihood: P (T , ξ|D 0 ) ∝ P (D 0 |T , ξ). 'Testing typicality' then amounts to comparing appropriate likelihoods against one another: namely, comparing the relative sizes of P (D 0 |T , ξ PM ) and P (D 0 |T , ξ ); where ξ = ξ PM and where the theory T is allowed to vary as well.
I find two main results. The first is the fact that for a fixed theory, the xerographic distribution that implements the principle of mediocrity gives rise to the highest likelihoods for our data-so that by one measure, the principle of mediocrity does well. However (and this is the second main result), it is not universally the case that the principle of mediocrity provides the highest likelihoods. This second finding amounts to the statement that although for some theory T 1 , the xerographic distribution that implements the principle of mediocrity, ξ PM , provides the highest likelihoods for our data, it may well be that there is a second theory T 2 , which, when partnered with a xerographic distribution that does not implement the principle of mediocrity, gives rise to a higher likelihood than the framework {T 1 , ξ PM }. This is particularly pertinent when T 2 is a theory for which the principle of mediocrity is not a viable partner.
For example, there exist theories in which 'Boltzmann brains' exist and outnumber ordinary observers [see Albrecht and Sorbo (2004) , and De Simone et al. (2010) ]. Boltzmann brains can observe our data D 0 , but generally, their experimental record is disordered and uncorrelated with the past. Under such circumstances, it may well be that likelihoods for our data are highest when we presume we are typical observers in this scenario, but an unwanted consequence of this assumption is that we are then likely to be Boltzmann brains-namely, the theory, in conjunction with this typicality assumption (and the conditionalization scheme that is implicit throughout this discussion) is likely to predict that our future experiments will be disordered and uncorrelated with our past experiments. In such a situation, we would like to discount the principle of mediocrity, viz. ξ PM , as a plausible partner of this theory, without necessarily discarding the theory that gives rise to Boltzmann brains in the first place. Precisely this freedom is allowed by the scheme (described above) developed by Srednicki and Hartle (2010) . Now, the question arises: why would we want to support a theory in which we are not typical? Hartle and Srednicki (2007) provide an example that exposes a fallacy in this line of questioning: we are simply not justified in discarding a theory just because we would not be typical according to the theory. For example, if some theory predicted the existence of many more sentient beings on Jupiter than on Earth, then, ceteris paribus, it is unjustified to discard the theory just because we are atypical according to it. Combining the lesson from this example and the second main result obtained in Azhar (2015) , I conclude that it is legitimate to consider a framework that describes us as atypical, and it may well be that this framework is better confirmed in Bayesian terms than a framework (with a different theory) that implements the principle of mediocrity.
Conclusion
The principle of mediocrity is thus rather controversial in multiverse cosmology. It stems, of course, from our intuitions about how to reason in more controlled settings (such as in laboratory experiments), but its application to scenarios that we are less familiar with, such as those presented by cosmological theories that describe a multiverse, is fraught with complications.
As we have surveyed above, these complications involve (at least): (i) the problem that we cannot simply assume typicality, as it is far from clear who or what we restrict attention to when we conditionalize theory-generated probability distributions (even in top-down scenarios)-indeed, this is a live issue because assumptions about typicality can change the prediction for what we should expect to see; (ii) the issue that typicality matters in such a way as to lead to a severe under-determination of multiverse frameworks by data; and (iii) that the principle of mediocrity may not be the assumption that is the most predictive of our data, or indeed the most confirmed, in Bayesian terms.
It remains to ascertain the extent to which the above claims [(i)-(iii)], developed in rather stylized settings, apply to more realistic cosmological scenarios [see, e.g., Hartle and Hertog (2013 , 2016 ]. But for now, we must maintain that the principle of mediocrity is more questionable than has been generally claimed.
