Implicit Learning of Viewpoint-Independent Spatial Layouts by Taiga Tsuchiai et al.
ORIGINAL RESEARCH ARTICLE
published: 26 June 2012
doi: 10.3389/fpsyg.2012.00207
Implicit learning of viewpoint-independent spatial layouts
TaigaTsuchiai 1,2, Kazumichi Matsumiya1,2,3, Ichiro Kuriki 1,2,3 and Satoshi Shioiri 1,2,3*
1 Graduate School of Information Sciences, Tohoku University, Sendai, Japan
2 Japan Science andTechnology Agency, CREST, Sendai, Japan
3 Research Institute of Electrical Communication, Tohoku University, Sendai, Japan
Edited by:
Thomas J. Palmeri, Vanderbilt
University, USA
Reviewed by:
Eric Postma, Tilburg University,
Netherlands
Mintao Zhao, Brown University, USA
Amy L. Shelton, Johns Hopkins
University, USA
*Correspondence:
Satoshi Shioiri , Research Institute of
Electrical Communication, Tohoku
University, 2-1-1 Katahira, Aoba-ku,
Sendai 980-8577, Japan.
e-mail: shioiri@riec.tohoku.ac.jp
We usually perceive things in our surroundings as unchanged despite viewpoint changes
caused by self-motion.The visual system therefore must have a function to process objects
independently of viewpoint. In this study, we examined whether viewpoint-independent
spatial layout can be obtained implicitly. For this purpose, we used a contextual cueing
effect, a learning effect of spatial layout in visual search displays known to be an implicit
effect. We investigated the transfer of the contextual cueing effect to images from a dif-
ferent viewpoint by using visual search displays of 3D objects. For images from a different
viewpoint, the contextual cueing effect was maintained with self-motion but disappeared
when the display changed without self-motion.This indicates that there is an implicit learn-
ing effect in environment-centered coordinates and suggests that the spatial representation
of object layouts can be obtained and updated implicitly. We also showed that binocular
disparity plays an important role in the layout representations.
Keywords: viewpoint, implicit learning, contextual cueing effect, 3D, self-motion, environment-centered coordi-
nates, retinal coordinates, spatial updating
INTRODUCTION
Self-motion changes the viewpoint for seeing objects in our sur-
roundings. Despite the occurrence of a viewpoint change, we
perceive the objects and the scene around us as unchanged.
For stable visual perception, there must be a mechanism for
dealing with objects in extra-retinal/physical coordinates (spa-
tial or environment-centered coordinates). Whether the visual
system has environmental-centered representations can be exam-
ined by investigating whether perception depends on viewpoint.
Viewpoint-independent perception would indicate that the visual
system has representations that can be dealt in environment-
centered coordinates at least functionally.
There have been several studies on the viewpoint depen-
dence/independence of processes for object recognition. Some
researchers have shown that object perception is dependent on
viewpoint (Ullman, 1989; Bulthoff et al., 1995; Diwadkar and
McNamara, 1997; Hayward and Williams, 2000), whereas others
have shown that object perception is independent of it (Bieder-
man,1987; Hummel and Biederman,1992). Although the question
is still open, there could be different processes with differences in
viewpoint dependence (Burgund and Marsolek, 2000).
Layout perception is also important not only for moving
around the space but also for object perception. We need spatial
layout information for getting to a place, searching things, inter-
acting with objects as well as for object perception. Appropriate
spatial layouts facilitate object perception in variety of conditions
(Loftus and Mackworth, 1978; Shioiri and Ikeda, 1989; Holling-
worth and Henderson, 1999; Sanocki, 2003; Bar, 2004; Davenport
and Potter, 2004; Sanocki and Sulman, 2009).
The effect of viewpoint in the perception of object layouts is dif-
ferent from that in the perception of objects in terms of potential
contribution of self-motion. Viewing location is a critical factor in
layout perception because self-motion changes the retinal image
of the whole scene in a systematic manner. This is different from
object perception, where object motion also causes a change in
the retinal image of each object. Simons and Wang reported little
effect of viewpoint change due to self-motion on perceiving scenes
or object layouts (Simons and Wang, 1998; Wang and Simons,
1999). This contrasts to a clear viewpoint dependency without
self-motion (McNamara and Diwadkar, 1997). They suggest that
self-motion is a critical factor although self-motion may not be
required when rich visual cues are present (Riecke et al., 2007;
Mou et al., 2009; Zhang et al., 2011). The visual system likely has
representations of scenes and layouts expressed in environment-
centered coordinates and compensates for viewpoint changes that
are associated with self-motion.
On one hand, several studies suggested that locations of object
representations are automatically encoded (Hasher and Zacks,
1984; Ellis, 1990; Pouliot and Gagnon, 2005) while they did not
investigate the effect of viewpoint changes. On the other hand, an
automatic process has been suggested to update location repre-
sentations with self-motion (Farrell and Thomson, 1998). Farrell
and Thomson reported an interference effect by self-motion on a
pointing task without vision. Localizing error for pointing memo-
rized location increased when participants rotated their body but
pointed locations as if they had not rotated it, comparing with the
condition without self-motion. Since there was no visual infor-
mation, the difference should be attributed to self-motion. This
interference effect indicates that an automatic process updates
spatial representations, which the participant could not ignore,
although it does not rule out contributions of other processes
(Naveh-Benjamin, 1987, 1988; Caldwell and Masson, 2001).
Our question is whether the layout information in
environment-centered coordinates can be processed implicitly
www.frontiersin.org June 2012 | Volume 3 | Article 207 | 1
Tsuchiai et al. Viewpoint-independent contextual cueing effect
and automatically. An implicit process that allows us to memo-
rize scenes and object layouts is expected to be essential in the
everyday life, particularly if it works in environment-centered
coordinates. To move around and to interact with objects, we
should recognize objects fixed in the environment-centered coor-
dinates. There is normally no difficulty in such tasks and we do
not need explicit effort: no intention to memorize locations of
objects and no consideration of self-motion to update locations
of object representations (including ignoring it). Considering the
previous studies, we predicted that layout information is collected
and updated implicitly and automatically with self-motion.
To examine whether the representation of the layout is implic-
itly obtained and used from different locations after self-motion
(i.e., updated), we adopted the contextual cueing effect. The con-
textual cueing effect is a learning effect of spatial layout in visual
search displays and is known to be an implicit learning effect
(Chun and Jiang, 1998). The participants repeatedly searched for a
target among distracters in a visual search task in that experiment.
A half of the display layouts, that is, the locations of the target
and distracters, were unique to each trial, whereas the remaining
layouts were repeatedly used throughout the experiment. The con-
textual cueing effect makes target detection faster in the repeated
layouts. This is implicit learning since the participants are unaware
of the repetitions and the layouts are not recognized correctly (the
selection rate of layouts, as previously reported, is no better than
chance).
We conducted experiments to examine whether the contex-
tual cueing effect survives across a viewpoint change caused by
participant self-motion. The stimuli were located in a 3D space
presented by a virtual reality system, and the effect of the viewpoint
change was investigated. After learning layouts from a particular
viewpoint, images from a new viewpoint were presented with or
without participant self-motion. If the contextual cueing effect is
found under conditions where the viewpoint change is caused by
the self-motion, we can conclude that an implicit process is respon-
sible for learning the layouts and updating them so that the layout
information is represented in environment-centered coordinates,
at least functionally. Although little or no contextual cueing effect
is reported with viewpoint changes (Chua and Chun, 2003), no
study investigate the effect of self-motion.
We also examined the influence of binocular depth cues. With-
out depth perception, appropriate spatial representations cannot
be achieved. No previous study of spatial memory and updating
seriously considered the effect of depth perception. More precise
3D information with binocular disparity might aid in building
reliable representations with viewpoint changes, although pictor-
ial depth cues of shading, linear perspective, and size changes may
be sufficient. Investigation of the effect of depth cues on spatial
perception should provide important insights for uses of virtual
reality systems.
We use the term “environmental-centered coordinate represen-
tation” simply in contrast to “retinal coordinate representation.”
Environmental-centered coordinate representation here indicates
a system that can functionally cope with changes in retinal image
due to self-motion, whatever the underlying mechanism is. Two
systems are often assumed for spatial layout representations: the
allocentric and egocentric systems (Burgess, 2006; Mou et al.,
2006; Wang et al., 2006). We discuss the relationship between our
findings and these two systems in Section “General Discussion.”
EXPERIMENT 1
In Experiment 1, we investigated the transfer of the contextual
cueing effect to a stimulus viewed from a different location.
PARTICIPANTS
The participants were 20 naive males, all of whom had normal or
corrected-to-normal visual acuity.
APPARATUS
The participant wore a head-mounted 3D display (Z800 3DVI-
SOR, eMargin) that presented stimuli. Participants with glasses
had no difficulty in wearing the head-mounted display. The dis-
play size was 32˚× 24˚ with a resolution of 800× 600 pixels. A
computer generated stereo images of 3D CG objects on the display.
Two chairs were used to set the two viewing positions, based on
which the corresponding stimuli were calculated. The experiment
was performed in a dark room.
STIMULI
Each stimulus display consisted of 1 T as the target and 11 L’s as
distractors (Figure 1). Each letter object consisted of two square
poles and was within a 1.0 cm× 1.0 cm× 0.2 cm box. The display
size for a view was about 2.0˚× 2.0˚. The target orientation was
either 90˚ or 270˚ (the foot of the T pointed either left or right),
and the distractor orientation was either 0˚, 90˚, 180˚, or 270˚. The
color of the objects was randomly assigned from red, blue, green,
yellow, cyan, and magenta. The background was gray. The target
and distractors were positioned at randomly chosen intersections
of an invisible 6× 4× 4 grid with jitters (about 0.2˚ on the dis-
play) to avoid linear arrangements. The images were drawn on the
display assuming a viewing distance of 60 cm to the center of the
front surface of the virtual grid.
There were two stimulus conditions: 2D and 3D stimuli. The 3D
stimulus was a pair of stereo images calculated for the 3D letters,
and the 2D stimulus was the same image presented to each eye.
There was no depth information of disparity variations among
letters in the 2D stimulus, whereas depth was perceived in the
3D stimulus based on disparity. Pictorial cues of shading, linear
perspective, and size changes were in both the 2D and 3D stimuli.
PROCEDURE
A session consisted a learning phase and a transfer phase. In the
learning phase, the participant searched for the target in a number
of trials, through which display layouts were learned. The partic-
ipant indicated the target direction (the foot directed either left
or right) by pressing one of two buttons. There were two types of
layouts as in a typical contextual cueing experiment. One was the
repeated layout, which was used once in each block, and the other
was a novel layout, which was used only once throughout a session.
At the beginning of each trial, a fixation point was presented
for a randomly chosen period between 0.75 and 1.5 s. At the ter-
mination of the fixation point, a search display was presented
and terminated when the participant responded. The computer
measured the reaction time (RT) for target detection. Each block
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FIGURE 1 | Stimulus example (top) and experimental setup (bottom). In
the move condition, the viewpoint of the learning phase was 20˚ right from
the surface normal of the virtual display in a location and that of the transfer
phase was 20˚ left from the surface normal. In the stay condition, the image
condition was the same as in the move condition whereas the participant did
not change the location.
consisted of 20 trials: 10 repeated and 10 novel layouts. After 20
learning blocks, two transfer blocks were tested. There were two
transfer conditions: the“move”condition and the“stay”condition.
In the move condition, the participant moved from one location to
the other after training, whereas the participant stayed at the same
position in the stay condition. The two chairs were positioned
such that the head was directed ±20˚ from the surface normal of
the virtual display (Figure 1). All letters faced along the surface
normal. The viewpoint in the learning phase was 20˚ left from the
surface normal (see stimulus example in Figure 1), and that of
the transfer phase in the move condition was 20˚ right. The par-
ticipants moved from one chair to the other. There was a 1-min
interval between the learning and transfer phases, during which
the participants executed the movement. During the movement,
the fixation point was shown on the display and no retinal infor-
mation of self-motion was provided. In the stay condition, the
images of the learning and transfer conditions were the same as
in the move condition while the participant stood up from and
sat down in the same chair (20˚ left) during the interval between
the two phases. The order of the conditions was counterbalanced
across participants.
A recognition test was performed at the end of each session to
examine whether the participant had memory explicitly retrieved
for each repeated layout. In the recognition test, a distractor
replaced the target in each repeated layout. Ten repeated layouts
from the search experiment were mixed with 10 novel layouts that
had not been shown before. For each of 20 layouts, the partici-
pant was asked three questions: whether he had seen the layout in
the search blocks, where the target was located if the layout was
recognized, and his confident rate for the first answer. Since the
recognition rate was not higher than chance level in all conditions,
we show only the recognition rates below.
RESULTS AND DISCUSSION
Figure 2 shows RT in the learning phase in the move condition.
Each data point shows RT as a function of epoch, which is average
RT of two blocks consisting of 20 trials. Shorter RT was found for
the repeated layouts compared with the novel layouts after epochs
of learning replicating the previous results (Chun and Jiang, 1998).
Figure 3 shows the difference in mean RT between novel and
repeated layouts, which we define as the contextual cueing effect.
The contextual cueing effect in the transfer phase was calculated
from the average of the two blocks, and that in the learning phase
was calculated from the average of the last two blocks. Results of a
one-tailed t -test for the difference between the novel and repeated
layout (whether RT for repeated layouts was shorter or not) was
shown by asterisks and plus in the RT results: ∗∗ for p< 0.01, ∗ for
p< 0.05, and + for p< 0.1 (the same in Figures 5, 7 and 9). We
used one-tailed test here because contextual cueing effect is well
documented to be RT shortening effect while we used two-tailed
tests for other cases below.
A difference was found between the learning and transfer
phases in the stay condition, whereas little difference was seen
in the move condition. A three-way within-participants ANOVA
was conducted for each measure: two disparity conditions (with
and without disparity)× two phases (learning and transfer)× two
self-motion conditions (stay and move). A significant main effect
of phase and self-motion was found: F(1, 19)= 5.51, p< 0.05 for
the transfer effect and F(1, 19)= 18.06, P < 0.001 for the self-
motion effect. Significant interaction was found between phase
and self-motion: F(1, 19)= 4.80, p< 0.05. Our primary interest
was in transfer effect and the planed comparison was performed
in the contextual cueing effect between the learning and transfer
phases. A t -test revealed a significant difference in contextual cue-
ing effects between the two phases in the stay condition [t = 2.11,
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p< 0.05 (2D), t = 2.29, p< 0.05 (3D)], whereas no such differ-
ence was found in the move condition [t = 0.02, p= 0.49 (2D),
t = 0.13, p= 0.45 (3D)]. These results indicate that the effect of
viewpoint changes is influenced by self-motion.
Importantly, the result in the stay condition, where the same
stimulus as that in the move condition was used without self-
motion, showed little, or no contextual cueing effect in the trans-
fer phase, a result consistent with previous studies (Chua and
Chun, 2003). The contextual cueing effect in the move condi-
tion must rely on the layout representation that can be updated
FIGURE 2 | Reaction time as a function of epoch in the stay condition
of 3D stimulus shown as a representative.Two blocks are averaged into
one epoch. The vertical axis indicates reaction time, and the horizontal axis
indicates epoch. Data connected by lines show the results in the learning
phase and the rightmost data show the results in the transfer phase. The
open circle represents reaction time for the novel configurations, and the
solid circle represents that for the repeated configurations. Error bars
represent standard error across participants.
by self-motion. This indicates that there is a mechanism to repre-
sent objects in environment-centered coordinates or a functionally
equivalent mechanism. The result also rules out any interpre-
tations based on stimulus image similarities between the two
viewpoints.
For the data collected in the recognition test, a t -test showed
that the recognition rate was not significantly different from
that expected by chance in all conditions: 49.3% (t =−0.57,
p= 0.72), 51.8% (t = 1.02,p= 0.15), 49.0% (t =−0.46,p= 0.68),
and 51.3% (t = 0.72, p= 0.23) for 2D stay, 2D move, 3D stay, and
3D move. In addition, none of the participants reported notic-
ing the repetitions or trying to memorize the configurations. The
representation of layouts thus would have been learned implicitly.
EXPERIMENT 2
In Experiment 2, we examined whether the visual system has a
retinal representation in addition to an environmental-centered
coordinate. If there is only an environmental-centered coordi-
nate system, the contextual cueing effect will vanish in the move
condition when the same retinal images are used between the
learning and test phases. In other words, no contextual cueing
effect was expected when the same retinal image was used at differ-
ent positions between the learning and transfer phases. However,
if the visual system also has a retinal coordinate system for layout
learning, the contextual cueing effect will remain after self-motion.
PARTICIPANTS AND PROCEDURE
Sixteen males (including 12 from Experiment 1) participated in
Experiment 2. All participants were naive to the purpose of the
experiment and had normal or corrected-to-normal visual acuity.
The stimuli and procedure were the same as in Experiment 1 with
two exceptions. First, the stimulus image in the transfer phase was
the same as the image in the learning phase. That is, the image
from the original viewpoint, not from the viewpoint at the sec-
ond location, was used (Figure 4). Second, we used only the move
condition.
FIGURE 3 | Left and right panels show the results of 2D and 3D
stimuli, respectively.The vertical axis indicates the difference in
reaction time between the novel and repeated configurations, that is, the
contextual cueing effect. The black bar shows the results of the last two
epochs of the learning phase, and the white bar shows the results of the
epochs in the transfer phase. Error bars represent standard error across
participants. Asterisks and pluses are used to show the results of a one
tail t -test for the difference between the novel and repeated layout: **
for p<0.01, * for p<0.05, and + for p<0.1 (the same in Figures 5, 7
and 9).
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RESULTS AND DISCUSSION
The results in the learning phase showed contextual cueing effect
both in the 2D and 3D conditions as in Experiment 1 (Figure 5).
In the transfer phase, contextual cueing effect is found also both
in the 2D and 3D conditions. A two-way within-participants
ANOVA (two disparity conditions× two phases) showed no
main effect of disparity [F(1, 15)= 0.001, p= 0.98] and phases
[F(1, 15)= 0.004, p= 0.95] and no interaction [F(1, 15)= 0.038,
p= 0.85]. A t -test revealed no significant difference in the con-
textual cueing effect between the learning and transfer phases
[t (15)= 0.17, p> 0.1 for 2D and t (15)= 0.13, p> 0.1 for 3D].
The contextual cueing effect was observed when the participant
moved and the stimulus was unchanged. This suggests that a reti-
nal coordinate system was involved in the contextual cueing effect,
in addition to the environment-centered coordinates system.
The recognition test after each session showed that partic-
ipants recognized the repeated layouts no more than chance
[t (15)= 1.04, p> 0.1 for 2D and t (15)= 0.59, p> 0.1 for 3D].
FIGURE 4 | Experimental conditions in Experiment 2.There was only
move condition. The viewpoint of the learning phase and that of the transfer
phase was 20˚ right from the surface normal of the virtual display. In the
transfer phase, the participant and the virtual display moved by the same
amount of 40˚ so that the retinal image was the same as in the learning
phase.
Note that 12 participants were from Experiment 1, and this was
the second time for them to participate in the contextual cue-
ing experiment. Nonetheless, implicit learning was robustly found
in those participants. For them, the contextual cueing effect in
the learning phase showed no difference between Experiments 1
and 2 [t (11)= 0.54, p= 0.74], although RT was slightly shorter in
Experiment 2.
EXPERIMENT 3
In Experiment 1, the contextual cueing effect was found with a
viewpoint change of 40˚. We examined whether contextual cue-
ing effect transfers to a larger angle, namely, 90˚, in Experiment 3.
The contextual cueing effect may not transfer to large angle dif-
ferences because spatial updating has been reported to dependent
on viewpoint with large viewpoint changes (Waller and Hodgson,
2006).
PARTICIPANTS AND PROCEDURE
The participants in Experiment 3 were the 12 men who took part
in Experiments 1 and 2. All participants were naive to the pur-
pose of the experiment. The stimuli and procedure were the same
as in Experiments 1 and 2, except that the viewpoint change was
90˚ instead of 40˚ (Figure 6). There are two stimulus images in
the transfer phase: the retinal image from the new viewpoint as in
Experiment 1 (different view images) and the retinal image from
the viewpoint of the learning phase (no image change).
RESULTS AND DISCUSSION
The results in the learning phase showed the contextual cueing
effect in all conditions (Figure 7). A three-way within-participants
ANOVA was conducted for the data in the different view image
condition as in Experiment 1: two disparity conditions (with
and without disparity)× two phases (learning and transfer)× two
self-motion conditions (stay and move). A significant main effect
of phase was found: F(1, 11)= 21.11, p< 0.001 while no signifi-
cant interaction was found between phase and self-motion: F(1,
11)= 0.82, p= 0.39. This contrasts to the significant interaction
found between phase and self-motions in Experiment 1. A t -
test for planed comparisons revealed a significant difference in
FIGURE 5 | Left and right panels show the results of 2D and 3D stimuli,
respectively.The vertical axis indicates the difference in reaction time
between novel and repeated configurations. The black bar shows the results
of the last two epochs of the learning phase, and the white bar shows the
results of the epochs of the transfer phase. Error bars represent standard
error across participants.
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FIGURE 6 | Stimulus example in Experiment 3.The viewpoint changed
90˚.
contextual cueing effect between the learning and transfer phases
in the 2D stimuli (t = 2.51, p< 0.05 for the 2D stay condition and
t = 2.77, p< 0.05 for the 2D move condition). The trend of the
average data for the 3D stimuli is similar to that for the 2D stim-
uli although the difference was not significant (t = 1.80, p< 0.1
for the 3D stay condition and t = 0.59, p= 0.59 for the 3D move
condition). These results suggest that contextual cueing effect dis-
appears in the transfer phase with 2D stimuli and possibly also
with 3D stimuli in the condition. There is little transfer of the
contextual cueing effect when the viewpoint changed by 90˚ even
with corresponding self-motion.
There is an interesting difference between 2D and 3D stimuli
although it is not statistically significant. The contextual cueing
effect, the difference between the repeated and novel layouts, for
the transfer phase is close to zero for 3D stimuli, whereas the effect
for 2D stimuli is below zero. We do not have any interpretation of
this pattern of results although this may be related to depth per-
ception and memory of 3D layouts. We leave this issue for future
studies.
For the results of the condition with no image change (the same
retinal images), a two-way within-participants ANOVA (two dis-
parity conditions× two self-motion conditions) was performed.
The result showed no main effect of disparity [F(1, 11)= 0.26,
p= 0.62] and self-motion [F(1, 11)= 0.79, p= 0.39] and no
interaction between disparity and self-motion [F(1, 11)= 0.00,
p= 0.99]. A t -test revealed no significant difference in the con-
textual cueing effect between the learning and transfer phases
(t (11)= 1.03, p= 0.32 for 2D and t (11)= 0.64, p= 0.54 for
3D). These results indicate that the impairment by self-motion
of 90˚ is much less for retinal coordinate representations than
for environmental-centered representations (Compare top and
bottom panels in Figure 7).
The recognition rate was not significantly different from chance
level (p> 0.1 for all conditions): 50.4, 47.1, and 50.4% for the stay,
move, and move (same retinal image) conditions with 2D stim-
uli and 48.3, 49.7, and 52.5% for the stay, move, and move (same
retinal image) conditions with 3D stimuli.
EXPERIMENT 4
The previous experiments showed similar results with the 2D
and 3D stimuli. This may be surprising if the difference in
depth cue is considered because 3D perception is indispensable
for layout identification from multiple viewpoints. One possi-
ble interpretation for finding no difference is that the depth
information in 2D images was sufficient for the viewpoint-
independent contextual cueing effect in previous experiments.
Minimizing the effect of monocular depth cues should differ-
entiate the 2D and 3D stimulus conditions because less precise
representations in environment-centered coordinates are obtained
in the 2D stimuli. In Experiment 4, we used variable sizes of dis-
tractors so that size variations in 2D images would confuse the
relative depth among stimulus items.
PARTICIPANTS AND PROCEDURE
Twenty new naive participants participated in. All participants had
normal or corrected-to-normal visual acuity. The stimuli and pro-
cedure were the same as in Experiments 1, except that the size of
the distractor letter, L, varied (Figure 8). The distractor size varied
from −10 to 25% of the size of the original condition. The target
size was the same as in the previous experiments.
RESULTS AND DISCUSSION
The results revealed a difference in transfer of contextual cueing
effect between the 2D and 3D conditions (Figure 9). A three-way
within-participants ANOVA was conducted: two disparity con-
ditions× two phases× two self-motion conditions. A significant
main effects of disparity and phase was found: F(1, 19)= 7.81,
p< 0.02 for disparity and F(1, 19)= 10.68, p< 0.01 for phase.
Significant interaction was found between disparity and phase:
F(1, 19)= 6.48, p< 0.02. A t -test revealed no statistically signifi-
cant difference in contextual cueing effect between the learning
and transfer phases in the 3D move condition [t (19)= 0.33,
p= 0.75] as in Experiment 1. However, the same t -test showed
significant difference between the learning and transfer phases
in the 2D move condition [t (19)= 2.22, p< 0.05]. Transfer
of the contextual cueing effect disappeared in the 2D stimu-
lus with less monocular depth cues. This indicates that dispar-
ity information contributes to build 3D layout representations
that can be used with self-motion. The general trend of the
results in the stay conditions is similar to that in Experiment
1. However, the t -test revealed no statistically significant differ-
ence in contextual cueing effect between the learning and transfer
phases in both 2D and 3D conditions [t (19)= 2.01, p= 0.059
for 2D and t (19)= 1.22, p= 0.235 for 3D]. The results may
imply that the experiment was not sensitive enough to detect
the transfer of contextual cueing effect in the condition by some
reason.
The recognition rate was not significantly different from chance
level (p> 0.1 for all conditions): 51.8, 50.5, 51.5, and 52.0% for
the 2D stay, 2D move, 3D stay, and 3D move conditions.
GENERAL DISCUSSION
In the transfer phase of Experiment 1, the contextual cueing
effect decreased drastically in the stay condition but remained
unchanged in the move condition. These results indicate that
the viewpoint-independent memory of spatial layouts inevitably
needs self-motion as indicated in the previous study by Simons
and Wang (Simons and Wang, 1998; Wang and Simons, 1999).
The present study revealed that spatial layouts are represented and
updated implicitly and automatically in the visual system, showing
the transfer of the contextual cueing effect across different view-
points. The change in layout display did not reduce the contextual
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FIGURE 7 |Top panels show the results for the different viewpoint
images for the learning and test phases in the stay and move conditions.
The bottom panels show the results with the same retinal images for the
learning and test phases in the move condition. The vertical axis indicates the
difference in reaction time between the novel and repeated configurations.
The black bar shows the result of the last two epochs of the learning phase,
and the white bar shows the result of the epochs of the transfer phase. Error
bars represent standard error across participants.
FIGURE 8 | Stimulus example in Experiment 4. Distractor size varied to
remove the depth cue of relative size.
cueing effect when the change was consistent with the viewpoint
change due to participant self-motion. The memory should be
obtained implicitly since the contextual cueing effect is implicit,
as shown in previous studies and our recognition test.
Mou and colleagues pointed out the importance of spatial ref-
erence in the spatial memory across self-motion (Mou et al., 2009;
Zhang et al., 2011). They conducted similar experiments as that of
Simons and Wang and found that cueing a reference direction pro-
vided similar or better memory performance without self-motion
comparing the one with self-motion. The study revealed that the
self-motion related signal is not always the best information for
spatial updating and tracking reference direction can be a better
cue. This is not necessarily inconsistent with the present results.
Rather, their and our results suggest that different cues are used in
different processes for spatial updating.
Experiment 2 suggested that a retinal coordinate system, or
snapshots of retinal image, contributes to layout memory. In the
condition where the participant moved while the stimulus dis-
play did not changed (no image change condition), the contextual
cueing effect remained. This is inconsistent with the assumption
that there is only an environmental-centered coordinate system.
If there were only an environmental-centered coordinate system,
the contextual cueing effect should reduce similarly to the effect in
the condition where the display changes without self-movement
(the stay condition in Experiment 1). However, it should be noted
that there is a hint that there is influence of self-motion. That is,
Experiment 3 showed some reduction of contextual cueing effect
in the no image change condition after self-motion of 90˚ rotation
although the effect is not statistically significant.
An alternative interpretation is possible. Self-motion infor-
mation may not be used to update layout representations even
with self-motion when the participant notices that the layouts
are images from the viewpoint of the learning phase. There is
no reason to expect reduction of the performance in such occa-
sions. The visual system may have only layout representations
in environment-centered coordinates, which may or may not be
updated by self-motion dependently on stimulus layouts. This
system provides the same function as that of retinal image rep-
resentation and the present experiments cannot differentiate the
two possibilities. Whichever the system is in the visual system,
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FIGURE 9 | Left and right panels show the results of 2D and 3D stimuli,
respectively.The vertical axis indicates the difference in reaction time
between the novel and repeated configurations. The black bar shows the
result of the last two epochs of the learning phase, and the white bar shows
the result of the epochs of the transfer phase. Error bars represent standard
error across participants.
Experiment 2 led us to conclude that the visual system can access
to retinal coordinate images.
In Experiment 3, we found that contextual cueing effect can-
not survive with self-motion of as large as 90˚, but that the retinal
coordinate system was influenced much less. This indicates that
the implicit memory system assessed in the present study has a
limitation for self-motion as previously pointed out for automatic
updating (Waller and Hodgson, 2006). Note that richer visual
information and/or visual motion during self-motion poten-
tially expands the limitation of viewpoint-independent processing
(Riecke et al., 2007; Mou et al., 2009; Zhang et al., 2011).
In Experiment 4, we found that the disparity cue play a critical
role in viewpoint-independent contextual cueing effect under the
condition, where pictorial depth cues do not provide sufficient
depth information. To obtain representations in environment-
centered coordinates, depth perception is necessary. The present
results showed that manipulation of depth cues influenced the
viewpoint-independent effect. Clearly, the implicit viewpoint-
independent effect is related to depth perception. This is not
surprising but shows importance of 3D perception to investigate
the memory of spatial layouts.
For spatial layout representations, two systems are often
assumed: the allocentric and egocentric systems (Burgess, 2006;
Mou et al., 2006; Wang et al., 2006). Apparently researchers agree
that both systems contribute to spatial memory and updating with
self-motion (Waller, 2006; Waller and Hodgson, 2006; Sargent
et al., 2008). In general, studies on the field of spatial memory
focus on much larger scale of spatial layouts than those used in
the present study. However, there is no reason to believe that the
present results and experimental results with larger scale layouts
are processed in different mechanisms. We discuss possible rela-
tionship between our results and the allocentric and egocentric
systems. On one hand, there are two facts that suggest that the
implicit learning/memory phenomenon we found is not related
to the allocentric system. First, the allocentric system is suggested
to have representations that can be used from any viewpoint
(e.g., Waller and Hodgson, 2006). As shown in Experiment 3, the
contextual cueing effect cannot be maintained or updated with a
rotation of 90˚. Second, a salient feature that can be used as a ref-
erence appears to be critical for memorization and retrieval in the
allocentric system (Mou et al., 2009; Zhang et al., 2011). No salient
feature contributed to our experiments. The layouts consisted of
randomly arranged items and the recognition test revealed that
there were no memorable salient features.
On the other hand, we think that the implicit learning effect
we found is perhaps related more closely to the egocentric system
by following reasons. First, the egocentric system is usually char-
acterized by its requirement of self-motion (Wang and Spelke,
2002; Burgess et al., 2004; Rump and McNamara, 2007). The spa-
tial memory system pertaining to the present experiments also
required self-motion to update memorized layouts. Second, the
egocentric memory is reported to be viewpoint variant for large
viewpoint changes (Waller and Hodgson, 2006). We found con-
textual cueing effect with the 40˚ viewpoint change, but not with
90˚. While the angle of 90˚ is smaller than that of 135˚ reported
by Waller and Hodgson, the difference is likely attributed to the
difference in stimulus and task between the two studies. The exper-
iment of Waller and Hodgson used objects in a room and pointing
objects based on intentionally memorized map of the room with-
out visual information. It is not likely that the participant obtain
the whole 3D structure of the layout in our experiments because
image from only one view was presented. We, therefore, did not
expect quantitative similarity in viewpoint dependency between
their and our experiments. Based on these discussions, we suggest
that the contextual cueing effect we found reflects a characteristic
of the egocentric spatial memory system.
There are, however, two issues related the presumption that the
egocentric memory system is responsible for contextual cueing
effect we found. First, some of the previous studies have sug-
gested that the egocentric memory system is not automatic and
requires attention and efforts (Wang and Brockmole, 2003a,b;
Wang et al., 2006). This appears to contradict to the implicit effect
of contextual cueing. The difference in experimental technique
could explain the apparent contradiction. We measured effect on
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layouts to which the participants did not have to devote explicit
attention. This technique allowed us to investigate the effect of
stimuli that are not given attention. In contrast, previous stud-
ies of spatial memory measured the effect on stimuli to which
the participants had to devote explicit attention. In such experi-
mental conditions, attention very likely influences measurements,
in addition to the possible implicit process. Consequently, both
explicit and implicit processes could influence the results. The
previous studies perhaps obtained results that indicate the influ-
ence of attention-requiring system. However, such results do not
exclude the possibility that an implicit process also contributes to
the performance.
Second, updating of the egocentric process is assumed to
depend on the number of objects to memorize by the following
reason (Hodgson and Waller, 2006; Wang et al., 2006). A vector
expresses the location of an object in an egocentric coordinates.
The number of the vectors to update increases with the number
of objects in order to maintain the location information during
body movements. Therefore, more object processing is required
to update locations of more number of objects. This assumption
contradicts to the fact that little limitation of information capacity
for the contextual cueing effect. The number of layouts learned is
often more than 10 and the number of distractors in each layout
is usually also more than 10. Spatial updating of layouts learned
implicitly is expected to be independent of object numbers. If the
body location is updated in environment-centered coordinates, as
assumed for allocentric spatial representations, no effect of object
number is expected. However we do not discuss this issue in details
because we see no clear support for the effect of object number
in spatial memory: Wang et al. (2006) showed effect of object
numbers while Hodgson and Waller (2006) did not.
Based on the above discussion we claim that the visual system
has an ability to obtain environmental-centered representations
and to update them implicitly and automatically with self-motion.
Such representations are important to move around and to interact
with objects without specific efforts in everyday life. The finding
of a retinal representation system in our study is also an important
implication for another aspect of spatial perception. A viewpoint
specific system has been suggested to play a non-trivial role in spa-
tial perception (Hermer and Spelke, 1996; Lee and Spelke, 2010).
When a participant looses egocentric location in the environment
(i.e., in environment-centered coordinates), he or she uses visual
information viewed from a particular point (snapshots) to esti-
mate his or her own location (Wang and Spelke, 2002). For the
estimation, the retinal images learned implicitly can be used. This
suggests that the underlying mechanism of the contextual cue-
ing effect in a specific viewpoint is as important as that of a
viewpoint-independent, egocentric system for spatial perception
while moving in one’s surroundings.
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