It is well known that often a theoretically best statistical estimate may be of limited value in actual practice. The computation required may be excessive, for instance, or more critically, a priori information may be needed which is unavailable to the investigator. As a result, there has been considerable interest traditionally in the formulation of other estimates which are close to optimal and at the same time computationally feasible and less dependent on intimate knowledge of the particular phenomenon being studied. The purpose of this work is to make such an addition to an already rich branch of statistics-time series analysis.
where m is an unknown real scalar and the y process is (i) real-valued,
(ii) wide-sense stationary (zero mean), (iii) with continuous spectral density /(X).
The problem is to estimate the parameter m using observations of the x process {xi , ■ ■ ■ , xn}. It is natural to consider linear estimates mEST = 22 CkVt where the ch's are normed to eliminate bias, 2I ck -1. The most important such estimate is the best linear unbiased (BLU) estimate, which minimizes variance. It is possible to show that if the covariance matrix R of the y process is invertible, then this estimate has the form mBLc = (eTR~1e)~1eTR~1x (1) (2) where e = x = Under our conditions for the y process, the BLU estimate exists, is unique, and has variance which tends to zero as n -* °° (see Grenander and Rosenblatt [2] ). However, it illustrates the dilemma mentioned above. The covariance matrix R may not be known in practice and even if it is, its inversion for high dimension will pose computational problems. A common remedy has been to ignore the structure of the y process and to use the straight arithmetic mean which has justification as the least squares estimate:
lTjXk.
(1.3) »iL8 n It has been known for some time (see Grenander [1] ) that in certain cases the least squares estimate is good in the sense that its efficiency tends to one (or its asymptotic efficiency is one):
This result does not hold for all spectral densities /(X). We may weaken our conditions so that /(X) is only piecewise continuous but the restriction must be added that /(X) be bounded away from zero in a neighborhood of X = 0. This restriction is fundamental since the form of the regression distinguishes the frequency X = 0 (see Grenander and Szego [3] ). It is at this point that we depart from previous results to examine the case where /(0) = 0.
2. An asymptotically efficient estimate. We shall restrict our discussion to the class Y of spectral densities where /(X) is an even, continuous, positive function except for a second-order zero at the origin. We shall often use the factorization /(X) = (2?r)-1 |1 -e*x|2 gf(X) in order to isolate the zero.
The first question to be answered is whether the least squares estimate is asymptotically efficient for the class Y. At this point it is natural to introduce the role which the computer and automatic plotter played in this investigation. A certain amount of preliminary experimentation is reflected in Figs. 2.1-2.8. Fig. 2 .1 shows spectral density /(X) = (27T)"1 (1 -.1 cos X) for which the least squares estimate is known to be asymptotically efficient (see Figs. 2.2-2.4). Fig. 2 .5 shows spectral density /(X) = (2ir)-1(l -.9 cos X) for which the least squares estimate is again asymptotically efficient. But note the slower rate of convergence. This suggests that the condition /(0) = 0 might be a limiting case where the least squares estimate breaks down in some way. This hypothesis receives substantiation in the next example. Fig. 2 .9 shows spectral density /(X) = (2ir)~'(l -cos X). Note that while the least squares estimate appears to be tending to zero (in variance), its efficiency also is decreasing (Figs. 2.10-2.12). On the other hand, the coefficients in ?raBLU appear to have a rather nice form (they are plotted in Fig. 2 .13 versus their subscripts). In fact, it is not difficult to make these observations more precise. 12.
Proof. The requirement Rc = ne from (1.2) gives a simple set of equations: Proof.
Var (mLS) = eTRe
Hence, n2 Var (mLs) = 2. At this point in the investigation it seemed reasonable to abandon the least squares estimate as asymptotically efficient over the class Y. A different approach was suggested by the particularly simple form of the ?nBLU coefficients in Fig. 2 .13. What about using this type of estimate for all spectral density functions in the class Y? An analogy may be made in the following way: the least squares estimate, being the BLU estimate for /(X) = (2ir)~1, is invariant with regard to asymptotic efficiency under multiplication of /(X) by an arbitrary positive function (i.e. for all densities (27r)~V(X)). That this type of invariance might hold for the class Y received support in the next example investigated. Figs. 2.14-2.19 show results for /(X) = (2tt)_1(1 -cos 2X). The parabolic estimate mP is defined for computational convenience as a slight modification of the BLU estimate for/(X) = (2ir)_1(l -cos X):
3)
The next result shows that this modification is not too drastic. We are now prepared to show that the parabolic estimate is indeed asymptotically efficient over the class Y. Theorem 2.4 gives a rate of convergence for the parabolic estimate. If we can show that h"(X) -> 0 uniformly in X on Tt = \ -TT, -6l W (247r) (n -1)
We fix e, 0 < e < 7r and note that |1 -e'x|2 is bounded away from zero on I, , say |1 -e'x|2 > 5. Then
Hence, /t"(X) tends to zero uniformly on It and the theorem follows. Our main result is contained in the next theorem. The method of proof is similar to that used in Grenander and Rosenblatt [2] for the case of positive spectral densities. 3. Discussion.
We have shown that for the class Y of spectral densities the parabolic estimate is superior to the least squares estimate. It requires somewhat more computation but not a prohibitive amount. Our opinion is that in actual practice the parabolic estimate should be used when /(0) is known to be small and possibly equal to zero. If, in fact, /(0) > 0, the following theorem shows that the results cannot be too bad. We conclude with a conjecture in which there is certain experimental justification and for which a proof by induction seems reasonable.
Conjecture. Let Yr be the class of spectral densities which are even, continouus, and positive except for a 2rth order zero at the origin. Then the BLU estimate associated with the spectral density (2ir)_1 |1 -e*x|2r is asymptotically efficient over Yr .
