High-throughput sequencing methods that multiplex a large number of individuals have provided a cost-effective approach for discovering genome-wide genetic variation in large populations. These sequencing methods are increasingly being utilized in population genetic studies across a diverse range of species. One side-effect of these methods, however, is that one or more alleles at a particular locus may not be sequenced, particularly when the sequencing depth is low, resulting in some heterozygous genotypes being called as homozygous. Under-called heterozygous genotypes have a profound effect on the estimation of linkage disequilibrium and, if not taken into account, leads to inaccurate estimates.
at different loci in a population. Quantifying the level of LD or estimating the pairwise 23 LD between all loci in a population is of interest to many researchers as it has many important is low. If neither allele is seen, a missing genotype results while if only one of the two parental alleles is seen (possibly multiple times), a heterozygous genotype may be called as homozygous (Dodds et al. 2015; Fragoso et al. 2016) . The latter case is also known as allelic dropout and is particularly requiring haplotype phasing, a known chromosomal order or filtering with regard to read depth. 70 In essence, our method is based on the likelihood method by Hill (1974) , which estimates LD 71 using genotypic data in random mating populations, but is extended to account for under-called 72 heterozygous genotypes. We also examine the effect genotyping errors from low read depths have 73 on the estimation of LD.
74

Materials and Methods
75
Estimation of pairwise LD 76 Let A j and B j denote the major and minor allele at locus j respectively and let p A j and p B j denote the 77 major and minor allele frequencies for locus j respectively. The linkage disequilibrium coefficient is 78 defined as (Lewontin and Kojima 1960) 
where p A 1 A 2 is the probability of observing a haplotype containing the major allele at both loci. Since 80 probabilities are required to be non-negative, D must satisfy the constraints (Lewontin 1964)
We let G ij denote the true genotype and G * ij denote the genotype observed in the sequencing data 82 for individual i at locus j for i = 1, . . . , n. The observed genotypes, G * ij , are determined based on the 83 number of unique alleles observed (e.g., G * ij = AA if only the allele A is observed regardless of the 84 number of reads sequenced). We let G i = (G ij , G ik ) denote the true joint genotype and
the joint genotype observed in the sequencing data for individual i between locus j and k, where j = k 86 and i = 1, . . . , n. Furthermore, we let AA j , AB j , and BB j denote the major homozygous genotype, 87 heterozygous genotype, and minor homozygous genotype at locus j respectively. For two biallelic 88 loci, the nine joint genotypes are (AA 1 , AA 2 ), (AA 1 , AB 2 ), (AA 1 , BB 2 ), (AB 1 , AA 2 ), (AB 1 , AB 2 ),
89
(AB 1 , BB 2 ), (BB 1 , AA 2 ), (BB 1 , AB 2 ), and (BB 1 , BB 2 ), which we denote by 1 to 9 respectively. By the 90 law of total probability,
where g = (g 1 , g 2 ). Under the assumption that the probabilities of observing a particular genotype in 92 the sequencing data given the true genotype are independent between loci, expression (3) simplifies 93 to,
The expected true joint genotype probabilities, p ig = P(G i = g), correspond to those given in Table 1 95 when the population is in Hardy-Weinberg equilibrium (Hill 1974) .
96
The genotypes observed in the sequencing data, G * ij , can be considered as arising from a sample 97 of the two alleles found in the true genotype G ij . If the alleles are read at random and there is no 98 sequencing error present, the conditional probabilities of observing a joint genotype in the sequencing 
data given the true joint genotype are,
where K ij = 1/2 k ij and k ij is the sequencing depth in individual i at locus j (Dodds et al. 2015). The 101 sum of Equations (5a) and (5c) gives the probability of a genotyping error due to low sequencing 102 depth (e.g., a heterozygote being miscalled as homozygous). From Equations (4)-(5e), the joint genotype probabilities for sequencing data, p * ig = P(G * i = g), are derived as
We let n * ig denote the indicator variable of whether the joint genotype, G * i = g, is observed in the 105 sequencing data for individual i, where g = 1, . . . , 9 and i = 1, . . . , n. Assuming that the distribution 106 of the joint genotype counts for individual i follows a multinomial distribution with one trial and 107 probabilities p * ig , and assuming that the individuals form an independent sample, the log-likelihood 108 for the joint genotype counts observed in the sequencing data is
The maximum likelihood estimate of the disequilibrium coefficient,D, using sequencing data is 110 obtained by maximizing likelihood (6) subject to constraint (2). As no analytical solution exists, 111 maximization of likelihood (6) is performed using numerical methods. The expectation of the maximum likelihood estimate is (Weir 1996) ,
resulting in a small bias which is removed by multiplyingD by 2n/(2n − 1) subject to constraint (2).
114
If there are missing genotypes, n is taken as the number of individuals with non-missing genotypes 115 at both loci.
116
Since the range of D depends on the allele frequencies, comparing levels of LD between markers 117 can be difficult using the disequilibrium coefficient. Consequently, many alternative measures of LD 118 have been proposed in the literature; see Hedrick (1987) and Devlin and Risch (1995) Mueller (2004)). The maximum likelihood estimates for both of these measures are computed using
andp A 1 andp A 2 are the maximum likelihood estimates of the major allele frequencies at locus 1 and 125 2 respectively. We refer to the proposed methodology, which estimates LD adjusting for genotyping 126 errors associated with low sequencing depth, as genotyping uncertainty with sequencing data -127 linkage disequilibrium (GUS-LD, pronounced guzzled).
128
Simulation individuals were generated, where estimates of the bias and standard errors ofD,D andr 2 were 143 computed for both methods. In the second set, the optimal sequencing depth for a given sequencing Nevertheless, for the cases when D was close to or on its upper or lower bound (Equation (2)),D 175 was biased, although the level of bias was much less for GUS-LD than for the standard likelihood caused by not all alleles being observed. On the other hand, when the true value of D was close to or 
Discussion
233
The introduction of high-throughput sequencing methods that multiplex a large number of individu-234 als is driving forward research into many species, particularly non-model species, and is increasingly 235 being utilized by many researchers. However, analyzing sequencing data using existing analytical 236 tools and methods may, in some cases, be impractical or lead to erroneous results due to the added 237 complexity and nuances of the data compared to other genetic data types. Consequently, the devel- data as the rate of genotyping errors is much higher than those used in these simulations studies.
249
We have developed a new method, called GUS-LD, that accounts for under-called heterozygotes in 250 the estimation of LD. Our results show that GUS-LD was able to greatly reduce the bias in the LD 251 estimates at low sequencing depth, although the variability of these estimates were larger compared 252 to the standard approach at low depths, which reflects the additional variation introduced into the 253 data by the uncertainty in the genotype calls at low read depths.
254
With low coverage sequencing data, there are issues with estimating LD when the true parameter value lies near or on the upper or lower bound of its parameter space (Equation (2)). Specifically, the 256 bias in the LD estimates increases as D approaches its upper or lower bound. This is even the case 257 for GUS-LD, which adjusts for genotyping errors associated with low read depths, although the bias 258 is significantly less than the standard likelihood approach. This bias is caused by sampling variation 259 resulting in the maximum of the likelihood (6) practical to only retain a single SNP from a given read as the loss of information is minimal and is 280 outweighed by the reduced computational time. Other assumptions include that missing genotypes 281 resulting from read depths of zero occur randomly, and that the alleles of the true genotype are 282 sampled randomly in the sequencing process. If the latter assumption does not hold, one allele will 283 be sampled more frequently than the other (e.g., preferential sampling). In this case, the proportion 284 of heterozygotes seen as homozygotes will be larger than expected under the model, which would 285 result in some bias in the LD estimates at low sequencing depth. If additional information is available, 286 then the probabilities in Equations (5a)-(5e) can be adjusted to reflect alternative sampling models.
287
The main contributions of this paper are two fold. Firstly, we have demonstrated that there can be 288 significant bias in LD estimates from sequencing data when the read depth is low and the associated 289 errors are not taken into account. This highlights the need for practitioners to either remove these 290 errors by filtering or adjust their methodology to account for these errors. This is particularly 291 important as some LD analyzes give no explicit mention of a minimum cut-off with respect to read 292 depth being used. Secondly, we have proposed GUS-LD as a new method to estimate LD using 293 low coverage sequencing data. GUS-LD will prove valuable to researchers seeking to undertake 294 population studies when cost constraints prohibit the production of high coverage sequencing data 295 or other types of genetic data. In fact, our simulation results suggest that it is more cost-efficient to 296 use low coverage data, as it allows more individuals to be sequenced for the same cost and results in 297 smaller mean square errors for the LD estimates. From our results, the optimal sequencing depth 298 was between 2 and 5, which was similar to the optimal read depth observed by Dodds et al. (2015) in 299 the context of relatedness estimation. GUS-LD also allows LD estimation using loci with a mixture of 300 high and low mean read depths, which is particularly useful as the sequencing depth typically varies 301 substantially between SNPs.
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