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Abstract—We consider a small cell network (SCN) consisting
of N cells, with the small cell base stations (SCBSs) equipped
with Nt ≥ 1 antennas each, serving K single antenna user
terminals (UTs) per cell. Under this set up, we address the
following question: given certain time average quality of service
(QoS) targets for the UTs, what is the minimum transmit power
expenditure with which they can be met? Our motivation to
consider time average QoS constraint comes from the fact that
modern wireless applications such as file sharing, multi-media
etc. allow some flexibility in terms of their delay tolerance. Time
average QoS constraints can lead to greater transmit power
savings as compared to instantaneous QoS constraints since it
provides the flexibility to dynamically allocate resources over the
fading channel states. We formulate the problem as a stochastic
optimization problem whose solution is the design of the downlink
beamforming vectors during each time slot. We solve this problem
using the approach of Lyapunov optimization and characterize
the performance of the proposed algorithm. With this algorithm
as the reference, we present two main contributions that incor-
porate practical design considerations in SCNs. First, we analyze
the impact of delays incurred in information exchange between
the SCBSs. Second, we impose channel state information (CSI)
feedback constraints, and formulate a joint CSI feedback and
beamforming strategy. In both cases, we provide performance
bounds of the algorithm in terms of satisfying the QoS constraints
and the time average power expenditure. Our simulation results
show that solving the problem with time average QoS constraints
provide greater savings in the transmit power as compared to
the instantaneous QoS constraints.
Index Terms—Small cell networks, Time average QoS con-
straints, Virtual queue, Lyapunov optimization, CSI feedback.
I. INTRODUCTION
The global carbon emission related to information and
communication technology (ICT) has been increasing at an
alarming rate (an increase of 10% every year) [1], [2]. There-
fore, energy efficiency is becoming an important concern in
the design of future wireless networks both from environmen-
tal and economical point of view. Minimizing the transmit
power leads to a significant reduction in the overall power
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consumption at the base stations, hence leading to greater
energy efficient design [3].
At the same time, there is an ever growing demand for
higher data rate services and quality of service (QoS) guar-
antees among mobile users. Network densification has been
identified as a promising solution to satisfy the growing
data rate demands, resulting in massive deployment of small
cell (SCs) leading to greater spatial reuse [4], [5]. Never-
theless, SCs alone cannot provide seamless coverage over
large areas, and hence they must co-exist with the macro-base
station, resulting in heterogeneous networks (HetNets). The
deployment of SCs must be planned carefully (so that they
can co-exist with macro-cellular networks), and hence low
complexity, decentralized interference management schemes
are very important in HetNet design [6], [7].
Motivated by the aforementioned developments, in this
work we consider the problem of minimizing the transmit
power in SCNs, in which the small cell base stations (SCBSs)
are equipped with multiple antennas. In HetNets, while the
macro-base stations mainly provide coverage and signalling in-
formation, the data intensive applications such as file sharing,
multi-media etc. are transmitted by the SCBSs. Additionally,
such applications also allow some latitude in terms of delay
tolerance [8]. Motivated by this fact, we consider the problem
of minimizing the transmit power expenditure at the SCBSs
subject to time average QoS constraints of the user terminals
(UTs), where the QoS constraints have to be met over a
long period of time (and not instantaneously). Time average
QoS constraints provide the flexibility to dynamically allocate
resources over the fading channel states as compared to
instantaneous QoS constraints. In terms of energy savings,
time average QoS constraint can lead to better performance,
due to the fact that the transmissions can be delayed until
favourable channel conditions are seen, thus minimizing the
energy expenditure. The concept has also been exploited in
the context of energy-delay trade offs [9], [10].
Related Work
The issue of minimizing the downlink power and beamform-
ing design in multi-antenna systems subject to UT signal to
interference noise ratio (SINR) constraints was first addressed
in [11]. The authors proposed an iterative algorithm based on
uplink-downlink duality that converges to a feasible solution
(if the solution exists). The aspect of feasibility of the down-
link SINR targets, and the design of optimal beamforming
vectors to minimize the transmit power was studied for a
multi-user downlink scenario in [12] and [13]. The downlink
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2power minimization problem was solved using a second order
conic programming (SOCP) based approach in [14]. This
result was interpreted in a Lagrangian duality based framework
for the single cell and multi-cell scenario in [15] and [16]
respectively. References [17], [18] and [19] proposed precoder
design that maximize the so-called signal-to-leakage-and-noise
ratio (SLNR) for all UTs simultaneously. However, all the
aforementioned works consider the problem of beamforming
design during a given time slot, for a fixed channel realization
and instantaneous QoS constraints.
The problem of handling delay optimal precoder design in
multi-user MIMO systems has been addressed in [20],[21]
using the approach of Markov decision problem. However,
these works are restricted to a single BS scenario, and do not
address the issue of decentralized design, delayed information
exchange, and CSI feedback constraints that are very essential
in SCN design.
Summary and Contributions
In this work, we consider a stochastic version of the beam-
forming design problem in SCNs, and consider minimizing the
transmit power subject to the time average QoS constraints. We
formulate our problem as a stochastic optimization problem,
and propose a solution based on the technique of Lyapunov
optimization [22], [23]. The Lyapunov optimization technique
provides simple online solutions based only on the current
knowledge of the system state (as opposed to traditional
approaches such as dynamic programming which suffer from
very high complexity and require a-priori knowledge of the
statistics of all the random processes in the system). To the best
of our knowledge, the application of Lyapunov optimization
technique in the context of beamforming in MIMO systems
under time average QoS constraints is novel.
We model the time average QoS constraints as virtual
queues, and transform the problem into a transmit power
minimization problem under the queue stability constraint. We
then use the technique of Lyapunov optimization to formulate
the beamforming design during each time slot. We provide the
performance bounds of this algorithm in terms of satisfying
the QoS constraints and the time average transmit power. In
our algorithm, the SCBSs can formulate the beamforming
vectors using only the local channel state information (CSI).
The SCBSs would only have to exchange virtual queue-length
information among themselves.
We then present two main contributions in the context
of Lyapunov optimization that incorporate practical design
considerations in SCNs.
Delays incurred in information exchange between the
SCBSs
We introduce delays in information exchange between the
SCBSs (for e.g., delays introduced in the backhaul links),
and characterize the performance of our algorithm under this
scenario. Specifically, we show that the delays in information
exchange among the SCBSs result in only a constant gap
with respect to the performance of the case with no delays.
Moreover, under some conditions the gap vanishes, and the
impact of delay on our algorithm becomes negligible.
Limited CSI at the SCBSs
Secondly, in order to limit the CSI feedback load, we consider
the case when the SCBS can obtain the CSI from a limited
number of UTs during each time slot. In this case, we solve
the problem of joint CSI feedback and beamforming design
by using the Lyapunov optimization framework.
In practice, (e.g. in long term evolution (LTE) and LTE-
advanced networks), obtaining the CSI feedback from all the
UTs in the network becomes impractical as the number of UTs
increase, since this leads to a huge feedback overhead (this
is even true in a network consisting of single antenna links
where the feedback is a simple scalar). Therefore, the SCBS
have to decide which subset of UTs must feed back their CSI
during each time slot. The problem of joint CSI feedback and
transmission is known to be challenging. The main complexity
lies in the fact that the transmitter must decide which UTs
have to feedback their CSI without a-priori knowledge of their
current channel states [24]. Furthermore, in MIMO systems,
CSI knowledge is crucial in formulating the beamforming
vectors. The issue of joint CSI feedback and beamforming
design problem (in terms of selection which UTs have to
feedback their CSI) is very challenging. Most of existing
works in this context either assume a predefined beamforming
strategy (e.g. ZF), and/ or let all the UTs feedback a quantized
version of their CSI [25], [26], [21], [27]. However, in practice,
even when the CSI feedback is quantized, with a large number
of UTs, only a subset of UTs can feed back their CSI (and
choosing the optimal subset is complex).
For the case of joint CSI feedback and beamforming design,
we provide the following results:
• We first present the feedback decision rule, and the
corresponding beamforming design strategy obtained by
the analysis of Lyapunov optimization.
• Second, we present a low complexity algorithm named
AlgF in order to optimally solve the CSI feedback
decision problem obtained by the analysis of Lyapunov
optimization.
• We then provide a performance analysis of the proposed
algorithm, and compare it to the performance of the
optimal solution. We also show that under certain settings
the performance can be made very close to the optimal
value.
The rest of the paper is organized as follows. We specify the
system model in Section II. We first provide the solution based
on Lyapunov optimization with perfect CSI at the SCBSs
in Section III. The impact of delayed information exchange
between the SCBSs is addressed in Section IV. The case with
limited CSI at the SCBS and the problem formulation in case
of joint CSI feedback and beamforming design is considered
in Section V. The numerical results are provided in Section VI.
Finally, the paper is concluded in Section VII. The technical
proofs of the results in this paper are provided in Appendices
A,B, and C.
Notations: Throughout this work, we use boldface lower-
case and uppercase letters to designate column vectors and
matrices, respectively. For a vector x, xT and xH denote the
transpose, the complex conjugate respectively (and similarly
for a matrix). The notation tr(X), and λmax(X) denote the
3trace and the maximum eigenvalue of the matrix X respec-
tively. We denote the identity matrix by the notation I.
II. SYSTEM MODEL
 SC1 SC2
SCBS1 SCBS2
UT1,1 UT1,K UT2,1 UT2,K
Fig. 1. Example of a SCN consisting of 2 small cells.
The system model is illustrated in Figure 1. We consider
SCN consisting of N cells and K user terminals (UTs) per
cell 1. The SCBSs are equipped with Nt antennas each, and
the UTs have a single antenna. The notation UTi,j denotes
the j-th UT present in the i-th SC. The SCBS of each
cell serves only the UTs present in its cell. We consider a
discrete-time block-fading channel model where the channel
remains constant for a given coherence interval and then
changes independently from one block to the other. We
index the time slots by t. We denote the channel vector
from the SCBSi to the UTj,k during the time slot t by
hi,j,k[t] ∈ CNt . The elements of the channel vector are
independent and identically distributed (i.i.d.). Furthermore,
we consider that the channel vector can be represented by
two components, i.e, hi,j,k[t] = σi,j,kh′i,j,k[t], where σi,j,k
is the pathloss component and h′i,j,k[t] is the fast fading
component, and E[h′i,j,k[t](h′i,j,k[t])H ] = I. We define the
channel matrix H[t] given Hi,j [t] = [hi,j,1[t], . . . ,hi,j,K [t]] ;
Hi[t] = [Hi,1[t], . . . ,Hi,N [t]] and H[t] = [Hi[t], . . . ,HN [t]] .
The channel process {H[t], t = 0, 1, 2, . . . } is assumed to be
an i.i.d. (across time slots) discrete time stationary ergodic
random process. We also consider a practical assumption that
the channel gains are bounded at all times, i.e., |hi,n,k[t]|2 ≤
Hmax ∀i, n, k. Throughout this work, we use the following
definitions:
• Local CSI at BSi : The CSI from BSi to all the UTs in
the system, i.e., hi,n,k, n = 1, . . . , N, k = 1, . . . ,K.
• Non-local CSI at BSi : CSI from BSj (j 6= i) to
UTn,k, n = 1, . . . , N, k = 1, . . . ,K.
• Global CSI : CSI from all the BSs to all the UTs in the
system.
The local CSI corresponds to the information that can be
obtained locally (either through feedback or uplink pilots in
schemes such as the TDD), where as the non-local CSI is the
information that must be exchanged between the BSs.
Let us denote the beamforming vector corresponding to
UTi,j during slot t by wi,j [t] ∈ CNt . The signal received
by UTi,j during time t is given by
yi,j [t] = h
H
i,i,j [t]wi,j [t]xi,j [t] +
∑
(n,k)
6=(i,j)
hHn,i,j [t]wn,k[t]xn,k[t]
+ zi,j [t], (1)
1In Subsection II.B, we provide extensions of the system model to the case
of a multi-tier network.
where xi,j [t] ∈ C represents the information signal for the
UTi,j during the time slot t and zi,j [t] is the noise with
variance N0. The downlink SINR for UTi,j is given by
SINRi,j [t] =
|wi,j [t]hi,i,j [t]|2∑
(n,k) 6=(i,j) |wn,k[t]hn,i,j [t]|2 +N0
, (2)
where the numerator represents the useful signal and the
denominator terms represent the interference and the noise
terms respectively. In the rest of this paper, we set N0 = 1,
and normalize the useful signal and the interference signal
power by the variance of the noise. Although not explicitly
mentioned, henceforth all the signal powers are assumed to be
the normalized values, and N0 is taken to be 1. The transmit
power of SCBSi denoted as Pi[t] depends on the beamforming
vector during the time slot t which can be given as Pi[t] =∑K
j=1w
H
i,j [t]wi,j [t], i = 1, . . . , N. The optimization problem
to minimize the average energy expenditure subject to time
average QoS constraint can be formulated as
min lim
T→∞
1
T
T−1∑
t=0
E
[ N∑
i=1
Pi[t]
]
(3)
s.t. lim
T→∞
1
T
T−1∑
t=0
E [γi,j [t]] ≥ λi,j , ∀i, j (4)
K∑
j=1
wHi,j [t]wi,j [t] ≤ Ppeak ∀i, t, (5)
where Ppeak is the peak power at which the SCBSs can
transmit. γi,j is the QoS metric (to be specified) and λi,j is
the QoS target. We define QoS metric as follows:
γi,j [t] = |wHi,j [t]hi,i,j [t]|2
− νi,j
( ∑
(n,k)
6=(i,j)
|wHn,k[t]hn,i,j [t]|2 +N0
)
, (6)
where νi,j ≥ 0 is a scaling factor. This QoS metric ensures
that the time average useful signal power is greater than the
time average interference signal power by a threshold λi,j .
The optimization problem described by (3), (4), (5) is a
stochastic optimization problem. The control action to be taken
during each time slot is the formulation of the downlink
beamforming vectors (wi,j [t] ∀i, j) during every time slot t.
Let Pinf be the minimum time average power incurred over all
possible sequence of control actions that satisfy the constraints
(4)-(5). The problem in (3) - (5) can be solved optimally using
techniques such as dynamic programming. But these methods
are computationally complex and suffer from the curse of
dimensionality.
We propose to solve this by the method of Lyapunov
optimization. Although this method is sub optimal, the control
actions using this method can be computed with the knowledge
of only the current state of the system and does not require
a-priori knowledge of the statistics of the random processes
associated with the system. Moreover, it has low computa-
tional complexity as compared to dynamic programming based
techniques. The application of this method transforms the
stochastic optimization problem into a series of successive
4instantaneous static optimization problems. Convexity of these
instantaneous optimization problem is desirable to provide
an efficient solution. However, the instantaneous optimization
problems are not necessarily convex and depend on the form
of time average QoS metric (as we shall see later in Section
III).
A. Comment on the QoS metric
The QoS metric chosen in this work represents the differ-
ence between time average useful signal power and the time
average scaled interference signal power, which is constrained
to be above a threshold value. One can view the QoS metric
in similar spirit with metrics such as interference temperature
control [28], [29], [30], [31] (in which the interference, peak
interference power (PIP) or average interference power (AIP)
is constrained to be below a certain threshold). Our QoS metric
is more general in the sense that we constrain the interference
signal to be below the useful signal power upto a threshold
level.
A QoS metric of more practical importance would be the
time average SINR, and the associated constraint given by
lim
T→∞
1
T
T−1∑
t=0
E [SINRi,j [t]] ≥ λi,j . (7)
However, the QoS metric chosen in (6) (the difference form)
has certain functional advantages in our algorithm design,
which will be specified in the rest of this subsection. Before
enlisting them, we point out that with the help of numerical
results, we will illustrate (in Section VI) that the time average
SINR constraint of (7) is indeed satisfied by the algorithm
developed in this work. Therefore, it can be applied directly
to problem with time average SINR constraint.
The main drawback of using the time average SINR con-
straint (in our algorithm design) is that the application of
Lyapunov optimization technique with this metric leads to
solving successive instantaneous optimization problems that
are non-convex (as we shall see in the algorithm formulation
in Section III). Consequently, we can only find a suboptimal
solution to these non-convex problems. Furthermore, it is hard
to characterize the gap between the solution provided by the
Lyapunov optimization technique, and Pinf. It is also hard
to find a decentralized implementation of this solution, and
incorporate CSI feedback constraints. In order to overcome
all the aforementioned issues, we introduce the modified QoS
metric in (6). The advantages of using this metric are the
following:
• It enables the development of low complexity beamform-
ing solution to the stochastic optimization problem. It also
enables us to analytically characterize the gap between
the time average power expenditure of this algorithm and
Pinf (recall that the solution obtained by the Lyapunov
optimization technique is sub-optimal).
• Furthermore, the beamforming design algorithm is de-
centralized in which only the knowledge of local CSI is
required, and the SCBSs only have to exchange scalar
variables.
• It enables the development of a low complexity joint
CSI feedback and beamforming design. Furthermore, this
algorithm is also decentralized.
B. Extension to the case of Multi-tier Network
The system model considered in this work can be extended
to different Hetnet scenarios in a straightforward manner. To
illustrate this point, note that instead of viewing the system
as consisting of N small cells, one can simply consider the
system as a network consisting of N tiers. The QoS constraints
can now be stated as follows:
γi,j [t] = ν
U
i |wHi,j [t]hi,i,j [t]|2
−
N∑
n=1
νIn,i,j
(
K∑
k=1
|wHn,k[t]hn,i,j [t]|2
)
−N0. (8)
In (8), |wHi,j [t]hi,i,j [t]|2 is the useful signal from the BS of the
ith tier to UTj in its own tier, and
∑K
k=1 |wHn,k[t]hn,i,j [t]|2 is
the interference arising from the BS of the nth tier (n 6= i)
at the UTj in the ith tier. νUi and ν
I
n,i,j can be interpreted
as constants that scale the useful signal, and the sum of the
interference caused by the BS of the nth tier on to a UTj in
the ith tier. These constants can be set to suitable values in
order to adapt the model for different Hetnet scenarios. The
time average QoS constraint can now be set as
lim
T→∞
1
T
T−1∑
t=0
E [γi,j [t]] ≥ λi,j . (9)
Example: Consider a 2 tier network consisting of a macro-
cell and a small-cell. Let us assume that the macro-cell is
indexed by i = 1, and the small cell by i = 2. In this
case, suppose the macro-cell users demand a certain average
interference temperature constraint from the small cells. This
can be accomplished by setting νU1 = 0 and ν
I
2,1 = −1. The
QoS constraint becomes
lim
T→∞
1
T
T−1∑
t=0
E
[
K∑
k=1
|wH2,k[t]h2,1,j [t]|2
]
≤ λ1. (10)
Therefore, we can extend the system model of this paper to
different HetNet scenarios.
We now proceed to the algorithm design. In the rest of
the paper, we use the short hand notation X¯ to denote the
time average value of the random process X[t], i.e., X¯ =
limT→∞ 1T
∑T−1
t=0 E[X[t]].
III. SOLUTION BY LYAPUNOV OPTIMIZATION TECHNIQUE
In order to model the time average QoS constraint, we use
the concept of virtual queue [23]. The virtual queue associated
with the time average constraint γ¯i,j ≥ λi,j evolves in the
following manner,
Qi,j [t+ 1] = max (Qi,j [t]− µi,j [t], 0) +Ai,j [t], (11)
where Ai,j [t] denotes the arrival process and µi,j [t] denotes
the departure process. The arrival and departure process are
5given by
Ai,j [t] = νi,j
∑
(n,k)
6=(i,j)
|wHn,k[t]hn,i,j [t]|2 + νi,jN0 + λi,j (12)
µi,j [t] = |wHi,j [t]hi,i,j [t]|2. (13)
Note that the arrival and the departure process can be upper
bounded as follows:
Ai,j [t] ≤ NKνmaxPpeakHmax + νmaxN0 + λi,j 4= Amax,
(14)
µi,j [t] ≤ PpeakHmax 4= µmax. (15)
The basic idea is to ensure stability of the virtual queue, stated
mathematically as
∑
i,j Q¯i,j < ∞. Ensuring the stability of
the virtual queue implies that the time average of the arrival
process is less than or equal to the service process, i.e. A¯i,j −
µ¯i,j ≤ 0 ∀i, j. In other words, the constraint (4) is satisfied.
Thus, we reformulate the original problem into minimizing the
time average power expenditure while stabilizing the virtual
queue as follows:
min
N∑
i=1
P¯i (16)
s.t.
∑
i,j
Q¯i,j <∞,
K∑
j=1
wHi,j [t]wi,j [t] ≤ Ppeak.
With this reformulation, we solve the optimization problem
in (3) using the technique of Lyapunov optimization [22],
which allows us to consider the joint problem of stabilizing
the queue and performance optimization. To this end, we
define the quadratic Lyapunov function Ψ : RN → R as:
Ψ(Q[t]) = 12
∑
i,j(Qi,j [t])
2. The Lyapunov function is a
scalar measure of the aggregate queue-lengths in the system.
We define the one-step conditional Lyapunov drift as
∆(Q[t]) = E
[
Ψ(Q[t+ 1]))−Ψ(Q[t])
∣∣∣Q[t]] , (17)
where the expectation is with respect to the random channel
states and the (possibly random) control actions made in
reaction to these channel states.
We now examine the Lyapunov drift corresponding to the
evolution of the virtual queue Qi,j .
Proposition 1. For the virtual queue which evolves according
to (11), the Lyapunov drift follows the condition
∆(Q[t]) ≤ C1 −
∑
i,j
E
[
Qi,j [t](Ai,j [t]− µi,j [t])
∣∣∣Q[t]] ∀t,
(18)
where
C1 = NK
(
(Amax)
2 + (µmax)
2
)
<∞, (19)
and Amax and µmax represent the upper bound on the arrival
and departure process specified in (14) and (15) respectively.
The proof is provided in Appendix A, part I.
Adding the cost term (i.e. transmit power during the current
time slot), V E
[∑
i,j w
H
i,j [t]wi,j [t]
∣∣Q[t]]2 to both the sides of
the equation (18), we obtain
∆(Q[t]) + V E
[∑
i,j
wHi,j [t]wi,j [t]
∣∣Q[t]] ≤ C1
−
∑
i,j
E
[
Qi,j [t](Ai,j [t]− µi,j [t])− VwHi,j [t]wi,j [t]
∣∣∣Q[t]] ∀t.
(20)
Henceforth, we call the term ∆V (Q[t])
4
= ∆(Q[t]) +
V E
[∑
i,j w
H
i,j [t]wi,j [t]
∣∣Q[t]] as the modified Lyapunov drift.
The bound on the modified Lyapunov drift for the queue-
length evolution can be given as
∆(Q[t]) ≤ C1 +
∑
i,j
Qi,j [t](λi,j + νi,jN0)
−
∑
i,j
E
[
Qi,j [t]
(|wHi,j [t]hi,i,j [t]|2
− νi,j
∑
(n,k)
6=(i,j)
|wHn,k[t]hn,i,j [t]|2
)
− VwHi,j [t]wi,j [t]
∣∣∣Q[t]] ∀t,
(21)
where we have used the expressions for Ai,j [t] and µi,j [t]
from (12) and (13) respectively.
Following the approach of Lyapunov optimization (drift-
plus penalty method), we design the beamforming vectors
during each time slot t to minimize the bound on the Lyapunov
drift during each time slot [22]. Before we proceed, we state
the main intuition of using the Lyapunov optimization method
in the design of the algorithm.
The modified Lyapunov drift has two components, the
Lyapunov drift term ∆(Q[t]), and the penalty term V ×
E
[∑
i,j w
H
i,j [t]wi,j [t]
∣∣Q[t]] term. Intuitively, minimizing the
Lyapunov drift term alone pushes the queue-length of the
virtual energy queue to a lower value. The second metric
V ×E[∑i,j wHi,j [t]wi,j [t]∣∣Q[t]] can be viewed as the penalty
term for using high downlink power, with the parameter
V representing the trade-off between minimizing the queue-
length drift and minimizing the penalty function. Greater value
of V represents greater priority to minimizing the downlink
power at the expense of greater size of the virtual energy queue
and vice versa. Therefore in our algorithm, we minimize the
modified Lyapunov drift instead of only minimizing ∆(Q[t]),
and obtain a trade-off between the two metrics of interest.
Furthermore, we theoretically examine some properties of
this algorithm and analyze its performance. In particular,
we characterize the sub optimality in the performance of
this algorithm with respect to Pinf, i.e. the minimum power
expenditure over all feasible control policies
Accordingly, the beamforming vector should be computed
as a solution to the following optimization problem (minimize
2The conditional expectation of the transmit power with respect to Q[t]
is taken since the optimal transmit power during every time slot will be a
function of the virtual queue-length values.
6the bound obtained in (21)):
wi,j [t] ∈ arg max
wi,j ,∀{i,j}
∑
i,j
EH
[
Qi,j [t]|wHi,jhi,i,j [t]|2
− νi,jQi,j [t]
∑
(n,k)
6=(i,j)
|wHn,khn,i,j [t]|2 − VwHi,jwi,j
∣∣∣Q[t]]. (22)
where EH indicates that the expectation is with respect to the
random channel realization.
A. Algorithm Design with Perfect Knowledge of Local CSI at
the BS
In this section, we assume that the SCBSs have the perfect
knowledge of CSI of all its downlink channels (hi,n,k ∀n, k)
and examine the optimization problems (22). The CSI infor-
mation can be obtained by feedback from the UTs3. With
the perfect knowledge of CSI, (22) reduces to greedily mini-
mizing the term inside the expectation (E[f(Y )|Y ] = f(Y )).
Therefore, we remove the expectation and solve the following
optimization problem (we drop the time index t).
max
wi,j ,∀{i,j}
∑
i,j
[
Qi,j |wHi,jhi,i,j |2 (23)
−νi,jQi,j
∑
(n,k)
6=(i,j)
|wHn,khn,i,j |2 − VwHi,jwi,j
]
s.t.
∑
j
wHi,jwi,j ≤ Ppeak ∀i.
We now examine (23) in greater detail. The objective
function of the optimization problem in (23) can be rearranged
and written as,
max
wi,j ,∀{i,j}
∑
i,j
wHi,jAi,jwi,j (24)
s.t.
∑
j
wHi,jwi,j ≤ Ppeak ∀i
where the matrix Ai,j = Qi,jHi,i,j −∑
(n,k)
6=(i,j)
νn,kQn,kHi,n,k − V I and Hi,n,k = hi,n,khHi,n,k.
Note that the optimization problem in (24) is in separable
form, in which each SCBS i can solve the sub problem given
by
max
wi,j ,∀{i,j}
∑
j
wHi,jAi,jwi,j (25)
s.t.
∑
j
wHi,jwi,j ≤ Ppeak.
We now provide an algorithm to solve the optimization prob-
lem (25) and address it by the name Decentralized Beamform-
ing algorithm - DBF. We also denote the beamforming vector
corresponding to the DBF algorithm by wDBFi,j . Also, let us we
denote λmax(Ai,j) as the maximum eigenvalue of the matrix
Ai,j .
3A more practical case where the SCBS can obtain CSI feedback from only
a limited number of UTs will be addressed in Section V.
Algorithm 1 (Decentralized Beamforming algorithm - DBF).
During each time slot t, perform the following steps:
• Compute j∗ = arg maxj λ
max(Ai,j).
• Set the beamforming vector corresponding to the UT j∗
as follows:
wDBFi,j∗ =
(
Ppeakλ
max(Ai,j∗)1λmax(Ai,j∗ )>0
)
xλmax(Ai,j∗ )
(26)
where 1λmax(Ai,j∗ )>0 represents the indicator function
whose value is 1 if λmax(Ai,j∗) > 0, and 0 otherwise,
and xλmax(Ai,j∗ ) is the eigenvector corresponding to the
maximum eigenvalue of matrix Ai,j∗ .
• For all other UTs j(6= j∗), set
wDBFi,j = 0 j 6= j∗. (27)
From the steps of the DBF algorithm, it can be verified
that the optimal direction of transmission to solve (25) is to
transmit along the eigenvector corresponding to the maximum
eigenvalue of the matrix Ai,j∗ ,
For simplicity of notations, we denote Wi,j [t] =
wi,j [t]w
H
i,j [t] and hence w
H
i,jAi,jwi,j = tr(Ai,j [t]Wi,j [t]).
The solution implies that at most one UT can be active per
cell during each time slot. Also, we can conclude that∑
j
tr(Ai,j [t]WDBFi,j [t]) = Ppeakλ
max(Ai,j∗)1λmax(Ai,j∗ )>0.
B. Properties of the DBF algorithm
We now provide some properties of the DBF algorithm. •
Intuition: Taking a closer look at the optimization problem
(25), it can be seen that each UTi,j has a metric associated
with it given by,
tr(Ai,jWi,j) = tr
(
Qi,jHi,i,jWi,j︸ ︷︷ ︸
Useful signal
−
∑
(n,k)
6=(i,j)
νn,kQn,k Hi,n,kWi,j︸ ︷︷ ︸
Interference signal to other UTs
−VWi,j
)
. (28)
The metric corresponds to the difference between weighted
sum of the useful signal (to the UTi,j) and the weighted
sum of interference caused to the other UTs in the system
(UT(n,k)6=(i,j)). The weights are the corresponding queue-
length values which indicate how urgently the UT needs to
be served. Therefore, intuitively, each SCBS schedules the
UT in its cell which has the highest value of this metric
λmax(Ai,j∗). Additionally, the transmission direction corre-
sponds to the eigenvector corresponding to the (λmax(Ai,j∗)).
The parameter V represents how aggressively the SCBS
decides to transmit. Higher value of V implies less aggressive
transmission and greater energy savings.
The beamforming vector that maximizes the metric in (28)
has some similarities with the “Leakage-based beamforming
design” [17], [18], [19], where in the beamforming vectors are
chosen to maximize the SLNR metric. Since the original QoS
metric considered in this work is in the difference form (as
opposed to the ratio form of the SLNR metric), our solution
chooses the beamforming vector that maximizes the weighted
7difference between the useful signal and the interference
caused to the other UTs in the system (and not the ratio as in
the case of SLNR). Moreover, the useful signal power and the
interference signal powers are scaled by the respective virtual
queue lengths during that time slot. Therefore, our algorithm
can be viewed as a “dynamic time varying leakage based
algorithm” where the impacts of useful signal and interference
signal are adapted dynamically according to the achieved QoS
(represented by the virtual queue length levels).
• Decentralized Solution: Observe that in order to formu-
late the matrix Ai,j , the SCBSs only require the local CSI
(hi,n,k ∀n, k). The SCBSs would only have to exchange the
queue-lengths (Qi,j) among themselves. Therefore, our formu-
lation naturally leads to a decentralized solution. This results in
tremendous reduction in the backhaul capacity requirements.
C. Performance bounds for the DBF algorithm:
The following proposition provides the performance bounds
for the DBF algorithm:
Proposition 2. The DBF algorithm yields the following per-
formance bounds. The virtual queue is strongly stable and for
any  > 0,V ≥ 0, the time average queue-length satisfies∑
i,j
Q¯DBFi,j ≤
C1 + V NKPpeak

(29)
and the time average energy expenditure yields,∑
i
P¯DBFi ≤ Pinf +
C1
V
. (30)
Proof: The proof is provided in Appendix B, part II.
The bound of Proposition 2 implies that the time average
energy expended by the DBF algorithm can be made arbi-
trarily close to the minimum average power (over all possible
sequence on control actions) by increasing the value of V to an
arbitrarily high value. This comes at the expense of increasing
the average queue-length of the virtual queue. Intuitively, a
high value of the average queue-length implies that the number
of time slots required to satisfy the time average constraints
is higher (analogous to the concept of delay in real queues).
D. A Note on using the time average SINR for algorithm
design
Similar to the derivation at the beginning of (21), it can
be shown that the use of time average SINR (as the QoS
metric) in the Lyapunov optimization method leads to solving
the following instantaneous optimization problem during each
time slot t :
max
w∈CNt
∑
i,j
[
Qi,j [t]SINRi,j − VwHi,jwi,j
]
(31)
s.t.
∑
j
wHi,jwi,j ≤ Ppeak ∀i.
Notice that the optimization problem in (31) corresponds
to solving a maximization of the weighted sum of SINR
terms, which is a non-convex problem, and finding the global
optimum is a non-trivial task. Additionally, it is very difficult
to obtain a decentralized formulation of the solution corre-
sponding to (31), and to develop an efficient CSI feedback
strategy in the case when there are CSI feedback constraints.
This highlights the functional importance of using the QoS
metric in (6) in our algorithm design.
Next, we introduce delays in the information exchange
among the SCBSs.
IV. DELAYED QUEUE-LENGTH INFORMATION EXCHANGE
In this section, we make a novel contribution by studying
the impact of delayed information exchange between SCBSs
(such as the delays introduced in the backhaul). Recall that
in our beamforming solution, the SCBSs can formulate the
beamforming vectors using only the local CSI. However, the
SCBSs have to exchange the queue length information (scalar
values). In this section, we show that this exchange does not
have to be in real time, and our solution can be made arbitrary
close to infimum even if the exhcange is done with delay. We
study the proposed solution in presence of delayed information
exchange between SCBSs, and show the impact of this delay
on the gap between our solution, and the minimum transmit
power of the original stochastic problem.
A. Algorithm Design with Delayed Information Exchange
between the BSs
Let us assume that a delay of τ <∞ time slots is incurred
while the SCBSs exchange the queue-length information. Each
SCBS i now has perfect queue-length information of its local
queues (Qi,j [t] ∀j) and the delayed queue-length information
from the neighboring queues (Qn,k[t − τ ], ∀n 6= i, k).
Note that our set up can be easily generalized to introduce
different delays τn,∀n 6= i corresponding to the queue-length
information from different SCBSs. However, in order to keep
the notations simple, we restrict ourselves to uniform delays
(τ, ∀n 6= i). We assume that the SCBSs treat the delayed
queue-length as the true value of the queue-length. Every
SCBS now solves the following optimization problem,
max
w
∑
j
tr
(
Aτi,j [t]Wi,j
)
(32)
s.t.
∑
j
tr(Wi,j) ≤ Ppeak
where the matrix Aτi,j [t] is given by,
Aτi,j [t] = Qi,j [t]Hi,i,j(t)−
∑
k 6=j
νi,kQi,k[t]Hi,i,k[t]
−
∑
n6=i,k
νn,kQn,k[t− τ ]Hi,n,k[t]− V I. (33)
Let us denote the solution corresponding to optimization prob-
lem (32) by Wdel[t]. We will henceforth use the superscript
”del” to denote parameters corresponding to the solution of
(32). Once again, following similar argument as the solution
to (25), it can be shown that at most one UT can be active
per cell.
Algorithm 2 (DBF algorithm with delayed information ex-
change). During each time slot t, perform the following steps:
8• Compute j∗τ = arg maxj λ
max(Aτi,j).
• Set the beamforming vector corresponding to the UT j∗
as follows:
wdeli,j∗τ =
(
Ppeakλ
max(Ai,j∗τ )1λmax(Ai,j∗τ )>0
)
xλmax(Ai,j∗τ )
(34)
where 1λmax(Ai,j∗τ )>0 represents the indicator function
whose value is 1 if λmax(Ai,j∗τ ) > 0, and 0 otherwise,
and xλmax(Ai,j∗τ ) is the eigenvector corresponding to the
maximum eigenvalue of matrix Ai,j∗τ .
• For all other UTs j( 6= j∗τ ), set
wdeli,j = 0 j 6= j∗τ . (35)
It is clear that the optimal power allocation policy is given
by
P deli,j =
{
Ppeak if j = j∗τ and λ
max(Ai,j∗τ ) > 0
0 else,
(36)
and therefore,
max
wi,j
∑
j
tr(Aτi,j [t]W
del
i,j [t]) = Ppeakλ
max(Ai,j∗τ )1λmax(Ai,j∗τ )>0
.
(37)
We ow theoretically examine the performance of the DBF
algorithm with delayed queue-length information.
B. Performance Analysis with Delayed Information Exchange
Between the BSs
We first compare the performance of DBF algorithm with
respect to the solution of (32) (i.e. the case with delayed queue-
length exchange) in the following lemma.
Lemma 1. There exists a constant 0 ≤ C2 <∞ independent
of the current queue-length Qi,j [t], ∀i, j such that,∑
i,j
tr(Ai,j [t]WDBFi,j [t]) ≤
∑
i,j
tr(Ai,j [t]Wdeli,j [t]) + C2 ∀t.
(38)
Proof: The lemma is proved in Appendix B, part I.
Lemma 1 states that the performance of the DBF algorithm
with delayed queue-length information exchange differs from
that of DBF algorithm (with instantaneous queue-length in-
formation exchange) by a bounded constant. The key element
in this lemma is the fact that the constant C2 is independent
of the current queue-lengths which will be helpful in proving
the performance bounds for the DBF algorithm with delayed
queue-length information exchange.
Corollary 3. For the DBF algorithm with delayed queue-
length information exchange, the following performance can
be obtained for any  > 0 and V ≥ 0: The time average
transmit power expenditure satisfies
N∑
i=1
P¯ deli ≤ Pinf +
C1 + C2
V
. (39)
and the time average queue-length satisfies∑
i,j
Q¯deli,j ≤
C1 + C2 + V NKPpeak

(40)
where C1 is defined in (19) and C2 defined from Lemma 1.
Corollary 3 is proved in Appendix B, part II.
The corollary shows that by increasing the value of V, the
time average power expenditure can be made very close to
the optimal value of the original problem, i.e., the impact of
the delays in information exchange can be made negligible.
However, this will have an impact on the time needed to
achieve the time average QoS constraint (i.e., we need greater
number of time slots to achieve the QoS). This result shows the
SCBSs do not have to exchange the queue-length information
in real time. The SCBSs can delay this exchange, and even
adapt it to the backhaul capacity/load. Under some cases, the
impact of the delay in information exchange can be even made
negligible (for e.g., choosing a high value of the parameter V ).
V. JOINT OPTIMIZATION OF THE CSI FEEDBACK AND
TRANSMISSION
In this Section, we solve the problem of joint CSI feedback
and beamforming design by using the Lyapunov optimization
framework. The solution itself is not straightforward from
the Lyapunov optimization technique, and requires several
intermediate proofs that are presented in Theorem 4.
A. Algorithm Design : Joint CSI Feedback and Transmission
CSI Feedback Model : In practice, the UTs feedback
a quantized version of the CSI to the SCBS. However, in
this work, owing the complexity of the joint feedback and
beamforming design problem, we consider a simple feedback
scheme. Under this scheme, we assume that if SCBSi decides
to obtain the CSI feedback from the UTn,k, then the UT can
feedback this information perfectly. Hence, SCBSi has the
knowledge of the exact value of hi,n,k. For the rest of the UTs
(that do not feedback their CSI), SCBSi assumes the channel
to be the mean value, i.e. E[hi,n,k]. Consequently, the SCBS
must decide which of the UTs have to feedback their CSI4. We
impose the following feedback constraint: during every time
slot t, the SCBS can obtain feedback from at-most Bmax UTs
(recall that in practice, the SCBS can obtain the feedback from
only a subset of the UTs). We denote the indicator variable
for the CSI feedback decision by
bi,n,k =
{
1 if UTn,k feeds back its CSI to SCBSi
0 else.
The feedback constraint can then be stated as∑
n,k
bi,n,k ≤ Bmax. (41)
4The impact of channel quantization errors will be addressed in the future
work
9Let us denote bi,j = [bi,j,1, . . . , bi,j,K ]; and bi =
[bi,1, . . . ,bi,N ] and b = [b1, . . . ,bN ]. Also, for simplicity
of notations, we henceforth denote
H˜i,n,k = Hi,n,k − E[Hi,n,k]
H¯i,n,k = E[Hi,n,k]
Q˜i,n,k = Qi,n,kσi,n,k.
The joint CSI feedback decision and transmission algorithm
can be derived by following steps similar to Proposition 1
and the beamforming vector design of (23) (omitted here
for brevity). In what follows, we first present the joint CSI
feedback decision and transmission rule obtained from the
Lyapunov optimization technique (for the case with partial
CSI), and then present the results on the performance analysis.
Algorithm 3 (Joint CSI Feedback and Transmission Algo-
rithm). During each time slot t, perform the following steps:
• Choose the CSI feedback decision as a solution to the
following optimization problem:
bFB =
max
b
E
[
max
P
∑
i,j
Pi,jλ
max
(
Qi,j(bi,i,jH˜i,i,j + H¯i,i,j)
−
∑
(n,k)
6=(i,j)
νn,kQn,k(bi,n,kH˜i,n,k + H¯i,n,k)− V I
)]
,
(42)
where we denote bFB to be the resulting CSI feedback
decision.
• After computing bFB, if bFBi,n,k = 1, set the channel
vector from SCBSi to UTn,k to hi,n,k (i.e., the actual
value of the channel realization). Else, set the channel
vector from SCBSi to UTn,k to E[hi,n,k]. After setting the
corresponding channel values, compute the beamforming
vectors by repeating the steps of Algorithm 1.
A Low Complexity Algorithm to Solve (42)
Notice that the feedback design problem in (42) is a
stochastic optimization problem with discrete variables b,
and over the power allocation P. We propose the following
low complexity implementation scheme, labeled AlgF to
optimally solve (42). Before we do so, let us define
Q˜ii = {Q˜i,1, Q˜i,2, . . . , Q˜i,K} (43)
Q˜ii− = {νn,1Q˜n,1, νn,2Q˜n,2, . . . , νn,KQ˜n,K} ∀n 6= i. (44)
AlgF can be implemented in the following manner:
Algorithm 4 (AlgF ). Perform the following steps.
• Initialize bi,n,k = 0,∀n, k.
• Choose the index j′ = arg maxj Q˜ii and k
′ =
arg maxk,n 6=i Q˜ii− . Then, select either the index j
′ or k′
that maximizes the cost function in (42). If j′ is selected,
then set bi,i,j′ = 1 or if k′ is selected, then set bi,n,k′ = 1.
• If j′ is selected, then update Q˜ii as Q˜ii = Q˜ii\Q˜i,j′ or if
k′ is selected, then update Q˜ii− as Q˜ii− = Q˜ii− \Q˜n,k′ .
If
∑
n,k bi,n,k ≤ Bmax, go to step 2, else terminate.
The aforementioned algorithm requires the computation of
the max eigenvalues for 2Bmax UTs. This results in a huge
complexity reduction as compared to the exhaustive search
method that requires the computation of the max eigenvalues
for
(
NK
Bmax
)
combinations.
It is worth noting that, in practice, the UTs in other cells
i.e. (n 6= i, k) may not be allowed to feedback their CSI
to base station i. Under this condition, a similar feedback
problem can be reformulated. The constraint (41) is now over
the UTs of cell i. Our feedback algorithm can be modified
taking this constraint into account, which results in a simple
algorithm that consists of selecting the Bmax UTs that have
the highest Q˜i,j (the computation of the maximum eigenvalue
is not needed in this case).
B. Algorithm Performance Analysis
In this subsection, we provide the performance analysis of
both AlgF and the joint CSI feedback decision and transmis-
sion algorithm.
Theorem 4. The proposed feedback algorithm AlgF is the
optimal solution to the problem in (42).
The proof is given in appendix C, Part I.
Let P ′inf be the minimum time average transmit power
P¯ , over all possible sequences of control actions of the
optimization problem (3), with an additional constraint on the
CSI feedback as in (41).
Corollary 5. The proposed joint feedback and beamforming
algorithm can achieve the following performance : The aver-
age energy energy expenditure, and the time average virtual
queue length satisfy the bounds given by∑
i
P¯ FBi ≤ P ′inf +
C1
V∑
i,j
Q¯FBi,j ≤
C1 + V NKPpeak

(45)
The proof is provided in Appendix C, Part II. Recall that
the time average QoS constraint is satisfied if the time average
queue lengths are bounded, which is ensured by the use our
algorithm for finite values of V , N and K.
VI. NUMERICAL RESULTS
In this section, we present some numerical results to demon-
strate the performance of the DBF algorithm. We consider a
system consisting of 2 small cells with each cell having 2 UTs
each. Each SCBS has 5 antennas and Ppeak = 10dB per SCBS.
We consider a distance dependent path loss model, the path
loss factor from SCBSi to UTj,k is given as σi,j,k = d
−β
i,j,k
where di,j,k is the distance between SCBSi to UTj,k, nor-
malized to the maximum distance within a cell, and β is
the path loss exponent (in the range from 2 to 5 dependent
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on the radio environment). Once again, as stated before, we
assume N0 = 1, and normalize the signal powers by the noise
variance.
We plot the time average energy expenditure per SCBS
versus the target QoS for two cases. In the first case, we
solve the problem of minimizing the instantaneous energy
expenditure subject to instantaneous QoS target constraints
( minw
∑N
i=1
∑K
j=1w
H
i,j [t]wi,j [t] s.t. γi,j [t] ≥ λi,j ∀t). We
repeat this for 1000 time slots. In the second scenario, we solve
the problem of minimizing the time average energy expendi-
ture subject to time average QoS constraints (γ¯i,j ≥ λi,j). We
plot the result in Figure 2. It can be seen that for the case with
time average constraints, the energy expenditure is lower. In
particular, for a target QoS of 10dB, energy minimization with
time average QoS constraints under the Lyapunov optimization
based approach provides upto 4dB reduction in the energy
expenditure as compared to the case with instantaneous QoS
constraints (for V = 800.) This is in accordance with our
intuition that the time average QoS constraint provides greater
flexibility in allocating resources over channel fading states.
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Fig. 2. Average energy expenditure Vs target QoS for a two cell scenario,
each cell consisting of two UTs, Nt = 5, Ppeak = 10dB.
We also plot the achieved time average SINR as a function
of the target QoS for different values of V in Figure 3. It
can be seen that in each of the cases, the achieved time
average SINR in the downlink is above the target value
λi,j . This result emphasizes the fact that although the QoS
constraint of the form (6) was used in the algorithm design,
the resulting algorithm still achieves the target value in terms
of the achieved time average SINR. Thus, our algorithm can be
directly used in the case with time average SINR constraints.
We next plot the time average energy expenditure per SCBS
versus the average queue-length for different values of V
obtained by running the DBF algorithm for 1000 time slots
in Figure 4. The target time average QoS is 10dB. It can be
seen that as the value of V increases, the time average energy
expenditure decreases, and the average queue-length increases.
This is in accordance with the performance bounds of DBF
algorithm. Increasing V implies that the SCBS transmits less
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Fig. 3. Achieved time average SINR Vs target QoS for a two cell scenario,
each cell consisting of two UTs, Nt = 5, Ppeak = 10dB.
frequently resulting in higher average queue-length and lower
average energy expenditure.
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Fig. 4. Time average queue-length vs time average energy expenditure for a
two cell scenario, each cell consisting of two UTs, Nt = 5, peak power per
SCBS = 10dB Target QoS value= 10dB.
Next, we examine the impact of the number of transmit
antennas on the target QoS. We plot the average queue-length
(of the virtual queue) as a function of the target QoS for
different number of transmit antennas in Figure 5. First, it
can be seen that as the number of transmit antennas increase,
the average queue-length becomes lower. Also, it can be seen
that there is a cut-off point beyond which the average queue-
length blows up. The cut off point represents the maximum
supportable QoS target for the system. The higher the number
of transmit antennas, higher is the maximum supportable QoS.
This is due to the fact that higher number of antennas leads
to greater degrees of freedom resulting in enhancement of the
useful signal power and less interference power.
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VII. CONCLUSION
In this work, we handled the problem of minimizing the
transmit power expenditure subject to satisfying time average
QoS constraints in a SCN scenario. Using the technique of
Lyapunov optimization, we proposed a decentralized online
beamforming design algorithm whose performance in terms
of the time average power expenditure can be made arbitrarily
close to the optimal. Our results show that time average QoS
constraints can lead to better savings in terms of transmit
power as compared to solving the problem with instanta-
neous constraints. Additionally, we showed with the help of
numerical results that the achieved time average SINR with
our algorithm also satisfies the target value. In addition we
also considered two practical cases of interest in SCNs. In
the first, we considered the impact of delay in information
exchange among the SCBSs. We showed that the performance
of the proposed algorithm with delays is only affected upto
a finite constant in comparison with the case of no delays.
Secondly, we considered the impact of CSI feedback. We
formulated a joint CSI feedback and beamforming frame-
work using Lyapunov optimization technique. Furthermore,
we provided a low complexity algorithm to optimally solve
the CSI feedback problem (that is obtained by the analysis
of Lyapunov optimization). We then provided performance
bounds between our solution and the optimal solution of the
original joint feedback and beamforming design stochastic
problem.
APPENDIX A: PERFORMANCE BOUNDS
Part 1: Proof of Proposition 1
From (11), we can write the following.
Q2i,j [t+ 1] ≤ (Qi,j [t]− µi,j [t])2 +A2i,j [t]
+ 2Ai,j [t] max (0, Qi,j [t]− µi,j [t])
≤ Q2i,j [t] + µ2i,j [t] +A2i,j [t]
− 2Qi,j [t] (µi,j [t]−Ai,j [t]) . (46)
Summing with respect to i, j and taking the conditional
expectation E[.|Q[t]], we have,
∆(Q[t]) ≤
∑
i,j
E
[
µ2i,j [t] +A
2
i,j [t]|Q[t]
]
−
∑
i,j
Qi,j [t]E [µi,j [t]−Ai,j [t]|Q[t]] (47)
Using the bound µi,j [t] ≤ µmax and Ai,j [t] ≤ Amax, and
defining C1 =
∑
i,j((A
i,j
max)
2 + (µi,jmax)
2). Taking the upper
bound Ai,jmax ≤ Amax and µi,jmax ≤ µmax, we obtain C1 =
NK(A2max + µ
2
max), we obtain the bound of (18).
A. Part II : Proof of Proposition 2
From (21), for the DBF policy we have,
∆(Q[t]) + V E
[∑
i,j
(wDBFi,j )
H [t]wDBFi,j [t]
∣∣Q[t]] ≤ C1
+
∑
i,j
Qi,j [t](λi,j + νi,jN0)
−
∑
i,j
E
[
Qi,j [t]
(
(|wDBFi,j [t])Hhi,i,j [t]|2
− νi,j
∑
(n,k)
6=(i,j)
|(wDBFn,k [t])Hhn,i,j [t]|2
)
− V (wDBFi,j [t])HwDBFi,j [t]
∣∣Q[t]] (48)
(a)
≤ C1 +
∑
i,j
Qi,j [t](λi,j + νi,jN0)
−
∑
i,j
E
[
Qi,j [t]
(|wTSi,j [t])Hhi,i,j [t]|2
− νi,j
∑
(n,k)
6=(i,j)
|(wTSn,k[t])Hhn,i,j [t]|2
)
− V (wTSi,j [t])HwTSi,j [t]
∣∣Q[t]] (49)
where the beamforming vector wTSi,j is the one implemented
with any stationary randomized policy. Inequality (a) is true
due to the following reason. Recall that the DBF algorithm
is implemented to maximize the RHS of the bound in (48).
Therefore, replacing (48) with any other control policy should
yield the inequality of (a).
In particular we replace it by a stationary randomized policy
which satisfies the following conditions.
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E
[
|(wTSi,j [t])Hhi,i,j [t]|2−
νi,jN0
∑
(n,k)
6=(i,j)
|(wTSn,k[t])Hhn,i,j [t]|2 − νi,jN0
∣∣Q(t)] ≥ λi,j + ,
(50)
E
[∑
i,j
(wTSi,j [t])
HwTSi,j [t]
∣∣Q(t)] = Pinf (51)
The existence of such a policy is guaranteed by arguments
from Caratheodory’s theorem and its proof is omitted for
brevity (the reader can refer to [22] for the details of the proof).
Using (50) and (51) in (49) yields,
∆(Q(t)) + V E
[∑
i,j
(wDBFi,j [t])
HwDBFi,j [t]
∣∣Q[t]]
≤ C1 +
∑
i,j
Qi,jλi,j −
∑
i,j
Qi,j(λi,j + ) + V Pinf
= NKB1 − 
∑
i,j
Qi,j + V Pinf (52)
Using the result of (52), and following some straightforward
steps (similar to Lemma 4.1, [22], omitted here for brevity) it
can be shown that,
lim
T→∞
1
T
T−1∑
t=0
∑
i,j
E
[
QDBFi,j [t]
] ≤ C1 + V NKPpeak

lim
T→∞
1
T
T−1∑
t=0
∑
i
E
[
PDBFi [t]
] ≤ Pinf + C1
V
APPENDIX B : PERFORMANCE WITH DELAYED
QUEUE-LENGTH EXCHANGE
B. Part I : Proof of Lemma 1
From the definitions of WDBFi,j [t] and W
τ
i,j [t], we can
conclude the following∑
j
tr(Ai,j [t]WDBFi,j [t]) ≥
∑
j
tr(Ai,j [t]Wdeli,j [t]) (53)∑
j
tr(Aτi,j [t]W
del
i,j [t]) ≥
∑
j
tr(Aτi,j [t]W
DBF
i,j [t]) (54)
Recall the expression for Ai,j [t] given by
Ai,j [t] = Qi,j [t]Hi,i,j [t]−
∑
k 6=j
νi,kQi,k[t]Hi,i,k[t]
−
∑
n 6=i,k
νn,kQn,k[t]Hi,n,k[t]− V
Adding and subtracting
∑
n 6=i,k νn,kQn,k[t − τ ]Hi,n,k[t] on
the right hand side, we obtain
Ai,j [t] = Qi,j [t]Hi,i,j [t]−
∑
k 6=j
νi,kQi,k[t]Hi,i,k[t]
−
∑
n 6=i,k
νn,kQn,k[t− τ ]Hi,n,k[t]
+
∑
n 6=i,k
νn,k(Qn,k[t− τ ]−Qn,k[t])Hi,n,k[t]− V
= Aτi,j [t] +
∑
n 6=i,k
νn,kQ
d
n,k[t]Hi,n,k[t] (55)
where Qdn,k[t] = Qn,k[t − τ ] − Qn,k[t]. Using (55) in the
inequality (53) yields,∑
j
tr(Aτi,j [t]W
DBF
i,j [t])
+
∑
j
∑
n 6=i,k
νn,kQ
d
n,k[t]tr(Hi,n,k[t]W
DBF
i,j [t])
≥
∑
j
tr(Aτi,j [t]W
del
i,j [t])
+
∑
j
∑
n 6=i,k
νn,kQ
d
n,k[t]tr(Hi,n,k[t]W
del
i,j [t]) (56)
Adding (54) to (56) yields,∑
j
∑
n 6=i,k
νn,kQ
d
n,k[t]tr(Hi,n,k[t](W
DBF
i,j [t]−Wdeli,j [t])) ≥ 0.
(57)
Finally consider the term
∑
j tr(Ai,j [t](W
DBF
i,j [t]−Wdeli,j [t])).
Using (55), we obtain∑
j
tr(Ai,j [t](WDBFi,j [t]−Wdeli,j [t]))
=
∑
j
tr(Aτi,j [t](W
DBF
i,j [t]−Wdeli,j [t]))
+
∑
j
∑
n 6=i,k
νn,kQ
d
n,k[t]tr(Hi,n,k[t](W
DBF
i,j [t]−Wdeli,j [t]))
≤
∑
j
∑
n 6=i,k
νn,kQ
d
n,k[t]tr(Hi,n,k[t](W
DBF
i,j [t]−Wdeli,j [t]))
(58)
where the last inequality follows due to the fact that (from
(53)) ∑
j
tr(Aτi,j [t](W
DBF
i,j [t]−Wdeli,j [t])) ≤ 0.
Using the equation for queue-length evolution in (11) and
the bounds in Ai,j [t] ≤ Amax and µi,j [t] ≤ µmax, we can
conclude the following.
Qi,j [t− τ ] + τAmax ≥ Qi,j [t] ∀i, j
Qi,j [t− τ ]− τµmax ≥ Qi,j [t] ∀i, j (59)
Combining the above equations yield,
Qi,j [t]− τAmax ≤ Qi,j [t− τ ] ≤ Qi,j [t] + τµmax, ∀i, j
(60)
And hence we can conclude that
−τAmax ≤ Qdi,j [t] ≤ τµmax ∀i, j (61)
Note that in (57), we have already shown that the right hand
side of (58) is positive.
In order to bound the right hand side of (58), we proceed as
follows. First, we recall that there can only be one active UT
per cell. Therefore, only one of WDBFi,j is a non-zero matrix.
Similarly, the case for Wdeli,j . Therefore,∑
j
∑
n 6=i,k
νn,kQ
d
n,k[t]tr(Hi,n,k[t](W
DBF
i,j [t]−Wdeli,j [t]))
≤ 2 max{τAmax, τµmax}Ppeak max
n 6=i,k
|hi,n,k[t]|2 4= B1 (62)
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Therefore,∑
j
tr(Ai,j [t]WDBFi,j [t]) ≤
∑
j
tr(Ai,j [t]Wdeli,j [t]) +B1 ∀i, t.
and hence,∑
i,j
tr(Ai,j [t]WDBFi,j [t]) ≤
∑
i,j
tr(Ai,j [t]Wdeli,j [t]) + C2,∀t.
(63)
where C2 = NB1 <∞.
Part II : Proof of Theorem 3
Rewriting (21), we have
∆(Q[t]) + V E
[∑
i,j
wHi,j [t]wi,j [t]
∣∣Q[t]] ≤
= C1 +
∑
i,j
Qi,j [t](λi,j + νi,jN0)−
∑
i,j
tr(Ai,j [t]Wi,j [t])
(64)
where we have used the equivalence of the quadratic form
and the trace form. With delayed queue-length information,
the policy corresponding to Wdel is implemented. Therefore,
we have
∆(Q(t)) + V E
[∑
i,j
(wdeli,j [t])
Hwdeli,j [t]
∣∣Q[t]]
≤ C1 +
∑
i,j
Qi,j [t](λi,j + νi,jN0)−
∑
i,j
tr(Ai,j [t]Wdeli,j [t])
(a)
≤ C1 +
∑
i,j
Qi,j [t](λi,j + νi,jN0)
− (tr(Ai,j [t]WDBFi,j [t])− C2)
= C1 + C2 +
∑
i,j
Qi,j [t](λi,j + νi,jN0)− tr(Ai,j [t]WDBFi,j [t])
(65)
where (a) follows from Lemma 1. Now following similar
steps as Appendix A, part II, we can obtain the bounds of
(40) and (39).
APPENDIX C: CSI FEEDBACK SCHEME
Part I : Proof of Theorem 4
Let b∗i,n,k be the solution obtained by our feedback algo-
rithm. First note that
∑
n,k b
∗
i,n,k = Bmax. Let S
∗
i be the set
of UTs that feedback their CSI according to our algorithm to
the SCBSi i.e. b∗i,n,k = 1 ∀(n, k) ∈ S∗i . Let S¯∗i the set of UTs
such that b∗i,n,k = 0 ∀(n, k) ∈ S¯∗i . We prove the theorem by
showing that if we replace any UT in S∗i by a UT in S¯
∗
i , the
resulting objective function of (42) will have a smaller value.
We examine the following 3 cases: i) both UTs are in the
cell i, ii) both UTs belong to other cell (n 6= i) and iii) one UT
belongs to cell i and the second belongs to other cell (n 6= i).
Lets use the notation Hi,n,k = σi,n,kH′i,n,k. One can see that
H′i,n,k and H
′
i,n,k′ are independent of each other for k 6= k′,
and H¯′i,n,k = E[H′i,n,k] = I .
i) First, lets consider two UTs j and j′ in cell i such that
b∗i,i,j = 1 and b
∗
i,i,j′ = 0. Clearly Q˜i,j > Q˜i,j′ (by the
steps followed in our algorithm). Lets consider the objective
function of (42) i.e.
E
[
max
P
∑
i,j
Pi,jλ
max
(
Qi,j(bi,i,jH˜i,i,j + H¯i,i,j)
−
∑
(n,k)
6=(i,j)
νn,kQn,k(bi,n,kH˜i,n,k + H¯i,n,k)− V I
)]
(66)
and denote by matrix Ci(Hii−) =∑
(n 6=i,k) νn,kQn,k(bi,n,kH˜i,n,k + H¯i,n,k) + V I where
Hii− is the matrix that contains the channels between the
base station i and all UTs in other cells n 6= i. In order to
simplify the proof description, lets consider that there exists a
third UT k in cell i that lies in set S∗i (however our argument
holds for any number of UTs in the system). One can notice
that for every channel realization, the solution corresponding
to the optimal beamforming and power allocation in (42)
is such that only one UT is active, or none of the UTs are
active. Therefore, Pi,j is either Ppeak or 0. According to our
feedback algorithm b∗i,i,j = 1 and the objective function in
(42) corresponding to UT j is
Fi,j = Pi,jλ
max(Q˜i,j(H
′
i,i,j)
− Ci(Hii−)− νi,kQ˜i,kH′i,i,k − νi,j′Q˜i,j′H¯′i,i,j′).
Fi,j ≥ 0 and Fi,j ≥ Fi,k for some channel and virtual queue
states i.e. setting b∗i,i,j = 1 will increase the objective function
of (42). If we interchange UTs j and j′ i.e. we set b∗i,i,j to 0
and b∗i,i,j′ to 1, the objective function in (42) corresponding
to UT j′ is
Fi,j′ = Pi,j′λ
max(Q˜i,j′(H
′
i,i,j′)
− Ci(Hii−)− νi,kQ˜i,kH′i,i,k − νi,jQ˜i,jH¯′i,i,j)
(a)
= Pi,j′λ
max(Q˜i,j′(H
′
i,i,j′)− Ci(Hii−)− νi,kQ˜i,kH′i,i,k)
− Pi,j′νi,jQ˜i,j
(b)
≤ Pi,j′ [λmax(Q˜i,j′(H′i,i,j′))− νi,jQ˜i,j ]
(c)
≤ 0. (67)
Therefore Pi,j′ is set to 0 (in order to maximize the objective
function of (42)) and Fi,j′ = 0 for all channel states. Notice
that (a) follows from H¯′i,i,j = I and (b) follows from
wHi,j′(Ci(Hii−)+νi,kQ˜i,kH
′
i,i,k)wi,j′ ≥ 0 ∀ wi,j′ . (c) follows
from Q˜i,j > Q˜i,j′ , λmax(H′i,i,j′) = 1 and νi,j > 1 (target
SNR is higher than 0 dB). Consequently, setting b∗i,i,j to 0
and b∗i,i,j′ to 1 will reduce the objective function of (42).
ii) Lets now consider two UTs not belong to a cell i, denoted
by the index (n, k) and (n′, k′). UT (n, k) ∈ S∗i i.e. b∗i,n,k = 1
and (n′, k′) ∈ S¯∗i i.e. b∗i,n′,k′ = 0. Therefore νn′,k′Q˜n′,k′ <
νn,kQ˜n,k. The objective function of any UT j belonging to
cell i is
Fi,j = Pi,jλ
max(Q˜i,j(H
′
i,i,j)
− Ci,j(Hij−)− νn,kQ˜n,kH′i,n,k − νn′,k′Q˜n′,k′H¯′i,n′,k′)
(a)
= Pi,j [λ
max(Q˜i,j(H
′
i,i,j)− Ci,j(Hij−)− νn,kQ˜n,kH′i,n,k)
− νn′,k′Q˜n′,k′ ] (68)
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where matrix Ci,j(Hij−) =
∑
(l,k) νl,kQl,k(bi,l,kH˜i,l,k +
H¯i,l,k) + V I where the sum is over all UTs in all cells (l, k)
(including cell i) except UTs (i, j), (n, k) and (n′, k′). Hii−
is then the matrix that contains the channels between the base
station i and all UTs in other cells except channels Hi,i,j ,
Hi,n,k and Hi,n′,k′ . Notice that (a) follows from H¯′i,n′,k′ = I .
The objective function of (42) can be written as follows
EHij− ,H′i,i,jEH′i,n,k
[
max
P
∑
i,j
Fi,j
∣∣Hij− ,H′i,i,j]
If we change the feedback decision by setting b∗i,n,k = 0 and
b∗i,n′,k′ = 1, the objective function of UT j becomes,
F ′i,j = Pi,j
[
λmax(Q˜i,j(H
′
i,i,j)− Ci,j(Hij−)
− νn′,k′Q˜n′,k′H′i,n′,k′)− νn,kQ˜n,k
]
The objective function of (42) becomes,
EHij− ,H′i,i,jEH′i,n′,k′
[
max
P
∑
i,j
F ′i,j
∣∣Hij− ,H′i,i,j] (69)
Let Fi,j(H) and F ′i,j(H) be the objective function of UT
(i, j) when respectively H′i,n,k = H and H
′
i,n′,k′ = H. By
definition of λmax, F ′i,j(H) is given as,
F ′i,j(H) = Pi,j
[
max
||wi,j ||2=1
wHi,j(Q˜i,j(H
′
i,i,j)− Ci,j(Hij−)
− νn′,k′Q˜n′,k′H)wi,j − νn,kQ˜n,k
]
= Pi,j
[
w′∗Hi,j(Q˜i,j(H′i,i,j)− Ci,j(Hij−))w′∗i,j
− νn′,k′Q˜n′,k′w′∗Hi,j(H)w′∗i,j − νn,kQ˜n,k
]
(a)
= Pi,j
[
w′∗Hi,j(Q˜i,j(H
′
i,i,j)− Ci,j(Hij−))w′∗i,j
− νn,kQ˜n,kw′∗Hi,j(H)w′∗i,j − νn′,k′Q˜n′,k′
+ (1−w′∗Hi,j(H)w′∗i,j)(νn′,k′Q˜n′,k′ − νn,kQ˜n,k)
]
(b)
≤ Pi,j
[
w′∗Hi,j(Q˜i,j(H
′
i,i,j)− Ci,j(Hij−))w′∗i,j
− νn,kQ˜n,kw′∗Hi,j(H)w′∗i,j − νn′,k′Q˜n′,k′
]
≤ Pi,j
[
max
||wi,j ||2=1
wHi,j(Q˜i,j(H
′
i,i,j)− Ci,j(Hij−)
− νn,kQ˜n,kH)wi,j − νn′,k′Q˜n′,k′
]
(c)
= Fi,j(H) (70)
where (a) follows by adding and subtracting νn′,k′Q˜n′,k′ and
νn,kQ˜n,kw
′∗H
i,j(H)w
′∗
i,j . (b) follows from νn′,k′Q˜n′,k′ <
νn,kQ˜n,k (due to our feedback algorithm since (n, k) ∈ S∗i
and (n′, k′) ∈ S¯∗i ) and w′∗Hi,j(H)w′∗i,j ≤ 1 ( λmax(H′i,n,k =
H) = 1 since Hi,n,k = σi,n,kH′i,n,k where σi,n,k is the
average channel gain). (c) follows from the definition of λmax.
Therefore, for a given channel state H and for any UT (i, j)
we obtain F ′i,j(H) ≤ Fi,j(H). Using the fact that H′i,n′,k′ and
H′i,n,k are i.i.d, we get
EH′
i,n′,k′
[
max
P
∑
i,j
F ′i,j
∣∣Hij− ,H′i,i,j]
≤ EH′i,n,k
[
max
P
∑
i,j
Fi,j
∣∣Hij− ,H′i,i,j] (71)
which implies,
EHij− ,H′i,i,jEH′i,n′,k′
[
max
P
∑
i,j
F ′i,j
∣∣Hij− ,H′i,i,j]
≤ EHij− ,H′i,i,jEH′i,n,k
[
max
P
∑
i,j
Fi,j
∣∣Hij− ,H′i,i,j] (72)
Consequently, changing our feedback allocation b∗i,n,k will
reduce the objective function of (42).
iii) To complete the proof, lets consider two UTs (i, j) and
(n, k) where n 6= i. We assume that according to our algorithm
b∗i,i,j = 1 and b
∗
i,n,k = 0 (the other case of b
∗
i,i,j = 0 and
b∗i,n,k = 1 can also be deduced in the same way). If we change
the allocation by setting b∗i,n,k = 1 and b
∗
i,i,j = 0, the resulting
objective function of (42) will be smaller. This is due to the
following: According to i) our algorithm selects the best UTs
in cell i and according to ii) our algorithm selects the best UTs
in other cells. Furthermore, in the second step of our algorithm,
we compare between the selected UT in cell i and the selected
one from other cells and select the UT that maximizes the
objective function of (42).
Part II : Proof of Corollary 5
Recall the expression for Lyapunov drift from Proposition
1. Recall that the expectation on the right hand side of (21)
is taken across the random processes in the system (and in
particular the randomness of the channel states). When the
SCBS has only the estimate of the channel state, by the law
of iterated expectations, we have
∆V ≤ C1 +
∑
i,j
Qi,j(λi,j + νi,jN0) +
∑
i,j
EH
[
Qi,j |wHi,jhi,i,j |2
−Qi,jνi,j
∑
(n,k)
6=(i,j)
|wHn,khn,i,j |2 − VwHi,jwi,j
∣∣Hˆ]
= C +
∑
i,j
Qi,j(λi,j + νi,jN0)− E
[∑
i,j
wHi,jBi,jwi,j
]
(73)
where C1 is given as in Proposition 1 and the matrix
Bi,j = Qi,jHˆi,i,j −
∑
(n,k)
6=(i,j)
νn,kQn,kHˆi,n,k − V I, based on
the estimate of the CSI. For the feedback policy considered
in this work, recall that if the UTn,k feeds back its CSI to
the SCBSi, then hˆi,n,k = hi,n,k and if a UTn,k does not
feed back its CSI to the SCBSi, then hˆi,n,k = E[hi,n,k].
Therefore, the matrix Bi,j can be compactly written in terms
of the feedback indicator bi,n,k as Bi,j = Qi,j(bi,i,jH˜i,i,j +
H¯i,i,j)−
∑
(n,k)
6=(i,j)
νn,kQn,k(bi,n,kH˜i,n,k + H¯i,n,k)− V I.
As before, following the approach of Lyapunov optimiza-
tion, we minimize the bound on the Lyapunov drift. Therefore,
for a given CSI feedback strategy b, we consider the beam-
forming vector to maximize the term maxw
∑
i,j w
H
i,jBi,jwi,j
and then choose the feedback strategy to maximize the
E[maxw
∑
i,j w
H
i,jBi,jwi,j ] and examine the performance of
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our algorithm. Therefore we have,
∆V ≤ C1 +
∑
i,j
Qi,j(λi,j + νi,jN0)
−max
b
E
[
max
w
∑
i,j
wHi,jBi,jwi,j
]
= C1 +
∑
i,j
Qi,j(λi,j + νi,jN0)
−max
b
E
[
max
P
∑
i,j
Pi,jλ
max(Bi,j)
]
(74)
where (74) follows from steps similar to that of Proposition
2.
Using Theorem 4, our feedback and allocation policy min-
imizes the right hand side of (74) and therefore minimizes
the bound on the Lyapunov function. Replacing this by some
other alternate feedback, beamforming and power allocation
policy bsi,n,k, v
s
i,j and P
s
i,j , we have,
∆V ≤ C1 +
∑
i,j
Qi,j(λi,j + νi,jN0) + V E[
∑
i,j
P si,j ]
E
[
−
∑
i,j
P si,jQ˜i,jv
s
i,j
H(bsi,i,jH˜i,i,j + H¯i,i,j)v
s
i,j
+
∑
i,j
P si,j
∑
(n,k)
6=(i,j)
νn,kQ˜n,kv
s
i,j
H(bsi,n,kH˜i,n,k + H¯i,n,k)v
s
i,j
]
(75)
In particular choosing a stationary randomized policy such that
E
[
−
∑
i,j
P si,jQ˜i,jv
s
i,j
H(bsi,i,jH˜i,i,j + H¯i,i,j)v
s
i,j
+
∑
i,j
P si,j
∑
(n,k)
6=(i,j)
νn,kQ˜n,kv
s
i,j
H(bsi,n,kH˜i,n,k + H¯i,n,k)v
s
i,j
]
≥ λi,j +  (76)
E[
∑
i,j
P si,j ] = P
′
inf() (77)
we have
∆V ≤ C1 − 
∑
i,j
Qi,j + V P
′
inf (78)
From (78) and following some straightforward steps (similar
to Lemma 4.1, [22], omitted here for brevity), we can conclude
the result of Corollary 6.
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