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Résumé
Ce travail traite de la modélisation de systèmes complexes constitués de plusieurs composants
impliquant des domaines techniques diﬀérents. Il se place dans le contexte de la modélisation
hétérogène hiérarchique, selon l’approche à base de modèles de calcul. Chaque composant fai-
sant appel à un domaine technique particulier, son comportement peut être modélisé selon un
paradigme de modélisation approprié, avec une sémantique diﬀérente de celle des autres compo-
sants. La modélisation du système global, qui intègre les modèles hétérogènes de ces composants,
nécessite donc une adaptation sémantique permettant l’échange entre les divers sous-modèles.
Ce travail propose une approche de modélisation de l’adaptation sémantique où les séman-
tiques du temps et du contrôle sont explicitement spéciﬁées par le concepteur en déﬁnissant des
relations sur les occurrences d’évènements d’une part et sur les étiquettes temporelles de ces
occurrences d’autre part. Cette approche est intégrée dans la plateforme ModHel’X et testée sur
un cas d’étude : un modèle de lève-vitre électrique.
Mots clés : Modélisation par Composants, Modélisation Multi-Paradigme. Modèle de Calcul.
Adaptation Sémantique. Relations d’Horloges.

Abstract
This work takes place in the context of hierarchical heterogeneous modeling using the model
of computation approach in order to model complex systems which includes several components
from diﬀerent technical ﬁelds. Each of these components is usually designed according to a
modeling paradigm that suits the technical domain and is based on speciﬁc semantics. There-
fore, the overall system, which integrates the heterogeneous models of the components, requires
semantic adaptation to ensure proper communication between its various sub-models.
In this context, the aim of this thesis is to propose a new approach of semantic adaptation
modeling where the semantic adaptation of time and control is speciﬁed by deﬁning relationships
between the occurrences of events as well as the time tags of these occurrences. This approach
was integrated into the ModHel’X platform and tested on the case study of a power window
system.
Keywords: Component-Based Modeling, Multi-Paradigm Modeling. Model Of Computation.
Semantic Adaptation. Clocks Relations.
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1
Introduction
1.1 Contexte
Dans un monde industriel où l’on devient de plus en plus exigeant et précis en termes de
besoins en logiciels, répondre à ces besoins devient une tâche de plus en plus complexe pour les
développeurs. Un développeur se doit donc de maîtriser plusieurs technologies et langages de
programmation s’il veut être capable de répondre aux besoins de ses clients.
La complexité des logiciels induit forcément une complexité au niveau de leurs codes sources,
ce qui rend la tâche diﬃcile pour les développeurs lors des phases de modiﬁcation ou d’évolution
de ces programmes ; manipuler une grande quantité de codes peut être une tâche à la fois
fastidieuse et coûteuse.
Une volonté d’abstraction est apparue dans le monde du génie logiciel aﬁn de permettre aux
développeurs de se détacher des technologies tout en minimisant le coût du développement d’un
logiciel et le temps de sa mise sur le marché. Cette abstraction permettra d’avoir des solutions de
logiciels plus génériques. Elle contribuera aussi à faciliter la tâche des développeurs qui ne seront
plus obligés de maîtriser telle technologie pour réaliser tel programme, ou encore de manipuler
du code pour modiﬁer ou faire évoluer une application.
Étant donné que la phase de développement se doit d’être liée à une certaine technologie et
un certain langage de programmation, c’est donc dans la phase de modélisation d’un logiciel que
cette volonté d’abstraction peut être concrétisée ; un modèle est plus abstrait que le code.
L’ingénierie Dirigée par les Modèles (IDM) [Kent 2002, Jézéquel 2012] est un paradigme
qui a fait son apparition dans le monde du génie logiciel en oﬀrant une démarche qui se base
sur les modèles pour la programmation. Le principe est de considérer que tout ou partie d’une
application est généré à partir des modèles. Les modèles de conception de l’application se doivent
donc d’être explicites et bien précis, mais encore, ils doivent eux-même être manipulables. Cela
oﬀrira aux développeurs la possibilité de les transformer lors de l’incorporation d’une technologie
à une application ou encore l’application de patrons de conceptions. Modiﬁer ou faire évoluer
un logiciel devient alors une tâche plus facile, il suﬃt de reprendre la conception du logiciel à
travers la manipulation des modèles.
La technologie ne cesse d’évoluer, les systèmes oﬀrent plus de fonctionnalités et répondent
à une multitudes de tâches impliquant des domaines techniques aussi variés que la mécanique,
l’électronique, l’informatique, l’automatique etc. Ces systèmes deviennent plus simples à utiliser
ciblant toutes les tranches d’âges, et deviennent plus accessibles et présents à chaque instant de
notre vie. Les téléphones portables, les véhicules, les robots et les satellites sont des exemples de
systèmes embarqués [Zurawki 2005, Timmerman 2007] impliquant une multitude de fonction-
nalités et de domaines techniques.
La conception de tels systèmes devient cependant une tâche compliquée en raison de leur
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complexité en termes de fonctionnalités d’une part, et de la multitude de domaines techniques
qu’ils manipulent d’une autre part [Henzinger 2007].
La modélisation par composant est apparue dans l’IDM en proposant de décomposer le mo-
dèle d’un système complexe en un ensemble de composants. Chaque composant est indépendant
et modélise un comportement bien déﬁni, le comportement du modèle est ainsi obtenu en com-
binant le comportement de ses composants. Cette technique de modélisation a permis de réduire
la complexité des systèmes en décomposant leurs fonctionnalités.
Mais encore, en décomposant un système complexe, nous devons aussi prendre en considéra-
tion les diﬀérents domaines techniques qu’il manipule : chaque domaine technique est lié à une
sémantique diﬀérente ce qui impose l’utilisation d’un paradigme de modélisation approprié pour
le concevoir. La modélisation multi-paradigme [Mosterman 2004] est alors apparue dans l’IDM
pour répondre à un tel besoin ; le principe est de décomposer le système global en diﬀérentes
parties selon leurs domaines techniques et concevoir chaque partie à part. Diﬀérents paradigmes
de modélisations peuvent être ainsi utilisés pour concevoir un tel système.
La modélisation multi-paradigme implique cependant une nouvelle problématique : pour
simuler le comportement d’un système complexe et étudier son comportement, nous devons
regrouper ses diﬀérents sous-modèles pour obtenir un seul modèle global qui représente tout
le système. Étant donné que chaque sous-modèle est associé à une sémantique propre à un
domaine technique particulier, nous devons spéciﬁer une adaptation sémantique permettant aux
sous-modèles d’interagir.
Le travail de cette thèse se place dans le contexte de la modélisation multi-paradigme et se
focalise particulièrement sur l’adaptation sémantique entre les diﬀérents paradigmes de modéli-
sation.
1.2 Objectif
L’adaptation sémantique est la tâche la moins évidente à déﬁnir lors de la modélisation d’un
système complexe, elle constitue la principale complexité dans la modélisation multi-paradigme.
Cette complexité est due à la grande variété des paradigmes de modélisation existants, où chaque
paradigme déﬁnit une sémantique de comportement diﬀérente (instantané, réactif, concurrent,
synchrone, etc), une sémantique de données diﬀérente (évènements, jetons, messages, signaux,
etc), ainsi qu’une sémantique de temps diﬀérente (échelle de temps continu, ensemble discret
d’instants, itérations, etc).
L’objectif du travail présenté dans ce mémoire est d’oﬀrir une solution pour spéciﬁer l’adap-
tation sémantique lors de la conception d’un système impliquant diﬀérents domaines techniques.
Sa spéciﬁcation implicite ou manuelle est toutefois une tâche fastidieuse et source d’erreurs, sans
parler des questions liées à la traçabilité et la maintenabilité. Nous voulons placer l’adaptation
sémantique au même niveau d’abstraction que celui du modèle global, elle doit alors être modé-
lisée et non spéciﬁée manuellement par un code source. Nous voulons aussi qu’elle soit déﬁnie
explicitement par le concepteur et non ﬁgée dans le noyau de la plateforme de simulation. Nous
permettons ainsi la création de patrons d’adaptation paramétrables par le concepteur, ce qui
favorise la modularité et la réutilisation dans la modélisation multi-paradigme.
1.3 Organisation de la thèse
Ce mémoire est organisé en trois parties : une première partie consacrée à l’état de l’art
sur la thématique de la modélisation hétérogène par composants, une deuxième partie où nous
présentons notre contribution, et une troisième et dernière partie consacrée à la mise en œuvre
de notre contribution.
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1.3. Organisation de la thèse
• La première partie de ce mémoire est composée de trois chapitres : un premier chapitre in-
titulé « Modélisation par composants et Modèles de Calculs », dans lequel nous présentons
le principe de la modélisation par composants en se focalisant sur une de ses approches
qui se base sur les modèles de calculs ; un deuxième chapitre intitulé « Modélisation du
temps », où nous faisons un état de l’art sur la modélisation du temps en se référant à deux
modèles existants, et nous terminons par une présentation des contraintes temporelle, qui
constituent le concept clé de la solution proposée dans ce mémoire ; un troisième chapitre
intitulé « Modélisation hétérogène », dans lequel nous présentons les aspects d’hétérogé-
néité dans les modèles et le principe de leurs adaptations sémantiques. Nous terminons le
dernier chapitre par un état de l’art sur quatre outils de modélisation et de simulation de
systèmes hétérogènes, en se focalisant particulièrement sur ModHel’X, la plateforme dans
laquelle nous avons intégré notre solution.
• La deuxième partie de ce mémoire est composée de trois chapitres : le premier, intitulé
« Première approche avec CCSL », est consacré à la présentation de notre première ap-
proche où nous essayons de modéliser l’adaptation sémantique par des contraintes d’hor-
loges CCSL. Cette approche a mené à la création d’un nouveau modèle de temps que nous
présentons dans le deuxième chapitre, intitulé « Tagged Events Speciﬁcation Language
(TESL) ». Nous présentons dans le troisième et dernier chapitre intitulé « Intégration de
TESL dans ModHel’X » comment l’adaptation sémantique du temps et du contrôle est
explicitement spéciﬁée dans ModHel’X grâce à TESL.
• La troisième partie de ce mémoire est composée de deux chapitres : un premier chapitre
intitulé « Implémentation » dans lequel nous présentons l’implémentation de trois MoCs
diﬀérents dans ModHel’X ainsi que les composants d’interfaces permettant l’adaptation sé-
mantique entre eux selon notre approche ; et un deuxième chapitre intitulé « Cas d’étude :
système de lève-vitre automatique », où nous traitons un cas d’étude d’un système hété-
rogène et détaillons son exécution avec la nouvelle version de l’algorithme de simulation
de ModHel’X.
Nous terminons ce mémoire par une conclusion où nous présentons l’apport de ces travaux et
quelques perspectives.
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2.1. Introduction
2.1 Introduction
Les modèles sont le principal moyen pour gérer la complexité des systèmes dont ils oﬀrent
une représentation abstraite et simpliﬁée, où seuls les détails utiles permettant de modéliser une
tâche donnée du système sont gardés.
Les systèmes ne cessent cependant d’évoluer, ils proposent plus de fonctionnalités et mani-
pulent diﬀérents domaines techniques (ex : traitement du signal, contrôle automatique, gestion
d’énergie, etc.). Leur conception devient par conséquence plus complexe et nécessite le choix
de diﬀérents paradigmes (ou techniques) de modélisation [Van Deursen 2000] ; le modèle global
d’un tel système est dit modèle hétérogène ou modèle multi-paradigme.
Diﬀérentes techniques de modélisation multi-paradigme existent pour permettre la modé-
lisation d’un système hétérogène [Hardebolle 2009a]. Le travail présenté dans ce mémoire se
positionne dans le contexte de la modélisation par composants, une technique de modélisation
permettant de décomposer le système selon ses fonctionnalités pour réduire sa complexité. Il
se positionne plus précisément dans le contexte de la modélisation hétérogène par composants,
nous présentons cette technique dans la section 2.2 et développerons ses diﬀérentes approches.
Nous nous focalisons dans la section 2.3 sur une des approches de la modélisation hétérogène
par composants qui se base sur les modèles de calculs, où nous expliquons la notion de modèle
de calcul et décrivons les modèles de calculs les plus utilisés.
2.2 Modélisation par composants
Les diﬀérentes étapes du cycle de développement en V d’un système, présentées sur la ﬁ-
gure 2.1, réduisent la complexité de sa conception verticalement en identiﬁant diﬀérents niveaux
d’abstraction (modèle, algorithme, code source, etc). La modélisation par composant [Lee 2011,
Gössler 2005], quant à elle, permet de réduire la complexité de la conception horizontalement en
décomposant chaque activité (ou niveau d’abstraction) en diﬀérents domaines métiers comme
montré sur la ﬁgure.
Conception 
détaillée 
Spécifications 
Conception 
architecturale 
Tests 
d’intégration 
Codage 
Tests de 
validation 
Tests unitaire 
Spécifications 
Conception 
architecturale 
Conception 
détaillée 
Codage 
Tests unitaire 
Tests 
d’intégration 
Tests de 
validation 
Différents domaines métiers 
Différents 
niveaux 
d’aďstraction 
Fig. 2.1 – Cycle de développement en V d’un système
La conception d’un modèle à base de composants est obtenue en assemblant des boîtes noires
(ﬁgure 2.2.a), contenant des entités de conception fortement encapsulées. Le comportement d’un
composant n’est donc pas visible de l’extérieur ; il n’est visible que sur son interface composée
de ses entrées et de ses sorties. Ces interfaces possèdent des spéciﬁcations concises et rigou-
reuses permettant aux composants d’être regroupés et structurés pour former le modèle global
(ﬁgure 2.2.b).
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a) Composant 
Boîte noire Boîte noire 
Boîte noire 
b) Modélisation par composants 
c) Modélisation hétérogène par 
composants 
Boîte noire Boîte noire 
Boîte noire 
Boîte noire 
Interface d’un 
composant 
Connexion entre deux composants 
d’un ŵodğle hoŵogğne 
Connexion entre deux composants 
d’un ŵodğle hétérogğne 
Fig. 2.2 – Modélisation par composants
Un avantage de cette approche est que les composants (ou boites noires) sont indépendants
les uns des autres, ce qui les rend exploitables dans diﬀérents modèles et permet de déﬁnir une
bibliothèque de composants pour chaque paradigme de modélisation.
Dans le contexte de la modélisation hétérogène (ﬁgure 2.2.c), la décomposition d’un système
hétérogène est avant tout induite par les diﬀérents domaines techniques mis en jeu. Les com-
posants considérés lors de la modélisation d’un tel système sont déﬁnis selon des sémantiques
diﬀérentes. Prenons l’exemple d’un système hétérogène : un robot humanoïde. Ce système im-
plique quatre domaines techniques : l’informatique pour la programmation, la mécanique pour
modéliser les mouvements, l’électronique pour modéliser les circuits électroniques et l’automa-
tique pour modéliser le contrôleur. Chaque domaine technique est associé à une sémantique
diﬀérente, il impose donc l’utilisation d’un paradigme de modélisation adéquat. Ce système est
alors décomposé en quatre composants, chaque composant dans ce cas est un sous-modèle associé
à une sémantique propre à un domaine technique particulier.
Pour obtenir un modèle hétérogène en utilisant la modélisation par composants, deux prin-
cipales tâches doivent être réalisées :
• La définition précise de la sémantique de chaque paradigme de modélisation
utilisé : nous distinguons trois approches pour déﬁnir la sémantique de chaque paradigme
de modélisation, la première se base sur les modèles de calculs, la deuxième sur les connec-
teurs (ou interfaces) des composants, et la troisième sur des opérateurs de composition.
• La définition précise de l’adaptation sémantique entre les différents paradigmes
de modélisation utilisés : l’adaptation sémantique est la colle qui permet de regrouper
les diﬀérents composants pour former le modèle global d’un système hétérogène (connexions
entre les composants sur la ﬁgure 2.2.c).
Nous développons dans ce qui suit la première principale tâche, où nous présentons les trois
diﬀérentes approches pour déﬁnir la sémantique de chaque paradigme de modélisation. Nous
nous focalisons particulièrement sur l’approche à base de modèles de calculs dans la deuxième
section de ce chapitre, où nous présenterons les modèles de calculs les plus utilisés.
2.2.1 Approche à base de modèles de calculs
Dans l’approche à base de modèles de calculs, la sémantique de chaque paradigme de mo-
délisation est déﬁnie par un Modèle de Calcul (MoC). Les MoCs viennent principalement de
Ptolemy II [Eker 2003, Brooks 2008a], une plateforme de conception et de simulation de mo-
dèles hétérogènes réalisée à l’université de Berkeley. Dans Ptolemy II, l’idée centrale est que
chaque MoC déﬁnit la loi de combinaison des comportements des composants d’un modèle,
selon un paradigme de modélisation approprié.
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Un modèle conçu selon cette approche est composé de deux principales parties : (1) une struc-
ture qui regroupe les diﬀérents composants modélisant le comportement du modèle, (2) et une
instanciation d’un MoC (Director dans PtolemyII) qui déﬁnit la sémantique de ses composants,
à savoir la nature des données échangées entre eux, la notion de temps qu’ils partagent, ou encore
leur sémantique de comportement (séquentiel, concurrent, synchrone, etc). La ﬁgure 2.3 montre
par exemple que deux modèles peuvent avoir la même structure (deux composants connectés par
deux ﬂèches) avec une sémantique diﬀérente selon la nature du MoC en question : une machine
à états ﬁnis ou deux processus de communication séquentiels pour cet exemple. Nous présentons
des exemples de MoCs dans la section suivante.
A B
A B
MoC = FSM
A B
MoC = CSP
Fig. 2.3 – Modèles de Calculs.
L’élément de base pour la conception d’un système hétérogène dans PtolemyII est appelé
Actor (acteur). Un acteur est un composant ayant un comportement bien précis, il communique
en consommant et en produisant des données à travers ses interfaces appelées Ports. Les acteurs
d’un modèle sont structurés grâce à des relations connectées sur leurs interfaces. Une relation
peut connecter plusieurs acteurs à la fois, mais ne possède aucune sémantique, elle permet
simplement de modéliser un lien statique entre les interfaces des acteurs pour combiner leurs
comportements.
Quand un acteur A réalise son comportement, il est susceptible de produire des données des-
tinées aux acteurs qui lui sont connecté. Quand les acteurs destinataires reçoivent ces données et
réalisent leurs comportements à leur tours, nous parlons ici d’un transfert de contrôle de l’acteur
A vers les acteurs destinataires. Deux points importants doivent être déﬁnis : (1) l’ordonnance-
ment d’exécution des acteurs et (2) la technique de communication entre eux.
Dans la modélisation à base de composants, les composants d’un modèle sont indépendants,
leur comportement est donc tout aussi indépendant. Il est dans ce cas essentiel de déﬁnir l’ordre
d’exécution de ces composants selon le paradigme de modélisation auxquels ils appartiennent,
il peut être séquentiel, parallèle, concurrent, synchrone, asynchrone, etc. Chaque MoC (Direc-
tor dans PtolemyII) déﬁnit une sémantique de contrôle qui permet de déterminer l’ordre
d’exécution des composants de son modèle.
Une fois que l’ordre d’exécution des composants est proprement déﬁnie, le deuxième point à
considérer concerne la technique de communication entre ces composants. Elle dépend aussi du
paradigme de modélisation utilisé : dans un modèle à évènements discrets par exemple (2.3.1),
les composants communiquent grâce à des évènements discrets, il existe donc une structure de
données à déﬁnir et une notion de temps à considérer. Par contre, dans un modèle à ﬂot de
données synchrone (2.3.3), les composants communiquent en consommant et en produisant des
échantillons d’un ﬂot de données suivant le principe de détermination du point ﬁxe du modèle,
il n’existe pas de notion de temps.
D’une manière générale, il est essentiel dans un modèle de spéciﬁer le type de données
échangées entre ses composants (évènements, jetons, etc), ainsi que l’échelle de temps considérée
par le modèle (temps continu, temps discret, pas de notion de temps, etc). Pour cela, chaque MoC
déﬁnit aussi une sémantique de temps pour spéciﬁer la nature du temps local considéré par
les composants d’un modèle, ainsi qu’une sémantique de données pour spéciﬁer la structure
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des données échangées entre ces composants.
L’approche à base de modèles de calcul se focalise donc sur les MoCs pour déﬁnir la séman-
tique de chaque domaine métier dans un système hétérogène. Cette sémantique est décomposée
en trois parties : la sémantique de contrôle, la sémantique de temps et la sémantique de données.
2.2.2 Approche à base de connecteurs
Contrairement à l’approche basée sur les MoCs, dans un modèle orienté composants et conçu
selon une approche à base de connecteurs, la sémantique associée à la structure d’un modèle est
déﬁnie au niveau des interfaces de ses composants. Nous développons cette approche en se basant
sur la plateforme de composition de modèles BIP (Behavior, Interaction, Priority) [Basu 2011].
Dans PtolemyII, le principe de modélisation est de spéciﬁer une structure de composants
déﬁnissant le comportement d’un système donné, et lui associer une sémantique grâce à un MoC
(un paradigme de modélisation). Dans BIP, associer une sémantique à la structure d’un modèle
consiste à déﬁnir des interactions entre ses composants et des priorités sur ces interactions.
Un modèle dans BIP est un composant (Component) formé par des composants atomiques
(Atomic Components) liés par des interactions (Interactions). La conception d’un modèle est
réalisée en superposant trois niveaux de modélisation : le comportement de ses composants
atomiques, les interactions entre les composants atomiques, et les priorités de ces interactions.
Un composant atomique est l’élément de base pour modéliser un comportement dans BIP.
Son comportement est déﬁni par un automate constitué d’états de contrôle et de transitions. Les
transitions représentent un passage conditionné d’un état de contrôle à un autre.
Les interactions permettent de spéciﬁer un lien entre les composants atomiques. Pour cela,
chaque composant atomique possède des connecteurs dans lesquels sont spéciﬁées ses diﬀérentes
interactions possibles avec les autres composants atomiques du modèle.
Spéciﬁer la sémantique de contrôle d’un ensemble de composants atomiques revient à
synchroniser leurs comportements. Cette synchronisation est réalisée en spéciﬁant des interac-
tions entre ces composants et des priorités sur ces interactions pour déterminer l’ordre de leurs
exécutions. Les priorités permettent aussi de ﬁltrer les interactions possibles pour optimiser les
performances du système.
BIP est une plateforme qui permet de modéliser des systèmes synchrones (SDF, Rendez-vous,
etc) [Bozga 2009] ou des automates ﬁnis (FSM, TFSM, PetriNet). Ces deux paradigmes reposent
sur une même notion de donnée qui se résume aux jetons. La sémantique des données est
donc implicite et se résume à la présence ou absence d’un jeton sur les interfaces d’un composant.
De plus, BIP ne considère qu’une seule notion de temps : le temps discret. Cette notion
est introduite grâce aux composants atomiques temporisés (Timed Atomic Components), des
composants atomiques ayant un connecteur spéciﬁque appelé Tick et une transition dans leurs
comportements modélisant un pas de discrétisation [Basu 2006b].
Spéciﬁer la sémantique de temps dans BIP revient à synchroniser les composants ato-
miques temporisés sur un même pas de discrétisation. Cela se résume par la présence d’une
interaction avec un haut niveau de priorité spéciﬁant une forte synchronisation entre les diﬀé-
rents ticks de ces composants. L’hétérogénéité dans BIP ne concerne donc que le contrôle entre
deux paradigmes de modélisation, une seule notion de données et de temps sont considérés.
Des exemples de l’utilisation de BIP sur diﬀérents systèmes sont présents dans [Basu 2006a].
Nous reprenons ici l’exemple du producteur/consommateur avec la politique ﬁfo, le canal de
communication ﬁfo est modélisé par un composant atomique présenté dans la ﬁgure 2.4.
Le système complet est présenté dans la ﬁgure 2.5. Il est formé par trois composants ato-
miques (producteur, consommateur et ﬁfo) et deux connecteurs C1 et C2 représentés par des
cercles pleins. Ces deux connecteurs déﬁnissent une forte synchronisation du producteur et du
consommateur avec ﬁfo.
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write_event 
S 
read_event 
write_event 
i ≠ max 
store[i] := c 
i := i+1 
read_event 
i ≠ 0 
c := store[first] 
i := i-1 
C 
store 
Fig. 2.4 – Composant atomique fifo
Work 
in 
in 
consommateur 
Work 
out 
out 
producteur 
write_event 
read_event 
fifo 
C1 
C2 
Fig. 2.5 – Composant producteur/consommateur avec ﬁfo
2.2.3 Approche à base d’opérateurs de composition
L’approche à base d’opérateurs de composition est un peu particulière, elle est plutôt dédiée
à des systèmes pouvant être modélisés par des équations linéaires ou des formules physiques.
SPICE II [Nagel 1975] est un outil déﬁni selon cette approche, il est apparu pour apporter une
aide face à la complexité émergente des circuits intégrés, en proposant une simulation précise de
ces circuits et une analyse de leurs performances.
L’approche à base d’opérateurs de composition considère que chaque composant d’un modèle
est une fonction de transfert sur une trace. Dans SPICE II, par exemple, les composants sont
des fonctions du temps sur R. La structure d’un modèle suivant cette approche est déﬁnie par
des opérateurs de composition, où chaque opérateur représente une structuration particulière de
ces composants.
La sémantique de comportement d’un modèle conçu selon cette approche se base sur deux
principaux opérateurs de composition : Produit et Boucle fermée (ou Feedback). Tous les autres
opérateurs de composition possibles sont construits par composition de Produits et de Boucles
fermées.
2.3 Modèles de Calculs (MoCs)
Comme nous l’avons mentionné dans la section précédente, aﬁn de déﬁnir la sémantique d’un
modèle hétérogène en utilisant la modélisation par composants, deux principales tâches doivent
être réalisées : (1) la déﬁnition précise de la sémantique de chaque paradigme de modélisation
utilisé et (2) la déﬁnition précise de l’adaptation sémantique entre les diﬀérentes parties d’un
modèle hétérogène.
Une méthode pour déﬁnir la sémantique des diﬀérents paradigmes de modélisation est d’uti-
liser une syntaxe commune ou un méta-modèle commun pour décrire la structure du modèle et
d’attacher une sémantique à cette structure en utilisant des MoCs.
Un MoC est un ensemble de règles qui déﬁnissent la nature des composants d’un modèle
et la manière avec laquelle leurs comportements sont combinés pour produire le comportement
du modèle. Un MoC tient donc compte non seulement des composants formant le modèle, mais
aussi des liens liant ces composants entre eux ; c’est un paradigme permettant d’interpréter la
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structure d’un modèle.
Un MoC spéciﬁe trois éléments essentiels dans un modèle à base de composants : la nature
des données échangées entre les composants (messages, évènements, ﬂot de données, etc), le
contrôle du comportement des composants et la nature de leurs communications (séquentiel,
concurrent, parallèle, synchrone, asynchrone, etc), et enﬁn, la nature du temps que ces com-
posants partagent (continu, discret, pas de temps). Nous présentons dans ce qui suit quatre
modèles de calculs utilisés fréquemment.
2.3.1 MoC "Discrete Events" (DE)
Le MoC à évènements discrets (MoC DE) [Brooks 2008b] permet de modéliser des systèmes
ayant un comportement orienté par le temps, pouvant être modélisé par des évènements discrets.
Ces systèmes peuvent être logistiques comme les systèmes de gestions de services ou des réseaux
de transport, ou encore techniques comme les systèmes de réseaux et de télécommunications ou
encore des systèmes dédiés aux chaines de production.
En modélisant un système à évènements discrets, nous ne nous intéressons qu’à certains
instants particuliers au cours du temps durant lesquels des évènements se produisent (ex : début
d’une action, arrivée d’une ressource, etc). Le mot discret ne fait référence ni au temps considéré
par le système ni à son comportement au cours du temps ; dans un système DE, un évènement
peut se produire à n’importe quel instant. Par abus de langage, nous appelons « modèle DE » un
modèle régi par le MoC DE. Nous faisons de même pour chaque modèle régi par un paradigme
de modélisation donné.
Dans un modèle DE, les composants communiquent entre eux en postant des évènements
DE. Quand un composant DE est exécuté, il réalise son comportement et fournit le résultat
sur son interface. Si ce résultat est destiné à un autre composant, il est structuré dans un
évènement DE composé de deux éléments : une donnée représentant le résultat du comportement
du composant et une étiquette modélisant la date d’arrivée de cet évènement à l’interface du
composant destinataire. Quand un composant reçoit un évènement DE sur son interface, il prend
en considération la donnée de l’évènement DE et réalise son comportement. La sémantique des
données dans un modèle DE est donc modélisée par des évènements DE.
L’étiquette d’un évènement DE fait référence à un instant (une date) dans une échelle de
temps locale à un modèle DE. Ces instants peuvent survenir à n’importe quel moment au cours
de la simulation. La sémantique de temps dans un modèle DE est donc spéciﬁée par un ensemble
d’instants discrets au cours d’un temps continu.
L’étiquette d’un évènement DE est formée par une date et un micro-pas. Un évènement DE
n’est posé sur l’interface de son destinataire que lorsque sa date coïncide avec la date courante
du modèle au cours de la simulation. Si deux évènements on la même date, le micro-pas permet
de les ordonner (temps super-dense [Lee 2005]).
Une observation d’un modèle DE consiste à activer les composants concernés pour traiter
tous les évènements qui possèdent la plus petite date. La sémantique de contrôle dans DE
est donc spéciﬁée par un traitement chronologique des évènements, où l’objectif est de
déterminer quels composants doivent être observés durant chaque observation d’un modèle, en
se référant pour cela à la date des évènements qui leur sont destinés ou qu’ils doivent produire.
Prenons l’exemple d’un système de machine à café en le limitant aux évènements suivants :
(1) l’utilisateur insère l’argent dans le distributeur, (2) l’écran du distributeur aﬃche qu’il est
prêt, (3) l’utilisateur appuis sur le bouton de sélection pour choisir son café, (4) l’écran du
distributeur aﬃche que le café est en cours de préparation, (5) l’écran du distributeur aﬃche
que le café est prêt.
Si nous ne considérons que ces évènements à modéliser, le système de machine à café peut
être représenté par un modèle DE (ﬁgure 2.6) structuré par deux composants : un premier
composant User connecté à un deuxième composant CoﬀeeMachine.
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User 
Coffee 
Machine 
Structure DE 
MoC DE 
Interface du 
modèle 
Entrée/sortie dans 
l’interface d’un coŵposant 
Fig. 2.6 – Exemple d’un modèle DE
User modélise les actions de l’utilisateur, il possède une sortie sur son interface (point noir
sur la ﬁgure) dans laquelle sont produits les évènements user(coﬀee, t1) (appui sur le bouton de
sélection à l’instant t1) et user(coins, t2) (insertion de l’argent à l’instant t2).
CoﬀeeMachine modélise le distributeur, il possède une entrée sur son interface connectée à
la sortie de User, lui permettant de recevoir les évènements modélisant les actions de l’utilisa-
teur et d’aﬃcher ainsi son état actuel. Dans cet exemple, nous avons modélisé uniquement les
interactions entre un utilisateur et la machine à café. Pour modéliser l’automate du distributeur,
un MoC FSM est plus approprié.
2.3.2 MoC "Finite State Machine" (FSM) et "Timed Finite State Machine"
(TFSM)
Le MoC de type machine à états ﬁnis (MoC FSM) [Brooks 2008b] permet de modéliser des
systèmes à logique de contrôle séquentiels et plus précisément des automates à états ﬁnis. Ces
systèmes sont modélisés par un ensemble ﬁni d’états possibles où le passage d’un état à un autre
est conditionné et peut générer des actions. De plus, chaque automate possède un état initial
spéciﬁant l’état dans lequel il se trouve au début d’une simulation.
Les transitions permettent de modéliser un passage conditionné d’un état à un autre dans
un modèle FSM. Ce passage est supposé instantané : aucune sémantique de temps n’est
alors déﬁnie.
Nous reprenons l’exemple du système de machine à café introduit dans 2.3.1 où nous cher-
chons à présent à modéliser l’automate du distributeur (ﬁgure 2.7). Dans cet exemple, le distri-
buteur peut se trouver dans trois états possibles : un état initial représentant l’état en veille du
distributeur. Quand l’utilisateur insère l’argent pour payer le café, le distributeur réagit suite à
cet évènement et passe à l’état prêt. Quand l’utilisateur appuie sur le bouton de sélection pour
choisir son café, le distributeur se trouve à l’état prêt et peut donc servir le café à l’utilisateur,
il réagit en passant à l’état servi. L’utilisateur prend alors son café et le distributeur retourne à
l’état initial.
Dans notre exemple, l’automate possède trois transitions diﬀérentes : (T1) l’automate passe
de l’état initial à l’état prêt si l’évènement evtArgent est présent sur son interface d’entrée mo-
délisant l’insertion de l’argent par l’utilisateur ; (T2) l’automate passe de l’état prêt à l’état servi
si l’évènement evtCafé est présent sur son interface d’entrée modélisant l’appuie de l’utilisateur
sur le bouton de sélection du café ; (T3) l’automate passe de l’état servi à l’état initial si l’évè-
nement evtRécupéré est présent sur son interface d’entrée modélisant la récupération du café par
l’utilisateur.
Le comportement d’un modèle FSM est réactif, il dépend des entrées du modèle et de son
état actuel. Les entrées sont des évènements FSM représentées par des symboles, la seule
information qu’ils représentent sont leur présence ou leur absence sur l’interface d’entrée du
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MoC FSM 
Structure FSM 
Initial Prêt 
Servi 
T1 
T2 T3 
Interface du 
modèle 
Transition d’un état à un 
autre T 
Fig. 2.7 – Exemple d’un modèle FSM
modèle en question. Ces données sont susceptibles de faire réagir le système selon l’état actuel
où il se trouve. En eﬀet, l’automate du distributeur de café ne réagit et ne passe à l’état servi,
par exemple, que s’il se trouve à l’état prêt et que evtCafé est présent sur son interface d’entrée.
Les conditions de passage d’un état à un autre dans FSM sont modélisées par des gardes
déﬁnies dans la transition entre les deux états. Ces gardes sont des conditions booléennes portant
sur les entrées du modèle. De plus, l’activation d’une garde peut générer une action. Cette action
est dans ce cas déﬁnie dans la même transition, elle est traduite par la génération d’un symbole,
ou action FSM, sur l’interface de sortie adéquate du modèle.
Un MoC TFSM est une extension du MoC FSM pour y introduire une notion de temps.
Reprenons l’exemple du distributeur de café en considérant à présent le temps de préparation
du café. Nous rajoutons donc un nouvel état prep au distributeur modélisant l’instant où ce
dernier est en train de préparer le café (ﬁgure 2.8). Quand le distributeur se trouve à l’état
prêt et qu’il reçoit l’évènement evtCafé, il passe à présent à l’état prep et y reste jusqu’à la ﬁn
de préparation du café. Cette durée de préparation est déﬁnie dans TFSM par une transition
temporisée de l’état prep à l’état servi (transition rouge sur la ﬁgure).
MoC TFSM 
Structure TFSM 
Initial 
Prêt 
Servi 
T1 T2 
T4 
Interface du 
modèle 
Transition d’un état à un 
autre T 
Prep 
T3 
Fig. 2.8 – Exemple d’un modèle TFSM
Une transition temporisée est une transition ayant une garde déﬁnie par une durée. La
sémantique de temps dans TFSM se base donc sur la notion de durées qui représentent une
distance temporelle entre deux instants discrets au cours du temps.
2.3.3 MoC "Synchronous DataFlow" (SDF)
Un MoC à ﬂot de données synchrone (MoC SDF) [Brooks 2008b] permet de modéliser des
systèmes qui réagissent périodiquement pour réaliser un traitement sur un ﬂot de données, tel
que des systèmes de traitement de signal pour la compression de données, l’analyse spectrale, la
réduction du bruit, le multiplexage et le ﬁltrage de signaux, etc.
16
2.3. Modèles de Calculs (MoCs)
Les composants d’un modèle SDF sont des opérateurs qui consomment des données de leurs
entrées, réalisent un calcul, et produisent des données sur leurs sorties dans une seule opération
atomique.
Les données traitées par les composants d’un modèle SDF sont en fait des échantillons d’un
flot de données transmis sur un canal entre deux composants. Ce canal est modélisé par un
lien entre une sortie d’un composant producteur et une entrée d’un composant consommateur.
Les interfaces des composants d’un modèle SDF sont pondérées : chaque composant consomme
et produit un nombre ﬁxe de données respectivement sur chacune de ses entrées et de ses sorties.
Notons ici qu’il n’existe aucune notion de temps dans un modèle SDF, sa simulation au cours
du temps est une suite d’itérations modélisant les instants de réaction du système considéré.
Chaque itération est une suite d’exécution des composants du modèle pour déterminer son
prochain point ﬁxe où le nombre d’échantillons sur les interfaces des composants reste constant.
Le contrôle dans un modèle SDF revient à déterminer l’ordre d’activation de ses composants
au cours d’une itération. Cet ordre peut être déterminé statiquement avant la simulation. Chaque
composant doit être activé au moins une fois, mais peut être activé plusieurs fois dans une même
itération. Considérons l’exemple d’un modèle SDF ayant un premier composant A produisant
un ﬂot de données consommé par un deuxième composant B (ﬁgure 2.9). Si nous supposons que
la sortie de A et l’entrée de B sont pondérés respectivement par 1 et 2, l’ordre d’exécution de
ces composants au cours d’une itération est alors A ;A ;B. En eﬀet, A doit être activé deux fois
pour produire les deux échantillons nécessaires à l’activation de B.
A B 
1 2 
Fig. 2.9 – Structure d’un modèle SDF
La ﬁgure 2.10 illustre un exemple d’un modèle SDF permettant d’aﬃcher la courbe de la
fonction sinus. Sa structure est formée par cinq composants : Ramp, Const, Add, Sin et Screen.
Structure SDF 
MoC SDF 
Ramp 
Add 
Const 
Sin Screen 
1 
1 
1 
1 
1 1 1 2 
Interface du 
modèle 
Entrée/sortie dans 
l’interface d’un coŵposant 
Fig. 2.10 – Exemple d’un modèle SDF
Ramp et Const sont deux composants producteurs de données qui ne possèdent pas d’entrées
sur leurs interfaces. Ramp génère les phases successives de la courbe modélisée, il produit un
entier incrémenté de 1 sur sa sortie à chaque activation. Const spéciﬁe la phase initiale de la
courbe, il produit un entier constant à chaque activation.
Add consomme un échantillon du ﬂot de données produit par Ramp et un échantillon du ﬂot
de données produit par Const, il les additionne et produit l’échantillon résultant sur sa sortie
à chaque fois qu’il est activé, modélisant ainsi un signal croissant régulier tout au long de la
simulation. Le composant Sin applique la fonction sinus sur le signal (ou ﬂot de données) produit
par Add pour obtenir la sinusoïde, qui sera aﬃchée par la suite grâce au composant Screen.
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Notons ici que Screen consomme deux échantillons du ﬂot de données produit par Sin, tout le
reste des composants produisent et consomment un échantillon à chaque fois qu’ils sont activés.
De ce fait, pour que Screen soit activé, tout les autres composants doivent être activés deux fois
au cours d’une itération.
2.3.4 MoC "Continuous-Time" (CT)
Le MoC à temps continu (MoC CT) [Brooks 2008b] permet de modéliser des systèmes qui in-
teragissent avec le monde physique, pouvant être déﬁnis par des équations diﬀérentielles, comme
le cas des systèmes embarqués contenant des circuits analogiques ou mécaniques.
La structure d’un modèle CT représente un ensemble d’équations diﬀérentielles sous la forme
suivante :
dx
dt
= f(x, u, t) y = g(x, u, t) (2.1)
L’état du modèle est représenté par x, son entrée est représenté par u et sa sortie par y.
La sortie d’un modèle CT est une fonction g qui dépend de son état (x) et de son entrée (u).
L’état d’un modèle CT varie au cours d’un temps continu et dépend de son entrée et de son état
précédent. Cette variation est représentée par la fonction f . La ﬁgure 2.11 présente la structure
générale d’un modèle CT.
∫ g() f() u x y 
Fig. 2.11 – Structure générale d’un modèle CT
La simulation d’un modèle CT revient donc à déterminer les diﬀérents états du modèle en
résolvant ces équations pour déterminer les diﬀérentes valeurs de x. Les données considérées
(u, x et y) sont des fonctions continues du temps. Ces fonctions sont modélisés par des
connexions entre les composants du modèle.
Chaque composant d’un modèle CT est une relation entre des fonctions reçues sur son
interface d’entrée et des fonctions émises sur son interface de sortie, dans un environnement à
temps continu. Le contrôle dans CT se résume donc à la recherche du point fixe du modèle,
en déterminant l’ensemble des fonctions qui permettent de satisfaire toutes ces relations.
Considérons l’exemple d’une balle se trouvant sur une table à laquelle nous appliquons une
force constante. Nous voulons modéliser la vitesse de cette balle en négligeant son frottement
sur la table. Le modèle CT de cet exemple est présenté sur la ﬁgure 2.12.
Dans cet exemple, F, A et V sont des signaux continus au cours du temps. F modélise la
force appliquée sur la balle et représente l’entrée du modèle, A modélise l’accélération de la balle,
et V modélise la vitesse de la balle et représente donc l’état du modèle au cours du temps.
En négligeant le frottement sur la table, l’accélération A de la balle est déterminée en fonction
de sa masse ainsi que de la force F appliquée sur elle : A = 1
m
· F . La vitesse V de la balle est
déterminée en intégrant A entre deux instants t1 et t2 : V =
∫ t2
t1
AdA.
2.4 Conclusion
Nous avons présenté dans ce chapitre une approche de modélisation des systèmes hétérogènes
qui se base sur l’utilisation de composants, considérés comme des boîtes noires et liés entre eux
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Structure CT 
MoC CT 
∫ 1/m 
F 
A 
V 
Interface du 
modèle 
Entrée/sortie dans 
l’interface d’un coŵposant 
Fig. 2.12 – Exemple d’un modèle CT
à travers leurs interfaces pour former la structure d’un modèle. Nous avons vu par la suite que la
sémantique de cette structure concerne trois aspects : la sémantique des données échangées par
les composants d’un modèle, la sémantique de temps partagée par les composants d’un modèle,
et enﬁn la sémantique du contrôle qui déﬁnit le comportement du modèle.
Pour un modèle à base de composants, nous avons présenté trois approches pour associer
une sémantique à sa structure. Cette sémantique est spéciﬁée dans la première approche par un
MoC, elle est spéciﬁée dans les interfaces des composants dans la deuxième approche et par des
opérateurs de composition dans la troisième approche. Nous nous somme focalisés particulière-
ment sur la première approche due au large choix de MoCs existants, ce qui place le contexte
de notre travail à un haut niveau d’abstraction. De plus, la sémantique de la structure d’un
modèle à base de MoCs est déﬁnie par une instance particulière d’un MoC, elle n’est donc pas
déﬁnie dans la structure du modèle comme c’est le cas dans les deux autres approches. Nous
considérons cela comme un point important qui place la sémantique de la structure d’un modèle
à base de MoC au même niveau d’abstraction que celui de sa conception.
L’objectif de cette thèse est lié à la sémantique des modèles, nous voulons modéliser l’adap-
tation sémantique entre les composants d’un modèle hétérogène. Nous nous intéressons dans le
chapitre suivant aux diﬀérentes sémantiques du temps et à leur modélisation.
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3.1. Introduction
3.1 Introduction
Nous avons vu dans le chapitre précédent que la modélisation par composants permet de
décomposer la complexité des systèmes hétérogènes. Nous avons distingué trois diﬀérentes ap-
proches de modélisation par composants, et nous nous sommes focalisés en particulier sur une
des approches qui se base sur les MoCs. Nous avons vu qu’un MoC permet de déﬁnir la séman-
tique de chaque modèle appartenant à un même domaine technique, et que cette sémantique
concerne trois éléments essentiels dans un modèle donnée : le contrôle, les données et le temps.
Nous nous intéressons dans ce chapitre au temps et à ses diﬀérentes notions.
Pour spéciﬁer explicitement l’adaptation sémantique du temps entre les MoCs, il est essentiel
que la notion de temps soit bien déﬁnie dans chacun des MoCs. Nous nous référons tout au long
de ce chapitre à deux modèles de temps existants : TSM et MARTE.
Le modèle TSM (Tagged Signal Model) [Lee 1998] s’attache particulièrement à la modéli-
sation du temps dans un modèle de calcul, en proposant un méta-modèle de comparaison de
certaines propriétés des MoCs. Il spéciﬁe le temps en introduisant la notion des étiquettes (Tags)
portant sur des évènements, modélisant des valeurs temporelles au cours du temps physique.
Le proﬁl UML MARTE [André 2007] est dédié à la modélisation du temps dans les systèmes
embarquées temps réel. Il oﬀre un modèle de temps et de contraintes temporelles en introduisant
la notion d’horloges et de tics d’horloges, modélisant des instants discrets au cours d’un temps
continu.
Nous présentons d’abord la notion d’instant, l’élément principal déﬁnissant le temps. Nous
parlons ensuite de la notion de « domaine de temps » qui introduit la notion d’hétérogénéité du
temps. Ce qui nous mène à la troisième section de ce chapitre où nous parlerons des diﬀérentes
« natures de temps ». Nous terminerons ce chapitre en présentant la notion de « contraintes
temporelles », l’approche déclencheur de la solution proposée dans ce mémoire.
3.2 Notion d’instants
Le temps est une notion abstraite utilisée dans diﬀérents domaines. Le dictionnaire en donne
des déﬁnitions variées, générales ou spéciﬁques à des domaines particuliers : «Notion fondamen-
tale conçue comme un milieu inﬁni dans lequel se succèdent les événements », «Durée considérée
comme une quantité mesurable », « Chacune des phases successives d’une opération, d’une ac-
tion », (Linguistique) « Catégorie grammaticale de la localisation dans le temps, qui s’exprime,
en particulier, par la modiﬁcation des formes verbales », (Mécanique) « Chacune des phases
d’un cycle d’un moteur à combustion interne », (Physique) « Paramètre permettant de repérer
les événements dans leur succession », etc ([Larousse ] consulté le 31-05-2013).
Nous considérons le temps comme un ensemble d’instants auxquels nous pouvons
nous référer ; l’intérêt ici n’est pas de proposer une déﬁnition commune du temps, mais plutôt
d’avoir une structure concrète permettant de modéliser les diﬀérentes sémantiques de temps
dans un modèle hétérogène. Pour cela, la première chose à déﬁnir est la notion d’instants.
TSM est un modèle mathématique dénotationnel permettant la description, l’abstraction et
la diﬀérentiation des MoCs. Il propose une modélisation du temps grâce à la notion d’évènements
et d’étiquettes (tags) sur ces évènements. Intéressons-nous pour le moment aux évènements de
TSM.
En spéciﬁant un domaine de valeurs V et un domaine d’étiquettes T , un évènement e dans
TSM est une paire (valeur, étiquette) tel que e ∈ V ×T . Chaque évènement modélise un résultat
d’un signal à un instant donné. Un signal s est formé par un ensemble d’évènements (s ⊂ V ×T )
modélisant une fonction au cours du temps. Le signal s représenté sur la ﬁgure 3.1, par exemple,
est formé par l’ensemble des évènements où le domaine d’étiquettes T = R et où le domaine de
valeurs V = {0, 1}.
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Fig. 3.1 – Exemple d’un signal dans TSM
En considérant S l’ensemble de tous les signaux dans un système donné et Sn l’ensemble
des n-uplets de signaux s = (s1, s2, . . . , sn) pour un entier ﬁxe n, un processus P dans TSM est
déﬁni par un sous ensemble de signaux (P ⊂ Sn). La ﬁgure 3.2 présente un système composé de
deux processus P1 et P2. Dans cet exemple, P1 est déﬁni par les signaux s1, s2 et s3 (P1 ⊂ S3)
alors que P2 est déﬁni par les signaux s2 et s3 (P2 ⊂ S2).
P1 
P2 
s1 
s2 
s3 
s3 s2 
Fig. 3.2 – Exemple d’un système dans TSM
Un comportement possible d’un processus P est déﬁni par un n-uplets de signaux s qui
satisfait P (s ∈ P ). En considérant par exemple que le processus P1 sur la ﬁgure 3.2 est un
additionneur, son comportement est déﬁni par l’ensemble des 3-uplets de signaux (s1, s2, s3)
comme suit : P1 = {(s1, s2, s3) \ ∀t ∈ R, s3(t) = s1(t) + s2(t)}.
TSM propose ainsi une modélisation mathématique du temps où la notion d’instant que
nous cherchons à déﬁnir est modélisée par un évènement, et où l’ensemble des instants sont
représentés par un signal. Cette approche reste toute fois abstraite, elle permet certes de donner
une déﬁnition précise du comportement d’un système donné mais ne propose pas de solution
concrète. Le comportement du système présenté sur la ﬁgure 3.2 par exemple est déﬁni comme
suit : {(s1, s2, s3) \ (s1, s2, s3) ∈ P1 ∧ (s2, s3) ∈ P2}. MARTE s’inspire de cette modélisation et
concrétise la notion d’instant en proposant une modélisation UML du temps.
MARTE est un proﬁl dans UML [OMG 2011] pour enrichir ses modèles avec des annota-
tions liées au temps, permettant ainsi d’évaluer le comportement temporel des systèmes temps
réel. Pour modéliser le temps, MARTE déﬁnit trois domaines distincts : la structure du temps
(TimeStructure), l’accès au temps (TimeAccess) et les éléments liés au temps (TimeUsage).
La structure du temps est déﬁnie par une base de temps (TimeBase) composée d’un ensemble
d’instants, où chacun d’eux modélise une occurrence d’un évènement au cours du temps. L’ac-
cès à cette structure se fait à travers les horloges (Clocks) : chaque horloge fait nécessairement
référence à une base de temps, donnant ainsi l’accès à l’ensemble de ses instants.
En associant une horloge à un élément d’un modèle, nous associons une sémantique de
temps à ce dernier. TimeUsage regroupe ainsi tous les éléments associés au temps tels que des
évènements, des actions, ou encore des contraintes temporelles.
Dans [André 2007], les auteurs proposent un exemple de l’application de MARTE dans un
système automobile : contrôle de l’allumage et correction du cognement dans un moteur à 4-
temps. Pour cela, les auteurs déﬁnissent des horloges pour modéliser les angles de rotations
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de l’arbre à cames et du vilebrequin. Ces horloges sont présentés sur la ﬁgure 3.3 : AngleClock
déﬁnit un type d’horloge dont l’unité de temps est mesurée en terme de degrés d’angles (AngleU-
nitKind). L’unité ◦CAM est liée à la position de l’arbre à cames et ◦CRK à celle du vilebrequin.
camClk et crkClk sont deux horloges de type AngleClock, la première modélise la position de
l’arbre à cames, elle est donc liée à l’unité de temps ◦CAM , la deuxième modélise la position
du vilebrequin et est donc liée à l’unité de temps ◦CRK.
« clockType » 
{nature = discrete, isLogical, 
timeUnit = AngleUnitKind, 
resolAttrib = resolution, 
offsetAttrib = offset, 
maxValAttrib = maximalValue, 
indexToValue = angle} 
AngleClock 
resolution : Real 
offset : Real 
maximalValue : Real 
 
angle(k : Integer) : Real 
« clock » 
{unit = °CRK} 
crkClk: AngleClock 
resolution = 1.0 
offset = 0.0 
maximalValue = 720.0 
« clock » 
{unit = °CAM} 
camClk: AngleClock 
resolution = 1.0 
offset = 0.0 
maximalValue = 360.0 
« enumeration » 
AngleUnitKind 
<<unit>> °CAM  
<<unit>> °CRK 
Fig. 3.3 – Exemple d’horloges dans MARTE (source [André 2007])
La ﬁgure 3.4 présente le modèle de machine à états ﬁnis modélisant le contrôle dans le cycle
de l’allumage d’un tel moteur. Ce cycle est caractérisé par quatre phases comme le montre la
ﬁgure : aspiration, compression, combustion et échappement. Cet automate est associé à l’horloge
camClk, ainsi, les transitions de l’automate sont des transitions temporisées dont l’unité de temps
est mesurée en ◦CAM . Par exemple, quand la position de l’arbre à cames atteint 90◦ étant à
l’état Compression, l’automate passe à l’état Combustion.
Compression 
Combustion 
Intake 
Exhaust 
after 90  
after 90  
after 90  after 90  
stm <<timedProcessing>> 4StrokeEngineCycle 
{on = camClk} 
Fig. 3.4 – Exemple d’une machine à états ﬁnis liée à une horloge de MARTE
(source [André 2007])
L’exemple complet de ce système est présenté en détails dans [André 2007], l’objectif ici est
de donner une idée sur l’application de MARTE sur un exemple.
Nous considérons un instant comme un point déﬁni dans le temps durant lequel un trai-
tement peut être réalisé. Une fois cette notion proprement déﬁnie, il est tout aussi essentiel de
déﬁnir la manière avec laquelle nous pouvons nous référer à un instant, lui associer une date, ou
plus généralement lui donner une sémantique temporelle ; cette sémantique à été introduite
dans TSM grâce aux étiquettes (tags).
Notion d’étiquettes
TSM introduit une sémantique de temps à ses évènements en leurs associant des étiquettes
(tags). Les étiquettes sont des valeurs numériques permettant d’établir un ordre pour les dif-
férents évènements possibles d’un système donné. Cette notion est plus générale que le simple
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fait de marquer une date, elle permet aussi de déﬁnir des relations de précédence entre les évè-
nements, ou encore de spéciﬁer des points de synchronisation entre les processus d’un système
donné. Notons ici que TSM permet de modéliser aussi bien des MoCs ayant une notion de temps
(ex : CT) que des MoCs non temporisés (ex : SDF).
Dans un modèle temporisé, les étiquettes portées par les évènements sont des dates, elles
doivent donc être totalement ordonnées pour modéliser la progression du temps. Cela permet
aussi de déﬁnir la notion de « temps métrique » : la distance entre deux étiquettes qui représente
la durée entre deux instants au cours du temps.
MARTE reprend aussi cette notion d’étiquette en associant à chaque instant d’une horloge
une valeur (InstantValue) modélisant la date de l’instant. Ainsi, l’ensemble des instants formant
une base de temps dans MARTE sont totalement ordonnés.
L’ordre des étiquettes sert aussi à la causalité ou encore à la synchronisation des processus,
nous pouvons ainsi déﬁnir des processus suivant des contraintes sur ces étiquettes pour modéliser
des systèmes n’ayant aucune notion de temps par exemple, nous développons cette notion dans
la section 3.5 de ce chapitre.
3.3 Domaine de temps
En modélisant le temps, nous cherchons à modéliser les diﬀérents instants possibles au cours
du temps, le temps peut donc être considéré comme un ensemble d’instants. Mais dans un modèle
hétérogène composé de sous-modèles régis respectivement par des MoCs diﬀérents, la sémantique
du temps diﬀère d’un sous-modèle à un autre. Un modèle de temps doit donc oﬀrir la possibilité
de déﬁnir diﬀérentes échelles de temps modélisant ainsi des sémantiques de temps diﬀérentes.
Nous appelons domaine de temps un ensemble d’étiquettes modélisant une sémantique de temps
donnée.
TSM oﬀre la possibilité de spéciﬁer une sémantique de temps diﬀérente à chaque évènement,
en lui associant un ensemble adéquat d’étiquettes selon la nature de temps en question (temps
continu, temps discret, pas de temps). L’ordre dans un domaine t’étiquette T est dit « partiel »
si : ∃{t, t′} ∈ T \ t ≯ t′ ∧ t′ ≯ t.
De même, MARTE oﬀre la possibilité d’associer diﬀérentes bases de temps à un modèle
hétérogène pour déﬁnir plusieurs référentiels temporels. Les horloges de chaque sous-modèle
peuvent être associées à une base de temps diﬀérente, spéciﬁant ainsi une sémantique de temps
propre à un domaine particulier. Quand des contraintes sont spéciﬁées entre des instants de bases
de temps indépendantes, nous obtenons un modèle de temps dont les instants sont partiellement
ordonnés. Nous présentons dans ce qui suit les diﬀérentes natures de temps considérées dans
TSM et dans MARTE.
3.4 Natures de temps
Théoriquement, nous pouvons distinguer deux natures de temps diﬀérentes : le temps continu
et le temps discret. La première notion intuitive du temps est celle du temps physique, ou temps
continu.
3.4.1 Temps continu
Le temps continu, appelé aussi temps physique, est généralement référé pour déﬁnir des
fonctions mathématiques continues au cours du temps, des lois physiques, etc. D’une manière
générale, l’ensemble des dates associées aux instants dans un temps continu est modélisé par
l’ensemble des réels R.
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TSM déﬁnit le temps continu comme un ensemble totalement ordonné de tags T où il n’existe
pas deux ouverts disjoints O1 et O2 tel que T = O1 ∪ O2. Autrement dit, pour un ensemble de
tags modélisant un temps continu, il existe toujours un tag entre deux tags donnés.
Rappelons ici que TSM propose une modélisation mathématique (abstraite) du temps. Mais
dans une modélisation informatique où l’on cherche à simuler un temps continu, l’évolution
du temps n’est observée qu’a des instants échantillonnés implicitement par la fréquence du
processeur qui fait tourner la simulation. Nous parlons dans ce cas d’un temps dense, qui peut
être considéré comme une modélisation informatique approximative du temps continu.
Temps dense
MARTE propose une modélisation informatique concrète du temps, il ne fait pas de distinc-
tion entre le temps continu et le temps dense. Le temps physique dans MARTE est déﬁni comme
un ensemble d’instants totalement ordonnés, indexés par des nombres rationnels. Autrement dit,
pour chaque paire d’instants, il existe au moins un instant entre les deux. Cette notion de temps
est utilisée pour la modélisation et l’analyse des systèmes temps réel, elle est référée par une
horloge idéale (idealClock).
La classe Clock du méta-modèle de MARTE est une classe abstraite qui n’est jamais instan-
ciée. Pour associer une sémantique de temps dense à un élément d’un modèle de MARTE, nous
lui associons une horloge chronométrique (ChronometricClock).
Les horloges chronométriques permettent de mesurer une durée entre deux instants. Elles font
référence au temps physique (idealClock) mais possèdent concrètement un pas ﬁxe déﬁnissant
leurs période de discrétisation.
Ainsi, l’ensemble des instants d’une base de temps dans MARTE peuvent être discrets ou
denses (distinction sémantique), mais dans la pratique, ils sont toujours discrets.
3.4.2 Temps discret
Un temps discret est une discrétisation du temps physique, l’ensemble des dates associées à
ses instants est généralement modélisé par l’ensemble des entiers N. Cette notion de temps est
utilisée dans la plupart des simulateurs de circuits digitales.
Associer une sémantique de temps discret à un évènement dans TSM revient à spéciﬁer que
l’ensemble des étiquettes qui lui sont associées est isomorphe à un sous-ensemble de N avec
préservation de l’ordonnancement.
Déﬁnir une base de temps discrète dans MARTE revient à spéciﬁer que les dates des instants
sont des entiers naturels. Nous parlons dans ce cas d’un temps logique, une notion de temps
dédiée à la conception.
Temps logique
Le temps logique est déﬁni dans MARTE grâce aux horloges logiques (logicalClock). Ces
horloges modélisent un temps discret dans lequel les instants sont des occurrences d’un évène-
ment discret quelconque. Chaque occurrence d’un évènement est représentée par un tic (tick)
sur l’horloge correspondante. La distance entre deux tics est mesurée en terme de tics et n’a
aucun sens en soi (aucun lien avec les « durées physique) ». Il n’existe donc aucune régularité
sur les instants de ces horloges.
Le temps logique permet d’exprimer des contraintes temporelles complexes et exploitables
entre diﬀérents évènements grâce à des relations de coïncidence ou de précédence. Cette notion
de temps est utilisée dans MARTE conjointement avec CCSL, un langage permettant de spéciﬁer
des contraintes d’horloges. Nous présentons dans ce qui suit les concepts clés de ces contraintes
temporelles et l’intérêt de leur utilisation dans TSM et dans MARTE.
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3.5 Contraintes temporelles
Les contraintes temporelles permettent de déﬁnir des relations temporelles entre les instants.
En associant une sémantique temporelle aux instants, nous pouvons synchroniser ces instants
en déﬁnissant des relations de coïncidence ou de précédence entre eux. L’ordre sur ces instants
est induit par l’ordre sur leurs étiquettes.
Les contraintes temporelles sont utilisées dans TSM pour décrire des sémantiques de compor-
tements séquentielles, concurrentes, synchrones, asynchrones, etc. Dans un MoC à rendez-vous
de processus séquentiels [Brooks 2008b] par exemple, les évènements associés respectivement à
deux processus qui communiquent à un point de rendez-vous sont synchrones, nous pouvons
décrire cela par une relation de coïncidence spéciﬁant que ces évènements sont associés à une
même étiquette. Dans un MoC à réseaux de processus (PN) [Brooks 2008b], la communication
des processus se déroule via des canaux selon une politique FIFO (First In First Out). En consi-
dérant un signal d’entrée s déﬁni par un ensemble d’évènements {ei \ i ∈ N}, et un signal de
sortie s′ déﬁni par un ensemble d’évènements {e′i \ i ∈ N}, la relation de précédence « ei < e
′
i »
permet de spéciﬁer que la lecture dans le canal de communication se déroule avant l’écriture.
MARTE propose aussi de déﬁnir des contraintes temporelles entre les instants de ses horloges
logiques (TimeInstantsRelation), voire des dépendances entre des bases de temps diﬀérentes
(TimeBaseRelation). Ces contraintes temporelles sont utilisées conjointement avec le langage de
contraintes d’horloges CCSL.
3.5.1 Le langage de spéciﬁcation de contraintes d’horloges CCSL
CCSL (Clock Constraint Speciﬁcation Language) [Mallet 2008] est un langage déclaratif
annexé aux spéciﬁcations du proﬁl UML MARTE. Il se base sur les horloges déﬁnies dans
MARTE qui peuvent être chronométriques ou logiques. Il oﬀre des moyens pour spéciﬁer des
contraintes entre ces horloges qui peuvent être classiﬁées en quatre catégories : synchrones,
asynchrones, mixtes et non fonctionnelles. Pour des raisons de clarté, nous utilisons une syntaxe
simpliﬁée de CCSL tout au long de ce chapitre.
(1) Les contraintes d’horloges synchrones se basent sur le concept de coïncidence, tel que
Discretize, SubClock, Coincides ou FilteredBy :
• Discretize se base sur l’horloge IdealClock qui modélise un temps dense pour déﬁnir une
horloge chronométrique. L’horloge obtenue par cette contrainte est une discrétisation de
IdealClock suivant une période de discrétisation ; Discretize(IdealClock, 0.001) par
exemple déﬁnit une horloge chronométrique avec une période de 0.001 secondes = 1 ms.
• SubClock(A, B) signiﬁe que les instants de A sont un sous-ensemble des instants de B.
Ainsi, tous les instants de A coïncident forcément avec des instants de B, mais il peut y
avoir des instants sur B qui n’ont pas de correspondance sur A.
• Coincides(A, B) signiﬁe que tous les instants de A coïncident respectivement avec des
instants de B et vice versa.
• FilteredBy(A, w) permet de créer une horloge à partir des instants de A selon un motif
binaire w formé d’une partie ﬁxe wfix et d’une partie répétitive wrep (w = wfix(wrep)ω =
wfixwrep . . . wrep . . .). Chaque instant de A qui correspond (selon l’ordre de son apparition)
à un bit 1 du motif w implique un instant de B. La contrainte FilteredBy(A, 01(100))
par exemple signiﬁe que seul le deuxième instant de A implique un instant sur l’horloge
déterminée (wfix = 01), par la suite, seul le premier instant qui précède deux instants
consécutifs de A implique un instant sur l’horloge déterminée (wrep = 100)(voir ﬁgure 3.5).
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A 
FilteredBy(A, 01(100)) 
1 
2 1 
2 3 5 7 4 6 8 
3 
w = ϬϭϭϬϬϭϬϬ…ϭϬϬ 
Fig. 3.5 – Exemple d’une contrainte d’horloge FilteredBy.
(2) Les contraintes d’horloges asynchrones permettent de spéciﬁer des relations de précédence
entre tous les instants respectifs de deux horloges. Precedes(A, B) signiﬁe que chaque instant
de A précède strictement l’instant correspondant de B comme illustré sur la ﬁgure 3.6).
A 
B 
1 
2 1 
2 3 
Precedes(A, B) 
3 
Fig. 3.6 – Exemple d’une contrainte d’horloge Precedes.
(3) Les contraintes d’horloges mixtes sont des combinaisons de la coïncidence et de la pré-
cédence ; DelayFor(A, B, n), par exemple, déﬁnit une horloge où l’ensemble de ses instants
coïncident respectivement avec chaque nème instant de B qui succède un instant de A. La ﬁ-
gure 3.7 présente le résultat de cette contrainte pour n = 2.
B 
A 
1 
1 
2 
2 
1 
2 3 4 5 
DelayFor(A, B, 2) 
Fig. 3.7 – Exemple d’une contrainte d’horloge delayedFor.
(4) Il existe aussi une série d’opérateurs pour déﬁnir de nouvelles horloges, tel que Union,
Intersection ou SustainUpTo
• Les opérateurs booléens Union et Intersection agissent sur des paires d’horloges, ils dé-
ﬁnissent de nouvelles horloges dont les instants sont déterminés respectivement par l’union
et l’intersection des instants de deux horloges comme illustré sur la ﬁgure 3.8.
• L’opérateur SustainUpTo(A, B, C) déﬁnit une horloge qui tique à chaque tic de A à
partir du premier tic de B et s’arrête au premier tic de C.
TimeSquare [DeAntoni 2012] est une extension dans Eclipse développée à INRIA Sophia-
Antipolis, permettant de calculer les solutions d’un ensemble de contraintes CCSL. Le résultat
est aﬃché dans une interface graphique où chaque horloge est représentée sous forme d’un signal.
3.5.2 Modélisation du MoC SDF avec CCSL
Dans [Mallet 2010], les auteurs proposent une modélisation de la sémantique du MoC SDF
avec des contraintes d’horloges CCSL. Pour cela, la première étape et de déﬁnir les horloges
nécessaires associées à un modèle SDF : une horloge logique est associée à chaque composant SDF
(Actor), ses instants correspondent aux instants d’observations du composant en question. Aussi,
deux horloges logiques write et read sont associées à chaque relation (Arc) entre deux composants
29
Chapitre 3. Modélisation du temps
C 1 
B 1 2 3 
1 2 Union(A, B) 
1 2 Intersection(A, B) 
1 SustainUpTo(A, B, C) 
A 1 2 3 
3 4 
X 
Fig. 3.8 – Exemple des contraintes d’horloges union, intersection et sustainUpTo.
SDF, leurs instants correspondent respectivement aux instants d’écriture et de lecture (avec
suppression) des jetons sur la relation en question.
La deuxième étape est de déﬁnir des contraintes adéquates entre ces horloges pour satisfaire
le comportement du MoC SDF. Pour cela, les auteurs déterminent quatre déﬁnitions :
• (1) Precedes(write, read) concerne les jetons. Elle signiﬁe que chaque tic modélisant
l’écriture d’un jeton sur une relation donnée doit précéder le tic modélisant sa lecture.
• (2) Precedes(FilteredBy(read, (0weight−11)ω), actor) concerne les entrées des com-
posants. Elle signiﬁe que les tics modélisant l’observation d’un composant SDF (Actor)
doivent succéder respectivement les tics modélisant la lecture d’un nombre ﬁxe de jetons
sur l’entrée du composant en question selon son poids (weight). Si le poids de l’entrée vaut
1, l’équation se résume à Precedes(read, actor).
• (3) actor = FilteredBy(write, (10weight−1)ω) concerne les sorties des composants. Elle
signiﬁe que les tics modélisant les instants d’observation d’un composant (Actor) coïncident
respectivement avec chaque tic modélisant la nème écriture d’un jeton sur la sortie du
composant en question, où n = weight. Si le poids de la sortie vaut 1, la contrainte se
résume à Coincides(actor, write).
• (4) La quatrième déﬁnition concerne les relations (Arcs) entre les composants. Elle est
déﬁnie par une conjonction d’une entrée (2), d’un jeton (1), et d’une sortie (3).
3.6 Conclusion
En nous basant sur deux modèles de temps diﬀérents, nous avons distingué dans ce chapitre
deux notions importantes liées au temps : la notion d’instants permettant de déﬁnir un point
temporel durant lequel un comportement est réalisé, et la notion d’étiquettes sur ces instants
qui leur associent une sémantique de temps donnée. Nous avons vu aussi que les contraintes
temporelles sont un moyen simple et eﬃcace pour modéliser un comportement donné, voire une
sémantique de comportement d’un MoC.
Nous présentons dans le chapitre suivant le principe de la modélisation hétérogène et l’adap-
tation sémantique entre ses diﬀérents sous-modèles. Nous ferons aussi un état de l’art de quelques
outils de conception et de simulation de modèles hétérogènes.
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4.1. Introduction
4.1 Introduction
Lors de la conception d’un modèle hétérogène, il devient nécessaire de combiner des pa-
radigmes de modélisation aussi diﬀérents que des machines à états, des réseaux de processus,
des évènements discrets ou des équations diﬀérentielles à temps continu. À la frontière entre
deux modèles déﬁnis suivant deux paradigmes de modélisation distincts, les transformations
des notions de temps, des types de données ou de la façon dont l’exécution d’un modèle est
contrôlée sont des tâches essentielles permettant la communication entre ces modèles au cours
de la simulation ; elles constituent l’adaptation sémantique entre eux. Par exemple, l’adaptation
sémantique entre un modèle à temps continu et un modèle à temps discret se fait naturellement
par échantillonnage dans un sens et interpolation dans l’autre.
Pour regrouper des modèles et ainsi former le modèle global d’un système hétérogène, nous
distinguons deux techniques de structuration : une structuration horizontale et une structuration
verticale [Mbobi 2003, Mbobi 2004]. La première technique consiste à regrouper les diﬀérents
modèles sur un même niveau, nous obtenons donc un modèle global où l’hétérogénéité entre ses
diﬀérents sous-modèles est mise à plat. L’adaptation sémantique dans une telle structure est
déﬁnie entre tous les sous-modèles à un même niveau.
Le travail présenté dans ce mémoire concerne la deuxième technique de structuration : la
structuration verticale ou hiérarchique. Nous décrivons le principe d’une telle technique dans
la première section de ce chapitre. Nous nous focalisons dans la deuxième section sur les trois
aspects d’hétérogénéité entre les modèles, et décrivons dans la troisième section le principe
d’adaptation sémantique pour chacun eux. Nous présentons dans la dernière section quelques
outils de simulation et de modélisation des systèmes hétérogènes structurés hiérarchiquement.
4.2 Modélisation hétérogène hiérarchique
La principale complexité lors de la modélisation d’un système hétérogène est l’adaptation
sémantique entre les sous-systèmes qui le forment. Modéliser hiérarchiquement un système hé-
térogène permet de contrôler et de maîtriser cette complexité. Nous nous focalisons ici au cas
de la modélisation hétérogène par composants basée sur les MoCs (2.2.1).
Le principe de cette approche est de structurer le modèle d’un système hétérogène sous forme
d’un arbre hiérarchique de sous-modèles comme représenté sur la ﬁgure 4.1 : le modèle global
est formé par un modèle racine M1 qui englobe le reste des sous-modèles. Chaque modèle régi
par un MoC donné est représenté par un cercle avec un motif diﬀérent.
Modèle racine M1 
Sous-modèle M2 Sous-modèle M3 
Sous-modèle M5 Sous-modèle M4 
Fig. 4.1 – Modélisation hétérogène hiérarchique
L’avantage d’une telle approche est qu’elle permet de réduire le nombre d’interfaces permet-
tant la communication entre deux sous-modèles, contrairement à une modélisation horizontale
où tous les sous-modèles sont mis à plat sur un même niveau. Sur la ﬁgure 4.1, chaque inter-
face liant deux sous-modèles régis respectivement par deux MoCs diﬀérents est représentée par
un trait distinct. Ainsi, l’adaptation sémantique dans un modèle hétérogène conçu selon cette
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approche est déﬁnie par paires de modèles au niveau de chaque interface ; nous développons le
principe de cette adaptation dans la partie 4.4 de ce chapitre.
Toutefois, cette approche impose que si un sous-modèle doit être observé à un instant donné
au cours de la simulation pour réaliser son comportement, tous les modèles qui l’englobent
hiérarchiquement doivent aussi être observés. L’observation d’un modèle peut ainsi impliquer
l’observation d’autres modèles même s’ils n’ont aucun comportement à exécuter. Observer le
sous-modèle M4 (voir ﬁgure 4.1), par exemple, implique l’observation de M3, qui implique celle
de M1.
4.3 Hétérogénéité des modèles
Un état de l’art de la modélisation multi-paradigmes ainsi que la source de l’hétérogénéité
des modèles est présenté dans [Hardebolle 2008], où quatre axes ont été déterminés suivant le
cycle de développement en V d’un système : l’hétérogénéité des domaines, quand un système
donné implique diﬀérents domaines métiers (traitement de signal, automatique, contrôle, logi-
ciel, matériel, etc), l’hétérogénéité des niveaux d’abstraction, quand on conçoit le système sur
diﬀérents niveaux de détails, l’hétérogénéité des vues, quand on projette une partie d’un système
selon diﬀérentes perspectives (aspects fonctionnels et non fonctionnels par exemple), et enﬁn,
l’hétérogénéité des activités due aux diﬀérentes phases du cycle de développement d’un système
(génération de code, validation, etc). Nous nous intéressons dans ce mémoire à l’hétérogénéité
des domaines.
La complexité et la diversité croissante des systèmes rend leur modélisation une tâche fas-
tidieuse, elle nécessite une décomposition du modèle global en un ensemble de sous-modèles
plus simples. Chaque sous-modèle représente un domaine métier distinct du système global,
impliquant ainsi un paradigme de modélisation approprié.
Nous avons vu dans la section 2.2.1 que chaque paradigme de modélisation est caractérisé
selon trois aspects diﬀérents : la sémantique des données échangées entre les composants d’un
modèle, la sémantique de temps que partagent ces composants, et la sémantique de contrôle qui
déﬁnit le type de communication entre ces composants, leurs ordre d’exécution, etc.
4.3.1 Hétérogénéité des données
La sémantique des données diﬀère d’un paradigme de modélisation à un autre. Dans un
modèle DE, par exemple, les composants communiquent en postant des évènements composés
d’une valeur et d’une date ; dans un modèle SDF, les composants consomment et produisent des
échantillons d’un ﬂux de données ; dans un modèle FSM (automate), les données sont de simples
symboles qui peuvent déclencher des transitions.
Cette hétérogénéité impose une adaptation sémantique dans un modèle hétérogène permet-
tant l’échange de données entre des sous-modèles régis par des MoCs diﬀérents.
4.3.2 Hétérogénéité du temps
La sémantique de temps diﬀère aussi d’un paradigme de modélisation à un autre. Prenons
l’exemple du fonctionnement du thermostat d’un radiateur permettant de ﬁxer la température
ambiante d’une salle, ﬁxée entre un seuil minimum et un seuil maximum. Cet exemple a été
conçu dans Ptolemy II et est disponible sur le site dédié à la plateforme [Liu ].
La ﬁgure 4.2 présente la modélisation du système du thermostat qui est décomposé en deux
sous-modèles : (1) un automate avec deux états possibles heating et cooling déﬁnissant respecti-
vement l’état de mise en marche et d’arrêt du radiateur, (2) et un sous-modèle CT modélisant
les équations de la montée et de la descente de la température de la salle.
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Modèle modal 
(discret) 
Modèle continu 
Fig. 4.2 – Modélisation d’un système hétérogène : Thermostat
La simulation de l’exemple est illustrée sur la ﬁgure 4.3 : le modèle global d’un tel système
met en relation deux sous-modèles ayant deux sémantiques de temps diﬀérentes : un temps
continu chronologique, modélisé sous forme de durées et pris en considération par les équations
qui déterminent la température ambiante (courbe rouge), et un temps discret déﬁni par les
instants de passage de l’automate d’un état à un autre suite à un dépassement d’un seuil (traits
en bleu modélisant le seuil maximum et le seuil minimum de la température). Ces instants sont
considérés dans ce cas comme un ensemble de dates représentées par des étiquettes.
Fig. 4.3 – Résultat de la simulation du système Thermostat
Notons aussi que la sémantique de la durée temporelle peut diﬀérer entre deux modèles à
temps continu, quand on cherche à modéliser, par exemple, les diﬀérents rythmes auxquels le
temps s’écoule dans un satellite GPS et dans un récepteur GPS sur terre comme prédit par
la relativité générale, où encore, pour modéliser la relation entre les angles de rotation d’un
vilebrequin et d’un arbre à cames dans un moteur.
De plus, certains modèles n’ont aucune échelle temporelle (ex : modèle SDF), la sémantique
de temps dans ce cas est réduite à une suite d’instants auxquels se produisent des événements.
Ainsi, une adaptation sémantique du temps est tout aussi nécessaire dans un modèle hétérogène.
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Cette adaptation doit oﬀrir la possibilité d’associer une date à chaque donnée reçue par un
modèle temporisé selon l’échelle de temps du modèle en question.
4.3.3 Hétérogénéité du contrôle
Le contrôle déﬁnit l’ensemble des instants durant lesquelles les composants d’un modèle sont
observés pour réaliser leurs comportement. Ces instants diﬀèrent toutefois d’un modèle de calcul
à un autre. Ils sont aléatoires et peuvent se produire à n’importe quelle date dans un modèle
temporisé (ex : DE, TFSM), ils sont déclenchés dans ce cas par des évènements en entrée du
modèle, ou encore par la ﬁn d’un délai temporel (ex : transition temporisée dans TFSM). Ces
instants de contrôle peuvent aussi être déterminés successivement et ne sont liés à aucune échelle
de temps dans le cas d’un modèle non temporisé (ex : SDF).
L’hétérogénéité du contrôle dans un modèle hétérogène hiérarchique impose donc la spéciﬁ-
cation d’une adaptation sémantique permettant d’adapter les instants de contrôle entre chaque
paire de sous-modèles qui communiquent entre eux.
4.4 Adaptation sémantique
L’adaptation sémantique est la principale complexité dans la modélisation multi-paradigme.
Nous considérons que cette adaptation est un choix de conception qui ne peut pas être déﬁni
automatiquement, cette adaptation doit apparaitre explicitement dans le modèle global pour
permettre au concepteur de la spéciﬁer. Nous pouvons toutefois déﬁnir des patrons d’adaptation
paramétrables par le concepteur pouvant être utilisés dans diﬀérents modèles.
Nous présentons dans ce qui suit le principe de chaque type d’adaptation sémantique en
se basant sur l’exemple d’un système hétérogène présenté sur la ﬁgure 4.4. Ce système est
modélisé hiérarchiquement par trois paradigmes de modélisations diﬀérents : un modèle racine
DE contenant un sous-modèle TFSM et un sous-modèle SDF. L’adaptation sémantique doit être
spéciﬁée au niveau de chaque interface séparant deux modèles régis par deux MoCs diﬀérents
(rectangles avec des traits pointillés sur la ﬁgure).
Structure DE 
DE 
Composant 
DE 
Structure TFSM 
TFSM 
Structure SDF 
SDF 
Fig. 4.4 – Exemple d’un modèle hétérogène hiérarchique
4.4.1 Adaptation sémantique des données
L’adaptation sémantique la plus évidente à déﬁnir entre les modèles de calcul est celle des
données. L’adaptation des données entre DE et TFSM, par exemple, peut être réalisée en déﬁ-
nissant une équivalence entre les symboles considérés par TFSM d’une part, et les valeurs des
évènements DE d’une autre part.
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L’adaptation des données entre DE et SDF est moins triviale en raison de l’hétérogénéité
du contrôle entre eux : les données reçues par un modèle DE sont immédiatement pris en
considération, alors que les données reçues par un modèle SDF ne sont prises en considération
par ce dernier qu’à sa prochaine itération. Une solution possible est d’interpréter la valeur d’un
évènement DE reçu par un modèle SDF comme une nouvelle valeur à sa prochaine itération
(instant de contrôle), et réciproquement, un changement de valeur dans le ﬂux de données
produit par le modèle SDF comme un évènement DE.
4.4.2 Adaptation sémantique du temps
L’adaptation sémantique du temps revient à spéciﬁer des relations entre les diﬀérentes
échelles de temps déﬁnies dans un modèle hétérogène, permettant à chaque pas de simulation
du modèle global d’associer une date courante à chacun de ces sous-modèle temporisés selon
leurs échelles de temps respectives.
Quand un évènement DE est généré pour reﬂéter un changement d’un signal SDF par
exemple, une adaptation sémantique possible du temps est d’associer à cet évènement le temps
courant du modèle DE lors du changement de valeur du signal SDF.
Pour spéciﬁer l’adaptation sémantique du temps entre un modèle DE et un modèle TFSM,
nous pouvons supposer que TFSM réagit instantanément à la présence de symboles sur son
interface, et qu’il utilise aussi le temps courant dans DE comme date pour les évènements
qu’il produit. Toutefois, le temps peut aussi activer des transitions temporisées dans un modèle
TFSM. Cependant, la durée d’une transition temporisé est exprimée sur une échelle de temps
locale dans le modèle TFSM. En supposant qu’une telle transition puisse générer un évènement
destiné au modèle DE, sa durée d’activation doit avoir une correspondance dans le temps DE.
Si, pour des raisons de simplicité, nous considérons que le temps s’écoule à la même vitesse
dans les deux modèles DE et TFSM, une adaptation possible du temps entre ces deux modèles
consiste à remettre à zero un minuteur à chaque fois que le modèle TFSM rentre dans un nouvel
état, et ainsi mesurer le temps écoulé dans DE depuis que l’automate est rentré dans cet état.
Cette adaptation reste toutefois restrictive à un cas particulier.
4.4.3 Adaptation sémantique du contrôle
L’adaptation sémantique du contrôle est celle qui est la plus complexe à spéciﬁer, elle est
fortement liée à celles du temps et des données. La ﬁgure 4.5 illustre l’adaptation du contrôle dans
le modèle hétérogène présenté sur la ﬁgure 4.4. Sur cette ﬁgure, nous représentons le contrôle
de chaque sous-modèle sous la forme d’une horloge déﬁnie par une ligne de temps (ﬂèche noire),
les tics sur chaque ligne de temps représentent les instants de contrôle de chaque sous-modèle.
Les ﬂèches représentent l’adaptation du contrôle réalisée entre les sous-modèles.
TFSM
DE
SDF
T T
(2) (2) (2)
(1)
δ
(1′) (1)
(2′)
Fig. 4.5 – Adaptation du contrôle
Quand le modèle DE produit un évènement sur l’entrée du modèle TFSM, le contrôle doit
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être fourni au modèle TFSM aﬁn de prendre en considération l’évènement nouvellement reçu et
passer éventuellement à un autre état. Ceci est représenté par les ﬂèches portants l’étiquette (1)
sur la ﬁgure. Le contrôle est créé réciproquement dans le modèle DE quand le modèle TFSM
produit une sortie (ﬂèche (1′)). Si le modèle TFSM entre dans un état ayant une transition
sortante temporisée, il doit avoir un instant de contrôle quand le délai δ expire aﬁn d’activer la
transition et changer d’état (ﬂèche rouge nommée δ sur la ﬁgure).
Quant à l’adaptation entre le modèle racine DE et le sous-modèle SDF, la nature échantillon-
née des signaux SDF impose le contrôle périodique du modèle (ﬂèches nommées T en bas de la
ﬁgure). Puisque ce modèle est embarqué dans le modèle DE, le contrôle dans DE à une partie
périodique induite par le modèle SDF. Cette adaptation est représentée par des ﬂèches nommées
(2) sur la ﬁgure 4.5. Par contre, quand des données sont fournis par le modèle DE et disponibles
sur l’interface du modèle SDF, ces données ne doivent pas créer un contrôle directement dans
le modèle SDF. Elles doivent être prises en considération lors du prochain instant de contrôle
(périodique) de SDF, comme montré par la ﬂèche ondulée nommée (2′) sur la ﬁgure 4.5.
L’adaptation du contrôle dépend donc des données et du temps, mais doit aussi obéir aux
règles qui dépendent des modèles de calculs.
4.5 Outils de modélisation et de simulation des systèmes hété-
rogènes
L’objectif de ce travail de thèse est de modéliser explicitement l’adaptation sémantique dans
un modèle hétérogène structuré hiérarchiquement, pour ainsi pouvoir le simuler avec un mo-
teur d’exécution et permettre l’étude de son comportement. Il existe diﬀérentes plateformes de
conception qui oﬀrent la possibilité de simuler des modèles hétérogènes [Carloni 2006]. Nous pré-
sentons dans cette section celles qui se rapprochent le plus à notre contexte et se focalisons sur la
modélisation hétérogène dans ces plateformes et particulièrement sur l’adaptation sémantique.
Nous avons intégré la solution proposée par ce travail de thèse dans la plateforme ModHel’X
pour concrétiser notre approche. Pour cela, nous détaillons davantage la modélisation hétérogène
dans cette plateforme ainsi que son algorithme de simulation en dernière partie de ce chapitre.
4.5.1 Simulink/Stateﬂow
Simulink [The MathWorks c] et Stateﬂow [The MathWorks d] sont deux plateformes inter-
actives intégrées dans l’environnement MATLAB [The MathWorks b] et commercialisées par
MathWorks.
Simulink est un environnement de simulation permettant d’analyser des modèles hétérogènes
impliquant à la fois un temps discret et un temps continu. Il oﬀre un éditeur graphique permet-
tant de modéliser des systèmes pouvant être linéaires, non linéaires, à temps discret ou continu,
à variables multiples, etc.
Un modèle dans Simulink est structuré par l’interconnexion de composants à travers leurs
ports, chaque composant déﬁnit une opération donnée, tous sont regroupés dans une bibliothèque
propre à Simulink et organisés selon leurs natures. Nous citons par exemple des composants
impliquant un temps continu (dérivateur, intégrateur, fonction de transfert, etc), des composants
impliquant un temps discret (intégrateur à temps discret, retardateur permettant de rajouter
un délais sur un signal d’entrée grâce une période ﬁxe ou variable, etc), ou encore des opérations
mathématiques (gain, addition, division, soustraction, etc).
Simulink permet une modélisation hiérarchique grâce à des composants appelés « sous-
systèmes » (subsystems). Un sous-système peut être déﬁni par l’interconnexion de composants
ou d’autres sous-systèmes et peut être utilisé comme étant un composant d’un modèle global.
38
4.5. Outils de modélisation et de simulation des systèmes hétérogènes
Stateﬂow est un outil de modélisation et de simulation permettant de modéliser le contrôle
dans un système à partir de machines à états ﬁnis et de diagrammes de ﬂux. Les machines à
états ﬁnis sont construites par des diagrammes d’états, des tables de transition d’états et des
matrices de transition d’états. Les diagrammes de ﬂux, les fonctions Matlab et les tables de
vérité sont utilisées pour représenter les algorithmes.
Stateﬂow propose aussi un environnement graphique pour concevoir et simuler de tels sys-
tèmes. De plus, chaque état d’un automate Stateﬂow peut être raﬃné par un diagramme Sta-
teﬂow permettant la modélisation d’automates hiérarchiques. Un modèle Stateﬂow peut être
intégré comme sous-modèle d’un système déﬁni dans Simulink, permettant ainsi l’interaction
entre les deux outils.
Lors de la simulation d’un modèle hétérogène, le moteur d’exécution de Simulink se base
sur un temps continu uniforme pour tout le modèle global. Chaque signal discret est pris en
compte comme étant un ensemble de signaux continus. L’entrée d’un composant impliquant
un temps discret, par exemple, est échantillonnée à des multiples de son paramètre déﬁnissant
le pas d’échantillonnage, alors que sa sortie est considérée comme un signal continu constant
par morceaux. Une partie de la sémantique de comportement du modèle est ainsi déﬁnie dans
l’algorithme de simulation du moteur d’exécution, un concepteur doit alors bien comprendre le
comportement du moteur d’exécution pour bien déﬁnir son modèle et éviter un comportement
inattendu de ce dernier au cours de sa simulation.
La simulation d’un modèle hétérogène faisant interagir des modèles conçus à l’aide des deux
outils est eﬀectué selon le principe de la co-simulation, où le contrôle est alternativement donné
au moteur d’exécution de Simulink et celui de Stateﬂow. L’interaction entre ces deux outils
s’eﬀectue à l’interface entre les données (dans Simulink) et les évènements (dans Stateﬂow).
Un cas d’étude d’un système de lève-vitre automatique d’une voiture est disponible sur le
site de The Mathworks [The MathWorks a]. Il illustre la composition hétérogène d’un modèle
SDF (Simulink) et d’un modèle TFSM (Stateﬂow). L’adaptation sémantique entre Simulink et
Stateﬂow est spéciﬁée explicitement grâce à des tables de vérité pour représenter les gardes
des transitions dans TFSM, et des fonctions mathématiques pour interpréter le ﬂux de données
généré par SDF. Toutefois, cette approche est spéciﬁque et elle ne peut pas s’appliquer à d’autres
paires de MoCs. À titre d’exemple, spéciﬁer l’adaptation sémantique entre DE et SDF nécessite
un mécanisme de transformation d’un ﬂux de données SDF en une série d’évènements DE et
vice-versa.
Les modèles conçus par ces deux outils n’ont pas une sémantique formelle mais restent
pourtant, intégrés dans MATLAB, la référence pour la modélisation des systèmes faisant in-
teragir aussi bien du temps discret que du temps continu [Caspi 2003, Scaife 2004, Klee 2007].
Diﬀérents travaux ont été réalisés pour permettre la vériﬁcation formelle de modèles conçus
par Simulink/Stateﬂow et Matlab, notons par exemple les travaux dans [Agrawal 2004] où les
auteurs proposent un processus de transformation de modèles permettant d’obtenir une forme
standard d’automates hybrides à partir de modèles conçus par ces outils.
4.5.2 MODELICA
MODELICA [Fritzson 1998] est un langage orienté objet permettant une modélisation hié-
rarchique des systèmes physiques. Un modèle est une classe composée d’un ensemble de variables
et de méthodes. Les variables sont associées à un type donné, certains types sont prédéﬁnis dans
MODELICA tel que Integer, Real, Boolean ou encore String, d’autres types peuvent être déﬁnis
par le concepteur en déclarant de nouvelles classes.
Une variable peut faire référence à un temps continu ou à un temps discret, elle peut aussi
être un paramètre ou une constante. Si la variable v fait référence à un temps continu, l’opérateur
prédéﬁni der(v) permet de déterminer la dérivée de cette variable par rapport au temps. Les
constantes et les paramètres d’un modèle restent ﬁxes au cours de la simulation.
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Les méthodes déﬁnissent le comportement d’un modèle. Dans les approches de conception
à base de composants, le concepteur déﬁnit la structure d’un modèle en spéciﬁant des relations
entre ses composants. Chaque relation permet de connecter la sortie d’un composant à l’entrée
d’un autre pour combiner leurs comportements. Les relations dans MODELICA sont déﬁnies se-
lon une autre approche : elles sont spéciﬁées en déﬁnissant des équations non-causales impliquant
les variables du modèle.
Chaque méthode d’un modèle conçu dans MODELICA est spéciﬁée par un ensemble d’équa-
tions, leurs ordre d’apparition n’a pas d’importance, l’important est que ces équations soient
satisfaites. Une méthode peut aussi contenir un algorithme spéciﬁant une séquence d’instruc-
tions. Chaque instruction est une aﬀectation d’une variable à une autre, l’ordre des instructions
est dans ce cas important.
MODELICA fournit aussi des instructions de contrôle (if et when), ou encore des instructions
de boucles (while et for). Ces instructions peuvent être utilisées dans les méthodes ainsi que dans
les fonctions, elles permettent de déﬁnir des équations discrètes. Quand les conditions déclarées
par ces instructions deviennent vraies, cela correspond à une activation d’un évènement à un
instant donné, ce qui active l’ensemble des équations ou des aﬀectations déﬁnies dans les clauses
de ces instructions.
Diﬀérents exemples de modèles conçus dans Modelica sont présents dans le tutoriel dédié à
cet outil [Fritzson 2012], la ﬁgure 4.6 présente l’exemple du modèle BouncingBall modélisant le
rebondissement d’une balle en chute libre d’une hauteur h et de vitesse v.
Instance du modèle BouncingBall Simulation du modèle BouncingBall 
Fig. 4.6 – Exemple d’un modèle dans Modelica
La hiérarchie des modèles est spéciﬁée dans MODELICA grâce à l’héritage. Un modèle peut
hériter d’un autre modèle suivant le même principe de l’héritage que celui dans JAVA. Les
variables impliquées dans des équations permettant de connecter deux modèles sont de type
connector.
Un modèle dans MODELICA est donc déﬁni par un ensemble d’équations et d’algorithmes,
cela peut être considéré comme un atout majeur étant donné que le concepteur n’a plus à spéciﬁer
des dépendances entre des signaux, il déﬁnit plutôt un ensemble d’équations qui doivent être
satisfaites.
L’hétérogénéité dans MODELICA est un peu particulière, elle est relative à la sémantique de
ses éléments. Cette hétérogénéité est présente entre les équations des modèles qui déﬁnissent un
comportement non-causal d’une part, et les algorithmes des modèles qui déﬁnissent un compor-
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tement séquentiel d’autre part. Notons aussi l’hétérogénéité entre les équations discrètes permet-
tant de spéciﬁer un contrôle dans un modèle d’une part et les équations continues d’autre part.
L’adaptation sémantique relative à cette hétérogénéité est déﬁnie implicitement par la syntaxe
du langage.
4.5.3 Ptolemy II
Ptolemy II, introduit précédemment dans la partie 2.2.1, permet la conception et la simu-
lation de modèles hétérogènes à base de MoCs. Ces modèles sont structurés hiérarchiquement
grâce à des acteurs composites. Chaque acteur composite appartient à un modèle régi par un
MoC donné et peut contenir un modèle interne régi par un MoC diﬀérent.
Ptolemy II possède aussi un environnement graphique qui facilite la tâche des concepteurs
lors de la modélisation et la simulation d’un système hétérogène. Il supporte un large choix de
MoCs permettant de déﬁnir des modèles aussi variés que des modèles à temps continu, diﬀérentes
sémantiques de modélisation à évènements discrets, diﬀérentes sémantiques de modélisation à
ﬂots de données, des machines à états ﬁnis et diﬀérentes sémantiques de modélisation de réseaux
de processus.
Cependant, l’adaptation sémantique permettant la combinaison des MoCs dans un modèle
hétérogène est ﬁxée et codée dans le noyau de la plateforme. Cela peut être considéré comme
une restriction qui force le concepteur d’un modèle hétérogène à se baser sur cette adaptation
sémantique par défaut pour obtenir le comportement attendu de son modèle lors de sa simulation.
4.5.4 ModHel’X
ModHel’X [Hardebolle 2009b, Boulanger 2008] est une extension et une généralisation de
Ptolemy II. C’est une plateforme expérimentale de conception et de simulation de modèles
hétérogènes développée à Supélec. Un des points forts de cet outil est son niveau d’abstraction
qui le rend générique et nous oﬀre la possibilité de modéliser et de spéciﬁer la structure de
n’importe-quel système hétérogène. Pour cela, ModHel’X se base sur un méta-modèle commun
à tous les modèles indépendamment de leurs sémantiques (ﬁgure 4.7).
Fig. 4.7 – Méta-modèle générique de ModHel’X
Dans ModHel’X, chaque modèle est régi par un MoC (ModelOfComputation) qui déﬁnit la
sémantique de sa structure formée par un ensemble de composants (Blocks). Les composants
sont les éléments de base pour déﬁnir un comportement dans ModHel’X. Ce sont des entités
observables qui sont considérées comme des boîtes noires. Ils possèdent un comportement visible
uniquement sur leur interface constituée de ports (Pins).
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Les composants d’un modèle sont connectés grâce à des relations entre leurs interfaces.
Ces relations n’ont pas de comportement implicite ; elles permettent simplement de déﬁnir une
structure combinant le comportement des composants.
Les données dans ModHel’X sont représentées par des jetons (Tokens). Il peut y avoir plu-
sieurs jetons sur un port d’un composant. La sémantique d’un jeton est spéciﬁée pour chaque
MoC selon sa sémantique de données. Les jetons dans un modèle DE, par exemple, possèdent
une date et une valeur, tandis que les jetons dans un modèle SDF ne possèdent qu’une valeur.
La modélisation hétérogène dans ModHel’X est structurée hiérarchiquement grâce aux com-
posants d’interfaces (InterfaceBlocks). Chaque composant d’interface permet de déﬁnir un lien
vertical entre un modèle externe et un sous-modèle interne. L’adaptation sémantique dans Mod-
Hel’X est donc déﬁnie par paire de modèles au niveau de chaque composant d’interface.
Algorithme de simulation de ModHel’X
La simulation d’un modèle dans ModHel’X se déroule pas à pas : chaque pas de simulation
correspond à un instant d’observation appelé snapshot, durant lequel le contrôle est donné aux
composants sources à observer.
Une observation d’un composant correspond à une mise à jour de l’état de ses interfaces : il
traite les données reçues sur ses entrées et produit des données sur ses sorties selon la sémantique
de son comportement. Les données produites sont propagées selon la sémantique et la structure
du modèle en question, ce qui peut déclencher l’observation d’autres composants. Un snapshot
est terminé quand il ne reste plus de composant pouvant être observé à cet instant.
Pour simuler un modèle hétérogène dans ModHel’X, nous associons le modèle racine de ce
dernier au moteur d’exécution de la plateforme. Les appels des diﬀérentes fonctions du modèle
racine sont propagés tout au long du modèle global selon sa hiérarchie grâce au polymorphisme.
La ﬁgure 4.8 représente la structure générale de l’algorithme de simulation de ModHel’X,
chaque rectangle modélise un appel d’une fonction abstraite. La sémantique de ces fonctions dif-
fère d’un MoC à un autre selon la sémantique de son comportement, elles doivent être redéﬁnies
pour chaque MoC.
adaptIn 
Model : : startOfUpdate 
Model : : update 
Model : : endOfUpdate 
adaptOut 
reset 
Model : : update 
Validate ? 
yes 
no 
setup 
startOfSnapshot 
snapshot 
endOfSnapshot 
newSnap ? 
wrapup 
no 
yes further? 
schedule 
Block : : update 
propagate 
yes 
no 
1- Exécution d’une siŵulation 
2-  Un pas de simulation 
3- Oďservation d’un ŵodğle 4- Oďservation d’un IB 
Fig. 4.8 – Algorithme de simulation de ModHel’X
Avant d’exécuter les diﬀérents pas de simulation, le moteur d’exécution fait appel à la fonction
setup pour préparer le modèle global. Chaque pas de simulation mène à une boucle (deuxième
bloc de la ﬁgure) : tant que l’observation du modèle global n’est pas validée, ce dernier est remis
à son état initial au début du pas courant de simulation et est de nouveau observé. Quand un
pas de simulation est validé, le moteur d’exécution met à jour le modèle global à son nouvel état
par l’appel de la fonction endOfSnapshot.
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Pour assurer une exécution déterministe de la simulation, les diﬀérents composants du modèle
global sont observés successivement. L’observation d’un modèle mène ainsi à une deuxième
boucle (troisième bloc de la ﬁgure) : (1) la première étape consiste à déterminer le prochain
composant à observer durant ce pas de simulation, elle est eﬀectuée par l’appel de la fonction
schedule et dépend de la sémantique du MoC qui régi le modèle. (2) Ce composant est alors
observé (update) pour réaliser son comportement et produire le résultat sur ses interfaces de
sortie. (3) Les données produites peuvent générer du contrôle impliquant l’observation d’autres
composants, elle sont alors propagées (propagate). Le moteur d’exécution sort de cette boucle
quand il n’existe plus de composants pouvant être observés à cet instant.
Au cours d’une simulation d’un modèle hétérogène, les appels de fonctions du modèle racine
sont propagés vers ses sous-modèles grâce aux composants d’interface qui délèguent l’appel à
leurs modèles internes. L’observation d’un composant d’interface est présentée dans le quatrième
bloc de la ﬁgure 4.8 . Les fonctions adaptIn et adaptOut permettent au concepteur de spéciﬁer
explicitement l’adaptation sémantique du contrôle, du temps et des données entre deux modèles,
en entrée et en sortie du modèle interne [Boulanger 2011]. Cette adaptation sémantique est
réalisée de façon ad-hoc : chaque adaptation sémantique entre une paire de MoCs est spéciﬁée
dans une instance d’un composant d’interface par du code JAVA, ce qui est une tâche fastidieuse,
source d’erreurs et requière d’un concepteur d’être familier avec JAVA.
4.6 Conclusion
Nous avons vu dans ce chapitre les diﬀérents aspects d’hétérogénéité qu’un modèle peut
avoir, à savoir l’hétérogénéité du temps, du contrôle et des données. Après avoir présenté ces
trois aspects et le principe de l’adaptation sémantique entre eux, nous avons présenté quatre
outils de conception et de simulation de modèles hétérogènes et nous nous sommes focalisés
sur l’hétérogénéité des modèles qu’ils permettent de concevoir. L’adaptation sémantique déﬁnie
dans ces outils est implicite : elle est soit spéciﬁée de façon ad-hoc (ex : ModHel’X), soit ﬁxée
dans le noyau de la plateforme et donc eﬀectuée de manière prédéterminée (ex : Ptolemy II).
Par ce chapitre, nous marquons la ﬁn de l’état de l’art de ce mémoire ; nous présentons dans
la prochaine partie notre contribution. Nous nous plaçons dans le contexte de la modélisation
hétérogène hiérarchique à base de composants, et nous proposons une approche permettant de
modéliser l’adaptation sémantique du temps et du contrôle entre les MoCs. Cette adaptation
doit être déﬁnie explicitement pour que son interprétation soit précise, elle doit aussi être bien
déﬁnie pour oﬀrir la possibilité de vériﬁer les propriétés des modèles.
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5.1. Introduction
5.1 Introduction
L’objectif du travail présenté dans ce mémoire est de modéliser l’adaptation sémantique entre
les MoCs pour la simulation des modèles hétérogènes hiérarchiques à base de composants. En
nous inspirant des travaux de [Mallet 2010] qui propose une description de la sémantique de
SDF grâce à des contraintes d’horloges CCSL, nous avons exploré une première approche dans
laquelle nous utilisons CCSL pour modéliser cette adaptation sémantique [Boulanger 2012].
Pour décrire l’adaptation sémantique d’un modèle hétérogène avec des contraintes CCSL et
le simuler avec ModHel’X, nous devrions intégrer TimeSquare, le solveur CCSL, dans ModHel’X.
Toutefois, étant données les diﬀérences fondamentales entre les deux outils, nous avons d’abord
préféré expérimenter notre approche uniquement avec CCSL aﬁn de la valider. Pour cela, nous
nous somme focalisés sur le cas d’un système hétérogène composé de trois sous-modèles régis
respectivement par les MoCs DE, TFSM et SDF, modélisé selon l’approche hiérarchique par
composants.
La première étape à eﬀectuer pour expérimenter notre approche est de modéliser notre
exemple de modèle hétérogène par des contraintes CCSL. Nous présentons dans la première
section de ce chapitre comment des modèles régis par les MoCs TFSM, SDF et DE peuvent être
décrits par ces contraintes d’horloges. Notons ici que les contraintes d’horloges CCSL utilisées
tout au long de ce chapitre sont présentées dans la partie 3.5.1 de ce mémoire.
La deuxième étape est de spéciﬁer l’adaptation sémantique à partir de contraintes CCSL.
Nous présentons dans la deuxième section de ce chapitre comment l’adaptation sémantique
entre DE et SDF d’une part et entre DE et TFSM d’une autre part, peuvent être décrits par
ces contraintes. Nous avons conclu que cette approche était certes prometteuse mais limitée.
Nous présentons ces limites dans la quatrième section de ce chapitre et nous terminons par une
conclusion.
5.2 Modélisation des MoCs
Nous présentons dans cette section notre approche pour modéliser la sémantique des MoCs
DE, TFSM et SDF à partir de contraintes d’horloges CCSL. Nous rappelons que l’intérêt de cette
modélisation est de pouvoir simuler le comportement d’un modèle hétérogène avec TimeSquare.
5.2.1 Description de la sémantique de TFSM avec CCSL
Dans CCSL, toutes les horloges doivent être des sous-horloges d’une horloge racine. Pour
décrire un modèle TFSM, nous choisissons de déﬁnir explicitement une horloge chronométrique
appelé chronoTFSM. Cette horloge sert à plusieurs ﬁns : elle mesure les durées des transitions
temporisées, les événements d’entrée du modèle TFSM (modélisés par des sous-horloges de
chronoTFSM ) se produisent à des instants de cette horloge, l’automate réagit donc à des instants
de cette horloge.
Pour simuler le comportement d’une machine à états ﬁnis, nous devons mémoriser son état
courant. Pour chaque état S, nous utilisons une horloge enterS qui tique quand une transition
permettant d’entrer dans S devient possible, ainsi qu’une horloge inS qui tique à chaque instant
de chronoTFSM tant que l’automate est à l’état S. enterS représente ainsi la condition pour
entrer dans l’état S tandis que inS permet de mémoriser l’état courant.
Pour déﬁnir la famille des horloges enterS, nous devons d’abord décrire quand une transition
est activée. Une transition non temporisée T sortante d’un état S à la réception d’un évènement
E est activée quand sa garde est vraie (E se produit) et que l’état courant est S. Par conséquent,
l’horloge modélisant les instants d’activations de T peut être déﬁnie comme étant l’intersection
de E et de inS :
T = Intersection(E, inS)
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Pour une transition temporisée T sortante de S après d unités de temps, l’évènement per-
mettant d’activer T est dérivé de enterS :
T = Intersection(DelayFor(enterS,chronoTFSM,d), inS)
Nous sommes à présent en mesure de déﬁnir l’horloge enterS d’un état S ayant des transitions
entrantes T1, . . . ,Tn. Si S n’est pas l’état initial, l’automate entre dans l’état S quand l’une de
ses transitions entrantes est activée. Ainsi, enterS peut être déﬁnie comme étant l’union de ces
transitions :
enterS = Union(T1, T2, ..., Tn)
Pour chaque état S, l’automate est dans l’état S à l’instant qui vient juste après l’activation
d’une transition entrante de S. Nous déﬁnissons d’abord l’ensemble de ces instants par l’horloge
enteredS :
enteredS = DelayFor(enterS, chronoTFSM, one)
Ainsi, l’horloge inS peut être déﬁnie comme étant l’ensemble des instants entre chaque instant
de enteredS et chaque instant de l’horloge union de (inS’, inS”, ...), où S’, S”, ... est la liste des
états successeurs de S :
inS = sustainUpTo(chronoTFSM, enteredS, Union(inS’, inS”, ...))
Toutefois, si S représente l’état initial, l’automate est dans l’état S au premier instant de
la simulation. Pour cela, nous déﬁnissons une horloge initial qui possède un seul instant corres-
pondant au premier instant de chronoTFSM et nous rajoutons initial aux conditions pour que
l’automate soit dans l’état S :
initial = FilterBy(chronoTFSM, 1(0))
enteredS = Union(initial, DelayFor(enterS, ...))
Les évènements produits par l’automate sont aussi modélisés par des horloges. Un évènement
E sortant de l’automate est produit quand l’une des transitions qui permettent de le produire est
activée. En considérant que T1, . . . ,Tn est l’ensemble de ces transitions, nous pouvons déﬁnir
une horloge E qui tique à chaque production de l’évènement E, comme étant l’union de ces
transitions :
E = Union(T1, T2, ..., Tn)
5.2.2 Description de la sémantique de DE avec CCSL
Nous décrivons à présent notre méthodologie pour traduire un modèle DE en un ensemble de
contraintes CCSL. Nous déﬁnissons tout d’abord une horloge chronométrique chronoDE pour
mesurer le temps. Toutes les horloges que nous présentons dans ce qui suit sont des sous-horloges
de chronoDE.
Le principal objectif lors de la simulation d’un modèle DE est de déterminer les instants
d’observation (de mise à jour) de ses composants. Pour cela, nous associons à chaque composant
B d’un modèle DE une horloge updateB qui tique à chaque observation de B.
Quand un composant est observé, il est susceptible de consommer des évènements à partir de
ses entrées et d’en produire sur ses sorties. Pour cela, nous associons aussi une horloge à chaque
port d’un composant, cette horloge tique à chaque fois qu’un évènement DE est reçu ou produit
sur ce port. Pour un port X, nous appelons cette horloge inputX ou outputX selon la nature du
port en question.
La sémantique de DE implique les contraintes suivantes sur ces horloges : (a) les horloges
associées à des ports connectés doivent coïncider, et (b) l’horloge associée à un composant est
égale à l’union de toutes les horloges associées à ses ports. Si un composant B, par exemple,
possède i entrées et j sorties (i, j ∈ N) et est connecté par son port de sortie outputX à l’entrée
inputY d’un autre composant, nous déﬁnissons les contraintes suivantes :
(a) Coincides(outputX, inputY)
(b) Coincides(updateB, Union(input1, ...,inputi, output1,...,outputj))
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Pour simuler notre modèle hétérogène dans TimeSquare, nous devons aussi prendre en compte
les valeurs des évènements DE. Cependant, CCSL ne dispose d’aucun mécanisme permettant
de représenter des données. Nous proposons donc de représenter chaque valeur possible d’une
donnée associée à un évènement DE par une horloge. Si les évènements présents sur un port X
d’un composant ont deux valeurs possibles 0 ou 1, nous déﬁnissons alors les horloges outputX0
et outputX1 qui tiquent à chaque fois que la valeur de l’évènement produit sur X est égale à
respectivement 0 ou 1. Nous appliquons ce mécanisme à tous les ports des composants DE.
5.2.3 Description de la sémantique de SDF avec CCSL
Le MoC SDF est utilisé pour modéliser un traitement sur des échantillons d’un ﬂot de
données et contrairement aux MoCs DE et TFSM, il ne possède aucune notion de temps. SDF
est construit plutôt suivant la notion d’itérations. Les composants sont des opérateurs sur un
ﬂot de données qui consomment et produisent un nombre ﬁxe d’échantillons de données sur leurs
ports à chaque fois qu’ils sont observés. Nous considérons ici une version simpliﬁée du MoC SDF
où le nombre d’échantillons produits ou consommés par les composants est ﬁxé à 1.
Pour traduire un modèle SDF en un ensemble de contraintes CCSL, nous déﬁnissons d’abord
une horloge superSDF, les tics de cette horloges correspondent aux itérations du modèle. Nous
associons ensuite à chaque composant B une horloge updateB qui tique à chaque observation de
B. Cette horloge est nécessairement une sous-horloge de superSDF étant donné que B ne peut
être observé que durant une itération de son modèle.
Pour chaque port d’entrée inB ou de sortie outB d’un bloc B, nous déﬁnissons respective-
ment une horloge sInB ou sOutB qui modélise les instants de réception ou de production d’un
échantillon de données. Le composant B est observé quand chacun de ses ports d’entrée reçoit au
moins un échantillon. L’horloge updateB doit alors coïncider avec l’horloge la plus lente (ayant
le dernier tic) parmi toutes les horloges sInBi aﬁn d’eﬀectuer un tic à la réception du dernier
échantillon requis, où 0 < i ≤ n et n est le nombre d’entrées de B (i, n ∈ N) :
Coincides(updateB, Sup(sInB1, ..., sInBn))
Quand le composant B est observé, il produit un échantillon de données sur chacun de ses
ports de sortie. De ce fait, l’horloge updateB coïncide aussi avec toutes les horloges sOutBj , où
0 < j ≤ m et m est le nombre de sorties de B (j,m ∈ N) :
Coincides(updateB, sOutB1, ..., sOutBm)
La sémantique du MoC SDF implique que, pour deux composants A et B connectés à travers
une relation, chaque échantillon produit par chacun des ports de sortie sOutAj de A est reçu
instantanément sur le port d’entrée sInBi de B connecté à l’autre bout de la relation. Autrement
dit, les horloges sOutAj et sInBi doivent coïncider :
Coincides(sOutAj, sInBi)
De même que pour DE, ne devons aussi représenter les données dans SDF pour simuler le
comportement du modèle. Nous représentons les données de la même manière que pour DE, en
associant une horloge à chaque valeur possible d’un port d’entrée ou de sortie d’un composant.
5.3 Adaptation sémantique des MoCs avec CCSL
En nous basant sur les spéciﬁcations génériques présentées précédemment, nous avons créé
un script qui permet de générer automatiquement les contraintes nécessaires pour toute instance
d’un modèle TFSM, d’un modèle DE ou d’un modèle SDF. Nous présentons dans cette section
notre approche pour modéliser l’adaptation sémantique avec des contraintes d’horloges CCSL.
Rappelons ici que nous nous plaçons dans le contexte de la modélisation hétérogène hiérarchique,
l’adaptation sémantique est donc spéciﬁée verticalement au niveau de l’interface entre chaque
paire de sous-modèles.
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Nous présentons dans ce qui suit deux adaptations sémantiques diﬀérentes : la première est
celle entre un modèle DE racine et un sous-modèle TFSM, la deuxième est celle entre un modèle
DE racine et un sous-modèle SDF.
5.3.1 Adaptation sémantique entre DE et TFSM
Une fois que les instances des modèles DE et TFSM ont été modélisées par des contraintes
CCSL, nous nous focalisons sur l’interface entre les deux modèles pour spéciﬁer l’adaptation sé-
mantique entre eux. Cette adaptation est réalisée par un ensemble de relations entre les horloges
du modèle externe (DE) et celles du modèle interne (TFSM).
L’adaptation sémantique du contrôle consiste à spéciﬁer une relation de coïncidence
entre les horloges de chaque paire de ports d’entrée/sortie du modèle interne/externe qui sont
connectés. Plus précisément, si un port X d’un composant d’interface est lié à un port E du
modèle TFSM interne, une relation de coïncidence est déﬁnie entre les horloges de X et de E.
Cela signiﬁe que la production d’un évènement DE destiné à un modèle TFSM est instantané-
ment prise en compte par ce dernier, et inversement, la production d’un évènement TFSM par
l’activation d’une transition est instantanément prise en compte par le composant DE :
Coincides(outputX, E) / Coincides(inputX, E)
Cependant, le contrôle est aussi lié aux données des évènements DE : par exemple, si les
évènements DE produits sur X peuvent avoir les valeurs 0 ou 1 et que l’évènement DE ne
doit être traduit en E que si sa valeur est 1, la relation de coïncidence précédente doit plutôt se
porter sur l’horloge outputX1 modélisant la valeur 1 et non sur l’horloge outputX. L’adaptation
sémantique des données est donc déﬁnie avec celle du contrôle.
L’adaptation sémantique du temps revient à spéciﬁer une relation entre les deux hor-
loges chronométriques chronoTFSM et chronoDE. Nous pouvons par exemple spéciﬁer que le
temps dans TFSM avance 2 fois plus rapidement que le temps dans DE. Autrement dit, si nous
supposons que les deux premiers instants des horloges chronoTFSM et chronoDE coïncident
(pas de décalage : offset = 0), le deuxième tic de chronoDE coïncide avec le troisième tic de
chronoTFSM :
chronoDE = Periodic(chronoTFSM, 2, 0)
Cependant, le temps dans un modèle hétérogène peut aussi générer du contrôle : à l’activation
d’une transition temporisée dans le sous-modèle TFSM après d unités de temps, le modèle racine
DE doit être observé pour mettre à jour son modèle interne aﬁn que l’automate passe au prochain
état.
Nous présentons sur la ﬁgure 5.1.a un exemple d’un modèle racine DE contenant deux com-
posants A et B ainsi qu’un composant d’interface IB contenant un sous-modèle TFSM. A produit
des évènements DE destinés à IB pouvant avoir deux valeurs possibles (1 ou 2) et B reçoit les
évènements produits par IB.
Le sous-modèle TFSM possède deux entrées evt1 et evt2 et une sortie act. Il passe de l’état
initial S1 à l’état S2 à la réception de evt1 et de S2 à S3 à la réception de evt2. Ces deux
conditions correspondent à la réception par IB d’un évènement DE portant respectivement la
valeur 1 et 2. Le modèle TFSM passe de S3 à S1 après deux unités de temps TFSM (deux tics
sur chronoTFSM ), il produit alors l’action act destinée au composant B.
La ﬁgure 5.1.b présente les horloges CCSL associées à notre exemple ainsi qu’une simulation
possible des contraintes d’horloges déﬁnies entre elles. Les ﬂèches continues représentent les
relations causales entre les horloges (certaines relations ont été omis pour des raisons de clarté),
les ﬂèches pointillées représentent l’adaptation entre les MoCs.
Rappelons ici que les horloges chronométriques de CCSL font référence à un temps physique,
mais possèdent concrètement un pas ﬁxe périodique qui les rend discrètes. Par conséquent, nous
devons spéciﬁer un scénario précis pour éviter qu’un tic de l’horloge chronoTFSM, durant lequel
l’activation d’une transition temporisée est eﬀectuée, ne coïncide pas avec un tic de chronoDE,
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Structure DE 
DE 
A 
IB 
chronoTFSM 1 2 3 4 5 6 7 8 
chronoDE 1 2 3 4 
outputA1 1 
updateA 1 2 
outputA2 1 
updateIB 1 2 
inputIB1 1 
evt1 1 
evt2 1 
enterS2 1 
inS2 1 2 
inS3 1 2 
inputIB2 1 
After 2 
inS1 3 2 1 4 
a - Modèle DE-TFSM b - Siŵulation des contraintes d’horloges CCSL 
Structure TFSM 
TFSM 
S1 S2 
evt1 
After 2  
\ act 
evt1 
S3 evt2 
evt2 
act 
B 
updateB 1 
enterS3 1 
enterS1 1 
act 1 
inputB 1 
outputIB 1 
3 
Fig. 5.1 – Simulation d’un modèle racine DE contenant un sous-modèle TFSM
autrement, TimeSquare signale la présence d’une boucle inﬁnie dans les contraintes CCSL spé-
ciﬁées et met ﬁn à son exécution. Par exemple, si le délai de la transition temporisée du modèle
TFSM de notre exemple est égal à 3 (au lieu de 2), la production par IB de l’évènement DE
destiné à B implique l’observation du modèle DE. Cependant, chronoDE n’a pas de tic à cet
instant (entre son quatrième et son cinquième tic), TimeSquare détecte alors cette boucle inﬁnie
et met ﬁn à la simulation.
5.3.2 Adaptation sémantique entre DE et SDF
En plongeant le modèle SDF dans un modèle DE, nous choisissons de lui attribuer un com-
portement périodique sur l’échelle de temps du modèle DE, l’adaptation sémantique du
contrôle entre DE et SDF doit prendre en considération que l’observation du modèle SDF est
eﬀectuée chaque T tics de l’horloge chronoDE, et pas à d’autres instants. Nous spéciﬁons que
l’horloge superSDF modélisant les itérations de SDF est périodique sur chronoDE :
Coincides(superSDF, Periodic(chronoDE, 2, 0))
Cela implique aussi que si un évènement DE est présent sur l’interface d’entrée du modèle
SDF à un instant où ce dernier ne doit pas être observé, cet évènement doit être mémorisé
jusqu’au prochain instant d’observation du modèle. Concrètement, en considérant une entrée
inputIB d’un composant d’interface connectée à l’entrée sInSDF du modèle SDF, les instants de
l’horloge sInSDF coïncident avec ceux de l’horloge inputIB décalés sur les instants de superSDF.
Coincides(sInSDF, sustainUpTo(superSDF, inputIB, inputIB)).
Les données sont aussi source de contrôle dans un modèle SDF. En eﬀet, un évènement DE
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est généré sur l’interface de sortie du modèle SDF uniquement lors d’un changement de valeur
des échantillons de données produits par ce dernier. Considérons par exemple que le modèle SDF
produise deux valeurs possibles sur sa sortie sOutSDF, destinées à l’entrée inputB d’un compo-
sant DE. Pour déterminer les instants où l’échantillon de données produit sur sOutSDF change
de 1 à 2 et générer ainsi un évènement DE portant la valeur 2 sur inputB, nous déterminons
l’intersection de sOutSDF2 avec sOutSDF1 avancée d’un tic :
Coincides(inputB2, DelayFor(Intersection(sOutSDF2, DelayFor(sOutSDF1, super-
SDF, 1)), chronoDE, 1))
Un calcul similaire sur sOutSDF2 nous permet de générer un évènement DE portant la valeur
1 sur inputB à chaque fois que la valeur de l’échantillon de données produit par SDF change de
2 à 1 :
Coincides(inputB1, DelayFor(Intersection(sOutSDF1, DelayFor(sOutSDF2, super-
SDF, 1)), chronoDE, 1))
Dans la ﬁgure 5.2, nous remplaçons le sous-modèle TFSM de l’exemple précédent par un
sous-modèle SDF et présentons les horloges associées à un tel exemple ainsi qu’une simulation
possible des contraintes déﬁnies entre elles.
a - Modèle DE-SDF b - Siŵulation des contraintes d’horloges CCSL 
Structure DE 
DE 
A 
IB 
Sous-modèle 
SDF 
B 
chronoDE 1 2 3 4 5 6 7 8 
chronoSDF 1 2 3 4 
outputA 
updateA 
updateB 
inputIB 
sInSDF 
sOutSDF2 
sOutSDF1 
inputB 
updateIB 
1 
1 
outputIB 
1 2 
1 2 
1 
2 
1 
1 
1 
1 
1 
Fig. 5.2 – Simulation d’un modèle racine DE contenant un sous-modèle SDF
5.4 Limites de l’approche
CCSL propose une déﬁnition formelle d’un sous ensembles du modèle de temps de MARTE et
propose un solveur pour vériﬁer les spéciﬁcations d’horloges. Nous avons pu décrire la sémantique
des MoCs grâce à des contraintes d’horloges CCSL concises, un point positif comparé à leur
description fastidieuse dans ModHel’X. Cependant, les contraintes CCSL sont des instances
d’un modèle et ne sont pas génériques, ce qui n’est pas le cas dans ModHel’X où les MoCs sont
spéciﬁés d’une manière indépendante et abstraite. Pour rester conforme au niveau d’abstraction
dans lequel nous nous situons, nous avons écrit des scripts pour générer automatiquement des
instances de modèles CCSL selon la sémantique des MoCs en question.
Suite à cette première approche, nous avons constaté que CCSL est assez proche de nos
besoins mais deux points ne sont pas compatibles avec notre objectif :
• Dans la modélisation hétérogène hiérarchique, l’observation d’un sous-modèle implique
celle du modèle qui l’englobe. De ce fait, si un modèle TFSM est embarqué dans un modèle
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DE par exemple, l’activation d’une transition temporisée après d unités de temps TFSM
implique l’observation du modèle DE. Le problème ici est que les horloges chronométriques
de CCSL que nous utilisons pour modéliser une sémantique de temps font référence au
temps physique mais concrètement, se sont des horloges discrètes ayant un pas ﬁxe et
ne possédant aucune échelle temporelle. Les tics ne peuvent être positionnés qu’avant, au
même endroit, ou après d’autres tics par des relations de coïncidence ou de précédence.
Ainsi, le seul moyen de mesurer le temps dans CCSL est de compter le nombre de tics sur
une horloge, il n’existe aucune autre notion de durée. Il n’est donc pas possible de spéciﬁer
un instant temporel sur une horloge CCSL s’il n’existe pas de tic sur cette horloge à
cet instant. Cela implique que nous ne pouvons simuler le comportement d’un système
hétérogène que sur certains scénarios particuliers, pour éviter qu’un instant d’observation
d’un sous-modèle ne coïncide pas avec un tic de l’horloge chronométrique modélisant le
temps du modèle qui le contient.
• Notre objectif est de modéliser l’adaptation sémantique des MoCs en vue de l’intégrer
dans un modèle d’exécution permettant la simulation discrète (pas à pas) d’un modèle
hétérogène. Cependant, les relations entre les horloges dans CCSL sont spéciﬁées une fois
et pour toute la simulation, et au moment où nous avons entamé ces travaux, il n’était pas
possible d’utiliser le solveur CCSL pour simuler une exécution pas à pas d’un modèle, et
de forcer l’occurrence d’évènements générés par les entrées du modèle. Nous avons besoin
d’un solveur qui réagit en cours de simulation (runtime) sur les tics qui se produisent suite
au comportement des composants du modèle. Nous voulons utiliser les horloges seulement
pour modéliser l’adaptation sémantique du temps et du contrôle. Le comportement des
composants du système peut être modélisé en utilisant d’autres formalismes qui sont plus
adéquats pour décrire le traitement sur les données par exemple.
Concrètement, CCSL nous permet de spéciﬁer la coïncidence sur les occurrences d’évène-
ments, mais ne nous permet pas de spéciﬁer des relations entre diﬀérentes échelles de temps,
comme c’est le cas dans TSM et dans MARTE, où les instants sont associé à une sémantique
temporelle grâce aux étiquettes. De plus, nous avons aussi besoin de créer des occurrences d’évè-
nements suite à un comportement d’un composant du modèle lors de sa simulation, et d’un
solveur pour résoudre un ensemble d’occurrences d’évènements selon les spéciﬁcations déﬁnis
en déterminant quelles occurrences appartiennent à l’instant courant, et quelle est l’étiquette
temporelle de chaque occurrence d’un évènement.
5.5 Conclusion
Nous avons présenté dans ce chapitre une première approche pour modéliser l’adaptation
sémantique des MoCs avec des contraintes d’horloges CCSL. Nous nous somme focalisé sur les
trois MoCs DE, TFSM et SDF et nous avons conclu que cette piste est limitée par CCSL. Après
une analyse des limites de cette approche, nous avons déﬁni nos besoins en nous inspirant de
TSM, de MARTE et de CCSL et un nouveau modèle de temps a été créé. Nous présentons dans le
chapitre suivant ce nouveau modèle, sur lequel nous nous baserons pour modéliser explicitement
l’adaptation sémantique du temps et du contrôle entre les MoCs.
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6.1. Introduction
6.1 Introduction
Nous avons présenté dans le chapitre précédent notre première approche où nous avons
utilisé CCSL pour modéliser l’adaptation sémantique entre un modèle DE, un modèle TFSM
et un modèle SDF. La spéciﬁcation de l’adaptation sémantique du contrôle était possible avec
CCSL, mais pas celle du temps. Notre première approche était prometteuse mais limitée.
En conservant le principe visant à spéciﬁer l’adaptation sémantique entre MoCs à l’aide de
contraintes d’horloges, nous présentons dans ce chapitre un nouveau modèle de temps appelé
TESL (Tagged Events Speciﬁcation Language), sur lequel nous nous baserons pour spéciﬁer
l’adaptation sémantique du temps et du contrôle entre les MoCs. Nous présentons les diﬀérentes
relations possibles à déﬁnir sur les instants des horloges TESL d’une part, et sur les étiquettes
de ces instants d’autre part.
6.2 TESL (Tagged Events Speciﬁcation Language)
En spéciﬁant l’adaptation sémantique dans un modèle hétérogène, nous cherchons à exécuter
une simulation discrète de ce dernier, ce qui revient à déterminer deux points essentiels : (1) la
date du prochain pas de simulation, et (2) ce qui se produit au prochain pas de simulation ;
nous appelons ce prochain pas de simulation « now ».
La ﬁgure 6.1 présente le méta-modèle TESL : un outil de modélisation qui permet de spéciﬁer
des relations entre les occurrences des évènements lors de l’exécution de modèles hétérogènes.
1
tags
0..*
1
ticks
0..*
1
clocks 0..*
implicationRelations
0..*
1
tagRelations
0..*
Tag
- value :T
T
Tick
- myClock : Clock<T>
+ setTag(tag :Tag<T>)
T
Clock
- name : String
- now : Tick<T>
+ setTag(tick : Tick<T>, tag : Tag<T>)
+ setNow(tick : Tick<T>, now : boolean)
T
ClockSet
+ solve(clk : Clock<T>, tick : Tick<T>) : ClockSet
+ checkNoNow() : boolean
ImplicationRelation
TagRelation
U, V
Tick
Fig. 6.1 – Modèle de temps
Avant de présenter les deux types de relations possibles, nous commençons dans ce qui suit
par introduire la sémantique que nous associons aux horloges et tics de TESL.
6.2.1 Horloges et Tics
Simuler un modèle consiste à déterminer les occurrences d’évènements modélisant le com-
portement de ce dernier. Ces évènements peuvent être déclenchés par d’autres évènements ou
par le temps. Dans TESL, chaque évènement est modélisé par une horloge, ses occurrences sont
modélisées par la présence de tics sur cette horloge.
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Une horloge a une échelle de temps déﬁnie par le domaine d’étiquettes (tags) associé à ses tics.
Un domaine d’étiquettes modélise donc le temps dans lequel un évènement peut se produire ; il
est formé par un ensemble totalement ordonné d’étiquettes. Ainsi, TESL déﬁnit une sémantique
temporelle en associant un ensemble totalement ordonné d’étiquettes à une horloge, ce qui induit
un ordre sur les tics. Il est impossible d’associer une même étiquette à deux tics d’une horloge.
Si un tic a une étiquette, cela signiﬁe que nous connaissons la date de son occurrence. Si
un tic ne porte pas d’étiquette, il aura lieu dès que possible selon les relations déﬁnies sur son
horloge. Un tic sans étiquette est appelé « tic ﬂottant » (noté par le symbole ⊥). Un tic peut
aussi être mis à « now », ce qui signiﬁe qu’il appartient à l’instant courant qui correspond au
prochain pas de simulation du modèle.
La ﬁgure 6.2 illustre l’état d’une horloge à un instant de la simulation. Elle possède un
premier tic ﬂottant et deux tics portant les étiquettes respectives 2 et 5.
2 5 ┴ 
Fig. 6.2 – Exemple d’une horloge
Le premier tic ﬂottant (carré vide) signiﬁe que l’évènement modélisé par cette horloge doit
se produire le plus tôt possible. Le deuxième tic est mis à « now » (carré plein), l’occurrence de
l’évènement qui se produit à la date 2 est donc l’instant courant de l’évènement. Le troisième
tic signiﬁe que cet évènement doit aussi se produire à la date 5.
Notons ici que lors de la simulation d’un modèle hétérogène en utilisant TESL, nous devons
déterminer les étiquettes de tous les tics ﬂottants présents sur les horloges déﬁnies pour déter-
miner la date de toutes les occurrences des évènements modélisant le comportement du modèle.
Ainsi, dans l’exemple de l’horloge présentée sur la ﬁgure 6.2, les deux premiers tics peuvent être
fusionnés pour supprimer le tic ﬂottant. En eﬀet, l’occurrence de l’évènement qui doit se pro-
duire le plus tôt possible correspond à l’occurrence du prochain pas de simulation du modèle,
qui correspond donc au tic mis à « now » de l’horloge sur laquelle il se trouve. L’évènement
modélisé par l’horloge de l’exemple se produit donc aux dates 2 et 5, 2 étant la date de l’instant
courant.
Deux types de relations peuvent être spéciﬁées entre deux horloges diﬀérentes dans TESL :
la première déﬁnit une relation sur les tics de ces horloges, la deuxième sur les étiquettes de ces
tics.
6.2.2 Relations sur les instants d’horloges
CCSL permet de déﬁnir des relations de coïncidence et de précédence entre des horloges.
Quand a est une sous horloge de b par exemple, cela signiﬁe que si un tic est présent sur a, un
tic doit aussi être présent au même instant sur b. De plus, les relations d’horloges CCSL sont
acausales, ce qui signiﬁe pour notre exemple que si b ne possède pas un tic à un instant, il ne
peut y avoir de tic sur a à cet instant. La résolution de telles relations revient à déterminer un
ensemble de solutions possibles d’un système d’équations.
En spéciﬁant des relations d’horloges dans TESL, nous ne cherchons pas à déterminer l’en-
semble des simulations possibles d’un modèle hétérogène. Nous voulons plutôt propager la consé-
quence d’un ensemble d’occurrences d’évènements connus, pour déterminer une simulation pos-
sible du modèle au cours de son exécution. Ainsi, seules les relations causales de coïncidence ont
été retenues.
TESL déﬁnit uniquement des relations d’implication entre les tics des horloges. Ces relations
nous permettent de déterminer ce qui se produit au prochain pas de simulation lors de l’exécu-
tion d’un modèle hétérogène, autrement dit, de déterminer tous les tics « now » en propageant
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l’ensemble connu de ces tics. Par exemple, au lieu de spéciﬁer que a est une sous horloge de b
comme dans CCSL, nous spéciﬁons plutôt que a implique b, signiﬁant que toute occurrence de
l’évènement modélisé par a implique toujours une occurrence de l’évènement modélisé par b au
même instant (propagation des tics « now » de a en créant des tics « now » sur b).
D’une manière générale, une relation d’implication dans TESL permet de créer un tic « now »
sur une horloge cible à chaque fois que les occurrences des horloges sources correspondent à un
motif particulier. Nous présentons dans ce qui suit quatre exemples de relations d’implication
TESL :
« s implies c » signiﬁe que si l’horloge source s a un tic « now », alors l’horloge cible c a un tic
« now » au même instant. La ﬁgure 6.3 présente un exemple d’une telle relation entre deux
horloges s et c. Nous pouvons voir sur cette ﬁgure la succession des tics « now » sur les
deux horloges au cours du temps (le temps progresse de gauche à droite). Chaque présence
de tic « now » sur c implique la présence de tic « now » sur s, l’implication est représentée
par une ﬂèche en pointillé sur la ﬁgure. Par contre, il peut y avoir des tics « now » sur c à
des instants où rien ne se produit sur s, ces tics sont représentés par un carré vide sur la
ﬁgure.
Fig. 6.3 – s implies c
« s filtered by m implies c » signiﬁe que si la présence d’un tic « now » sur s permet de
satisfaire un motif m, cela implique la présence d’un tic « now » sur c au même instant.
Le motif m possède la forme suivante : [skip, keep, rep-skip, rep-keep], où skip spéciﬁe le
nombre initial de tics « now » à sauter, keep spéciﬁe le nombre de tics « now » consécutifs
à garder après ceux de keep, et rep-skip et rep-keep spéciﬁent un motif répétitif de tics à
sauter et à garder. En considérant le motif m = [2, 3, 2, 1] par exemple, nous sautons les 2
premiers tics « now » de s, nous gardons les 3 tics « now » suivants, nous gardons ensuite
un seul tic « now » après chaque deux tics « now » consécutifs. Cet exemple est illustré sur
la ﬁgure 6.4 : après deux occurrences de s, les trois occurrences suivantes impliquent trois
occurrences respectives de c aux mêmes instants. Ensuite, chaque troisième occurrence de
s implique une occurrence de c au même instant. Les tics représentés par un carré vide
sont des tics pouvant être créés par d’autres relations d’implication.
s 
c 
Fig. 6.4 – s filtered by [2, 3, 2, 1] implies c
« s1 delayed by n on s2 implies c » signiﬁe qu’à l’instant où il existe un ne tic « now » sur
s2 qui se produit strictement après le dernier tic « now » de s1, il existe un tic « now »
sur c. Les tics « now » sur s2 qui coïncident avec les dernier tics « now » de s1 ne sont pas
pris en considération. La ﬁgure 6.5 illustre un exemple d’une telle relation entre les deux
horloges sources s1 et s2 et l’horloge cible c, avec n = 2 : chaque deuxième occurrence de
61
Chapitre 6. Tagged Events Speciﬁcation Language (TESL)
s2 qui vient après une occurrence de s1 implique une occurrence sur c. Nous pouvons voir
sur la ﬁgure que la quatrième occurrence de s2 qui coïncide avec la deuxième occurrence
de s1 n’est pas prise en compte.
s
1 
s
2 
c
 
Fig. 6.5 – « s1 delayed by 2 on s2 implies c »
« s1 sustained from s2 to s3 implies c » est une implication entre s1 et c déclenchée par
l’évènement s2 et arrêtée par l’évènement s3 : un tic « now » sur s1 implique un tic « now »
sur c au même instant seulement et strictement après un tic « now » sur s2 et tant qu’il ne
se trouve pas de tic « now » sur s3. Les tics « now » sur s2 et s3 qui coïncident avec un tic
« now » sur s1 ne sont pas considérés. La ﬁgure 6.6 illustre un exemple d’une telle relation
entre les trois horloges sources s1, s2 et s3 d’une part, et l’horloge cible c d’autre part.
Après la première occurrence de s2, chaque occurrence de s1 implique une occurrence de
c au même instant jusqu’à la première occurrence de s3. Nous pouvons remarquer sur la
ﬁgure que la première occurrence de s1 n’est pas concernée. La deuxième occurrence de s2
déclenche de nouveau l’implication de s1 sur c jusqu’à la deuxième occurrence de s3 qui
met ﬁn à cette implication. Notons ici que la troisième occurrence de s1 qui coïncide avec
la deuxième occurrence de s2 n’est pas prise en considération.
s
2 
s
1 
s
3 
c
 
Fig. 6.6 – « s1 sustained from s2 to s3 implies c »
6.2.3 Relations sur les étiquettes des instants
Nous avons vu que les relations d’implication TESL nous permettent de déterminer l’en-
semble des tics « now » modélisant le comportement d’un modèle au prochain pas de sa simu-
lation. Les relations sur les étiquettes des tics nous permettent de déterminer le deuxième point
essentiel pour simuler un modèle : la date du prochain pas de simulation de ce dernier.
En associant une étiquette à un tic d’une horloge, nous spéciﬁons la date de l’occurrence de
l’évènement modélisé par cette horloge. Les étiquettes nous permettent d’associer une sémantique
temporelle aux occurrences des évènements. Cependant, nous avons vu dans 6.2.1 que chaque
horloge peut être associée à un domaine d’étiquettes diﬀérent pour modéliser une sémantique de
temps diﬀérente, et que ces diﬀérentes notions de temps peuvent avancer avec des pas diﬀérents.
Une relation d’étiquettes TESL permet de représenter une conversion ﬁxe entre deux séman-
tiques de temps diﬀérentes. En considérant deux horloges a et b associées respectivement à deux
domaines d’étiquettes dom(a) et dom(b), une relation d’étiquettes entre a et b est déﬁnie par
deux fonctions d : dom(a)→ dom(b) et r : dom(b)→ dom(a), où d est la fonction de conversion
directe et r la fonction de conversion inverse entre les étiquettes de a et de b.
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En considérant un tic ta de a portant l’étiquette xa et un tic tb de b portant l’étiquette xb,
une relation d’étiquettes signiﬁe que si d(xa) = xb ou r(xb) = xa, nous considérons que les tics
ta et tb sont simultanés. Cela implique que si l’un de ces tics est mis à « now », l’autre tic est
aussi mis à « now ».
Les fonctions d et r doivent être croissantes pour préserver la causalité, mais r n’est pas
forcément une bijection réciproque de d, autrement dit, r(d(xa)) ne vaut pas forcément xa.
Prenons l’exemple où dom(a) = R modélise un temps continu, et où dom(b) = N modélise un
temps discret, avec une relation d’étiquettes déﬁnie par les fonctions d : t → ⌈t⌉ et r : t → t.
Dans cet exemple, d permet de convertir un réel t en un entier correspondant à la partie entière
par excès de t, alors que r est une fonction identité. En supposant que t = 2.5, nous pouvons
constater que d(2.5) = 3 mais que r(3) = 3 6= 2.5.
L’implémentation actuelle de TESL supporte uniquement des relations aﬃnes d’étiquettes,
où d(t) = αt + β et r(t) = 1
α
t − β
α
avec α > 0. Les fonctions d et r sont donc pour le moment
déﬁnies uniquement par α et β.
Les relations d’étiquettes nous permettent de déterminer une étiquette d’un tic ﬂottant sur
une horloge a à partir de l’étiquette d’un tic sur une autre horloge b. Ainsi, nous pouvons
déterminer la date de tous les tics « now » présent sur les horloges, qui correspondent à leurs
dates actuelles durant un pas de simulation d’un modèle.
Dans le cadre d’un stage de ﬁn d’études de master, un solveur a été implémenté au dépar-
tement informatique de Supélec pour résoudre ces spéciﬁcations TESL. Nous faisons une brève
présentation de ce solveur dans la prochaine partie de cette section.
6.2.4 Résolution des spéciﬁcations TESL
En exécutant le solveur TESL sur un ensemble d’horloges et de relations TESL entre elles,
nous cherchons à déterminer tous les tics « now » présents sur ces diﬀérentes horloges ainsi que
leurs étiquettes respectives à un instant donné.
Pour cela, le solveur utilise d’abord les relations d’implication pour déterminer de nouveaux
tics « now » impliqués par d’autres tics connus. Il propage les relations d’implication jusqu’à
arriver à un point ﬁxe où aucun nouveau tic ne peut être créé. Ensuite, le solveur utilise les
relations d’étiquettes pour déterminer les étiquettes de chaque tic ﬂottant. Toutefois, la déter-
mination d’une étiquette d’un tic peut engendrer des nouveaux tics « now ». Le solveur refait
alors les deux étapes jusqu’à déterminer un point ﬁxe où il n’existe plus de tics pouvant être
« now ».
Nous présentons dans la ﬁgure 6.7 les diﬀérentes étapes du solveur TESL appliquées à
l’exemple suivant : nous déﬁnissons quatre horloges a, b, c et d, avec les relations d’implication
« a implies b » et « a implies c », et les relations d’étiquettes « tb = 3×ta−1 », « tc = 1×ta+2 »
et « td = 2× tc + 2 ». La ﬁgure montre les tics présents sur ces horloges à un instant donné au
cours de la simulation.
a 
b 
c 
d 
5 
2 
4 
10 
4)       État final 
a 
b 
c 
d 
┴ 
2 
4 
2)   Première étape 
┴ 
10 
3)  Deuxième étape 
a 
b 
c 
d 
5 
2 
4 4 
10 
a 
b 
c 
d 
2 
4 
1)       État initial 
10 
Fig. 6.7 – Résolution des spéciﬁcations TESL
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À l’état initial de ces horloges (ﬁgure 6.7.1), a possède un tic « now » avec l’étiquette 2, b
ne possède aucun tic, c possède un tic avec l’étiquette 4, et d possède un tic avec l’étiquette 10.
Dans la première étape (ﬁgure 6.7.2), le solveur prend en considération les relations d’implication
déﬁnies, ce qui lui permet de créer un tic « now » sur b et un tic « now » sur c. Ces implications
sont illustrées par des ﬂèches noires continues sur la ﬁgure. Il n’existe pas d’autres relations
d’implication possibles, le solveur passe alors à la deuxième étape de son exécution.
Dans la deuxième étape (ﬁgure 6.7.3), le solveur utilise les relations d’étiquettes déﬁnies
pour déterminer les étiquettes des tics « now » présents sur toutes les horloges. Ces relations
sont représentées par des ﬂèches noires interrompues sur la ﬁgure. La relation aﬃne d’étiquettes
entre a et b spéciﬁe que si deux tics sur a et b coïncident, leurs étiquettes respectives ta et tb
vériﬁent « tb = 3 × ta − 1 ». Étant donné que le tic « now » sur a porte l’étiquette ta = 2, le
solveur attribue alors au tic « now » sur b l’étiquette tb = 5.
Le solveur fait de même pour attribuer l’étiquette tc = 4 au tic « now » de c selon la relation
aﬃne d’étiquette « tc = 1 × ta + 2 ». Or le tic ﬂottant sur c porte aussi l’étiquette 4, il s’agit
donc du même tic « now » de c : le solveur fusionne ces deux tics.
De plus, la relation d’étiquettes entre c et d spéciﬁe que les étiquettes tc et td de deux tics qui
coïncident sur c et d vériﬁent « td = 2× tc + 2 ». Le tic ﬂottant sur d porte l’étiquette td = 10,
il coïncide alors avec le tic « now » sur c portant l’étiquette tc = 4, ce qui signiﬁe qu’il est aussi
un tic « now ».
Toutes les relations ont été prises en considération et tous les tics ont une étiquette, la
résolution de ces spéciﬁcations est donc terminée. L’état ﬁnal de ces horloges est représenté sur
la ﬁgure 6.7.4. Ainsi, le prochain pas de simulation se déroule avec une occurrence de a, une
occurrence de b, une occurrence de c et une occurrence de d, aux dates respectives 2, 5, 4 et 10
selon leurs échelles de temps respectives.
6.2.4.1 Horloges « greedy »
Il se peut qu’au cours de l’exécution du solveur TESL, un tic étiqueté soit présent sur une
horloge c, et ne soit lié par aucune relation TESL avec un tic « now » d’une autre horloge.
Dans ce cas, nous pouvons choisir librement si ce tic est « now » ou pas. En mettant ce tic à
« now », nous cherchons à réaliser la simulation la plus rapide en déterminant le maximum de
tics « now » possibles. En choisissant de ne pas le mettre à « now », nous faisons avancer la
simulation uniquement selon les spéciﬁcations déﬁnies.
Cependant, ce choix n’est pas arbitraire pour toutes les horloges. En eﬀet, spéciﬁer qu’un
tic existant sur une horloge c est « now » peut ne pas satisfaire la sémantique de l’évènement
modélisé par c. En supposant par exemple que l’horloge c modélise un évènement périodique
en temps réel d’un système donné, les occurrences de c doivent se produire au temps réel cor-
respondant à leurs étiquettes, ils sont mis à « now » uniquement à la date en temps réel qui
coïncide avec leurs étiquettes.
Pour cela, seuls les tics de certaines horloges peuvent être mis à « now » dans ces conditions.
Ces horloges sont appelées « greedy », elle permettent de maximiser le nombre des tics « now »
lors de l’exécution du solveur.
6.3 Conclusion
Nous avons présenté dans ce chapitre TESL, un outil permettant de spéciﬁer des relations
entre un ensemble d’évènements étiquetés. Les relations d’implications sur les occurrences de ces
évènements nous permettent de spéciﬁer le contrôle de ces évènements, tandis que les relations
entre les étiquettes de ces occurrences nous permettent de spéciﬁer une correspondance entre les
dates d’occurrences de ces évènements.
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En intégrant TESL dans ModHel’X, nous présentons dans le chapitre suivant comment il est
possible de spéciﬁer l’adaptation sémantique du temps et du contrôle lors de la simulation d’un
modèle hétérogène dans ModHel’X, à partir des relations d’horloges TESL.
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7.1. Introduction
7.1 Introduction
Nous avons présenté dans le chapitre précèdent les concepts clés de TESL, un outil qui nous
permet de spéciﬁer des contraintes sur les occurrences d’évènements. Nous voulons à présent
utiliser ces contraintes dans ModHel’X pour spéciﬁer l’adaptation sémantique du temps et du
contrôle entre les diﬀérents composants d’un modèle hétérogène au cours de sa simulation.
La version actuelle de TESL ne propose pas encore une solution pour spéciﬁer l’adaptation
sémantique des données, cette dernière est encore traitée de façon ad-hoc.
Nous avons intégré TESL dans le modèle d’exécution de ModHel’X et présentons dans la
section 7.2 le principe de cette approche. Nous reprenons l’algorithme de simulation de Mod-
Hel’X dans la section 7.3 et présentons sa nouvelle version où les relations d’implications TESL
sont utilisées pour spéciﬁer l’adaptation sémantique du contrôle d’une part, et où les relations
d’étiquettes TESL sont utilisées pour spéciﬁer l’adaptation sémantique du temps d’une autre
part.
7.2 Intégration de TESL dans ModHel’X
Nous modélisons le comportement d’un modèle au cours de sa simulation dans ModHel’X
par des évènements TESL. Pour cela, chaque modèle ainsi que chaque composant source d’un
modèle est associé à une horloge TESL. Les tics de ces horloges correspondent aux instants
d’observation (updates) des éléments auxquels ils sont associés au cours de la simulation. Un
composant source est un composant susceptible de déclencher un contrôle lors de la simulation
de son modèle.
La sémantique du temps d’un modèle est introduite par le domaine d’étiquettes associé aux
évènements qui modélisent son comportement au cours de sa simulation. Toutes les occurrences
des évènements modélisant le comportement d’un modèle sont associées à un seul et même
domaine d’étiquettes, ce qui déﬁnit ainsi une sémantique de temps propre au modèle en question.
Chaque étiquette associée à une occurrence d’un évènement correspond à la date d’observation
de l’élément correspondant dans la sémantique de temps auquel il appartient. Dans un modèle
régi par le MoC CT (2.3.4) par exemple, le domaine d’étiquettes est l’ensemble des réels R.
Lors de la simulation d’un modèle, l’observation d’un composant source implique l’obser-
vation de son modèle au même instant. Pour cela, nous spéciﬁons que l’occurrence de chaque
évènement associé à un composant source d’un modèle implique une occurrence de l’évènement
associé à son modèle au même instant. Si un composant source associé à une horloge s est contenu
dans un modèle associé à une horloge m par exemple, une relation d’implication s implies m
est spéciﬁée. En exécutant le solveur TESL sur ces horloges et leurs relations, les occurrences
des évènements d’un modèle et leurs étiquettes sont propagées jusqu’à déterminer la date du
prochain instant d’observation du modèle, qui correspond à l’étiquette du tic « now » présent
sur l’horloge associée au modèle en question. Si un tic « now » est présent sur une horloge d’un
composant source durant un pas de simulation, le contrôle est donné à ce composant pour qu’il
réalise son comportement.
La ﬁgure 7.1 présente un exemple d’un modèle DE contenant quatre composants : ramp,
const, add et screen. ramp et const sont deux composants sources, le premier produit un entier
incrémenté de 1 à chaque observation, le deuxième produit une constante à chaque observation.
Le composant add additionne les valeurs des évènements reçus sur son entrée et produit le
résultat sur sa sortie à chaque observation et screen aﬃche la valeur de l’évènement reçu sur son
entrée à chaque observation.
Trois horloges TESL sont associées à cet exemple comme le montre la ﬁgure : deux horloges
associées respectivement aux composants sources et une horloge associée au modèle. Ces trois
horloges sont associées à un même domaine d’étiquette pour modéliser une échelle de temps
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Structure DE 
DE 
ramp 
add 
const 
screen 
Fig. 7.1 – Horloges TESL dans un modèle DE
propre au modèle DE. Les ﬂèches rouges pointillées sur la ﬁgure représentent les relations d’im-
plications déﬁnies entre ces horloges.
Nous présentons dans ce qui suit comment l’adaptation sémantique du contrôle et du temps
dans un modèle hétérogène de ModHel’X est spéciﬁée au niveau de ses composants d’interface,
à partir de contraintes d’horloges TESL.
7.2.1 Adaptation sémantique du contrôle
Un modèle hétérogène dans ModHel’X est formé par des sous-modèles ayant des sémantiques
de comportement diﬀérentes. Nous spéciﬁons la causalité du contrôle entre ces sous-modèles
grâce à des relations d’implication TESL déﬁnies par paires de modèles.
Durant chaque pas de simulation d’un modèle hétérogène, quand des données sont présentes
sur les entrées d’un composant d’interface, nous devons déterminer l’instant d’observation du
modèle interne de ce composant pour qu’il puisse les prendre en considération. Nous parlons ici
de l’adaptation sémantique du contrôle en entrée d’un sous-modèle, elle dépend de la sémantique
de comportement de ce dernier :
• Si le modèle interne réagit instantanément à ses entrées, il doit être observé au même
pas de simulation. Le composant d’interface adapte les données reçues et les pose sur les
entrées de son modèle interne, il créé ensuite un tic « now » sur l’horloge associée à ce
modèle signiﬁant que ce dernier doit être observé au même instant.
• Si le modèle interne a un comportement indépendant de ses entrées (ex : comportement
périodique), il doit être observé uniquement aux instants qui coïncident avec ses itérations.
Le composant d’interface vériﬁe alors si l’instant courant coïncide avec une occurrence de
l’évènement associé à son modèle interne. Si c’est le cas, l’horloge de son modèle interne
possède un tic « now » à cet instant. Le composant d’interface adapte alors les données
reçues sur ces entrées pour les poser sur l’entrée de son modèle interne, et passe le contrôle
à ce dernier pour les traiter au même instant. Dans le cas contraire, les données reçues
sont sauvegardées par le composant d’interface jusqu’au prochain instant d’observation de
son modèle interne.
La modélisation hétérogène étant hiérarchique dans ModHel’X, si nous considérons un mo-
dèle racine R contenant un sous-modèle SM , l’observation de SM implique forcément l’obser-
vation de R. Autrement dit, une occurrence de l’évènement associé à l’observation d’un sous-
modèle SM implique toujours une occurrence de l’évènement associé à l’observation du modèle
R. Nous parlons ici de l’adaptation sémantique du contrôle en sortie d’un sous-modèle, et nous
la spéciﬁons en déﬁnissant une relation d’implication TESL « IM implies EM » dans chaque
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composant d’interface, où EM et IM sont les évènements TESL associés respectivement au
modèle externe et interne du composant.
Quand un modèle interne d’un composant d’interface produit des données sur son interface
de sortie, nous somme certain que le modèle externe du composant d’interface a un tic « now »
sur son horloge à cet instant, ce qui a permis d’observer le sous-modèle. Le composant d’interface
adapte alors les données produites par son modèle interne et les pose sur son interface de sortie
pour qu’elles soient prises en considération par son modèle externe au même instant.
En exécutant le solveur TESL à la ﬁn de chaque pas de simulation d’un modèle hétéro-
gène, chaque tic d’une horloge associée à un sous-modèle sera propagé jusqu’à impliquer un tic
de l’horloge associée au modèle racine, ce qui nous permet de déterminer le prochain instant
d’observation du modèle global.
7.2.2 Adaptation sémantique du temps
Adapter la sémantique du temps dans un modèle hétérogène revient à déﬁnir une solution
qui, à chaque instant d’observation du modèle global au cours de sa simulation, nous permet
de connaitre la date courante dans chacun de ses sous-modèles, selon les domaines de temps
auxquels ils appartiennent.
Nous spéciﬁons l’adaptation sémantique du temps avec des relations d’étiquettes TESL par
paires de modèles au niveau de chaque composant d’interface d’un modèle hétérogène. En consi-
dérant deux évènements TESL EM et IM associés respectivement aux modèles externe et
interne d’un composant d’interface, nous distinguons deux cas possibles :
• Si aucun des évènements EM et IM n’est associé au domaine d’étiquettes Unit, ce qui
signiﬁe que les deux modèles possèdent une notion de temps, nous spéciﬁons les corres-
pondances entre ces échelles de temps grâce à une relation d’étiquettes aﬃne formée par
les deux fonctions d(tEM ) = αtIM + β avec α > 0, et r(tIM ) = 1α tEM −
β
α
: α et β sont
deux paramètres déﬁnis dans le composant d’interface, d est la fonction directe permettant
de déterminer une étiquette tIM dans le domaine de temps associé à IM à partir d’une
étiquette tEM dans le domaine de temps associé à EM , r est la fonction d’adaptation
inverse.
• Si l’un de ces évènements est associé au domaine d’étiquettes Unit, ce qui signiﬁe qu’il
n’a pas de notion de temps, l’adaptation sémantique du temps est déﬁnie dans un seul
sens, du modèle non temporisé au modèle temporisé. Nous devons attribuer une date
aux occurrences d’événements du modèle non temporisé, selon l’échelle de temps associée
au modèle temporisé. Pour cela, nous associons un évènement IB au composant d’inter-
face liant ces deux modèles, ainsi que deux attributs paramétrables par le concepteur :
initialObservationT ime et nextObservationT ime.
Les occurrences de IB sont étiquetées selon l’échelle de temps du modèle temporisé, elles
sont donc liées au même domaine d’étiquettes que ce dernier. Ces occurrences sont déter-
minées par le composant d’interface à la ﬁn de chaque pas de simulation du modèle global,
selon la sémantique de comportement de son modèle non temporisé.
Le composant d’interface crée un tic portant l’étiquette initialObservationT ime sur son
horloge IB au début de la simulation, et un tic portant l’étiquette nextObservationT ime à
la ﬁn de chaque pas de simulation, spéciﬁant ainsi des occurrences étiquetées de son modèle
non temporisé. L’étiquette nextObservationT ime est calculée par le composant d’interface
en rajoutant à chaque fois une durée à l’étiquette précédente. Si nous voulons déﬁnir un
comportement périodique au modèle non temporisé par exemple, la durée représentera la
période d’itération de ce dernier.
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En exécutant le solveur TESL à la ﬁn de chaque pas de simulation d’un modèle hétérogène
sur ces horloges et leurs relations d’étiquettes, nous associons une étiquette à chaque tic « now »
modélisant l’observation d’un sous-modèle, ce qui nous permet de connaitre la date courante de
ce dernier au prochain pas de simulation.
Rappelons ici que l’hétérogénéité entre ces modèles concerne aussi les données. Un modèle
peut avoir une notion de donnée diﬀérente d’un autre. L’adaptation des données est donc tout
aussi nécessaire que celle du temps et du contrôle. Cette adaptation est pour le moment traitée
par le modèle d’exécution de ModHel’X.
Nous décrivons dans ce qui suit l’algorithme de ModHel’X qui se fonde sur TESL pour
spéciﬁer l’adaptation sémantique du contrôle et du temps au cours de la simulation d’un modèle
hétérogène.
7.3 Algorithme de simulation de ModHel’X
Le moteur d’exécution de ModHel’X permet une simulation discrète d’un modèle hétéro-
gène. Cette discrétisation est déterminée par des horloges particulières appelées DrivingClocks,
oﬀrant la possibilité de choisir le mode de simulation désiré. Nous distinguons trois types de
DrivingClocks : ASAPClock nous permet de simuler le modèle global le plus tôt possible, dès la
présence d’une demande d’observation par le modèle racine. PeriodicRTClock rend la simula-
tion périodique dans le temps réel du système. SwingButtonClock est une horloge associée à un
bouton graphique, chaque clic sur ce bouton correspond à un pas de simulation.
Une DrivingClock possède toujours un tic qui correspond à sa prochaine occurrence. Ce
tic devient « now » sur une horloge SwingButtonClock quand l’utilisateur clique sur le bouton
associé à cette horloge, il devient « now » sur une horloge PeriodicRTClock quand la durée de
sa période est écoulée, et il est toujours mis à « now » sur une horloge ASAPClock.
Pour exécuter une simulation d’un modèle hétérogène, le moteur d’exécution de ModHel’X
a besoin de quatre attributs : rootModel permet au moteur d’exécution d’accéder au modèle
racine du modèle hétérogène. solver est une collection d’horloges et de relations d’horloges
TESL, sa fonction solve permet d’exécuter le solveur TESL selon les spéciﬁcations déﬁnies.
snapshotClock est une horloge associée au moteur d’exécution, un tic « now » présent sur
cette horloge permet de réaliser une observation du modèle global. stopClock est une deuxième
horloge associée au moteur d’exécution, un tic « now » présent sur cette horloge permet d’arrêter
la simulation.
Dans le cas où nous voulons spéciﬁer un nombre limité d’observations du modèle au cours de
sa simulation, nous ajoutons à l’attribut solver avant le début de la simulation une relation TESL
« snapshotClock filtered by [n, 1, 0, 0] implies stopClock », où n est le nombre d’observations
à eﬀectuer. Cela signiﬁe que le ne tic « now » sur snapshotClock implique un tic « now » sur
stopClock.
Pour faciliter sa compréhension, nous décomposons l’algorithme de ModHel’X en quatre
étapes (ﬁgure 7.2).
7.3.1 Préparer le modèle global pour sa simulation
Dans la première étape de l’algorithme, le moteur d’exécution de ModHel’X prépare le modèle
global pour sa simulation. Toutes les relations d’horloges associées au modèle sont créées et
ajoutées à l’attribut solver. Le moteur d’exécution ajoute aussi la relation « rootModel implies
snapshotClock » à son attribut solver, où rootModel est l’horloge associée au modèle racine,
spéciﬁant ainsi que chaque occurrence du modèle racine implique une occurrence de son horloge
snapshotClock.
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Fin 
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Création des 
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4 
Fig. 7.2 – Étapes de l’algorithme de simulation de ModHel’X
Nous illustrons sur la ﬁgure 7.3 les diﬀérentes horloges et relations d’horloges TESL requises
pour réaliser une simulation dans ModHel’X. Les horloges rouges sont associées au modèle
global, les horloges bleus sont associées au moteur d’exécution. Les relations d’implications sont
représentées par des ﬂèches pointillées.
greedyClock 
snapshotClock 
stopClock 
Moteur d’exécution 
de ModHel’X 
greedyClock 
stopClock 
internalModel 
rootModel 
snapshotClock 
… internalModel implies …  
implies rootModel  
rootModel implies snapshotClock  
snapshotClock filtered by [n, 1, 0, 0]  
implies stopClock  
solver : horloges et relations d’iŵplications 
… rootModel 
Modèle global 
hiérarchique 
Internal-
Model 
Fig. 7.3 – Horloges TESL dans ModHel’X
Après une initialisation des paramètres des composants sources du modèle global, le moteur
d’exécution passe à la deuxième étape de l’algorithme.
7.3.2 Déterminer les DrivingClocks susceptibles de déclencher un pas de si-
mulation
Nous avons vu plus haut que la simulation dans ModHel’X progresse grâce auxDrivingClocks.
Chaque tic « now » présent sur une DrivingClock permet de déclencher un pas de simulation.
Dans la deuxième étape de l’algorithme, le moteur d’exécution vériﬁe s’il existe une horloge
DrivingClock dans solver pouvant déclencher un pas de simulation. Nous devons donc vériﬁer
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s’il pourrait y avoir un tic « now » sur une DrivingClock selon les spéciﬁcations d’horloges déﬁnies
dans solver.
Cependant, les tics présents sur les DrivingClocks peuvent n’être liés à aucun tic « now »
d’une autre horloge, cela est tout à fait normal étant donné que les occurrences des DrivingClocks
sont les déclencheurs principaux des évènements produits dans le modèle global au cours de sa
simulation, leurs occurrences ne deviennent « now » que lorsque les occurrences des évènements
qu’elles modélisent se produisent réellement.
Les horloges greedy de TESL oﬀrent une solution à ce problème. En mettant les Driving-
Clocks en mode greedy, le solveur TESL pourra rendre leurs tics « now » si les spéciﬁcations le
permettent comment nous l’avons présenté dans 6.2.4.1. Ainsi, le moteur d’exécution enregistre
une copie de l’état actuel de ces horloges, il réalise ensuite un premier appel de la fonction
solve() de Solver après avoir mis les DrivingClocks en mode greedy. Chaque tic « now » présent
sur une horloge DrivingClock après l’appel de cette fonction signiﬁe qu’un pas de simulation est
susceptible d’être déclenché par cette horloge.
S’il existe au moins une horloge DrivingClock ayant un tic « now » à la ﬁn de cette étape, le
moteur d’exécution déﬁnit cette horloge comme étant susceptible de déclencher un pas de simu-
lation et passe à la troisième étape de l’algorithme. Dans le cas contraire, aucune DrivingClock
n’est susceptible de faire progresser la simulation, la simulation est donc terminée.
Le moteur d’exécution vériﬁe aussi, après l’appel de la fonction solve en mode greedy, si un
tic « now » est présent sur stopClock. Si c’est le cas, le moteur d’exécution arrête la simulation
du modèle.
Avant de passer à la troisième étape de l’algorithme, le moteur d’exécution remet chaque
horloge à son état initial au début de cette étape.
7.3.3 Déterminer les occurrences des évènements associés au modèle global
durant un pas de simulation
À cette étape de l’algorithme, nous savons qu’un pas de simulation va être réalisé dès la pré-
sence d’un tic « now » sur les DrivingClocks déterminées dans la deuxième étape de l’algorithme.
Le moteur d’exécution devient alors écouteur sur ces horloges et attend l’instant où un de leurs
tics devient « now ».
Dès l’arrivée de cet instant, le moteur d’exécution doit déterminer les occurrences des évè-
nements associés au modèle global qui se produisent durant ce pas de simulation. Il réalise donc
un deuxième appel de la fonction solve pour déterminer tous les tics « now » et leurs étiquettes
(voir 6.2.4). Aucune horloge n’est « greedy » cette fois, nous cherchons à déterminer uniquement
les tics « now » selon les spéciﬁcations déﬁnies.
S’il existe un tic « now » sur snapshotClock après l’appel de cette fonction, nous savons qu’il
existe au moins une occurrence d’un évènement associé au modèle global qui doit se produire à
cet instant, le moteur d’exécution passe alors à la quatrième étape de l’algorithme. Dans le cas
contraire, aucune observation du modèle global n’est nécessaire, sa simulation est donc terminée.
7.3.4 Réaliser le snapshot
À cette étape de l’algorithme, nous savons qu’une observation du modèle global va être
eﬀectuée. Chaque sous-modèle devant être observé à cet instant possède un tic « now » sur son
horloge. De plus, si le sous-modèle en question est associé à une sémantique de temps, le tic
« now » sur son horloge porte une étiquette spéciﬁant sa date courante. Le moteur d’exécution
réalise alors trois tâches successives :
(1) Il met à jour le modèle global et détermine son prochain état à la ﬁn de cette observation.
Pour cela, le contrôle est donné à chaque composant associé à une horloge ayant un tic « now »
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pour qu’il soit observé. L’état ﬁnal du modèle global est déterminé à l’instant où il n’existe plus
de comportements possibles pouvant être réalisés pour tous les sous-modèles.
(2) Toutes les occurrences des évènements pouvant être réalisées au cours de cette observation
ont été prises en considération, le moteur d’exécution supprime alors tous les tics présents sur
les diﬀérentes horloges associées au modèle global.
(3) Le moteur d’exécution détermine les occurrences des évènements déclencheurs de la
prochaine observation du modèle global. Il passe alors le contrôle à chaque sous-modèle ainsi
qu’à chaque composant source devant être observé au prochain pas de simulation. Chacun d’eux
crée ainsi un tic « now » étiqueté sur son horloge.
Après la réalisation successive de ces tâches, le moteur d’exécution retourne à la deuxième
étape de l’algorithme et continue la simulation du modèle global.
7.4 Conclusion
Nous avons vu dans ce chapitre comment le moteur d’exécution de ModHel’X se fonde sur
le modèle TESL pour eﬀectuer la simulation d’un modèle hétérogène. La suite de ce mémoire
est consacrée à la mise en œuvre de ces travaux. Nous présentons d’abord l’implémentation des
trois MoCs DE, TFSM et SDF ainsi que les composants d’interface DE-TFSM et DE-SDF dans
ModHel’X, et présenterons ensuite la simulation d’un exemple de modèle hétérogène composé
de trois sous-modèles régis respectivement par ces MoCs.
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8.1. Introduction
8.1 Introduction
Nous avons présenté ModHel’X dans 4.5.4 où nous avons détaillé son algorithme de simu-
lation général, nous y avons ensuite intégré TESL et avons présenté la nouvelle version de son
algorithme dans 7.3. Nous entamons la mise en œuvre de ces travaux par une présentation dans
ce chapitre de l’implémentation actuelle des MoCs DE, TFSM et SDF ainsi que des compo-
sants d’interface DE-TFSM et DE-SDF dans ModHel’X. Nous nous focalisons uniquement sur
les conséquences d’intégration de TESL, ainsi certains détails d’implémentation ne sont pas
présentés pour des raisons de simpliﬁcation.
L’objectif de ce chapitre est de donner une idée au lecteur sur l’implémentation de ModHel’X
pour mieux comprendre la simulation de notre cas d’étude présenté dans le chapitre suivant.
8.2 Implémentation des MoCs
Chaque MoC implémenté dans ModHel’X hérite d’une classe abstraite ModelOfComputation
qui déﬁnit principalement cinq fonctions : setup, reset, update, endOfSnapshot et emi-
tObservationRequests. Ces fonctions sont appelées par le moteur d’exécution tout au long
de la simulation, elles sont ensuite propagées par le MoC qui régi le modèle racine vers tous les
composants du modèle grâce au polymorphisme.
La fonction setup est appelée une seule fois durant la première étape de l’algorithme de
simulation, le reste des fonctions concernent la quatrième étape de l’algorithme (ﬁgure 7.2), elles
sont donc appelées à chaque pas de simulation.
Nous présentons dans ce qui suit l’implémentation de trois MoCs diﬀérents, en nous focalisant
sur leur comportement lors de l’appel de ces cinq fonctions. Nous rappelons ici que l’algorithme
de simulation de ModHel’X suite à l’intégration de TESL est présenté dans 7.3.
8.2.1 MoC DE
Un MoC DE dans ModHel’X possède essentiellement quatre attributs : une horloge deClock
associée au domaine d’étiquette Double, un attribut currentTime de type Double représentant
le temps courant d’un modèle DE au cours d’un snapshot et une liste events contenant les
évènements DE à traiter.
• setup : l’appel de cette fonction permet au MoC DE de trier les composants du modèle
selon un ordre topologique pour des raisons d’optimisation algorithmique d’une part, et de
rajouter l’horloge deClock à l’attribut solver du moteur d’exécution d’une autre part.
L’appel de cette fonction est propagé par le MoC DE vers les diﬀérents composants du
modèle. Cette propagation permet à chaque composant source d’initialiser ses paramètres
et de créer l’instance de son horloge et ses relations TESL avec l’horloge deClock comme
nous l’avons mentionné dans 7.3.1 d’une part, et de créer le tic initial sur son horloge
correspondant à sa première observation d’une autre part. Toutes les horloges et les rela-
tions TESL associées aux composants sources sont ajoutées à l’attribut solver du moteur
d’exécution à la ﬁn de cet appel.
• reset : l’appel de cette fonction permet au MoC DE de déterminer les évènements DE
à traiter au début de chaque itération d’un snapshot (voir 4.5.4). Pour cela, le MoC DE
parcours tous les composants du modèle pour déterminer ceux qui possèdent un tic « now »
sur leurs horloges, il associe alors une instance de la classe UpdateTrigger à chaque compo-
sant vériﬁant cette condition et le rajoute à son attribut events pour que le composant en
question soit observé à cet instant. Les instances de UpdateTrigger permettent au moteur
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d’exécution de mémoriser le fait qu’un composant doit être observé au cours d’un pas de
simulation.
Le MoC DE met aussi à jour son attribut currentTime lors de l’appel de cette fonction,
en déterminant l’étiquette associée au tic « now » présent sur l’horloge deClock à cet
instant.
L’appel de cette fonction est aussi propagé par le MoC DE vers les composants du modèle.
Cette propagation permet à certains composants de rétablir leurs paramètres initiaux avant
chaque snapshot. Elle permet, à titre exemple, de supprimer les données à aﬃcher qui ont
été enregistrées par un aﬃcheur DE lors du précédent snapshot.
• update : chaque appel de cette fonction permet au MoC DE de déclencher une observation
d’un composant associé à un évènement DE présent dans events, en propageant l’appel
de cette fonction vers le composant en question.
Chaque évènement DE présent dans events est supprimé à la ﬁn de l’observation du
composant qui lui est associé. Ainsi, l’appel de cette fonction est répété durant un snapshot
d’un modèle DE tant qu’il existe un évènement DE présent dans events.
• endOfSnapshot : l’appel de cette fonction est réalisé à la ﬁn de chaque snapshot lorsque
ce dernier à été validé, il est directement propagé par le MoC DE vers tous les composants
du modèle.
À l’appel de cette fonction, chaque composant ayant été observé durant ce snapshot
conﬁrme le comportement qu’il a réalisé en validant son état actuel. Chaque composant
source détermine alors la date de sa prochaine observation, ainsi que la nouvelle valeur de
la donnée qu’il doit produire lors de sa prochaine observation.
• emitObservationRequests : l’appel de cette fonction permet de créer les nouveaux tics
correspondants aux prochaines occurrences des évènements à traiter durant le prochain
snapshot (dernière tâche de la quatrième étape de l’algorithme de simulation). Cet appel
est directement propagé vers les composants du modèle, chaque composant source crée
alors un tic sur son horloge portant l’étiquette correspondant à la date de sa prochaine
observation déterminée précédemment.
8.2.2 MoC TFSM
Nous déﬁnissons les états et transitions d’un modèle TFSM dans ModHel’X par des compo-
sants et des relations. Chaque état est représenté par un composant atomique qui ne déﬁnit aucun
comportement, il possède simplement des entrées et des sorties lui permettant de se connecter
avec d’autres composants. Les transitions entre états sont représentées par des relations entre
les composants du modèle. Chaque relation possède un paramètre garde pour spéciﬁer la garde
de la transition et un paramètre action pour spéciﬁer l’éventuelle action de la transition.
Un MoC TFSM dans ModHel’X possède principalement cinq attributs : une horloge tf-
smClock associée au domaine d’étiquettes Double, un attribut currentTime de type Double
déﬁnissant le temps courant du modèle durant un snapshot, un composant currentState fai-
sant référence à l’état courant de l’automate durant un snapshot pour le mémoriser, un attribut
timeOfEntry de type Double permettant de mémoriser la date d’entrée de l’état courant, et
enﬁn, une liste tfsmEvents contenant les évènements reçus sur les entrées du modèle au début
de chaque snapshot.
Un modèle TFSM réagit uniquement à ses entrées ou à l’écoulement du temps, ses composants
ne possèdent aucun comportement dans ModHel’X, ils modélisent simplement les diﬀérents états
possibles dans lesquels l’automate peut se trouver au cours de la simulation. Ainsi, contrairement
à un modèle DE, les fonctions présentées ici ne concernent que le MoC TFSM, la propagation de
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leurs appels vers les composants du modèle TFSM n’implique aucun comportement selon leurs
implémentation actuelle dans ModHel’X.
• setup : l’appel de cette fonction permet au MoC TFSM d’initialiser son attribut cur-
rentState à l’état initial de l’automate spéciﬁé par le concepteur d’une part, et de rajouter
l’horloge tfsmClock à l’attribut solver du moteur d’exécution d’une autre part.
• reset : l’appel de cette fonction permet au MoC TFSM de déterminer les transitions tem-
porisées pouvant être activées durant ce snapshot. Il détermine pour cela la date résultant
de l’addition du délai de chaque transition sortante temporisées à la date d’entrée de l’état
courant timeOfEntry, et la compare ensuite avec celle de son attribut currentTime.
Si les deux dates coïncident, la garde de la transition temporisée sortante qui permet de
vériﬁer cette condition est rajoutée à l’attribut tfsmEvents.
Le MoC TFSM met aussi à jour son attribut currentTime à l’appel de cette fonction, en
utilisant l’étiquette associée au tic « now » présent sur l’horloge tfsmClock à cet instant.
• update : l’appel de cette fonction permet au MoC TFSM d’activer la transition sortante
possible de l’état courant pour passer au prochain état de l’automate. Il détermine pour
cela la relation modélisant cette transition qui lie le composant déﬁnissant l’état courant
au composant modélisant le prochain état de l’automate. Cela est réalisé en déterminant
la première transition qui peut être activée par les évènements présents dans tfsmEvents.
Ainsi, l’automate passe à son prochain état suite à l’activation de la transition sortante
déterminée, le MoC TFSM stocke alors dans son attribut currentState l’état de l’autre
extrémité de la transition déterminée, et stocke dans son attribut timeOfEntry le temps
courant déﬁni dans son attribut currentTime.
Si transition activée permet de déclencher une action TFSM, cette action est alors présente
dans le paramètre action de la relation modélisant la transition activée. Le MoC TFSM
produit dans ce cas un jeton et le pose sur la sortie correspondante du modèle.
• endOfSnapshot : l’appel de cette fonction est réalisé à la ﬁn de chaque snapshot lorsque
ce dernier a été validé. Le MoC TFSM supprime alors tous les évènements présents dans son
attribut tfsmEvents. Les évènements TFSM présents au début du snapshot ne concernent
que le snapshot en cours, ceux qui n’ont pas été utilisés ne sont pas sauvegardés pour un
prochain snapshot.
• emitObservationRequests : étant donné que la réception de jeton sur les entrées d’un
modèle TFSM n’est réalisée que durant un pas de simulation et suite à une propaga-
tion de données, les demandes d’observations de ce modèle ne sont eﬀectuées que lorsque
l’automate entre dans un état ayant une transition sortante temporisée.
Ainsi, si le nouvel état courant de l’automate possède une transition sortante temporisée,
l’appel de cette fonction permet de créer un nouveau tic sur l’horloge tfsmClock correspon-
dant à une prochaine observation du modèle TFSM, L’étiquette de ce tic est déterminée en
rajoutant le délai de la transition temporisée à la date d’entrée timeOfEntry du nouvel
état courant.
8.2.3 MoC SDF
Un modèle SDF a un comportement prédéﬁni avant le début de la simulation. Une observa-
tion d’un modèle SDF dans ModHel’X est une suite d’itérations (appels de la fonction update)
durant un snapshot, où chaque itération correspond à une observation d’un composant du modèle
selon un ordre déterminé, jusqu’à arriver au prochain point ﬁxe du modèle (voir 2.3.3).
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Un MoC SDF dans ModHel’X possède principalement trois attributs : une horloge sdfClock
associée au domaine d’étiquettes Unit (singleton), une liste scheduledBlocks contenant les
composants du modèle ordonnés topologiquement et présents autant de fois que leurs nombre
d’observations nécessaires durant un snapshot, un itérateur schedule faisant référence à la liste
scheduledBlocks, et un composant currentBlock faisant référence au composant à observer
au cours d’une itération (fonction update) d’un snapshot.
• setup : l’appel de cette fonction permet au MoC SDF de déterminer l’ordre d’observation
des composants du modèle durant chaque snapshot. Ainsi, le MoC SDF ajoute les com-
posants du modèle à la liste scheduledBlocks, ordonnés selon la suite d’observations à
eﬀectuer durant chaque snapshot.
Le MoC SDF propage aussi les données présentes sur les entrées du modèle vers les entrées
des composants auxquels elles sont connectées. Il ajoute aussi l’horloge sdfClock à l’attribut
solver du moteur d’exécution.
Si le modèle SDF est le modèle racine, le MoC SDF crée un tic ﬂottant sur l’horloge
sdfClock permettant de déclencher sa première observation. Dans le cas contraire, c’est
le composant d’interface dans lequel il se trouve qui se charge de déterminer ses instants
d’observations comme nous l’avons présenté dans 7.2.1.
L’appel de cette fonction est propagé vers les composants du modèle pour que chacun
puisse initialiser ses paramètres avant le début de la simulation.
• reset : l’appel de cette fonction permet au MoC SDF d’associer à schedule un itérateur
sur la liste scheduledBlocks. Sa propagation vers les composants du modèle permet
à chaque composant de remettre son état à celui du dernier état validé au cours de la
simulation. Cela permet au moteur d’exécution de recommencer un snapshot si ce dernier
n’a pas été validé.
• update : chaque appel de cette fonction permet au MoC SDF de déclencher une observa-
tion du composant référencé par son attribut currentBlock. Ce dernier est déterminé à
chaque début d’un snapshot en faisant avancer l’itérateur schedule d’un pas. Les entrées
et sorties d’un composant SDF dans MoHel’X sont pondérées, chaque entrée ou sortie pos-
sède un paramètre pinRate déﬁnissant le nombre d’échantillons de données requis par cette
dernière. Chaque composant consomme alors le nombre d’échantillons de données requis et
présent sur chacune de ses entrées, et produit le nombre d’échantillons de données requis
sur chacune de ses sorties.
• endOfSnapshot : l’appel de cette fonction est directement propagé par le MoC SDF vers
tous les composants du modèle ; chaque composant valide alors son état actuel.
• emitObservationRequests : l’appel de cette fonction permet de déterminer le prochain
instant d’observation du modèle SDF au cours de la simulation. Si le modèle SDF est un
modèle racine, le MoC créé un tic ﬂottant sur l’horloge sdfClock signiﬁant que ce dernier
doit être observé le plus tôt possible. Dans le cas contraire, c’est le composant d’interface
dans lequel le modèle se trouve qui se charge de déterminer sa prochaine observation.
8.3 Implémentation des InterfaceBlocks
Chaque composant d’interface dans ModHel’X hérite d’une classe abstraite InterfaceBlock.
Cette classe redéﬁnit les diﬀérentes fonctions présentées précédemment pour les propager vers
leurs modèles internes grâce au polymorphisme. De plus, cette classe déﬁnit deux fonctions
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adaptIn et adaptOut pour réaliser l’adaptation sémantique en entrée et en sortie à la frontière
entre deux modèles comme nous l’avons présenté dans la section 7.2.
Les composants d’interfaces permettent de déﬁnir une des multiples adaptations possibles
entre deux MoCs, chaque implémentation d’un composant d’interface représente un exemple
d’adaptation possible. Nous présentons dans ce qui suit l’implémentation de deux composants
d’interfaces DE-TFSM et DE-SDF, en nous focalisant sur ces diﬀérentes fonctions. Nous présen-
tons uniquement les fonctions qui déﬁnissent un comportement particulier pour les composants
d’interfaces, autre que celui de propager simplement l’appel à leurs modèles internes.
8.3.1 InterfaceBlock DE-TFSM
Un composant d’interface DE-TFSM permet de spéciﬁer l’adaptation sémantique entre deux
modèles qui (1) réagissent instantanément à leurs entrées (premier cas pour l’adaptation séman-
tique du contrôle dans la section 7.2.1), (2) et possèdent tout les deux une notion de temps
diﬀérente (premier cas pour l’adaptation sémantique du temps dans la section 7.2.2).
• setup : l’appel de cette fonction permet de spéciﬁer l’adaptation sémantique du temps et
du contrôle entre le modèle externe DE et le modèle interne TFSM. Pour cela, le com-
posant d’interface déﬁnit (1) une relation d’implication « tfsmClock implies deClock »,
où tfsmClock et deClock sont les horloges associées respectivement aux modèles DE et
TFSM, et (2) une relation aﬃne d’étiquettes composée des deux fonctions « d(tDE) =
α ∗ tTFSM + β » avec α > 0 et « r(tTFSM ) = 1α ∗ tDE −
β
α
», où tDE et tTFSM sont deux
étiquettes de deux tics qui coïncident, associés respectivement aux horloges deClock et
tfsmClock. Ces relations sont ajoutées à l’attribut solver du moteur d’exécution.
• update : à l’appel de cette fonction, le composant d’interface fait appel à sa fonction
adaptIn pour adapter la sémantique en entrée du modèle TFSM. Il propage ensuite cet
appel vers son modèle interne pour que ce dernier soit observé à cet instant, et fait ensuite
appel à sa fonction adaptOut pour adapter la sémantique en sortie du modèle TFSM.
• adaptIn : à l’appel de cette fonction, le composant d’interface adapte les données reçues
par le modèle DE sur ses entrées en des jetons mis sur les entrées adéquates du modèle
TFSM. L’adaptation sémantique des données est encore spéciﬁée d’une manière ad-hoc
dans ModHel’X comme nous l’avons mentionné précédemment, elle doit être redéﬁnie pour
chaque exemple de modèle hétérogène en spéciﬁant une correspondance entre les valeurs
des évènements DE reçus et les entrées du modèle TFSM interne.
Le composant d’interface crée ensuite un tic « now » sur l’horloge de son modèle interne
spéciﬁant que ce dernier doit être observé à cet instant, et fait appel à la fonction solve du
moteur d’exécution pour déterminer l’étiquette de ce tic, qui correspond à la date courante
du modèle TFSM.
• adaptOut : à l’appel de cette fonction, le composant d’interface adapte les évènements
présents sur les sorties du modèle TFSM en des évènements DE mis sur son interface de
sortie. Cette adaptation est réalisée en spéciﬁant une correspondance entre les sorties du
modèle TFSM et les valeurs des évènements DE produits, elle doit aussi être redéﬁnie
pour chaque exemple de modèle hétérogène. Les évènements DE nouvellement produits
sont pris en considération par le modèle DE durant le même snapshot.
8.3.2 InterfaceBlock DE-SDF
Le modèle SDF interne d’un composant d’interface DE-SDF (1) a un comportement indépen-
dant de ces entrées (deuxième cas pour l’adaptation sémantique du contrôle dans la section 7.2.1),
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et (2) ne possède pas de notion de temps (deuxième cas pour l’adaptation sémantique du temps
dans la section 7.2.2).
Nous choisissons dans cette implémentation d’attribuer un comportement périodique au
modèle interne SDF suivant l’échelle de temps du modèle DE. De plus, ce composant d’interface
ne produit un évènement DE en sortie que s’il y a un changement de valeur dans le ﬂux de
données généré par le modèle SDF interne.
Pour cela, le composant d’interface possède essentiellement une horloge, deux paramètres et
deux variables : une horloge ibClock pour associer une notion de temps aux instants d’obser-
vation du modèle SDF, un paramètre initialObservationTime déﬁnissant la date en temps
DE de la première itération du modèle SDF, un paramètre observationPeriod déﬁnissant une
durée en temps DE séparant deux itérations du modèle SDF, une variable nextObservation-
Time déﬁnissant la date en temps DE de la prochaine itération du modèle SDF à la ﬁn d’un
snapshot, et une variable currentPinValue de type HashMap permettant au composant d’in-
terface de mémoriser les données qu’il reçoit sur chacune de ses entrées, dans le cas où l’instant
de sa réception ne coïncide pas avec une itération du modèle SDF, et les données qu’il produit
sur chacune de ses sorties à chaque changement de valeur du ﬂux de données produit par son
modèle interne.
• setup : l’appel de cette fonction permet de spéciﬁer l’adaptation sémantique du temps et
du contrôle entre le modèle externe DE et le modèle interne SDF. Pour cela, le compo-
sant d’interface (1) déﬁnit une relation d’implication « sdfClock implies deClock », où
sdfClock et deClock sont les horloges associées respectivement aux modèles DE et SDF,
et (2) crée un tic avec l’étiquette initialObservationTime sur son horloge ibClock dé-
ﬁnissant l’instant de la première itération du modèle SDF.
Le composant d’interface déﬁnit aussi la relation « ibClock implies sdfClock » spéciﬁant
que chaque tic « now » présent sur ibClock implique un tic « now » sur sdfClock, et ainsi
une observation du modèle SDF. L’horloge ibClock ainsi que les relations d’implication
déﬁnies sont rajoutées à l’attribut solver du moteur d’exécution.
• update : à l’appel de cette fonction, le composant d’interface fait appel à sa fonction
adaptIn pour adapter la sémantique en entrée du modèle SDF. Si un tic « now » est
présent sur l’horloge ibClock, le composant d’interface propage ensuite l’appel de cette
fonction vers son modèle interne pour qu’il réalise une itération. Un appel de la fonction
adaptOut est réalisé à la ﬁn de cette fonction pour adapter la sémantique en sortie du
modèle SDF.
• adaptIn : à l’appel de cette fonction, le composant d’interface met à jour son attribut
currentPinValue si un nouvel évènement DE est reçu sur l’une de ses entrées à cet
instant.
• adaptOut : à l’appel de cette fonction, le composant d’interface vériﬁe s’il y a eu un
changement de valeur de l’échantillon de données produit par son modèle interne après
une itération. Si c’est le cas, le composant d’interface met à jour son attribut current-
PinValue et produit un évènement DE sur sa sortie portant une donnée déterminée selon
une correspondance déﬁnie entre les échantillons de données SDF et les données des évène-
ments DE. Cette correspondance doit aussi être redéﬁnie pour chaque exemple de modèle
hétérogène.
8.4 Conclusion
Nous avons vu dans ce chapitre comment les MoCs DE, TFSM et SDF d’une part, et les
composants d’interface DE-TFSM et DE-SDF d’une part, sont implémentés dans ModHel’X.
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Nous présentons dans le prochain chapitre un cas d’étude d’un modèle hétérogène constitué d’un
modèle racine DE, d’un sous-modèle TFSM et d’un sous-modèle SDF. Nous verrons comment
l’adaptation sémantique d’un tel système est spéciﬁée, et comment sa simulation est réalisée
dans ModHel’X.
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9.1. Introduction
9.1 Introduction
Par ces travaux, nous proposons une solution où l’adaptation sémantique du temps et du
contrôle dans un modèle hétérogène hiérarchique est spéciﬁée au cours de sa simulation par des
relations d’horloges TESL. Nous avons intégré cette approche dans la plateforme de conception
et de simulation de modèle hétérogène ModHel’X et nous avons présenté le principe de cette
solution.
Pour tester notre solution, nous traitons dans ce chapitre un exemple d’un système hétéro-
gène : le système de lève-vitre automatique d’une voiture. Après la décomposition hiérarchique
de ce système, présentée dans la section 9.2, nous montrons dans la section 9.3 comment ce
dernier est conçu dans ModHel’X et nous terminerons dans la section 9.4 par une présentation
des diﬀérents pas de simulations de cet exemple.
9.2 Modélisation de l’exemple
La première tâche à eﬀectuer pour modéliser un système hétérogène est de décomposer ce
dernier pour distinguer ses diﬀérents sous-modèles et les diﬀérents paradigmes de modélisation
à utiliser pour les concevoir.
Pour l’exemple du lève-vitre automatique d’une voiture, une décomposition possible de ce
dernier est présentée sur la ﬁgure 9.1. Nous pouvons distinguer trois composants : un premier qui
modélise le bouton de commande, un deuxième qui modélise le contrôleur, et un troisième qui
modélise la partie électromécanique du système. Ces composants communiquent en s’échangeant
des paquets à travers un bus.
bus
DE
TFSM
SDF
Fig. 9.1 – Structure du système de lève-vitre
La communication sur le bus peut être modélisée par des évènements portant des données
qui se produisent à des instants discrets. Pour cela, nous choisissons de modéliser le bus par un
modèle racine DE.
Le bouton de commande du système de lève-vitre permet de modéliser les diﬀérentes actions
possibles de l’utilisateur (ex : Up – bouton vers le haut, Down – bouton vers le bas, Neutral –
bouton relâché). Puisque ces actions se produisent à des instants aléatoires au cours du temps,
nous modélisons ce bouton de commande par un composant atomique plongé dans le modèle
racine DE. Ce bouton émettra des événements étiquetés par une donnée permettant de distinguer
entre les trois actions possibles.
Le deuxième composant sur la ﬁgure 9.1 est le contrôleur qui gère les diﬀérents modes de
fonctionnement du système, en interprétant les actions de l’utilisateur émises par le bouton de
commande d’une part, et en envoyant des signaux de pilotage au composant électromécanique
d’autre part.
Un simple modèle de machine à états ﬁnis (modèle FSM ) semble alors suﬃsant pour modéli-
ser ce composant. Cependant, nous voulons aussi considérer le mode one touch du lève-vitre, un
mode automatique d’ouverture ou de fermeture à distinguer du mode manuel. Cela nécessite un
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comportement temporel de l’automate : le mode manuel ne s’active qu’après l’appui pendant un
certain temps sur le bouton de commande du lève-vitre. L’automate inclut donc une transition
temporisée : le choix du modèle de machine à états ﬁnis temporisé (modèle TFSM ) devient alors
nécessaire.
Le troisième et dernier composant du système modélise toute la partie électromécanique de
la fenêtre. Nous choisissons de la décrire par un système périodique grâce à un modèle à ﬂots
de données synchrones (modèle SDF).
9.3 Conception de l’exemple dans ModHel’X
Nous avons conçu cet exemple dans ModHel’X et le présentons sur la ﬁgure 9.2. Le mo-
dèle global est composé d’un modèle racine DE, contenant un composant atomique Switch, un
composant d’interface Controller contenant le sous-modèle TFSM, et un composant d’interface
Window contenant le sous-modèle SDF.
Fig. 9.2 – Modèle du système de lève-vitre sous ModHel’X
9.3.1 Le modèle racine DE
Switch est un composant source modélisant les trois actions possibles de l’utilisateur :
(1) « appui sur le bouton de commande vers le haut – Up », (2) « appui sur le bouton de
commande vers le bas – Down », et (3) « relâche du bouton de commande – Neutral ». Ces
actions sont traduites par des évènements DE portant respectivement la valeur 1, −1 et 0, qui
sont générés par le composant Switch sur son interface de sortie userCmd à chaque fois qu’il est
observé.
Controller est un composant d’interface contenant un sous-modèle TFSM pour représenter
l’automate du système. Il reçoit les évènements DE générés par le composant Switch sur son
interface d’entrée ctrlUCmd, et adapte les évènements TFSM générées par son modèle interne
sur son interface de sortie ctrlWCmd.
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Window est un deuxième composant d’interface contenant un sous-modèle SDF pour re-
présenter la partie électromécanique de la fenêtre. Il reçoit les évènements DE produits par
Controller sur son interface d’entrée winCmd, et adapte le ﬂux de données généré par son mo-
dèle interne sur son interface de sortie winEnd.
Sur la ﬁgure 9.2, les points noirs modélisent les entrées et sorties de ces composants, les
ﬂèches noires modélisent leurs relations, et les ﬂèches noires pointillées modélisent l’adaptation
sémantique déﬁnie dans chaque composant d’interface.
9.3.2 Le sous-modèle TFSM
Notons ici que la structure du modèle TFSM est aussi constituée de composants et de
relations, nous avons toutefois choisi une représentation classique “de type automate” de ce
modèle sur la ﬁgure : chaque état possible est représenté par un cercle gris et chaque transition
d’un état à un autre est représentée par une ﬂèche noire. Nous décrivons dans ce qui suit
le mouvement ascendant de la vitre (en modes manuel et one touch) ; l’autre partie de son
comportement est symétrique.
Au début de la simulation, l’automate est à l’état initial Stop. Dès la présence d’un jeton sur
son entrée evtUUp modélisant l’appui de l’utilisateur sur le bouton de commande vers le haut,
l’automate passe à l’état Up et produit un jeton sur sa sortie evtWUp pour activer la montée
de la vitre. Les gardes et les actions des transitions sont séparées par / sur la ﬁgure.
Si l’automate reste à l’état Up durant 1 unité de temps TFSM, il passe à l’état UpManu
modélisant l’ouverture manuelle de la vitre. Par contre, si durant cette période l’automate reçoit
un jeton sur son entrée evtUNeutral spéciﬁant que l’utilisateur a relâché le bouton de commande,
il passe à l’état UpAuto modélisant la fermeture automatique de la vitre.
L’automate retourne à l’état initial (Stop) et produit un jeton sur sa sortie evtWStop pour
arrêter la montée de la vitre si une des conditions suivantes est satisfaite : (1) réception d’un
jeton sur son entrée evtWEnd indiquant que la vitre est complètement fermée, (2) dans l’état
UpManu, réception d’un jeton sur son entrée evtUNeutral indiquant que l’utilisateur a relâché
le bouton de commande, (3) dans l’état UpAuto, réception d’un jeton sur son entrée evtUUp
indiquant que l’utilisateur a appuyé une seconde fois sur le bouton de commande vers le haut.
9.3.3 Le sous-modèle SDF
La structure du modèle SDF contient deux composants : Position et EndStop. Position est un
accumulateur qui permet de déterminer la position de la vitre à chaque itération de son modèle.
Pour simpliﬁer notre exemple, nous supposons que la vitre peut être à sept niveaux diﬀérents
(niveau 0 quand la vitre est complètement ouverte, niveau 6 quand la vitre est complètement
fermée).
L’entrée sInPos du composant Position est connectée à l’entrée Scmd du modèle SDF. Du-
rant chaque itération de ce dernier, Position consomme un échantillon de données sur son entrée
sInPos, pouvant avoir trois valeurs possibles : 1 signiﬁe que le moteur de la vitre est en marche
vers le haut à cet instant, −1 signiﬁe que le moteur de la vitre est en marche vers le bas à
cet instant et 0 signiﬁe que le moteur de la vitre est arrêté. Il additionne alors cette donnée à
celle déﬁnissant le niveau actuel de la vitre et produit le résultat obtenu dans un échantillon de
données sur sa sortie sOutPos. Ce résultat correspond au prochain niveau de la vitre à la ﬁn de
l’itération en cours.
EndStop est un comparateur qui permet de ﬁxer la limite de montée de la vitre. Il est
connecté par son entrée sInPos à la sortie de Position. Durant chaque itération du modèle SDF,
EndStop consomme un échantillon de données sur son entrée sInPos déﬁnissant le niveau de la
vitre à cet instant. Selon la valeur de la donnée consommée, il produit un échantillon de données
sur sa sortie sOutPos portant une des trois valeurs possibles suivantes : « 1 » si in ≥ 6, « 0 » si
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0 < in < 6, et « −1 » si in ≤ 0, où in est la valeur de la donnée consommée. La sortie Sout du
modèle SDF est connectée à la sortie du composant EndStop.
9.4 Simulation de l’exemple dans ModHel’X
La simulation du lève-vitre est eﬀectuée selon le paramétrage suivant :
• L’automate est initialement à l’état Stop et la vitre est au niveau 0 (complètement ouverte).
• Le temps dans le modèle TFSM est 2 fois plus rapide que le temps dans le modèle DE.
Pour cela, nous attribuons aux paramètres α et β du composant d’interface Controller
respectivement les valeurs 0.5 et 0.0.
• Les itérations du modèle SDF sont périodiques d’une période égale à 0.5 unités de temps
DE, sa première itération se déroule à la date 0.0DE . Pour cela, nous attribuons aux para-
mètres initialObservationT ime et observationPeriod du composant d’interface Window
respectivement les valeurs 0.0 et 0.5.
• Switch produit les évènements DE (1; 0.75)DE , (0; 2)DE , (1; 2.5)DE et (1; 3)DE . Le premier
élément de chaque évènement correspond à la valeur de sa donnée (1 pour l’appui sur le
bouton–Up et 0 quand l’utilisateur relâche le bouton de commande–Neutral), le deuxième
élément correspond à la date de l’évènement. La ﬁgure 9.3 illustre un tel scénario en
présentant les diﬀérents tics créés par Switch au cours de la simulation modélisant les
actions de l’utilisateur.
switch 
2DE 2.5DE 3DE 0.75DE 
Appui sur  
le bouton Up 
Appui sur  
le bouton Neutral 
Fig. 9.3 – Scénario de simulation pour le composant Switch
• Nous rajoutons à l’attribut solver du moteur d’exécution une horloge ASAPClock spéci-
ﬁant que la simulation du modèle se déroule le plus vite possible, et une relation TESL
« snapshotClock filtered by [10, 1, 0, 0] implies stopClock », spéciﬁant que la simulation
s’arrête après 10 pas de simulation comme présenté sur la ﬁgure 9.4.
stopClock 
ASAPClock 
Le 10ème tic sur ASAPClock implique un 
tic sur stopClock 
Fig. 9.4 – Scénario de simulation pour les horloges du moteur d’exécution
Après avoir déﬁni le paramétrage désiré, nous démarrons la simulation de notre exemple
dans ModHel’X. Le moteur d’exécution créé alors une instance du modèle global et passe à la
première étape de l’algorithme de simulation.
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9.4.1 Préparation du modèle global pour sa simulation
Au cours de cette étape, le moteur d’exécution initialise les paramètres des diﬀérents compo-
sants du modèle global et crée les horloges et les relations d’horloges TESL qui lui sont associées
comme nous l’avons présenté dans le chapitre 8. Nous présentons dans ce qui suit les diﬀérentes
horloges et relations d’horloges TESL déﬁnis pour notre exemple :
• Horloges TESL :
DEmodel, TFSMmodel et SDFmodel associées respectivement aux modèles DE, TFSM
et SDF, Switch associée au composant source du modèle DE, et Window associée au
composant d’interface du modèle DE pour spéciﬁer l’adaptation sémantique du temps
entre son modèle interne et son modèle externe (voir la section 7.2.2).
• Relations d’horloge TESL internes à un modèle :
Nous avons vu dans la section 7.2 que chaque occurrence d’une horloge associée à un
composant implique une occurrence de l’horloge associée à son modèle. Pour notre exemple,
le moteur d’exécution déﬁnit les deux relations d’implication suivantes : « Switch implies
DEmodel » et «Window implies DEmodel ».
De plus, les horloges associées aux composants d’un modèle sont liés à la même échelle de
temps que ce dernier. Pour notre exemple, le moteur d’exécution spéciﬁe que les horloges
Switch et Window sont associées au même domaine d’étiquette que celui de l’horloge
DEmodel.
• Relations d’horloges pour l’adaptation sémantique du contrôle :
Nous avons aussi vu dans la section 7.2 que chaque occurrence de l’horloge associée au
modèle interne d’un composant d’interface implique une occurrence de l’horloge associée
à son modèle externe. Pour notre exemple, le moteur d’exécution déﬁnit les deux relations
d’implications suivantes : « TFSMmodel implies DEmodel » et « SDFmodel implies
DEmodel ».
• Relations d’horloges pour l’adaptation sémantique du temps :
Les modèles interne et externe du composant d’interface Controller sont associés à deux
échelles de temps diﬀérentes. Le moteur d’exécution déﬁnit une relation aﬃne d’étiquette
entre les horloges respectives de ces modèles. Elle est déterminée par les deux fonctions
d et r de Controller à partir de ses attributs α et β. Ceci donne pour notre exemple :
« d(tDE) = 0.5 ∗ tTFSM +0 » et « r(tTFSM ) = 2.0 ∗ tTFSM +0 », où tDE et tTFSM sont les
étiquettes déﬁnissant respectivement la date courante du modèle DE et celle du modèle
TFSM durant un pas de simulation.
Le modèle interne du composant d’interface Window n’a pas de notion de temps. Les
instants de ces itérations sont donc déﬁnis sur l’horloge Window au cours de la simulation
comme nous l’avons expliqué dans la section 7.2.2.
• Chaque tic « now » présent sur l’horloge du modèle racine implique un tic « now » sur
snapshotClock. Le moteur d’exécution déﬁnit alors la relation d’implication « DEmodel
implies snapshotClock ».
• Le moteur d’exécution créé les tics initiaux permettant de déclencher le prochain pas de
simulation et la prochaine observation du modèle global.
La ﬁgure 9.5 présente les diﬀérentes horloges et relations d’implication associées au moteur
d’exécution et au modèle global du système de lèvre vitre.
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SDF TFSM 
Controller 
(InterfaceBlock) Switch 
AUTO 
Window  
(InterfaceBlock) 
DE ASAPClock 
snapshotClock 
stopClock 
Moteur d’exécution 
de ModHel’X 
Modèle global à simuler 
 
Fig. 9.5 – Horloges et relations d’implication associées au modèle global
Nous présentons l’état de toutes les horloges à la ﬁn de cette étape de l’algorithme sur
la ﬁgure 9.6. Les rectangles vides représentent les horloges associées au moteur d’exécution
de ModHel’X. Les rectangles pleins représentent les horloges associées au modèle global. Les
relations d’implication entre ces horloges sont représentées par des ﬂèches noires à droite de la
ﬁgure. Sur la ﬁgure, un tic « now » est présent sur ASAPClock permettant à la simulation de se
dérouler le plus tôt possible, un tic avec l’étiquette 0.75DE est présent sur Switch déﬁnissant le
premier instant d’observation du composant Switch, et un tic avec l’étiquette 0.0DE est présent
sur Window déﬁnissant le premier instant d’observation du modèle SDF.
stopClock 
TFSMmodel 
ASAPClock 
Switch 
Window 
DEmodel 
snapshotClock 
SDFmodel 
0.75DE 
0.0DE 
ASAPClock filtered by [10, 1, 0, 0] 
 implies stopClock 
DEmodel implies snapshotClock 
Switch implies DEmodel  
TFSMmodel implies DEmodel  
Window implies DEmodel  
SDFmodel implies DEmodel  
Fig. 9.6 – État initial des horloges avant le début de la simulation
Le moteur d’exécution rajoute toutes les horloges et leurs relations à son attribut Solver
et passe à la deuxième étape de l’algorithme pour déterminer les DrivingClocks susceptibles de
déclencher un pas de simulation.
9.4.2 Détermination des DrivingsClocks
Le moteur d’exécution met les DrivingsClocks en mode greedy et fait un premier appel du
solveur TESL sur l’ensemble des horloges créées. Aucun tic « now » n’est alors présent sur
l’horloge stopClock, la simulation peut donc continuer. De plus, un tic « now » est présent
sur l’horloge ASAPClock, le moteur d’exécution déﬁnit cette horloge comme susceptible de
déclencher un pas de simulation, il remet toutes les horloges à leurs état initial et passe à la
troisième étape de l’algorithme pour réaliser le premier pas de simulation.
9.4.3 Premier pas de simulation
Au début de cette étape, le moteur d’exécution doit attendre la présence d’un tic « now » sur
une des DrivingClocks déterminées durant l’étape précédente. Or, il existe déjà un tic « now »
sur l’horloge ASAPClock à cet instant, le moteur d’exécution fait donc un deuxième appel au
solveur TESL sur ces horloges pour déterminer la date du prochain snapshot du modèle global,
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ainsi que les composants qui doivent êtres observés à cet instant. La ﬁgure 9.7 illustre le résultat
obtenu après l’appel de cette fonction. La propagation des tics est représentée par des ﬂèches
noires pointillées sur la ﬁgure.
stopClock 
TFSMmodel 
ASAPClock 
Switch 
Window 
DEmodel 
snapshotClock 
SDFmodel 
0.75DE 
0.0DE 
ASAPClock filtered by [10, 1, 0, 0] 
 implies stopClock 
DEmodel implies snapshotClock 
Switch implies DEmodel  
TFSMmodel implies DEmodel  
Window implies DEmodel  
SDFmodel implies DEmodel  
0.0DE 0.75DE 
Fig. 9.7 – État des horloges déclenchant le premier snapshot
L’horloge snapshotClock porte un tic « now » ce qui signiﬁe qu’une observation du modèle
global vas être réalisée. L’horloge DEmodel porte un tic « now » associé à l’étiquette 0.0DE , ce
qui signiﬁe que l’instant d’observation du modèle global est eﬀectuée à la date 0.0DE . Le moteur
d’exécution passe alors à la quatrième étape de l’algorithme pour eﬀectuer le premier snapshot
du modèle global.
9.4.4 Suite de la simulation
La ﬁgure 9.8 décrit le résultat de la simulation du système de lève-vitre : nous présentons
l’état de toutes les horloges au début de chaque snapshot. Les snapshots sont numérotés et
séparés par un trait pointillé.
Fig. 9.8 – Simulation du système de lève-vitre
Le premier évènement DE produit par le bloc Switch est à l’instant 0.75DE . Cet instant
arrive à mi-chemin entre la deuxième et la troisième observation du modèle SDF (0.5DE et
1DE). Au début de la simulation, notre système reste donc à l’état initial pendant deux snapshots
consécutifs, où seuls des tics « now » présents sur l’horloge Window sont déterminés au début
de chaque observation du modèle. Ces tics impliquent des tics sur l’horloge DEmodel, qui sont
propagés sur snapshotClock pour réaliser les deux premiers snapshots du modèle global.
Au troisième pas de simulation et au début de la troisième étape de l’algorithme, un seul tic
« now » est présent sur l’horloge Switch, qui est alors propagé sur DEmodel et sur snapshotClock,
permettant la réalisation du troisième snapshot à la date 0.75DE . Le modèle TFSM réagit alors
à l’évènement DE produit à cet instant, il passe à l’état Up et produit l’évènement evtWUp à
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la date 0.375TFSM . Le tic « now » présent sur TFSMmodel a été créé durant l’observation du
modèle global lors de l’adaptation sémantique du contrôle dans Controller comme nous l’avons
présenté dans la section 7.2.1.
L’évènement evtWUp est adapté par Controller, il est pris en considération par le modèle
DE à cet instant. Cet évènement est destiné au modèle SDF pour activer la montée de la vitre,
mais à cet instant, aucun tic « now » n’est présent sur l’horloge Window. L’évènement reçu par
Window est donc enregistré et ne sera pris en considération par le modèle SDF qu’à sa prochaine
itération.
À la ﬁn du troisième snapshot, trois demandes d’observation sont déterminées : un tic est
créé sur l’horloge Switch portant l’étiquette 2DE (pour produire l’évènement (0; 2)DE), un tic
est créé sur l’horloge TFSMmodel portant l’étiquette 1.375TFSM (pour passer à l’état UpManu),
et un tic est créé sur l’horloge Window portant l’étiquette 1.5DE (correspondant à la troisième
itération du modèle SDF). Cependant, les dates des deux prochaines itérations du modèle SDF
(1DE et 1.5DE) devancent celles des autres demandes d’observation du modèle global (2DE et
1.375TFSM ). Ainsi, durant le quatrième et le cinquième snapshot, seul le modèle SDF est observé
(impliquant une observation du modèle DE) ; la vitre passe successivement au premier puis au
deuxième niveau.
Le sixième snapshot se déroule à la date 2DE . Le composant Switch produit alors l’évènement
(0; 2)DE impliquant le passage du modèle TFSM à l’état UpAuto, et la vitre passe au troisième
niveau.
Le septième snapshot se déroule à la date 2.5DE . Le composant Switch produit l’évènement
(1; 2.5)DE ce qui implique le passage du modèle TFSM à l’état Stop. Ce dernier produit alors
l’évènement evtWStop qui est adapté par Controller et immédiatement pris en considération par
le modèle DE. Cet évènement est destiné au modèle SDF pour arrêter la montée de la vitre ; il
est pris en considération par ce dernier à cet instant qui correspond à sa cinquième itération. La
vitre reste donc au troisième niveau.
Le huitième snapshot se déroule à la date 3DE où le composant Switch est observé pour pro-
duire l’évènement (1; 3)DE , ce qui implique l’observation du modèle TFSM à l’instant 1.5TFSM .
L’automate passe alors à l’état Up et produit l’évènement evtWUp qui est aussi pris en consi-
dération par le modèle SDF au même instant. La vitre passe alors au quatrième niveau et le
composant EndStop continue de produire la valeur 0 (la vitre n’a toujours pas atteint sa limite).
Deux tics sont créés à la ﬁn du huitième snapshot : un tic sur l’horloge TFSMmodel portant
l’étiquette 2.5TFSM (pour le passage de l’automate à l’état UpManu) et un tic sur l’horloge
Window portant l’étiquette 3.5DE (pour la prochaine itération du modèle SDF). Cependant,
la date d’observation du modèle TFSM (2.5TFSM = 5DE) est précédée par deux itérations du
modèle SDF (3.5DE et 4DE). Ainsi, durant le neuvième et le dixième snapshot, seul le modèle SDF
est observé (impliquant une observation du modèle DE) ; la valeur produite par le composant
Position passe successivement à 5 et à 6.
La vitre atteint donc sa limite ﬁxée à 6 au dixième snapshot, le modèle SDF produit alors
l’échantillon de données portant la valeur 1 qui est adapté en un évènement DE par Window et
pris en considération par le modèle DE au même instant. Il est ensuite adapté par Controller en
un évènement TFSM evtWEnd ce qui permet à l’automate de passer à l’état Stop et de produire
l’évènement evtWStop.
À la ﬁn du dixième snapshot et lors de la deuxième étape de l’algorithme de simulation, un
tic « now » est présent sur stopClock, impliqué par le dixième tic « now » sur snapshotClock.
Le moteur d’exécution met donc ﬁn à la simulation.
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9.5 Conclusion
Nous avons testé dans ce chapitre notre approche sur un exemple d’un système hétérogène
formé de trois modèles régis respectivement par trois MoCs diﬀérents. Après avoir conçu ce
système dans ModHel’X, nous avons présenté sa simulation où l’adaptation sémantique du temps
et du contrôle est spéciﬁée grâce à des relations d’horloges TESL. Une description plus détaillée
du système de lève-vitre automatique ainsi que sa simulation dans ModHel’X est présentée
dans [Boulanger 2013].
Les résultats obtenus suite à ce cas d’étude sont satisfaisants et correspondent à nos attentes.
La nouvelle version de l’algorithme de simulation de ModHel’X est prometteuse et l’adaptation
sémantique du temps et du contrôle d’un modèle hétérogène est à présent modélisée explicitement
par paire de modèles.
Nous présentons dans le prochain et dernier chapitre de ce mémoire une conclusion géné-
rale où nous parlerons de l’apport de la solution proposée, suivie d’une discussion et quelques
perspectives pour ces travaux.
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Conclusion
L’objectif de cette thèse est d’oﬀrir une solution pour spéciﬁer l’adaptation sémantique lors
de la conception d’un système impliquant diﬀérents domaines techniques, dans le but de le
simuler pour vériﬁer son comportement. Le principe de l’approche proposée est de modéliser
le comportement d’un modèle par un ensemble d’évènements qui se produisent à des instants
donnés. Nous pouvons ainsi associer à chaque évènement d’un modèle une horloge et représenter
chaque occurrence d’un évènement par un tic étiqueté sur l’horloge associée. Nous pouvons
alors déﬁnir des relations sur les tics de ces horloges pour spéciﬁer l’adaptation sémantique du
contrôle, et des relations sur les étiquettes de ces tics pour spéciﬁer l’adaptation sémantique du
temps. L’adaptation sémantique des données est traitée à part.
Nous avons exploré une première approche qui se base sur CCSL (Clock Constraint Speciﬁ-
cation Language), un langage déclaratif de spéciﬁcation de contraintes d’horloges, pour spéciﬁer
l’adaptation sémantique du temps et du contrôle. Grâce aux horloges et aux contraintes d’hor-
loges CCSL, nous avons pu modéliser trois modèles de natures diﬀérentes, et nous avons pu
spéciﬁer l’adaptation sémantique du contrôle entre eux. Nous avons pu valider le comportement
de ces modèles dans l’outil de résolution de contraintes CCSL TimeSquare. Cependant, il était
impossible d’associer des étiquettes aux tics des horloges CCSL, ce qui nous empêchait d’associer
une sémantique temporelle aux occurrences des évènements d’un modèle.
Nous inspirant de la notion d’étiquettes dans TSM et de la notion d’horloges et de relations
d’horloges dans MARTE et CCSL, un nouveau modèle de temps a été créé à Supélec. Appelé
TESL, ce dernier est un langage de spéciﬁcation d’évènements étiquetés, permettant d’une part
de déﬁnir des relations entre ces évènements, et d’autre part de déﬁnir des relations sur les
étiquettes de ces évènements.
Nous associons un évènement TESL à chaque modèle ainsi qu’à chaque composant susceptible
de générer du contrôle lors de l’exécution de son modèle. Chaque occurrence d’un évènement
associé à un composant implique une occurrence de l’évènement associé à son modèle. Les
occurrences de ces évènements déﬁnissent les instants d’observation du modèle en question. Les
tics de ces évènements sont associés à un domaine d’étiquettes commun, permettant ainsi de
spéciﬁer une sémantique de temps propre au modèle.
Notre approche traite le cas de modèles hétérogènes structurés hiérarchiquement. Nous spé-
ciﬁons l’adaptation sémantique du temps et du contrôle d’un tel modèle au niveau de chaque
composant d’interface appartenant à un modèle externe et contenant un modèle interne. Pour
spéciﬁer l’adaptation sémantique du contrôle, nous déﬁnissons une relation d’implication entre
les évènements associés au modèle interne et ceux associés au modèle externe de chaque com-
posant d’interface. Dans le cas où ces évènements sont associés à deux domaines d’étiquettes
diﬀérents, nous déﬁnissons une relation entre ces deux domaines d’étiquettes pour spéciﬁer
l’adaptation sémantique du temps.
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Nous avons présenté dans ce mémoire une solution à base de contraintes d’horloges pour
spéciﬁer explicitement l’adaptation sémantique dans un modèle hétérogène structuré hiérarchi-
quement. Cette solution a été intégrée à la plateforme de conception et de simulation de modèles
hétérogène ModHel’X.
ModHel’X est une extension et une généralisation de Ptolemy II [Eker 2003]. Ptolemy II sup-
porte un large choix de MoCs qui peuvent être combinés pour modéliser un système hétérogène.
Cependant, l’adaptation sémantique dans Ptolemy II est codée dans le noyau de ce dernier :
un concepteur utilisant Ptolemy II devra alors concevoir son système hétérogène en se basant
sur cette adaptation implicite. Dans l’approche que nous présentons ici, l’adaptation sémantique
entre les MoCs dans ModHel’X est spéciﬁée explicitement par paire de MoCs à la frontière de
deux modèles hétérogènes.
L’idée d’utiliser des contraintes d’horloges pour spéciﬁer l’adaptation sémantique dans un
modèle hétérogène est inspirée des travaux de [Mallet 2010] où les auteurs présentent une solution
pour modéliser le MoC SDF avec le langage de contraintes d’horloges CCSL. Nous avons présenté
une première solution dans le chapitre 5, où nous avons vu qu’avec les contraintes d’horloges
CCSL, nous étions capables non seulement de modéliser les MoC DE, TFSM et SDF, mais aussi
de modéliser l’adaptation sémantique du contrôle entre eux. Par contre, les tics sur les horloges
considérées dans CCSL ne peuvent pas être associés à une sémantique de temps, à part celle
déﬁnie par leurs numéros qui représentent simplement leur ordre de présence sur l’horloge à
laquelle ils sont associés. De ce fait, l’adaptation sémantique du temps n’était possible que pour
certains scénarios bien déﬁnis.
TSM propose un modèle mathématique (abstrait) où la sémantique du temps est déﬁnie par
des étiquettes associées aux évènements. MARTE concrétise cette approche en proposant une
modélisation UML du temps grâce à des horloges chronologiques associées à des domaines de
temps diﬀérents. Toutefois, ces horloges font référence au temps physique, mais sont concrète-
ment des horloges discrètes ayant un pas ﬁxe.
Nous avons testé notre approche avec TESL dans ModHel’X sur un cas d’étude d’un modèle
hétérogène composé de trois MoCs diﬀérents. Nous avons montré qu’il est possible de spéciﬁer
l’adaptation sémantique du temps et du contrôle par paires de modèles pour ces trois MoCs. Pour
cela, nous déﬁnissons, d’une part, des relations d’implication sur les tics d’horloges associées au
modèle global pour spéciﬁer l’adaptation sémantique du contrôle et d’autre part, des relations
entre les domaines d’étiquettes de ces horloges pour spéciﬁer l’adaptation sémantique du temps.
Un point fort de notre approche est que l’adaptation sémantique est spéciﬁée explicitement,
cela permet de déﬁnir des patrons d’adaptation paramétrables et utilisables dans diﬀérents
modèles. De plus, cette approche rend la spéciﬁcation de l’adaptation sémantique d’un modèle
hétérogène hiérarchique triviale ; elle se résume à de simples relations d’horloges, contrairement
à une structure algorithmique moins évidente à comprendre et à déﬁnir.
TESL déﬁnit une notion de temps continu, qui peut être liée au temps réel grâce aux Dri-
vingClocks comme nous l’avons vu dans la partie 7.3.2 de ce mémoire. Grâce à cette approche,
nous pouvons simuler précisément des modèles qui font appel à diverses notions de temps (temps
continu, temps discret, etc).
À notre connaissance, aucune autre approche permettant de spéciﬁer cette adaptation sé-
mantique par des horloges et des contraintes entre elles tout en restant dans le contexte de la
modélisation par composants n’a été proposée jusqu’à maintenant.
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L’approche proposée ne traite pas l’adaptation sémantique des données. Cependant, les don-
nées peuvent aussi générer du contrôle lors de la simulation d’un modèle hétérogène. L’exemple
du lève-vitre montre ce cas, où la génération d’un évènement DE par le composant d’interface
Window n’est eﬀectuée que lors d’un changement de valeur de la donnée fournie par le modèle
SDF. Une solution possible est de déﬁnir une structure de données liée aux tics des horloges
TESL. Chaque tic d’une horloge serait alors lié à une donnée qui diﬀère d’un MoC à un autre.
Nous pouvons ainsi spéciﬁer des contraintes sur les données des tics pour déﬁnir leurs adaptations
sémantiques par paire de MoCs. Ceci fera l’objet de travaux ultérieurs.
Néanmoins, même si TESL prend en charge une part importante de l’adaptation sémantique,
il est toujours nécessaire d’écrire un code Java volumineux, interagissant avec l’API de TESL,
distribué dans plusieurs méthodes de la sémantique abstraite, pour implémenter un adaptateur
comme nous l’avons présenté dans le chapitre 8 de ce mémoire. Des travaux sur cette problé-
matique ont été eﬀectués au département informatique de Supélec. Cela a abouti à la création
d’un langage dédié (DSL) pour l’adaptation sémantique [Meyers 2013], ce qui permet de spé-
ciﬁer un adaptateur de façon entièrement déclarative. Ainsi, plus de 300 lignes de code Java
sont réduites à moins de 25 lignes de déclarations dans le DSL. Ces travaux sont prometteurs et
seront poursuivis.
Le travail présenté dans ce mémoire sur l’adaptation sémantique entre MoC pourrait s’étendre
à la description des MoC eux-mêmes. La description d’un MoC se résumera ainsi à quelques
évènements et relations TESL entre eux, ce qui doit être comparé à sa description actuelle : en
général plusieurs centaines de lignes de code Java. De plus cela rendrait le modèle vériﬁable et
permettrait donc son analyse formelle.
Nous utilisons aussi TESL pour adapter la simulation avec l’environnement réel grâce aux
DrivingClocks comme nous l’avons vu dans la partie 7.3.2 de ce mémoire. Nous pouvons en-
visager d’adapter cette approche pour spéciﬁer l’adaptation sémantique dans le contexte de la
co-simulation, où chaque modèle est simulé par un moteur d’exécution diﬀérent. Chaque moteur
d’exécution sera ainsi associé à des DrivingClocks diﬀérents ; nous pourrons alors spéciﬁer des
relations entre ces horloges pour synchroniser diﬀérents moteurs d’exécution. Ceci favoriserait
l’interaction entre diﬀérentes plateformes de simulation.
Notons aussi que TESL est créé pour la simulation : les tics des horloges sont créés par
les composants, qui reçoivent le contrôle au cours de la simulation. Cela rend TESL moins
vériﬁable que CCSL qui est plus formel. En CCSL les tics sont créés uniquement par le solveur,
ce qui permet de vériﬁer la consistance des relations d’horloges et de détecter des deadlocks
comme nous l’avons mentionné dans [Boulanger 2012]. Nous pouvons envisager d’établir des
liens entre TESL et CCSL. De la sorte, des MoCs abstraits pourraient être déﬁnis avec CCSL,
sur lesquels il serait possible de prouver des propriétés. Nous pourrions ensuite montrer que
les MoCs dans ModHel’X sont des raﬃnements de ces MoCs abstraits. Des travaux sont en
cours au département informatique de Supélec pour exprimer ModHel’X avec le langage formel
event-B [Metayer 2005], ce qui oﬀrira également la possibilité de prouver des propriétés.
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Résumé
Ce travail traite de la modélisation de systèmes complexes constitués de plusieurs composants impliquant
des domaines techniques diﬀérents. Il se place dans le contexte de la modélisation hétérogène hiérarchique, selon
l’approche à base de modèles de calcul. Chaque composant faisant appel à un domaine technique particulier, son
comportement peut être modélisé selon un paradigme de modélisation approprié, avec une sémantique diﬀérente
de celle des autres composants. La modélisation du système global, qui intègre les modèles hétérogènes de ces
composants, nécessite donc une adaptation sémantique permettant l’échange entre les divers sous-modèles.
Ce travail propose une approche de modélisation de l’adaptation sémantique où les sémantiques du temps
et du contrôle sont explicitement spéciﬁées par le concepteur en déﬁnissant des relations sur les occurrences
d’évènements d’une part et sur les étiquettes temporelles de ces occurrences d’autre part. Cette approche est
intégrée dans la plateforme ModHel’X et testée sur un cas d’étude : un modèle de lève-vitre électrique.
Mots clés : Modélisation par Composants, Modélisation Multi-Paradigme. Modèle de Calcul. Adaptation Sé-
mantique. Relations d’Horloges.
Abstract
This work takes place in the context of hierarchical heterogeneous modeling using the model of computation
approach in order to model complex systems which includes several components from diﬀerent technical ﬁelds.
Each of these components is usually designed according to a modeling paradigm that suits the technical domain
and is based on speciﬁc semantics. Therefore, the overall system, which integrates the heterogeneous models of
the components, requires semantic adaptation to ensure proper communication between its various sub-models.
In this context, the aim of this thesis is to propose a new approach of semantic adaptation modeling where the
semantic adaptation of time and control is speciﬁed by deﬁning relationships between the occurrences of events as
well as the time tags of these occurrences. This approach was integrated into the ModHel’X platform and tested
on the case study of a power window system.
Keywords: Component-Based Modeling, Multi-Paradigm Modeling. Model Of Computation. Semantic Adap-
tation. Clocks Relations.
