We introduce and discuss a definition of approximation of a topological algebraic system A by finite algebraic systems of some class K. For the case of a discrete algebraic system this definition is equivalent to the well-known definition of a local embedding of an algebraic system A in a class K of algebraic systems. According to this definition A is locally embedded in K iff it is a subsystem of an ultraproduct of some systems in K. We obtain a similar characterization of approximation of a locally compact system A by systems in K.
Introduction
The numerical systems that are implemented in computers for the simulation of the field R are finite algebraic systems with two binary operations ⊕ and ⊙. The support of any such system R (we denote this support by R also) is a subset of R such that a ∈ R iff −a ∈ R, where a ∈ R. The operations ⊕ and ⊙ are defined as follows. Let M be a maximal element of R. If x, y ∈ R and x + y (x · y) ∈ [−M, M ] then x ⊕ y (x ⊙ y) is the nearest to x + y (x · y) element of R. Here + and · are the addition and the multiplication in R. If x + y (x · y) / ∈ [−M, M ] then x ⊕ y (x ⊙ y) are defined more or less arbitrary. If such overfilling of the memory would happen during a computation we obtain a wrong result, so it is necessary to take care for the overfilling of memory not to occur.
Usually R is an ε-grid on some interval [−N, N ] ⊆ [−M, M ] for a small enough ε ≥ δ -the minimal positive element of R. So for any x, y ∈ R if x + y (x · y) ∈ [−N, N ] then x ⊕ y (x ⊙ y) approximates x + y (x · y) with the accuracy ε.
The concrete systems R that are implemented in working computers are based on the representation of reals in the form with floating point. These systems are discussed in the monograph [12] , where it is shown that they are neither associative, nor distributive. These properties hold only approximately with the accuracy that depends on M and ε. A natural question arising here is the following one. How to construct the approximate versions of more complicated theorems about reals? More precisely, given a propsition ϕ concerning reals is it possible to construct for any M and ε a proposition ϕ M,ε such that ϕ holds for reals if and only if the proposition ϕ M,ε holds for all systems R that approximate the field R on the interval [−M, M ] with the accuracy ε for all big enough M and small enough ε? This question may be important for understanding the following problem. Suppose that we use some convergent numerical method for computation of a real funtion, or a functional, or an operator. The theorem about convergence of this method is a theorem about the field R but we use a finite system R implemented in our computer, which approximates R. Can we be sure that the obtained result of our computation is approximately right if we can use big enough numbers and high enough accuracy in our computer? The fact that this problem is natural can be demonstrated by the following example that was discussed in some first texts on FORTRAN.
Though the Taylor's series for sin x converges for all x the approximate computation of sin x based on its Taylor's expansion gives a wrong answer for a big enough x even if we do not need a very high accuracy δ. The reason is that we have to proceed with our computation until we obtain the term of our series that is less than δ. If a k is the k-th term of the series, then a k+1 = −a k · µ k , where µ k = x 2 2k(2k+1) . For big enough x the term µ k becomes less than ε -the minimum positive number in our finite system R -earlier than a k+1 becomes less than δ. When µ k < ε it is considered as zero by a computer. Hence we obtain zero for all a l with l > k and it makes no sense to proceed our computation any more.
Another problem concerning the computer systems approximating R is the following one. What properties of reals can hold for approximating finite systems. More precisely, let ϕ be any theorem about the field R. Is it true that for any big enough M and small enough ε there exists a finite system R that approximates R on the interval [−M, M ] with the accuracy ε and such that ϕ holds for R? For example, we mentioned above that the operaions ⊕ and ⊙ in numerical systems based on the floating point representation are neither associative nor distributive. It is easy to construct approximating systems for R that are abelian groups for ⊕ (see Example 2 of Section 2). Is it possible to construct finite rings that approximate R?
These problems are discussed in the present paper in a more general setting. We consider a locally compact algebraic system A =< A, σ > of the finite signature σ that contains only functional symbols (a universal algebra) and give a definition of approximation of this system by a finite system A f on a compact set C ⊂ A with the accuracy U , where U is an element of the canonical uniformity on C (< C, U >-approximation). For example if the topology on A is defined by a metric ρ then U = {< x, y >∈ C 2 | ρ(x, y) < ε} for some ε > 0. The universal algebra A is said to be approximable by finite algebras of a class K (K-algebras) if for any C and U there exists a < C, U >-approximatimation A f ∈ K. The definition of approximation of a locally compact group by finite groups, which is discussed in [6] is a particular case of this definition. It is known [6] that all locally compact commutative groups are approximable by finite groups but this is wrong for noncommutative groups [7] . There exist noncommutative groups that are approximable neither by finite groups, nor by finite semigroups, nor by finite quasigroups [1] , [7] , [5] . Basing on these results we show here that locally compact fields are not approximable by by finite associative rings (Theorem 1). In [7] , it was proved under some additional assumptions that the field R is not approximable by finite fields. From the point of view of the above discussion of computer numerical systems this result means that it is impossible to implement a numerical system for simulating the reals in a computer that is a finite associative ring.
In [2] (see also [4] ) finite approximations of locally compact abelian groups are used for a construction of finite dimensional approximations of pseudodifferential operators. Under this approach the operators are approximated together with the group structures connected with them. This allows to construct approximations, which have some nice properties, e.g. uniform convergence and spectrum convergence. Usually algebraic and geometric structures connected with operators can be considered as finite dimensional manyfolds (e.g. the symmetry groups of operators are often Lie groups). Thus the approximations of these structures are based on approximations of the field R together with some other continuous functions on R. The approximations of the other locally compact fields can be used in p-adic analysis, adelic analysis, etc. This is another reason for investigation of finite approximations of topological algebraic systems.
We investigate the problem of existence of approximate versions of theorems that was discussed in the beginning of this introduction. We consider here only theorems formulated in L σ -the first order language of the signature σ. The obtained results are similar to the well-known results about positive bounded formulas of the theory of Banach spaces [8] , [9] , [10] .
Recall that a formula is positive if it can be built up from atomic formulas using only conjunction, disjunction and universal and existencial quantifiers. We consider positive bounded formulas, i.e. positive formulas in the prenex form such that all involved existencial quantifiers are bounded by compact subsets of A and all involved universal quantifiers are bounded by relatively compact open subsets of A. These formulas are not of the language L σ but they have the obvious interpretation in A. We say that a formula ϕ ′ is an approximation of a positive bounded formula ϕ if it is obtained 1) by an extending of a compact set, which bounds a variable under each existential quantifier, 2) by a shrinking of an open set, which bounds a variable under each universal quantifier, 3) by replacing the equality in each atomic subformula by an approximate equality, i.e. by the statement that the ordered pair of terms of this equality is contained in a given element of the uniformity on A.
We prove (Theorem 6) that A |= ϕ iff for any approximation ϕ ′ for all big enough C and small enough
Here A (C,U ) is a < C, U >-approximation of A and ϕ is a positive bounded sentence. Hence, positive bounded theorems about A have approximate versions in the sense discussed above.
The proof of this statement uses the nonstandard analysis. If the topology on A is discrete then it is well-known [14] that A is approximable by algebras of a class K if it is isomorphic to a subalgebra of an ultraproduct of K-algebras. Using the language of nonstandard analysis the last statement can be reformulated in the following way.
A discrete universal algebra A is approximable by K-algebras if it is isomorphic to a subalgebra (maybe external) of an internal * K-algebra. We prove that if a non-discrete locally compact topological algebra A is approximable by finite Kalgebras then it is isomorohic to the nonstandard hull of an appropriate hyperfinite * K-algebra A h . We say that A h is a hyperfinite approximation of A.
If ϕ is a sentence in L σ (not necessary positive bounded) then denote by ϕ ≈ the formula that is obtained from ϕ by restricting all quantifiers in ϕ by the set of nearstandard elements and by replacing all equalities in ϕ by the relation ≈ -"to be infinitesimaly close". Then A |= ϕ iff for any hyperfinite approximation A h of A holds A h |= ϕ ≈ . For the case of positive bounded formulas the translation of the last statement into the standard language with the help of the Nelson's algorithm [15] gives Theorem 6.
Approximation of locally compact fields
Let A =< A, σ > be an algebraic system of a finite signature σ that contains only functional symbols. Recall that such algebraic systems are said to be the universal algebras. In what follows we call them simply algebras. We assume also that A is endowed with a locally compact topology and the functional symbols of σ are interpreted by continuous functions, which we denote by the same letters as the corresponding functional symbols in σ.
Let C ⊂ A be a compact set, U -a finite covering of C by relatively compact open sets (r.c.o. covering), A f =< A f , σ > -a finite algebra of the signature σ and j : A f → A -a mapping. The interpretation of a functional symbol g ∈ σ in A f is denoted by g f . For a 1 , . . . a n ∈ A f we denote by j(< a 1 , . . . , a n >) the n-tuple < j(a 1 ), . . . , j(a n ) > . We say that a, b ∈ C are U-close if ∃U ∈ U (a ∈ U ∧ b ∈ U ).
Definition 1
1. We say that a set M ⊂ A is a (C, U)-grid if for any c ∈ C there exists an m ∈ M such that c and m are U-close.
2.
We say that j is a (C, U)-homomorphism if for any n-ary functional symbol g ∈ σ and for anyā ∈ A n f such that j(ā) ∈ C n and g(j(ā)) ∈ C, the elements g(j(ā)) and j(g f (ā)) are U-close. 
We say that the pair
Usually we deal with the case when the set A is equiped with a uniformity W such that there exists an element W ∈ W that satisfies the following condition: for any x ∈ A the set W (x) = {y ∈ A | < x, y >∈ W } is relatively compact. In this case the uniformity W determines a locally compact topology on A and we say that the uniform space A is uniformly locally compact. For example, all locally compact groups satisfy this condition. When we consider the uniformly compact algebras of the signature σ we assume that the interepretations of functional symblos are some continuous, but not necessary uniformly continuous, functions. For example R is a uniformly locally compact space but the multiplication in R is not uniformly continuous. It follows from the general theory of the uniform spaces (see, for example, [3] ) that the restriction of a continouous function by a compact subset C is uniformly compact on C. For the case of uniformly locally compact algebras our definition can be simplified.
We assume now that A is a uniformly locally compact algebra of the signature σ and W is an element of uniformity such that ∀x ∈ A W (x) is compact (here and below the closure of a set E is denoted by E). Without loss of generality we can assume that W is symmetric i.e. < x, y >∈ W iff < y, x >∈ W . The items C, A f and j satisfy the same assumptions as above. We say that a, b ∈ C are W -close if < a, b >∈ W .
Definition 2
1. We say that a set M ⊂ A is a (C, W )-grid if for any c ∈ C there exists an m ∈ M such that c and m are W -close. 2 . We say that j is a (C, M )-homomorphism if for any n-ary functional symbol g ∈ σ and for anyā ∈ A n f such that j(ā) ∈ C n and g(j(ā)) ∈ C, the elements g(j(ā)) and j(g f (ā)) are W -close. Let us consider some examples of approximations of the field R. We use the signature σ =< +, · >.
We say that the pair
Since any compact C ⊂ R is contained in the interval [−a, a] for an appropriate a and the sets W ε = {< x, y > | |x − y| < ε}, ε > 0 form a base of the uniformity on R, it is enough to consider only the ([−a, a], W ε ) -approximations of R. We call these approximations the (a, ε)-approximations.
Example 1 Recall that the normal (computer) form of a real α is its represetation:
where p ∈ Z, and a 1 a 2 . . . is a finite or infinite sequence of decimal digits 0 ≤ a n ≤ 9, and a 1 = 0. The integer p is called the exponent of α, the sequence a 1 a 2 . . . -its mantissa. Fix two natural numbers P > Q. Consider the finite set A P Q of reals in the form (1) such that the exponent p of α satisfies the unequality |p| ≤ P and its mantissa contains no more than Q decimal digits. Define the following two binary operations ⊕ and ⊙ on A P Q . For any two elements α, β ∈ A P Q let α × β be either α × β or α + β. Consider the normal form of α × β:
Notice that the mantissa of c 1 c 2 . . . may contain more than Q digits. Put
If the mantissa c 1 c 2 . . . containes less than Q digits we complete it to a Q-digits mantissa by zeros. We denote by A P Q the algebra < A P Q , σ >, such that the interpretations of the functional symbols + and · are the functions ⊕ and ⊙ respectively .
Let us show that for any positive a and ε there exist natural numbers P and Q such that the algebra A P Q is an (a, ε)-approximation of R.
Fix an arbitrary a > 0 and a real ε such that 0 < ε < 1 and put r = [log 10 (a+ε)]+1, Q = r+[log 10
is the integer part of a real x. Then a < 10 r − 10 r−Q and 10 r−Q < ε. Fix an arbitrary natural number P > Q and consider the universal algebra A P Q . Let B = {±k · 10 r−Q | k = 0, 1, . . . 10 Q − 1}. Obviously B ⊂ A P Q (the exponent of an arbitrary element of B does not exceed r < P and its mantissa does not contain more than Q digits) and B is a It is easy to see that the operations ⊕ and ⊙ are commutative, ξ ⊕ (−ξ) = 0 and ξ ⊕ 0 = ξ for any
Then α ⊕ β = α ⊕ γ, so the cancellation law fails for ⊕. Thus, the law of associativity for ⊕ fails also.
The following examples show that the laws of assciativity for ⊙ and distributivity fail.   0. 99 . . . 9
We use here that (2 ⊙ 0.5) = 1 and (2 ⊕ 1) = 3. 
Denote by A ′ M,∆ the algebra of the signature σ with the underlying set A ′ M,∆ and the interpretation of the functional symbols defined by formulas (3) and (4) .
Let us show that for any positive a and real ε such that 0 < ε < 1 there exists an (a, ε)-approximation of
This proves that A ′ M,∆ is an (a, ε)-approximation of the field R. It is obvious that A ′ M,∆ is an abelian group with respect to ⊕ (see (3)). Let us show that for any big enough M and small enough ∆ the multiplication ⊙ satisfies neither the law of associativity, nor the law of distributivity. Fix any 0 < k < 
Since 0 < k < M 2 we have k∆ ⊕ k∆ = k∆ + k∆ = 2k∆. By formulas (4) and (5) holds
On the other hand
So the law of distributivity fails in
The law of associativity for ⊙ also fails in A ′ M,∆ since, for example,
Indeed, it is easy to see that for a small enough ∆ the left-hand side of the inequality (6) is an element of the interval M 2 ∆, M ∆ , while the right-hand side is negative. Example 3. Consider an example of approximation of the field Q p of p-adic numbers. Any nonarchemedian locally compact field can be approximated in a similar way. Recall that any p-adic number α can be uniquely represented in the form
where n, a ν ∈ Z, 0 ≤ a ν < p, a n = 0. The p-adic norm of α is given by the formula
The set Z p = {α | |α| p ≤ 1} is a compact subring of Q p which is called the ring of integer p-adic numbers. From the multiplicativity of p-adic norm, we get that for any n ∈ Z the subgroup p n Z p = {α | |α| p ≤ p −n }. It is obvious that this subgroup is compact. Thus the sequence {p n Z p | n ∈ Z} is a decreasing sequence of compact sets that covers Q p . Hence it is enough to consider only the (p n Z p , p −m )-approximations of Q p for all n ∈ Z, n < 0, m ∈ N, which we call simply the (m, n)-approximations.
For any n > 0 the subgroup p n Z p is an ideal in Z p and the quotient ring K n is equal to Z/p n Z. Represent the elements of this ring by the least posititive residuals modulo p n . Then K n = {0, 1, . . . , P n −1. Represent each k ∈ K in the p-based number system:
Compairing (7) and (9), we see that the inclusion K n ⊂ Z p holds for the sets K n and Z p . However the ring operations in these sets are distinct. Indeed, the addition + and multiplication · of natural numbers in Z p are the same as in N while the addition ⊕ and multiplcation ⊙ in K n are the addition and multiplication
It is easy to see that
Thus, the identical embedding of K n into Z p is a p −n -homomorphism. Hence, the ring K n is a (Z p , p −n )-approximation of Z p (see Remark 1) . We see that the compact ring Z p is approximable by finite commutative associative rings.
To construct an (−n, m)-approximation (n, m > 0) of Q p consider the set H n,m ⊂ p −n Z p of all numbers of the form
where ⊕ is the addition in K n+m . The definition of ⊙ is more complicated. Let
Put
Since α,
Dividing the left hand side of this inequality by p n , using the properties of p-adic norm and formula (10), we obtain that
This proves that the identical embedding of (10), it is obvious that < H n,m , ⊕ > is an abelian group isomorphic to the additive group of K n+m .
It is easy to see that for any integer c such that 0 ≤ c < p holds
This shows that the distributivity law fails for ⊕ and ⊙. Since 0 ⊙p = 0 and
This shows that the associativity law fails for ⊙.
In all these examples the finite algebras that approximate the locally compact fields fail to be rings. Indeed, the following theorem holds.
Theorem 1 A locally compact field can't be approximated by finite associative rings.
The proof of this theorem is based on the following two theorems proved in [5] .
Theorem 2 If a locally compact group is approximable by finite semigroups then it is approximable by finite groups.

Theorem 3 If a locally compact group is approximable by finite quasigroups (in particular, by finite groups) then it is unimodular (i.e. the left and right Haar measures coincide).
It is well known [13] that if a unimodular group G acts continuously on a unimodular locally compact group H by automorphisms and this action does not preserve the Haar measure on H then the semidirect product of G and H is non-unimodular.
Proof of Theorem 1. Let K be a locally compact field, K + the additive group of K, and K * the multiplicative group of K. The multiplication in K is a continuous action of K * on K + . It is obvious that this action is not measure preserving. Thus, the semidirect product of these groups is non-unimodular. This semidirect product is isomorphic to the following matrix group:
Let us assume that K is approximable by finite associative rings and prove under this assumption that G is approximable by finite semigroups. Then by Theorem 2, G is approximable by finite groups. Thus, by Theorem 3 G, is unimodular. This contadiction prove Theorem 1.
The group G is homeomorphic to K * × K as a topological space. Put
where | · | K is the norm in K We have to show that for any compact sets A ⊂ K * and B ⊂ K there exists a (A×B,
. For any positive δ denote by U δ the set {< a, b >∈ K | |a − b| K < δ} and put C = U ε/2 (D). Since D is a compact set and any open ball in K is relatively compact, we have that C is a compact set also. According to our assumption, there exists a finite associative ring < F, ⊕, ⊙ > and a map i : F → K such that the pair < F, i > is a (C, U ε/2 )-approximation of the field K. Our group G is equal to K * × K as a set. The multiplication in G is given by the formula
Consider the finite S such that S = F × F as a set and the multiplication in S is given by the formula
Since F is an associative ring, it is easy to see that S is a semigroup. The map i : F → K is defined by the formula
Since j(F ) is an ε 2 -grid for C and thus, for A and B, it is obvious that i(S) is an
Then, by the definition of i and formula (14), we have j(s), j(q), j(s ⊙ q) ∈ A. Hence,
By the definition of i and formulas (13)-(16), we obtain that i is an (A × B, W ε )-homomorphism. 2.
3 Characterization of appproximability in terms of ultraproducts. The language of nonstandard analysis.
If a universal algebra A is discrete the definition 1 (4) of approximation of A by finite K-algebras can be reformulated in the following way.
Proposition 1 A discrete algebra A of a finite signature σ is approximable by finite K-algebras if for any finite subset C ⊂ A there exists a finite algebra A C ∈ K and a map j :
2. For any n-ary functional symbol f ∈ σ and for anyā ∈ A n C such that j(ā) ∈ C and f (j(ā)) ∈ C holds
It is easy to see that this definition is equivalent to the well known in Model Theory (cf., for example, [14] ) definition of a local embedding of A in K. The following proposition is contained in [14] . Proposition 2 A discrete algebra A is approximable by K-algebras iff A is isomorphic to a subalgebra of an ultraproduct of K-algebras.
The characterisation of approximability of an arbitrary locally compact algebra by K-algebras in terms of ultraproducts is more complicated. In order to simplify our considerations we use the language of nonstandard analysis.
Let I be an arbitrary infinite set (a set of indexes) and G a free ultrafilter on I. We assume them fixed in this section. Recall that in nostandard analysis the ultrapower A G is called the nonstandard extension of A and is denoted by * 
It is obvious that if
The nonstandard extension * A of a locally compact algebra A = A, σ of a finite signature σ is the algebra * A, σ , where any functional symbol f ∈ σ is interpreted by the operation * f -the ultrapower of the f on A. If f ∈ σ is an n-ary functional symbol andγ ∈ ns( * A n ) then, since f is continuous, * ϕ(γ) ∈ ns( * A) and
Thus, the following proposition holds 
In nonstandard analysis the ultraproducts of sets (functions, relations) are said to be internal sets (functions, relations). All theorems of classical mathematics hold for internal objects. This follows from the Los's theorem about ultraproduct and is call the Transfer Principle in the context of nonstandard analysis. For example, any bounded from above internal subset S ⊂ * R has the lowest upper bound. Indeed, let S = i∈I S i /G. Since S is bounded we can assume without loss of generality that all sets S i are bounded from above. Then it is easy to see that i∈I sup S i /G is the sup S in * R. It is easy to see that the sets µ(0) = {α ∈ * R | α ≈ 0} and ns( * R) are not internal. Indeed, it is obvious that ns( * R) is bounded from above by any infinite Ω, but it has no supremum, since it is easy to see that the sup ns( * R) can not be either finite or infinite. A similar considration hold for µ(0). The non-internal sets are called external.
The ultraproducts of finite sets are called the hyperfinite sets. The internal cardinality of a hyperfinite set
. In what follows we use the term "cardinality" only for internal cardinalities. We use the term "external" for classical cardinlities.
It is easy to prove that if the internal cardinality of an internal set is a standard natural number n then its external cardinality is also equal to n. An ultraproduct B = i∈I A i /G of algebras A i of a finite signature σ is said to be a hyperfinite algebra of the signature σ. If K is a class of algebras of the signature σ and {i ∈ I | A i ∈ K} ∈ G then, by definition, B ∈ * K. We say in this case that B is a K-algebra. In what follows we need the saturation properties of ultraproducts. We use the standard notation λ + for the cardinal next to a cardinal λ. Recall (see, for example, [11] ), that an ultraproduct is said to be λ + -saturated if any family of cardinality λ of internal subsets that satisfies the finite interesection condition has the non-empty intersection. The saturation properties of ultraproducts depend only on ultrafilters and thus we can speak about the saturation properties of ultrafilters. For example, any ultraproduct over a free ultrafilter over a countable set is ω + -saturated i.e. any free ultrafilter over ω is ω + -saturated. For any cardinal λ there exists a λ + -saturated ultrafilter [11] .
Definition 3 Let A h = A h , σ is a hyperfinite algebra of a finite signature σ, and j : A h → *
A an internal mapping. We say that a pair A h , j , is a hyperfinite approximation of a locally compact algebra A of the signature σ if the following two conditions hold:
2. for any n-ary functional symbol ϕ ∈ σ holds ∀α ∈ (j
Here and in the sequel ϕ h is the interpretation of the functional symbol ϕ in A h .
Theorem 4 A locally compact algebra A = A, σ is approximable by finite algebras of a class K iff there exists a hyperfinite approximation
Proof. ⇐= Let * A = A G , where G is a free ultrafilter over a set I, {A i | i ∈ I} -a family of finite K-algebras, A h = i∈I A i /G, j = i∈I j i /G, where j i : A i → A for any i ∈ I. We assume that A h and j satisfy the conditions of Definition 3.
Consider a compact subset C ⊂ A and a finite covering U of C by relatively compact open sets. For any U ∈ U fix an element a U ∈ C ∩ U . By our assumption, there exists an element α U ∈ A h such that
Hence, for any U ∈ U the set I U = {i | j −1 i A i ∩ U = ∅} ∈ G and, since U is finite, I U = U∈U I U ∈ G. Obviously, for any i ∈ I U the set j i (A i ) is a C, U -grid. We assume, without loss of generality, that I U = I.
To prove that j is a C, U -homomorphism consider for simplicity a unary functional symbol ϕ ∈ σ. If the set {i ∈ I | ∃a ∈ A i (j i (a), ϕ(j i (a) ∈ C)} / ∈ G then its complement is in G. For the elements i of this complement the map j i satisfies the conditions of C, U -homomorphism for ϕ automatically. So, we can assume, without loss of generality, that ∀i ∈ I∃a ∈ A i (j i (a), ϕ(j i (a) ∈ C). We have to show that for any ϕ ∈ σ the set
Indeed, the condition (19) implies that
2 α = {i ∈ I | j i (ϕ i (α i )) and ϕ(j i (α i )) are U − close)}. By the Los's theorem, the condition (19) follows from the condition ∀α ∈ A h (I
To prove (20) notice that if
=⇒ onsider the set M of all pairs C, U , where C ⊂ A is a compact set and U is a finite r.c.o. covering of C. Consider the relation ≤ on M defined by the following formula
the relation ≤ is a pre-ordering;
3. for any
Proof. The first two properties follow immediately from the definition. To prove the property 3 it is enough to put C = C 1 ∪ C 2 and
Recall that a pre-ordered set that satifies the condition 3 of Lemma 1 is called a directed set. Let now λ be the weight of the topological space A, i.e. the least cardinality of a base of topology of A is equal to λ. Then it is easy to see that that the pre-ordered set M has a cofinal subset M λ . Obviously, A is approximable by finite K-algebras iff for any m = C, U ∈ M λ there exists a finite K-algebra A m that is an m-approximation of A.
Fix a λ + -saturated ultrafilter G. In the rest of this proof we consider only ultraproducts over G. The following proposition is obvious (compare with Propositions 3 and 4).
Proposition 5 Let
The isomorphism is induced by the surjective homomorphism
Let ψ(x 1 , . . . , x n ) be a formula of L σ -the first order language in the signature σ. Denote by ψ ∼ the formula that is obtained from ψ by replacement of any atomic subformula t 1 = t 2 of ψ, where t 1 and t 2 are terms of the signature σ, by t 1 ∼ t 2 . Denote by ψ b ∼ the formula that is obtained from ψ ∼ by replacement of any quantifier Qx in ψ by Q b x. We interpret ψ ∼ and ψ b ∼ in A h . The interpretation of t 1 ∼ t 2 is obvious. A quntifier Q b is interpreted by a bounded quantifier Qx ∈ (A h ) b . The following proposition is an easy corollary of Proposition 5.
Proposition 6
If A h , j is a hyperfinite approximation of A then for any formula ψ(x 1 , . . . , x n ) ∈ L σ and any α 1 , . . . , α n ∈ (A h ) b holds
Remark 2 From the point of view of computer numerical systems discussed in Introduction Proposition 2 has the following interpretation. Usinig the language of nonstandard analysis we can consider an idealized
computer that has the hyperfinite memory. Then the numerical system for simulating the field of reals implemented in this computer is a hyperfinite algebra R h in the signature σ = +, · that is a hyprfinite approximation of R.
The elements of (A h ) b can be considered as the elements that are not too close to the boundary of the memory. It is very natural that the property "to be not too close to the boundary" is an external property: if a natural number n is "not to close to the boundary" then obviously the same is true for n + 1. Recall that an external subset of a λ + -saturated ultrapower is called a σ-set (a π-set) if it is the union (the intersection) of a family of cardinality λ of internal sets 1 . By Proposition 5 A is isomorphic to the quotient algebra
If the weight of the topological space A is λ then it is easy to see that there exists a family C λ of compact subsets of A such that the cardinality of C γ is λ and A = {C | C ∈ C λ .
It follows from (17) that in this case ns(
Let us assume now that the topology on A is induced by some uniformity W. It is easy to see that the minimal cardinality of a base of this uniformity does not exceed the weight λ of topology on A. Then it is easy to see that for any γ, δ ∈ ns( * A)
The condition (21) allows to extend the equivalence relation ≈ defined on ns( * A) on the whole * A. Thus, the relation ∼ can be extended on the whole A h : for any α, β ∈ A h α ∼ β ⇐⇒ ∀W ∈ W( j(α), j(β) ∈ * W ).
Let W λ be a base of uniformity on A of the minimal cardinality. Obviously, the family W can be replaced by W λ in (21). Thus, the relation ∼ is defined by the formula:
Hence ∼ is a π-relation. The relation ∼ has also the following important property:
In what follows the set {β ∈ A h | α ∼ β} will be denoted by α ∼ . The following theorem shows how a locally compact universal algebra A of a finite signature can be constructed from an arbitrary λ + -saturated ultrapower of finite universal algebras in σ. Let A h be a λ + -saturated ultraproduct of finite algebras of a finite signature ν. Let (A h ) b be a σ-subset of A h closed under the ν-operations in A h , i.e. (A h ) b is a σ-subalgebra of A h . Let ∼ be a π-equivalence relation on A h such that its restriction on (A h ) b is a congruence relation that satisfies (23).
Let
Denot by I the family of all internal subsets of (A h ) b . Consider the quotient systemÂ = (A h ) b / ∼ and let # : (A h ) b →Â be a canonical map. Define the topology T onÂ such that for any α ∈ (A h ) b the family {i(F ) # | α ∈ F ∈ I} is a base of neighborhoods of the point α # .
Theorem 5
1. The weight of topology T does not exceed λ. A h , j is a hyperfinite approximation of a locally compact uniform algebra A and (A h ) b and ∼ 
The algebraÂ endowed with the toplogy T is a topological algebra.
The topological algebraÂ is locally compact iff the following condition holds:
∀F ∈ I∀ internal G ⊃∼ ∃K ⊂ F (|K| ∈ N ∧ F ⊂ α∈K {β | α, β ∈ G}).
If
are defined by formulas (20) and (22) respectively then A is topologically isomorphic toÂ
A proof of this theorem for the case of locally compact groups is contained in [6] . It can be transfered without any changes on the general case.
We say that a locally compact algebra A is abstractly approximable by finiteK-algebras if A is topologically isomorphic to the algebraÂ constructed in Theorem 5, where A h is an ultraproduct of finite K-algebras. Theorem 5 (4) shows that if A is approximable by K-algebras then it is abstractly approximable by K-algebras. Is the inverse statement true? This question is open.
It is easy to see that Theorems 1 -3 hold for abstract approximation. The Corollary 6 of Theorem 4 can be reformulated for abstract approximations also.
Let us say that that a triple A h , (A h ) b , ∼ is an an abstract approximation of the algebra A if this triple and A satisfy Theorem 5.
Proposition 7 If
4 Positive bounded formulas in the theories of a locally compact algebra and their finite approximations
In this section we investigate the approximate versions of first order theorems about a locally compact algebra A that hold in its finite approximations. Proposition 6 shows that if we use the language of nonstandard analysis then it is possible to construct an approximate version ϕ ∼ of any first order sentence ϕ such that ϕ ∈ Th(A) iff ϕ ∼ holds for any nonstandard approximation A h , j of A. If we use only the language of standard mathematics then the situation is more complicated: the similar result can be obtained only for some special class of formulas -the so called positive bounded formulas. We obtain this result by using Nelson's algorithm of translation of nonstandard sentences into standard ones introduced in [15] . This algorithm is based on Nelson's Idealization Principle [15] that does not hold for our models, but for the formulas, for which we apply this algorithm, it can be derived from λ + -saturation. In this section we assume that a locally compact topology on our algebra A is induced by a uniformity W on A and use Definition 2 of approximation by finite algebras. Obviously all results of section 3 hold for this Definition. We have only to take for M the set of all pairs C, W , where C is a compact subset of A and W ∈ W. The partial ordering ≤ on M is defined as follows:
It is easy to see that if the weight of induced topology on A is λ then there exists a confinal subset M λ ⊂ M of cardinality λ.
We assume that the uniform space A is uniformly locally compact, i.e. there exist a base of uniformity W λ of cardinality λ such that for any W ∈ W λ and for any x ∈ A the open set W (x) is relatively compact.
We say that a formula ϕ ∈ L σ is positive if it can be built up from atomic formulas using only conjunction, disjunction and quantifiers. In what follows we work only with positive formulas in the prenex form
where Q i are quantifiers and ψ is a disjunction of conjunctions of atomic formulas. An arbitrary (not necessary positive) formula ϕ is equivalent to a formula in the form (24), where ψ is a disjunction of conjunctions of atomic formulas and their negations. Let α 1 , . . . , α k be the list of all atomic formulas and their negations involved in ψ. For any 1 ≤ i ≤ k fix a W i ∈ W and denote by α i [W i ] the formula t 1 , t 2 ∈ W i if α i is t 1 = t 2 and t 1 , t 2 / ∈ W i if α i is ¬(t 1 = t 2 ). Here t 1 and t 2 are terms of the signature σ.
The interpretation of 
The following theorem is the main result of this section. 
2) for any C, W ≤ C 0 , W 0 , for any (C, W )-approximation A f , j f of A, and for any
If for some property P there exists a C 0 , W 0 ∈ M such that P holds for all C, W -approximations of A such that C, W ≤ C 0 , W 0 , then we say that P holds for all precise enough approximations of A. 
It is easy to see that for any strong approximation of this formula there exists a finer strong approximation of the following form:
where 1 < c < d < b and δ > 0. We have to show that there exist a 0 , ε 0 such that for any a > a 0 , ε < ε 0 formula (25) holds for any finite a, ε -approximation A f , j f of R (the definition of a, ε -approximation see before the example 1 of section 2). We assume for simplicity, without loss of generality, that the constant symbol 1 is included in the signature σ and that j f (1) = 1. Fix any x such that c −1 < |x| < c and let y = x −1 , b −1 < |y| < b. Take ξ, η ∈ A f such that |x − j f (ξ)| < ε and |y − j f (η)| < ε. The a and ε have to satisfy the following conditions:
where ⊙ is the multiplication in A f . To satisfy the first two conditions we have to take a such that b + ε < a. Since xy = 1 we have |1 − j f (ξ) · j f (η)| < (2b + ε)ε and thus (2b + ε)ε + 1 < a. By the definition of a, ε -approximation we have under this conditions }. Then it is easy to see that for any for any a > a 0 , ε < ε 0 for any a, ε -approximation A f , j f of R and for any ξ, η ∈ A f such that |x
. If x 0 > y 0 and α < 1 2 (x 0 −y 0 ) then, obviously, there exists ε 0 such that (x 0 −ε 0 > y 0 +α. Then for any a, ε -approximation
The relation < also can be defined by positive formula. Indeed:
for some α > 0 and 0 < b < c. It is easy to see that for α < 1, for small enough ε, big enough a and for any a, ε -approximation To prove Theorem 6 we consider at first its nonstandard version. Let A h , j be a hyperfinite approximation of A in the sense of Theorem 4. Then a strong approximation ϕ[c][W ] of a positive formula ϕ in the form (24) has an obvious interpretation in A h : a quantifier Q C x... is interpreted by Q x (j(x) ∈ * C...) and a formula t 1 , t 2 ∈ W -by j(t 1 ), j(t 2 ) ∈ * W . Obviously, the statements (1) and (2) . . . , β n ). So we have to prove only the inverse implication. Consider at first the case of quantifier free formula, i.e. the case when ϕ = ψ in the form (24). We have ψ = P 1 ∨ · · · ∨ P r , where each P i is a conjunction of atomic formulas. To prove this implication, it is enough to prove that for any positive bounded formula θ(x) and a compact set such that for any a > a 0 , ε < ε 0 for any a, ε -approximation A f , j f , for any β 0 , . . . , β n ∈ A f such that |j(β i ) − b i | < ε 0 , i = 0, . . . , n, and for any ξ ∈ A f such that j(ξ)
where g f is the interpretation of the symbol g in A f .
