In this paper, we present a generalization of a Hamilton-Jacobi theory to higher order implicit differential equations. We propose two different backgrounds to deal with higher order implicit Lagrangian theories: the Ostrogradsky approach and the Schmidt transform, which convert a higher order Lagrangian into a first order one. The Ostrogradsky approach involves the addition of new independent variables to account for higher order derivatives, whilst the Schmidt transform adds gauge invariant terms to the Lagrangian function. In these two settings, the implicit character of the resulting equations will be treated in two different ways in order to provide a Hamilton-Jacobi equation. On one hand, the implicit differential equation will be a Lagrangian submanifold of a higher order tangent bundle and it is generated by a Morse family. On the other hand, we will rely on the existence of an auxiliary section of a certain bundle that allows the construction of local vector fields, even if the differential equations are implicit. We will illustrate some examples of our proposed schemes, and discuss the applicability of the proposal.
Introduction
The Hamilton-Jacobi theory (HJ theory) is a very useful theory for the study of dynamical systems. It is rooted in the idea of finding an appropriate canonical transformation [4, 34] that leads the system to equilibrium with a trivial Hamiltonian, and pairs of action-angle variables that render the dynamics trivial. This philosophy has brought many interesting results, deriving into integrability theories, reduction, KAM theory, among others [21, 23, 59, 60] . Our interest resides in the geometric interpretation of this theory [1, 46, 48] , its formulation, and applications. See for example [12] , where a geometric framework for the HJ theory was presented and the Hamilton-Jacobi equation was formulated both in the Lagrangian and in the Hamiltonian formalisms of autonomous and nonautonomous mechanics.
Geometric HJ theory. The time-independent HJ theory is a partial differential equation for a generating function W ,
H q
A , ∂W ∂q A = E
on a n-dimensional configuration space Q with local coordinates (q A ), and E is the energy. This generating function comes from a separable generating function in t, i.e., G 2 = W (q A ) − Et where the momentum in the canonical transformation corresponds with p A = ∂W/∂q A . The equation (1) can be interpreted geometrically in the following way. First, consider a Hamiltonian vector field X H on T * Q, and a one-form γ on Q. We define a vector field X γ H on Q by
This definition implies the commutativity of the following diagram.
We state the geometric Hamilton-Jacobi theorem as follows.
Theorem 1 Assume that we have a closed one-form γ = dW on Q, then the following two conditions are equivalent:
1. The vector fields X H and X γ H are γ-related, that is
2. and the following equation is fulfilled
Under these conditions, we will say that γ is a solution of the Hamilton-Jacobi problem.
Therefore, a HJ theory finds solutions on the lower dimensional manifold Q and retrieves them on the higher dimensional manifold T * Q by the existence of a section γ of the cotangent bundle which is the solution γ of the Hamilton-Jacobi equation (1) .
This picture (3) can be devised in different situations, as it is the case of nonholonomic systems [14, 23, 32, 37, 39, 50, 51] , geometric mechanics on Lie algebroids [5] and almostPoisson manifolds, singular systems [41] , Nambu-Poisson framework [44] , control theory [7] , classical field theories [38, 40, 45] , partial differential equations in general [64] , the geometric discretization of the Hamilton-Jacobi equation [43, 52] , and others [6, 13] .
One of the conditions in this theory for γ to be a solution to be a solution of the HJ equation is that its image Im(γ) is a Lagrangian submanifold. Recall that given a symplectic manifold as the pair (M, Ω), a sufficient condition for a submanifold S ⊂ M to be a Lagrangian submanifold is that T S = T S ⊥ is satisfied. If S is a isotropic subspace of a symplectic manifold (M, Ω), then S is Lagrangian if an only if dimS = (dimM )/2, this is equivalent to saying that γ is closed on a manifold that is a cotangent bundle (this would not be true for an arbitrary manifold). For different types of manifolds (Poisson, Nambu-Poisson, etc), the definition of a Lagrangian submanifold has been accommodated to its background. See for example [46] . In the case of mechanical systems, the Lagrangian submanifolds have a physical interpretation as a generalization of the set of possible initial momenta of a given point in the configuration space. As it is well known, the image space of a closed one-form γ is a Lagrangian submanifold, and the Weinstein tubular neighborhood theorem [65] assures there exists a tubular neighborhood of a Lagrangian submanifold S in (M, Ω) that is symplectomorphic to an open neighborhood of the zero section in (T * S, Ω S ).
Given a Hamiltonian system (T * Q, H, Ω Q ), the image space of the Hamiltonian vector field X H is a Lagrangian submanifold of the symplectic manifold T T * Q equipped with a symplectic structure Ω T Q computed to be the complete lift of Ω Q . Accordingly, a differential system is said to be a Hamiltonian system if it can be recast as a Lagrangian submanifold of a certain symplectic manifold. It is evident that if the Lagrangian submanifold is horizontal, according to the Poincaré lemma [46] , there locally exists a Hamiltonian function generating the dynamics. This results with an explicit differential system, called as an explicit Hamiltonian system. Otherwise, if a Lagrangian submanifold is non-horizontal then it is not guarantied the existence of a Hamiltonian vector field generating the dynamics. We call such kind of systems as implicit Hamiltonian system.
Hamilton-Jacobi theory for implicit hamiltonian systems. It is important to remark that the classical HJ theory only deals with explicit Hamiltonian systems. In [24] , we formulated an idea to deal with the implicit character. We considered implicit first order differential equations as a submanifold S of T T * Q. This submanifold S projects to T Q by the tangent mapping T π Q to a submanifold S γ = T π Q (S) of T Q, which is another implicit differential equation on Q and γ : Q → T * Q would be the solution for the implicit Hamilton-Jacobi problem. The philosophy of the geometric HJ theory is to retrieve solutions of S, provided the solutions of T π Q (S). Let us picture this in a diagram:
In similar fashion as in the classical Hamilton-Jacobi theorem (1), (Q, T * Q) is a symplectic manifold with a canonical two form Ω Q and canonical projections π Q : T * Q → Q and τ Q : T Q → Q. In order to lift the solutions in Q to T * Q, we are still in need of a closed one-form γ on Q, but two ingredients of the theory are missing. One is that the base manifold C = τ T * Q (S) is not necessarily the whole T * Q, but possibly a proper submanifold of it. The second is the nonexistence of a Hamiltonian vector field due to the implicit character of the equations. In the classical theory, the major role of the Hamiltonian vector field is to connect the image space of γ and the submanifold S. In this case, the Lagrangian submanifold has failed to be horizontal, and a Hamiltonian function does not exist even in a local chart.
Our first idea to work with a nonhorizontal submanifold is to make use of the MaslovHörmander theorem (known also as generalized Poincaré lemma) [10, 33, 46, 65] , which affirms that there exists a Morse function (a family of generating functions) that generates the dynamics of the implicit system. This Morse function plays the role of the Hamiltonian in the explicit picture. The Morse family is defined on the total space of a smooth bundle linked to T T * Q by means of a special symplectic structure.
The second idea to deal with the implicit character of the system is based on the local construction of a vector field. For this construction we need to consider a second auxiliary section σ : C ∩ Im(γ) → E, because since E is implicit, there may exist several vectors in E projecting to the same point, say c, in C. The role of the section σ is to reduce this unknown number to one. As a result, we arrive at a vector field X σ that satisfies Hamilton-like equations. We will show details in forthcoming sections applying this for implicit higher order systems [24] .
Higher order systems. Higher order systems are not so common as first and second order systems, at least in the physical literature, but they still make an appearance in the mathematical description of relativistic particles with spin, string theories, gravitation, Podolsky's electromagnetism, in some problems of fluid mechanics and classical physics, and in numerical models arising from the geometric discretization of first order dynamical systems (see [54, 55] for a long but non-exhaustive list of references). In [54] the authors propose an unified formalism for autonomous higher order dynamical systems in the Lagrangian and Hamiltonian counterparts; and in [17] they propose a Hamilton-Jacobi theory for higher order systems that are explicit.
Nonetheless, these previous works had not considered the possible implicit character of the equation coming from the Lagrangian or Hamiltonian part when they give rise to higher order equations. It is important to depict a Hamilton-Jacobi theory for implicit systems, given the number of singular Lagrangians in the sense of Dirac-Bergmann [2, 20] , including systems appearing in gauge theories [42] . The Euler-Lagrange equations for these systems give rise to differential equations that are implicit, and they cannot be put in a normal form. The geometric formalism for dealing with dynamical systems in their implicit form and of lower order was introduced in [61, 62] , where a unified approach for the Lagrangian description of (time-independent) constrained mechanical systems is provided through a technique that generates implicit differential equations on T * Q from one-forms defined on the total space of any fiber bundle over T Q [8] . Other authors designed other methods following Dirac-Bergmann prescription to be able to deal with singular Hamiltonian and Lagrangian theories, e.g., the Gotay-Nester algorithm [26, 27, 28, 29] .
Goal of the paper and the contents. In this paper, we construct a Hamilton-Jacobi theory for higher order mechanical systems described through implicit differential equations. More concretely, we will generalize the geometry that we have proposed in [24] . As we have mentioned previously, in [24] , two ideas are proposed. In the present work, we generalize the first idea by considering a higher order implicit differential equation as a submanifold S of T T * T k−1 Q generated by a Morse function F defined on the Whitney sum T * T k−1 Q × T k−1 Q T k Q and the projected submanifold is S γ in T T k−1 Q. For a higher order Lagrangian function on T k Q, whether being degenerate or nondegenerate, we will take the associated energy function as the Morse family. The idea is to find a section γ :
If the Lagrangian is nondegenerate, the energy function can be written in terms of the momentum coordinates available in the iterated cotangent bundle. This results with a well-defined Hamiltonian function on T * T k−1 Q [53] . In this case, the Lagrangian submanifold is horizontal with respect to π T k−1 Q . As discussed previously, the classical Hamilton-Jacobi theory is proper for such systems. If the Lagrangian is degenerate, then the energy function still remains to be a Morse family but, in this case, a well-defined Hamiltonian function defined on the total space of the iterated cotangent bundle is not possible. In geometrical terms, the Lagrangian submanifold is nonhorizontal. This is an implicit Hamiltonian system and we are in the realm of implicit HJ theory. We also present the local construction of a vector field in order to provide an equivalent theory to (1) for implicit higher order systems.
On the other hand, there are two methods to write higher order Lagrangians into the form of first order Lagrangians, namely Ostrogradsky, and Schmidt approaches. Ostrogradsky approach is based on the idea that consecutive time derivatives of initial coordinates form new coordinates. In Schmidt's approach, the acceleration is defined as a new coordinate instead of the velocity [3, 22, 57] and Lagrange multipliers do not make an appearance, that is the advantage of the method. Instead, the Lagrangian function is modified by adding a gauge term such that the associated energy function contains additional terms, but no Lagrange multipliers.
Another important feature about the Schmidt method is that it equally deals with degenerate or nondegerate Lagrangians. A particular case of the method is the accelaration bundle, which arises in Lagrangians on T 2 Q [35] . As discussed in previous paragraphs, the energy function is a Morse family generating a Lagrangian submanifold. Here, since we add the gauge invariance of a function, we have a different Morse family, and hence, we have a different Hamilton-Jacobi problem. We find this interesting both in theoretical and practical senses.
Organization of the paper. In Section 2, we review the fundamentals of higher order bundles and dynamics, Morse families and special symplectic structures, Tulczyjew triples for higher order bundles and implicit higher-order differential equations. In Section 3, we construct a Hamilton-Jacobi theory for higher order implicit Lagrangian systems. We explain our two main procedures to work with the implicit character of the arising higher order implicit equations: one is the Lagrangian submanifold method or Morse family approach, and the second is the construction of a local vector field by the existence of an additional section that reduces the number of vectors in the implicit submanifold S projecting to a same point of a lower dimensional bundle. For the Morse case we will ellaborate a list of subcases considering the Ostrogradsky method and the Schmidt transformation, comparing both cases and illustrating their usefulness in nondegenerate and degenerate cases. Section 4 shows the applications of a implicit Hamilton-Jacobi theory for higher order dynamical systems in the particular case of second order Lagrangians. We will depict such application making use of the Ostragradski approach and the Schmidt-Legendre transform. For second order Lagrangians, we also introduce the setting of the acceleration bundle for the Schmidt-Legendre transform, in order to deal likewise with degenerate or nondegenerate higher order implicit Lagrangians. Two particular examples are a deformed elastic cylindrical beam with fixed ends and the end of a javelin. The Ostrogradsky and Schmidt methods will be compared in this same section for nondegenerate cases, as it is the case in which Ostrogradsky applies. As more general models we will depict the second and third order Lagrangians with affine dependence on the acceleration. Section 5 contains further commentaries on the usefulness of the theory as well as some examples.
Fundamentals
Let us consider differential manifolds and standard tensor bundle calculus. It is assumed throughout the text that all structures and mappings are smooth (C ∞ -class). For very detailed descriptions of fundamentals, we refer to [15] and we shall skip to our notation and brief comments on the essentials.
Morse families and special symplectic structures
Morse families. Let (P, π, N ) be a fiber bundle. The vertical bundle V P over P is the space of vertical vectors U ∈ T P satisfying T π (U ) = 0. The conormal bundle of V P is defined by
Let E be a real-valued function on P , then the image Im(dE) of its exterior derivative is a subspace of T * P . We say that E is a Morse family (or an energy function) if
for all z ∈ Im (dE) ∩ V 0 P . A Morse family defined on (P, π, N ) generates a Lagrangian submanifold of the canonical symplectic structure (T * N, Ω) in the following way:
In this case, we say that S is generated by the Morse family E. Note that, in the definition of S, there is an intrinsic requirement that π (z) = π N (w). The inverse of this statement is also true, that is, any Lagrangian submanifold is generated by a Morse family. This is known as the generalized Poincaré [10, 33, 46, 62, 65] . Here, we are presenting the following diagram in order to summarize this discussion.
Local picture for Morse families. Assume that N is equipped with local coordinates (x a ), and consider the bundle local coordinates (x a , λ α ) on the total space P . In this picture, a function E is called a Morse family if the rank of the matrix
is maximal. In such a case, the Lagrangian submanifold (6) generated by E locally looks like
See that the dimension of S is half of the dimension of T * N , and that the canonical symplectic two-form Ω vanishes on S.
Special symplectic structures. Let P be a symplectic manifold carrying an exact symplectic two-form Ω = dΘ. Assume also that, P is the total space of a fibre bundle (P, π, M ). A special symplectic structure is a quintuple (P, π, M, Θ, χ) where χ is a fiber preserving symplectic diffeomorphism from P to the cotangent bundle T * M . Here, χ can uniquely be characterized by
for a vector field X on P , for any point p in P where π(p) = m. Note that, pairing on the left hand side of (10) is the natural pairing between the cotangent space T * m M and the tangent space T m M . Pairing on the right hand side of (10) is the one between the cotangent space T * p P and the tangent space T p P . We refer [9, 36, 58] for further discussions on special symplectic structures. Here is a diagram exhibiting the special symplectic structure.
The two-tuple (P, Ω) is called as underlying symplectic manifold of the special symplectic structure (P, π, M, Θ, χ).
Let (P, π, M, Θ, χ) be a special symplectic structure. Assume also that S P be a Lagrangian submanifold of P . The image χ(S P ) of S P is a Lagrangian submanifold of T * M . By referring to the generalized Poincaré lemma presented in the previous subsection, we argue that the Lagrangian submanifold χ(S P ) can locally be generated by a Morse family E on a fiber bundle (R, τ, N ) where N ⊂ M . Accordingly, we are calling the Morse family E as a generator of both S and S P since they are the same up to χ. The following diagram summarizes this discussion by equipping a Morse family to the special symplectic structure (11) .
Geometry of higher order bundles
Given a fibration (P, π, N ), consider the dimension of P be p and that of N be n. Consider a section s : N → P and let us denote by Sec(P ) the set of all sections on P . We say that two sections s, s ′ ∈ Sec(P ) are k-related for 0 ≤ k ≤ ∞ in a point x ∈ N if s(x) = s ′ (x) and for all functions f :
is, this function and all the derivatives up to order k included are zero at x. The equivalence class determined by the k-relation is called jet of order k for a section j k s(x) [56] . The set of all k-jets at x is denoted by J k x (P, π, N ). For the union of all of them at any point x, we say J k (P, π, N ). More generally, we can define now at a point a mapping from N to P . Consider a map f : N → P , then the equivalence class determined by the k-equivalence is called the k-jet of f at x. For a representative of the class we use j k f (x) and the set of k-jets is represented by J k x (P, N ) and again, the union of these at every x will be represented by J k (P, N ). Notice that the manifold J k (P, π, N ) is a submanifold of J k (P, N ) and so the above projections admit restrictions to it.
Remark: Both in the case of sections or mappings it is possible to define jets for local sections or mappings. For it, one works with the germs, recall it is the equivalence class determind by the relation: two section/mappings are related if they have the same value at every point in the intersection of their domains.
The k-jet manifold of section/mappings can be fibered in different ways, we have
Here the α k projection is called the source projection and β k is the target projection. Now, consider J 1 (J k (P, N ), α k , N ) be a manifold of 1-jets of α k : J k (P, N ) → N . The interest of this manifold is that the fibered manifold J k+1 (P, N ) can be regularly immersed into J 1 (J k (P, N ), α k , N ). Let us simplify the notation by J k (P, N ) ≡ J k P and so on.
for a function u : N → J k+1 P . Note that J k+1 P ⊂ J 1 (J k P ). We can set local coordinates for jets, the jet manifold J k (P, N ) has an atlas when it is modeled in the space R p ×R n ×J k (R p , R n ), locally we may think J k (P, N ) as J k (R p , R n ). Locally, (x a , ξ A , ξ A a(r) ) with 1 ≤ r ≤ k is the coordinate representation of a point of J k (P, N ). Now, a particular type of jet manifold is the tangent bundle of higher order. Consider Q a configuration space of dimension n, T Q is the tangent bundle and T * Q is the cotangent bundle or phase space for a dynamical system. The k-order tangent bundle can be identified with k order jets in the following way
(T k Q is a submanifold of J k (R, Q)). One has the same type of fibrations as for the jets above. In fact, if r ≤ k, we have the canonical projection ρ k r : T k Q → T r Q, given by ρ k r (σ k (0)) = σ r (0), and the target projection is
To describe the local coordinates in T k Q, let (U, ϕ) be a local chart in Q, with ϕ = (ϕ A ), 1 A n, and ϕ : R → Q is a curve in Q such that ϕ(0) ∈ U ; by writing
where
Hence, local coordinates in the open set
and a section s ∈ Γ(ρ k r ) is locally given in this open set by
where s A (j) (with r + 1 j k) are local functions. This approach is very useful to work on the tangent bundle T T k−1 Q. Accordingly, we denote the induced coordinates on
where κ runs from 0 to k − 1.
Tulczyjew triples for higher order bundles
Consider the natural embedding of T k Q into the iterated tangent bundle
This is locally given by
see [42] . Here, the induced coordinates on T T k−1 Q are assumed to be
where κ runs from 0 to k − 1. For future reference, let us record here the particular case s = 2 that is
This embedding will enable us to study the dynamics on the higher order bundles in the framework of Tulczyjew triples.
Recall first the first order Tulczyjew triple [30, 31, 47, 61, 62, 63, 66] . By replacing the configuration manifold Q in the clasical first order Tulczyjew triple by the (k − 1)-th order tangent bundle T k−1 Q, we draw the following generalized Tulczyjew's triple to higher order dynamics [22] 
that shows the passing from the tangent to a higher order bundle to its cotangent. Here,
Q is the tangent bundle projection, and π T * T k−1 Q is the cotangent bundle projection.
so we write the canonical two-form as
On T T * T k−1 Q, introduce the following local coordinate system
where κ runs from 0 to k − 1. The pair
is a symplectic manifold with lifted symplectic two-form. In terms of the coordinates, Ω T
can be written as
Then, we define the adapted symplectic diffeomorphism
from the symplectic diffeomorphism Ξ Q and Ω ♭ Q in the first order Tulczyjew triple (22) . Accordingly, they are computed as
We remark here that both the left and the right wings of the higher order Tulczyjew's triple are special symplectic structures, and the triple is merging them to enable a Legendre transformation for the singular or/and constrained higher order dynamical systems.
Explicit higher order differential equations
Consider the bundle projection π 1 : R × Q → R onto the first factor. If φ : R → Q is a curve in Q, the canonical lifting of φ to T k Q is the curve j k φ : R → T k Q. We consider the module of vector fields X(π r s ) along the projection π r s :
.
Using the identification J k π ∼ = R × T k Q and denoting by π 2 : R × Q → Q the natural projection onto the second factor, and all the induced projections in higher order jet bundles, we have the following diagram.
that is, the curve ψ is the lifting of a curve in Q up to T k−r+1 Q.
Throughout this paper, holonomic curves of type 1 are simply called holonomic.
Definition 2 A vector field X ∈ X(T k Q) is a semispray of type r, 1 r k, if every integral curve ψ of X is holonomic of type r.
The local expression of a semispray of type r is
. (27) where
Observe that semisprays of type 1 in T k Q are the analogue to holonomic vector fields in first order mechanics. Their local expressions are
If X ∈ X(T k Q) is a semispray of type r, a curve φ : R → Q is said to be a path or solution of X if j k φ is an integral curve of X; that is, j k φ = X • j k φ, where j k φ denotes the canonical lifting of j k φ from T k Q to TT k Q.
Implicit higher order differential equations
Consider a k-th order system
of differential equations defined by r number equations on T k Q. Geometrically, the functions Φ l define a submanifold S of T k Q. Using the induced coordinates on the higher order tangent bundle, this submanifold is given locally by
A differentiable curve φ on Q whose canonical k-lifting is a curve ψ = j k 0 φ on T k Q is a solution of S ⊂ T k Q if the lifted curve lies in S.
The submanifold S can be understood as a first order differential equation defined on T T k−1 Q as well. To this end we first consider the natural embedding of T k Q into the iterated tangent bundle T T k−1 Q of T k−1 Q. This is locally described as in (19) . For s = 2, recall (21) . Using the mapping in (19) 
Looking for a Lagrangian function generating a differential equation is the inverse problem of calculus of variations. See, for example, [49] for a geometric approach to this problem for the case of s = 1. For the fourth order explicit systems, in [25] , some conditions are proposed for the existence and uniqueness of a Lagrangian function. In this work, we assume that there exists already a Lagrangian function generating the dynamics.
The Hamilton-Jacobi problem for higher order implicit systems
The submanifold S defined by a higher-order regular Lagrangian in T T * T k−1 Q projects via T π T k−1 Q on the whole T * T k−1 Q. In the singular case, this projection is only a part of T * T k−1 Q. If we would like to construct a Hamilton-Jacobi theory in this setting, there must be a way in which we obtain a Lagrangian submanifold of T T * T k−1 Q. To find a solution, we need to find a section γ :
Nonetheless, starting from an implicit differential equation on T T * T k−1 Q, by the projection T π T k−1 Q , we arrive at a submanifold in T T k−1 Q. Hence, we need to make use of Tulcyjew's triple (22) to pass from the Lagrangian to Hamiltonian pictures T T k−1 Q and T * T k−1 Q through some morphisms. In this section we develop a geometric Hamilton-Jacobi theory for higher order implicit differential equations using two different approaches.
The first method consists of a theory which does refer to vector fields, that we will refer to as the Morse family method. The second is based on the construction of a local vector field defined on the image of a section, but not defined globally on the phase space. In this case, the definitions above apply locally, and the philosophy of the Hamilton-Jacobi approach can match the explanation right abovementioned. Let us then start first with the method which is not so related to the usual definitions and that implements as a novelty the use of Lagrangian submanifolds generated by a Morse function. Hence, we start with our so-called Morse family method.
Notice also that we will rely on the Ostrogradsky approach (24) in this subsection, but there is an alternative, the Schmidt approach that we will introduce in the next section.
The Morse family method -General approach
Let us start with the first method. We start with a Lagrangian submanifold S of the symplectic manifold T T * T k−1 Q equipped with the symplectic two-form Ω T T k−1 Q exhibited in (25) . If it is a horizontal Lagrangian submanifold then it is possible to find a Hamiltonian vector field on T * T k−1 Q whose image is exactly the submanifold itself [58] . This is corresponding to an explicit dynamical system. If the Lagrangian submanifold fails to be horizontal then there is no Hamiltonian vector field generating the Lagrangian submanifold. In this case, dynamical equations governing the dynamical system can only be written in an implicit differential equation form. We now propose a Hamilton-Jacobi formalism valid both for the explicit and implicit systems.
Consider a Lagrangian submanifold S of T T * T k−1 Q. If it is projectable, by projecting S via the mapping τ T * T k−1 Q , we reach a submanifold of T * T k−1 Q. On the other hand, if we project S with T π T k−1 Q , we reach a submanifold of T T k−1 Q, where we have a first order implicit differential equation. Accordingly, we can iteratively project these resulting bundles: from T * T k−1 Q to Q. Let us summarize this in the following diagram.
is integrable too. We see this by considering the projection T π T k−1 Q (V ) of an element V ∈ S. Note that, if ϕ is a curve lying in T * T k−1 Q and it is tangent to V ∈ S, then
This shows that the projections of the solutions of S are solutions of T π T k−1 Q (S). The inverse question is precisely the basis of a Hamilton-Jacobi theory, i.e., if starting from the solutions of T π T k−1 Q (S) we are able to construct solutions of S, that is to lift the solutions on T T k−1 Q to the iterated bundle T T * T k−1 Q.
Notice that S may not be projectable, that means that S is only projectable when it is restricted to the image space of a differential one-form γ on T k−1 Q. We denote the restriction of S to the image space of a one-form γ as follows S| Im(γ) . For this procedure, we need to introduce a section γ :
Q is a solution of S. We say that S and S γ are γ−related. In accordance to the usual Hamilton-Jacobi theory [5, 13, 14, 39] , recall (1), we have
In this case, since S and S γ are implicit, we do not have a vector field. Nonetheless, as we summarized in Section (2.1), for every Lagrangian submanifold S in T T * T k−1 Q, there exists a Morse family E defined over a smooth bundle structure (R, τ, T * T k−1 Q) generating S. Let us recall in a diagram the Lagrangian submanifold that is generated and the Lagrangian submanifold we need for a Hamilton-Jacobi theory:
where the triangle is the special symplectic structure presented as the right wing of the Tulczyjew triple (22) . Here, D is the image of S under the musical mapping Ω ♭
A , λ α ) on the fiber bundle R.
A ) is the Darboux' coordinates on T * T k−1 Q since κ runs from 0 to k − 1. The Lagrangian submanifold S, generated by the Morse family E = E(q (κ) , p (κ) , λ), can be written as
The isomorphic image of D is the Lagrangian submanifold describing the dynamics and computed to be
The Lagrangian submanifold S generates the following systems of implicit differential equationṡ
We introduce a closed one-form γ on T k−1 Q with local picture
A are real valued functions on T k−1 Q. See that, Im(γ) is a Lagrangian submanifold of T * T k−1 Q, so that there is an inclusion ι : Im(γ) → T * T k−1 Q. We use the inclusion to pull the bundle (R, τ, T * T k−1 Q) back over Im(γ). By this, one arrives at a fiber bundle (ι * R, ι * τ, Im(γ)).
Here, the total space the pull-back bundle is
with ε is the corresponding inclusion. Although restriction of the Morse family on ι * (R) should formally be written as E • ǫ, we will abuse notation using E. The submanifold generated by
Note that, if the Lagrangian submanifold S was explicit, and would be understood as the image of a Hamiltonian vector field X H , then S| Im(γ) reduces to the image space of the composition
The submanifold S| Im(γ) exhibited in (36) does not depend on the momentum variables. This enables us to project it to a submanifold S γ of T Q by the tangent mapping T π Q as follows
Note that the submanifold S γ defines an implicit differential equation on T k−1 Q. We state the generalization of the Hamilton-Jacobi theorem (1) as follows.
Theorem 2 (Higher order implicit HJ theorem) The following conditions are equivalent for a closed one-form γ that is a solution of the implicit higher order Hamilton-Jacobi problem:
1. The Lagrangian submanifold S in (32) and the submanifold S γ in (37) are γ-related, that is
2. The Morse family E that generates the submanifold S fulfills the equation
(Proof ) The one-form γ = γ
B /∂q A (κ) . The first assertion in Theorem 2 can be written locally as
for A = 1, . . . , n, andκ, κ = 1, . . . , k − 1 and with the condition ∂E/∂λ α = 0. Let us now compute
Note that, after the substitution of (39) into (40) and by employing the closure of the one-form, we conclude that the exterior derivative of E vanishes when p (κ) = γ (κ) .
The Morse family method -Ostrogradsky Momenta
Now, we come to the problem of deciding the total space R of the bundle T * T k−1 Q. We are proposing two alternative ways for this. In this case our interest is focused in the Lagrangian submanifolds generated by a Lagrangian function. Accordingly, consider a Lagrangian function depending on higher order differential terms on the higher order tangent bundle T k Q of the configuration space Q. If Q is an n-dimensional manifold with a local chart (q A (0) ), then T k Q is a (k + 1) × n-dimensional manifold with the induced local chart (q A (0) , q A (1) , . . . , q A (k) ). Now, consider the Whitney product
equipped with the local coordinates
of the higher order tangent bundle T k Q and the iterated cotangent bundle T * T k−1 Q fibered over T k−1 Q. Here, we have assumed the canonical coordinates (q A (κ) , p
A ) on T * T k−1 Q where κ runs from 0 to k − 1. Note that, we can realize this Whitney product as the total space of the smooth fiber bundle
where the base is T * T k−1 Q. In this fibration the fibers are given by (q A (k) ) and they are ndimensional.
For a given higher order Lagrangian L = L(q A (0) , . . . , q A (k) ), the corresponding energy function E is defined on the Whitney product T k Q × T Q T * T k−1 Q and explicitly given by
It is immediate to see that E is a Morse family and that it generates a Lagrangian submanifold of the cotangent bundle T * T * T Q, as it was mentioned in the theory on Morse families (2.1). Diagrammatically, we replace the total space R with the Whitney product in (41) with the projection (43) . Hence, the Lagrangian submanifold D in (32) takes the particular form
, . . . , p
equipped with constraints
See that the Lagrangian submanifold exhibited in (45) and (46) is in T * T * T k−1 Q where q A (k) are auxiliary variables presenting the implicit character of the system. In this framework, Ostrogradsky momenta are given by
Legendre transformation by means of Tulczyjew's triple. Using the right wing of the Tulczyjew' triple (22) , and referring directly to the musical isomorphism Ω T
in (26), we map the Lagrangian submanifold in (45) and (46) 
The submanifold in (45) and (46) is a Lagrangian submanifold of T T * T k−1 Q. The dynamics in this submanifold is represented by a systems of implicit differential equationṡ
equipped with the constraints given in (46) . It is immediate now to check that the Lagrangian submanifold (45) and (46), or the system of implicit equations (49) correspond to the higher order Euler-Lagrange equations
Note that these identifications are independent of the regularity of the Lagrangian functions.
Hamilton-Jacobi Equations. Introduce a closed one-form γ on T k−1 Q given locally by
Now we apply the implicit Hamilton-Jacobi Theorem (2) to the first order implicit system given in (49) , which is equivalent to the higher order Euler-Lagrange system. More concretely, we are employing the second condition (38) in Theorem (2) to the present case. This reads
Accordingly, we compute the following system of equations
= 0
Since γ is a closed one-form, then in a local chart, one may take γ as the exterior derivative dW of a real-valued function W on T k−1 Q. In this case, we integrate the system as
Hamilton-Jacobi equations for nondegenerate cases. Note that, we may solve the Lagrange multipliers q A (k) from the definition of conjugate momenta p (k−1) A using the constraint (46) if the matrix ∂ 2 L/∂q A (k) ∂q B (k) is nondegenerate. In this case, the solution has the form
Further, in a local chart, one may take γ as the exterior derivative dW of a real-valued function W on T Q. In this case the requirement that E is constant on the image of dW results in a Hamilton-Jacobi equation in form
The Morse family method -the Schmidt-Legendre transformation for second order systems
We start by recalling some basics on the acceleration bundle and refer the reader to [22] for further details.
Acceleration bundle. Consider the set K q (Q) of smooth curves passing through q ∈ Q whose first derivatives vanish at q, that is
Define an equivalence relation on K q (Q) by saying that two curves γ and γ ′ are equivalent if the second derivatives of γ and γ ′ are equal at the point q, that is if
for all real valued functions f on Q. An equivalence class is denoted by aγ(0). The set of all of these equivalence classes is called acceleration space A q Q at q ∈ Q. If Q is an n-dimensional manifold then union of all acceleration spaces
is a 2n-dimensional manifold called as the acceleration bundle of Q. The induced local coordinates on AQ are defined to be (q
We note that, the third order tangent bundle T 3 Q and the tangent bundle of the acceleration bundle are isomorphic. If the induced coordinates assumed on the tangent bundle T AQ are q A (0) , a A (0) ; q A (1) , a A (1) , then the isomorphism S locally takes the form
Gauge invariance of the Lagrangian formalism and Schmidt's method. Consider a second order Lagrangian function
on T 2 Q. The gauge invariance of the second order Euler-Lagrange equations implies that the equations of motion generated by L and L + (d/dt)F are the same for any smooth function F on T 2 Q. When we consider F , we come up with a third order Lagrangian
defined in T 3 Q with local coordinates q (0) , q (1) , q (2) , q (3) . By recalling the isomorphism in (57), we pull back the LagrangianL to the tangent bundle T AQ, so it results in a first order Lagrangian function
defined on the first order tangent bundle T AQ. The Euler-Lagrange equations generated by L 2 are computed to be
The second set of equations in (61) can be rewritten as
Assume that the second order Lagrangian function L is a nondegenerate, that is the rank of the Hessian matrix ∂ 2 L/∂a A (0) ∂a B (0) is maximal, and assume also that the auxiliary function F satisfies ∂L ∂a A (0)
In this case, the non-degeneracy of the matrix ∂ 2 L/∂a A (0) ∂a B (0) implies the non-degeneracy of the matrix [∂ 2 F/∂a A (0) ∂q B (1) ]. Given this, the equations (62) reduce to the set of constraints a B (0) − q B (2) = 0. In this case, the first set in (61) results in the same Euler-Lagrange equations generated by L in (58) .
Morse family generating the Lagrangian submanifold. Assuming the dual coordinates
A , π (0) A on the cotangent bundle T * AQ, define the following Morse family
on the Whitney sum T AQ × AQ T * AQ over the base manifold T * AQ. The conjugate momenta are defined by the equations
If we substitute the momenta π
A in the definition of the Morse family (64) which makes the family free of (a A (1) ), it results in
defined on the Whitney sum T * AQ × Q T AQ. A further reduction on the Morse family is possible. For this, recall the assumption that the matrix [∂ 2 F/∂a A (0) ∂q B (1) ] is nondegenerate. So that we can, at least locally, solve q A (1) in terms of the momenta from the second equation π (65) . Let us write this solution as
This results with a well-defined Hamiltonian function
on T * AQ.
Hamilton-Jacobi theory in the acceleration bundle framework. Now, we are ready to write the Hamilton-Jacobi theory for second order nondegenerate Lagrangian functions. For this, assume a real valued function W defined on the acceleration bundle AQ and a Hamiltonian vector field X H on T * AQ associated to the Hamiltonian function H in (68). We can define a vector field X γ H on the acceleration bundle AQ
according to the commutativity of the diagram
Theorem 3 (HJ theorem in the acceleration bundle) Let γ = dW be a closed one-form on AQ, we say that γ is a solution of the Hamilton-Jacobi problem in the acceleration bundle if the following two equivalent conditions are satisfied 1. The vector fields X H and X γ H are γ-related
We can rewrite the second condition as an equation the function W = W (q (0) , a (0) ) satisfying the partial differential equation
where E is a constant. Let us write the second condition explicitly for a particular case. Determine the auxiliary function F (a (0) , q (1) ) = −δ AB a A 0 q B (1) in (60) . In the light of condition (63), the Lagrangian is quadratic with respect to second order time derivatives. More concretely, we see that ∂L/∂a A (0) = δ AB a B (0) . In this case, the Hamiltonian function (68) reduces to
In this case, for a closed one-form
the second condition in Theorem (3) provides the following Hamilton-Jacobi equation for the nondegenerate second order Lagrangian function L
Comparisons of HJ formalisms for nondegenerate cases
Let us consider again the auxiliary function F = F (q (0) , q (1) , q (2) ) on the second order tangent bundle T 2 Q and let us write T 2 Q locally as a product space AQ × Q T Q. Here, the function will have a form F = F (q (0) , q (1) , a (0) ). In this case, the cotangent bundle of T * T 2 Q can be identified with the product space T * AQ × T * T Q. The image of the exterior derivative dF determines a Lagrangian submanifold of T * AQ × T * T Q hence a symplectic diffemorphism between T * AQ and T * T Q. Explicitly, the symplectic diffeomorphism is computed to be
This symplectic diffeomorphism establishes the link between the Morse families (44) (when k = 1) and (66) . To see this directly, let us now pull back the Morse family E given in (44) by the mapping (74). We compute the result as follows
which is exactly the Hamiltonian function in (68). Here, we have employed the identification 2) . The following examples compare the two methods we have exhibited so far.
Example 3 Let us consider a pure quadratic one-dimensional Lagrangian
If we first apply the Ostragradski method, the momentum p (1) is computed to be µq (2) . The Hamilton-Jacobi equation (54) for this system is
Let us now apply the Schmidt's method presented in Section (3.1.2) to the Lagrangian (76). Condition (63) integrates the function F as
where g is an arbitrary function which can be chosen as zero without loss of any generality. This enables us to use the Hamilton-Jacobi equation in (71), which is exactly
and which can be solved assuming that ∇ a W does not equal to zero, and rewrite the HamiltonJacobi problem in the form ∂W
where c 2 is a constant. Its solution reads:
The Morse family method -The Schmidt's method for the third order Lagrangians
Let us start with a third order Lagrangian function L(q (0) , q (1) , q (2) , q (3) ) defined on T 3 Q. Recalling the local diffeomorphism in (57), we pull back the Lagrangian function L to the tangent bundle T AQ of the acceleration bundle. By this, we arrive at a first order Lagrangian function L = L q (0) , a (0) ; q (1) , a (1) . Now, we define a manifold M with local coordinates m, its tangent bundle T M with coordinates (m A (0) , m B (1) ) and the first order Lagrangian function
on the tangent bundle T (AQ × M ) equipped with local coordinates (q
Here, the auxiliary function F depends on (q (0) , q (1) , a (0) , m (0) ). The Euler Lagrange equations generated by the Lagrangian L 3 are equal to the Euler-Lagrange equations generated by the third order Lagrangian function L if the requirement
is assumed [22] . We consider the conjugate momenta on T * (AQ × M ) determined locally by (p
A ) and the energy function associated with L 3 is
The family E generates a Lagrangian submanifold D of T * T * (AQ × M ), and using the musical isomorphism Ω ♯ (AQ×M ) , we map this Lagrangian submanifold to a Lagrangian submanifold S of T T * (AQ × M ), that is a symplectic manifold equipped with the lifted symplectic two-form Ω T (AQ×M ) . This Lagrangian submanifold exactly determines the third order Euler-Lagrange equations generated by the Lagrangian L = L(q (0) , q (1) , q (2) , q (3) ).
Let us now apply the implicit Hamilton-Jacobi theorem to this case. Assume a closed oneform γ on AQ × M given locally by
The restriction of the Lagrangian submanifold S to the image space of γ will be denoted by S| Im(γ) . Then project S| Im(γ) to the tangent bundle T (AQ × M ) by means of the tangent mapping T π AQ×M . This results in a (possibly non horizontal) submanifold
Let us depict these in the following diagram
Theorem 4 (HJ theorem for implicit third order Lagrangians in the acceleration space) A solution of the implicit Hamilton-Jacobi problem for third order Lagrangians in the acceleration space is a closed one-form γ that fulfills the two following equivalent relations:
1. The Lagrangian submanifold S| Im(γ) and the submanifold S γ are γ-related, that is T γ(S γ ) = S| Im(γ) .
d(E(q
The second condition reads the implicit HJ equation
where c being a constant. Taking the exterior derivative of this equation, we arrive at the following local picture of the Hamilton-Jacobi equation
= 0,
where L 3 is the Lagrangian function in (82). As a particular case, we consider that the auxiliary function is taken to be F = δ AB q A (1) m B (0) . In this case the Lagrangian function L 3 reduces to
In this case, the last equation in system (88) provides the definition of the Lagrange multiplier as q A (1) = δ AC β C . So that the substitution of the Lagrangian (89) into (88), we the following reduced Hamilton-Jacobi equations
Hamilton-Jacobi Theory for degenerate second order Lagrangians. Notice that up to now, the non-degeneracy condition has not been assumed. This implies that we can apply this framework in both degenerate and nondegenerate third order Lagrangian systems. It is also interesting to note that we can further study the second order Lagrangian systems in the present framework. Let us study this particular case. In the definition of L 3 given in (82), we choose L = L(q (0) , a (0) , q (1) ), and consider an auxiliary function F = F (q (0) , q (1) , m (0) ). So that, we have a Lagrangian function
(91) defined on the tangent bundle T (AQ × M ). In this case, the energy function (84) is reduced to
This Morse family generates a nonhorizontal Lagrangian submanifold of T T * (AQ × M ). So that defines an implicit Hamiltonian system. We substitute the Lagrangian L 2−deg into the Hamilton-Jacobi equation (88). This gives the following Hamilton-Jacobi equation for a second order degenerate Lagrangian L. The fifth equation gives us that α A = 0. Under the light of the closure of the differential form γ, this reads
Let us study the Hamilton-Jacobi equation (93) for the particular choice of F = δ AB q A (1) m B (0) . As in the third order case, the last line of the system implies that q A (1) = δ AC β C . Eventually we have
Local vector field method
The second procedure to deal with an implicit higher-order implicit Lagrangian is based on the construction of a local vector field describing the dynamics. Consider an additional section σ :
Recall that E is implicit, so there are several vectors in E projecting to the same point. The role of σ is to reduce the unknown number to one. We require that the domain of the section is included in the intersection of Im(γ) and C. Since for implicit systems C may not be the whole T * T k−1 Q, as a result we arrive at a vector field X σ that will satisfy a Hamilton equation of type
for an arbitrary covector Θ defined at a point γ(q).
The construction of these local vector field using σ would imply the following diagram
Explicitly, the locally constructed vector fields X σ ∈ X(T * T k−1 )Q and X γ σ ∈ X(T k−1 Q) in coordinates would read:
If we use the one-form γ : T k−1 Q → T * T k−1 Q and define the projected vector field
we have the following theorem.
Theorem 5 (Implicit HJ theorem with an auxiliary section) The one-form γ will be a solution of an implicit higher order Hamilton-Jacobi problem if it satisfies the following relation
when σ is an auxiliary section σ :
It is fulfilled that σ −1 (S) = C. Recall that since S is an implicit submanifold, it does not necessarily project on the whole T * T k−1 Q, but in a submanifold C of it.
(Proof ) It is straightforward using that
and the expressions of X γ σ and X σ in coordinates as in (97).
Applications

A (homogeneous) deformed elastic cylindrical beam with fixed ends
Let Q be a one-dimensional manifold with coordinate q (0) , and introduce the second order Lagrangian
in terms of a local coordinate system (q (0) , q (1) , q (2) ) on T 2 Q.
The Morse family method -Ostrogradsky Momenta. We will first apply the Ostrogradsky method. In this method, the corresponding energy function is computed to be
where q (2) ∈ R is the fiber component and (q (0) , q (1) , p (0) , p (1) ) are the canonical coordinates on T * T Q. Here, q (2) is a Lagrange multiplier. The Morse family E generates a Lagrangian submanifold S of T T * T Q, that corresponds with
This Lagrangian submanifold defines the following differential equation
which is exactly the second order Euler-Lagrange equation generated by the Lagrangian function L. The projection of S onto the cotangent bundle T * T Q results in the submanifold
Let us now consider a closed one-form γ = γ (0) dq (0) + γ (1) dq (1) and write the Hamilton-Jacobi equations (104).
∂γ (1) ∂q (1) = 0
If we substitute the last equation into the Morse family (102) equal to constant, and we assume that γ = dW for some real valued function W on T Q, we arrive at that
Note that, in this case, solving the Hamilton-Jacobi equation is much more difficult than solving (103).
The Morse family method -The Schmidt's method. Let us now propose the Schmidt method (3.1.2). In this case, we have a two-dimensional acceleration bundle AQ with coordinates (q (0) , a (0) ). Its tangent bundle T AQ is four-dimensional with coordinates (q (0) , a (0) ; q (1) , a (1) ). We pull back the Lagrangian in (101) to T AQ by means of the isomorphism (57) which reads that L = 1 2 µa
The compatibility condition (63) and the non-degeneracy of the Lagrangian suggests the auxiliary function F = −µa (0) q (1) . So, the extended Lagrangian (60) turns out to be
The dual coordinates on the cotangent bundle T * AQ is given by (q (0) , a (0) ; p (0) , π (0) ). The conjugate momenta is computed to be π (0) = −µq (1) . According to (68), this results with the following Hamiltonian function
To arrive at the Hamilton-Jacobi equation, assume a closed one-form γ = γdq (0) + αda (0) defined on the acceleration bundle AQ, that is
. Recalling the Hamilton-Jacobi theorem asserts that the restriction of H on γ is constant (104). Taking exterior derivative of this, we have the following set of equations
Note that, this Hamilton-Jacobi problem reduces to the one studied in (3) if ρ = 0. In this case, we solve the system as γ = c 2 and α = 1 c 2 µ 2 a (0) + c, where c and c 2 are constants.
One dimensional version of the end of a javelin
Let us consider the following Lagrangian on T 2 Q of the one-dimensional manifold Q equipped with (q (0) , q (1) , q (2) ) given by
The Morse family method -Ostrogradsky Momenta. The associated energy function is given by
Here, q (2) ∈ R is the fiber component and (q (0) , q (1) , p (0) , p (1) ) are the canonical coordinates on T * T Q. The Morse function E generates the Lagrangian submanifold of T T * T Q given by
This Lagrangian submanifold defines the equations ...
where c is a constant. The projection of S onto the cotangent bundle T * T Q is a three dimensional manifold
for a fixed q (2) . For a closed one-form γ (0) dq (0) + γ (1) dq (1) , the Hamilton-Jacobi equation according to Theorem (104) turns out to be
∂γ (1) ∂q (1) − q (1) = 0
We can solve q (2) from the last equation and if we substitute it in the equation E = cst, under the image of γ = dW for some real valued function W on T Q, we arrive at
There is a solution [18] W
which results with a one-form γ solving the system (109) in form (1) .
The Morse family method -The Schmidt's method. As an alternative realization of the Hamilton-Jacobi problem, we can use the Schmidt method in (3.1.2). As in the previous subsection, we assume that acceleration bundle AQ is two-dimensional with local coordinates (q (0) , a (0) ), and T AQ is a four-dimensional manifold with (q (0) , a (0) ; q (1) , a (1) ). We pull back the Lagrangian L in (108) by means of the isomorphism (57) and arrive at that
In this case, the auxiliary function is taken to be F = a (0) q (1) . Note that, F satisfies the compatibility condition in (63) . So, the first order Lagrangian function (60) is computed to be
The coordinates on the cotangent bundle T * AQ are (q (0) , a (0) ; p (0) , π (0) ) and the conjugate momenta is computed to be π (0) = q (1) . This results in the following Hamiltonian function
The Hamilton-Jacobi theorem in the acceleration bundle (3) asserts that the restriction of H on a closed one-form dW is constant, say c. See that this can be written as
A solution of this equation can easily be computed to be
A simple degenerate model
Now we consider Q as a three dimensional manifold with coordinates (x, y, z) and consider the following degenerate second order Lagrangian
The Morse family method -Ostrogradsky Momenta. On the cotangent bundle T * T Q, we introduce the momenta (p x , p y , p z ; pẋ, pẏ, pż) and the energy function
Assume a function W depending on (x, y, z;ẋ,ẏ,ż), then the Hamilton-Jacobi problem (52) read
Although this system looks cumbersome, the set of constraints in (52) is simply computed as
what reduces this huge system to a more reasonable one. For example, the independece of W tȯ z from the last line of the system gives the independence of W to z. So that we have actually 4 number of equations. Then the first two constraints lead to the following reduced system of equations
Notice that a solution of this can easily be noticed as
Second order Lagrangian systems with affine dependence on the acceleration
In this subsection we are employing the theoretical parts presented in the previous section to the particular case of second order Lagrangian theories with affine dependence on the acceleration. To this end, we first define the following generic Lagrangian function
on the second order tangent bundle T 2 Q where f A and g are functions depending only on the position and the velocity.
The Morse family method -Ostrogradsky Momenta. Let us start with the first approach by introducing the Ostrogradsky momenta (p
A ) as the fiber coordinates of T * T Q. Then the energy function take the form
Now, let us introduce an exact one-form
as given (51) and study the system of Hamilton-Jacobi equations (52) . In this case we have that
Consider now the third equation in the system (121). Taking the partial derivative of this with respect to q B (1) result with the following equality
Notice that the left hand side is symmetric with respect to the indices A and B whereas this is not generally true for an arbitrary functions f A . This a first restriction to the application of the former theory. Even though there are numerous physical systems satisfying this symmetry criteria in the literature. There are also interesting physical models involving affine terms violating this symmetry. We provide two example important examples for such kind of systems in the conclusions section by pointing out some possible future works. We can further investigate more on the integrability of the Hamilton-Jacobi equations. To this end, we substitute the last line of the system (121) into the first two equations. This reads
Taking the partial derivative of the second line with respect to ∂q A (0) , multiplying by q A (1) , we arrive at the following differential equation
This is an integrability criterion for the HJ problem for second order Lagrangian fomalisms that are affine in acceleration. Assuming that this holds, the Hamilton-Jacobi problem can be written in a relatively easy form
The Morse family method -The Schmidt's method. In this case, we shall start with the Lagrangian function (118) once more, but in this case we investigate the associated HamiltonJacobi problem by means of the Schmidt Legendre transformation in the framework of the acceleration bundle. By choosing the auxiliary function F = δ AB q A (1) m B (0) we write the equivalent Lagrangian function exhibited in (91) as follows
which depends on the base components (q (0) , a (0) , m (0) ) along with the velocities (q (1) , a (1) , m (1) ). In this case, the energy function (92) turns out to be
Assuming an exact one-form
the Hamilton-Jacobi equation (94) 
From the fifth line we see that W does not depend on a (0) . So that, the second line determines the identity f B = −δ AB m A (0) . From the fourth and sixth equations, we substitute the Lagrange multipliers m B
(1) and q B (1) , in to the rest of the equations and we arrive at the following reduced system 
In this case, we have arrived at a relatively complicated PDE system comparing with the Ostrogradsky method. Indeed, the choice of one of the two methods is important for resolving the equations.
Third order Lagrangian systems with affine dependence on the acceleration
In this subsection, in order to exhibit the application area of the theoretical framework we have proposed, we shall investigate possible Hamilton-Jacobi realization of some class of the third order singular Lagrangian systems involving affine dependence to the third order derivative terms in the following form L(q (0) , q (1) , q (2) ) = f A (q (1) , q (2) )q 
where (p (0) , p (1) , p (2) ) are the conjugate momenta defining the fiber coordinates of the cotangent bundle T * T 2 Q. Consider an exact one-form on T 2 Q which is in coordinates given by γ = dW (q (0) , q (1) , q ( 
following (51) . We write the system of Hamilton-Jacobi equations (52) = f B .
Let us try to simplify this system. See that the last line reads that ∂W /∂q B (2) is independent of q (0) , and leads to the observation that ∂f B /∂q A (2) must be symmetric with respect to the indices A and B. Substitution of the last identity in (133) into the second and third lines we arrive at a fairly more simple system 
See that, this system is coupled with the first line of the system (133). So that substitution of (134) into the first line of (133) must be identically satisfied. This compatibility condition reads 
It is also important to know that one only needs to perform direct integration to find W after the functions f A and g are determined. But to do this, f A and g can not be arbitrarily chosen since they have to satisfy the integrability conditions arising form the system.
Conclusions and comments
In this paper, we are proposing a Hamilton-Jacobi theory for higher order Lagrangian formalisms. Our theory works well for all non-degenerate systems and a large class of degenerate theories. The implicit character of singular systems has been studied in two different forms: one is making use of Morse families that play the role of the Hamiltonian, and giving rise to Lagrangian submanifolds, equivalently to the image of γ, which denotes the solution of a Hamilton-Jacobi problem. The other method consists on the local construction of a vector field associated with the implicit equations and defined on a proper domain compatible with implicit character. The higher order derivatives are studied through both the OstrogradskyLegendre and Schmidt-Legendre transformations. In the case of second order Lagrangians we have employed the acceleration bundle picture.
As a future work, we want to generalize this formalism in a proper way, which would enable us to work all degenerate higher order Lagrangian systems: singular higher order Lagrangians coming from the gravitational theory. We will mostly be interested in two examples. One is the chiral oscillator in two dimensions. This oscillator accounts for mirror symmetry, and in the case of a non-relativistic oscillator with a Chern-Simons term (independent of the metric), we have the expression:
where λ and m are nonvanishing constants [19] . Here, ǫ AB is a skew-symmetric tensor with ǫ 12 = 1. The Lagrangian (136) is quasi-invariant under the Galilean transformations. The second example is Clément Lagrangian which is a second order degenerate Lagrangian function [16] . It is defined on the second order tangent bundle 
where ζ = ζ(t) is a function that allows arbitrary reparametrizations of the variable t, whereas Λ and 1/2m are the cosmological and Einstein gravitational constants, respectively. Here, ǫ ABC is a skewsymmetric three tensor determining the triple product, so this Lagrangian falls into the category of Lagrangians depending on the acceleration linearly [19] . For the Hamiltonian analysis of this singular theory, we cite [11] .
