Visualizing the global data smoothly is a challenge to the present software and network technology, such as simulating global weather phenomena or global geological environment. In this paper, we devised an effective solution system to view global data at a real-time rendering pleasing frame rate based parallel mode. In software, we applied the open-source Visualization ToolKit (VTK) and the additional functionality of ParallelVTK. In network, we propose a centrally controlled cache system with distributed cache storage framework. The cache control server can manages a list of all contents cached by multiple cache servers and it can provide real-time requested content to the user. Additionally, it can reduce network traffic between the core network and the access network. We tested issues of our system and describe a prototype system. As a result of evaluation of the system, we have made it clear that our system architecture is effective to the global data.
INTRODUCTION
Computer visualization is an important tool for data analysis and presentation in computational and geographic sciences, where it is used to effectively extract and convey information contained in large datasets [1, 2] . Our goal is mainly to effectively visualize the global data at a satisfying frame rate, it is need delighted to the eye. In order to process such the large data sets, we introduce an open source and parallel visualization framework. This solution is not restricted by the hardware, since the transfer time of the data set on a single SATA drive is less than desired results [3, 4] . Simultaneity, we also apply the distributed cache technology in the network. The number users increased predict that the number of requests for visualization from users to web servers will increase at the same time. Therefore, the problems such as cessation of service may occur and network traffic will increase. To overcome such problems, we introduce a cache server in the network to serve contents. It can help to restrain the increase in requests to web servers by delivering contents from the cache server. Consequently, traffic in the core network is reduced.
In this paper, we propose the open source and parallel visualization framework and distributed cache system to apply in the global data network accommodating millions users. We also explain the prototype of our system and evaluate whether it is suitable for global data or not.
PARALLEL VTK
The task of visualizing the global datasets presents the challenge of overcoming the high disk I/O required to yield pleasing frame rates. In order to facilitate this and make efficient use of the Storage Area Network (SAN), a scalable and parallel framework was used. The Visualization ToolKit (VTK) and extension, Parallel VTK, offer an open source and multi-platform solution [5] [6] [7] . Parallel VTK builds on top of the multi-scale platform interface (MPI) of choice for parallel computation. Parallel VTK offers three distinct parallel models.
For extremely large, single time-step data, data parallelism divides the data among the processes to be rendered [8] . Each time-step in the global dataset is actually small enough that one process is quite capable of rendering the entire scene easily.
The second parallel option, pipeline parallelism, makes data parallelism less useful. It is intended for large, time-varying datasets and is relevant for use cases. It allows one process to perform the disk I/O while another process can do the rendering. These processes can be performed concurrently, so process 1 can start reading in time step 2 while process 2 is still rendering time step 1. Communication is performed by input/output port classes that abstract the MPI sends/receives. The final parallel model is task parallelism. This allows for a step in a VTK data flow to be performed in parallel. We can use this functionality to read in time steps of the data series in parallel. Rendering the global data files does not require more than one process, since it is overpowered by the disk I/O bottleneck incurred from reading in the data.
DISTRIBUTED CACHE SYSTEM
The introduction of cache servers in network is a popular way to reduce the processing load of web servers as the number of content requests increase, and to reduce network traffic in core networks [9, 10] . The cache servers help to control the number of requests for contents to the web server by delivering contents from the cache servers in the access network. This also works to restrain the increase in the processing load of the web servers. Furthermore, by reducing the number of requests to the web servers, network traffic between the access and core networks is reduced. However, the processing performance of the cache server will be a problem when it receives requests from hundreds of thousands of users.
To overcome the above issue, multiple cache servers have been introduced [11, 12] . In this case, each cache server only processes requests from users who are connected to it. When each cache server caches contents independent of other cache servers, the cached contents are limited due to limited cache space. In addition, since the requests for contents from all users are processed by multiple cache serves, the number of requests processed by each cache server is small. Therefore, the hit ratio, which is the percentage of the existence of cached contents to all requests, is lower when the some parts of requests are processed by each cache server. As a result, each cache sever frequently has to get contents from an original server, and the traffic between the core and access networks is slightly reduced.
The cache system where multiple cache servers cooperate to reply the contents requested from users is called a distributed cache system.
IMPLEMENTATION ISSUE

VTK Visualization Implementation
A VTK visualization consists of a visualization pipeline. Traditionally a pipeline starts with a data source. In this case the data source is a vtkRectilinearGrid. A rectilinear grid is a 3-dimensional grid of data points with a fixed number of values in the x, y, and z directions. It also allows for the divisions in each coordinate direction to be arbitrary.
The input and output ports are VTK classes which allow processes to send and receive data sources. These processes could lie anywhere in a MPI environment, so they are most likely on separate machines. This communication method will allow the visualization to take advantage of pipeline and task parallelism. vtkInputPorts are designed to be "single source", so only parameters to a data set can be altered after the source is pushed across the network at the first time.
Next, the data source is passed to a contour filter. Contour filters perform isosurfacing of the data. A rectilinear grid is just a 3-dimensional array of values and not a traditional 3-dimensional object that is part of a visualization scene. Given a certain threshold, the contour filter will convert the data source to the desired polygonal representation viewing.
Finally, VTK pipelines are often closed with a data mapper and an actor. The data mapper converts the object representation to a representation that the graphics card will better understand. Actors are traditional in scene graphs to represent objects and their appearance. All actors are added to the window to create the entire scene. A view of the mapping of the visualization pipeline onto the cluster is shown in Figure  1 . Figure 1 : Flow of global data to VTK format. Since reading in each time step from disk presents the largest time consumption, we identified this task for parallelization. Isosurfacing and rendering each time step is relatively fast and these tasks will be performed as the rendering nodes. The remaining processes will be referred to as reader nodes. All communication between the renderer and the readers is performed through the vtk input/output ports.
All processes have access to a shared VTK MPIC ontroller object that allow the process to identify its index. These indices are used to set tags in the input and output port objects. The techniques allow the renderer to actively prepare an input port to request the next sequential time step from the corresponding process that lies on the machine with the time step on its SAN partition.
Distributed Cache System Implementation
To apply the distributed cache system to a large scale network, we propose a Distributed Cache Control System (DCCS). The DCCS is composed of one cache control server arranged near the border of the core network and the access network, with the access network and multiple cache servers arranged near the user terminal. The cache control server manages a list of all contents cached by multiple cache servers. The list of contents is comprised of URLs that are cached by cache servers in the cache system and a cache server ID that caches the content.
The basic operation of DCCS is as follows. A cache server receives a request for content from a user who has searched for the requested content from all of the content that the cache server caches. If it has the requested content, the cache server delivers it to the user who requested the content from the cache server. On the other hand, if the requested content is not in the cache server, the cache server forwards the request to the cache control server. Then the cache control server that received the content request from the cache server retrieves the list of contents to determine whether the requested content is cached in the cache system or not. If there is a cache server that caches that particular content, the cache control server sends an instruction message to that cache server to forward the content to the cache server that first requested the content. The cache server that received the instruction message from the cache control server forwards the requested content directly to the requesting cache server. The cache server receives the requested content, delivers it to the user that requested it, and then caches it. The cache server then sends the URL information of the cached content to the cache control server. The cache control server receives the URL and adds it to the list of contents.
DCCS can cache contents redundantly by multiple cache servers. If the requested content is cached by multiple cache servers, the cache control server sends the instruction message to the cache server with the lowest load to forward the content. Therefore, the load balancing of the cache server is possible in our system. In addition, to maintain correspondence of the lists of contents in the cache control server with the list of contents cached by the cache servers in the DCCS, the cache server must send the URL that the cache server deleted. Therefore, the processing load of the cache control server may increase due to processing the URL messages from all cache servers asynchronously.
EVALUATION WITH A PROTOTYPE SYSTEM
In this section, we describe how we measured the performance of the DCCS using a prototype system. In the proposed system, cache servers can be added according to the number of requests from users, so the cache servers can be added gradually.
Conditions of evaluation
The prototype system is composed of one cache cooperation
router, three cache control servers, six web servers and six cache servers. The cache control servers, the web servers, and the cache servers are connected through the cache cooperation router. The cache control servers and the cache cooperation router affect the performance of the DCCS. Therefore, with the prototype system, we measured CPU load in each cache control server when changing the number of cache control servers. We also measured the load of the cache cooperation router when registering the list of contents cached in the system. The measurement parameters are in Table 1 . The hit ratio of a cache server is stated by the results of measurement in a real environment. Figure 2 shows the relation between the number of requests from users and the CPU load of the cache control servers when there were one, two, and three cache control servers. As seen in Figure 2 , with one cache control server, the CPU load of the cache control server reaches nearly 100% when the total requests from users becomes 2,000 requests per second and the performance of the cache control server reaches the limit. However, the CPU load of the cache control server decreased in proportion to the increase in the number of cache servers when the number of cache servers was two or three. 
Performance of cache control server
Performance of cache cooperation router
Next, we measured the load of the CPU. This CPU registers the hash value sent from the cache control servers. The measurement results are in Figure 3 . As seen in this figure, the CPU load falls when the user request ratio reaches 2,000 requests per second in the case of one cache control server. This is because the performance of the cache control server reaches a limit, and the cache control server cannot transmit the URLs of contents to the cache cooperation router.
Similarly, CPU load increased in proportion to the increase in the number of requests from users when there were two or three cache control servers. Furthermore, when the number of user requests from users exceeded 4,000 requests per second, the CPU load of the cache control server is decreased. This means the load of the cache cooperation router reached a critical limit.
Experimental result
According to the investigation results, the number of average pages that one broadband user refers to per month is 2,000. If we assume each page is composed of 10 sub-components on average, each user sends 20,000 requests a month. In this case, the average ratio of the request from one user is about 0.0077 requests per second. In an access network accommodating one million users, 7,700 requests are sent each second.
As one cache control server can process about 2,000 requests, as seen in the measurement results, 7,700 requests are processed by the four cache control servers. Concerning the processing power of the cache cooperation router, the clock speed of the CPU used in the prototype system of the cooperation router was a 650-MHz. From the results of measurement, the upper limit of processing requests in cache cooperation router is about 4,000. Therefore, the prototype system can be applied to a network where half-million users are accommodated.
CONCLUSION
We present a solution for visualizing global data sets in a real-time high performance environment, which can also be easily modified for use on commodity hardware. Likewise, the result can be viewed in real-time while being rendered or can be saved for reuse at a later time. Also, we apply distributed cache technology in parallel visualizing network and evaluated the prototype system. We demonstrated that the system can be applied to large-scale systems accommodating one million users from the point of view of average request processing.
