Abstract Gene expression variation provides a read-out of both genetic and environmental influences on gene activity. Geographical, genomic and sociogenomic studies have highlighted how life circumstances of an individual modify the expression of hundreds and in some cases thousands of genes in a coordinated manner. This review places such results in the context of a conserved set of 90 transcripts known as blood informative transcripts that capture the major conserved components of variation in the peripheral blood transcriptome. Pathophysiological states are also shown to associate with the perturbation of transcript abundance along the major axes. Discussion of falsenegative rates leads us to argue that simple significance thresholds provide a biased perspective on assessment of differential expression that may cloud the interpretation of studies with small sample sizes.
Introduction
Modern humans have been exposed to diverse environments in different geographic regions and have recently experienced demographic changes. Novel selection pressures related to different cultures, food habits, lifestyles and exposures to infections and toxins may be leading to local adaptation along with divergence in genetic architectures [1, 2] . Local adaptation due to geographically varying natural selection has caused parallel divergence events such that the same genetic variants undergo repeated changes, which are likely to be associated with phenotypic diversity among human populations in diverse geographical regions [3] . Accordingly, human populations are characterized by population-specific traits, and there is enormous diversity in phenotypes, including disease susceptibility and immunological response to external challenges, both within and between populations. High divergence in genes related to skin pigmentation, immune response, dietary adaptation, neuronal development and behavior have been discussed in relation to populationspecific traits [4] . Ethnic and racial differences in disease susceptibility are also well documented [5] . Though the majority of the risk variants identified thus far through genome-wide association studies are common among populations of European and Asian origin and most have similar effect sizes in European and Asian populations, transferability to African ancestry is quite low [6] .
Though genetics is expected to play a major role in shaping phenotypic diversity and development of population-specific traits, extensive efforts toward quantification of the relative contributions of genetic and environmental factors have revealed quite low genetic diversity between populations. Early studies based on protein polymorphisms estimated *15 % between-group diversity [7, 8] . Further studies investigating mitochondrial DNA [9] , Y chromosome markers [10] and many autosomal polymorphisms [11] [12] [13] [14] provided similar results. Many investigators have since investigated genetic divergence at a larger scale using genome-scale genetic variation in sub-populations defined by geography, language and culture [15] [16] [17] [18] [19] . These studies often suggest that the proportion of genetic differences between human populations only slightly exceeds that between unrelated individuals within a population. Around 93-95 % of human genetic diversity is attributed to withinpopulation variation and only 3-5 % to between populations [18] . The findings of these studies may imply a major contribution of environment and/or gene-environment interaction in shaping phenotypic divergence.
Gene expression is the key mechanism through which genomic information and environmental influence are translated to developmental and physiological characteristics. Studies quantifying gene expression variation within and between natural populations of various species including yeast, Drosophila, fish and humans have demonstrated differences in gene expression patterns both within and between populations [20, 21] , which reflect phenotypic diversity. Gene expression has also been shown to be an important target of evolutionary constraints and selection pressure. Stabilizing selection is a major source of gene expression variation within populations, whereas positive selection has been a driving force for betweenpopulation divergence [22, 23] . Perturbation of gene expression patterns has been implicated in numerous diseases [24] , particularly complex disorders that have strong environmental components such as type 2 diabetes, hypertension and autoimmunity. Moreover, the dynamic transcriptome may provide a better understanding of the role of diverse environments and complex gene-environment interactions in phenotypic traits and/or diseases than static genetic variation alone. Thus, within and betweenpopulation variation in transcriptome profiles under different geographical, environment and physiological conditions could provide important insight into the basis of phenotypic diversity, evolutionary history and disease progression.
In this review, we first briefly discuss the genomic control of gene expression and how regulatory polymorphisms could lead to different patterns of gene expression. Then, we discuss potential factors leading to variability in gene expression including ethnicity, geography, lifestyle and various physiological conditions, as well as technical factors. We show that the methods used to normalize data and identify gene expression signatures in different conditions strongly impact inference. We re-analyze several studies to demonstrate how peripheral blood transcription profiles are dominated by major axes of variation, with the consequence that a relatively small set of genes can robustly capture many of the reported findings. Finally, we discuss the potential impact of false-negative findings in comparative transcriptome analysis.
Genomic Control of Gene Expression
In 2003, Cheung et al. [25] provided evidence for heritability of gene expression and familial aggregation of expression phenotypes by comparing variation among unrelated individuals, siblings and monozygotic twins. Since then, numerous studies have quantified the direct impact of genetic polymorphisms that regulate gene expression at genome-wide significance levels across both tissues and populations [26] . Variable DNA sequences such as single nucleotide polymorphisms (SNPs) and copy number variations are known to regulate gene expression and are referred as expression quantitative trait loci (eQTL). Numerous so-called cis and trans eQTLs have been identified, though cis (or local) eQTLs are predominant and tend to be located near transcription start sites where they have relatively large effects on the abundance of the adjacent transcript. eQTLs are also known to exert tissue/cell type-specific regulatory control on gene expression [27, 28] . Studies across multiple tissues and cell types have demonstrated an abundance of eQTLs in all tissues, but the level of overlap across tissues or cell types is heavily debated: some studies suggest that 69-80 % of eQTLs operate in a cell-type specific manner [27, 28] , whereas more highly powered studies suggest much more cross-tissue activity [29] . Also, housekeeping genes are more likely to have significant genetic correlation between different RNA sources than non-housekeeping genes [30] .
Epigenetic modification of the genome is another mechanism of regulation of gene expression in eukaryotic genomes, which involves non-sequence based modifications in genomic DNA, for example by DNA methylation [31] . Epigenetic modifications are believed to mediate the effect of non-genetic environmental factors on gene expression [31] (some of which are listed above and include many unknown factors). The differences in DNA methylation across populations have not yet been explored extensively, but two studies investigating DNA methylation patterns in skin showed a very low degree of interindividual differences in DNA methylation patterns between ethnic groups [32, 33] .
Ethnic Differences in Gene Expression
The majority of studies involving ethnic differences in gene expression patterns have focused on the correlation of expression profiles with genetic variants, typically in [34] . However, this result seems to have been confounded by a batch effect [35] , and other studies imply that most of the observed variation in gene expression is due to within-rather than betweenpopulation variation. Storey et al. [36] found instead that only *20 % of the genes are differentially expressed between populations, while *87 % of the transcripts vary among individuals within populations. This conclusion was corroborated by Li et al. [37] , who reported that gene expressions in Caucasians and Africans have similar levels of within-population variability, suggesting similar constraints or regulatory mechanisms in both populations. Genes with higher within-population variation tend to be involved in human diseases. Interestingly, genes with population-specific expression variability often have SNPs in their untranslated regions and show pronounced difference in population heterogeneity, suggesting genetic control of translational regulation as well.
eQTL regulation of gene expression also varies by ethnicity, though there is also some debate over the extent due to confounding technical issues. Spielman et al. [34] reported differences in allele frequencies in cis eQTLs and found that specific genetic variants contribute to differences in gene expression among populations. Conversely, Stranger et al. [38] showed that there is extensive sharing of eQTLs across Asian, European and African populations with similar effect size and direction of effect, though with diversity in allele frequencies. On similar lines, Price et al. [39] also demonstrated that both global and local differences in ancestry account for the observed differences in gene expression between Caucasian and African populations and that the differences in gene expression are widespread, mirroring genotypic differentiation.
Role of Geography and Lifestyle
Geography, lifestyle and food habits are known contributors to the development of many complex diseases such as cancer, diabetes and cardiovascular diseases. Nutritional, demographic, epidemiological and socioeconomic transitions over a few decades have resulted in drastic changes in environmental factors and lifestyles that have contributed to increased prevalence of chronic disorders [40] . This altered pathophysiology is also evident in significantly higher prevalence and incidence of lifestyle-related disorders in urban than in suburban or rural locations. Reasoning that lifestyle could play an important role in regulating the expression of genes that govern susceptibility to chronic diseases, Idaghdour et al. [41] estimated the extent of influence of lifestyle and geography on gene expression by examining the transcriptome of genetically homogeneous individuals from three diverse settings in Morocco: urban, rural and nomadic. The authors found that almost one-third of the transcriptome had differential expression among regions. Neither genetic differentiation nor differential methylation was indicated, suggesting a minimal role of these factors in the expression divergence.
The findings of this 'geographical genomics' study were confirmed with an expanded sample that included Arab and Berber populations in the same region of Morocco and also demonstrated an almost complete absence of genotype-byenvironment interactions on eQTL effects [42] . Each of almost 400 genome-wide significant eQTLs had the same direction and magnitude of effect in the urban and rural settings despite strong lifestyle differences. They discuss how this situation could nevertheless lead to G 9 E interactions at the phenotype level. Subsequently, Nath et al. [43] made similar observations in Fiji, where migrant Indians and native Melanesian Fijians living in rural and urban settings were found to diverge in peripheral blood gene expression, with the most significant differences observed between rural Indians and the other three groups of residents, to some extent involving similar genes as observed in Morocco.
Signatures of Gene Expression
Transcriptome profiling generates a large amount of data about the basal expression of genes and differential expression of genes in different conditions, but interpretation and comparison across studies pose unique challenges. Instead of considering individual transcript profiles, signatures/modules of gene expression capturing transcriptional covariance in a sample, based on coordinated expression and clustering of transcript profiles, could provide a better understanding of the clinical implications. Different methods have been employed to quantify gene expression covariance. These include principal component methods as well as independent component analysis [44] and non-negative matrix factorization [45] , which typically generate many components of variation that each explain a few percent of the total transcriptome variance. Hierarchical clustering methods including weighted gene coexpression network analysis [46] and modulated modularity clustering [47] are more directed toward identifying modules of coregulated genes. Chaussabel et al. [48] adopted a module construction strategy from coordinately expressed genes in blood from patients (n = 239) suffering from one of several conditions including systemic juvenile idiopathic arthritis, systemic lupus erythematosus (SLE), type I diabetes, metastatic melanoma, acute infections (Escherichia coli, Staphylococcus aureus) and influenza A, or livertransplant recipients undergoing immunosuppressive therapy. The authors identified 28 modules incorporating 4,742 transcripts, which provided a stable framework for functional interpretation of transcripts profiles in disease conditions. From this foundation, we recently showed that nine axes of covariance are consistently conserved across diverse population-profiling data sets [49 • ]. These axes capture as much as half of the total transcriptome variance in each study, with several hundred to several thousand transcripts highly significantly associated with each axis. Furthermore, a conserved set of 90 transcripts known as blood informative transcripts (BIT), ten for each axis, can effectively capture much of this transcriptional covariance [42, 49 • ]. The first principal component of each set of BIT defines an axis score, and these show high correlations with genetic, environmental and phenotypic variables. These BITs can thus be used to classify individuals based on their blood and immune functions. Gene ontology enrichment indicates that the axes are enriched for specific immune functions (for example, B or T lymphocyte, neutrophil signaling, etc.) and responses to environmental stimuli such as antiviral response.
Axes of Variation Correspond to Reported Signatures of Environmental or Pathophysiological Differences
BIT axes could be very useful in the context of pre-clinical risk prediction for diseases, without whole transcriptome profiling, since just 90 transcripts can be assayed using relatively inexpensive qRT-PCR techniques. Here we evaluate the feasibility of using BIT axes as predictors of transcriptional changes under different environmental, geographical and physiological conditions. We used transcriptional profiling data from previous studies that investigated changes in blood gene expression under various pathophysiological conditions including infectious diseases, chronic non-communicable diseases, response to vaccine and mental health and behavior and re-analyzed these data sets to evaluate the correlation of gene expression changes in these diverse conditions with the nine axes of variation. We downloaded expression data from the public microarray repository Gene Expression Omnibus (http://www.ncbi.nlm.nih.gov/geo/) and generated BIT axes after normalization by taking the first principal component (PC1) of abundance levels of the set of ten BIT in each axis as described in Preininger et al. [49 • ]. Differences in axis scores in different conditions were tested using either t tests or ANOVA, and their correspondence with described expression signatures was assessed by linear regression. The results are summarized in Table 1 .
Since the BIT axes have the potential to track inflammatory and metabolic traits, we evaluated whether they could be useful in the context of pre-clinical risk prediction for diseases using transcriptome profiles of healthy controls and patients for any of the following diseases from the Chaussabel et al. [48] study: systemic juvenile idiopathic arthritis (sJIA), SLE, type I diabetes, metastatic melanoma, Laennec's cirrhosis, urinary tract infection and hepatitis C. These diseases include a spectrum of disorders (chronic, infectious and autoimmune disease) that mainly involve perturbations in immune function and inflammation. Hepatitis C, sJIA, Laennec's cirrhosis, melanoma type 1 diabetes and SLE were correlated with axis 5, which is related to Toll-like receptor (TLR) signaling, inflammatory response and immunity (Fig. 1a) . This is consistent with pathogenesis of these diseases related to immunity and inflammation. Hepatitis C infection has been associated with increased levels of chemokines and cytokines in the liver [50] . The innate immunity pathway is triggered during the onset of sJIA through the TLR pathway, which upregulates expression of proinflammatory cytokines via NF-jB activation, in turn initiating an inflammatory cascade [51] . TLRs and cytokines have also been implicated in autoimmune diseases [52] . In SLE, elevated levels of TLR9 have been found in B cells, which drive the increase in IFNa that promotes SLE disease progression [53, 54] . In addition, perturbation of serum proinflammatory cytokines (tumor necrosis factor and interleukin-6) has been reported in active SLE progression [55, 56] . Interestingly, axis 1 and axis 9 were specifically associated with type 1 diabetes and thus could distinguish type 1 diabetes from other diseases; axis 2 distinguishes sJIA and urinary tract infection from the other diseases (Table 1) .
Socioeconomic status (SES) during early life plays an important role in determining health status in adult life. Low SES has been shown to be associated with an inflammatory state and development of many chronic diseases such as obesity, diabetes and cardiovascular diseases later in life [57] . Miller et al. [58] investigated differences in gene expression profiles of healthy adults who were raised in either low early life SES or high early life SES. The authors reported a significant increase in expression of genes bearing response elements for CREB/ATF transcription factors, decreased expression of genes with response elements of the glucocorticoid receptor and upregulation of proinflammatory transcripts among subjects with low early life SES. Our axis analysis showed positive correlation of axis 9 and negative correlation of axis 1 respectively. Axis 1 is involved in T cell function while axis 9 corresponds to the major component of lifestyle divergence in Morocco. Moreover, Cole and colleagues [59 • ] have also surveyed sociogenomic effects related to loneliness, depression and bereavement and argue that a consistent pattern of altered regulation of proinflammatory genes and antiviral responses known as the conserved transcriptional response to adversity (CTRA) underlies many behavioral gene expression profiles. We find that axes 1, 3, 5 and 7 consistently correspond to the major CTRA components (unpublished data).
As discussed above, lifestyle and geography influence the expression of genes as demonstrated by Idaghdour et al.'s [41] study of transcriptome profiles of individuals with different lifestyles in geographically diverse regions of Morocco. Axis 3, which is comprised of genes involved in B-cell activation, was found to be significantly higher in individuals from urban regions compared to individuals from rural and nomad regions, with a higher difference between urban and nomadic lifestyles. In the follow-up study where a complex interaction among gender, lifestyle and geography was observed, axis 9 was very strongly associated with the major signature of cultural differentiation, as reported in [49 • ], and implicated aspects of T-cell regulation in functional divergence among populations.
Montano et al. [60] in 2006 demonstrated differential patterns of gene expression during HIV-1C infection as well as with perinatal transmission outcome; they showed association of HIV-1C infection with upregulation of multiple groups of innate response genes, namely TLR and interferon activated antiviral response. Perinatal transmission was attributed to RNA metabolism (processing and splicing) genes, whereas non-transmitter mothers displayed two clusters of gene expression correlating with low and high viral load, with the high viral load pattern being similar to the profiles of transmitters. Consistently, BIT axis analysis shows that axes 4, 7 and 9, which correspond to RNA metabolism, antiviral response and a subset of T-cell function, respectively, are associated with the status of HIV-1C infection (Table 1) . Interestingly, axis 9 also clearly separates control and non-transmitter mothers with low viral load from transmitter mothers and non-transmitter mothers with high viral load (Fig. 1b) .
To evaluate whether BIT axes could capture mental health status, we performed a comparison between chronically high or low levels of social isolation from the Chicago Health Aging and Social Relations Study cohort [61] . We generated the first principal component of overand under-expressed genes in high loneliness individuals, respectively. Genes upregulated in high loneliness were involved in immune activation, transcriptional regulation and cell division, while downregulated genes were part of mature B lymphocyte function and type I interferon response [61] . BIT axis analysis provided consistent results; PC1 of the overexpressed genes was highly correlated with BIT axis 4 (Fig. 1c) , while that of underexpressed genes was correlated with axes 7 and 8.
The efficacy and immunogenicity of vaccines depend on many factors including the immunocompetence of vaccines and pre-existing level of antibody titers. Nakaya et al. [62] at days 0, 3 and 7 post-vaccination. They identified early molecular signatures that could predict later antibody titers after vaccination and showed that expression of genes involved in B cell and T cell function correlates with the antibody titer at day 28. BIT axis analyses revealed that HAI titer responses are very strongly correlated with axis 6 and 8. The first principal component of differentially expressed genes after TIV was negatively correlated with axis 6 and positively correlated with axis 8. Axis 8 comprises genes involved in lymphocyte activation and RNA processing. Thus, this analysis confirms that T cell function is involved in the response to vaccination for influenza and axis 8 genes could be useful in early detection of differences in response. There is no clear gene ontology enrichment for axis 6, but the implication is that the antibody titer is strongly correlated with as many as 1,000 coregulated genes, only a few of which reach experimentwide significance in the traditional hypothesis-testing framework. In addition, LAIV vaccination induces differential expression of a different subset of genes including enrichment for T cells, monocytes and natural killer cells [62] . Consistently, axis 1, which comprises genes involved in T cell physiology, also showed a strong association with PC1 of differentially expressed genes after LAIV vaccination. Moreover, axis 1 was also able to differentiate high and low responders. This analysis suggests that expression levels of a few genes comprised in axes 1, 6 and 8 could help to predict the response to different vaccines for influenza and could help to identify responders and nonresponders in a population (Fig. 1d) .
Altogether, the analyses presented here confirm that BIT axes are robust in capturing patterns of gene expression in various conditions and could be helpful in predicting clinical outcomes and disease risks as the consequences of different physiological and environmental conditions. They also imply that many inferences of differential expression that are presented as specific to the conditions of the particular study actually reflect a common set of underlying physiological responses in well-coordinated coexpression networks.
The Impact of False Negative Findings in Inference from Gene Expression Profiling
A corollary of axis-based analysis of gene expression is that it highlights the strong potential for false negative findings. While genome-wide association studies typically adopt a stringent significance threshold for association, the standard in gene expression profiling is to adopt a false discovery rate criterion in which the ratio of false positives to false negatives is balanced [63] . In both cases, it is generally assumed that all of the tests are independent, but the strong covariance of gene expression in coordinated axes suggests an alternative interpretation, illustrated in Fig. 2 . We took the Morocco data set contrasting urban and rural samples [41] and divided it into two halves. All of the genes upregulated in the first half of the data set at p Rural minus Urban (log2) B A Fig. 2 An example illustrating the potential for false-negative findings in gene expression profiling. The two volcano plots depict differential gene expression between rural and urban regions in two randomly divided halves of the data set from the Morocco study [41] . Differences in the mean of each gene expression level between rural and urban (x axis) are plotted versus the negative logarithm of p values for statistical significance (y axis). Up-and downregulated genes (-log p [ 4) in rural samples in the first half of the data set are colored red and blue, respectively, in both (a) and (b). For almost all of the transcripts, the direction of differential expression is the same, but fewer than one-third are significant in both halves. A similar result is seen when the significant genes in the second half are colored in the first half (not shown) (Color figure online) Curr Genet Med Rep (2013) 1:203-211 209 plot in Fig. 2a . The corresponding genes are similarly shaded for the second half of the data in Fig. 2b , where it can be clearly seen that the direction of differential expression is consistent for all of the genes even though only a minority of them are significant at p \ 10 -4 in both studies. In this case, many of the genes are associated with axis 3, so the reason why there is such consistency in directionality is that the entire axis is coregulated. However, in each of the subsamples only a fraction of the differential expression is strong enough to exceed the set threshold. Consequently, despite the power of transcriptome profiling to detect expression differences as small as 1.5-fold in samples as small as 20 or so individuals of each class, it is apparent that there is a high false-negative rate for the genes in axis 3. That threshold-based cutoffs fail to account for the coregulation of gene expression is almost certainly a general phenomenon; hence, it is imperative that archives of transcriptional covariance in different tissues be developed.
Conclusion
Peripheral blood gene expression profiling experiments consistently reveal differences among populations, which can be associated with pathophysiological, demographic and geographic phenomena. When traditional significance criteria are used to interpret the results, there is a tendency to focus attention on dozens to hundreds of genes that will tend to be specific to the particular study and hence to conclude that those genes provide a somewhat unique signature for the condition. However, recognition that gene expression involves conserved axes suggests that often the differential expression actually reflects perturbation of a small set of underlying regulatory processes where the most significant changes are better regarded as representatives of the affected axis of several thousand genes. Local (or cis-) eQTLs act on top of this coexpression network to regulate individual genes, in some cases leading to genetic differences between populations due to allele frequency shifts. Environmental and transregulatory influences are less well characterized, but are the predominant influence on gene expression variation.
