Constraint-consistent Runge-Kutta methods for one-dimensional incompressible multiphase flow by Sanderse, B. (Benjamin) & Veldman, A.E.P.
Constraint-consistent Runge-Kutta methods for one-dimensional
incompressible multiphase flow
B. Sandersea, A.E.P. Veldmanb
aCentrum Wiskunde & Informatica (CWI), Amsterdam, The Netherlands
bBernoulli Institute for Mathematics, Computer Science and Artificial Intelligence, University of Groningen,
Groningen, The Netherlands
Abstract
New time integration methods are proposed for simulating incompressible multiphase flow in
pipelines described by the one-dimensional two-fluid model. The methodology is based on ‘half-
explicit’ Runge-Kutta methods, being explicit for the mass and momentum equations and implicit
for the volume constraint. These half-explicit methods are constraint-consistent, i.e., they satisfy
the hidden constraints of the two-fluid model, namely the volumetric flow (incompressibility)
constraint and the Poisson equation for the pressure. A novel analysis shows that these hidden
constraints are present in the continuous, semi-discrete, and fully discrete equations.
Next to constraint-consistency, the new methods are conservative: the original mass and mo-
mentum equations are solved, and the proper shock conditions are satisfied; efficient: the implicit
constraint is rewritten into a pressure Poisson equation, and the time step for the explicit part is
restricted by a CFL condition based on the convective wave speeds; and accurate: achieving high
order temporal accuracy for all solution components (masses, velocities, and pressure). High-
order accuracy is obtained by constructing a new third-order Runge-Kutta method that satisfies
the additional order conditions arising from the presence of the constraint in combination with
time-dependent boundary conditions.
Two test cases (Kelvin-Helmholtz instabilities in a pipeline and liquid sloshing in a cylindrical
tank) show that for time-independent boundary conditions the half-explicit formulation with a
classic fourth-order Runge-Kutta method accurately integrates the two-fluid model equations in
time while preserving all constraints. A third test case (ramp-up of gas production in a multiphase
pipeline) shows that our new third-order method is preferred for cases featuring time-dependent
boundary conditions.
Keywords: Two-fluid model, volume constraint, multiphase flow, Runge-Kutta, index-3 DAE,
time integration
1. Introduction
1.1. Background
The incompressible two-fluid model for one-dimensional multiphase flow is an important
model to study, for example, the behaviour of oil and gas in long pipelines. A main research
area is the development of methods for the accurate prediction of the transition from stratified
flow to slug flow, and the subsequent propagation of the generated slugs (so-called slug capturing
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methods). In this paper we progress towards this goal by developing efficient time integration
methods for the incompressible model two-fluid model. An important ingredient in the con-
struction of such methods lies in the correct treatment of the constraints of the incompressible
model: the phases exactly fill the pipeline (the volume constraint), and the mixture velocity field
is divergence free.
The development of efficient time integration methods for the two-fluid model hinges on
the use of the pressure equation. For the compressible two-fluid model a hyperbolic evolution
equation for the pressure can be derived by a single differentiation of the volume constraint (see
e.g. [7, 35]). The resulting system can be solved for example with implicit methods in order to
circumvent the CFL condition associated to the acoustic waves [14, 42]. However, in case the
flow is incompressible, the character of the pressure equation changes from hyperbolic to elliptic,
and dedicated incompressible solvers are more efficient than compressible solvers.
Different approaches to deal with this incompressible, one-dimensional, multiphase flow prob-
lem have been proposed, which will be shortly summarized here.
A first approach is to eliminate the pressure from the four-equation system and to rewrite this
system into a two-equation system. This leads to the ‘no-pressure wave’ model or the ‘fixed-flux’
model suggested by [51], and used for example in [1, 24, 33, 37]. A similar two equation model is
the ‘reversed density’ model developed by Keyfitz et al. [29] and employed for example in [50]. In
these models, the pressure is generally computed as a post-processing step. A general problem
with these reduced equation systems is that they are only valid in case of smooth solutions. In
the presence of shocks the wrong jump conditions are obtained [1]. Furthermore, the fixed-flux
assumption often limits these studies to stationary boundary conditions.
A second approach is to keep the pressure in the formulation and to use a pressure-correction
method. A pressure equation is then typically obtained by substituting the momentum equations
in the combined mass conservation equation, while applying the volume constraint equation. This
approach is taken by Liao et al. [31], who solve the momentum equations with an old pressure,
solve for the new pressure, and then update the velocity. A slightly different approach is taken
in [25, 33, 49], in which the pressure equation is derived from a combination of momentum and
continuity equations, without using the constraint equation. A related approach is the all-speed
method in the RELAP-7 code [8], based on the PCICE (pressure corrected implicit continuous-
fluid eulerian) algorithm. The temporal accuracy of these approaches is mostly limited to first
order, or not reported. Note that most of these methods are reminiscent of single phase in-
compressible (2D or 3D) Navier-Stokes solution algorithms such as SIMPLE ([39]) or PISO [26],
which were developed to handle the divergence-free constraint.
The aim of this paper is to resolve the issues of these current approaches by developing
high order constraint-consistent time integration methods for the incompressible two-fluid model
equations in conservation form, including a generic (non-stationary) boundary condition treat-
ment.
1.2. Approach and outline
In this paper we study the incompressible two-fluid model equations in conservative form. The
constraint in the model has implications on all discretization aspects and we have constructed
the roadmap of figure 1 to make this clear. First we show via a characteristic analysis that
the constraint in the continuous model equations introduces two additional ‘hidden’ constraints
(section 2, first row of figure 1). Second, the constraint has important consequences for the spatial
discretization of the equations, in particular for the boundary conditions, which are derived in
section 3. Third, in the resulting semi-discrete equations the presence of the constraint leads
to a differential-algebraic equation (DAE) system that features the same two hidden constraints
(section 4, second row in figure 1). These semi-discrete equations are discretized in time with
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a ‘half-explicit’ Runge-Kutta method and recombined into a form that highlights the hidden
constraints in the equations (section 5, third row in figure 1). The DAE classification is used to
perform the accuracy analysis, and a new third-order Runge-Kutta method will be designed such
to avoid order reduction. The resulting method is a new high-order time integration method that
is consistent with the constraints derived on the continuous and semi-discrete level. In summary,
our novel approach follows the red dashed line in figure 1 and is consistent with the mantra:
discretize first, substitute next [48].
The main advantages of this approach are that (i) the method is consistent with the con-
straints of the model, (ii) high-order accuracy of all solution components, including the pressure,
is achieved, (iii) the original conservation equations are solved, and (iv) the approach only re-
quires implicit treatment of the pressure equation. Furthermore, the approach has the potential
to be applied to other constraint systems, such as drift-flux models and three-fluid models, and
multi-dimensional applications.
index
Runge-Kutta method
index 3 DAE index 2 DAE
fully discrete substitution
Two-Fluid Model
Eqs (1) - (5)
Eqs (66), (67)
Eqs (88) - (90)
fully discrete
Eqs (88), (89), (96)
spatial discretization
index 1 DAE
substitution fully discrete
Eqs (88), (89), (100)
Eqs (66), (78) Eqs (66), (83)
constraint C0 constraint C1 constraint C2
characteristic Riemann invariant Riemann invariant
analysis Eq (33) Eq (37)
characteristic
analysis
our approach accuracy analysis
(volume) (volumetric flow) (pressure Poisson)
reduction
index
reduction
Figure 1: Our approach to form new time integration methods for the incompressible two-fluid model follows the
red boxes: discretize first, substitute next.
2. Constraint analysis of differential equations
2.1. Governing equations incompressible flow
The incompressible two-fluid model can be derived by considering the stratified flow of liquid
and gas in a pipeline (for a recent discussion of the two-fluid model, see for example [33]). The
main assumptions that we make are that the flow is one-dimensional, stratified, incompressible,
and isothermal. Transverse pressure variation is introduced via level gradient terms. Surface
3
tension is neglected. This leads to the following equations:
∂
∂t
(ρgAg) +
∂
∂s
(ρgugAg) = 0, (1)
∂
∂t
(ρlAl) +
∂
∂s
(ρlulAl) = 0, (2)
∂
∂t
(ρgugAg) +
∂
∂s
(ρgu2gAg) = −
∂p
∂s
Ag + LGg +−τglPgl − τgPg − ρgAggs + FbodyAg︸ ︷︷ ︸
Sg
, (3)
∂
∂t
(ρlulAl) +
∂
∂s
(ρlu2lAl) = −
∂p
∂s
Al + LGl + τglPgl − τlPl − ρlAlgs + FbodyAl︸ ︷︷ ︸
Sl
, (4)
supplemented with the volume constraint equation, which we indicate by C0:
C0: Ag +Al = A. (5)
In these equations the subscript denotes either gas (g) or liquid (l). The model features four
evolution equations, one constraint equation, and five unknowns (Ag, Al, ug, ul, p), which are
a function of the independent variables s (coordinate along the pipeline axis) and t (time). ρ
denotes the density (assumed constant), A the cross-sectional area of the pipe, Ag and Al (also
referred to as the hold-ups) the cross-sectional areas occupied by the gas or liquid, R the pipe
radius, h the height of the liquid layer measured from the bottom of the pipe, u the phase
velocity, p the pressure at the interface, τ the shear stress (with the wall or at the interface), g
the gravitational constant, ϕ the local inclination of the pipeline with respect to the horizontal,
gn = g cosϕ and gs = g sinϕ.
The level gradient terms LG are given by [42]:
LGg =
∂HGg
∂s
, HGg = ρggn
[
(R− h)Ag + 112P
3
gl
]
, (6)
LGl =
∂HGl
∂s
, HGl = ρlgn
[
(R− h)Al − 112P
3
gl
]
. (7)
For incompressible flow these expressions simplify to LGg = −ρggnAg ∂h∂s , LGl = −ρlgnAl ∂h∂s ,
but we stick to the form displayed in equation (6) because this form is conservative. Al and h
are related by a non-linear algebraic expression, see Appendix A.1. The wetted and interfacial
perimeters Pg, Pl and Pgl can similarly be expressed in terms of the hold-up Al or the interface
height h (see [42]). The model can also be employed for channel flow instead of pipe flow with
minor modifications.
The body force Fbody in the gas and liquid momentum equations is for example a driving
pressure force for the simulations that involve periodic boundary conditions, or a source term to
force an analytical solution (see Appendix B). The friction models are described in Appendix
A.2. The source terms Sg and Sl do not contain spatial or temporal derivatives.
Initial and boundary conditions determine whether the equations form a well-posed initial
boundary value problem. It is well-known that this is not always the case: the two-fluid model
equations can become ill-posed depending on the velocity difference between the phases [5, 34, 44].
In this paper we will restrict ourselves to test cases for which the model is well-posed.
2.2. Two-equation model
Several discretization methods for solving the two-fluid model equations (1)-(5) are based on
an alternative form of the model. For the compressible model, a common approach is to expand
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the density in the mass conservation equations in terms of the pressure, and combine the resulting
equations with the volume constraint to derive a pressure equation [7, 14, 15]. However, in case
the fluid is incompressible, such a pressure equation becomes singular and cannot be used. A
common approach is then to reduce the four-equation system to a two-equation system [1, 24, 37].
The basis lies in combining the mass equations and the volume constraint to derive the volumetric
flow constraint (C1):
C1: ∂
∂s
(Agug +Alul) = 0. (8)
It can be integrated in space to give, at any point in the pipeline,
Aumix := Agug +Alul = V (t), (9)
where V (t) is the volumetric flow rate. The next step is to rewrite the momentum and mass
equations into an equation for the difference in momenta:
∂
∂t
(ρlul − ρgug) + ∂
∂s
(
1
2
(
ρlu
2
l − ρgu2g
))
= −(ρl − ρg)gn ∂h
∂s
+ Sl
Al
− Sg
Ag
. (10)
At the same time, the mass equations can be combined to give
∂
∂t
(ρgAg + ρlAl) +
∂
∂s
(ρgugAg + ρlulAl) = 0. (11)
The ‘conservative’ (pressure-free) combined momentum equation (10) and the conservative com-
bined mass equation (11) form a two-equation system, which can be numerically solved when
supplemented with the volume constraint (5) and volumetric flow constraint (9). However, this
reduced pressure-free model is only equivalent to the original two-fluid model for sufficiently
smooth solutions. In case shock waves appear in the solution, the pressure-free model is not
equivalent, and will generally exhibit different weak solutions [2, 30]. An example of shock waves
in the two-fluid model are roll waves [51], for which it has been shown that the conservative and
non-conservative equation systems indeed lead to different solutions [2]. Consequently, we will
not pursue the two-equation system as a starting point for the development of time integration
methods, but instead use the original conservation equations (1)-(4) 1.
2.3. Constraint equations from characteristic analysis
The governing equations of the two-fluid model describe the change in mass and momentum
of each phase, commonly expressed by the vector of conservative variables
U =

ρgAg
ρlAl
ρgugAg
ρlulAl
 . (12)
Note, however, that the model cannot be written in full conservative form due to the presence
of the non-conservative pressure term. Fortunately, the equations can be written in quasi-linear
form in terms of the primitive variables W ,
A(W )∂W
∂t
+B(W )∂W
∂s
+ S(W ) = 0, (13)
1We note that the momentum equations in the four-equation model are not fully conservative due to the
presence of the hold-up fractions in the pressure gradient. This is a topic of study in itself, and we refer the
interested reader to [47].
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where we choose W = (Al, ul, ug, p)T . The dependence of A, B and S on W will not be
explicitly indicated in the sequel. The matrices A and B and source term S can be simplified, by
multiplying the mass equations by their respective velocities and adding them to the momentum
equations, and by dividing by the respective cross-sectional areas:
A =

1 0 0 0
−1 0 0 0
0 ρl 0 0
0 0 ρg 0
 , B =

ul Al 0 0
−ug 0 Ag 0
− 1Al ∂HGl∂Al ρlul 0 1
+ 1Ag
∂HGg
∂Ag
0 ρgug 1
 , S =

0
0
−Sl/Al
−Sg/Ag
 .
(14)
In this derivation the constraint has been substituted, in the form ∂Ag∂t = −∂Al∂t and ∂Ag∂s = −∂Al∂s .
The derivatives of the level gradient terms read
∂HGl
∂Al
= −ρlgnHl, ∂HGg
∂Ag
= ρggnHg, (15)
where Hl/Al = Hg/Ag = ∂h∂Al (similar to the derivation in [5]).
The eigenvalues are found from the generalized eigenvalue problem
det(B − λA) = 0. (16)
Since A is rank-deficient (rank(A) = 3), the number of eigenvalues is lower than the dimension
of the matrix [16]. Two of the roots are given by
λ1,2 =
(ρu)∗ ± ξ
ρ∗
, (17)
where, in the notation from Akselsen [2]:
φ∗ = φl
Al
+ φg
Ag
, (18)
with
ξ =
√
ρ∗(ρl − ρg)gn ∂h
∂Al
− ρgρl
AgAl
(ug − ul)2. (19)
The characteristic polynomial corresponding to the eigenvalue problem is given by:
ρlAg(ul − λ)2 + ρgAl(ug − λ)2 + (ρl − ρg)AgAlgn ∂h
∂Al
= 0, (20)
and the two eigenvalues λ1,2 are real provided that:
(ug − ul)2 ≤ ρl − ρg
ρ∗
gn
∂h
∂Al
, (21)
which is known as the inviscid Kelvin-Helmholtz limit. The (left) eigenvectors related to λ1,2 are
found as follows
l1 =
(
− ρlAl
ρg
Ag
(ug−ul)−ξ
ρ∗ − ρgAg
ρl
Al
(ug−ul)+ξ
ρ∗ −1 1
)
, (22)
l2 =
(
− ρlAl
ρg
Ag
(ug−ul)+ξ
ρ∗ − ρgAg
ρl
Al
(ug−ul)−ξ
ρ∗ −1 1
)
. (23)
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The Riemann invariant related to each eigenvector follows by multiplying the original PDEs with
the eigenvector. For λ1 and l1 this yields
l1 · (A∂W
∂t
+B ∂W
∂s
+ S) = 0, (24)
giving the Riemann invariant
ξ
∂Al
∂t
− ρl ∂ul
∂t
+ ρg
∂ug
∂t
+ λ1ξ
∂Al
∂s
− λ1ρl ∂ul
∂s
+ λ1ρg
∂ug
∂s
+ Sl
Al
− Sg
Ag
= 0, (25)
which can be written as
ξ
dAl
dt − ρl
dul
dt + ρg
dug
dt =
Sg
Ag
− Sl
Al
, (26)
with ddt =
∂
∂t + λ1
∂
∂s . For the second eigenvalue and eigenvector λ2, l2 we similarly get
− ξdAldt − ρl
dul
dt + ρg
dug
dt =
Sg
Ag
− Sl
Al
, (27)
with ddt =
∂
∂t +λ2
∂
∂s . These eigenvalues and Riemann invariants are similar to the ones typically
obtained for the two-equation system mentioned in section 2.2, see [1, 20, 40], and will be used
for our characteristic boundary condition treatment in section 3.2. These two eigenvalues and
Riemann invariants reflect the hyperbolic character of the two-fluid model, but the effect of the
third and fourth eigenvalue has been lost, and in particular the elliptic behaviour of the pressure
is missing.
Here we extend the characteristic analysis to include the third and fourth eigenvalue of the
system. This requires the consideration of the inverse eigenvalue problem, Av = µBv, with the
determinant equation
det(µB −A) = 0, (28)
leading to the following characteristic polynomial
µ2
(
ρlAg(µul − 1)2 + ρgAl(µug − 1)2) + µ2(ρl − ρg)AgAlgn ∂h
∂Al
)
= 0. (29)
This equation has solutions µ1,2 = 1/λ1,2, and µ3,4 = 0, indicating that λ3,4 are infinite (see also
Drew and Passman [13]). The left eigenvector of the inverse eigenvector problem is the same as
of the original eigenvector problem, and for µ3 = 0 the condition l3 ·A = 0 leads to:
l3 =
(
1 1 0 0
)
. (30)
The corresponding ‘Riemann invariant’ follows as:
l3 · (A∂W
∂t
+B ∂W
∂s
+ S) = 0, (31)
leading to
(ul − ug)∂Al
∂s
+Al
∂ul
∂s
+Ag
∂ug
∂s
= 0, (32)
or equivalently
C1: ∂
∂s
(ulAl + ugAg) = 0. (33)
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Thus, this means that: the third ‘Riemann invariant’ corresponds to the volumetric flow con-
straint (8).
To find an eigenvector associated with the fourth eigenvalue, µ4 = 0 we resort to a generalized
eigenvector via the application of Jordan theory:
l4 · (A− µ4B) = l3 ·B =
(
ul − ug Al Ag 0
)
, (34)
which leads to (µ4 = 0)
l4 =
(
ul ug Al/ρl Ag/ρg
)
. (35)
Carrying out again the multiplication with the original PDE leads to
∂
∂t
(ulAl + ugAg) +
∂
∂s
(u2lAl + u2gAg) = −
(
Al
ρl
+ Ag
ρg
)
∂p
∂s
+ LGg
ρg
+ LGl
ρl
+ Sg
ρg
+ Sl
ρl
. (36)
This is a combination of the momentum equations (after division by the respective densities)
which involves the time derivative of the total volumetric flow V (t) (see (9)):(
Al
ρl
+ Ag
ρg
)
∂p
∂s
= −dV (t)dt −
∂
∂s
(u2lAl + u2gAg) +
LGg
ρg
+ LGl
ρl
+ Sg
ρg
+ Sl
ρl
. (37)
Further differentiation with respect to s gives the pressure constraint, equation (38):
C2: ∂
∂s
((
Ag
ρg
+ Al
ρl
)
∂p
∂s
)
= − ∂
2
∂s2
(u2gAg + u2lAl) +
∂
∂s
(
LGg
ρg
+ LGl
ρl
)
+ ∂
∂s
(
Sg
ρg
+ Sl
ρl
)
.
(38)
The fourth ‘Riemann invariant’ corresponds to a Poisson-type equation for the pressure. Effec-
tively, this equation is obtained by taking the time derivative of the mixture equation (33), and
by substituting the spatially-differentiated momentum equations. It hinges on the fact that the
time derivative of the spatial terms in the mass equations is equal to the spatial derivative of the
temporal terms in the momentum equations. This is an important observation that will be used
in constructing a discrete approximation and a consistent discrete pressure equation. Equations
(33) and (38) are two hidden constraints of the continuous model equations and can be used for
constructing an efficient numerical solution algorithm.
Strictly speaking, the full two-fluid model is parabolic, because it has real eigenvalues with
a degenerate set of eigenvectors. Practically speaking, the system of equations has a hyperbolic
part, with two real eigenvalues, and an elliptic part, corresponding to the Poisson-like equation
for the pressure. The pressure is a Lagrange multiplier that makes the mixture velocity field
divergence free.
To conclude, the first novel result of this paper is that the two ‘Riemann invariants’ asso-
ciated with the infinite eigenvalues are the hidden constraints of the system. They are satisfied
instantaneously, at each moment in time. This means, for example, that no explicit initial condi-
tion for the pressure is required, since it follows from the initial condition for the phase velocities
and hold-up fractions. Furthermore, the presence of infinite eigenvalues requires an (at least
partially) implicit time integration strategy.
The insights obtained from the characteristic analysis in this section will be employed in the
next sections to construct a new boundary condition treatment and to interpret our new time
integration strategy.
3. Spatial discretization and boundary conditions
3.1. Discretization at interior points
The spatial discretization is on a staggered grid, consisting of N ‘pressure’ and N+1 ‘velocity’
volumes. The midpoints of the velocity volumes lie on the faces of the pressure volumes. The
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pressure, density, hold-up and mass are defined in the centre of the pressure volumes, whereas
the velocity and momentum are defined in the centre of the velocity volumes. For details we
refer to [42]. The unknowns are the vector of conservative variables U(t):
U(t) =

mg
ml
Ig
Il
 =

[(ρgAg)1 . . . (ρgAg)N ]T
[(ρlAl)1 . . . (ρlAl)N ]T
[(ρgAgug)1/2 . . . (ρgAgug)N+1/2]T
[(ρlAlul)1/2 . . . (ρlAlul)N+1/2]T
 , (39)
and the pressure:
p(t) = [p1 . . . pN ]T . (40)
Note that mg, ml, Ig and Il, are vectors, containing mass and momentum (per unit pipe length)
at the pressure and velocity volumes, respectively. U(t) and p(t) are both a function of time
only.
ii− 12 i+ 12 i+ 1
Ωpi
Ωui+1/2
pi, Aβ,iuβ,i−1/2 uβ,i+1/2
pi, Aβ,i uβ,i+1/2 pi+1, Aβ,i+1
uβ,1/2 uβ,3/2p1, Aβ,1
i = 1
Figure 2: Staggered grid layout including left boundary.
We start with conservation of mass for phase β (β is liquid or gas). Integration of equation
(2) in s-direction over a pressure volume gives:
d
dt (mβ,i∆si) + Iβ,i+1/2 − Iβ,i−1/2 = 0, (41)
where the convective fluxes can be directly expressed in terms of the momenta I at the staggered
locations, so no approximation is involved in this term.
For conservation of momentum we proceed in a similar way. Integration of (4) in s-direction
over a velocity volume gives:
d
dt
(
Iβ,i+1/2∆si+1/2
)
+ (ρβAβ)i+1 (uβ,i+1)
2 − (ρβAβ)i (uβ,i)2 = −Aβ,i+1/2 (pi+1 − pi)
+ LGβ,i+1/2 + Sβ,i+1/2∆si+1/2, (42)
and the level gradient terms for the gas and liquid are given by (+ for gas, - for liquid)
LGβ,i+1/2 = ρβgn
((
hAβ ± 112P
3
gl
)
i+1
−
(
hAβ ± 112P
3
gl
)
i
)
. (43)
The convective term in the momentum equation requires approximation; in the test cases in this
work we have simply used a central approximation, uβ,i = 12 (uβ,i+1/2 + uβ,i−1/2).
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The system is closed with the volume constraint (5), which is written in terms of the phase
masses mβ as:
mg
ρg
+ ml
ρl
−A = 0. (44)
We stress that the unsteady term in the momentum equation and the mass fluxes in the
mass equations both contain the same quantity Iβ = ρβAβuβ . This ensures a discrete coupling
between the mass and momentum equations in the same way as in the continuous case, where
the incompressible pressure equation was derived by equating the time differentiation of the flux
terms in the mass equations to the spatial differentiation of the unsteady terms in the momentum
equations. This coupling is naturally achieved by the use of a staggered grid.
3.2. Boundary conditions
The boundary conditions should be consistent with the characteristic directions (17) and
eigenvectors (22)-(23). We rewrite the Riemann invariants, similar to (24), in matrix notation
as
LA
∂W
∂t
+LB ∂W
∂t
+LS = 0, (45)
where L is the matrix that contains the left eigenvectors li as rows. Written in full, this gives
ξ −ρl ρg 0
−ξ −ρl ρg 0
0 0 0 0
ul − ug Al Ag 0


∂Al
∂t
∂ul
∂t
∂ug
∂t
∂p
∂t
+

λ1ξ −λ1ρl λ1ρg 0
−λ2ξ −λ2ρl λ2ρg 0
ul − ug Al Ag 0
u2l − u2g + H˜ 2ulAl 2ugAg Agρg + Alρl


∂Al
∂s
∂ul
∂s
∂ug
∂s
∂p
∂s
+

Sl
Al
− SgAg
Sl
Al
− SgAg
0
−Sgρg − Slρl
 = 0, (46)
where H˜ = − 1ρl ∂HGl∂Al + 1ρg
∂HGg
∂Ag
.
In classic hyperbolic systems, boundary conditions are prescribed corresponding to the num-
ber of incoming waves and the equations for the evolution of the remaining components follows
from the characteristic equations, see e.g. [45]. For the compressible two-fluid model such an
approach has been outlined in Olsen [36], using an explicit time integration method. For the
incompressible two-fluid model, the mixed hyperbolic-elliptic character of the equations requires
an (at least partially) implicit approach, which we propose next.
We make the following observations based on (46). First, the two characteristic (hyperbolic)
equations link changes in the hold-up Al to changes in the phase velocities ul, ug, independent
of the pressure. Second, there is no evolution equation for the pressure, but only an equation
for its spatial derivative (fourth row), which can be interpreted as a boundary condition for the
pressure. This suggests the following strategy: update the hold-up and phase velocities according
to a characteristic treatment (rows 1+2), and then solve a pressure equation with an (implied)
boundary condition for the pressure (row 4), such that the mixture velocity field is divergence
free (row 3).
3.2.1. Inflow conditions and solid wall conditions
At a pipe inlet, it is common that the liquid and gas mass flows are given as a function of
time:
Ig(s, t = 0) = ρgAgug = Ig,inlet(t), Il(s, t = 0) = ρlAlul = Il,inlet(t). (47)
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We will assume that not only the actual mass flows are available, but also the time derivatives
I˙g,inlet and I˙l,inlet. Solid walls are a special case for which we impose the conditions
ug = ul = 0,
∂ug
∂t
= ∂ul
∂t
= 0. (48)
The challenge is to find an evolution equation for the hold-up Al at the boundary that is
consistent with the characteristic equations.
t
λ2: V2 follows from boundary condition
sinlet,
λ1: V1 follows from interior
wall
Figure 3: Characteristics at the left boundary, used for the inflow and solid wall boundary condition.
Consider a boundary at s = 0, as shown in figure 3, and assume an incoming wave λ2 > 0
and an outgoing wave λ1 < 0. The characteristic equations are(
ξ −ρl ρg
−ξ −ρl ρg
)∂Al∂t∂ul
∂t
∂ug
∂t
+ ( λ1ξ −λ1ρl λ1ρg−λ2ξ −λ2ρl λ2ρg
)∂Al∂s∂ul
∂s
∂ug
∂s
+( SlAl − SgAgSl
Al
− SgAg
)
= 0, (49)
or (
ξ −ρl ρg
−ξ −ρl ρg
)∂Al∂t∂ul
∂t
∂ug
∂t
+ (λ1V1
λ2V2
)
+
(
Sl
Al
− SgAg
Sl
Al
− SgAg
)
= 0, (50)
where (
V1
V2
)
=
(
ξ −ρl ρg
−ξ −ρl ρg
)∂Al∂s∂ul
∂s
∂ug
∂s
 . (51)
The characteristic equations feature time derivatives of the velocity; in order to obtain ex-
pressions in terms of mass flows we expand the mass flows in terms of velocity and hold-up
changes as follows:
∂Ig
∂t
= ρgAg
∂ug
∂t
+ ρgug
∂Ag
∂t
. (52)
We can rewrite this equation into
ρg
∂ug
∂t
=
∂Ig
∂t + ρgug
∂Al
∂t
Ag
, (53)
and similarly
ρl
∂ul
∂t
=
∂Il
∂t − ρlul ∂Al∂t
Al
. (54)
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Substituting these expressions into the characteristic equations (50) yields(
ξ + ρgugAg +
ρlul
Al
−1
Al
1
Ag
−ξ + ρgugAg +
ρlul
Al
−1
Al
1
Ag
)∂Al∂t∂Il
∂t
∂Ig
∂t
+ (λ1V1
λ2V2
)
+
(
Sl
Al
− SgAg
Sl
Al
− SgAg
)
= 0. (55)
Since λ1 corresponds to the wave that carries information from the interior to the boundary,
V1 is known from the solution in the interior of the domain. To obtain an equation for V2 that
uses the given boundary conditions for ∂Ig∂t and
∂Il
∂t , we add the two characteristic equations in
such a way that the hold-up term disappears:
2ξ
(
−1
Al
1
Ag
)( ∂Il
∂t
∂Ig
∂t
)
+ (ξ − k)λ1V1 + (ξ + k)λ2V2 + 2ξ
(
Sl
Al
− Sg
Ag
)
= 0, (56)
where
k = (ρu)∗ = ρgug
Ag
+ ρlul
Al
, (57)
and λ2V2 follows as
λ2V2 = − 1
ξ + k
[
(ξ − k)λ1V1 + 2ξ
(
−1
Al
1
Ag
)( ∂Il
∂t
∂Ig
∂t
)
+ 2ξ
(
Sl
Al
− Sg
Ag
)]
. (58)
The solid wall boundary condition is a special case of this equation obtained when setting k = 0
and ∂Il∂t =
∂Ig
∂t = 0. The boundary condition for
∂Al
∂t follows from subtracting the two character-
istic equations, which gives (
∂Al
∂t
)
inlet
= λ2V2 − λ1V12ξ , (59)
and substituting equation (58) for λ2V2. The treatment of an inflow or solid boundary at the
right side of the domain (s = L) follows in a similar manner.
Given the time derivative of the liquid hold-up fraction, equation (59), we now have a complete
description for the evolution of the conservative variables U at the boundary:
dmg,1/2
dt = −ρg
(
∂Al
∂t
)
inlet
, (60)
dml,1/2
dt = ρl
(
∂Al
∂t
)
inlet
, (61)
Ig,1/2 = Ig,inlet, (62)
Il,1/2 = Il,inlet. (63)
The prescription of Ig and Il in this way will be denoted as boundary conditions in strong form.
The disadvantage of the strong form is that order reduction can appear in the time integration
method, as will become clear in section 5.2. An alternative is to specify the boundary conditions
in weak form via the time derivatives, and to integrate these values in time:
dIg,1/2
dt = I˙g,inlet, (64)
dIl,1/2
dt = I˙l,inlet. (65)
However, this introduces a time integration error at the boundary points. Our preferred approach
is the strong form, i.e. assume that Ig,inlet(t) and Il,inlet(t) are known, obtain the time derivatives
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for evaluating (58) by analytical or numerical differentiation, and then apply a custom-made
Runge-Kutta method that prevents order reduction.
The pressure on the boundary, p1/2, is obtained by linear extrapolation of the pressure at the
first two interior points, and its value does not influence the solution of U at the interior points.
The pressure at the interior points, p1, . . . pN , is determined by the pressure Poisson equation.
As will be detailed when discussing the time integration method, the pressure Poisson equation
is such that the velocity field becomes divergence-free (C1), which in turn makes that the volume
constraint is satisfied (C0). Similar to the case of the (single-phase, 2D or 3D) incompressible
Navier-Stokes equations [48, 18], also in this 1D incompressible two-fluid model no boundary
condition for the pressure needs to be prescribed. The pressure conditions are implied by the
discretization of the constraint equation, and are a consistent approximation to ∂p∂s as given by
the last equation in (46). Only in the case of an outflow boundary, at which a pressure value is
prescribed, a pressure boundary condition is necessary. This is detailed next.
3.2.2. Outflow conditions
At outflow boundaries a similar approach is taken as is common for the (single-phase) in-
compressible Navier-Stokes equations [43]. We consider a ‘half’ finite volume for the momentum
equations, as shown in figure 4. In this volume we solve the momentum equations in the same
way as in the interior points, with the only difference that the pressure is specified in the bound-
ary point: pN+1/2 = poutlet. The momentum equations yield expressions for the time derivatives
of Ig,N+1/2 and Il,N+1/2, which are subsequently used together with the characteristic treatment
outlined before to obtain an equation for the hold-ups, viz. (59).
ΩpN ΩuN+1/2
pN , Aβ,Nuβ,N−1/2 uβ,N+1/2
s = Ls = L−∆s
pN+1/2 = poutlet
Figure 4: Velocity volume (shaded) at an outflow boundary
3.3. Summary
In this section the characteristic directions and corresponding Riemann invariants derived in
section 2 have been used to derive the second novel contribution of this paper: a new boundary
condition treatment. The treatment is not only consistent with the wave directions but also with
the constraints through the use of the pressure equation. No boundary conditions need to be
prescribed for this pressure equation, which is consistent with the original since no boundary
conditions were given.
4. Constraint analysis of differential algebraic equations
In this section we treat the constraint analysis of the semi-discrete equations as indicated in
the second row in figure 1.
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4.1. DAE formulation
The semi-discrete equations (41)-(42) supplemented with boundary conditions (60)-(61) can
be rewritten in terms of the differential unknowns U(t) = [m(t), I(t)]T and algebraic unknowns
p(t) as a semi-explicit differential-algebraic equation (DAE) system:
U˙(t) := dU(t)dt = F (U(t), p(t), t), (66)
C0: g(U(t)) = 0, (67)
where
F (U(t), p(t)) :=
[
Fm(I(t), t)
FI(m(t), I(t), t)−H(m(t))p(t)
]
, (68)
and
Fm(I(t), t) := −DI(t)− b(t), (69)
g(U(t)) := Qm(t)−A. (70)
It is important to note that - in contrast to the compressible two-fluid model - the constraint
equation does not depend on the pressure. This has important consequences for the index of the
DAE system.
We have defined the following variables:
m(t) =
[
mg(t)
ml(t)
]
, I(t) =
[
Ig(t)
Il(t)
]
, b(t) =
[
bg(t)
bl(t)
]
, (71)
and the matrices
H(m(t)) =
[
Rmg(t)
Rml(t)
]
G, Q =
[
I/ρg I/ρl
]
, D =
[
Dp 0
0 Dp
]
. (72)
I is the N×N identity matrix, and Dp and G are differencing operators that compute differences
from volume faces to midpoints or vice versa. For example, with periodic boundary conditions
we have the N ×N matrices
Dp =

−1 1
. . . . . .
−1 1
1 −1
 , G =

1 −1
−1 1
. . . . . .
−1 1
 . (73)
R is an interpolation matrix that computes averages on cell interfaces based on cell midpoint
values. bβ contains boundary conditions, e.g. Ig,inlet, possibly depending on time but not on the
solution.
In what follows, the dependence of F and g on U and p, and their dependence on (t) will
be omitted in the equations. Note that explicit time-dependence, e.g. due to time-dependent
source terms or time-dependent boundary conditions, can be accommodated by adding time as
an unknown to U and adding the equation t˙ = 1.
4.2. Derivation of the index and hidden constraints
The index of the DAE system is an important concept that gives the theoretical framework
for studying the order conditions and the associated order of accuracy of the time integration
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methods that will be proposed in section 5. The index and any hidden constraints are revealed
by differentiating the DAE system in time:
U¨ = ∂F
∂U
U˙ + ∂F
∂p
p˙, (74)
∂g
∂U
U˙ = 0. (75)
The differentiated constraint can be rewritten after substituting equation (66):
∂g
∂U
F (U, p) = 0. (76)
Evaluating this equation by using equations (67) and (68) gives
∂g
∂U
F (U, p) =
(
∂g
∂m
∂g
∂I
)(Fm
FI
)
= QFm = 0, (77)
and after substituting equation (69) we obtain:
C1 : MI + r = 0, (78)
with M = QD and r = Qb. For example, with inflow conditions at s = 0, and outflow conditions
at s = L, we have
r(t) =

−Ig,inlet(t)/ρg − Il,inlet(t)/ρl
0
...
0
 =

−V (t)
0
...
0
 . (79)
Equation (78) is the semi-discrete equivalent of the volumetric flow constraint that was encoun-
tered as a Riemann invariant in the characteristic analysis, viz. equation (33).
In contrast to the compressible two-fluid model, a single differentiation does not yield an
equation for the pressure, because Fm is not a function of p, i.e. ∂g∂U
∂F
∂p = 0. To obtain a pressure
equation we need to further differentiate the constraint:
∂g
∂U
U¨ = 0. (80)
Note that ∂
2g
∂U2 = 0, since Q and A in equation (70) are independent of U and t. The constraint
(80) is rewritten by substituting (74), leading to
∂g
∂U
∂F
∂U
F + ∂g
∂U
∂F
∂p
p˙ = ∂g
∂U
∂F
∂U
F = 0. (81)
This equation is the second hidden constraint (C2), the discrete equivalent of the constraint given
by equation (36). This constraint can be written in a more convenient form by substituting the
expression for Fm, yielding
∂g
∂U
∂F
∂U
F = −Q(D(FI −Hp) + b˙) = −MFI +MHp− r˙ = 0, (82)
or
C2 : Lp = MFI + r˙. (83)
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where L = MH is a Laplace operator, being the discrete version of ∂∂s ((
Ag
ρg
+ Alρl )
∂p
∂s ). L is
symmetric negative definite since the volume fractions are always non-negative. Equation (83)
is the Poisson equation for the pressure in incompressible 1D multiphase flow and it corresponds
to the pressure constraint C2 shown in equation (38). A further differentiation is required to
derive an ODE for the pressure, and to obtain the index of the DAE system:
∂g
∂U
...
U = 0. (84)
Substituting the equation for
...
U (not shown here) into this equation gives an ODE for the pressure,
because ∂g∂U
∂F
∂U
∂F
∂p is non-singular: it is the Laplace operator L. Equivalently, one can take the
time derivative of equation (83). Since three differentiations were required to arrive at the ODE
for the pressure, the index of the DAE system (66)-(67) is 3. To be precise, the DAE system is
in semi-explicit form and has Hessenberg index 3 2. The existence of solutions for our index 3
problem is guaranteed since FI is linear in p [38].
4.3. Summary
The previous analysis highlights the third novel result of this paper: the semi-discrete pres-
sure equation for incompressible flow can be derived in a structured manner by considering the
framework of differential-algebraic equations. The system has index 3 and has the same con-
straints, C1 and C2 (for the volumetric flow and for the pressure, respectively), that were derived
for the continuous equations in section 2.
As graphically shown in the second row of figure 1, the index 3 system (66)-(67) can be
rewritten in terms of an index 2 system (equations (66) and (78)), or an index 1 system (equations
(66) and (83)). This index reduction can be useful in order to apply existing (index 1 or 2)
time integration methods. However, care has to be taken that the original constraint C0, (70),
is satisfied. In the next section we propose time integration methods based on the index 3
formulation that preserve all three constraints C0, C1 and C2.
5. New time integration methods
5.1. Explicit Runge-Kutta methods
In this section we focus on the third row of figure 1: discretization of equations (66)-(67)
in time with an explicit Runge-Kutta method. Application of an explicit RK-method is not
trivial due to the presence of the constraint, which has to be satisfied at the new stage level,
and consequently introduces a degree of implicitness to the system. Related to this issue is
the evaluation of the pressure term in the momentum equation. A possible approach is to
discretize the pressure equation corresponding to the pressure constraint C2, (83), but this does
not directly guarantee compatibility with the Runge-Kutta time integration strategy and the
constraint. Instead, we will take the following approach: first, discretize the system of equations
with a so-callled half-explicit Runge-Kutta method [21], and then perform substitutions on the
fully discrete system, such that a fully discrete pressure equation consistent with constraints C0
and C1 will be obtained.
2Hessenberg form: ODEs coupled with constraint, with explicit identification of algebraic and differential
variables, where the algebraic variables may all be eliminated using the same number of differentiations [4].
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First, we assume that the initial conditions are consistent and that they fulfil the hidden
constraints, i.e.
C0: Qm0 = A, (85)
C1: MI0 + r(t0) = 0, (86)
C2: L0p0 = MF 0I + r˙(t0). (87)
The half-explicit Runge-Kutta method for the index 3 system then follows by advancing the
differential part of the equations with an explicit procedure, but requiring the constraint to be
satisfied at each stage of the Runge-Kutta method:
mi = mn + ∆t
i−1∑
j=1
aijFm,j , (88)
Ii = In + ∆t
i−1∑
j=1
aij(FI,j −Hjpj), (89)
Qmi = A, (90)
followed by an update to the new time level tn+1 by combining the stage values, again constrained
by the volume constraint:
mn+1 = mn + ∆t
s∑
i=1
biFm,i, (91)
In+1 = In + ∆t
s∑
i=1
bi(FI,i −Hipi), (92)
Qmn+1 = A. (93)
The subscript i denotes the stage level, and should not be confused with the spatial index used
earlier. mi, Ii and pi are approximations to m(ti), I(ti), p(ti), where ti = tn + ci∆t. The
coefficients aij , bi and ci form the Butcher tableau that fully defines the Runge-Kutta method.
We stress that equations (88)-(90) and (91)-(93) fully define the time integration method and
hence determine its solution. The subsequent ‘substitution’ steps presented next are simply a
reformulation of these equations in order to arrive at a predictor-corrector type algorithm that
involves the solution of a Poisson equation.
The substitution process follows the same route as the semi-discrete case: substitute the mass
equations (88) into the constraint (90) to get:
∆t
i−1∑
j=1
aijQFm,j = A−Qmn = 0, (94)
which becomes, after substituting the expression Fm = −DI − b,
i−1∑
j=1
aij (MIj + rj) = 0. (95)
Since we use an explicit Runge-Kutta method, this reduces to
C1: MIi−1 + ri−1 = 0. (96)
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In other words, the volume constraint at stage i can be rewritten in terms of the volumetric flow
constraint evaluated at stage i− 1. Equation (96) is the fully discrete equivalent of equations (8)
and (78).
Subsequently, the expression for Ii−1 follows from substituting the momentum equation,
equation (89), and we obtain:
M
In + ∆t i−2∑
j=1
ai−1,j(FI,j −Hjpj)
+ ri−1 = 0. (97)
Rewriting gives
C2: ai−1,i−2Li−2pi−2 = ai−1,i−2MFI,i−2 +
i−3∑
j=1
ai−1,j (MFI,j − Ljpj)) + ri−1 − r
n
∆t . (98)
This is the Poisson equation for the pressure pi−2, i.e. the second hidden constraint evaluated
at stage i − 2. In other words, the volume constraint at stage i leads to the pressure constraint
evaluated at stage i− 2:
Qmi = A → MIi−1 + ri−1 = 0 → Li−2pi−2 = . . . (99)
For example, in a 3-stage method, p1 is the pressure that ensures that the velocity field I2 is
divergence free, which in turn makes that the hold-ups m3 satisfy the volume constraint. This is
indicated in figure 5. The index 3 nature of the system manifests itself in that two substitution
steps are required to obtain an equation for the pressure, in contrast to the single-phase, index
2 case, where only one substitution is required. This is consistent with the derivation of the
pressure equation (83) and the observations in [38].
C0
C1
C2
tn = t1 tn+1 tn+2
m
I
p
m
I
p
m
I
p
tn = t1 t2 t3
m
I
p
m
I
p
m
I
p
1-stage (Forward Euler) 3-stage
tn+1
m
I
p
Figure 5: Example of constraint progression for 1-stage and 3-stage Runge-Kutta method.
The pressure equation (98) can be rewritten in a more convenient form by simply changing
the indices:
ai,i−1Li−1pi−1 = ai,i−1MFI,i−1 +
i−2∑
j=1
ai,j (MFI,j − Ljpj)) + ri − r
n
∆t . (100)
With equation (100) we rewrite (88)-(90) into a ‘predictor-corrector’ algorithm, similar to the
fractional-step methods commonly used in incompressible Navier-Stokes algorithms. The first
stage is trivial and gives FI,1 = FI(mn, In, pn) and Fm,1 = Fm(In). The subsequent stages are
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given by (i = 2, . . . , s)
mi = mn + ∆t
i−1∑
j=1
aijFm,j ,
I∗i = In + ∆t
i−1∑
j=1
aijFI,j −
i−2∑
j=1
aijHjpj
 ,
Li−1φi−1 = MI∗i + ri,
Ii = I∗i −Hi−1φi−1.
(101)
(102)
(103)
(104)
Here we defined φi−1 such that pi−1 = φi−1/(ai,i−1∆t). The final update to the new time level
n+ 1 is given by
mn+1 = mn + ∆t
s∑
i=1
biFm,i,
In+1,∗ = In + ∆t
(
s∑
i=1
biFI,i −
s−1∑
i=1
biHipi
)
,
Lsφs = MIn+1,∗ + rn+1,
In+1 = In+1,∗ −Hsφs.
(105)
(106)
(107)
(108)
We note the following:
• The solution at the intermediate stages (mi and Ii) does not depend on the pressure at
the start of the time step, pn.
• The predictor-corrector formulation does not contain a splitting error (see also [41]).
• The Laplace operator Li = MHi changes from stage to stage because the gradient operator
Hi depends on the solution. An s-stage Runge-Kutta method requires s Poisson solves per
time step.
• It is necessary that the subdiagonal of the Butcher tableau, ai+1,i, has all entries nonzero.
• There is no start-up problem. The first stage is trivial; the second stage gives m2 =
mn + a21∆tFm(In) which automatically satisfies the volume constraint Qm2 = Qmn = A,
as long as the initial conditions are consistent. Subsequently, φ1 is determined such that
I2 satisfies the volumetric flow constraint MI2 + r2 = 0, and such that Qm3 = Qmn = A.
5.2. Accuracy of the Runge-Kutta method
The analysis of the temporal accuracy of Runge-Kutta methods applied to general index 3
DAE systems is not simple - see for example [27, 38]. Fortunately, because the volume constraint
of the two-fluid model is simple, the fully discrete equations can be rewritten as if they were
derived from an index 2 formulation. This is indicated in figure 1 by the arrow ‘accuracy analysis’.
The corresponding index 2 DAE formulation is derived as follows. First write the half-explicit
Runge-Kutta method of equations (88), (89) and (96) as
Ui = Un + ∆t
i−1∑
j=1
aij
(
Fˆj − Hˆjpj
)
, (109)
MˆUi + ri = 0, (110)
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where the extended operators (ˆ.) are defined as
Fˆ (U) =
[
Fm(I)
FI(m, I)
]
, Mˆ =
[
0 M
]
, Hˆ(U) =
[
0
H(m)
]
. (111)
The gradient operator that acts on the pressure can be written as
H(m)p = (Rm) (Gˆp) = diag(Rm)Gˆp, (112)
where
Rm =
(
Rg 0
0 Rl
)(
mg
ml
)
, Gˆ =
(
G
G
)
. (113)
The corresponding semi-discrete system is then recognized as
dU
dt = F (U, p) (114)
gˆ(U) := MˆU + r = 0. (115)
A crucial observation is that this semi-discrete system (and the corresponding half-explicit Runge-
Kutta method) has the same form as the single-phase incompressible Navier-Stokes equations,
for which the order conditions were shown in [41]. However, there is one important exception
in the current multi-phase flow problem: the pressure gradient term depends on the solution due
to the presence of the hold-up fractions: H = H(m). This dependence leads to additional order
conditions for the differential component U for methods of order 3 or higher. These conditions
are shown in Table 3 in [41].
For order 3, there is one additional order condition, which reads∑
i,j
biciωijc
2
j+1 =
2
3 , (116)
where ω is the inverse of the shifted Butcher tableau a˜:
a˜ =

a21 0
... . . .
as1 as,s−1 0
b1 . . . bs−1 bs
 . (117)
The differential associated to order condition (116) is given by condition 10 in [41], which reads
FpU (F, (−gˆUFp)−1gˆUU (F, F )) = −(RFm) GˆL−1r¨, (118)
where the right hand side is obtained by inserting system (114)-(115). The dependence of the
pressure gradient term on the hold-up fractions manifests itself in the fact that FpU 6= 0, which
is in contrast to single-phase problems, where generally FpU = 0.
Requiring order condition (116) to be satisfied (in addition to the four classic order conditions
for a third order Runge-Kutta method [22]), leads to a one-parameter family of methods, with
the following Butcher tableau (c2 6= 0, c2 6= 23 , c2 6= 1):
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0 0
c2 c2
1 1 + 1−c2c2(3c2−2) − 1−c2c2(3c2−2)
1
2 − 16c2 16c2(1−c2) 2−3c26(1−c2)
RK3
(119)
We propose to use the value of c2 = 12 , which is such that the b-coefficients are all positive and
such that most order conditions associated to fourth order are also satisfied (leading to a small
truncation error).
For order 4, in total six additional order conditions appear [41]. It is shown in [10] that these
cannot be satisfied when employing a four-stage method that also should satisfy the classical order
conditions. This means that an explicit four-stage, fourth-order Runge-Kutta method does not
exist for the differential-algebraic equations arising in one-dimensional multiphase flow problems.
To achieve fourth order, a five-stage method is needed. An example of a five-stage, fourth-order
method that satisfies all additional order conditions is the HEM4 method described in [10].
A crucial remark is in place here. Equation (118) indicates that in case r¨ = 0, the additional
order condition for third order disappears. It turns out that this is also true for fourth order (see
Table 3 in [41]). The case r¨ = 0 appears when either
• the boundary conditions are prescribed in weak form; or
• the boundary conditions are prescribed in strong form but they do not depend on time.
In both cases no additional order conditions are present, and classic Runge-Kutta methods can
be used.
The issue of order reduction and additional order conditions is even more prominent for the
accuracy of the pressure. In fact, the pressure ps obtained from φs/(bs∆t) is generally only a
first-order accurate approximation to the pressure p(tn+1). However, there is a simple way to
make the accuracy of the pressure the same as of the differential variables, namely by solving
equation (83), given the solution for mn+1 and In+1:
Ln+1pn+1 = MFn+1I + r˙n+1. (120)
This can be performed as a postprocessing step whenever an accurate pressure is required, since
pn+1 does not influence the solution in the next time step.
To conclude, the following three Runge-Kutta methods will be considered in our test cases:
ci aij
bj
Tableau
0 0
1 1
1
2
1
2
RK2
0 0
1
2
1
2
1 −1 2
1
6
2
3
1
6
RK3 - proposed
0 0
1
2
1
2
1
2 0
1
2
1 0 0 1
1
6
1
3
1
3
1
6
RK4
(121)
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The second order method is the explicit midpoint method. The third order method is our
proposed method: tableau (119) with c2 = 12 . The fourth order method is the classic fourth
order method, which for our DAE problem is fourth order accurate only provided that r¨ = 0;
otherwise it is third order accurate. When necessary, we will compare these methods to the RK3-
SSP (strong-stability preserving) method [17] and the five-stage fourth order method HEM4 from
[10].
The stability domains of these explicit Runge-Kutta methods can be found in many time
integration textbooks, e.g. [11] (note that the treatment of the constraint via the pressure equa-
tion is fully implicit and does not affect the stability). For convection-dominated problems (for
example in case of the inviscid model), we have shown in previous work that the eigenvalues of
the semi-discrete equations lie on the imaginary axis [42]. From a stability point of view, RK3
and RK4 are therefore to be preferred, because the stability domain of these methods contains
a part of the imaginary axis.
5.3. Eliminating constraint drift
In the solution of the pressure Poisson equation, (103), numerical errors are generally intro-
duced, for example due to the tolerance setting of an iterative method. This can lead to errors
in the constraints C0 and C1, equations (94) and (95), which could potentially accumulate over
time. We present an approach to prevent this, based on the ideas outlined in [23]. The most
important observation is that, when reformulating the constraint equation to obtain Poisson
equation (100), one should not substitute Qmn = A or MIj + rj = 0, but instead leave these
terms inside the equations.
When keeping these terms in the equations, a pressure Poisson equation that is similar to
equation (103) follows, but with an additional term that involves the accuracy with which the
constraints C0 and C1 have been satisfied. For the intermediate stages (i = 2, . . . , s) the Poisson
equation is
Li−1φi−1 = MI∗i + ri + ηi, (122)
ηi =
i−1∑
j=1
ai+1,j(MIj + rj)− Qm
n −A
∆t
 /ai+1,i, (123)
and the Poisson equation for the update to the next time step is
Lsφs = MIn+1,∗ + rn+1 + ηn+1, (124)
ηn+1 = −Qm
n+1 −A
∆t /a21. (125)
In the appendix it is furthermore shown that both the time step ∆t and the accuracy with which
the Poisson equation is solved determine the accuracy of the constraint C0, whereas the accuracy
of the constraint C1 is only determined by the accuracy of the Poisson equation solution.
As mentioned, constraint errors can be caused by the accuracy with which the Poisson equa-
tion is solved. In principle, the solution of the Poisson equations (122) and (124) is straightfor-
ward, since the matrix L is tri-diagonal and symmetric negative definite. This type of equation
can be solved efficiently with a direct solver or with a preconditioned conjugate gradient solver.
In case pressure boundary conditions are not involved, the pressure is determined up to a con-
stant and consequently the matrix L is singular. In principle, this is not a problem, as long as a
constant solution lies in the null space of L. However, a direct solver can have difficulties with
such a system and therefore we prefer the conjugate gradient solver, which has been used in the
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test cases reported here. In the results section we will report on the sensitivity of the constraint
accuracy depending on the accuracy of the conjugate gradient solver and show the benefits of
using the proposed time integration method including elimination of constraint drift.
5.4. Summary
In this section we have outlined the fourth and main novelty in this paper: a new constraint-
consistent, high-order accurate time integration method. We have used the discretize first, sub-
stitute next principle to construct a half-explicit Runge-Kutta method that in a discrete sense
possesses the same constraints as the continuous and semi-discrete equations, as derived in sec-
tions 2 and 4. A custom-made three-stage, third order method has been derived such that the
differential-algebraic nature of the problem does not lead to order reduction for time-dependent
boundary conditions.
6. Results
Three test cases are studied in this section to highlight the properties of the proposed Runge-
Kutta time integration strategy. The test cases exhibit an increasing level of difficulty in the
type of boundary conditions:
• The growth of Kelvin-Helmholtz instabilities on a periodic domain to study the order of
accuracy of the time integration methods.
• Sloshing of liquid in a closed tank to study solid wall boundary conditions and to assess
constraint accuracy and conservation properties in the presence of shock waves.
• The ramp-up of the gas flow rate in a pipeline to study the order of accuracy for time-
dependent boundary conditions, highlighting our proposed RK3 method, which does not
suffer from order reduction.
6.1. Kelvin-Helmholtz instability
The Kelvin-Helmholtz instability occurs due to an imbalance between inertial forces (desta-
bilizing) and gravity forces (in terms of density differences, stabilizing). In multiphase flow in
pipelines this instability can start from stratified flow and lead to the formation of slug flow.
We consider a case similar to the one considered by Liao et al. [31], for conditions where the
two-fluid model is unstable and well-posed, so we can study the growth of waves that can lead to
slug formation. First we find a steady state solution for the parameter values given in table 1.
Choosing ul = 1 ms−1 and αl = 0.9 yields the gas velocity and the pressure gradient necessary
to sustain the steady solution:
ug = 8.0 ms−1,
dpbody
ds = −87.9 Pa m
−1. (126)
The velocity difference ug − ul is just below the limit given by equation (21), which means that
the initial boundary value problem is well-posed.
Secondly, we perturb the steady state by imposing a sinusoidal disturbance with wavenumber
k = 2pi and a very small amplitude. Linear stability analysis [31, 42] gives the following angular
frequencies ω:
ω1 ≈ 3.22 + 2.00i s−1, (127)
ω2 ≈ 10.26− 1.61i s−1. (128)
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Table 1: Parameter values for the test case with the Kelvin-Helmholtz instability.
parameter value unit
ρl 1000 kg/m3
ρg 1.1614 kg/m3
R 0.039 m
poutlet 106 N/m2
g 9.8 m/s2
µg 1.8 · 10−5 Pa s
µl 8.9 · 10−4 Pa s
 10−8 m
L 1 m
The negative imaginary part of ω2 makes the solution unstable due to exponential growth in
time. The linear stability analysis provides an analytical solution involving two waves with these
frequencies. We set the perturbation related to ω1 to zero, implying that a single wave with
frequency ω2 results. The exact solution to the linearized equations is then
W (s, t) = W 0 + Re
[
ε2e
i(ω2t−ks)
]
, (129)
where ε2 is obtained by choosing the liquid hold-up fraction perturbation as αˆl = 10−6, and
then computing the perturbations in the gas and liquid velocity from the dispersion analysis
[31]. The initial condition which follows by taking t = 0 does not satisfy (86)-(87) exactly, and
we therefore perform a projection step to make the initial conditions consistent.
As a consistency check, we have first investigated the accuracy of the entire space-time dis-
cretization by comparing the discrete solution to the linearized analytical solution (129) at t = 1.
Upon refining simultaneously the grid and the time step, second order accuracy is obtained for
all solution components, for RK2, the proposed RK3 method, and RK4. This is because the
convergence rate is dominated by the second order accuracy of the spatial discretization.
To investigate the temporal accuracy alone, we compute a reference solution Wref at t = 1
s with N = 40 volumes and RK4 with a small time step, ∆t = 1 · 10−4 s, so that the temporal
error is negligible. The temporal error in the hold-up fraction (scaled by the magnitude of the
disturbance) then follows from
Al,∆t =
‖Al,∆t −Al,ref‖∞
Aˆl
, (130)
and similarly for the other solution components. The perturbation is increased to αˆl = 10−3 to
avoid errors that are around machine precision. Figure 6 shows these errors as a function of the
timestep. All methods convergence to their design order of accuracy, for both the differential
and algebraic components. In this test case there are no boundary conditions (so r = 0) and
therefore no additional order conditions appear, making RK4 an excellent choice.
24
10-4 10-3 10-2 10-1
10-10
10-5
100
RK2
RK3
RK4
(a) Hold-up fraction.
10-4 10-3 10-2 10-1
10-10
10-5
100
RK2
RK3
RK4
(b) Pressure.
10-4 10-3 10-2 10-1
10-10
10-5
100
RK2
RK3
RK4
(c) Gas velocity.
10-4 10-3 10-2 10-1
10-10
10-5
100
RK2
RK3
RK4
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Figure 6: Convergence of the temporal error for the incompressible Kelvin-Helmholtz problem.
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6.2. Sloshing in a closed cylindrical tank
In this section we present a new and challenging test case for the incompressible two-fluid
model: sloshing of liquid and gas in a closed pipe section. In a closed system the mass of both
the gas and liquid phase is conserved exactly, and we desire the same property of our numerical
algorithm. Furthermore, this test case is well-suited for checking the accuracy of the volume
constraint C0 and volumetric flow constraint C1, because any constraint drift or error growth
will not be able to ‘leave’ the domain since there are no outflow boundaries.
The geometry of the problem is shown in figure 7. At t = 0, the liquid is released and starts
flowing towards the left wall, from which it reflects, resulting in a complicated wave pattern in
time and space. In an experimental setting this can be accomplished by suddenly tilting the
pipe section from its horizontal position, as is done for example in [46] for a liquid-liquid system.
The parameter values that we employ are shown in table 2. The spatial mesh has N = 80 finite
volumes.
φ
L
2R liquid
gas
s
Figure 7: Initial condition for sloshing simulation.
Table 2: Parameter values for the closed tank problem.
parameter value unit
ρl 1000 kg/m3
ρg 1.1614 kg/m3
R 0.05 m
g 9.8 m/s2
µg 1.5 · 10−2 Pa s
µl 5.0 · 10−2 Pa s
 10−8 m
L 1 m
φ 2 deg
6.2.1. Qualitative analysis
Figure 8 shows the solution in terms of hold-up fraction, pressure and phase velocities for
the first 5 seconds of the simulation. Snapshots of the hold-up fraction and pressure are given in
figure 9.
A uniform initial condition for all parameters satisfies the volume constraint and volume
flow constraint, but not the pressure constraint. The initial condition for the pressure should
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be determined from equation (87), which results in a pressure that changes linearly along the
s direction, due to the effect of gravity (see figure 9 right, blue line). Note that the pressure
behaviour at the boundary is correct without requiring an explicit pressure boundary condition.
The sudden tilting of the pipe section creates two waves, originating from the two boundaries.
A compression wave moves to the right, increasing the hold-up fraction and pressure on the
left side of the tank. An expansion wave moves to the left, decreasing the pressure and hold-
up fraction on the right side of the tank. The expansion wave moves slightly faster than the
compression wave and reaches the left side after approximately 1.3 seconds, where it reflects. The
compression wave reaches the right side after approximately 2.4 seconds, continues to steepen,
and forms a shock wave (this is particularly clear from the plots of the hold-up fraction and the
gas velocity). Since central differences are used for the spatial discretization, small wiggles in
the solution are present close to the shock front. A detail of the solution at t = 3.5 seconds is
shown in figure 9, highlighting the shock wave in the hold-up fraction around s = 0.5 m. The
pressure, on the other hand, does not exhibit a jump in the solution, but contains a jump in its
first derivative, due to the elliptic nature of the Poisson equation.
Without further agitation, the sloshing liquid comes to rest due the action of friction. In
figure 9 the final steady state (obtained at t = 50, when |ug|, |ul| < 10−8) is displayed. In
contrast to the initial conditions, the final steady state condition has a uniform pressure value,
even though there is more liquid (and therefore hydrostatic head) at the left side of the tank
than at the right side. This is because the pressure in the two-fluid model is the pressure at
the interface. Evaluating the pressure gradient equation, equation (36), for the final quiescent
steady state, gives (
Ag
ρg
+ Al
ρl
)
∂p
∂s
= −Agn ∂h
∂s
−Ags. (131)
Since the steady state attains a level surface, the slope of the liquid is ∂h∂s = − tanφ, and the
equation above reduces to (
Ag
ρg
+ Al
ρl
)
∂p
∂s
= 0. (132)
In physical terms, the hydrostatic head of the liquid is counterbalanced by the level gradient
term. Of course, this holds only at the interface; in the lower left corner of the pipe section, for
example, the pressure will be higher.
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Figure 8: Space-time solution for the sloshing problem with N = 80, ∆t = 0.02 and RK4.
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Figure 9: Details from figure 8: initial, intermediate (with shock wave at t = 3.5 s) and final solutions for the
hold-up fraction (left) and the pressure (right).
6.2.2. Conservation properties and order of accuracy
Figure 10a highlights the conservation and constraint properties of our time integration
method. When the tolerance of the conjugate gradient solver is sufficiently small, both the
volume constraint C0 and the volumetric flow constraint C1 are satisfied until machine precision
over the entire course of the simulation. When the threshold of the conjugate gradient solver is
increased, the errors in the constraint are larger, but do not drift due to the correction terms
proposed in equation (124) (see figure 10b). In contrast, when the correction terms as proposed
in equation (120) are not taken into account, the volume constraint starts drifting and the drift
does not decrease when the solution approaches a steady state (figure 10c). Independent of
conjugate gradient solver tolerance and correction terms in the pressure equation, the mass of
both the gas phase and the liquid phase is conserved until machine precision in all cases (this is
a property of the finite volume method).
A temporal accuracy study is performed in the same way as for the Kelvin-Helmholtz test
case. We use a reference solution obtained with RK4 and ∆t = 10−4 s to compute the temporal
error at t = 1.2s. The resulting convergence of the liquid hold-up fraction, phase velocities, and
pressure is shown in figure 11. RK2, RK3 and RK4 all convergence according to their design
order of accuracy. High order accuracy for the pressure is obtained via the solution of equation
(120). Besides the high accuracy offered by RK4, we observe here another main advantage: RK4
can be used at larger time steps than RK2 and RK3, due to its larger stability domain. Similar
to the first test case, also this test case features r = 0, because the boundary conditions for Ig
and Il are independent of time. Therefore, there is no order reduction; RK4 achieves its classical
order of accuracy and forms an excellent choice for this test case.
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(c) Tolerance 10−6, without correction terms.
Figure 10: Error in conservation and constraint properties depending on the tolerance of the conjugate gradient
solver, for the sloshing problem with N = 80, ∆t = 0.02 and RK4.
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Figure 11: Convergence of the temporal error for the sloshing problem.
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6.3. Perturbed hold-up wave propagation
6.3.1. Test case description
The last test case we perform is the propagation of a hold-up wave, caused by the increase
of the gas production at the inlet of a 1 km multiphase pipeline. The test case is inspired by
the one proposed by the French Petroleum Institute (IFP) as described by Omgba-Essama [37].
The parameters of the problem are described in table 3. In contrast to [37], we employ the
two-fluid model instead of the homogeneous equilibrium mixture (HEM) model, and therefore
require different initial conditions in order to prevent ill-posedness [37] (the HEM model is
unconditionally well-posed). The initial conditions are steady state production with inlet mass
flows of liquid and gas of Il = 1 kg/s and Ig,start = 0.02 kg/s. Furthermore, instead of a linear
change in the gas mass flow rate to Ig,end = 0.04 kg/s proposed by [37], we employ a sinusoidally
varying flow rate, smoothly started from the initial conditions:
Ig = Ig,start + (Ig,end − Ig,start)e1−10/t
(
1
2 + sin(t/5)
2
)
/e1. (133)
The period of oscillation is 5pi ≈ 15.7s. This sine-type inflow provides a more severe testcase
than a linear ramp-up, because the term r˙ in equation (120) contains time-dependent terms.
A qualitative view of the solution behaviour in space and time until t = 100 s is shown in
figure 12. Since the absolute value of the pressure is not important in incompressible calculations,
the pressure difference with respect to poutlet is shown. At t = 0, all quantities are uniform in
space, except the pressure, which decreases as a function of s due to friction losses. Like in
the previous test case, the initial condition for the pressure is not prescribed, but is determined
by solving equation (87). After a few seconds, the increasing gas mass flow rate leads to a
hold-up wave propagating through the pipeline. Two transient effects play a role. First, the
gas velocity increases almost instantaneously to adjust for the higher mass flow rate, the liquid
velocity increases due to interfacial friction, and the pressure drop increases due to the higher
wall friction. This process is repeated given the periodic nature of the inflow. Second, the hold-
up fraction starts to slowly adjust following the convection-type equation (2), with a convective
velocity determined by the magnitude of the eigenvalues.
Table 3: Parameter values for the IFP problem.
parameter value unit
ρl 1003 kg/m3
ρg 1.26 kg/m3
R 0.073 m
poutlet 106 N/m2
g 9.8 m/s2
µg 1.8 · 10−5 Pa s
µl 1.516 · 10−3 Pa s
 10−8 m
L 1000 m
6.3.2. Accuracy study
In order to show the accuracy of the time integration methods, we compare the solution at
t = 100 s for different time steps and Runge-Kutta methods in figure 13. The spatial grid is
kept fixed at N = 40 volumes, the time step varies from ∆t = 20 s to ∆t ≈ 10−2 s, which means
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Figure 12: Space-time solution for the IFP problem with N = 40, ∆t = 1 s and the proposed RK3 method.
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that the CFL number at the largest time step (based on the largest eigenvalue) is CFL ≈ 1.5. A
reference solution at N = 40 with the HEM4 method [10] at very small time step (∆t = 10−3 s)
is used to compute the temporal error, similar to equation (130).
Figure 13 shows the error in ug for the case of weak (a) and strong (b) boundary imposition.
For weak boundary conditions, all methods converge to the classic (non-DAE) order of conver-
gence, since there are no additional order conditions. The irregular behaviour at coarse time
steps might be attributed to the fact that the time step is of the same order as the period of the
oscillation. Our proposed method, denoted RK3-proposed, converges with almost fourth order
for coarse time steps, which can be attributed to the fact that the method satisfies most of the
classical fourth order conditions. At small time steps, the third order behaviour is recovered.
For strong boundary conditions, the effect of order reduction becomes apparent: the RK3-SSP
method reduces to second order, whereas our proposed method does not suffer from order re-
duction. In this test case, the differential associated to the additional order condition (equation
(118)) is small, so the order reduction effect is only visible at small time steps. This is also the
reason that RK4 does not show order reduction. In Appendix B we show that, for a different
test case, also RK4 suffers from order reduction.
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Figure 13: Convergence of the temporal error in ul at t = 100 s for the IFP problem.
7. Conclusions
A new constraint-consistent time integration strategy for the one-dimensional incompressible
two-fluid model has been proposed. We have shown that the presence of the volume constraint
in the two-fluid model manifests itself on the continuous, semi-discrete, and fully discrete level.
On the continuous level, the volume constraint leads to Riemann invariants that correspond to
hidden constraints of the model. On the semi-discrete level, the volume constraint leads to an
index 3 differential-algebraic equation system, in which the same hidden constraints are present.
On the fully discrete level we have derived a novel time integration strategy, based on high-
order ‘half-explicit’ Runge-Kutta methods, that is consistent with these constraints. Our method
is explicit for the mass and momentum equations and implicit for the pressure. The approach has
a fractional-step like character: the pressure at a certain stage (i) of the Runge-Kutta method
is such that the mixture velocity field is divergence free at the next stage (i+ 1), which in turn
ensures that the phase masses satisfy the volume constraint at the following stage (i+2). Classic
34
explicit Runge-Kutta methods can be used to achieve high order accuracy, provided that the
boundary conditions are time-independent, or prescribed in a weak sense. For the important
case of time-dependent boundary conditions prescribed in a strong manner, we have proposed a
new three-stage, third order method which does not suffer from order reduction.
Our new time integration method has been demonstrated to perform according to the the-
oretical analysis for three problems, namely the Kelvin-Helmholtz instability for stratified pipe
flow, sloshing in a closed pipe section, and ramp-up of the gas mass flow in a pipeline. It is shown
that the classic fourth order Runge-Kutta method performs well for time-independent boundary
conditions, but that our proposed third order method is the method of choice for time-dependent
boundary conditions.
Several important extensions of the current methodology are possible. First, a larger degree of
implicitness can be necessary in certain problems. The current work has focused on half-explicit
methods, in which only the pressure is computed implicitly. In case the two-fluid model is ex-
tended with terms involving short timescales, for example reaction terms due to thermodynamic
phase transitions [32], a higher degree of implicitness might be required. Possible extensions in
line with the current work are IMEX (implicit-explicit) methods [3], and partitioned or additive
Runge-Kutta methods [28].
Second, different type of constraint systems can be analyzed with our approach, such as the
three-fluid model or the drift-flux model. This can shed new light on the wave structure of these
models, see e.g. [15], and lead to improved time integration methods and boundary condition
treatment. The compressible two-fluid model, see [42], does not possess the same constraint
properties as the incompressible model, but the current analysis still provides an important limit
that all-speed (incompressible - compressible) solvers should be able to handle.
Lastly, a great potential of our method lies in the extension to multi-dimensional problems,
because the DAE analysis and proposed time integration strategy are still valid when the spatial
dimension of the problem changes. Example application areas are multiphase flow in reactors
[19] and incompressible multiphase flow in reservoirs [6] (in which a saturation constraint similar
to the volume constraint is present).
8. Acknowledgements
We would like to thank Ruud Henkes from Shell Technology Centre Amsterdam, who provided
the initial inspiration to work on this topic, and valuable comments on the manuscript.
Appendix A. Two-fluid model details
Appendix A.1. Geometry
The following geometric identities are used to express the wall perimeters, interfacial perime-
ter, and liquid height in terms of the wetted angle γl and pipe diameter D = 2R:
Pgl = D sin γl, Pl = Dγl, (A.1)
Pg = D (pi − γl) , h = 12D (1− cos γl) . (A.2)
We use Biberg’s approximation [9] to express αl in terms of γl:
γl = piα+
(
3pi
2
) 1
3 (
αg − αl + α
1
3
l − α
1
3
g
)
− 1200αlαg(αg − αl)(1 + 4(α
2
l + α2g)) (A.3)
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Figure A.14: Stratified flow layout and definitions.
Appendix A.2. Friction models
The wall (subscript w) and interfacial (subscript gl) shear stress are expressed by the Fanning
friction factor definition:
τ =

1
2fβρβuβ |uβ | wall
1
2fglρg(uβ − uγ)|uβ − uγ | interfacial
(A.4)
The friction factor fβ of phase β with the pipe wall is modeled with the Churchill relation [12]:
fβ = 2
((
8
Reβ
)12
+ (A+B)−1.5
) 1
12
, (A.5)
A =
2.457 ln
(( 7
Reβ
)0.9
+ 0.27 ε
Dhβ
)−116, (A.6)
B =
(
37530
Reβ
)16
. (A.7)
Here ε is the hydraulic pipe wall roughness, Reβ is the Reynolds number,
Reβ =
ρβuβDhβ
µβ
, (A.8)
and Dhβ is the hydraulic diameter:
Dhβ =

4Al
Pl
if β = l
4Ag
Pg + Pgl
if β = g
(A.9)
The interfacial friction factor fgl is calculated by [31]:
fgl = max(fg, 0.014). (A.10)
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Appendix B. Order reduction analysed with the method of manufactured solutions
In the method of manufactured solutions (MMS) an analytical solution is assumed, substi-
tuted into the two-fluid model equations, and the resulting term is used as an additional known
source term in the two-fluid model. We design an analytical solution W ∗(s, t) which can be
exactly represented by the spatial discretization, so that any errors in the numerical solution
are purely due to the time integration method. For this purpose, the phase masses mg, ml are
chosen to be constant in space, and time-varying according to a prescribed function f(t):
m∗g(s, t) = m∗g(t) = ρgA∗g(t) = ρgAˆgf(t), (B.1)
m∗l (s, t) = m∗l (t) = ρlA∗l (t) = ρl(A− Aˆgf(t)). (B.2)
The phase momenta are chosen to be linearly varying in space, in such a way that no source
term appears in the mass equations:
I∗g (s, t) = m∗g(t)uˆg − m˙∗g(t)s = ρgAˆg
(
uˆgf(t)− f˙(t)s
)
, (B.3)
I∗l (s, t) = m∗l (t)uˆl − m˙∗l (t)s = ρl(A∗l (t)uˆl + Aˆg f˙(t)s). (B.4)
The phase velocities follow from u∗g(s, t) = I∗g (s, t)/m∗g(t) and similarly for u∗l (s, t). Note that
u∗g(s = 0, t) is constant in time, although I∗g (s = 0, t) is not. For the pressure a linearly varying
profile in space is assumed,
p∗(s) = c1s+ c2. (B.5)
Time dependency could be incorporated in the pressure solution, but is not very important due
to the Lagrange-multiplier nature of the pressure.
The additional source term Fbody required in the momentum equation that forces this ana-
lytical solution is then given by
Fbody,g(s, t) =
∂
∂t
(
I∗g (s, t)
)
+ ∂
∂s
(I∗g (s, t)u∗g(s, t)) +
∂p∗(s)
∂s
A∗g(t) + S∗g (s, t),
= ρgAˆg(uˆg f˙(t)− f¨(t)s) + 2ρgAˆg
(
s
f˙2(t)
f(t) − uˆg f˙(t)
)
+ Aˆgf(t)c1 + S∗g (s, t),
(B.6)
where
S∗g (s, t) = Sg(u∗g(s, t), u∗l (s, t), A∗g(t)) (B.7)
contains the algebraic source terms (friction and gravity). The level gradient term is zero because
the hold-up fractions are uniform in space. The source term for the liquid momentum equation
is constructed in a similar fashion.
The function f(t) is chosen to be continuously differentiable with non-vanishing derivatives
in order to prevent false perception of high order accuracy. We therefore choose the function
f(t) = 160(sin(at) + 5)e
bt, a = 2, b = 1/20. (B.8)
The amplitudes Aˆg and uˆg are chosen according to the steady state solution.
The parameters of the test case are the same as in section 6.3, except that the pipe length
is L = 10 m, the diameter is D = 0.25 m, laminar friction closure is used, and the initial gas
and liquid flow rates are 0.04 and 2 kg/s, respectively. At s = 0 unsteady Dirichlet conditions
according to (B.8) are prescribed; at s = L outflow conditions are used. We integrate the
two-fluid model equations until t = 20 s. Figure B.15 shows the temporal errors for the liquid
velocity and the pressure, for both strong and weak boundary conditions. In this test case it
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is evident that the classic RK schemes RK3-SSP and RK4, not designed for DAEs, suffer from
order reduction: RK3-SSP reduces to second order, and RK4 to third order. Our proposed RK3
scheme remains third order. The HEM4 method of [10] is fourth order, but requires five stages,
and is therefore less attractive.
10-3 10-2 10-1 100
10-10
10-5
RK3-SSP
RK3-proposed
RK4
HEM4
(a) ul, strong BC.
10-3 10-2 10-1 100
10-10
10-5
100
RK3-SSP
RK3-proposed
RK4
HEM4
(b) p, strong BC.
10-3 10-2 10-1 100
10-10
10-5
RK3-SSP
RK3-proposed
RK4
(c) ul, weak BC.
10-3 10-2 10-1 100
10-10
10-5
100
RK3-SSP
RK3-proposed
RK4
(d) p, weak BC.
Figure B.15: Convergence of the temporal error for MMS.
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