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Abstract
We study an optimization problem for a model of steady state water transport
through plants that maximizes water flow subject to the constraints on hydraulic
conductance due to vulnerability to embolism (air blockage of conduits). The
model has an elementary geometric interpretation, and exhibits bottleneck be-
havior where one of the plant segments limits the overall optimal flow, sometimes
in a counterintuitive way. The results show good agreement with experimental
measurements and provide support for the hypothesis that leaves serve as a safety
buffer protecting stems against excessive embolism.
Introduction
According to the cohesion-tension theory [1, Ch.3], plants absorb water from the
soil and transport it by creating a negative pressure in their leaves lower than in
the soil. Plants regulate this pressure by changing the aperture size of stomata,
small openings that allow water vapor loss from leaves. Water transport to leaves
is essential to a number of plants’ vital functions. For instance, carbon gain from
atmospheric CO2 optimized in recent literature depends monotonically on the
flow [2, 3]. Therefore, one can expect that the flow would be optimized with
respect to several constraints imposed by plants’ overall structure and operation.
Modeling water transport has to take into account that the transport system
in plants is not made of continuous pipes, but is a network of conduits formed
by the cell walls of single or multiple cells that have died. These conduits are
connected by pits in the secondary cell walls where only a pit membrane with
small pores separates the conduits from each other. At any time, some conduits
in the network are filled with air and do not transport water. When large negative
pressures develop in a water filled conduit, air can be pulled through a pore in
the pit membrane into the functioning conduit, filling it with air and preventing
further water transport through the conduit. These newly embolized conduits
reduce the overall hydraulic conductance of the network.
1
ar
X
iv
:1
90
2.
05
16
1v
1 
 [m
ath
.O
C]
  1
3 F
eb
 20
19
To restore conductance, the plant would have to refill the air-blocked conduit
with water. But this embolism repair is complicated by the fact that the sur-
rounding water filled conduits often remain under negative pressure throughout
the diurnal cycle during much of the year [4, 5]. Refilling of conduits while the
transport system remains under negative pressure is an area of active research
and debate [6, 7].
Figure 1: Typical vulnerability curve and a flow rectangle.
In our optimality model we assume that conductance is not restored on the
relevant (seasonal) time scales. We also neglect water losses and storage, and
schematize a plant as a chain of conducting segments with the entire canopy of
leaves lumped into a single segment at the top. While admittedly crude, such
simplifications are not uncommon in the literature, and for some tree species the
measured midday pressures are in a surprisingly good agreement with the pre-
dicted optimal values (Section 6). Moreover, they lead to an interesting math-
ematical problem with solution structure that illuminates the distribution of
hydraulic conductance between stem and leaves in a plant, which is an active
research topic in plant biology, see [8, 9, 10, 11]. The idea that leaves serve as
a safety buffer for preventing embolism damage to stems was first hypothesized
in [12], and gained broad support in recent years, although now this function is
largely attributed to living cells rather than to the embolism of conduits [13].
The rationale would be that leaves are less costly to grow for a plant, and there-
fore are more disposable. Earlier works, however, produced seemingly contrary
results by only comparing maximal leaf and stem hydraulic conductances. For
example, a study of 34 species in [11] noted that they are as 3 : 1 on average. Part
of the explanation is provided by more comprehensive comparisons, see Section
6.
The optimality problem is formulated mathematically in Section 1. We con-
sider the two segment case in Sections 2-4 and prove existence and uniqueness
results that allow us to formulate a computational algorithm for solving it. The
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problem for three or more segments is treated in Section 5. We apply our al-
gorithm to the data from four plant species and draw conclusions in Section
6.
1 Mathematical model
To state the problem mathematically it is convenient to change the sign of nega-
tive pressures and represent them as a difference of water potentials. The poten-
tial is thus the difference between the normal atmospheric pressure, taken as the
baseline, and a pressure in the plant’s water column. Under our convention water
flows from low to high potential. The Darcy’s law then states that the steady
state flow of water F through a segment is proportional to the difference ∆ψ of
the water potentials at its ends, F = K∆ψ, where K is a positive proportionality
constant called conductance of the segment. If the plant is modeled by a single
segment with ψL the water potential in the leaf and ψ0 the water potential in the
soil (or root) then F = K(ψL−ψ0). More generally, the plant is split into a series
of segments with conductances K1,K2,K3, ... and water potentials ψ0, ψ1, ψ2 ...
at the nodes where the segments link. Then we get for the steady state flow:
F = K1(ψ1 − ψ0) = K2(ψ2 − ψ1) = . . . .
The conductances Ki depend on water potentials in both the current and the
previous segments, so the problem is nonlinear.
The highest level of conductance sustainable under water potential ψ is given
by a function K(ψ) known as the vulnerability curve. Experimental procedures
for measuring vulnerability curves are discussed in [14], and they are often fit
to Weibull functions K(ψ) = Kmaxe
−
(
ψ
p
)ν
, where Kmax is the maximal conduc-
tance in the absence of embolism, see [15]. A typical shape is shown on Fig. 1.
Finally, no restoration of conductance implies that vulnerability curves function
irreversibly, as in magnetic hysteresis: once exposure to potential ψi lowered the
conductance of the i-th segment to Ki(ψi) it remains that even for lower poten-
tials. Mathematically, this means that the steady state flow through a segment
is Ki(ψi)(ψi−ψi−1) rather than
∫ ψi
ψi−1 Ki(ψ) dψ. Thus, we can state the problem
as follows:
Optimization problem. Given the soil potential ψ0 find potentials ψ1, . . . , ψn :=
ψL to maximize the flow:
F = K1(ψ1)(ψ1 − ψ0) = K2(ψ2)(ψ2 − ψ1) = · · · = Kn(ψn)(ψn − ψn−1) (1)
Geometrically, the objective is to maximize the (common) area of rectangles
lined up next to each other along the x-axis, each one tightly fit under the graph
of (its own) function, see Fig. 2, where the case of two stem segments and one
leaf segment is shown. For two segments and piecewise-linear vulnerability curves
the problem was studied numerically in [16].
3
Figure 2: Optimal flow rectangles under vulnerability curves.
Solutions to this problem exhibit bottleneck behavior (see Theorem 4), namely
the optimal flow is suboptimal when restricted to an initial chain of segments
taken in isolation. This is because the segment following it (the bottleneck) lim-
its the flow size. This suggests testing whether the leaf segment produces the
bottleneck to decide whether leaves serve as a safety buffer. This test is more
comprehensive than comparing either maximal conductances [11], or stem and
leaf water potentials at 50% loss of conductance [9], and may produce answers
at variance with them. Computations for some species indicate that leaves can
become the bottleneck and limit stem’s exposure to high potentials even if the
maximal leaf conductance is vastly (over 30:1) larger than the maximal stem
conductance.
2 Optimal solution for two segments: exis-
tence
When there is only one segment the problem reduces to maximizing a one-variable
function F (ψ1) = K1(ψ1)(ψ1 − ψ0), which reduces to solving a single equation
F ′(ψ1) = 0 when F is differentiable. We will analyze the case of two segments in
detail first because it is less cumbersome but already displays the main features
of the general case. In this section we will prove existence of an optimal solution
under some very mild conditions. Later, under somewhat stronger conditions,
we will develop an algorithm for finding the solution(s).
Let us begin by simplifying the notation somewhat. Namely, we replace ψi
with xi and set f(x) := K1(x), g(x) := K2(x) to be the vulnerability curves of
the stem and the leaf, respectively. They are defined on [0,∞), non-negative and
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continuous. Let us also introduce the flow functions
F (x1) := (x1 − x0)f(x1); G(x1, x2) := (x2 − x1)g(x2). (2)
Assume that some x0 ≥ 0, f and g are given. For two segments the optimiza-
tion problem can now be restated in the standard form:
Maximize G(x1, x2) subject to the constraint F (x1) = G(x1, x2). (3)
The proof of existence will be based on the Weierstrass’s theorem that a contin-
uous function on a closed bounded set always attains its maximal value. If f and
g are continuous then so are F and G, therefore the constraint set
Con := {(x1, x2) ∈ R2
∣∣x1, x2 ≥ 0 and F (x1) = G(x1, x2)} (4)
is closed. It is trivially nonempty since we can take x2 = x1 = x0 for the flow of
0. However, a simple continuity argument shows that we can do better.
Lemma 1. Let x0 ≥ 0, and the functions f, g be non-negative and continuous
with f(x0), g(x0) > 0. Then there exist x1 < x2 such that F (x1) = G(x1, x2) ≥
ε > 0.
Proof. Choose x2 > x0 close enough so that f(x), g(x) are strictly positive on
[x0, x2], and consider h(x) := F (x)−G(x, x2). Then h(x0) = (x2 − x0)g(x2) > 0
and h(x2) = −(x2 − x0)f(x2) < 0. By the Intermediate Value Theorem, there is
x1 ∈ (x0, x2) where h(x1) = 0, i.e. F (x1) = G(x1, x2) = (x1−x0)f(x1) > 0.
Unfortunately, not only can we not expect that Con is bounded but without
additional conditions on f, g we can not even expect that an optimal solution
exists. If x0 = 1 and f(x) =
1√
x
for x ≥ 1 then F (x1) = 1√x1 (x1 − 1) −−−−→x1→∞ ∞,
i.e. the flow can be increased indefinitely by raising x1. If g(x) behaves similarly
we can match G(x1, x2) to arbitrarily large values as well, and there will be no
maximum. Fortunately, realistic vulnerability curves decrease much faster, which
rules out such behavior.
Lemma 2. Suppose xg(x) −−−→
x→∞ 0. Then the maximum of G(x1, x2) is attained
on Con if and only if it is attained on Conε := Con ∩{(x1, x2) ∈ R2
∣∣G(x1, x2) ≥
ε} with ε from Lemma 1, which is bounded.
Proof. By Lemma 1 there exist (x1, x2) ∈ Con such that G(x1, x2) ≥ ε. Clearly,
the maximum on Con can not be less, and therefore is attained on Conε. But
by assumption
G(x1, x2) = (x2 − x1)g(x2) ≤ x2g(x2) −−−→
x→∞ 0 .
Therefore, G(x1, x2) < ε whenever x2 > R, where R does not depend on x1.
Moreover, if x1 > x2 then G(x1, x2) ≤ 0. Thus, if G(x1, x2) ≥ ε then 0 ≤ x1 <
x2 ≤ R, and Conε is bounded.
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Existence of an optimal solution is now a direct consequence of our lemmas
and the Weierstrass’s theorem.
Theorem 1. Suppose x0 ≥ 0, and the functions f, g be non-negative and contin-
uous. Suppose f(x0), g(x0) > 0 and xg(x) −−−→
x→∞ 0. Then there exists a solution
to the optimization problem (3) and the maximum is strictly positive.
3 Optimal solution for two segments: unique-
ness and the bottleneck
In general, we can not expect that the optimal solution is unique. However,
in many cases the vulnerability curves f, g have properties that ensure at least
“partial” uniqueness. Recall that a function is called unimodal if it has a single
maximum [17]. It turns out that the flow functions like F (x) := (x − x0)f(x)
are often unimodal for any x0 ≥ 0. When the flow functions are unimodal our
problem satisfies a condition that can be called “optimization by parts”: if the
flow is maximized overall then it is maximized on at least one of the segments
separately.
Theorem 2 (Optimization by parts). In conditions of Theorem 1 let F and
G(x1, ·) be unimodal for any x0, x1 ≥ 0, and let (x∗1, x∗2) be an optimal solution.
Then x∗1 is a maximizer of F on [x0,∞), or x∗2 is a maximizer of G(x∗1, ·) on
[x∗1,∞). In the second case the solution is unique.
Proof. Suppose x∗1 is not a maximizer of F . If maxx2
G(x∗1, x2) > G(x
∗
1, x
∗
2) then
there is x˜2 such that G(x
∗
1, x˜2) > G(x
∗
1, x
∗
2). By continuity, changing x
∗
1 slightly in
either direction would still yield G(x˜1, x˜2) > G(x
∗
1, x
∗
2). But since F is unimodal
and x∗1 is not the maximizer there is such a choice x˜1 that makes F (x˜1) > F (x∗1).
Therefore, (x∗1, x∗2) can not be an optimal solution unless x∗2 maximizes G(x∗1, ·).
Let (x˜∗1, x˜∗2) be another optimal solution. If either x˜∗1 or x∗1 is a maximizer
of F then since F (x˜∗1) = F (x∗1) and F is unimodal we have x˜∗1 = x∗1. If not, we
may assume without loss of generality that x˜∗1 ≥ x∗1. Since x∗2 is a maximizer of
G(x∗1, ·) we have
G(x˜∗1, x˜
∗
2) = (x˜
∗
2 − x˜∗1)g(x˜∗2) ≤ (x˜∗2 − x∗1)g(x˜∗2) ≤ maxx2 G(x
∗
1, x2) = G(x
∗
1, x
∗
2) (5)
Since the first and the last values are equal both inequalities are equalities, and
since by Theorem 1 g(x˜∗2) > 0 we must have x˜∗1 = x∗1. Then x˜∗2 = x∗2 follows from
the unimodality of G(x∗1, ·).
It is easy to construct examples where F and G are unimodal, x∗1 is the
maximizer for F , but x∗2 is not unique, indeed this happens generically. This is
because neither x∗2 nor x˜∗2 have to be maximizers and we should typically find at
least two equal flow values on different sides of the maximizers. But it is also clear
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that the smallest is the one that should be chosen because it minimizes exposure
of the leaf segment to high water potentials. So for all practical purposes the
solution is unique in both cases. The following lemma gives a simple sufficient
condition on a flow function to be unimodal. One can easily check that the
functions of interest to us, f(x) = K(1 − xp ) on [0, p) and f(x) = Ke−(x/p)
ν
on
[0,∞), with K, p > 0 and ν ≥ 1, satisfy it. So do exponential-sigmoid functions
also used to fit vulnerability curves [15].
Lemma 3. Let f be a strictly positive, monotone decreasing differentiable func-
tion on [0, a) (possibly a =∞). Suppose also that xf(x) −−−→
x→a 0 and ln
1
f is convex
down on [0, a). Then for any x0 ∈ [0, a) if f(x0) > 0 then F (x) := (x− x0)f(x)
is unimodal on [x0, a).
Proof. We have F (x0) = 0, F (x) ≤ xf(x) −−−→
x→a 0, and F (x) is positive on [x0, a),
so it must have a maximum there. Since f is differentiable at a point of maximum
F ′(x) = f(x) + f ′(x)(x− x0) = 0, or equivalently,
x− x0 = −f
′(x)
f(x)
=
1
(ln 1f )
′(x)
.
By conditions on f the right hand side is non-negative, and since ln 1f is convex
down (ln 1f )
′ is monotone increasing. Hence its reciprocal is monotone decreasing.
Since x − x0 is strictly monotone increasing they can be equal at at most one
point, the maximum.
A simple argument shows that two distinct cases arise even without assuming
unimodality. Suppose the maximal value of F (x1) on [x0,∞) is attained at x∗1,
it gives the flow carrying capacity of the stem segment. If the leaf segment can
transport this much flow, i.e. G(x∗1, x2) = F (x∗1) has a solution x∗2 on [x∗1,∞),
then (x∗1, x∗2) solve the original optimization problem. Let us call this the non-
bottleneck case. If the maximal value of G(x∗1, x2) is strictly less than F (x∗1) the
leaf serves as the water flow bottleneck, it limits the overall carrying capacity of
the plant.
4 Optimal solution for two segments: algo-
rithm
The existence proof we gave above was non-constructive. To find a solution
assume that f , and therefore F , is differentiable. Then solving the non-bottleneck
case reduces to solving two non-linear equations, the first one being F ′(x1) = 0,
and the second one G(x∗1, x2) = F (x∗1). It is possible that one or both equations
have multiple solutions, in which case the solution with minimal x∗i should be
selected to reduce exposure to high water potentials.
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If g, and then G, is also differentiable, by optimization by parts in the bot-
tleneck case the solution satisfies ∂G∂x2 = 0. This equation should be solved in
conjunction with the constraint F (x1) = G(x1, x2). Unfortunately, the equations
do not decouple in this case and we have to solve them as a non-linear system.
However, ∂G∂x2 = 0 can be explicitly solved for x1, namely x1 = x2 +
g(x2)
g′(x2) , which
upon substitution into the constraint equation produces a single non-linear equa-
tion for x2. Note that if g satisfies the conditions of Lemma 3 then the right hand
side is a monotone increasing function of x2, i.e. solution with the smallest x2
will also have the smallest x1. Our considerations can be summarized as follows.
Theorem 3. Let x0 ≥ 0 and f, g be non-negative and differentiable. Then any
optimal solution (x∗1, x∗2) solves at least one of the equations F ′(x∗1) = 0 (non-
bottleneck case) or ∂G∂x2 (x
∗
1, x
∗
2) = 0 (bottleneck case), in addition to the constraint
F (x∗1) = G(x∗1, x∗2).
One can also derive these equations by applying the Lagrange multiplier
method to (2). Note that there is no expectation of uniqueness for solutions
to the optimality equations. Even if we are in conditions of Theorem 2 the so-
lution obtained from the system above may be spurious, ∂G∂x2 = 0 may pick out
any critical point. Even if it is a global maximum for a given x∗1, e.g. if G is
unimodal, it may not be the overall maximum. Even for linear f, g such x∗1 is a
solution to a quadratic equation and hence not unique. Therefore, care has to be
taken in the numerical procedure to ensure that the true maximum is found. If
several overall maxima exist the solution with the minimal x∗1 should be selected.
Based on the above discussion we can formulate the following algorithm,
where we assume that f and g satisfy the conditions of Lemma 3.
Algorithm:
1. Solve F ′(x1) = f(x1) + f ′(x1)(x1 − x0) = 0 to get x˜1.
2. Solve ∂G∂x2 (x˜1, x2) = g(x2) + g
′(x2)(x2 − x˜1) = 0 to get x˜2.
3. If F (x˜1) ≤ G(x˜1, x˜2) set x∗1 = x˜1 and solve F (x∗1) = G(x∗1, x2) to get x∗2.
Return (x∗1, x∗2) (non-bottleneck case) and stop.
4. Otherwise, solve the system
{
x1 = x2 +
g(x2)
g′(x2)
F (x1) = G(x1, x2).
Iterate on [x0, x˜2] to
find the solution with the smallest possible x2. Return the final (x
∗
1, x
∗
2)
(bottleneck case) and stop.
5 Optimal solution for multiple segments
Let x0 ≥ 0 and Ki(x) be given, and set Gi(xi−1, xi) = (xi − xi−1)Ki(xi). Then
the multi-segment version of problem (1) can be stated as follows.
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Optimization problem. Find x1, x2, · · · , xn that maximize Gn(xn−1, xn) sub-
ject to the constraints
G1(x0, x1) = G2(x1, x2) = · · · = Gn(xn−1, xn) . (6)
The analysis is largely analogous to the n = 2 case so we will simply state the
result and sketch a proof.
Theorem 4. Suppose Ki(x) are non-negative and continuous, Ki(x0) > 0, and
xKn(x) −−−→
x→∞ 0. Then there exists a solution (x
∗
1, x
∗
2, · · · , x∗n) to (6) with a
positive maximum and there exists a 1 ≤ k ≤ n (bottleneck) such that x∗k is a
local maximizer of Gn(x
∗
k−1, ·). If two solutions have the (first) bottleneck at k,
and Gk(c, x) is unimodal for any c ≥ 0, then they coincide up to it.
Proof. By a continuity argument, we can select x1 ≤ x2 ≤ · · · ≤ xn so that
G1(x0, x1) = G2(x1, x2) = · · · = Gn(xn−1, xn) ≥ ε > 0, and the optimization
can be confined to the set defined by these constraints, which is closed. Since
Gn(xn−1, xn) ≤ xnKn(xn) −−−−→
xn→∞
0 it is also bounded, so by the Weierstrass’s
theorem the maximum is attained on it.
Suppose that none of x∗1, x∗2, · · · , x∗n maximizes the value on its segment, even
locally. Then there is x˜n such that Gn(x
∗
n−1, x˜n) > Gn(x∗n−1, x˜n). Slight change
of x∗n−1 to x˜n−1 in either direction will still preserve the inequality. Since none of
x∗i is a maximizer we can match a sufficiently small deviation on other segments
and generate x˜1, · · · , x˜n such that
G1(x˜0, x˜1) = · · · = Gn(x˜n−1, x˜n) > Gn(x∗n−1, x∗n),
which contradicts that (x∗1, x∗2, · · · , x∗n) is a maximizer. Therefore, at least one
x∗k maximizes Gk(x
∗
k−1, ·).
Consider solutions x∗i and x˜
∗
i with the first bottleneck at k. We may assume
without loss of generality that x˜∗k−1 ≥ x∗k. Then
Gk(x˜
∗
k−1, x˜
∗
k) = (x˜
∗
k − x˜∗k−1)Kk(x˜∗k) ≤ (x˜∗k − x∗k−1)Kk(x˜∗k)
≤ max
xk
(xk − x∗k−1)Kk(xk) = Gk(x∗k−1, x∗k) .
Since the first and the last values are by assumption equal both inequalities are
equalities, and since Kk(x˜
∗
k) must be positive we have x˜
∗
k−1 = x
∗
k−1. Since k is a
bottleneck and Gk(x
∗
k−1, ·) is unimodal we also have x˜∗k = x∗k. Since the values
of G are equal and positive we have:
Gk−1(x˜∗k−2, x˜
∗
k−1) = (x˜
∗
k−1 − x˜∗k−2)Kk−1(x˜∗k−1) = (x∗k−1 − x˜∗k−2)Kk−1(x∗k−1)
= (x∗k−1 − x∗k−2)Kk−1(x∗k−1) = Gk−1(x∗k−2, x∗k−1) ,
i.e. x˜∗k−2 = x
∗
k−2. By induction, this holds for all i ≤ k. 
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It follows that in the general case as well the optimal solution(s) can be
found by solving systems obtained by appending ∂G∂xi = 0 for i = 1, · · · , n to the
constraint equations (6). This generically produces only finitely many potential
solutions, whose flows should be compared to select the maximal one(s). Among
those the one with smallest x∗i should be selected.
6 Computations and conclusions
It would be interesting to compare optimal distributions of water potentials in
a variety of plants, but unfortunately, despite the vast literature on the subject,
information on stem and leaf vulnerability curves is rarely reported for the same
plant. Parameterizing a multi-segment model proved to be impossible given the
available data. We were able to parametrize a two-segment model for three
eastern US tree species based on [10], and for Helianthus annuus (sunflower)
based on [18] and [19]. Analytic fits, which were not given in the papers, were
made according to the standard methodology [15]. As one can see from Table 1,
these species already display a wide range of stem to leaf maximal conductance
ratios, from about 30 in Helianthus annuus to about 1/30 in Pinus virginiana.
These formulas were used as inputs for applying the optimality model.
f(x) (stem) g(x) (leaf)
H. annuus 11.9e−(
x
3.34)
1.69
0.4(1− x
1.64
)
A. rubrum 25.29e−(
x
4.22)
4.67
29.2e−(
x
1.76)
10.24
L. tulipifera 4.27e−(
x
3.26)
4.46
9.8e−(
x
1.29)
4.91
P. virginiana 1.07e−(
x
4.59)
4.11
32.8e−(
x
0.95)
2.15
Table 1: Stem and leaf vulnerability curves of four plant species. Values in
mmol m−2 s−1 MPa−1 (normalized by the total leaf area) for the tree species, and in
mmol s−1 MPa−1 (bulk) for H. annuus.
We assumed that the soil potential is ψ0 = 0. Computations were performed
using mostly MATLAB’s function fsolve, which requires specifying initial guesses
for the potentials. The function was run iteratively with initial guesses equally
spaced over admissible ranges of values estimated from the vulnerability curves.
Fsolve did not work for P. virginiana, whose optimality system is numerically
ill-conditioned due to almost constant stem vulnerability curve in the relevant
range, Fig. 3. Instead, we found the optimal values by using bisection on the
leaf potential range.
For each solution pair found flow values were compared and the maximal ones
selected. The results of applying our optimization model are presented in Table
2. In addition to the optimal values of the soil and the leaf water potentials we
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Figure 3: Vulnerability curves of P. virgniana, and the optimal flow rectangles.
also list the overall optimal flow and the optimal flow through the stem taken in
isolation to highlight the bottleneck effect.
One can see that in all cases the leaf segment served as the bottleneck for the
flow. Note also that the optimal stem potentials are much lower than the values
that would cause significant loss of conductance in the stem (roughly given by
the values under x in the exponents of Table 1).
ψmaxS ψ
max
L F
max Fmaxstem
H. annuus 0.013 0.86 0.015 1.99
A. rubrum 0.73 1.50 18.48 61.94
L. tulipifera 0.65 1.12 2.78 7.96
P. virginiana 1.06 1.35 1.13 2.73
Table 2: Stem and leaf potentials (in MPa) that maximize the flow, the maximal flow,
and the maximal flow through stems in isolation (per the total leaf area for the tree
species).
For the tree species [10] reports the values of stem and leaf water potentials
measured at midday. For A. rubrum they are 0.73 and 1.53 MPa, respectively,
for L. tulipifera 0.65 and 1.17 MPa, and for P. virginiana 0.98 and 1.56 MPa.
These are in a remarkably good agreement with the theoretically optimal values
from Table 2, especially considering how idealized the model assumptions were.
Overall, our computations support the leaf safety buffer hypothesis, and sug-
gest a better metric for testing it than comparing maximal conductances of or
11
changes of potential across leaf and stem segments. As one can see from Table 2
the latter metrics may not detect the bottleneck behavior of leaves.
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