Neural Network Gradient Hamiltonian Monte Carlo by Li, Lingge et al.
Neural Network Gradient Hamiltonian Monte
Carlo
Lingge Li, Andrew Holbrook, Babak Shahbaba, Pierre Baldi
University of California, Irvine
Abstract
Hamiltonian Monte Carlo is a widely used algorithm for sampling from
posterior distributions of complex Bayesian models. It can efficiently ex-
plore high-dimensional parameter spaces guided by simulated Hamiltonian
flows. However, the algorithm requires repeated gradient calculations, and
these computations become increasingly burdensome as data sets scale.
We present a method to substantially reduce the computation burden by
using a neural network to approximate the gradient. First, we prove that
the proposed method still maintains convergence to the true distribution
though the approximated gradient no longer comes from a Hamiltonian
system. Second, we conduct experiments on synthetic examples and real
data to validate the proposed method.
1 Introduction
Hamiltonian Monte Carlo (HMC) uses local geometric information provided by
the log-posterior gradient to explore the high posterior density regions of the
parameter space [10]. Compared to the Metropolis-Hastings random walk algo-
rithm, HMC has high acceptance probability and low sample auto-correlation
even when the parameter space is high-dimensional. That said, the advantages
of HMC come at a computational cost that limits its application to smaller data
sets. The gradient calculation involves the entire data set and scales linearly
with the number of observations. As HMC needs to calculate the gradient mul-
tiple times within every single step, performing HMC on millions of observations
requires an enormous computational budget. Allowing HMC to scale to large
data sets would help tackle the double challenge of big data and big models.
There have been two main approaches to scaling HMC to larger data sets.
The first is stochastic gradient HMC, which calculates the gradient on subsets of
the data. [12] implemented a stochastic gradient version of Langevin Dynamics,
which may be viewed as single-step HMC. [3] introduced stochastic gradient
HMC with “friction” to counterbalance the inherently noisy gradient. However,
these methods may not be optimal because subsampling substantially reduces
the acceptance probability of HMC [2].
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The second approach relies on a surrogate function, the gradient of which
is less expensive to calculate. [11][7] used Gaussian process (GP) to produce
satisfactory results in lower dimensions. However, training a GP is itself compu-
tationally expensive and training points must be chosen with great care. More
recently, [13] implemented neural network surrogate with random bases. It out-
performs GP surrogate in their experiments but fails in parameter spaces of
moderate dimensionality.
In this paper, we develop a third approach, neural network gradient HMC
(NNgHMC), by using a neural network to directly approximate the gradient
instead of using it as a surrogate. We also train all the neural network weights
through backpropagation rather than having random weights [13]. Compared
to existing methods, our proposed approach can emulate Hamiltonian flows
accurately even when dimensionality increases. In Section 3, details of our
method and proof of convergence are presented. Section 4 includes experiments
to validate our method and comparisons with previous methods on synthetic
and real data.
2 Background
2.1 Hamiltonian Monte Carlo
Let x ∼ pi(x|q) denote a probabilistic model with q as its corresponding pa-
rameter. We also make q a random variable by giving the parameter a prior
distribution pi(q). The integration constant of the posterior distribution
pi(q|x) = pi(x|q)pi(q)∫
pi(x|q)pi(q) dq (1)
is usually analytically intractable, but the distribution can be numerically sim-
ulated using MCMC. The Metropolis-Hastings algorithm constructs a Markov
chain that randomly proposes a new state q′ from current state q based on transi-
tion distribution g(q′|q) and moves from q to q′ with probability min{1, pi(q′|X)g(q|q′)pi(q|X)g(q′|q) }.
Unfortunately, in a higher dimensional space, the probability of randomly mov-
ing to q′ drops dramatically. Therefore, the MH algorithm has trouble exploring
the posterior efficiently in higher dimensions.
The idea of HMC is to explore a frictionless landscape induced by potential
energy function U and kinetic energy function K where potential energy U(q) =
− log pi(x|q)pi(q) is proportional to the negative log posterior. HMC introduces
an auxiliary Gaussian momentum p, and K(p) is the negative log density of p.
Potential energy U tends to convert to kinetic energy K so q will likely move to
a position with higher posterior density. More formally, the Hamiltonian system
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is defined by the following equations.
H(q, p) = U(q) +K(p) = −
(
log pi(q) +
N∑
i=1
log pi(xi|q)
)
+
1
2
pT p , (2)
dq
dt
=
∂H
∂p
=
∂K
∂p
= p (3)
dp
dt
= −∂H
∂q
= −∂U
∂q
= ∇q
(
log pi(q) +
N∑
i=1
log pi(xi|q)
)
. (4)
In theory, convergence of HMC is guaranteed by the time reversibility of the
Hamiltonian dynamics which, in turn, renders the Markov chain transitions re-
versible, thus ensuring detailed balance. By conservation of the Hamiltonian,
HMC has acceptance probability 1 and can travel arbitrarily long trajectories
along energy level contours. In practice, the Hamiltonian dynamics is simulated
with the leapfrog algorithm which adds numerical errors. To ensure conver-
gence to the posterior, a Metropolis correction step is used at the end of each
trajectory.
Within each simulated trajectory, the leapfrog algorithm iterates back and
forth between Equations (3) and (4), the latter of which features a summation
over the log-likelihood evaluated at each separate data point. For large data
sets, this repeated evaluation of the gradient becomes infeasible. In Section 3,
we show how to greatly speed up HMC using neural network approximations
to this gradient term, but first we introduce an important predecessor to our
method, the surrogate HMC class of algorithms.
2.2 Surrogate HMC
Two methods for approximating the log-posterior in the HMC context have
already been advanced. The first uses a Gaussian Process regression to model
the log-posterior, the second uses a neural network. We refer to the latter
as neural network surrogate HMC (NNsHMC). It is natural that both models
would be used in such a capacity: Cybenko [4] showed that neural networks
can provide universal function approximation, and Neal [9] showed that certain
probabilistic neural networks converge to Gaussian processes as the number of
hidden units goes to infinity. In this section, we focus on NNsHMC, since it is
more closely related to our method (Section 3).
NNsHMC approximates the potential energy U with a neural network sur-
rogate Û and uses ∇Û during leapfrog steps. The surrogate neural network has
one hidden layer with softplus activation:
Û(q) = W2 ln(1 + exp(W1q + b1)) + b1 (5)
where W1,W2 and b1, b2 are weight matrices and bias vectors, respectively. Un-
der this formulation, one can explicitly calculate the gradient
∇Û = WT1 diag(W2)
1
1 + exp (−(W1q + b1)) (6)
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and represent ∇Û with another neural network, which is just the backpropa-
gation graph of Û . Therefore, we can view neural network surrogate as using
a constrained network with tied weights and local connections to approximate
the gradient.
For training the neural network, Zhang et al [13] uses extreme learning ma-
chine (ELM) [5]. ELM is a simple algorithm that randomly projects the input to
the hidden layer and only trains the weights from the hidden layer to the output.
Random projection is widely used in machine learning but backpropagation is
the “default” training method for most neural networks with its optimality the-
oretically explained by Baldi et al [1]. Moreover, since the goal is to improve
computational efficiency, we want to make the surrogate neural network as small
as possible. From this point of view, large hidden layers often seen in ELMs are
less than optimal.
3 Neural network gradient HMC
Algorithm 1 Neural network gradient HMC
Initialize q(0), leapfrog step number L and step size 
for t = 1, 2, ..., T do
q0 = q
(t−1)
Sample momentum p0 ∼ N (0, I)
p0 = p0 − 2∇̂U(qt) . Leapfrog steps with approximated gradient ∇̂U
instead of ∇U
for i = 1, 2, ..., L do
qi = qi−1 + pi−1
pi = pi−1 − ∇̂U(qi)
end for
pL = pL − 2∇̂U(qL)
r = exp (H(qL, pL)−H(q0, p0)), u ∼ Uniform(0, 1)
if u < min(1, r) then . Metropolis accept/reject based on H = U +K
q(t) = qL
else
q(t) = q0
end if
end for
In contrast to previous work, NNgHMC does not use a surrogate function for
U but fits a neural network to approximate ∇U directly with backpropagation.
Training data (q,∇U(q)) for the neural network are collected during the early
period of HMC shortly after convergence. Once the approximate gradient is
learned, the algorithm is exactly the same as classical HMC, but with neural
network gradient ∇̂U replacing ∇U . Details are given in Algorithm 1.
One benefit of our method occurs as early as the data collection process.
Since we approximate the gradient ∇U and not U , we can collect more training
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data faster: surrogate HMC must reach the end of a leapfrog trajectory before
obtaining a single (functional evaluation) training sample; the same leapfrog
trajectory renders a new (gradient evaluation) training sample for each leapfrog
step, and the number of such steps in a single trajectory can range into the
hundreds.
Suppose that there are N data points xn and that the parameter space is
d-dimensional. In this case, gradient calculations involve d partial derivatives
∂U
∂qj
= − ∂
∂qj
log
(
pi(q)
N∏
i=1
pi(xi|q)
)
= − ∂
∂qj
log pi(q)−
N∑
i=1
∂
∂qj
log pi(xi|q) , (7)
each of which involves a summation over the N data points. On the other hand,
performing a forward pass in a shallow neural network is proportional only to
the hidden layer size s  N . Once the neural network is trained on burn-in
samples, posterior sampling with approximated gradient is orders of magnitude
faster.
Although the neural network gradient approximation ∇̂U(q) is not the same
as ∇U(q), the method nonetheless samples from the true posterior. If one
were able to simulate the Hamiltonian system directly, i.e. without numerical
integration, then all the benefits of HMC would be preserved in the limit, as the
gradient field approximates the true gradient field to arbitrary degree. On the
other hand, the NNgHMC transition kernel—characterized by the approximate
gradient leapfrog integrator combined with the Metropolis accept-reject step—
leaves the posterior distribution invariant. We formalize the relevant results
here and defer proofs to the appendix.
An important litmus test for the validity of our method is that it should
leave the Hamiltonian invariant in the limit as step-sizes and gradient approx-
imation errors approach zero. In turn, this result will imply high acceptance
probabilities when the system is simulated from numerically, and when gradient
approximations are good.
Proposition 1. When the system induced by the approximate gradient field
is simulated directly, changes in the Hamiltonian H(q, p) = U(q) + K(p) con-
verge in probability to 0 as the approximate gradient converges pointwise to the
true gradient. That is, for a sequence of approximate gradient fields {∇̂nqU}∞n=1
converging to the true gradient field ∇qU , the change in Hamiltonian values
satisfies (dH
dt
)
n
= op(1) . (8)
Proof. Following [4], assume we are able to construct a sequence of approximate
gradients ∇̂nqH satisfying
∇qH = ∇̂nqH + En(q), En(q) ∈ B1/n(0) , (9)
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where B1/n(0) is the ball around the origin of radius 1/n. In this case, the vector
field given by the approximate gradient induces a new system of equations:
dqi
dt
=
∂H
∂pi
(10)
dpi
dt
= − ∂̂H
∂qi
.
Then it follows that
dH
dt
=
d∑
i=1
[dqi
dt
∂H
∂qi
+
dpi
dt
∂H
∂pi
]
(11)
=
d∑
i=1
[∂H
∂pi
( ∂̂H
∂qi
+ En,i(q)
)− ∂̂H
∂qi
∂H
∂pi
]
=
d∑
i=1
∂H
∂pi
En,i
= pTEn ∼ N(0, ETnEn) .
This last line implies pTEn is Op(
√
ETnEn), and hence that
dH
dt is op(1).
We note that Proposition 1 is a local result, and that local deviations from
the true Hamiltonian flow will accrue to larger global deviations in general.
While this may seem disconcerting, NNgHMC maintains remarkably high ac-
ceptance rates in practice. To help understand why this is the case, we present
local and global error analyses for the dynamics of the ordinary differential
equation initial value problem
d
dt
z = f(z) , z(t0) = z
0 ∈ Rk , (12)
approximated with function f̂ ≈ f . These results will then be related back to
NNgHMC by specifying z = (q, p) and
z = (q, p)T , f(q, p) =
(
p,−∂H
∂q
)T
, and f̂(q, p) =
(
p,− ∂̂H
∂q
)T
. (13)
The general form of the following proofs follows after Section 2.1.2 of [8].
Proposition 2. (Local error bounds) Let z0 = z(0) be the initial value, let
z(∆t) be the value of the exact, true trajectory after traveling for time ∆t, and
let z1 be the value of the computed trajectory using Euler’s method applied to
the approximated gradient field. Finally, assume that the exact solution is twice
continuously differentiable. Then the local error 1 = z(∆t)−z1 has the following
bounds:
‖1‖ ≤ ∆t δ +O(∆t2) , (14)
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where δ = ‖f(z0) − f̂(z0)‖ measures the difference between the true, exact tra-
jectory and the approximated trajectory at point z0.
Proof. The proof follows from the Taylor expansion of both z(∆t) and z1:
1 =
(
z0 + ∆t z˙(0) +
1
2
∆t2z¨(τ)
)− (z0 + ∆tf̂(z0)) (15)
= ∆t
(
f(z0)− f̂(z0)
)
+
1
2
∆t2z¨(τ) ,
where τ ∈ [0,∆t]. The result follows from the triangular inequality.
From the above result, it follows that the local error rate approaches the
O(∆t2) error rate of Euler’s method using the true gradient field as δ = ‖f(z0)−
f̂(z0)‖ = ‖∂H∂q (z0)− ∂̂H∂q (z0)‖ goes to 0. The same approach can be used to obtain
global error bounds.
Proposition 3. (Global error bounds) We adopt the same notation as above
with the addition of the error at iteration n, n = z(n∆t) − zn, where zn is
the value after n Euler updates using the approximate gradient field. Also, let
tn = n∆t. Again we assume that the exact solution is twice differentiable,
and we further assume that it is Lipschitz with constant L. Then the following
bounds on n hold:
‖n‖ ≤ (en∆tL − 1)( δ
L
+O(∆t)
)
, for δ = max ‖f(z(j∆t))− f̂(zj)‖ , (16)
and j = 0, . . . , n.
Proof. The proof proceeds by recursion. Assume that we have obtained n =
z(tn)− zn. Letting τ ∈ [tn, tn+1], a Taylor’s expansion gives:
n+1 =
(
z(tn) + ∆tz˙(tn) +
1
2
∆t2z¨(τ)
)
−
(
zn + ∆tf̂(zn)
)
(17)
=
(
z(tn) + ∆t f(z(tn)) +
1
2
∆t2z¨(τ)
)
−
(
zn + ∆tf̂(zn)
)
=
(
z(tn)− zn
)
+ ∆t
(
f(z(tn))− f̂(zn)
)
+
1
2
∆t2z¨(τ) .
But z¨ is continuous by assumption, so we can bound z¨ on the closed interval
[tn, tn+1] by a constant M . Furthermore, the Lipschitz assumption combined
with the triangle inequality give:
‖n+1‖ ≤ ‖n‖+ ∆t
(
‖f(z(tn))− f(zn)‖+ ‖f(zn)− f̂(zn)‖
)
+
∆t2M
2
(18)
≤ (1 + ∆tL)‖n‖+ ∆t δ + ∆t
2M
2
Next we make use of the following recursion relationship:
an+1 ≤ C an +D =⇒ an ≤ Cn a0 + C
n − 1
C − 1 D (19)
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for C = (1 + ∆tL) and D = ∆t δ + ∆t2M/2. Noting that a0 = 
0 = 0 gives
‖n‖ ≤ (etnL − 1)( δ
L
+
∆tM
2L
)
, (20)
and the result follows.
The above result suggests that the usual numerical error caused by a large
Lipschitz constant L can overpower the effects of gradient approximation error
δ.
The preservation of volume entailed by both the theoretical Hamiltonian
flow and the leapfrog integrator is important for HMC. The latter fact implies
there is no need for Jacobian corrections within the accept-reject step. It turns
out that the NNgHMC dynamics also preserve volume, both for direct and for
leapfrog simulation.
Lemma 1. Both for infinitesimal and finite step sizes, the NNgHMC trajectory
preserves volume.
Proof. For the finite case, the leapfrog algorithm iterates between shear trans-
formations and so preserves volume [10]. For the case of direct simulation, we
use the fact that the Hamiltonian vector field induced by the approximate gra-
dient field has zero divergence (Liouville’s Theorem, [10]). We use the notation
of Proposition 1, but drop the subscript n for the sake of readability:
d∑
i=1
[ ∂
∂qi
dqi
dt
+
∂
∂pi
dpi
dt
]
=
d∑
i=1
[ ∂
∂qi
∂H
∂pi
− ∂
∂pi
∂̂H
∂qi
]
(21)
=
d∑
i=1
[ ∂
∂qi
∂H
∂pi
− ∂
∂pi
(∂H
∂qi
− Ei
)]
=
d∑
i=1
∂
∂pi
Ei = 0 .
Not only does the NNgHMC trajectory preserve volume, it is reversible as
well. This easy fact is shown in the proof of Proposition 2.
Theorem 1. The NNgHMC transition kernel leaves the canonical distribution
exp{−H(q, p)} invariant.
Proof. Since leapfrog integration preserves volume and since the Metropolis
acceptance probability is the same as for classical HMC, all we need to show is
that the leapfrog integration is reversible. This fact follows in the exact same
way as for HMC, despite the use of an approximate gradient field to generate
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the dynamics:
pi(t+ /2) = pi(t)− (/2) ∂̂U
∂qi
(q(t)) (22)
qi(t+ ) = qi(t) +  pi(t+ /2)
pi(t+ ) = pi(t+ /2)− (/2) ∂̂U
∂qi
(q(t+ )) .
These are the same equations as in [10] except with ∂̂U∂qi replacing
∂U
∂qi
. Hence,
just as in [10], the NNgHMC leapfrog equations are symmetric and thus re-
versible: to reverse a sequence of leapfrog dynamics, negate p, take the same
number of steps, and negate p again. It follows that the NNgHMC transition
kernel leaves the canonical distribution invariant and is an asymptotically exact
method for sampling from the posterior distribution.
Regardless of the accuracy of neural network gradient approximation, follow-
ing the leapfrog simulated Hamiltonian proposal scheme would recover the true
posterior distribution when combined with Metropolis-Hastings correction. If
the gradient approximation is “bad,” NNgHMC would break down to a random
walk algorithm. If the gradient approximation is “close enough,” NNgHMC
would behave just like standard HMC, operating on energy level contours at a
fraction of the computation cost. The neural network gradient approximation
can be controlled with two tuning parameters: hidden layer size h and training
time t, in addition to leapfrog steps l and step size s. The neural network ar-
chitecture is fixed to have one hidden layer and the number of units has to be
pre-determined. Neural network training time can be either set to some number
of epochs or dependent on a stopping criterion (typically based on change in
loss function between epochs). Since there is no noise (error) in the gradient,
overfitting is not a concern; the hidden layer size and training time could be
relatively large.
Given sufficient training data, the neural network will be able to accurately
approximate the gradient field. The important question is: how much training
data should be collected? To address this, we propose a training schedule that
consists of a start point, an end point, and a rate for gradient data collection.
For example, one may wish to run a HMC chain to draw 5000 samples in total. A
training schedule could be training the neural network every 200 draws between
the 400th and 1000th draws. After the neural network is trained each time,
one would use the approximated gradient to sample for some iterations. If
the acceptance probability is similar to that of standard HMC, one would stop
the training schedule and complete the entire chain with NNgHMC. Otherwise,
standard HMC would be used to sample the remaining draws. Since training the
neural network and using it to sample is much cheaper computationally compared
to standard HMC, the training schedule would add little overhead even if the
neural network gradient approximation fails.
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Figure 1: After the neural network learns an accurate gradient approximation,
the computation cost of sampling is substantially reduced compared to standard
HMC. Therefore, the benefit of neural network gradient HMC depends on how
much training data is enough for the neural network. Using a training schedule,
we would stop standard HMC immediately after the neural network has learned
from enough data.
4 Experiments
In this section, we demonstrate the merits of proposed method: accuracy and
scalability through a variety of experiments. The accuracy of gradient approxi-
mation can be reflected by high acceptance probability that is similar to stan-
dard HMC using the true gradient. Compared to draws from stochastic gradi-
ent HMC, the draws using proposed method are much more similar to standard
HMC draws. Scalability means better performance when both data size n and
dimensionality p increase. The performance metric is effective sample size (ESS)
adjusted by CPU time. ESS estimates the number of “independent” samples
by factoring ρ(k) correlation between samples at lag k into account:
ESS =
n
1 + 2
∑∞
k=1 ρ(k)
.
The previous surrogate approach fails when p reaches 40 while the proposed
method works well up to p = 200. Lastly, speed evaluation is done on three real
data sets and the proposed method consistently beats standard HMC even when
the time to collect training data and train the neural network is included. Our
proposed NNgHMC method is implemented in Keras and uses the default Adam
optimizer [6] during training. All experiments are performed on a 3.4 GHz Intel
Quad-Core CPU and our code is available at: github.com/linggeli7/hamiltonian.
4.1 Distributions with challenging gradient fields
The banana shaped distribution in two dimensions can be sampled using
the following un-normalized density
f(x1, x2) ∝ exp− (Ax1)
2
200
− 1
2
(Cx2 +B(Ax1)
2 − 100B)2 (23)
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where A,C control the scale in x1, x2-space and B determines the curvature. For
HMC, the energy function is set to be − log f(x1, x2) and the its gradient can
be easily calculated. Using leapfrog steps l = 5 and step size s = 0.1, standard
HMC is used to sample 5000 draws with acceptance probability 0.58. Gradient
values collected during the first 1000 draws are then used to train a neural
network with hidden layer size h = 100 for t = 50 epochs. With the same tuning
parameters, NNgHMC is used to sample 5000 draws with acceptance probability
0.57. Figure 2 compares standard HMC and NNgHMC draws, the true and
approximated gradient fields, and two long simulated leapfrog trajectories using
both. The neural network learns the distorted gradient field accurately and
NNgHMC completely recovers the banana shape.
Figure 2: Gradient fields, samples, and leapfrog trajectories using standard
HMC (blue) and NNgHMC (red) are indistinguishable.
Next, we illustrate the proposed method on a multivariate Gaussian dis-
tribution with ill-conditioned covariance. The distribution is given by
q ∼ N30(0,Σ) where Σ is a diagonal matrix with smallest value 0.1, largest
value 1000 and other values uniformly drawn between 1 and 100. As the distri-
bution is on very disparate scales in different dimensions, HMC needs accurate
gradient information to move accordingly. For HMC, the leapfrog step size s is
set to be 0.5 and the number of steps l is set to be 100 so that acceptance proba-
bility is around 0.7. If the step size is too big, HMC would miss the high density
region in the narrowest dimension. Without a sufficiently long trajectory, HMC
would fail to explore the elongated tails in the widest dimension.
We collect sample gradients until 50 iterations after convergence to train the
neural network. The neural network has h = 100 units in the hidden layer and
is trained for t = 10 epochs. With the same tuning parameters as standard
HMC, NNgHMC has acceptance probability around 0.5. Despite slightly lower
acceptance probability, as shown in Figure 3, NNgHMC converges to the true
posterior just as standard HMC. With more training data, the neural network
will learn the gradient field more accurately and NNgHMC will have similar
acceptance probability as standard HMC.
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Figure 3: NNgHMC posterior (bottom) captures the highly elongated shape of
the Gaussian distribution in the two most extreme dimensions (σ21 = 0.1, σ
2
30 =
1000) as well as the HMC posterior (top). Note that the x- and y-axes are on
very different scales.
4.2 200-dimensional Bayesian logistic regression
Next we demonstrate the scalability of proposed method on logistic regression
with simulated data. The X matrix has 50, 000 rows drawn from a 200 dimen-
sional multivariate Gaussian distribution with mean zero and covariance I200.
The regression coefficients β are drawn independently from Uniform(−1, 1).
GivenX and β, the response vector is created with Yi ∼ Bernoulli(logistic(Xiβ)).
With l = 20 leapfrog steps and step size s = 0.01, HMC makes 1000 draws in
300 seconds with acceptance probability around 0.8. 4000 training points and
gradients, which come from 200 draws after convergence, are used for neural
network training.
With the same tuning parameters, NNgHMC can make 1000 draws in just
40 seconds with acceptance probability around 0.6. HMC yields 1.5 effective
samples per second while NNgHMC yields 6.75 effective draws per second on
average. The improvement on effective sample size and CPU time ratio is con-
siderable and will only increase as the size of the data set increases.
The choice of prior plays an important role in Bayesian inference, and it is
common to fit models with different priors for sensitivity analysis. The gra-
dient of energy function ∇U is equal to the sum of the gradient of negative
log-likelihood −∇ log pi(x|q) and the gradient of log prior ∇ log pi(q). As the
proposed method provides an accurate approximation of ∇U under prior pi(q),
adding ∇ log pi′(q)−∇ log pi(q) will yield an approximation of ∇U under a new
prior pi′(q). In this case, NNgHMC can sample from the new posterior much
faster than HMC without additional training. Figure 4 compares the NNgHMC
and HMC posteriors.
Remark 1. While there are no fixed rules on the size of hidden layers, non-
generative models typically have larger hidden layers than output layers. With
input and output dimensions both being 200, a large hidden layer of size 400
would lead to 160, 000 total units, which is computationally expensive. Mean-
while, a network with a hidden layer of size 200 has half as many total units but
12
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Figure 4: We first use HMC to collect training samples from the posterior
of the 200-dimensional logistic regression model under a diffused prior with
variance 10 for NNgHMC. The HMC (left) and NNgHMC (right) posteriors are
colored in green. Then we use the same trained network for NNgHMC under a
concentrated prior with variance 0.1. The new HMC and NNgHMC posteriors
are colored in red. Although most of the training data come from the green
region, the neural network can extrapolate well to sample around the red region.
is not nearly as expressive. Here we use eight disjoint hidden layers of size 50
to approximate 25 dimensional blocks of the gradient to cut down the number
of total units to 90,000. Figure 5 compares the training losses of these three
networks.
0
500
1000
1500
2000
0 25 50 75 100
epoch
los
s
Figure 5: The gradient of the 200-dimensional logistic regression model is ap-
proximated by neural networks of different designs. In terms of performance
measured by training L2 loss on the true gradient, the block network (blue)
matches the single large network (green) and outperforms the single small net-
work (red) using comparable number of total units.
4.3 Low-dimensional models with expensive gradients
In this section, we evaluate our method using two models that involve costly gra-
dient evaluations in spite of their typically low dimensions. First, we focus on the
generalized autoregressive conditional heteroskedasticity (GARCH),
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which is a common econometric model that models the variance at time t as
a function of previous observations and variances. The general GARCH(m, r)
model is given by
yt ∼ N(0, σ2t ) (24)
σ2t = α0 +
m∑
j=1
αjy
2
t−j +
r∑
j=1
βjσ
2
t−j . (25)
Conditioning on the first max(m, r) observations, the likelihood is the prod-
uct of N(0, σ2t ) densities. The likelihood and gradient calculation for GARCH
models can be slow as it has to be done iteratively and scales with the num-
ber of observations. As shown in figure 6, 1000 observations are generated
with a GARCH(2, 1) model and used as data for comparing standard HMC
and NNgHMC. Truncated uninformative Gaussian priors are used because of
GARCH stationarity constraints. 10000 draws are taken with standard HMC
and gradient values collected between 1000 to 2000 iterations are used for train-
ing. Training a neural network with hidden layer size 50 takes 5s. With tuning
parameters fixed at step size s = 0.002 and l = 15 leapfrog steps, standard
HMC and NN gradient HMC both have close to 0.7 acceptance probability, but
the latter is more computationally efficient (Table 1).
Table 1: Comparing standard HMC and NNgHMC using a GARCH model.
Method AP ESS CPU time Median ESS/s Speed-up
Standard 0.72 (99, 261, 424) 436s 0.60 1
NNg 0.70 (116, 176, 303) 59s 2.98 4.98
AP: acceptance probability
ESS: effective sample size (min, median, max) after removing 10% burn-in
Figure 6: Time series data generated with a GARCH(2, 1) model.
Gaussian process is computationally expensive because the covariance ma-
trix is n × n and inverting it requires O(n3) computation. Here we consider a
Gaussian process regression model with the Mate´rn kernel:
Y ∼ N (0,K(X,X)) (26)
K(d) = 2
1−ν
Γ(ν)
(
√
2ν
d
l
)νKν(
√
2ν
d
l
) (27)
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where d is the Euclidean distance between two observations x and x′, length
scale l and smoothness ν are the hyper-parameters. Γ denotes the gamma
function and Kν is the modified Bessel function of the second kind. Here ν is
fixed at 1.5 to limit Gaussian process draws to be once differentiable functions.
It is common to add white noise σ2I to the covariance matrix for numerical
stability. Therefore, the second free hyper-parameters besides l is σ2. Diffused
Lognormal priors are used for the hyperparameters. The 500×4 data matrix X
is drawn from Multivariate Gaussian with mean zero and identity covariance.
Y is obtained by mapping X with a polynomial pattern and adding noise.
10000 draws are sampled using standard HMC with leapfrog steps l = 20
and step size s = 0.05; the acceptance probability is 0.83 but it is very time
consuming. Gradient collected during the first 1000 draws is then used to train
a neural network with hidden layer size h = 100 for t = 100 epochs. Using the
same tuning parameters, NNgHMC can sample 10000 draws in much shorter
time with the same acceptance probability (Table 2). Figure 7 compares the
standard HMC and NNgHMC posteriors; Figure 8 compares Gaussian process
model posterior draws along one particular direction.
Table 2: Experiment results using Gaussian process regression model
Method AP ESS CPU time Median ESS/s Speed-up
Standard 0.83 (5135, 5754, 7635) 1834s 3.14 1
NNg 0.84 (4606, 6172, 7741) 50s 123.4 39.3
AP: acceptance probability
ESS: effective sample size (min, median, max) after removing 10% burn-in
Figure 7: GP regression model posteriors of hyper-parameters using standard
HMC (blue) and NNgHMC draws (red).
4.4 Comparison with stochastic gradient HMC
Na¨ıve stochastic gradient HMC using mini-batches of data is problematic as
the noisy gradient can push the sampler away from the target region. Recent
more advanced stochastic gradient method uses a friction term and is shown to
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Figure 8: GP regression model predictions with standard HMC (blue) and
NNgHMC posteriors (red).
sample from the true posterior asymptotically. The formulation of SGHMC is
given by:
dθ = M−1rdt (28)
dr = −∇U(θ)dt−BM−1rdt+N(0, 2Bdt) (29)
where N(0, 2Bdt) is the noise added to the gradient by subsampling. In
practice, the friction term BM−1rdt is set arbitrarily.
To further improve speed, SGHMC does not perform Metropolis-Hastings
correction and uses very small step sizes. The SGHMC posterior is dependent
on the choice of step size; however, a priori one would not know the optimal
step size. Here we want to show that while SGHMC provides fast approximation
of the true posterior when data are abundant, the SGHMC posterior may not
be suitable for inference.
In our experiment, the Cover Type data from UCI machine learning repos-
itory is used. We run standard HMC for 4000 iterations with l = 50 leapfrog
steps and step size s = 0.002. We also run SGHMC for 4000 iterations with
default parameters and varying step sizes from s = 5e− 6 to s = 5e− 8.
Figure 9 illustrates the main issue with SGHMC. For these two marginal
distributions, the SGHMC posteriors have roughly the same location but com-
pletely different shapes. On the other hand, NNgHMC posteriors agree with
the standard HMC posteriors almost exactly.
Another comparison with SGHMC is performed with Metropolis-Hastings
correction. Here the sub-sampled data size is 5000 and the tuning parameters
are l = 10 leapfrog steps and step size s = 0.001 so that the simulated trajectory
is shorter for less gradient noise to compound. While SGHMC is faster still, the
quality of samples is inferior compared to proposed method as indicated by
lower ESS in Table 3 and less mixed trace plot in Figure 10. Overall, NNgHMC
still outperforms SGHMC in terms of median EES per second.
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Figure 9: Histograms of marginal posteriors of logistic regression model coef-
ficients with Laplace prior on Cover Type data. Blue: standard HMC; Red:
stochastic gradient HMC; Green: neural network gradient HMC
Table 3: Experiment results on Cover Type data
Method AP ESS CPU time Median ESS/s Speed-up
Standard 0.80 (73, 143, 10000) 3147s 0.05 1
NNg 0.67 (57, 186, 7174) 710s 0.26 5.77
SG 0.33 (49, 59, 246) 357s 0.17 3.64
AP: acceptance probability
ESS: effective sample size (min, median, max) after removing 10% burn-in
Figure 10: Trace plots of NNgHMC (top) and stochastic gradient HMC (below)
show that the NNgHMC chain is more efficient as the approximated gradient is
more accurate than sub-sampled gradient.
4.5 Comparison with Gaussian process surrogate
We now compare our method to the Gaussian process surrogate approach with
the squared exponential kernel parametrized by K(x, x′) = exp− (x−x′)22l2 . We
also add white noise σ2I to the covariance matrix. The squared exponential
kernel, the default choice, is infinitely differentiable and gives rise to another
Gaussian process as the derivative. Given observations X and Y , we can ex-
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plicitly write down the mean of the derivative at x∗.
E
∂f
∂x∗
=
∂
∂x∗
Ef =
∂
∂x∗
K(x∗, X)K(X,X)−1Y (30)
Here we estimate both the length scale l in the squared exponential kernel
and the white noise parameter σ jointly with maximum likelihood. The estima-
tion requires inverting the observed covariance matrix, which is O(n3) where n
is the number of observations.
We compare with GP surrogate method on multivariate Gaussian distribu-
tions with covariance Id where d varies from 10 to 40. For each Gaussian, we
generate n training data points to train the GP surrogate and neural network.
The neural network has 100 hidden units and is trained for 10 epochs. After
training, both methods are used to draw 1000 samples.
Table 4 compares acceptance probability for the two methods. We can see
that the neural network predicted gradient provides better approximation over-
all than the gradient of GP as indicated by higher acceptance probability. This
advantage is more pronounced as dimensionality increases.
Table 4: Acceptance probability when sampling from multivariate Gaussian
Method Dimension / Training 500 1000 2000
Gaussian process 10 0.65 0.61 0.57
20 0.64 0.65 0.62
40 0.31 0.32 0.32
Neural network gradient 10 0.95 0.96 0.97
20 0.82 0.87 0.91
40 0.61 0.75 0.87
4.6 Speed evaluation on real data
Similar to other surrogate methods, NNgHMC has three stages: training data
collection, training, and sampling. We have demonstrated that using a neural
network can provide accurate approximation of the gradient, however, the effec-
tiveness of our method still needs to be evaluated by time. If the neural network
requires too much training data, then it would not reduce computation time.
Here we first run standard HMC to draw a desired number of samples (10000)
and record time as benchmark. Then we collect different amounts of training
data points (10%, 15% and 20% of total number) and use NNgHMC to draw re-
maining samples. The time to collect training data and train the neural network
is included for NNgHMC. As shown in Table 5, 10% of training data is sufficient
for the neural network to learn the gradient and gives the most speed-up. While
adding more training data increases the quality of gradient approximation, the
computation cost outweighs the benefit of higher acceptance probability.
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Table 5: Experiment results on data sets from UCI machine learning repository
Method AP ESS CPU time Median ESS/s Speed-up
Online News Popularity (39797× 44)
Standard 0.77 (777, 2021, 5929) 3607s 0.66 1
NNg (10%) 0.61 (605, 1416, 4865) 502s 2.82 4.27
NNg (15%) 0.64 (620, 1382, 5500) 678s 2.04 3.09
NNg (20%) 0.68 (700, 1731, 5397) 854s 2.03 3.08
Census Income (48842× 123)
Standard 0.84 (6306, 9390, 10000) 1796s 5.23 1
NNg (10%) 0.60 (4023, 6024, 7156) 564s 10.68 2.04
NNg (15%) 0.68 (4617, 7511, 9201) 656s 11.45 2.19
NNg (20%) 0.76 (5036, 7558, 8696) 740s 10.21 1.95
Dota2 Games Results (102944× 116)
Standard 0.75 (1677, 5519, 8621) 20760s 0.27 1
NNg (10%) 0.59 (1446, 4197, 6442) 2903s 1.45 5.44
NNg (15%) 0.70 (1901, 4865, 7600) 3911s 1.24 4.59
NNg (20%) 0.74 (2432, 5744, 8860) 4992s 1.15 4.26
AP: acceptance probability
ESS: effective sample size (min, median, max) after removing 10% burn-in
5 Discussion
Whereas HMC is helpful for computing large Bayesian models, its repeated gra-
dient evaluations become overly costly for big data analysis. We have presented
a method that circumvents the costly gradient evaluations, not by subsampling
data batches but by learning an approximate gradient that is functionally free
of the data. We find that multi-output, feedforward neural networks are ripe
for this application: NNgHMC is able to handle models of comparatively large
dimensionality.
The NNgHMC algorithm is an important paradigm shift away from the
class of surrogate function approximate HMC algorithms, but this shift leaves
many open questions. Much work is needed to extend NNgHMC to an on-line,
adaptive methodology: what measures of approximation error will be useful
criteria for ending the training regime of the algorithm, and are there benefits
to iterating between training and sampling regimes? Are there any valid second-
order extensions to the NNgHMC algorithm a` la Riemannian HMC? Finally—
and most interestingly—can the representational power of deep neural networks
be leveraged for more accurate approximations to the Hamiltonian flow?
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