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First, we diagonalize the bc-ghost 3-string Neumann matrices using the technique described in
hep-th/0304158. Their eigenvalues are in complete agreement with the previous authors. Second,
we diagonalize the N-string gluing vertices for the bosonized ghost system. And third, we verify the
descent and associativity relations for the combined bosonic matter+ghost gluing vertices. We find
that in order for these relations to be true, the vertices must be normalized by the factor ZN . Here
ZN is the partition function of the bosonic matter+ghost CFT on the gluing surface, which is the
unit disc with the Neumann boundary conditions and the midpoint cone like singularity specifying
by the angle excess pi(N − 2).
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I. INTRODUCTION
Witten’s open cubic string field theory [1] is usu-
ally formulated in terms of N -string gluing vertices
[2, 3]. The expressions for these vertices in the basis
which diagonalizes L0 lead to complicated calcula-
tions. Using the fact that K1 = L1+L−1 commutes
with Witten’s vertex, Rastelli et al. [4] transformed
it to the basis with K1 diagonal. They found that
the Neumann matrices in the zero momentum ver-
tex take a simple diagonal form in this basis. Further
it was realized that many calculations in the string
field theory which looks complicated in the L0-basis
can be done easily and analytically in the K1-basis.
2Using their technique [4] the succeeding authors gen-
eralized their result to including momenta [5, 6],
ghosts [6–8], background B-field [9] and fermions
[10]. However all of these calculation were intrin-
sically indirect. Recently the authors of [11] formu-
lated a simple and direct method of changing the
basis. This method is so powerful that it allowed
them to diagonalize at once N -string Neumann ma-
trices for all scale dimensions in the matter sector,
3-string Neumann matrices for βγ and bc ghosts, and
to resolve the momentum difficulty. However unlike
all other cases the 3-string bc-ghost’s vertex was di-
agonalized indirectly by relating it to the 6-string
matter Neumann matrices [2].
The present paper has three aims. Firstly, we
diagonalize the 3-string bc-ghost vertex by directly
changing the basis in its Neumann functions.
Secondly, we consider the general bosonized ghost
system [12] which is characterized by the background
charge Q and the parity ε = ±1. We find an expres-
sion for the N -string gluing vertex of this system in
the K1-basis. Then we show that ghost numbers can
be added to the vertex by a unitary transformation,
and discuss the differences of this construction from
the one for the matter sector [11].
Thirdly, we test the descent relations
1...N,N+1〈VN+1|V1〉N+1 ?= 1...N 〈VN | (1.1)
and other associativity relations for the combined
bosonic matter+ghost gluing vertex 〈VN |. The need
to verify them arises from several inconsistencies in
the calculations performed in the past two years.
First, there is a strange anomaly in the multipli-
cation of the wedge states 〈hN , 0| [13] [Eq. (5.40)
therein]. Second, the direct calculation of the inner
product of two wedges 〈h3, 3|h3, 0〉 differs from the
expected unity [8, 14]. This result is in contradiction
with the statement of [3] [Eq. (5.59) therein]. And
third, assuming that the descent relation (1.1) are
true for the vertices defined in [2] the authors of [15]
find some contradictions in their calculations [com-
pare Eqs. (3.34) and (3.38) therein]. In the present
paper we show that for critical bosonic string there
is a finite constant ZN+1,1;N in the rhs of the descent
relation (1.1). This constant can be written as
ZN+1,1;N = ZNZ1ZN+1 , (1.2)
where the function ZN is
ZN =
[
2
N
]9/2
exp
{
27
2
[
D0(N)−D0(2)
]}
. (1.3)
The explicit expression forD0(N) is given in the text
of this paper. Here one only needs to know that for
N > 1 it monotonically increases, and goes to zero
as 1/N . Now it is obvious that in order to satisfy the
descent relation one has to normalize the vertices by
〈VN | → ZN 〈VN | for N > 1. (1.4)
We also verify that the normalized vertices satisfy all
other associativity conditions. Notice that forN = 2
the normalization ZN equals 1, therefore the string
inner product is not affected by (1.4). The function
ZN is nothing else but the partition function of the
matter+ghost CFT on the gluing surface, which is
the unit disk with Neumann boundary conditions
and midpoint cone like singularity specifying by the
angle excess π(N − 2).
For N = 3 the vertex normalized as in Eq. (1.4)
coincides with Witten’s original definition [1]. In
that paper he defined it as the Polyakov integral
over the gluing surface. It seems that in most suc-
ceeding papers the Polyakov integral was changed
into the correlation function on that surface, and
the normalization factor ZN was lost.
The paper is organized as follows. In Section II
we review the notations used in [11]. In Section III
we diagonalize the 3-string Neumann matrices for
the bc-ghost system. In Section IV we consider the
N -string gluing vertices for the general bosonized
ghost system. We find its representation in the K1
basis, and describe how to change the ghost number
by a unitary transformation. In Section V we prove
the associativity properties of the gluing vertices for
the combined bosonic matter+ghost system. In Sec-
tion VI we discuss the influence of the vertex nor-
malization (1.4) on numeric calculations in SFT. Ap-
pendix A contains necessary technical information.
II. NOTATIONS
In this section we review the notations and main
formulae from [11].
Consider the primary discrete series D+s of the
SL(2,R) representations. Here s is the scale dimen-
sion, s = 0, 12 , 1, . . . . For example, s = 1 corresponds
to the zero momentum bosonic matter, s = 12 to the
fermions and s = 0 to the bosonic matter with the
zero modes. An appropriate Hilbert space Hs con-
sists of the functions f(z) analytic inside the unit
disk and square-integrable on the boundary. The
3inner product is [16]
〈g|f〉 = 1
πΓ(2s− 1)
∫
|z|61
d2z
[
1− zz]2s−2 g(z)f(z).
(2.1)
The s = 12 singularity is spurious [16], but there is a
real one as s approaches zero. The algebra sl(2,R)
is generated by L0, L±1 which are defined by
Ln = z
n+1 d
dz
+ (n+ 1) szn. (2.2)
This representation is unitary for s > 0.
A. The discrete basis
The elliptic generator L0 has discrete eigenvalues
(m+ s), m = 0, 1, 2, . . . . Its eigenfunctions normal-
ized by (2.1) are
|m, s〉(z) = N (s)m zm
with N (s)m =
[
Γ(m+ 2s)
Γ(m+ 1)
]1/2
. (2.3)
Notice that for s = 0 the only singular vector is
|0, 0〉(z).
B. The continuous basis
The generator K1 = L1 + L−1 commutes with
Witten’s star product [1], which therefore becomes
simpler when it is diagonalized [4]. It is convenient
to map
z = i tanhw, (2.4)
which takes the unit disk into the strip | Imw| 6 pi4 .
We assume that under a map z 7→ w the vector f(z)
transforms in a trivial way
f(z) 7→ f(z(w)). (2.4′)
Then
K1 = −i d
dw
+ 2is tanhw. (2.5)
Since this is a hyperbolic generator, its eigenvalues
are all real numbers κ. The normalized eigenfunc-
tions of (2.5) are
|κ, s〉(z) = [As(κ)]1/2 (coshw)2s eiκw, (2.6)
where As(κ) is the normalization constant:
As(κ) =
22s−2
π
Γ
(
s+
iκ
2
)
Γ
(
s− iκ
2
)
. (2.7)
One sees that as s→ 0 the function (2.7) becomes
ill defined at κ = 0. Nevertheless the s = 0 K1-
eigenfunctions are well defined [11]:
|κ, 0〉(z) = P
√
A1(κ)
κ
eiκw
= P
√
A1(κ)
κ
+ |κ,Ω〉(z). (2.8)
Here P means the principal value, and the function
|κ,Ω〉(z) can also be written as the integral of the
s = 1 K1-eigenfunction
|κ,Ω〉(z) ≡
∫ z
0
dζ |κ, 1〉(ζ). (2.9)
The vector |κ,Ω〉(z) is that which was found by
Rastelli et al. [4]. The important identity with
|κ,Ω〉(z) is [11]
1
2
log(1 + z2) =
∫ ∞
−∞
dκP
√
A1(κ)
κ
|κ,Ω〉(z).
(2.10a)
Differentiating this with respect to z and using (2.9)
one obtains another useful identity
z
1 + z2
=
∫ ∞
−∞
dκP
√
A1(κ)
κ
|κ, 1〉(z). (2.10b)
We will frequently use the notation 〈κ, s|(z) ≡
|κ, s〉(z).
C. The transition matrix
The transition matrix between the discrete and
continuous bases is an orthogonal matrix with ele-
ments
〈m, s|κ, s〉 = V (s)m (κ)
[As(κ)]
1
2
N
(s)
m
. (2.11)
Here the polynomials V
(s)
m (κ) are given by the gen-
erating function
(coshw)2s eiκw =
∞∑
m=0
V (s)m (κ)z
m. (2.12)
Due to equation (2.9) the transition matrices for
s = 0 and s = 1 are related as [11]
〈m+ 1, 0|κ, 0〉 = 〈m, 1|κ, 1〉 (m > 0), (2.13)
so s = 1 is just s = 0 with m = 0 omitted.
4III. 3-STRING VERTEX FOR bc-SYSTEM
A. Overview
The bc-ghost system has a background charge
Q = −3. Due to conservation of this charge it is
convenient to write a 3-string vertex over the vac-
uum 〈+|, which is the conjugate of the ghost num-
ber 1 vacuum |−〉 (i.e. 〈+|−〉 = 1). These vacua are
defined by
bn|−〉 = 0 (n > −1); 〈+|bn = 0 (n < 0); (3.1a)
cm|−〉 = 0 (m > 1); 〈+|cm = 0 (m 6 0); (3.1b)
so {b0, b1, . . . } and {c1, c2, . . . } are the annihila-
tion operators. The vacuum |−〉 is related to the
SL(2,R) invariant vacuum |0〉 by |−〉 = c(0)|0〉. The
3-string vertex over these vacua was constructed in
[2] [paper II], and in our notations it reads
〈V3| = Nbc 123〈+|
× exp
[
−
∞∑
m=0,n=1
b(I)m
(
MIJbc C
)
mn
c(J)n
]
(3.2)
Here 123〈+| means the tensor product of three Fock
vacua 〈+|, (MIJbc )mn are the 3-string ghost Neu-
mann matrices and Cmn = (−1)nδmn.
To obtain an expression for the matrix elements(MIJbc )mn one can calculate the function
〈V3|c(I)(z)b(J)(z′)|−〉123 (3.3)
in two different ways: using expression (3.2), and
using the conformal definition of the vertex. The
details of this calculation can be found, for example,
in Section 4 of [17] or in [18]. In our notations the
result is
MIJbc (z, z′) ≡
∞∑
m,n=0
(MIJbc )n,m+1znz′m
=
[
h′I(z)
]−1[
h′J(−z′)
]2
hI(z)− hJ(−z′)
[
hI(z)
]3 − 1[
hJ(−z′)
]3 − 1
[
z′
z
]
+
δIJ
z + z′
, (3.4)
and Nbc =
[
3
√
3
4
]3
. Here the maps hI(z) are
hI(z) = e
iϕI
(
1− iz
1 + iz
)2/3
= eiϕI e
4w
3 , (3.5a)
h′I(z) = −
4i
3
(
coshw
)2
hI(z), (3.5b)
where z = i tanhw, and ϕI =
2pi
3 (2 − I) for I =
1, 2, 3.
B. Diagonalizing Witten’s 3-string ghost
vertex
The aim of this section is to rewrite the operator
MIJbc (z, z′) in the K1-basis. It is known that the
vertices commute with the operator K1 [2]. So one
expects that MIJbc (z, z′) takes a simple form in the
K1-basis.
To diagonalize the Neumann matrix (3.4) we first
notice that the strange factors in (3.4) have very
simple expression in the variable w[
hI(z)
]3 − 1
z
= −4i e2w(coshw)2 (3.6a)
and [
hJ (−z′)
]3 − 1
z′
= +4i e2w
′
(coshw′)2. (3.6b)
Now we proceed as in [11] — first do a binomial ex-
pansion of (3.4), then rewrite it as a contour integral,
and finally do a Watson-Sommerfeld transformation.
Assuming Re(w′ − w) < 0 we obtain
MIJbc (z, z′) =
4i
3
(
coshw′
)2
(−1)I−J
×
∮
C
dj
2i sinπj
e±ipij
[
ei(ϕJ−ϕI)e
4
3
(w′−w)
]j+ 1
2
+
δIJ
z + z′
(3.7)
where the contour C encircles the positive real axis
counterclockwise (see Figure 1). Notice that we have
a sign ambiguity in the exponential, which comes
from the analytic continuation of (−1)j .
Before deforming the contour as in Figure 1 we
must worry about the convergence at infinity. Start-
ing from here we will consider the cases I 6= J and
I = J separately.
C. Matrices MIJbc for I 6= J
For I 6= J Eq. (3.7) can be rewritten as
MIJbc (z, z′) = (∓1)
4i
3
(
coshw′
)2
(−1)I−J
×
∮
C
dj
2 sin(πj)
[
ei(ϕJ−ϕI±pi)e
4
3
(w′−w)
]j+ 1
2
. (3.8)
5Rej
Im j
1 2 3 .....-1-2-3 0
C
C-1/2
j
FIG. 1: The dots represent the poles of the integrand in
(3.7). Contour C encircles the positive real axis counter-
clockwise. Then we deform it to the contour C
−
1
2
, which
lies parallel to the imaginary axis at Re j = − 1
2
.
To deform the contour as it is shown in Figure 1
we must worry about convergence as | Im j| → ∞.
To this end for I < J we choose the upper “+”
sign in the exponential. This guarantees that for
1 6 I < J 6 3
|ϕJ − ϕI + π| 6 π
3
.
Taking into account the following asymptotics as
| Im j| → ∞
1
sin(πj)
∝ e−pi| Im j|
and ∣∣∣e 43 (w′−w) j∣∣∣ 6 e 43 | Im(w′−w)|| Im j|,
one concludes that for arbitrary small δ > 0 and
| Im(w′ − w)| 6 pi2 − δ the integrand has at least
the exponential falloff e−δ| Im j|. (Oppositely, for
J < I one has to choose the lower “−” sign in
the exponential. This guarantees the same falloff
as | Im j| → ∞). Now we can shift the contour C to
Re j = − 12 by writing
j = −1
2
− 3iκ
4
(3.9)
to get (for I < J)
MIJbc (z, z′) = (−1)I−J
(
coshw′
)2
×
∫ ∞
−∞
dκ
e
piκ
4
(2I−2J+3)
2 cosh 3piκ4
eiκ(w−w
′). (3.10)
Notice that the integral here converges now for all
w,w′ in the strip | Imw| < pi4 . Therefore (by the
standard analytic continuation arguments) the right
hand side represents the operator (3.4) for all z and
z′ in the unit disk.
Comparing the cosh-factors in Eq. (3.10) with the
ones in Eq. (2.6) one concludes that the continuum
K1-eigenfunctions correspond to s = 0 and s = 1.
From Eqs. (2.8) and (2.6) it follows that the nor-
malization factor of their tensor product must be
P
A1(κ)
κ . Insertion of unity 1 =
κ
A1(κ)
P
A1(κ)
κ into
Eq. (3.10) yields
MIJbc (z, z′) = −
∫ ∞
−∞
dκµIJbc (κ) |κ, 0〉(z)⊗ 〈κ, 1|(z′),
(3.11a)
where
µ12bc (κ) = +e
+x sinh 2x
cosh 3x
, (3.11b)
µ13bc (κ) = −e−x
sinh 2x
cosh 3x
(3.11c)
with x ≡ piκ4 .
D. Matrix MIIbc
For I = J expression (3.4) becomes
MIIbc (z, z′) =
1
z + z′
+
4i
3
(
coshw′
)2
×
∮
C
dj
2i sin(πj)
e±ipij
[
e
4
3
(w′−w)
]j+ 1
2
. (3.12)
This expression contains two terms, and we will con-
sider them separately. In the second term we want to
deform the contour C as in Figure 1. To this end we
must first worry about convergence at infinity. For
general w and w′ the integrand does not go to zero
as | Im j| → ∞. However for 0 < ∓ Im(w′ − w) 6 pi2
the integrand has an exponential falloff. In this case
we deform the contour C as in Figure 1 by writing
(3.9) to get
second term =
± (coshw′)2 ∫ ∞
−∞
dκ
e∓
3piκ
4
2 cosh 3piκ4
eiκ(w−w
′).
Comparing the cosh-factors here with the ones in
(2.6) one concludes that the continuum eigenfunc-
tions correspond to s = 0 and s = 1. Therefore, we
6can write
second term = ±
∫ ∞
−∞
dκ e±
3piκ
4
sinh piκ2
cosh 3piκ4
× |κ, 0〉(z)⊗ 〈κ, 1|(z′), (3.13)
where the eigenfunctions |κ, 0〉 and 〈κ, 1| are defined
in Eqs. (2.8) and (2.6) respectively. The representa-
tion (3.13) is valid only for 0 < ∓ Im(w′ − w) 6 pi2 .
Now we need to represent the first term in Eq.
(3.12) through the tensor product of s = 0 and s = 1
eigenfunctions. The details of this calculation can be
found in Appendix A. The result is
1
z + z′
= −
∫ ∞
−∞
dκ e±
piκ
2 |κ, 0〉(z)⊗ 〈κ, 1|(z′)
+
∫ ∞
−∞
dκP
√
A1(κ)
κ
⊗ 〈κ, 1|(z′). (3.14)
The first integral here converges for 0 < ∓ Im(w′ −
w) 6 pi2 , while the second integral converges for all
z′ in the unit disk.
Substitution of Eqs. (3.13) and (3.14) into (3.12)
yields
MIIbc (z, z′) =
∫ ∞
−∞
dκP
√
A1(κ)
κ
⊗ 〈κ, 1|(z′)
+
∫ ∞
−∞
dκ
[
±e± 3pi4 sinh
piκ
2
cosh 3piκ4
− e±piκ2
]
× |κ, 0〉(z)⊗ 〈κ, 1|(z′). (3.15)
This expression has a sign ambiguity in the second
term. However if we want the first integral to be
convergent in the region | Im(w − w′)| 6 pi2 we must
choose the upper “+” sign in this expression. Fi-
nally, we get
MIIbc (z, z′) = −
∫ ∞
−∞
dκµIIbc (κ) |κ, 0〉(z)⊗〈κ, 1|(z′)
+
∫ ∞
−∞
dκP
√
A1(κ)
κ
⊗ 〈κ, 1|(z′), (3.16a)
where
µIIbc (κ) =
coshx
cosh 3x
with x ≡ πκ
4
. (3.16b)
E. The Neumann matrices in the discrete basis
Collecting equations (3.16) and (3.11), one con-
cludes that the ghost 3-string Neumann functions
(3.4) have the following diagonal representation in
the K1-basis
MIJbc (z, z′) = −
∫ ∞
−∞
dκµIJbc (κ) |κ, 0〉(z)⊗〈κ, 1|(z′)
+ δIJ
∫ ∞
−∞
dκP
√
A1(κ)
κ
⊗ 〈κ, 1|(z′), (3.17a)
where 1 6 I, J 6 3,
µIIbc (κ) =
coshx
cosh 3x
, (3.17b)
µI,I+1bc (κ) = +e
x
sinh 2x
cosh 3x
, (3.17c)
µI+1,Ibc (κ) = −e−x
sinh 2x
cosh 3x
(3.17d)
and x ≡ piκ4 .
To find the Neumann matrices
(MIJbc )n,m+1 we
can calculate the matrix elements of the operator
MIJbc (z, z′) between the vectors 〈n, 0| and |m, 1〉. In
this calculation one obviously gets a divergence for
n = 0 (see Eq. (2.3)). We can handle this divergence
by considering instead of the operator MIJbc (z, z′)
the vectorMIJbc (0, z′) and calculate its inner product
with |m, 1〉. Proceeding in this way one obtains
(MIJbc )n+1,m+1 = −
√
m+ 1√
n+ 1
∫ ∞
−∞
dκµIJbc (κ)
× 〈n+ 1, 0|κ, 0〉 〈κ, 1|m, 1〉 (3.18a)
for n,m > 0 and
(MIJbc )0,m+1 = −√m+ 1
∫ ∞
−∞
dκ
[
µIJbc (κ)− δIJ
]
×
√
A1(κ)
κ
〈κ, 1|m, 1〉. (3.18b)
Here the square roots come from calculation of the
inner products of zn or z′m, appearing in the defini-
tion (3.4) of MIJbc , with the vectors 〈n, 0| or |m, 1〉.
Taking into account Eq. (2.13) and µIJbc (0) = δ
IJ
we find that the representation (3.18) and eigenval-
ues (3.17d) completely agree with the ones obtained
in [11] [Eqs. (6.7) and (6.8) therein].
IV. N-STRING VERTEX FOR BOSONIZED
GHOSTS
A. Overview
The aim of this subsection is to review a construc-
tion of LeClair et al. [3] of the N -string gluing vertex
for the bosonized ghosts.
7Here we consider CFT for the general bosonized
ghost system [12], which is characterized by the
background charge Q and the parity ε = ±1. The
ghost number current j(z) = ε∂φ(z) is an anomalous
primary operator of dimension 1, and transforms un-
der a conformal map h(z) as
j(z) 7→ (h ◦ j)(z) = h′(z)j(h(z)) + Q
2
h′′(z)
h′(z)
. (4.1)
This current has the following mode expansion
j(z) =
j0
z
+
∞∑
n=1
√
n
{
a+n z
n−1 − a−n z−n−1
}
with [a−n , a
+
m] = −ε δmn. (4.2)
Here a±m are creation/annihilation operators over the
vacuum |q〉, which is an eigenvector of the operator
j0 with eigenvalue q. Due to the anomalous trans-
formation law (4.1) the conjugate vacuum to |q〉 is
〈−q −Q|. From this it follows that j†0 = −j0 −Q.
The OPEs of the fields φ(z) and j(z) are
φ(z)φ(z′) ∼ ε log(z − z′), (4.3a)
j(z) eqφ(z) ∼ q
z − z′ e
qφ(z′). (4.3b)
The matter field Xµ can be obtained from the ex-
pression above by identifying ε with −ηµν , j0 =
−i√2α′ pµ and a±m = ∓ i√m αµ∓m.
The gluing vertex for the bosonized ghosts differs in two ways from that for the X field. First, it has
nonzero background charge Q, and second the momentum eigenvalues are no longer continuous but form a
discrete set. The vertex reads [3] [Eq. (5.1) therein]
〈V (0)N,Q| =
∑
{qI}
δq1+···+qN+Q,0
N⊗
I=1
I〈−qI −Q| exp
[
ε
2
N∑
I=1
qI(Q+ qI) +
ε
2
∑
I 6=J
qIN IJ00 q
J
− ε
2
N∑
I=1
∞∑
n=0
QKIna
−(I)
n − ε
N∑
I,J=1
∞∑
n=1
qIN IJ0n a
−(J)
n +
ε
2
N∑
I,J=1
∞∑
m,n=1
a−(I)m N
IJ
mna
−(J)
n
]
, (4.4)
where the Neumann function coefficients N IJnm are defined by the same formula as the ones for the matter
part of the vertex [3] and
KI(z) ≡
∞∑
n=1
KIn
√
n zn =
h′′I (z)
h′I(z)
. (4.5)
The fact that the terms in the exponent contain the coefficient Q is a direct consequence of the transformation
law (4.1). Using the anomalous momentum conservation law and 〈−q − Q|j0 = 〈−q − Q|q we can rewrite
the exponential as [3]
exp
[
ε
2
∑
I,J
jI0N IJ00 jJ0 − ε
∑
I,J
∞∑
n=1
jI0N IJ0n a−(J)n +
ε
2
∑
I,J
∞∑
m,n=1
a−(I)m N IJmna−(J)n
]
, (4.6)
where the new Neumann-function coefficients are re-
lated to the old ones by
N IJ00 = N IJ00 −
1
2
N II00 −
1
2
NJJ00 , (4.7a)
N IJ0m = N IJ0m −
1
2
KJm, (4.7b)
N IJmn = N IJmn. (4.7c)
The new coefficients can be expressed in terms of
the gluing maps {hI(z)} as follows [3]
N IJ00 =
(
1− δIJ) log
[
|hI(0)− hJ (0)|
|h′I(0)h′J (0)|
1
2
]
,
(4.8a)
8N IJ0 (z) ≡
∞∑
n=1
N IJ0n
√
n zn−1
= − h
′
J (z)
hI(0)− hJ(z) −
δIJ
z
− h
′′
J(z)
2h′J(z)
, (4.8b)
N IJ(z, z′) ≡
∞∑
m,n=1
N IJmn
√
mnzm−1 z′n−1
=
h′I(z)h
′
J (z
′)[
hI(z)− hJ (z′)
]2 − δIJ(z − z′)2 . (4.8c)
Notice that all functions here are manifestly PSL(2)
invariant [3] [pp. 487–488], i.e. they do not change
under {hI} → {T ◦hI} with T (z) ∈ PSL(2). There-
fore all Neumann coefficients Nmn are SL(2,R) in-
variant. Let us remember that, for example, the
generating function for the coefficients N IJ0n does de-
pend on a choice of the SL(2,R) frame. However
this dependence is cancelled by the nonanomalous
momentum conservation, and therefore the X ver-
tex is SL(2) invariant.
Writing the vertex in the form (4.6) eliminates
the explicit dependence on the background charge
Q. In this notation the Xµ vertex can be obtained
simply by changing ε to −ηµν , j0 = −i
√
2α′pµ and
a±n → ∓i
αµ
∓n√
n
. Of course some of the terms in Eq.
(4.8b) will drop out due to the normal (nonanoma-
lous) momentum conservation [3].
For Witten’s N -string vertex the maps hI(z) are
hI(z) =
(
1− iz
1 + iz
)2/N
= eiϕI e4w/N , (4.9a)
h′I(z) = −
4i
N
(
coshw
)2
hI(z), (4.9b)
where z = i tanhw and ϕI =
2pi
N (αN − I). Here αN
is a real number which is chosen in such a way that
all angles ϕI lie in the range (−π, π].
B. Diagonalization of the Neumann
Coefficients
1. Operator N IJ
The operator N IJ (z, z′) was diagonalized in Sec-
tion III of [11]:
N IJ (z,−z′) =
∫ ∞
−∞
dκµIJ1,N (κ)
× |κ, 1〉(z)⊗ 〈κ, 1|(z′), (4.10)
where |κ, 1〉(z) is defined in (2.6), 〈κ, 1|(z′) ≡
|κ, 1〉(z′) and
µII1,N(κ) = −
sinh(N − 2)x
sinhNx
, (4.11a)
µIJ1,N(κ) = e
+x(N+2I−2J) sinh 2x
sinhNx
(I < J),
(4.11b)
µIJ1,N(κ) = e
−x(N−2I+2J) sinh 2x
sinhNx
(I > J).
(4.11c)
Here x ≡ piκ4 .
2. Matrix N IJ00
Substitution of the maps (4.9) into (4.8a) yields
N IJ00 = (1− δIJ ) log
[
N
2
sin
( π
N
|I − J |
)]
. (4.12)
This expression coincides with the matrix M ′ IJN, 00
which is defined by equation (5.8) in [11]. The num-
bers N IJ00 can also be represented by the following
integral
N IJ00 = −
∫ ∞
−∞
dκ
A1(κ)
κ2
{
1
2
[
µIJ1,N (κ) + µ
JI
1,N(κ)
]
− µII1,N (κ) + δIJ − 1
}
. (4.13)
The simplest way to obtain this expression is to no-
tice that it can also be written as the following limit
− lim
s→+0
∫ ∞
−∞
dκAs(κ)
{
1
2
[
µIJs,N (κ) + µ
JI
s,N (κ)
]
− µIIs,N (κ) + δIJ − 1
}
,
which was calculated in Eqs. (5.7) – (5.9) in [11]
with the result M ′ IJN, 00.
3. Vector N IJ0
Substitution of the maps (4.9) into (4.8b) yields
N IJ0 (−z′) =
4i
N
(
coshw′
)2 ei(ϕJ−ϕI)e4w′/N
1− ei(ϕJ−ϕI)e4w′/N
+
δIJ
z′
− z
′
1 + z′ 2
+
2i
N
(
coshw′
)2
. (4.14)
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FIG. 2: The dots represent the poles of the integrand in
(4.15). Contour C encircles the positive real axis coun-
terclockwise. Then we deform it to the contour C−1+0,
which lies parallel to the imaginary axis at Re j = −1
and passes the pole at j = −1 on the right.
Assuming Rew′ < 0 we can expand the first term in
a binomial series, and then rewrite it as a contour
integral. All other terms we leave as they are for a
while. So the first term becomes
first term = − 4i
N
(
coshw′
)2 ∮
C
dj
2i sin(πj)
× ei(ϕJ−ϕI±pi)(j+1)e 4w
′
N
(j+1), (4.15)
where the contour C encircles the positive real axis
in the counterclockwise direction (see Figure 2). No-
tice the sign ambiguity in the exponential, which
comes from the analytic continuation of (−1)j .
Now we are going to deform the contour C to lie
parallel to the imaginary axis as in Figure 2. To
this end we need to worry about the convergence as
| Im j| → ∞. Let us assume I 6 J . In this case
the integral will have the exponential falloff if we
choose the upper “+” sign and temporary assume
0 < − Imw′ < pi4 . With these assumptions we can
safely deform the contour C as in Figure 2 by writing
j = −1 + 0− iNκ
4
to get
first term =
(
coshw′
)2 ∫ ∞
−∞
dκ
2 sinh
(
piNκ
4 + i0
)
× e piκ4 (N+2I−2J) e−iκw′ . (4.16)
Using the fact that
1
sinh
(
piNκ
4 + i0
) = P 1
sinh piNκ4
− 4i
N
δ(κ)
one finds that the term in Eq. (4.16) coming from
the δ-function cancels the last term in Eq. (4.14).
Now we represent 1/z′ in Eq. (4.14) as in Eq. (3.14)
with the “+” sign, and write z′/(1 + z′ 2) as in Eq.
(2.10b) to get
N IJ0 (−z′) =
∫ ∞
−∞
dκP
√
A1(κ)
κ
×
(
µIJ1,N(κ)− 1 + δIJ
)
〈κ, 1|(z′), (4.17)
where µIJ1,N (κ) is defined in (4.11). Notice now that
the integral in the rhs converges for all w′ in the strip
| Imw′| < pi4 . Therefore (by the standard analytic
continuation arguments) this expression represents
the vector N IJ0 (z) for all z in the unit disk. One can
easily check that equation (4.17) remains the same
if we assume I > J and choose the “−” sign in Eqs.
(4.14) and (3.14).
C. The N-string Vertex in the Continuous
Basis
1. Vertex in the continuous basis
We introduce the s = 1 continuum oscillators
a±(κ) =
∞∑
n=0
a±n+1 〈κ, 1|n, 1〉
with [a−(κ), a+(κ′)] = −εδ(κ− κ′). (4.18)
In order to write the vertex we also need a twist
operator C, which roughly speaking corresponds to
the substitution z′ → −z′. It is defined [2] in the
discrete basis by (Ca±)n = (−1)na±n . Hence in the
continuous basis it becomes
(
Ca±
)
(κ) = −a±(−κ). (4.19)
Finally, substituting Eqs. (4.10), (4.17) into (4.6)
and using (4.18) one obtains
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〈V (0)N,Q| =
∑
{qI}
N⊗
I=1
I〈−qI −Q| δj1
0
+···+jN
0
+Q,0 exp
[
−ε
2
N∑
I,J=1
∫ ∞
−∞
dκ a−(I)(κ)µIJ1,N (κ)
(
Ca−(J)
)
(κ)
+ ε
N∑
I,J=1
jI0
∫ ∞
−∞
dκP
√
A1(κ)
κ
{
µIJ1,N (κ)− 1 + δIJ
}(
Ca−(J)
)
(κ) +
ε
2
N∑
I,J=1
jI0N IJ00 jJ0
]
, (4.20)
where j0 is the ghost number operator, 〈−q−Q|j0 = q〈−q−Q|, the continuous oscillators a−(κ) are defined
in (4.18), the N -string Neumann matrix eigenvalues µIJ1,N are defined in (4.11), and the coefficients N IJ00 are
listed in (4.12). Notice that the gluing vertex for the matter field Xµ can be obtained from this by putting
Q = 0 and replacing ε with −ηµν , j0 = −i
√
2α′pµ and a−(I) → a−(I)µ (compare (4.20) with Eq. (5.12) from
[11]).
2. The unitary transformation
In [11] it was shown that the s = 0 N -string mat-
ter vertex can be obtained from the zero momentum
(i.e. s = 1) vertex by the unitary transformation
Up = exp
{
i
√
2α′ pˆ
∫ ∞
−∞
dκP
√
A1(κ)
κ
×
[
a+(κ) + a−(κ)
]}
. (4.21)
In the case of nonzero background charge Q the ap-
propriate unitary operator is
Uj0 = exp
{
ε
(
j0 +
Q
2
) ∫ ∞
−∞
dκP
√
A1(κ)
κ
×
[
a+(κ) + a−(κ)
]}
. (4.22)
Here the linear combination of j0 and Q was fixed
from the conjugation property [12] of j0: j
†
0 =
−j0 − Q. Notice that in contrast to (4.21) the uni-
tary transformation (4.22) remains non-trivial even
for j0 = 0. Under this unitary transformation the
s = 1 continuum oscillator a±(κ) transforms to the
s = 0 oscillator
a±(κ, j0) ≡ U−1j0 a±(κ)Uj0
= ±
(
j0 +
Q
2
)
P
√
A1(κ)
κ
+ a±(κ). (4.23)
Now let us try to proceed as in [11] and add the
ghost numbers by applying N copies of the unitary
transformation (4.22). To this end we have to regu-
larize the principal value in (4.22). It does not mat-
ter what regularization we choose, the final result
should be regularization independent. For definite
we will assume the following regularization [11]
Uj0,s = exp
{
ε
(
j0 +
Q
2
) ∫ ∞
−∞
dκ ξs(κ)
×
[
a+(κ) + a−(κ)
]}
, (4.24)
where
ξs(κ) =
√
As(κ) =
sgn(κ)√
κ2 + 4s2
√
A1+s(κ). (4.25)
Now Uj0 can be normal ordered
Uj0,s = exp
{
−ε
2
(
j0 +
Q
2
)2
〈ξs, ξs〉
}
: Uj0,s :,
(4.26)
where
〈ξs, ξs〉 =
∫ ∞
−∞
dκAs(κ) = Γ(2s).
Whenever possible we will write 〈ξs, ξs〉 instead of
its value Γ(2s). We will do this in order to be able
to choose another regularization without extra prob-
lems.
So we want to calculate
lim
s→+0
〈V (1)N |
N⊗
I=1
UjI
0
,s δj1
0
+···+jN
0
+Q,0, (4.27)
where the vertex 〈V (1)N | is defined by the first line in
(4.20). Substitution of Eq. (4.26) yields
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lim
s→+0
∑
q1,...,qN
N⊗
I=1
I〈−qI −Q| δq1+···+qN+Q,0 exp
{
−ε
2
N∑
I,J=1
∫ ∞
−∞
dκ a−(I)(κ)µIJ1,N (κ)
(
Ca−(J)
)
(κ)
+ ε
N∑
I,J=1
(
qI +
Q
2
)∫ ∞
−∞
dκ ξs(κ)
[
µIJ1,N (κ) + δ
IJ
](
Ca−(J)
)
(κ)
− ε
2
N∑
I,J=1
(
qI +
Q
2
)(
qJ +
Q
2
) ∫ ∞
−∞
dκ ξs(κ)
[
µIJ1,N (κ) + δ
IJ
]
ξs(κ)
}
One sees that the integrals in the first and second term in the exponential are well defined as s → 0, but
there is a problem with the s→ 0 limit in the third term.
In the second term we can substitute Q = −∑I qI
and use that
∑
I [µ
IJ (κ) + δIJ ] = 2 to obtain
second term = ε
N∑
I,J=1
qI
∫ ∞
−∞
dκP
√
A1(κ)
κ
×
[
µIJ1,N (κ) + δ
IJ − 1
](
Ca−(J)
)
(κ).
In the third term, we can use equation (4.13) and
the anomalous conservation law to get
third term =
ε
2
N∑
I,J=1
qIN IJ00 qJ
− εQ
2
2
∫ ∞
−∞
dκ
A1(κ)
κ2
[
µII1,N (κ)− µII1,N (0)
]
− εQ
2
2
(N − 2)2
2N
〈ξs, ξs〉.
The integral here is easy to calculate, and we finally
get the relation
〈V (0)N,Q|{qI}〉 = lims→+0 e
FN,s 〈V (1)N,Q|
× Uq1 ⊗ · · · ⊗ UqN δq1+···+qN+Q,0 , (4.28)
where
FN,s ≡ εQ
2
2
(N − 2)2
2N
〈ξs, ξs〉
+
εQ2
2
[
log
N
2
− N − 2
N
log 2
]
. (4.29)
Notice that for general Q the function FN,s is zero
only for N = 2. This means that the string inner
product 〈V (0)2 | is not affected by this singularity. For
Q = 0 FN,s is identically zero, and hence after re-
placing qI → −i√2α′pIµ equation (4.28) reproduces
the result of [11] for the matter sector.
V. ASSOCIATIVITY OF WITTEN’S STAR
PRODUCT
A. Descent Relation between the Gluing
Vertices
The aim of this section is to verify the following
descent relation:
1...N 〈VN | = 1...N,N+1〈VN+1|V1〉N+1, (5.1)
where 〈VN | is the combined matter+ghost gluing N -
string vertex. The combined vertex 〈VN | has the
form (4.20) with the replacements: a− → a−µ (µ =
−1, . . . , D − 1) where µ = −1 corresponds to the
ghost oscillator and µ = 0, . . . , D − 1 to the matter
ones; ε → −ηµν where ηµν = diag(−ε,−1, 1, . . . , 1);
and j0 → jµ0 = (j0,−i
√
2α′~p ).
We know that the vertex depending on the mo-
menta and ghost numbers can be obtained from the
s = 1 vertex by the unitary transformation as in
(4.28). Since adding the momentum does not pro-
duce any divergencies [11] we put it equal to zero.
So we need to calculate the following product
eFN+1,s+F1,s 1...N,N+1〈V (1)N+1|V (1)1 〉N+1
× Uq1 ⊗ · · · ⊗ UqN δq1+···+qN+Q,0. (5.2)
The inner product in the (N+1)th tensor component
is easy to calculate:
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1...N,N+1〈V (1)N+1|V (1)1 〉N+1 = det
(
1− µ11N+1
)−D+1
2
× 1...N 〈0| exp

1
2
D−1∑
µ,ν=−1
N∑
I,J=1
∫ ∞
−∞
dκ a−(I)µ (κ) η
µν
{
µIJN+1 +
µI,N+1N+1 µ
N+1,J
N+1
1− µ11N+1
}
(κ)
(
Ca−(J)ν
)
(κ)

 ,
where µIJN ≡ µIJ1,N . It is a matter of simple algebra
to show that the term in {} equals µIJN (κ). Hence
we see that the descent relation is actually satisfied
up to a numeric coefficient
1...N,N+1〈VN+1|V1〉N+1 = (ZN+1,1;N) 1...N 〈VN |,
(5.3)
where
logZN+1,1;N ≡ −D + 1
2
log det
(
1− µ11N+1
)
+ FN+1,s + F1,s − FN,s (5.4)
and FN,s is defined in (4.29). In other words
logZN+1,1;N is
logZN+1,1;N ≡ +εQ
2
2
log
N + 1
2N
− D + 1
2
∫ ∞
−∞
dκ log
(
1− µ11N+1(κ)
)
ρ1(κ)
+
εQ2
2
(N − 1)(N + 2)
N(N + 1)
{
〈ξs, ξs〉+ log 2
}
, (5.5)
where ρ1(κ) is the trace density which was calculated
in [14]
ρ1(κ) =
1
π
[
〈ξs, ξs〉+ log 2
]
− 1
4π
[
ψ
(
1 +
iκ
2
)
+ ψ
(
1− iκ
2
)
+ 2γE
]
.
From this it follows that Z2,1;1 = 1. If the descent
relation (5.1) were true, all ZN+1,1;N with N > 1
would be 1. But as we will see in a moment ZN+1,1;N
is a nontrivial function of N , and therefore the ver-
tices must contain an additional normalization fac-
tor.
For the critical bosonic string (D = 26, ε = 1 and
Q = −3) ZN+1,1;N is a finite function of N
logZN+1,1;N = −9
2
∑
α∈A
sα logα
+
27
2
∑
α∈A
sαD0(α), (5.6)
where A = {2, N,N + 1, 1}, {sα|α ∈ A} =
{1, 1,−1,−1} and
D0(α) =
∫ ∞
0
dt
t
{
coth tα − αt
et − 1 −
1
3α
1
1 + t
}
.
(5.7)
The details of this calculation will be presented in
[19]. From the representation (5.6) it follows that
ZN+1,1;N can be written as
ZN+1,1;N = ZNZ1ZN+1 . (5.8)
Here the logarithm of ZN is given by
logZN = −9
2
log
N
2
+
27
2
[
D0(N)−D0(2)
]
. (5.9)
Notice that the function ZN can not be uniquely
determined from the relation (5.8). It is defined up
to a rescaling
ZN 7→ (const)N−2ZN . (5.10)
The function ZN defined in (5.9) monotonically goes
to zero on the interval [1,∞), and its asymptotic at
infinity is
ZN ∝
[
2
N
]9/2
exp
{
−27
2
D0(2) +O
( 1
N
)}
.
Now it is obvious that in order to have the descent
relation (5.1) one has to introduce the normalized
gluing vertices 〈〈VN |, which are defined by
〈〈VN | = ZN 〈VN | for N > 1. (5.11)
The normalization ZN is given by (5.9) or any of
(5.10). Notice that Z2 = 1 independently on the
choice of the scaling factor in (5.10). The ambigu-
ity (5.10) is closely related to the string field redef-
inition. Indeed the factor (const)N−2 in the vertex
can be cancelled by simultaneous rescaling of the
string field A 7→ (const)−1A and the coupling con-
stant go 7→ (const)−1go. The natural choice of the
13
factor in (5.10) is that where ZN coincides with the
partition function of the bosonic matter+ghost CFT
on the gluing surface, which is the unit disk with
Neumann boundary conditions and the angle excess
π(N − 2). This choice is basically follows from the
relation
ZN = 〈〈VN |
(|0〉1 ⊗ · · · ⊗ |0〉N),
where 〈〈VN | is supposed to be a surface (multi)state,
and therefore the rhs must be the partition function
of this surface [see Figure 5 in [20]].
ForN = 3 the normalized as in Eq. (5.11) 3-string
vertex coincides with Witten’s original definition [1].
In that paper he defined it as the Polyakov integral
over the gluing surface which, of course, includes the
partition function in its definition.
Notice that in Moyal formulation of SFT (MSFT)
[21] the star product is associative by construction
and there is a way to obtain the Neumann matrix
elements from it [21]. Therefore it should be also
possible to extract the normalization of the gluing
vertices and compare them with ZN .
B. Associativity
The associativity requires many relations between
the gluing vertices. For example,(
123〈V3| ⊗ 456〈V3|
)
|V2〉34 = 1256〈V4|,(
123〈V3| ⊗ 456〈V3| ⊗ 78〈V2|
)
|V3〉368 = 12457〈V5|
(5.12)
and many many more. The question is if these rela-
tions are satisfied for the normalized vertices (5.11).
Actually the question is only about the normaliza-
tion factors, since the exponentials were worked out
in [3, 22].
We claim that the normalized vertices (5.11) in-
deed satisfy the relations like (5.12). The proof is
simple and does not require complicated calcula-
tions. Let us prove, for example, the first relation
in (5.12). Suppose that it is false, and there is a
constant A 6= 1 in the rhs:(
123〈〈V3| ⊗ 456〈〈V3|
)
|V2〉〉34 = A 1256〈〈V4|.
Now we contract this equation with the identity
state |V1〉〉6 in the 6-th tensorial space. Using the
descent relations (5.1) we obtain(
123〈〈V3| ⊗ 45〈〈V2|
)
|V2〉〉34 = A 125〈〈V3|.
Noticing that 45〈〈V2|V2〉〉34 = δ53 one finds that the
constant A equals 1. So the first relation in (5.12) is
true. Actually all relations like (5.12) can be proved
in this manner. Therefore the normalized vertices
(5.11) do satisfy the associativity relations.
VI. DISCUSSION
Here I want to discuss some consequences of the
normalization (5.11) for the numeric calculations of
the tachyon condensation [23]. First, the calcula-
tions in which one uses only vertices 〈V2| and 〈V3|
(see for example [24]) are not affected by the nor-
malization (5.11). One can simply cancel the fac-
tor Z3 in the cubic vertex by simultaneous rescal-
ing of the string field and the coupling constant as
A 7→ Z−13 A and go 7→ Z−13 go correspondingly. How-
ever the calculations in the bosonic string which in-
volve the higher vertices (if any were done) have to
be revised.
Second, the fact that ZN 6= 1 (N = 1 and N > 3)
for the bosonic string may potentially affect the nu-
meric calculations in the nonpolynomial fermionic
string field theory (see for example [25]). To check
this one has to calculate the contribution of the mat-
ter fermions and superghosts into the partition func-
tion ZN . For the same reason as for the bosonic cu-
bic SFT the calculations in the cubic fermionic string
field theory (see for example [26]) are not affected.
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APPENDIX A: REPRESENTATION OF
(z + z′)−1 THROUGH s = 0× s = 1
K1-EIGENFUNCTIONS
In this Appendix we derive a representation of the
first term in Eq. (3.12) through the tensor product
of s = 0 and s = 1K1-eigenfunctions (2.8) and (2.6).
We start from the following equation for 0 <
∓ Im(w′ − w) 6 pi2 and s > 0
Γ(2s)
(z + z′)2s
=
(
coshw coshw′
)2s
×
∫ ∞
−∞
dκAs(κ) e
±piκ
2 eiκ(w−w
′). (A.1)
This expression follows from Eqs. (3.14) and (3.23)
in [11]. Obviously differentiating the lhs with re-
spect to z′ and taking the limit s → 0 one obtains
−(z + z′)−1. Hence the problem is to perform these
operations on the rhs.
Differentiation by z′ = −i tanhw′ of (A.1)’s rhs
yields
(
coshw
)2s(
coshw′
)2s+2 ∫ ∞
−∞
dκ e±
piκ
2
×As(κ) eiκ(w−w′)
{−2s z′ + κ}. (A.2)
Using the following relations
As(κ) =
A1+s(κ)
κ2 + 4s2
, lim
s→0
κ
κ2 + 4s2
= P
1
κ
,
and lim
s→0
2s
κ2 + 4s2
= πδ(κ),
one can take the s→ 0 limit in Eq. (A.2):
(
coshw′
)2 ∫ ∞
−∞
dκ e±
piκ
2 P
A1(κ)
κ
eiκ(w−w
′)− z
′
1 + z′ 2
.
The last term in this expression comes from the mid-
point and therefore can be written as in Eq. (2.10b).
Using Eqs. (2.8) and (2.6) we finally obtain
− 1
z + z′
=
∫ ∞
−∞
dκ e±
piκ
2 |κ, 0〉(z)⊗ 〈κ, 1|(z′)
−
∫ ∞
−∞
dκP
√
A1(κ)
κ
〈κ, 1|(z′). (A.3)
Here the first integral converges for 0 < ∓ Im(w′ −
w) 6 pi2 , while the second integral converges for all
z′ in the unit disk.
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