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RESUMO 
Nesta dissertação são estudados estimadores pontuais do coeficiente de 
repetibilidade r e de reprodutibilidade R no contexto de ensaios interlaboratoriais. A partir de um 
modelo linear balanceado com efeitos aleatórios correspondentes aos laboratórios do ensaio, 
são propostos quatro estimadores de substituição para os coeficientes r e R, baseados em 
estimadores dos componentes de variância. Os estimadores estudados são o de momentos , o 
truncado, o de máxima verossimilhança e o de máxima verosimilhança residual. São obtidas as 
distribuições conjuntas exatas dos estimadores, seus momentos, vícios e erros quadráticos 
médios. O desempenho dos estimadores é ilustrado utilizando dados de uma comparação 
interlaboratorial para determinação de espessura de camada de estanho em folha-de-flandres. 
ABSTRACT 
This dissertation studies punctual estimators of the repeatability coefficient (r) and 
reproducibility coefficient (R) in interlaboratory test. Assuming a linear balanced model with 
random effects corresponding to the laboratories, four estimators based on variance 
component are considered. The estimators were the moment, the truncated one, the 
maximum likelihood and the residual maximum likelihood. The exact joint distribution of the 
estimators r and R are obtained, as well as, their moments, biases, and mean square errors. 
The performance of the estimators was illustrated using a interlaboratory study conducted to 
determine thickness of tin plates. 
CAPÍTULO I 
Medição e Ensaios 
1.1 Introdução 
Nas áreas mais diversas das Ciências Naturais e da Tecnologia são utilizadas 
medições para descrever, avaliar e controlar fenômenos e para tomar decisões 
sobre eles. 
Assim, por exemplo, os engenheiros determinam as características de um 
produto mediante inspeções ou ensaios realizados em diversos pontos do processo 
produtivo; analistas químicos avaliam a composição de materiais, desenvolvendo, 
testando e padronizando métodos de análise para obter informações confiáveis; 
pesquisadores e engenheiros constroem sistemas de monitoramento para 
acompanhar medições já obtidas, condensando ou sintetizando periodicamente as 
mesmas e utilizando essa informação em tomadas de decisão. 
Tipicamente, as medições que surgem nessas situações apresentam 
variabilidade. Elas podem exibir variação amostrai, devido à escolha das amostras 
de produtos ou materiais, variação processual atribuível a alterações nos 
processos específicos investigados ou variação mensurativa, gerada pelo processo 
de medição empregado. 
Como a variação gera incerteza e a Estatística é precisamente a 
"metodologia lógica para medir a incerteza e para examinar suas consequências no 
planejamento e na interpretação de experimentos e observações" (Stigler, 1986), é 
que os métodos estatísticos constituem um importante instrumento no estudo de 
todos os tipos de variação. 
Medição e Ensaios 
Embora nesses contextos os processos de medição -e, até certo ponto 
também a amostragem associada- sejam considerados meios para obter a 
informação desejada sobre os produtos, processos e materiais de interesse, eles 
geram questões de grande importância: 
• Como avaliar a qualidade de um conjunto de 
medições?. Em particular, como avaliar sua 
confiabilidade? 
• Qual é o domínio de validade de um método ou 
processo de medição e como desenvolver 
padrões para sua aplicação? 
• Como detectar diferenças suspeitas entre 
medições da mesma magnitude e como agir 
nessa situação? 
Esta dissertação discutirá algumas questões estatísticas em ensaios 
interlaboratoriais, os quais tem como objetivo básico avaliar as fontes de 
variabilidade de processos padronizados de medição. Estes ensaios são processos 
que geram duas formas de variação mensurativa avaliadas pelos chamados 
coeficientes de repetibilidade e de reprodutibilidade, respectivamente denominados 
r e R na literatura técnica. 
Neste Capítulo serão tratados alguns tópicos básicos referentes aos 
processos de medição, ilustrados mediante um estudo feito na área de Tecnologia 
de Alimentos. Também realizaremos uma discussão dos ensaios interlaboratoriais 
apresentando as definições dos coeficientes r e R em termos estatísticos. 
Finalmente, serão detalhados os objetivos e estrutura deste trabalho. 
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1.2 Processos 
Um processo pode ser definido como uma seqüência de estados ou 
resultados causados pela ação de um conjunto de fatores, conduzindo a um 
resultado final. 
Uma característica básica dos processos é a variabilidade de seus resultados. 
Para descrevê-la apresentaremos dois tipos importantes de processos, enfatizando 
suas semelhanças. 
1.2.1 Processos produtivos 
Nos processos produtivos, a seqüência de resultados permite a 
transformação de insumos em bens ou serviços que denominaremos genericamente 
produtos. Fatores que afetam a este tipo de processo são geralmente classificados 
em: matérias-primas, equipamentos, operadores, métodos e fatores ambientais . 
Segundo Shewhart (1939), a variabilidade observada nos produtos e em 
seus fatores pode ser atribuída a dois tipos de causas: comuns e especiais. 
Informalmente, são consideradas causas comuns aquelas que estão sempre 
presentes no processo, embora de impacto variável e que individualmente podem ter 
um pequeno efeito na variação. As causas especiais aparecem esporadicamente e 
não estão sempre presentes no processo; elas vêm "de fora", contribuindo para a 
variabilidade do produto final. O impacto das causas especiais é geralmente maior 
do que o provocado pelas causas comuns. 
Pode-se considerar os gráficos de controle, propostos por Shewhart 
(1931,1939) como definições operacionais de ambos os tipos de causas. Se a 
variação de um processo é devida somente a causas comuns, dizemos que o 
processo é estável ou que está sob controle estatístico. As variações de um 
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processo estável manifestam-se como aleatórias e tornam previsível o 
comportamento do processo em um curto período de tempo. 
Em particular, a relação entre a variabilidade considerada aceitável pelas 
especificações "exógenas" e a variabilidade intrínseca do processo sob controle 
estatístico pode ser descrita mediante os chamados índices de capacidade do 
processo. 
A teoria do controle estatístico de qualidade fornece os instrumentos 
estatísticos necessários para determinar se um processo está sob controle 
estatístico e para avaliar sua capacidade. Por outro lado, o melhoramento de 
processos estáveis utiliza outros instrumentos, tais como estratificação de dados, 
desagregação do processo e realização de experimentos planejados. Veja, por 
exemplo, Mandei (1964) e Joiner (1995). 
1.2.2 Processos de medição 
Agora centraremos nossa atenção nos processos de medição que têm 
medidas como produtos finais. 
Segundo Einsenhart (1963), podemos definir um processo de medição como 
uma seqüência de operações, que produz um número representando um valor da 
magnitude ou quantidade de alguma propriedade de um objeto. O objetivo do 
processo é a determinação do valor de uma quantidade particular. O número gerado 
pelo processo será a medida. A determinação de uma constante nas ciências físicas, 
tais como a velocidade da luz ou a carga de um elétron, são alguns exemplos de 
processos de medição. 
Assim, um processo de medição deve começar com a especificação 
apropriada do método de medição e do valor de referência ou quantidade particular 
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sujeita à medição. O método de medição, segundo Eisenhart (1952, 1963), inclui as 
especificações dos aparelhos e equipamentos, as operações, as condições gerais 
sob as quais elas deveriam ser realizadas e a seqüência na qual serão 
desenvolvidas. Todos esses elementos devem ser claramente detalhados em um 
documento que é denominado protocolo de medição. 
Existem várias sugestões para estabelecer o valor de referência de um 
processo de medição. As diferentes alternativas na escolha de um valor referencial 
sugeridas pela Norma ASTM-177 (1990-a), publicada pela Sociedade Americana 
de Ensaios e Materiais (American Society of Testing and Materiais), cobrem um 
amplo espectro de situações. Possíveis valores de referência são: (1) um valor 
teórico ou estabelecido por princípios científicos, (2) um valor fundamentado em 
trabalhos experimentais ou organizações internacionais, (3) um valor baseado em 
trabalhos experimentais intercolaborativos sob a direção de cientistas e engenheiros 
e (4) um valor obtido segundo um método de referência comprovado ou aceitável. 
A realização experimental de um método de medição envolve muitos fatores 
que podem ser considerados fontes potenciais de variabilidade nas medições. Os 
mais comuns são: (a) operadores (treinamento e interpretação do protocolo), (b) 
aparelhos (tolerância, estado de manutenção e calibração), (c) condições ambientais 
(temperatura, umidade, pressão atmosférica e outros fatores ambientais) e (d) 
materiais (heterogeneidades ou discontinuidades dos mesmos). A variabilidade 
entre as medições realizadas por um mesmo operador sobre um longo período de 
tempo, usualmente, será maior que a obtida em um curto período de tempo, desde 
que a possibilidade de mudanças nos fatores acima mencionados é maior. 
Entretanto, como esses fatores não podem ser completamente controlados, o 
método deve ser capaz de suportar o impacto de variabilidade introduzida não 
intencionalmente. 
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Autores como Shewhart (1939) e Hunter (1980) indicam que o controle 
estatístico de um processo está relacionado com o conceito de repetíbílídade de uma 
operação. Especificamente, Hunter (1980) indica que se uma operação está sob 
controle estatístico, podem ser medidas sua repetibilidade e reprodutibilidade para o 
processo associado. Nesse caso, entendemos por repetíbílidade a medida da 
variabilidade entre medições realizadas por um "mesmo operador" e por 
reprodutibilidade a medida da variabilidade das medições realizadas por "diferentes 
operadores". Por "operadores" subtende-se fontes de variabilidade tais como 
métodos, hospitais, fábricas e laboratórios, dentre outras. 
A análise da variabilidade dentro e entre operadores pode levar à 
padronização do processo de medição. Se cada processo inclui as especificações e 
instruções (protocolo), elas poderão ser interpretadas e realizadas em muitos 
casos de forma diferente; em outras situações a realização do método dependerá da 
qualidade do equipamento ou da supervisão utilizada. 
O planejamento de experimento é um instrumento muito importante para 
obter processos sobre controle estatístico, pois através do uso de experimentos 
planejados podem-se variar de forma sistemática e eficiente as condições sob as 
quais a medição é realizada, detectando-se fatores de impacto e fatores 
relativamente irrelevantes. Como indicam Box e Draper (1969), pp. 180-195 e 
Montgomery (1997), pp. 353-454, o controle sobre os processos depende da 
identificação das variáveis que causam mudanças nas respostas. A condição de 
estabilidade do processo de medição é indispensável na avaliação da confiabilidade 
das medições. 
A estabilidade do processo permite assegurar a existência de uma população 
bem definida de medidas. Por este motivo, as quantidades a serem medidas podem 
ser interpretadas como parâmetros de uma população, que podem ser estimados 
utilizando-se toda a informação sobre o processo. Em particular, a modelagem 
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estatística das fontes de variação do processo permitirá estimar também os 
"componentes" da incerteza que deve ser atribuída as estimativas acima 
mencionadas. 
1.3 Avaliação da incerteza de uma medição 
Geralmente, é assumido que a incerteza ou "erro" das medições são 
desprezíveis em relação à variação do material ou produto testado. Esse suposto é 
vital quando, por exemplo, as medições conduzem a ações. Assim, o sucesso de 
um programa pode estar diretamente relacionado com a qualidade das medições 
que pode ser avaliada mediante os conceitos de erro, vício e exatidão, dentre 
outros. 
1.3.1 Erro de Medição 
Toda medida gerada por um processo pode ser considerada como a 
combinação do valor (em geral desconhecido) da característica medida e do erro 
associado à medida. Desde que nosso objetivo é analisar a qualidade das 
medições, estamos interessados no erro associado à medida. Em geral, ele é 
constituído por dois componentes, um considerado aleatório e outro sistemático, que 
serão definidos a seguir, indicando sua incidência na qualidade dos resultados do 
processo de medição. 
Diremos que um componente do erro é sistemático quando afeta de igual 
maneira as medidas produzidas pelo processo. Em geral, o erro sistemático é 
devido ao sistema de medição utilizado. Uma fonte de variação sistemática muito 
comum é a introduzida pelos aparelhos utilizados. Por exemplo, a escala pode ser 
graduada ou posicionada incorretamente produzindo assim um erro absoluto; 
enquanto que se os braços da balança química diferem têm-se uma porcentagem 
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fixa de erro relativo. Os erros pessoais, como os cometidos em leituras de escalas, 
tempos de espera, etc também podem ser considerados fontes de variação 
sistemática. Neste ponto, é importante enfatizar que o pesquisador deve tomar os 
cuidados necessários para minimizar o impacto desse tipo de erro. 
Assim alguns fatores considerados responsáveis pelo erro sistemático podem 
ser identificados e controlados, entanto que os aqueles fatores considerados não 
controláveis, podem ser muitas vezes associados ao erro aleatório. 
1.3.2 Precisão, Exatidão e Vício 
A magnitude da incerteza de uma medição pode ser avaliada com base na 
precisão, exatidão e vício do processo de medição, se eleª- estável ou se está sob 
controle estatístico. 
A precisão de um processo de medição é um conceito relativo ao grau de 
aproximação das medições obtidas mediante aplicações repetidas e independentes 
do processo de medição sob condições específicas. É importante observar que a 
precisão de um processo é a precisão do método nele utilizado. 
Um processo de medição pode ser descrito como preciso quando a dispersão 
das medidas geradas por ele é pequena para a situação na qual o processo será 
aplicado. Uma estimação da precisão pode ser realizada e interpretada somente se 
a situação experimental sob as quais as medidas são obtidas é cuidadosamente 
descrita. 
A exatidão pode ser definida como o grau de aproximação entre as medidas 
obtidas mediante aplicações repetidas e independentes geradas pelo processo e 
um valor de referência aceitável. 
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Possivelmente, seja mais adequado avaliar a inexatidão, uma vez que ela 
indica a discrepância entre o valor das medidas o valor de referência. A inexatidão é 
avaliada mediante o vício do processo de medição. 
O vício de um processo de medição está relacionado com a consistência ou 
diferença sistemática entre as medidas e o valor de referência da propriedade 
medida. A magnitude do vício depende das fontes de variabilidade incluídas no 
processo e da natureza do material. O conceito de vício pode ser usado para 
descrever diferenças sistemáticas entre operadores, épocas do ano ou métodos; ele 
não é uma propriedade intrínseca do método de medição. 
Então, pode-se dizer que exatidão refere-se a aproximação entre medidas e 
valor de referência, já a precisão é a aproximação entre as medidas. Um processo 
de medição é de alta qualidade se produz dados exatos e de alta precisão. 
1.4 Exemplo da Tecnologia de Alimentos 
As idéias anteriores podem ser ilustradas analisando em detalhe um 
processo de medição utilizado no Centro de Tecnologia de Embalagem do Instituto 
de Tecnologia de Alimentos CETEA- ITAL, de Campinas, para a determinação da 
camada de estanho em folhas-de-flandres. 
A folha-de-flandres é um produto laminado plano, constituído por aço de 
baixo teor de carbono, revestido em ambas as faces por uma camada de estanho. O 
material é utilizado principalmente na fabricação de embalagens metálicas devido a 
sua boa aparência, resistência à corrosão e soldabilidade. 
A espessura da folha-de-flandres deve ser determinada de maneira confiável 
para assegurar o controle da proteção anticorrosiva e reduzir o custo do produto. 
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Os fatores do processo de medição para determinação da espessura da folha-
de- flandres são: folha-de-flandres (matéria-prima); balança analítica, capela e 
cortadora (equipamento); pessoal do laboratório (operadores) e temperatura, 
umidade e poluição do ar (condições ambientais). A espessura, que é a medida a 
determinar, foi avaliada por um método gravimétrico de medição. 
O método requer duas medições: (1) uma vez cortado e limpado o corpo-de 
prova (chamado também de "amostra"), ele é pesado e o valor assim obtido é 
denotado por 1]_; (2) o corpo-de-prova é colocado em um reagente e, uma vez 
retirado, após um período de tempo prefixado, ele é limpado e pesado pela 
segunda vez, denotando-se essa medida por P2 . 
O resultado do método de medição neste caso é o conteúdo total de estanho 
obtido a partir da expressão 
onde M r é a espessura em gramas /m2 de estanho total por face, 1]_ é o peso em 
gramas do corpo-de-prova antes do ensaio, P2 é o peso em gramas do corpo-de-
prova depois do ensaio e A é área do corpo-de-prova, em m2 . 
Como é de se esperar, os valores da espessura de estanho obtidos através 
do processo de medição apresentam diferenças, atribuídas ao erro experimental. 
Como é tarefa do pesquisador obter medições exatas, ele deve examinar 
cuidadosamente a seqüência de passos a seguir para que o processo de medição 
forneça resultados válidos. No caso particular desse processo, para evitar erros 
sistemáticos e diminuir o quanto possível o erro aleatório, deverão ser controlados 
os fatores de cada estágio ou subprocesso. Portanto, é importante ressaltar que a 
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determinação dos fatores do processo de medição indicados no Quadro 1 a seguir, 
assim como seu controle, podem ser utilizados como base para padronização e 
reprodução do processo de medição. 
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QUADRO 1: Subprocessos e Fatores no Processo de Medição do Exemplo 1. 
Sub processos Fatores 
1-Com a cortadora, gerar as amostras, -Precisão da cortadora. 
em forma de discos de área 28,5 cm2. 
2-0peração de Limpeza. -Leitura do operador. 
3-Pesar o corpo-de-prova na balança -Calibração da balança. 
analítica. 
4-Colocar o corpo-de-prova no -Origem e tipo de reagente. 
recipiente contendo uma solução -Operador (tempo de efervescência, 
decapante e retirar aproximadamente tempo de demora na retirada do corpo-
um minuto após ter cessado a de- prova). 
efervescência. 
5-Remover com água o depósito negro -Operador (limpeza). 
da superfície do corpo-de-prova que se -Marca da acetona. 
forma durante o ensaio, colocar no 
recipiente com reagente por mais de 30 
segundos e limpar com acetona. 
6-Pesar novamente o corpo-de-prova. -Calibração da balança. 
-Leitura do operador. 
12 
Medição e Ensaios 
Na próxima seção descreveremos um processo de medição específico, cuja 
análise será de interesse para o desenvolvimento desta dissertação. 
1.5 Ensaios lnterlaboratoriais 
Um processo de medição executado em materiais semelhantes e reproduzido 
em diferentes laboratórios exibirá medidas variáveis. Os próprios laboratórios e os 
fatores que operam dentro e fora deles podem contribuir para a variabilidade dos 
resultados do processo, gerando incerteza nas medidas e tornando-os menos 
confiáveis. 
Para aumentar essa confiabilidade foram criados os denominados programas 
de comparações interlaboratoriais, através dos quais procura-se avaliar as fontes de 
variabilidade do processo de medição. Eles são muito utilizados por pesquisadores 
em Ciência e Tecnologia, especialmente nas áreas da Medicina, Química, Física e 
Engenharia. 
Diremos que um ensaio interlaboratorial ou estudo colaborativo é a 
realização paralela de um processo de medição em diferentes ambientes. Esses 
ensaios permitem obter informação sobre variabilidade das medidas após a 
padronização do processo de medição, avaliando em particular as variações 
sistemáticas e aleatórias esperadas quando o processo, sob controle estatístico, é 
realizado em diferentes contextos. 
Essencialmente, um ensaio interlaboratorial consiste na análise de diferentes 
materiais, cobrindo uma faixa de valores desejados, por um certo número de 
laboratórios, chamados de laboratórios participantes, que submetem os materiais ao 
processo de medição. Às vezes, várias propriedades são estudadas 
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simultaneamente e, em outros casos, é utilizado mais de um método de medição 
para caracterizar uma mesma propriedade. 
Um ensaio interlaboratorial típico avalia q materiais, cada um dos quais é 
medido pelos p laboratórios participantes. No caso mais simples, cada laboratório 
realiza n medições de cada um dos q materiais. Assim, os resultados das n 
medições realizadas pelo i-ésimo laboratório sobre o j-ésimo material podem ser 
alocadas na célula (i,J) da dupla classificação "laboratório x material", de maneira 
que o estudo interlaboratorial gera uma tabela de dupla entrada com pq células de 
n medições. 
Como já foi indicado na Seção 1.2.2, dois índices precisam ser determinados 
para a avaliação da precisão de um processo de medição: a repetibilidade r e a 
reprodutibilidade R A seguir, apresentamos definições informais desses conceitos. 
A repetibi/idade é a variabilidade dos resultados correspondentes a um 
mesmo material, obtidos dentro de cada laboratório utilizando realizações do 
processo em um curto período de tempo, com um único operador e com aparelhos 
e operações especificadas no protocolo. 
A reprodutibilidade é a variabilidade dos resultados correspondentes ao 
mesmo material em diferentes laboratórios utilizando realizações do processo em 
um curto período de tempo, com um único operador e com aparelhos e operações 
especificadas no protocolo comum, em cada um dos diferentes laboratórios. 
Podemos, então, dizer que a análise estatística de um ensaio interlaboratorial 
têm três propósitos: (a) determinar se as medidas obtidas são consistentes, (b) 
investigar e atuar sobre qualquer medida considerada inconsistente e (c) obter as 
estatísticas que informam sobre a variabilidade do processo de medição. 
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As normas ISO 5275 (1986) e ISO 4259 (1992), publicadas pela Organizacão 
Internacional para Padronização (lnternational Organization for Standardization) e a 
Norma E-691 (ASTM-1992) são específicas para a determinação da precisão de 
ensaios interlaboratoriais. Nelas encontram-se os conceitos de repetibilidade e 
reprodutibilidade os quais são relevantes na determinação da precisão de um 
processo de medição. Alguns autores como Mandei (1972, 1991 ), Jaech (1979), 
Youden e Steiner (1987), Mandei & Lashof (1987) e Deutler (1991) discutem 
especificamente estas conceitos no caso dos ensaios interlaboratoriais. 
1.5.1 Exemplo de um Ensaio lnterlaboratorial 
Devido às constantes reduções na quantidade de estanho que as folhas-de-
flandres vêm sofrendo, tem surgido a necessidade de se reavaliar os métodos 
disponíveis para sua determinação. Por esse motivo, o Centro de Tecnologia de 
Embalagem (CETEA-ITAL) de Campinas, realizou um ensaio interlaboratorial para 
determinação da espessura da camada de estanho em folhas-de-flandres. Os 
métodos habitualmente utilizados para o ensaio de determinação de camada, isto é, 
o coulométrico, o gravimétrico e outro baseado em equipamentos denominados 
Stanomatic, foram aplicados. No ensaio procurou-se: 
• verificar a exatidão das medidas realizadas nos laboratórios 
participantes; 
• descrever os resultados obtidos pelos laboratórios 
participantes na aplicação do método gravimétrico; 
• avaliar a "adequação" dos métodos coulométrico e gravimétrico 
no caso de folhas com menores espessuras de revestimento 
de estanho e 
• estabelecer intervalos de variação para "determinações 
aceitáveis". 
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Participaram do ensaio 8 laboratórios, que analisaram os materiais que 
resultaram da classificação cruzada de dois tipos de folha-de-flandres (A e B, as 
quais se diferenciam pelo conteúdo de estanho), e de três regiões da folha (superior, 
central ou inferior) de onde se obteve o corpo-de-prova. Cada laboratório realizou 
n = 2 medições para cada material, e cada um dos materiais foi analisado em duas 
épocas diferentes. Mais detalhes sobre o ensaio figuram em Gatti et ai. (1997). O 
Quadro 1 fornece uma descrição do processo de medição realizado nos laboratórios. 
1.6 Coeficientes de Repetibilidade f... e de Reprodutibilidade A 
Repetibilidade e reprodutibilidade são dois conceitos importantes na 
determinação da precisão de um processo de medição. Nesta seção 
apresentaremos coeficientes que permitem sua avaliação quantitativa. 
As definições formais a seguir são apresentadas por Mandei & Lashof (1987). 
Para manter uniformidade na notação, os coeficientes de repetibilidade e 
reprodutibilidade, habitualmente denotados por r e R, serão aqui denominados com 
as letras gregas À e A, respectivamente, para ressaltar o fato de constituírem 
parâmetros a serem estimados. 
Definição 1: O coeficiente de repetibilidade é um número real positivo À, tal que a 
probabilidade de que o valor absoluto da diferença d entre duas medições obtidas 
em um mesmo laboratório seja inferior a À , satisfaça 
P(idl ~ À )=0.95 . 
Definição 2: O coeficiente de reprodutibilidade é um número real positivo A , tal 
* que a probabilidade de que o valor absoluto a diferença d entre duas medições 
obtidas em diferentes laboratórios seja inferior a A , satisfaça 
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Uma expressão explícita dos coeficientes de repetibilidade e reprodutibilidade 
podem ser obtidos sob as seguintes condicões. 
1- O uso de probabilidade requer a existência de uma distribuição estatística das 
medições, o que permitirá modelar sua variabilidade. A existência dessa distribuição 
pode ser assegurada pela estabilidade do processo de medição. Uma condição 
suplementar, utilizada a seguir, é a normalidade da distribuição, que muitas vezes 
pode ser justificada recorrendo-se ao Teorema Limite Central. 
2- Para um material fixo, a distribuição D1 das medições realizadas no mesmo 
laboratório possui um desvio-padrão cr À, enquanto que a distribuição D2 das 
medições realizadas em diferentes laboratórios possui um desvio-padrão cr A . 
3- Nas condições anteriores, se denotarmos com Y e Y' duas observações 
independentes da distribuição 01, a variável aleatória d = Y- Y' possuirá desvio-
padrão ~Var(d) =J2crÀ. Analogamente, se Y e Y' são duas observações 
* independentes da distribuição 02, o desvio-padrão de d = Y- Y' será nesse caso 
J2cr A· 
Supondo agora que os desvios-padrão acima são determinados sem erro, as 
variáveis aleatórias dI J2 cr À e d* I J2 cr A têm distribuição normal padrão então 
as expressões explícitas dos coeficientes são 
À=1.96J2crÀ e 
Consideremos agora o modelo 
(}. = 1 2· · · p · k = 1 2 · · · n) 
' ' ' ' ' ' 
(1) 
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para a k-ésima medida realizada pelo j-ésimo laboratório, onde ll denota a média 
geral das medidas; b J é uma variável aleatória supostamente normal de média O e 
variância a i que representa o efeito do i-ésimo laboratório e E jk é uma variável 
não observável correspondente ao erro experimental, supostamente com distribuição 
normal de média O e variância a 2 . As variáveis E jk e b J são supostas 
independentes. 
O Modelo (1) é denominado modelo aleatório normal para uma classificação 
simples balanceada. Nesse contexto podem ser determinadas as quantidades 
a À= .[;;2 e a A= ~a 2 +ai , denominadas desvio-padrão de repetibilidade e de 
reprodutibilidade respectivamente, determinados mediante os componentes de 
variância a 2 e ai do modelo. 
Tendo em conta as considerações expostas acima, podem-se obter 
expressões explícitas para os coeficientes de repetibilidade e reprodutibilidade em 
função dos desvios-padrão a À e a A do modelo (1 ). Assim, procuraremos 
estimadores dos coeficientes utilizando as medidas geradas por um ensaio 
interlaboratorial. 
1. 7 Objetivo e Estrutura desta Dissertação 
Dois métodos estatísticos diferentes têm sido propostos para obter 
estimadores para os coeficientes de repetibilidade e reprodutibilidade. O primeiro 
está baseado na análise de variância, sugerido pela Norma ISO 4259. O segundo 
proposto por Hamaker (1987), utiliza um método de regressão linear, que explora a 
dependência entre média e o desvio-padrão nas medições. Em nenhuma das duas 
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propostas foram utilizados métodos de estimação dos componentes de variância 
com a finalidade de obter estimativas dos coeficientes À e A . 
O objetivo desta dissertação é construir estimadores dos coeficientes À e 
A , utilizando o fato de que eles são funções dos componentes de variância do 
modelo (1 ). Portanto, a estimação deles depende da estimação de componentes de 
variância. Assim, no Capítulo 11 definiremos quatro estimadores de componentes de 
variância para o modelo aleatório balanceado correspondente a uma classificação 
simples. Nos Capítulos 111 e IV apresentaremos os estimadores dos coeficientes de 
repetibilidade e reprodutibilidade e suas distribuições exatas, assim como seus 
momentos, vícios e erros quadráticos médios. Finalmente, no Capítulo V 
ilustraremos os cálculos utilizando resultados do ensaio interlaboratorial descrito 
em 1.5.1. 
O Anexo A exibe as definições das funções especiais necessárias para o 
cálculo dos momentos dos estimadores e o Anexo B contém os dados 
correspondentes à Época 1 do ensaio interlaboratorial realizado pelo CETEA-ITAL 
de Campinas. 
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Estimadores dos Componentes de Variância 
2.1 Introdução 
Como foi discutido na Seção 1.3., a precisão é uma importante característica 
dos resultados de um processo de medição e para determiná-la devemos estudar as 
fontes de variabilidade dessas medidas. No caso dos métodos de ensaio de 
materiais, encontra-se inicialmente na variabilidade de resultados obtidos em um 
mesmo laboratório gerado sob condições de repetibilidade. Se os ensaios 
padronizados são realizados em diferentes laboratórios, os mesmos induzem uma 
outra fonte de variabilidade, conduzindo à "reprodutibilidade". Ambas as fontes de 
variabilidade devem ser quantificadas para avaliar o grau de concordância de 
ensaios executados em um ou vários laboratórios, para determinar diferenças entre 
eles e eventuais afastamentos com respeito a valores referenciais. 
Várias quantidades podem ser utilizadas para avaliar a variabilidade dos 
resultados dentro e entre laboratórios. Como os coeficientes de repetibilidade (À) e 
de reprodutibilidade (A) são funções dessas formas de variabilidade, neste Capítulo 
começaremos por discutir diferentes estimadores de componentes de variância. 
2.2 Análise Estratificada por Material 
Como foi discutido na Seção 1.5, os dados gerados em um ensaio 
interlaboratorial podem ser estruturados mediante uma tabela de dupla entrada. 
Com uma quantidade fixa n de observações em cada casela (i, .f), os dados 
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podem ser analisados mediante um modelo linear balanceado associado a uma 
dupla classificação 
Ji}k =Jl+U; +J3j +Eijk, i=l,2, ... ,q; j=I,2 ... ,p; k= 1,2 ... ,n (2.1) 
onde JiJk é uma variável aleatória que corresponde à k-ésima medição, realizada 
no i-ésimo material, pelo j-ésimo laboratório; !l denota a média geral das medições; 
a; representa o efeito do i-ésimo material; J3 1 é o efeito do j-ésimo laboratório, e 
EiJk é uma variável aleatória não observável correspondente ao erro experimental, 
supostamente com distribuição normal com média nula e variância cr 2 . As variáveis 
EiJk são consideradas estatisticamente independentes. 
Uma vez que os materiais utilizados no ensaio são muitas vezes 
heterogêneos, e como as propriedades físicas ou químicas dos mesmos podem 
interferir no processo de medição considerado, é recomendável realizar uma 
análise estratificada por material, como exposto por Mandei (1972, 1991) e na 
Norma E-691 (ASTM-1992). Nesse caso, pode-se considerar que as respostas do 
ensaio são afetadas somente pelo fator "laboratório" e, portanto, podem ser 
modeladas de acordo com uma classificação simples. Começaremos por discutir 
modelos estatísticos que descrevem essa situação básica. 
2.2.1 Modelo de Classificação Simples 
Existe extensa literatura estatística sobre modelos lineares com efeitos fixos 
e aleatórios. Ver, por exemplo, Scheffé (1959), Searle (1971 ), Searle et ai. (1992) e 
Graybill (1976). Nessas referências são definidos os modelos e desenvolvidas 
conseqüências da definição. A questão da adequação dos modelos é também 
importante e deve ser considerada em conjunto com os pesquisadores da área de 
aplicação substantiva. 
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No caso específico dos ensaios interlaboratoriais, pode-se colocar a questão 
da natureza dos efeitos que descrevem os laboratórios, que podem ser fixos ou 
aleatórios. Procuraremos esclarecer essa questão para escolher o modelo mais 
adequado em cada situação. 
2.2.1.1 Laboratórios como Efeitos Fixos 
Os efeitos de laboratório podem ser considerados fixos quando as fontes de 
variação associadas aos mesmos são de interesse e importância específicos, e 
quando as conclusões procuradas serão aplicáveis aos laboratórios participantes do 
ensaio. O modelo linear para as respostas nessa situação é dado por (2.1 ), onde 
J.l, 13 ~> ... , 13 P, são parâmetros fixos. Habitualmente, é também adicionada a condição 
~~ 131· =o de identificabilidade dos parâmetros fixos. ~J=I 
Em muitos ensaios interlaboratoriais, porém, os laboratórios participantes 
constituem uma amostra aleatória extraída de uma população de "laboratórios 
candidatos", levando assim à consideração de efeitos aleatórios. 
2.2.1.2. Os Laboratórios como Efeitos Aleatórios 
Quando os laborátorios participantes podem ser considerados uma amostra 
aleatória de uma população de laboratórios é que as respostas do ensaio para um 
material fixo podem ser estruturadas da forma 
Yjk = J.! + b j +E jk j = 1,2· · ·, p; k = 1,2. · · ·, n , (2.2) 
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onde os símbolos bJ, ... ,bp correspondem a efeitos aleatórios modelados mediante 
variáveis aleatórias independentes com distribuição supostamente normal com 
média nula e variância constante crz e todas as variáveis aleatórias b J e ~:: Jk são 
supostas estatisticamente independentes. 
A variabilidade total das respostas experimentais Yjk para este modelo é 
descrita na seguinte Tabela de Análise de Variância, que exibe a aditividade dos 
componentes de variação correspondentes às suas linhas. Na última coluna são 
exibidos os valores esperados dos quadrados médios correspondentes. Onde y , 
y). indicam a média geral e a média por laboratório respectivamente. 
TABELA 1: Tabela de análise de variância, para o modelo da classificação 
simples com efeitos aleatórios correspondente a um material específico. 
Fonte gl SQ QM E(QM) 
p _2 n p ( _)2 Entre Labs. p-1 n L(YJ.- .Y) -L.Y·.-.Y cr2 + ncri p-l . J J=l j=l 
p n 2 1 p n 2 
Residual p(n-1) L L(YJk- YJ.) p(n -I) L L(Y jk - Y J.) 2 (j 
j=lk=l j=lk=1 
p n -2 
Total pn-1 L L(YJk- _y) 
j=l k=l 
2.3 Estimadores de Componentes de Variância 
Sob os supostos do modelo aleatório (2.2), a variância de uma resposta tem a 
forma 
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2 2 Var(Yjk)=cr +cr L, j= 1,2 ... , p; k= 1,2 ... , n 
sendo assim apropriado denominar componentes de variância aos parâmetros cr 2 e 
cri. Os mesmos satisfazem as condições o< cr 2 ~ cr 2 +cri. 
Como os dados de um ensaio interlaboratorial podem ser modelados 
mediante equações como (2.2), centraremos nossa atenção nos estimadores para 
os componentes cr 2 e crf . 
A seguir são apresentados quatro estimadores dos componentes de variância. 
1- Estimadores baseados no método dos momentos. Esses estimadores, 
também denominados de análise de variância, são construídos igualando-se os 
valores obtidos dos quadrados médios na tabela de análise de variância a seus 
valores esperados, resultando as equações de estimação 
(2.3) 
2- Estimadores baseados na equação de verossimilhança. Eles são as 
soluções da equação de verossimilhança VL =o, onde 
(2.4) 
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é a função de verossimilhança completa associada ao modelo normal (2.2), 
desconsiderando as restrições naturais o< cr 2 ::;; cr2 + ncrz sobre os parâmetros cr 2 
e crz e onde V designa o operador gradiente. Derivando com respeito aos 
parâmetros cr 2 e crz, a condição VL =O gera as equações de estimação 
que coincidem com as obtidas ao aplicar o método dos momentos. 
3- Estimadores truncados. o estimador crz acima obtido tem a desvantagem 
de assumir valores negativos com probabilidade positiva, no entanto, o parâmetro 
estimado é não negativo. Assim, é conveniente definir o estimador truncado, que se 
anula quando a estimativa de cri é negativa. Os estimadores truncados são dados 
por: 
~2 { QML -QME} cr L = max O, -"---=-----'----'=-
n 
(2.5) 
Cabe esclarecer que uma estimativa truncada nula de cri indica que a 
variabilidade das observações realizadas "dentro dos laboratórios" é superior à 
existente entre observações de diferentes laboratórios. A não-negatividade do 
estimador truncado ái pode ser considerada como produto de um artifício ad-hoc. 
Por esse motivo, têm sido construídos outros estimadores não-negativos para o 
componente de variância cri. Ver por exemplo Herbach (1959), Thompson (1962), 
Federer (1968) e Klotz, Milton & Zacks (1969). 
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4- Estimadores de máxima verossimilhança. Outros estimadores podem 
ser obtidos maximizando a função de verossimilhança completa indicada em (2.4) 
sob as restrições 
(2.6) 
Como demonstrado em Herbach (1959) ou em Searle et ai. (1992}, eles possuem a 
forma 
~2 . { (p-l)QML + If.._n-l)QME} cr = mm QM E, ....:...._______; ___ __ _ 
np 
(2.7) 
5-Estimadores de máxima verossimilhança residual. Esses estimadores, 
também denominados de máxima verossimilhança restrita, foram obtidos por Thompson 
(1962}, fatorando a função de verossimilhança completa em duas funções , uma das quais 
sem os parâmetros dos efeitos fixos. Os estimadores são obtidos maximizando-se essa 
última função de verossimilhança residual conjunta dos quadrados médios QM E e QM L, 
sujeita às restrições (2.6}, ou seja, 
p-1 
(QML)-2 - 1 X 
-1 
p(n-1) l Jp-1 
[ 
2cr 2 ] 2 x 2( cr 2 + na J. ) 2 
p(n- 1) (p- 1) 
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Os estimadores resultantes são 
;::::2 . ( (p-l)QML+p(n-l)QMEJ 
cr = mm QM E, ....:..._____:c..___-=--------'=-
np-1 
;::::2 ( QML -QMEJ 
cr L= max O, 
n 
(2.8) 
Como os estimadores de componentes de variância acima definidos são 
funções das estatísticas y, QM E e QM L , é conveniente mencionar suas 
propriedades inferenciais básicas. As mesmas são exibidas nos resultados que 
seguem, que são demonstradas no texto de Arnold (1981) pp. ( 247 -249). 
Lema 1: Sob as suposições do modelo (2.1) de efeitos aleatórios, as estatísticas 
y, QM E e QM L são conjuntamente suficientes, completas e minimais para os 
parâmetros !l' cr 2 e 1:2 = cr 2 + ncrz. 
Lema 2: Sob as suposições do modelo (2.1) as estatísticas y , QM1:' e QM1, são 
SQ 
estocasticamente independentes. As variáveis aleatórias ____!i_ e 
cr2 
S'QL 
possuem distribuições qui-quadrado centrais com p(n- 1) e (p- 1) graus de 
liberdade, respectivamente. 
2.4 Outros Estimadores para cr 2 e cr z 
Nos experimentos com materiais considerados homogêneos, os estimadores 
dos componentes de variância cr 2 e cri obtidos para os diferentes materiais podem 
ser combinados. Em experimentos desse tipo podemos utilizar também estimadores 
baseados nos métodos de Controle de Qualidade. Dois deles serão apresentados a 
seguir, mas não estudados em detalhe. 
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2.4.1 Estimadores Baseados em Desvios 
2.4.1.1 Estimador de cr 2 
Para obter o estimador de cr2 , calculam-se a média Yij e a variância empírica 
sv das n medições para cada combinação (i,J) de material e laboratório, 
resultando a média 
·2 1 q p 2 
cr =-L L sij, 
pq i=1)=1 
1 n 2 
em que sb = ----=-1 L(Yijk - Yij) , 
n k=1 
i= 1,2 ... ,q; j = 1,2 ... ,p. 
2.4.1.2 Estimador de crz 
O componente crz é estimado obtendo-se para cada laboratório as n 
medições nos q materiais, calculando-se depois a variância empírica 
S~ = ~ f(Y.J- .Y)2 das médias de laboratório e subtraindo-se o componente 
p 1 . 1 ]= 
devido ao erro de medição interno,em que Y.J e y representam a média do j-ésimo 
laboratório e a média geral respectivamente. 
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Como também nesse caso podem-se obter estimativas negativas, podemos 
definir estimadores truncados mediante as relações 
.. 2 .2 ··2 {o ·2} a = cr e cr L = max , cr L 
2.4.2 Estimadores Baseados em Amplitudes 
2.4.2.1 Estimador de a 2 
Um estimador cr 2 pode ser obtido calculando a amplitude das n medições 
para cada combinação de material e laboratório. Seja R a média das pq 
amplitudes. O estimador tem a forma cr 2 [ R ]
2
, onde d* (p) é a média da 
= d*(p) 
distribuição da amplitude relativa utilizada no Controle Estatístico de Qualidade. 
2.4.2.2 Estimador de crz 
A partir das médias por laboratório baseadas nas n medições dos q 
materiais obtemos Ymax =max(yJ,······Y.p) e Ymin =min(Y.l·······Y.p), e a seguir 
[R-]2 Ry = yJktt-Ymin. Com essa quantidade pode ser calculada T2 = d~ , onde d* 
é um valor tabelado que depende de p e do número de amplitudes f!= 1. Assim, o 
estimador resulta 
-2 (j 
nq 
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que também pode gerar valores negativos com probabilidade positiva, conduzindo 
ao estimador truncado 
[ -2] -2 r2-~ se r 2 z cr 
-2 [R r -2 nq nq cr = ~ e cr L= 
-2 d 
se r 2 < cr o 
nq 
Os estimadores cr 2 e cr z apresentados nesta seção dependem da 
amplitude da série de medidas; sua estrutura não será investigada. Porém, é de 
interesse ressaltar que eles têm a vantagem de permitir o controle do processo 
durante sua realização. Isto é, eles consideram o fator tempo, o que permite o 
monitoramento do processo de medição e uma descrição instantânea do mesmo 
facilitando a ação em caso de instabilidade. Essa propriedade torna esses 
estimadores atrativos. 
Nossa intenção nos Capítulos seguintes é estimar os coeficientes de 
repetibilidade e reprodutibilidade, utilizando os componentes de variância e os 
quadrados médios, contidos na Tabela 1. 
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3.1 Introdução 
Os coeficientes de repetibilidade e reprodutibilidade definidos no Capítulo I 
mediante as relações 
À =aJ;;i e (3.1) 
são funções dos componentes de variância do modelo (2.2) definidos no Capítulo 11. 
Por esse motivo, podem ser construídos estimadores À e A substituindo os 
estimadores dos componentes de variância em (3.1 ). Esses estimadores de 
substituição de À e A serão estudados no presente Capítulo e no seguinte, 
obtendo-se sua distribuição conjunta exata, momentos, erro quadrático médio e 
vício. 
No presente Capítulo serão estudados os estimadores de substituição 
irrestritos dos coeficientes À e A , baseados na substituição dos componentes de 
variância pelos seus estimadores obtidos pelo método dos momentos, detalhados 
em (2.3). 
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3.2 Estimadores de Substituição Baseados nos Estimadores de 
Momentos 
Definição 1: Quando os componentes de variância cr 2 e ai são estimados pelo 
método dos momentos, os estimadores de substituição do coeficiente de 
repetibilidade À= aJ;;i e de reprodutibilidade A= a~a2 +cri , obtidos inserindo 
esses estimadores, serão denominados estimadores de substituição baseados nos 
estimadores de momentos (plug-in moment estimators ou PME, em inglês). 
O seguinte resultado, de demonstração imediata, exibe a forma explícita dos 
PME dos parâmetros Ã e A . 
Lema 1: Os estimadores PME são 
(3.2) 
em que 
e 
são, respectivamente, os quadrados médios, exibidos na Tabela 1 do Capítulo 11, 
correspondentes à variação residual e à variação devida aos laboratórios. A 
constante a é o valor de precisão sugerido pela Norma E-177 (ASTM, 1990-a) 
obtido como ..fi c, onde c é habitualmente igualada ao quantil de ordem I- (13 I 2) 
da distribuição normal padrão, definido por 
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I - (~ I 2) = ~ 1 exp- ( x2') dx 
-00 
Lema 2: Os estimadores PME dos parâmetros À e A podem ser expressos em 
função das variáveis aleatórias independentes X e Y com distribuições qui-
quadrado centrais com p(n -1) e (p -1) graus de liberdade, respectivamente, na 
forma 
A = b2 X + ( p ) ( 1 + me) Y , 
p-1 
b aa aa em que 1 = ~(n- 1)p , b2 = JiP e 
2 
a L 
K=-2 . 
(J 
Prova: 
Como os estimadores PME de À e A são funções das somas de quadrados 
SQE SQL 2 2 2 SQE e SQL, e como as variáveis aleatórias -- e , com -r = cr +na L 
cr2 -r2 
são independentes com as distribuições indicadas, a substituição 
(3.3) 
permite obter as fórmulas acima. T 
Observe que as relações que permitem representar ~ e Â são igualdades em 
distribuição, porém, a seguir, não será utilizada a igualdade em distribuição. 
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3.2.1 Distribuições básicas 
A seguir introduziremos definições que facilitarão a identificação das 
distribuições exatas dos estimadores PME e o cálculo de suas características. 
Observação 1: A função indicadora de um subconjunto A de iR é uma função que 
assume o valor 1 em A e O no complemento de A. Ela é denotada por I A ( x). 
Definição 2: A variável aleatória X tem distribuição qui-quadrado central com m 
graus de liberdade se a distribuição de X é absolutamente contínua com respeito à 
medida de Lebesgue sobre iR , com função de densidade dada por: 
(m I 2)-1 -x/2 
() x e I () X = X fx r(m12) 2m/2 (ü,oo) 
00 
Onde r(a) denota a fUnÇãO gama definida por r(a) = f Xa-le- X dx. 
o 
Utilizaremos a notação X- x2 (m). 
Definição 3: Se X é uma variável aleatória qui-quadrado central com m graus de 
liberdade, e se y = rx I então y possui uma distribuição .9!di central com m graus de 
liberdade. 
É fácil provar que sob as condições da Definição 3, a distribuição de Y é 
absolutamente contínua com respeito à medida de Lebesgue sobre iR , com função 
de densidade: 
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2 
m-1 - y 12 
g Y (Y) = Y e ( 12)-1 l(o,oo)(Y) 
r(m12)2m 
Denotaremos com x(m) a distribuição de Y. 
Definição 4: Se X é uma variável aleatória com distribuição qui-quadrado central 
com m graus de liberdade, e se z = JeX. então z possui uma distribuição qui-
central escalada com m graus de liberdadeª parâmetro de escala e. 
Também nesse caso é fácil provar que a distribuição de z é absolutamente 
contínua com respeito à medida de Lebesgue sobre 9t, com função de densidade: 
m-1 - z 2 12e 
g Z (z) = z e l(o,oo)(z). 
r(m I 2) em/2 2(m12)-1 
A notação z- x(m,e) será utilizada nesse caso. 
Definição 5: A variável aleatória Z tem uma distribuição gama com parâmetro de 
forma a> o e parâmetro de escala e >o, se a distribuição de Z é absolutamente 
contínua com respeito à medida de Lebesgue sobre m, com função de densidade: 
com notação z - G( a, e) 
Observação 2: As distribuições de qui-quadrado centrais e seus múltiplos são 
casos especiais da definição anterior. Especificamente 
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i) Se X- x 2 (m), então X- G(m /2, 1 / 2) 
ii) Se Z- G(a,e) e c >O, então cZ- G(a,e /c) 
Definição 6: Se Ç é uma constante real e se z* = U + ç com U ~ G( a, e) então a 
variável aleatória z* tem uma distribuição gama deslocada com parâmetro de forma 
a >o , parâmetro de escala e >o e parâmetro de posição Ç . 
Um cálculo imediato permite demonstrar que nesse caso a distribuição de z* 
é absolutamente contínua com respeito à medida de Lebesgue sobre iR, com 
função de densidade: 
a ( )a- 1 -e (z- ç) 
*( ) e z- ç e 1 ( ) Jz z = r(a) (ç,oo) z . 
Utilizaremos a expressão z* -G(a,e,ç) para denotar a distribuição dez*. 
3.2.2 A distribuição exata dos estimadores irrestritos 
O seguinte resultado permite obter as distribuições exatas dos estimadores 
A A 
À e A sob o modelo normal balanceado de efeitos aleatórios para a classificação 
simples considerado no Capítulo 11. 
Lema 3: 
A 
i) A distribuição exata do estimador de substituição À é qui-central escalada com 
2 2 
p(n -1) graus de liberdade e parâmetro de escala e= a cr 
p(n -1) 
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A distribuição exata de F é gama com parâmetro de forma p(n - 1) e parâmetro de 
2 
Prova: 
a
2cr 2 2 É suficiente utilizar as relações ~ = x e X ~ x (p(n - 1)), onde X é a 
p(n -1) 
variável definida mediante (3.3).T 
SQE Lema 4: A distribuição condicional de Â2 dado X= - 2- = x, é uma gama O' 
deslocada com parâmetro de forma P 
2
-
1
, parâmetro de escala n(p - 1) e 
2 a 2 t 2 
2 2 
parâmetro de posição a cr x 
np 
Prova: 
Pelo Lema 2, dado X= x , a variável aleatória 
, . , ( p - 1 n(p - 1 )J a 2 cr 2 x 
e a soma de uma vanavel G --, 2 2 e da constante . T 2 2a t np 
Por analogia com a definição da distribuição beta-Stacy apresentada por 
Johnson & Kotz (1970), definiremos uma distribuição bivariada gama-Stacy, para 
expressar a distribuição exata dos estimadores dos coeficientes de repetibilidade e 
reprodutibilidade. 
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Definição 7: Se W e Z são duas variáveis aleatórias tais que a distribuição de 
W é G(a 1,81) e a distribuição condicional deZ dado W=w é G(a 2 ,8 2 ,w), então a 
distribuição do vetor (W,Z) é denominada distribuição gama-Stacy com parâmetro 
primário de forma a 1 , primário de escala e1 , secundário de forma a 2 e secundário 
de escala e 2 . 
Usaremos a notação (W,Z) ~ GS(a1,8 1;a2 ,e2 ) para denotar essa distribuição 
bivariada. 
Lema 5: A distribuição GS(a1 ,81;a2 ,e 2 ) é absolutamente contínua com respeito à 
medida de Lebesgue no plano, com densidade conjunta 
Prova: 
É suficiente multiplicar a função de densidade marginal de W e a função de 
densidade condicional de Z dado W = w para obter a função de densidade 
conjunta . ..-
Observe que o suporte da distribuição do vetor (W,Z) é o cone 
{(w,z): o <w <z}, que denotaremos por C(l). Em geral, para c> o denotaremos por 
C(c) ao cone aberto {(w,z): o <cw <z <oo} contido no primeiro quadrante do plano. 
Lema 6: O vetor aleatório (:;._,2 ,-n-Â2) possui uma distribuição gama-Stacy com 
n-l 
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Prova: 
2 2 
Pelo Lema 2, a variável aleatória n ~ 2 a 't ~2 --A = Y + À sob a condição 
n-1 {p-1)(n-1) 
~2 [(p-1) (p-1Xn-1) ] À = z tem uma distribuição G , 2 2 , z , correspondente à soma de 2 2 a -r 
uma 
[
p 1 (p -1Xn -1)] ~ 2 [p(n -1) p(n -1)] variável G -
2
- , 2 2 e da constante z . Como À - G , 2 2 , 2a-r 2 2acr 
resulta que a distribuição do vetor bivariado (P ,-11-Â2) é uma gama-Stacy 
n-1 
[
p(n -1) p(n -1) (p -1) (p -1)(n -1)] 
GS ' 2 2 ; ' 2 2 . ~ 
2 2a cr 2 2a -r 
O próximo passo é a determinação da função de densidade conjunta do vetor 
aleatório (~.Ã) utilizando o Teorema de Transformação de Densidades em m2, que 
pode ser encontrado no texto de Rohatgi (1976), pág. 135. 
Teorema 1: A distribuição exata dos PME ( ~. Â) é absolutamente contínua com 
respeito à medida de Lebesgue no plano, com densidade 
f ~ ~ (u v)= 4nuv [u2 nv 2 _p(n-1) p(n-1) _p-1 (p-l)(n-1)J 
'"' A ' -1 fGS ' -1' 2 ' 2 2 ' 2 ' 2 2 
fi.,, n n 2 a cr 2 a -r 
(3.4) 
cujo suporte é o cone aberto c( J(n- 1) In). 
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Prova: 
O vetor aleatório com distribuição gama-Stacy pode ser 
transformado no vetor 
(U,V)=(xfl2 ,((n-1)X2 /n) 112) 
aplicando bijetivamente o cone aberto C(1) no cone c(~(n -1) / n). A transformação 
possui determinante de Jacobi n - 1 estritamente positivo. Assim, o Teorema da 
4nuv 
Transformação é aplicável, e o Lema 5 mostra que a função de densidade do vetor 
(U,V)=(~,Ã) é dada por (3.4). É fácil observar que o suporte da distribuição do 
vetor(i, Ã) é o cone aberto c(~(n -1) / n) .'Y 
Para unificar a descrição das distribuições exatas dos estimadores de 
substituição, calcularemos a função de distribuição do vetor aleatório (~, Ã). 
Teorema 2: A função de distribuição conjunta dos estimadores irrestritos é 
(3.5) 
em que g(u, v)= min(u, v/ c), c= ~(n -1) / n e f~ Â (x,y) é definida por (3.4). 
' 
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Prova: 
É suficiente observar que a interseção do quadrante Q(u, v)=(- oo,u] x (- oo, v] com o 
suporte C(c) da distribuição de (~,Ã) é o trapézio {(x,y): O< x < u , ex< y <v } 
quando O<u<vlc eotriângulo {(x,y): O<x<vlc, cx<y<v} quando O<v<cu. 
A fórmula F*(u, v)= P((~,Ã) EQ(u, v))= P((~, Ã) EQ(u, v) nC(c) ) fornece o resultado 
procurado.T 
3.2.3 Momentos da Distribuição Exata dos Estimadores PME 
Agora estamos em condições de determinar os momentos dos estimadores 
À e Â e os momentos conjuntos do vetor ( ~. Â) . Essas quantidades serão 
utilizadas para estudar a qualidade dos estimadores. 
Embora o resultado seguinte seja um caso particular da fórmula geral (3.1 0), 
começaremos por calcular os momentos do estimador do coeficiente de 
repetibi I idade. 
Lema 7: Se s é um inteiro positivo, o momento de ordem s do estimador .tl é 
(3.6) 
Prova: 
asas I 
Pelo Lema 3, a relação ~s = 1 xs 2 com X~ x 
2 (p(n- 1)) permite obter 
ps/2(n -l)s 2 
E(~s) utilizando os momentos da distribuição qui central, ver Johnson & Kotz 
(1970), p. 197 .... 
OIIIICAIIpo 
-._lOTECA et!Nnt-.. 
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Em particular, se s = 2, reobtemos o valor médio da distribuição qui-quadrado 
e a fórmula E{~2) = a 2a 2 = À2. 
Corolário 1: O valor médio e a variância do estima dor PME do parâmetro /L são 
respectivamente 
e 
r((p(n -1) + 1) I 2) 
onde f= 112 (p(n -1) I 2] r(p(n -1) I 2) 
Prova: 
Substituindo s= 1 e s= 2 em (3.6), e utilizando a fórmula Var(~) = E(~2 )-E2(q, 
resultam as expressões acima. T 
À Corolário 2: Se f é o fator do Corolário 1, o estimador é um estimador de 
f 
variância mínima na classe dos estimadores não-viciados do coeficiente de 
repetibilidade À. 
Prova: 
Pelo Lema 1 do Capítulo 11 as estatísticas y , QM E e QM L são suficientes e 
completas para os parâmetros J.l , cr 2 e cr z do modelo de efeitos aleatórios para a 
classificação simples. 
Se definimos T(X)=~=f- 1aJQME , é fácil observar que T(X) é um 
f 
estimador não-viciado de À que depende da estatística suficiente QM E. Logo, pelo 
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Teorema de Lehmann-Scheffé, T(X) é um estimador de variância mínima na classe 
dos estimadores não-viciados do coeficiente de repetibilidade À .T 
Observação 3: O fator f coincide com a constante 
1 r(n I 2) 
C4(n)=-----x ((n _ 1) I 2)112 r((n- 1) I 2) 
utilizada na construção dos gráficos de controle para o desvio-padrão s, no caso 
especial em que temos somente um laboratório, isto é, para p = 1 . 
Os momentos do estimador do coeficiente de reprodutibilidade podem ser 
obtidos utilizando a função de densidade conjunta dos estimadores .i e Â via a 
distribuição marginal de Â. No entanto, esse caminho não será seguido aqui, pois o 
estimador do parâmetro A está definido como a raiz quadrada de uma combinação 
linear de variáveis aleatórias independentes com distribuições qui-quadrado, o que 
produz uma densidade marginal relativamente intratável. Por esse motivo, esses 
momentos serão deduzidos a partir dos momentos conjuntos do vetor (i.., Â), obtidos 
~ 
através da densidade condicional, utilizando como pivô o estimador À. 
Assim, seguiremos os seguintes passos. 
• Para a1 , a 2 e a3 reais positivos e X e Y variáveis qui-quadrado centrais, 
calcularemos a função de densidade do vetor (u,v), com U = a 1 X e 
V =a2X +a3Y. 
• Depois serão obtidos a função de densidade condicional de V dado U = u e 
os momentos condicionais de ordem real t da variável V. 
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• Finalmente, calcularemos os momentos conjuntos E(usvt) para s e t reais 
não-negativos, que permitirão obter os momentos conjuntos do vetor 
(~.Ã) = (JU.JV) para uma seleção adequada das constantes a1, a2 e a3. 
Os resultados são apresentados a seguir. 
Lema 8: Se X e Y são duas variáveis aleatórias independentes tais que 
X~ x 2 (p(n- 1)) e Y ~ x 2 (p- 1) e a1 , a 2 e a3 são constantes reais positivas, então a 
função de densidade conjunta do vetor (U,V)=(a1 X, a2 X +a3Y) é 
1 ( u) (a1v-a2u) 1 1 f(u v)(u, v)= -j X - fy (o oo)(u) (a2u 1 a1 oo) (v) " a1a3 a1 a1a3 ' • 
Prova: 
A transformação linear (U,V)=(a1X, a2 X +a3Y) possui matriz de Jacobi [a1 0 J G2 G3 
de determinante positivo e o Teorema de Transformação fornece a densidade 
fl(u,v)(u,v)=-1-fx(_!!_)!r(alv-a2u) 1(o oo)(u) 1(a ula oo)(v) .T 
a1 a3 a1 a1 a3 ' 2 1 ' 
Observe que o suporte do vetor bivariado (U,V) é o cone aberto c(a2 /ai). 
O lema seguinte exibe a densidade condicional da variável aleatória 
V =a2 X +a3Y dado U = u. 
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Lema 9: Nas condições do Lema 8, a distribuição condicional de V dado U = u, 
, [p- 1 1 a2 u] . f - d d .d d , u>O, e G --,--,- cuJa unçao e ens1 a e e 
2 2a3 a1 
Prova: 
A distribuição condicional de V= a 2x + a3Y, dado U = a1 X= u coincide com a 
distribuição de a3Y + w, onde w = a2u I a1. Assim, essa distribuição condicional é 
uma gama deslocada com parâmetros de forma 
. _ a2u 
pOSIÇaO W = -- . T 
a1 
(p- 1) 1 
, de escala --
2 2 a3 
e de 
Os momentos procurados podem ser agora obtidos utilizando as funções 
especiais apresentadas no Anexo A. Particularmente, os momentos serão expressos 
com ajuda dos dois resultados seguintes, relativos à função de Whittaker e 
aplicáveis em nosso caso, como demonstrado a seguir. 
Resultado 1: Se y e !l são parâmetros complexos, e se z é uma variável 
complexa cujo domínio exclui os reais não-positivos, então a função de Whittaker 
Wy,Jl(z) , definida no Anexo A, admite a representação integral 
z!l+(112)e-z/2 oo 
W.y •• (z)= Je-zw w!l-y-(l! 2)(1+w)!l+Y-(112)dw (3.7) 
w r(J..t-r+(112)) o 
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Resultado 2: Se a, J.1 , r e q satisfazem as relações Re[ a ± J.1] > -3 1 2, 
Re[r]>- q, q> O , onde Re[z] denota a parte real de um número complexo z, 
2 
então é válida a relação 
OOJ -rz a r( a+ J.1 + (3 I 2)) r( a- J.1 + (3 I 2)) q!l+ 112 
e z Wy, 11 (qz) dz= ( ) x o ra-y+2 
x (r + ( q I 2))-(a + J.1 + ( 3 I 2)) (3.8) 
x2 F1 a+ J.1 + 3 I 2 , 11- y + 1 I 2 ; a- y + 2; -~ [ ( ) ( ) 
2r- q], 
2r +q 
onde 2 F1 (.) denota a função hipergeométrica de Gauss definida no Anexo A. 
O Resultado 1 é conseqüência da definição da função de Whittaker. Veja § 
7.4 em Magnus et ai. (1966) e a fórmula 9.222 de Gradshteyn & Ryzhik (1965). O 
Resultado 2 está demonstrado na página 311 de Magnus et ai. (1966) e detalhado 
como fórmula 7.62.3 em Gradshteyn & Ryzhik (1965). 
Lema 10: Nas condições do Lema 8, se t é um número real positivo, o momento 
condicional de ordem t de V , dado U = u, é 
onde e w:y,jiO é a função de Whittaker de parâmetros 
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Prova: 
Utilizando a definição de esperança condicional e o Lema 8, temos 
Mediante a substituição y = (a1 v 1 a2u) -1. 
obtemos 
A integral da expressão anterior pode ser expressa em termos da função de 
Whittaker, utilizando o Resultado 1, onde 
Assim, obtemos para E(v11U = u) a expressão 
t+(p -1)12 
A X (a2 I ai) r(~- y + (112)) 
(a2u I 2a1a3)!l+ll 2 
_ t p-I _ t p-1 1 
!l=-+-- e y=----+-
2 4 2 4 2 
E substituindo A, !l e y pelos seus valores chega-se à (3. 9) . T 
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Na demonstração do seguinte Teorema utilizaremos o resultado a seguir, que 
pode ser encontrado no texto de Rohatgi (1976), pp. 169-170. 
Resultado 3: Se X é uma variável aleatória, e h é mensurável de 9i em 9i com 
E(h(X)} < oo, então E( h( X))= E[E(h(X)IY)]. 
Teorema 3: Se X e Y são variáveis aleatórias independentes tais que 
X-x 2(p(n-1)) e Y-x2(p-1), se a1, az e a3 são constantes positivas e 
U=a1X e V=azX+a3Y, então 
(3.1 O) 
Prova: 
A variável aleatória U tem distribuição c(p(n -I) ,-1-). Pelo Resultado 3, temos 
2 2a1 
00 
E(usvt) =E[usE(v1iu)]= JusE(v 11U=u)fu(u)du= 
o 
D( )ooJ s+t 12 +(p-3 )1 4+(p( n-!) 12)-1 - u[ 2:] - ~] ., __ ( )d = al,az,a3;f u e rry,J.I. qu u 
o 
em que 
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Se o=s+tl2+(p-3)14+p(n-1)12-l, r=(-1-- q) >o e q= a2 resulta 
2a1 2 2a1a3 
00 
E(usvt)=D(a1,a2,a3;t)x J uõ e-ru Wy,"fi(qu)du. 
o 
Como as condições o ± ll + 3 I 2 > o, r> -q I 2 e q > o são verificadas para todo 
s 2 O, t 2 O, n 2 2 e p 2 1, o Resultado 2 é aplicável, obtendo-se a fórmula 
(3.10).T 
Notação: Denotaremos os momentos conjuntos de ordem s e t das variáveis U e 
V da seguinte forma 
No caso da fórmula acima resulta 
(3.11) 
O resultado do Teorema anterior permite reobter as expressões exibidas no 
seguinte Quadro e que podem ser diretamente calculadas utilizando os momentos 
da distribuição qui-quadrado. 
49 
Estimadores Irrestritos de À e A 
QUADRO 3.1 : Momentos simples de ordem (s,t) obtidos com base na 
distribuição qui-quadrado. 
Parâmetros E(U5 Vt) 
s=O t=O , I 
s=I t=O , a1p(n -I) 
s=2 t=O , a[ p(n -I~2 + p(n -I)] 
s=O t=I , a1p(n -I) +a2(P -I) 
s=O t=2 , a~P(n -I)[2 + p(n -I)]+ a;[2 + (P -I)]+ 
+ a2a3p(n -I)(P -I) 
Mostraremos na continuação que, por exemplo, nos três primeiros casos as 
fórmulas apresentadas no Quadro 3.1 são equivalentes à expressão (3.1 O), para o 
que é suficiente provar o seguinte resultado. 
Resultado 4 : A função hipergeométrica verifica a identidade 
Prova: 
Baseado no Binômio de Newton 
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1 0"2 
E considerando 1- x = z e m = -b em que z = e K = ~ I verifica-se 
1+mc cr 
que o < 1 - z < 1 e portanto 
-b ~ (b+k-1) k ~ r(b+k) (1-z)k 
z =L. k (1-z) =L. () 1 =2 F1(a,b;a; 1-z). T k=O k=O rb k. 
A 
Utilizando o Teorema 3 é possível achar os momentos do estimador A I o 
momento conjunto E( iÃ) e o coeficiente de correlação entre os estimadores i e Â . 
Outras características básicas da distribuição conjunta de (i, Â) tais como 
esperanças, variâncias, vícios , erros quadráticos médios e correlações, podem ser 
obtidas utilizando o seguinte resultado. 
Corolário 3: Os momentos de primeira e segunda ordem do estimador PME do 
parâmetro A são 
i) 
( A) ~( p-1 )(P-1)12 r(112+{pn-1)12) E A -À - X 
- pn p( 1 + nK) r(pn - 1 I 2) 
x2 Fj(II 2 +(pn -1) I 2,(p -1) I 2; (pn -1) I 2; ~; ;,:)) 
i i) 
(
A2) 2 pn-1 ( p-1 )(p-l)/2 E A =À -- X 
np p(1 +me) 
x2 F1(1+(pn-l)/2,(p-1)/2; (pn-1)12; l+npK) p(1 +me) 
(3.12) 
(3.13) 
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Prova: 
a2a2 
e a3 = ( ) , aplicando as fórmulas (3.1 O) e 
n p-l 
(3.11 ). T 
Corolário 4: O momento conjunto E( ÀÂ) dos estimadores PME dos parâmetros Â 
eAé 
(pn-1) r((pn-1)12)xr(p(n)/2) a2cr2 ( p-1 )(p-1)/2 
E{iÂ) = r(p(n-1)/2)xr(I12+(pn-1)12) p~n(n-l) p(1+m:) X 
(3.14) 
Prova: 
É suficiente selecionar o valor ( 1/2, 1/2) do par ( s, t) na expressão (3. 11 ). T 
3.2.4. Vício e Erro Quadrático Médio dos Estimadores PME 
Os resultados da seção 3.2.3 permitem também o cálculo explícito de duas 
importantes características dos estimadores PME i e Â, segundo a seguinte 
definição. 
Definição 8: Se e é um estimador do parâmetro e , seu vício é dado por 
b(ê) = E(ê)- e e seu erro quadrático médio é EQM(ê) = E(ê- e )2 . 
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Expressões explícitas do erro quadrático médio e do vício para os 
estimadores de momentos ~ e Â são apresentadas no seguinte resultado. 
Corolário 5: Vícios e erros quadráticos médios dos estimadores PME são dados 
pelas expressões 
(i) b(~) =E(~)- À= /À- À= (f -1) À. 
(ii) EQM(~) =E(~- À)2 = E(~2 )- 2'AE(~) + À2 = 2(1- f) À2 
(iii) Var(~)=E(~2)-(E(~))2 =(1- 12) À2. 
(iv) b(Ã) =E(Ã)-A=aaf'-aav'}+; =acr(/'-v'}+;) 
(v) EQM(Ã)=E(Ã-A)2 =E(Â2)-2AE(Ã)+A2 =a2a 2(t"-2f'v'}+; +(l+x)) 
(vi) Var(Ã)=E{Â2)-(E(Ã))2 =a2a 2(t"- /'2), 
onde f é o fator de correção do Corolário 1, 
r(pn12) ( p-1 )(p-I)I2 ( l+npK) f'= }12 .J21np ( ) 2F1 pnl2,(p-I)12;(pn-I)12;p(l ) [ (pn - 1) I 2] ' P 1 + nK + nK 
e 
1 ( 1 )(P-1)12 ( 1 + npx ) f"= pn- t- ) 2F1 1 + (pn -1) I 2,(p -1) I 2;(pn -1) I 2; ( ) 
np p 1 + nx p 1 + nx 
Observação 4: O coeficiente de correlação os dois estimadores PME pode ser 
obtido mediante as fórmulas 
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Cov(i.Â) = E(iÂ)- E(i)E(Â) (A A) Cov(À, Â) e p À, A = ---;========= ~Var(i)var(Â) 
O Teorema 3 permite o cálculo explícito de ambas quantidades. 
As definições e resultados obtidos neste Capítulo fornecem uma base sobre a 
qual poderão ser obtidas fórmulas para os estimadores restritos dos parâmetros À e 
A. Os mesmos serão construídos incorporando restrições de não-negatividade em 
seus valores realizados (estimadores truncados), ou no espaço paramétrica 
(estimadores baseados na maximização das funções de verossimilhança completa 
ou residual). As distribuições conjuntas exatas desses estimadores, seus 
momentos, vícios e erros quadráticos médios serão calculados no próximo Capítulo. 
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Estimadores Restritos de "A e A 
4.1. Introdução 
Neste Capítulo serão considerados os estimadores restritos dos coeficientes 
de repetibilidade e reprodutibilidade. Os mesmos surgem ao estimar os 
componentes de variância mediante funções que atendem à condição de assumir 
valores não- negativos. Três estimadores com essas características serão 
estudados: 
• o estimador truncado, obtido quando restrições de não-
negatividade são impostas aos valores realizados do 
estimador de momentos e 
• os estimadores de máxima verossimilhança completa e 
residual, que incorporam restrições pertencentes ao espaço 
paramétrica. 
Em primeiro lugar serão definidos os estimadores e obtidas suas distribuições 
exatas. Seguidamente serão calculados os momentos e determinados o vício e o 
erro quadrático médio de cada estimador. 
Finalmente apresentaremos dois quadros-resumo, indicando os estimadores 
estudados e suas distribuições exatas. 
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4.2. Estimadores de Substituição Truncados 
4.2.1. Definições 
Definição 1: Quando os componentes de variância cr 2 e crz são estimados 
truncando as estimativas obtidas mediante o método dos momentos, os estimadores 
de substituição dos coeficientes À= a.,J;;i e A= a~a 2 + crz serão denominados 
estimadores de substituição truncados (plug-in truncated estimators ou PTE). 
No seguinte Lema expressamos esses estimadores em função dos quadrados 
médios e da constante a definida no Lema 1 do Capítulo 111. 
Lema 1: Os estimadores PTE são 
quando QM L > QM E 
e 
Prova: 
É suficiente utilizar as fórmulas apresentadas no Capítulo 11 para os estimadores de 
A ~ 2 _ a + b +ia - hi cr 2 e a L e a relaçao max(a,b) = 
2 
.T 
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~ ~ 
~ ~ 
A probabilidade do evento À= A coincide com a probabilidade de 
truncamento do estimador á i, calculada no seguinte resultado. 
Lema 2: Sob as condições (3.2) do Lema 2 do Capítulo 111, a probabilidade de 
truncamento do estimador ái é 
n=P(u-::; 1 ) 
1 + 11K 
(4.1) 
cri 
onde K =- e U designa uma variável aleatória com distribuição F central de ()2 
Fisher-Snedecor com (p -1) graus de liberdade no numerador e p(n -1) no 
denominador. 
Prova: 
O estimador á i é nulo quando QM L ~ QM E. A probabilidade desse evento é 
2; 2 com K = cr L cr . T 
Lema 3: Os estimadores PTE dos parâmetros À e A têm a forma 
(L\)=( hJ JX, ~~X+ P~ /1 +IIK)Y J 
(~).) = (b1 JX, ht JX) 
se Y > ~qX 
se Y-::; ~qX 
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onde as variáveis X e Y são independentes e possuem distribuições qui-quadrado 
centrais com p(n -I) e (p -I) graus de liberdade respectivamente e as constantes 
acr acr p -I 
bi , b2 e Jli assumen so valores bi = b2 = -- e Jli = _ ____;;; __ _ ~p(n -I)' JPn p(n -I)(I +me)' 
respectivamente. 
Prova: 
Cam base nas condições (3.2) do Lema 2 do Capítulo 111 pode-se determinar a 
equivalência entre os eventos QM L ~ QM E e Y :s:: !li X e também as expressões 
dos estimadores acima. T 
4.2.2 Distribuição Exata do Estimador PTE 
Para calcular a distribuição exata do estimador (À, Á) utilizaremos o Lema 
anterior. Assim, o evento QM L ~ QM E de truncamento determina a forma da 
distribuição exata como combinação convexa de uma distribuição absolutamente 
contínua com respeito à medida plana de Lebesgue e uma distribuição singular 
concentrada em uma semi-reta do plano. 
O seguinte resultado, de prova análoga ao Lema 6 do Capítulo 111, fornece a 
distribuição do vetor (À2,-n-k2) sob a condição QML > QME. 
n-I 
(
A n A ) 
Lema 4: Se o evento QML > QME é realizado, o vetor aleatório ~2 .--Â2 
n-I 
possui uma distribuição gama-Stacy de parâmetros a1 ~ Ji..n
2
-l), OJ ~ :~:~ 
p -I (n -I)(p -I) 
a2 =-- e e2 = 2 2 . 
2 2a T 
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Pode-se observar que as distribuições dos vetores ~2 ,--Â2 ( ~ n ~ ) n-1 
(i..2 ,__!!_Â2) coincidem sob a condição QML > QME. 
n-l 
e 
Lema 5: Se o evento QM L > QM E é realizado, a distribuição conjunta dos 
estimadores PTE é absolutamente contínua com densidade de probabilidade 
f ;: ;: ( ) = 4nuv .r ( 2 _n_ 2. p(n -1) p(n -1) p -1 (p -1Xn -1)J (4 2) Â. U, v J GS u ' v ' ' 2 2 ' ' 2 2 . 
. A n -l n -l 2 2a a 2 2a -r 
onde /cs(w,z;at.e1,a2,e2)é a densidade de probabilidade da distribuição gama-
Stacy com parâmetros a 1, e 1 , a 2 e e 2 . Nesse caso, o suporte da distribuição é o 
coneabertoC(c)={(u,v)E R2 : O<cu<v }, com c=~(n-1)/n. 
Prova: 
Conforme o Lema 3, quando QM L > QM E, os estimadores PTE coincidem com os 
estimadores PME de À e A. Assim, o Teorema 1 do Capítulo 111 fornece o resultado 
procurado.'Y 
A distribuição correspondente ao componente singular é dada no seguinte 
corolário. 
Corolário 1: A função de distribuição do estimador (f, Â) dado o evento QM L ~ 
QM E é dada por 
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(4.3) 
onde \j/(x) é a função de densidade de uma variável qui-quadrado central com 
( ) . p(n -1) ( 2 2) p n -1 graus de liberdade, g1 (u, v)= 2 2 g(u, v) e g(u, v)= min u , v . 
a cr 
Prova: 
A função de distribuição é 
F1(u, v)= P(~ ~u, Â ~ vjQML ~QME) =P(btJX ~u)nP(b1JX ~v)= P(btJX ~ min(u, v))= 
P(x ~ min2(u, v) I b'f) = P(x ~ g(u, v) I bf) 
Corolário 2: A função de distribuição do estimador (~.Á) condicionada dado o 
evento QM L > QM E é dada por 
(4.4) 
onde f-:.. :: (x,y) é a função de densidade dada em (4.2), g2 (u, v)= min(u, v I c) e 
/..,,A 
Prova: 
Pelo Lema 5 a função de distribuição é igual a 
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para u>O e v> O, onde R(u,v) é o trapézio {(x,y):O<x<u, cx<y<v} quando 
(u, v) E C(c) ou o triángulo {(x,y):o < x <; , ex< y <v} quando (u, v) \l C(c) .T 
O Lema 2 e os Corolários acima permitem agora a descrição completa da 
distribuição exata do estimador truncado. 
Teorema 1: A função de distribuição do estimador truncado (f. A) é a mistura 
(4.5) 
onde F1 é a função de distribuição singular do Corolário 1, F2 é a função de 
distribuição absolutamente contínua do Corolário 2, e y 1 é a constante do Lema 2. 
Prova: 
É suficiente considerar o evento B = {QM L ::;; QM E} de probabilidade y 1 e aplicar o 
Teorema das Probabilidades Totais à distribuição Pf.f.... do vetor bivariado (À, Á) . 
Se C é um boreliano arbitrário do plano, resulta 
pÀ,Á(C)=P[(À,A) ECJ=P[(À,A) EBnC]+P[(À,A) EBC nc]= 
=P~•A(BJ1(L~) ECIB]+P~·A(BC}P[(U) ECIBC]= 
= nP[ (f. A) EC 1 B J +(1- n)P[ (tA) EC 1 Bc J 
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que produz (4.5) quando C é um quadrante(- oo,u] x (- oo, v].T 
Nas duas seções seguintes discutiremos as distribuições exatas de outros 
estimadores restritos. 
4.3. Estimadores de Substituição de Máxima Verossimilhança 
Começaremos por definir os estimadores de máxima verossimilhança dos 
coeficientes de repetibilidade e reprodutibilidade. 
Definição 2: Quando os componentes de variância cr 2 e crz são estimados 
utilizando o método da máxima verossimilhança, os estimadores de substituição do 
coeficiente de repetibilidade À e de reprodutibilidade A serão denominados 
estimadores de substituição de máxima verossimilhança (plug-in maximum likelihood 
estimators ou PMLE). 
Lema 6: Os estimadores PMLE são 
p quando QML >--QME p-1 
e 
p quando QM L s --QM E 
p-1 
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Prova: 
É suficiente utilizar a forma explícita dos estimadores de máxima verossimilhança 
dos componentes de variância cujas expressões foram apresentadas no Capítulo 11 
e as relações 
. ( b) a + b -la - bj 
mzn a, = 
2 
a+b+la-bj 
e max( a, b) = ---
2
.:..__----.:. 
para obter as fórmulas dadas acima. T 
(4.6) 
Observação 1: Como já foi observado os estimadores PMLE dos coeficientes À e 
A são funções dos estimadores MLE definidos no Capítulo 11. Considere-se a 
função g(x,y) = (a../x,a~x + y) que aplica o espaço paramétrica 
{{cr2,crz): 0<cr2 ~cr2 +crz} no cone {(À,A): O<À~A} de forma bijetiva. Nesse 
caso é possível aplicar o Teorema de Invariância para estimadores de máxima 
verossimilhança ( Zehna 1966) e, portanto, os estimadores PMLE dos coeficientes 
de repetibilidade ª reprodutibilidade são estimadores de máxima verossimilhança 
dos parâmetros À ª A . 
--
Neste caso, a probabilidade do evento À= Ã coincide com a probabilidade do 
evento {1- p -I )QM L - QM E ~o, a qual é determinada no seguinte resultado. 
Lema 7: Sob as condições (3.2) do Lema 2 do Capítulo 111, a probabilidade do 
evento À= Ã é 
(4.7) 
onde K eU são definidos como no Lema 2. 
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Observação 2: A probabilidade y 1 do Lema 2 e a probabilidade y 2 do Lema 7 
verificam a relação y 1 .s: y 2. 
Lema 8: Utilizando a notação do Lema 2 do Capítulo 111, o evento 
QM L .s: _p_l QM E que produz a degeneração dos PMLE é equivalente a Y s;: Jl 2 X, p-
onde Jl2 = ( )( ) . n-1 l+m: 
1 
Prova: 
É imediata, utilizando as relações (p -l)QM L = -r 2Y e p(n -I)QM E= cr 2 X .T 
Lema 9: Os estimadores PMLE dos parâmetros /L e A assumem a forma 
onde as variáveis aleatórias X e Y são independentes e possuem distribuições qui-
quadrado centrais com p(n -1) e (p -1) graus de liberdade, respectivamente; as 
_ aa aa 1 
constantes sao, neste caso, h]_ = ~ , b2 = r= e Jl2 = ( )( ) . p( n - 1) v pn n - 1 1 + m: 
4.3.1 Distribuição Exata dos Estimadores PMLE 
Como no caso dos estimadores PTE, a distribuição exata dos estimadores 
PMLE será uma mistura de duas distribuições, uma singular e outra absolutamente 
contínua. Nesta seção determinaremos esses componentes. 
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O seguinte Lema pode ser provado de forma análoga ao Lema 4, no entanto, 
o Lema 11 é obtido em forma análoga ao Teorema 1 do Capítulo 111. 
Lema 10: Se o evento QML >__!!_QME é realizado, o vetor aleatório 
p-1 
( 'i-.2, _!!__ } •• ?) possui distribuição gama-Stacy com parâmetros 
n-1 
p(n-l) 
al = 2 
Observação 3: Note que a diferença entre as distribuições dos vetores 
(~2 n ~2) (~2 n ~2) À ,-A e À ,-A 
n-1 n-1 
está localizada somente no parâmetro secundário de 
escala denotado por e 2 . 
Lema 11: Se o evento QM L > __!!__ QM E é realizado, a distribuição conjunta dos 
p-1 
estimadores PMLE é absolutamente contínua com densidade de probabilidade 
( ) 4nuv ( 2 n 2 p(n -1) p(n -1) p- 1 p(n -I)) /)._ Ã u, v = --=-1 fGS u , ~1 v ; 2 2 2 ,-2-, 2 2 
' n n 2aa 2at 
(4.8) 
cujo suporte é o cone aberto C (c)= {(J.t, v) E m2 : o< cu< v } , onde c= .J(n -1) In. 
Corolário 3: A função de distribuição do estimador ('i., X) condicional dado o evento 
QM L ~ _!!_ QM E é dada por 
p-1 
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(4.9) 
com g3(u, v)= fn 2 g(u, v), onde a função g foi definida no Corolário 1 e f(.) é a a cr 
densidade da variável aleatória (x + (1 + 11K)Y), com X e Y variáveis 
independentes, tais que X-x2(p(n-1)) e Y- x2(p-1). 
Prova: 
A função de distribuição é 
G1(u, v)= P{À~u, Ã~ vi(P -1)QML ~pQME )=P(b2JZ ~ u, b2JZ ~v)= 
= P{(h2 .Jz c; u) n (h2.Jz c; v)}= P(b2.Jz c; min(u, v))=~ .Jz c; mi~, v))= 
~P( ~(X +(I+ llK)Y) c; mi:~· v))= p[ X +(I+ mc)Y c; min:t v)J 
para Z=(X +(1+11K)Y) e b2 = ~ .~ 
...;np 
O resultado seguinte exibe a função de distribuição correspondente ao evento 
complementar e pode ser provado de forma análoga ao Corolário 2. 
Corolário 4: A função de distribuição do estimador (À.Ã) condicionada dado o 
evento QML > ( P )QME é dada por p-1 
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(4.1 O) 
onde /~.Ã (x,y) é a função de densidade (4.8), g2(u, v)== min(u, v I c) e 
c== .J(n- 1) In . 
O Lema 6 e os Corolários precedentes permitem a descrição completa da 
distribuição do estimador de máxima verossimilhança. 
Teorema 2: A função de distribuição do estimador de máxima verossimilhança 
completa é a mistura 
(4.11) 
onde G1 é a função de distribuição correspondente ao componente singular do 
Corolário 3, G2 é a função de distribuição correspondente ao componente 
absolutamente contínuo do Corolário 4 e y 2 é a constante do Lema 7. 
4.4. Estimadores de Substituição de Máxima Verossimilhança 
Residual 
A definição dos últimos estimadores considerados figura a seguir. 
Definição 3: Quando os componentes de variância cr 2 e crz são estimados pelos 
seus respectivos estimadores de máxima verossimilhança residual, os estimadores 
de substituição dos coeficientes de repetibilidade À e de reprodutibilidade A serão 
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denominados estimadores de substituição de máxima verossimilhança residual 
(plug-in residual maximum likehood estimators ou PREMLE). 
Lema 12: Os estimadores PREMLE são 
quando QM L > QM E 
e 
(À,A)=(~~p(n-l)QME +(p-I)QMJ,. ~~p(n-l)QME +(p-l)QML ~ 
np-l np-l ) 
Prova: 
É suficiente utilizar a forma explícita dos estimadores de máxima verossimilhança 
residual dos componentes de variância fornecida no Capítulo 11 e as relações (4.6) 
para obter os estimadores. T 
Observação 4: Pode-se notar que a probabilidade de truncamento do estimador 
ãz coincide com a correspondente probabilidade y 1 do estimador PTE. 
Utilizando as condições (3.2) do Lema 2 do Capítulo 111 é possível obter uma 
outra expressão para os estimadores PREMLE. 
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Lema 13: Os estimadores PREMLE têm a forma 
Y>,..qx 
Ys;;J.qX 
onde as variáveis X e Y são definidas como no Lema 3 e q = ~ , 
p(n-1) 
a a 
aa p-I 
b3= e~~=--~~~~ 
.Jnp -I p(n -1)(1 +me) · 
Observação 5: Observe-se que no caso degenerado o estimador PREMLE tem a 
mesma expressão que o estimador PMLE, exceto na constante h]. 
4.4.1 Distribuição Exata dos Estimadores PREMLE 
A distribuição deste estimador possui uma estrutura semelhante a das 
distribuições dos estimadores restritos anteriores. Suas componentes são 
determinadas a seguir. 
Corolário 5: A função de distribuição do estimador r~:. X) condicional sobre o 
evento QML s;;QME é 
(4.12) 
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com g4(u, v)= P~-; g(u, v), g(u, v) é definida no Corolário 1 e fz(z) no Corolário 3. 
a cr 
Corolário 6: A função de distribuição do estimador (~.A.) condicional sobre o evento 
QML>QME é 
( 4.13) 
onde f~.X { x, y) é a função de densidade do vetor (À, A.), g2 ( u, v)= min( u, v 1 c) e 
c=~(p(n-l)l pn-l. 
Observação 6: É fácil provar que a distribuição do vetor ( 1:'2, :c:=:) f?) coincide 
com a distribuição do vetor('i?, _!!__ Ã2) e que a função de distribuição do 
n-1 
estimador (~.A.) condicional ao evento QML >QME coincide com a função de 
distribuição exata do vetor (~.Ã) dada pela expressão (4.8). No caso do estimador 
PREMLE o suporte é o cone aberto C(c)={(u,v):E m2 :0<cu<v}, com 
c = ~ p( n - 1) I (pn - 1) . 
Os Corolários 5 e 6 permitem a descrição completa dos estimadores de 
máxima verossimilhança residual e conduzem ao seguinte Teorema, de prova 
análoga ao Teorema 1. 
Teorema 3: A função do estimador de verossimilhança residual é a mistura 
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(4.14) 
onde H 1 é a função de distribuição correspondente ao componente singular do 
Corolário 5, H 2 é a função de distribuição correspondente ao componente continuo 
do Corolário 6 e y 1 = P{ U ~ (1 + nK)-1) é a constante do Lema 2. 
A função de distribuição da variável aleatória Z =X+ (1 + nK)Y que descreve 
a componente singular dos estimadores de máxima verosimilhança e dos PREMLE 
pode ser expressa usando resultados apresentados por Robinson & Pitman (1949). 
Porém, no contexto desta dissertação, a expressão obtida nos parágrafos 
anteriores é suficiente para determinar momentos, erro quadrático médio e vício dos 
estimadores. 
Antes de calcular os momentos dos estimadores, observemos que uma 
fórmula explícita da densidade da variável ax 2 + bx 2 , com x2 e x2 variáveis 
V} V2 V} V2 
independentes poderia também ser utilizada para determinar as marginais do 
estimador conjunto ( )., Â) no Capítulo 111. 
4.5. Momentos dos Estimadores Restritos 
Para expressar os momentos dos estimadores restritos utilizaremos a 
seguinte definição. 
Definição 1: Os momentos de ordem real (s1,s2,···sn) de uma distribuição F em 
mn podem ser expressos mediante a integral de Lebesgue Stieltjes 
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onde F(xl .x2.···xn) é a função de distribuição das variáveis aleatórias 
XI,X2····Xn. 
Como no caso unidimensional, os momentos existem sempre que a função 
jxt1 x~2 ···x~n I seja integrável com respeito a F sobre iRn. 
Agora considerando as variáveis aleatórias U = a1 X e V= a2 X+ a3 Y, onde 
X e Y são variáveis estocasticamente independentes, tais que X~ x2(p(n -1)), 
Y ~ x 2(p- 1) e a1, a2 e a3 são constantes positivas e segundo o Teorema 3 do 
Capítulo 111, temos que 
( 
s t)- ( .. )- (a2/a3)(p-I)I 2 2s+tr(s+t+((pn-I)12))r(s+(p(n-I)12)) 
E U V - <p ai, a2, a3, s, t - ( ( ) ) ( (( ) )) r p n -I I 2 r s + pn -I /2 
a{a~ x2 FI(s+t+((pn-I)12),(p-I)12;s+((pn-I)12): I-(a2/a3)) 
(4.15) 
Assim, os momentos dos estimadores restritos PTE, PMLE e PREMLE são 
obtidos particularizando a expressão (4.15) como nos Teoremas seguintes. 
Teorema 4: O momento conjunto de ordem real não-negativo (s,t) dos estimadores 
PTE é igual a 
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(4.16) 
onde y 1 é a probabilidade de truncamento, e 
Prova: 
É suficiente calcular 
E{~sAt) =H wsz 1dF= H wsz 1d(nFt(w,z)+(1-yi}F2(w,z))= 
912 912 
= YI H wszt dF1(w,z) + (1- YI) Jf wszt dF2(w,z) 
912 912 
A primeira integral é uma média ponderada da função h(w,z) = wszt com peso 
determinado pela probabilidade dF1 situada na vizinhança de (w,z). Assim, pelo 
Corolário 1, resulta que 
00 00 H ws zt ttrHw.z) = S w<s+t) Jw(w)dw = S u<s+t)/2\jf(u)du =E( u<s+t)/2) 
91 2 o o 
e desde U = a 1 X, \jf(u) é a densidade de uma distribuição qui-quadrado escalada. 
Como a integral com respeito a função F2(u, v) é absolutamente contínua, os 
Lemas 4 e 5 permitem obter 
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que fornece o resultado (4.16) ."Y 
Teorema 5: O momento conjunto de ordem real não-negativo (s,t) dos estimadores 
PMLE é igual a 
a2cr2 
onde y 2 é a probabilidade de truncamento, a1 = p(n _ 1) , 
a2't2 
a3=--. 
np 
Prova: 
Como no Teorema anterior 
E();:sÃt) = H ws z 1 dG = H wszt d(y2G1 (w,z) + (1- y 2)G2(w,z)) = 
9l2 9l2 
= Y2 Jf ws z 1 dG1 (w,z) +(1- Y2) Jf ws i dG2(w,z) 
m2 m2 
(4.17) 
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a primeira integral é, pelo Corolário 3 
00 fJ ws z' dGI ( w, z) = J v(s+t 12) fv(v)dv = E{v(s+)t 12) = q>( ai ,a2, a3 ;0, s;t). 
~2 o 
E pelo Corolário 4 temos 
o que permite obter o resultado (4.17) .T 
Teorema 6: O momento conjunto de ordem real não-negativo (s,t) dos estimadores 
PREMLE é igual a 
(4.18) 
a2a2 a2a 2 
onde y 1 é a probabilidade de truncamento a1 = p( ) , a2 = --n-1 np-1 
Prova: 
Para obter a expressão (4.18) é suficiente proceder como no Teorema S.T 
4.5.1 Momentos de Ordem 1 e 2 
Os momentos de primeira e segunda ordem dos estimadores serão obtidos 
utilizando os Teoremas anteriores e a fórmula 
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(4.18) 
Nos seguintes resultados, de prova imediata, são apresentados os momentos 
de primeira e segunda ordem dos estimadores irrestritos e restritos. 
Corolário 7: 
a) Os momentos de primeira ordem dos estimadores PME, PTE, PMLE e PREMLE 
do coeficiente de repetibilidade À são, respectivamente, 
i) 
i i) 
E(~)=À-_1 __ 
[p(n -1) I 2]112 
r((p(n -1) + 1) 1 2) 
r(p(n- 1) I 2) 
(:::) {piEi( p-1 )(P-1)12 r((p(n-1)+1)12) E À =À X p(n -1) p(1 + 111C) r(p(n -1 I 2)) 
xz FJ(pn/2,(p-1)12; pn/2; ;(;::)) 
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iii) 
(-) Ri ( 1 ) (p- 1)12 r(pn I 2) E À =y2 À - X 
np (1 + llK) r((pn -1) I 2) 
x 2 fi (pn I 2,(p -1} I 2; (pn- 1} I 2; (I _;"'me)) + 
( ) bEi( 1 )(p-1)12 r((p(n-1)+1)12) + 1- Y2 À X p(n -1) (1 + 11K) r(p(n -1) I 2) 
x2 F1 (pn I 2,(p -1) I 2; pn I 2; (1 ~llK)) 
i v) 
(~ ~( 1 )(P-1)12 r(pn12) E À)= Y1 À X 
np-1 (1+11K) r((pn-1)12) 
x 2 Fi (pn I 2,(p -I} I 2; (pn- I} I 2; (1 .:"'me)) + 
( ) c=c( 1 )(p-1)12r((p(n-1)+1)12) + 1-YI ÀvPH (1+11K) r(p{n-1)12) X 
x2 l•j (pn I 2,(p- I} I 2; pn I 2; (i _;"'nK)) 
b) Os momentos de primeira ordem dos estimadores PME, PTE, PMLE e PREMLE 
do coeficiente de reprodutibilidade A são, respectivamente, 
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i i) 
iii) 
~ fiEi( 1 )(p-1)12 r(pn12) 
E A =À X () p(n-1) (1+nK) r((pn-1)12) 
2F1(pn I 2,(p -1) I 2; (pn -1) I 2; (1 _:xnK)) 
i v) 
(;:::;) fpE( 1 )(P-1)12 r(pn12) EA=À X pn-1 (1+nK) r((pn-1)12) 
x2 FJ (pn I 2,(p -1) I 2; (pn- 1) I 2; (I ;11K)) 
Corolário 8: 
a) Os momentos de segunda ordem dos estimadores PME, PTE, PMLE e PREMLE 
do coeficiente de repetibilidade À são, respectivamente, 
i) 
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i i) 
~2 2 p - 1 1 + p11K 
( )(p
-1)12 ( ) 
E(t...) =f... p(l+nK) 2F1 (pn+I)12,(p-I)12; (pn+I)12; p(l+nK) 
iii) 
( ) ( 
pn _ 1) ( 1 ) (p -1) I 2 ( nK ) 
E 'i? =r2t...2 pn (l+nK) 2F1 (pn+1)12,(p-1)12;(pn-1)12; (I+nk) + 
( 
1 )(p-1)12 ( ) 
+ ( 1 - y 2) f... 2 (I + nK) 2 F1 (pn + 1) I 2, (p - 1) I 2; (pn + 1) I 2; (I :k) 
i v) 
(- ) ( 1 )(p-1)12 ( ) E '{2 = YI t...2 (1 + nK) 2F1 (pn + 1) I 2,(p -1) I 2;(pn -1) I 2; (l:k) + 
( 
1 ) (p-1)12 ( 11K ) 
+(1-yt)t...2 (l+nK) 2F1 (pn+I)12,(p-I)12;(pn+I)12; (I+nk) 
Os momentos de segunda ordem dos estimadores PME, PTE, PMLE e PREMLE do 
coeficiente de reprodutibilidade A são, respectivamente, 
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1+ pmc) 
p(1+mc) + 
( 2) 2 (pn-1) ( 1 )(p-
1)12 ( me ) E Ã =À --;;;;- (1+mc) 2F1 (pn+l)12,(p-l)12;(pn-1)12; (1+nK) 
i v) 
( ) 2 
( 1 ) (p -1) 12 ( nK ) 
E ~{2 =À (1+nK) 2F1 (pn+1)12,(p-l)12;(pn-1)12; (l+nK) 
Observação 5 : Os momentos conjuntos de ordem (s,t) dos estimadores podem 
também ser obtidos recorrendo às fórmulas 
da esperança condicional da variável aleatória U 5 V 1 sob a hipótese B de 
degeneração. Essa hipótesis tem probabilidade y 1 quando B = { QM L s QM E} para 
os estimadores PTE e PREMLE e probabilidade y 2 
B;;;;. {QM L s __!!__ QM E} para o estimador de máxima verossimilhança. 
p-l 
quando 
Observação 6 Baseados nos Corolários 7 e 8 pode-se obter a variância dos 
estimadores. 
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Observação 7: Baseados nos resultados anteriores é possivel também obter a 
covariância e o coeficiente de correlação dos estimadores. 
4.6 Vício e Erro Quadrático Médio dos Estimadores Restritos 
Duas características importantes na avaliação da qualidade dos estimadores 
podem ser obtidas sobre a base dos resultados anteriores, da Definição 8 do 
Capítulo 111 
Corolário 9 : O vício e o erro quadrático médio dos estimadores PME, PTE , PMLE, 
e PREMLE são obtidos baseados nos resultados anteriores . 
a) Dos estimadores PTE 
obtidas usando as fórmulas dos Corolários 7 e 8. 
ii) b(A)=E(X)-A e EQM(A)=E(A2)-2E(A)+A2 onde E(X) e E(X2) são obtidas 
nos Corolários 9 e 1 O. 
b) Dos estimadores PMLE 
i) b(~) = E(~) - À e EQM(~) = E(~) - 2E(~) + À 2 , onde E(~) e E(~) são obtidas 
nos Corolários 11 e 12. 
ii) b(Ã)=E(Ã)-A e EQM(Ã)=E(Ã2)-2E(Ã)+A2 onde E{Ã) e E{Ã2) são obtidas 
no Corolário 13. 
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c) Dos estimadores PREMLE 
i) b(~~) =E(~)- À e EQM(~) = E(~2 )- 2E(~) + À2 , onde E(~) e E(~2 ) são obtidas 
com base nas fórmulas dos Corolários 14 e15. 
i i) b(X) = E(X)- A e EQM(X) = E(A2)- 2E(X) + A2 onde E{ X) e E(A2) são obtidas 
com base nas fórmulas do Corolário 16. 
Para exibir os resultados obtidos representaremos a informação em dos 
Quadros. No Quadro 1 exibem os estimadores irrestritos e restritos, e no Quadro 2 
são apresentados as distribuições conjuntas exatas dos estimadores restritos e 
irrestritos, identificando a distribuição correspondente a os componentes singular e 
absolutamente contínuo da distribuição. 
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QUADRO 4 1 E f d d S b ft . A d C fi . t d R fb T d d d R d fbTd d . s 1ma ores e U SI UIÇ O e oe 1c1en es e epe 1 11 a e 2 e e epro u 1 1 1 a e A . . 
CONDIÇAO 
Estimadores QMr ~dQME<·> QMr >dQME 
-
PME(i.Â) (a~QME, Fn~(n-1)QME+QML) (a~QME, Fn~(n-1)QME +QML) 
PTE(~.A) (a~QME, a~QME) (a~QME, Fn~(n-1)QME +QML) 
PMLE(i.Ã) (Jnp ~p(n-l)QME +(p-l)QML , fnp ~p(n-l)QME +(p-l)QMLJ (a~QME, ~n:. b(n-l)QME +(p-l)QMLJ 
PREMLE(~.X) (~~p(n-l)QME +(p-l)JQML, ~~p(n-l)JQME +(p-l)QMLJ np -1 np -1 (a~QME, ~b(n-l)QME +(p-l)QMLJ np-1 
(*)A constante d é igual a 1 para os estimadores PME, PTE e PREMLE e igual a _!!_ para o estimador PMLE. 
p-1 
00 
w 
-1 
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Quadro 4.2: Distribuições exatas dos estimadores dos coeficientes de 
repetibilidade À e de reprodutibilidade A sob o modelo aleatório balanceado 
(2.1). 
Método Estimador Função de distribuição 
Dos Momentos PME 
F*(u, v) 
(3.5) 
Truncado PIE F(u, v)= ytF1 (u, v)+ (1- yt)F2(u, v) 
(4.5) 
De Máxima PMLE=MLE G(u, v)= Y2G1 (u, v)+ (1- Y2)G2(u, v) 
Verossimilhança 
(4.11) 
De Máxima PRFMLE H(u, v)= ytH1 (u, v)+ (1- yt)H2(u, v) 
Verossimilhança 
Residual (4.14) 
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CAPÍTULO V 
Uma Avaliação dos Estimadores 
Neste Capítulo realizaremos uma breve comparação das características dos 
estimadores definidos nos Capítulos 111 e IV. Para isto serão utilizados valores dos 
parâmetros sugeridos pelos resultados do ensaio interlaboratorial descrito na Seção 
1.5 do Capítulo I. 
5.1 Estimativas dos Coeficientes Ã. e A 
Como mencionado no Exemplo do Capítulo I, o Centro de Tecnologia de 
Embalagem -CETEA, realizou um ensaio interlaboratorial. O mesmo teve as 
seguintes características: nele participaram 8 laboratórios, os quais realizaram duas 
medições em duas épocas sobre cada um dos 6 materiais definidos mediante as 
combinações de, duas amostras, as que se diferenciam pela espessura da camada 
de estanho e três regiões, nas quais foi divida a folha-de-flandres, como foram 
definidas na Seção 1.5.1 do Capítulo I. Um esquema dos diferentes materiais é 
mostrado a continuação: 
MATERIAL AMOSTRA REGIÃO 
A A Inferior 
B A Superior 
c A Central 
D B Inferior 
E B Superior 
F B Central 
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As medições realizadas pelos laboratórios na Época 1 utilizando o método 
gravimétrico são apresentadas na Tabela 1 do Anexo 8. No seguinte Quadro são 
mostradas as correspondentes estimativas de espessura média e os quadrados 
médios QM E e QM L, ver Gatti et al.(1997). 
QUADRO 5.1: Espessura média, quadrados médios residuais e entre 
laboratórios para os dados da Época 1 nos diferentes materiais. 
Quadrados Médios 
Material Espessura Média Residual Entre Labs. 
A 1.348 0.0540 0.1057 
8 1.234 0.0301 0.0529 
c 1.177 0.0611 0.1337 
D 2.948 0.1050 0.0464* 
E 2.785 0.0684 0.1189 
F 2.810 0.1056 0.0867* 
(*) O quadrado médio entre laboratórios é inferior ao correspondente quadrado 
médio residual, produzindo uma estimativa negativa do componente cri' segundo o 
método dos momentos. 
No Quadro 5.2, a seguir, são apresentadas as estimativas dos estimadores 
dos coeficientes de repetibilidade e reprodutibilidade definidos nos Capítulos 111 e IV, 
no caso específico do Material D, Época 1. O mesmo foi selecionado por fornecer 
uma estimativa negativa do parâmetro cri. 
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Quadro 5.2: Estimadores dos coeficientes 1.. e A para o Material D, Época 1. 
ESTIMADORES ESTIMATIVAS DOS COEFICIENTES 
À A 
PME 0.9072 0.7704 
PTE 0.9072 0.9072 
PMLE 0.7555 0.7555 
PREMLE 0.7833 0.7833 
Para calcular as características distribucionais, vício e erro quadrático médio 
para cada um dos estimadores PME, PTE, PMLE e PREMLE são necessárias as 
probabilidades de truncamento. 
No Quadro 5.3 são exibidas as probabilidades de truncamento dos 
estimadores PTE e PREMLE dadas pela expressão ( 4.1) e que dependem do valor 
1 
--; e no Quadro 5.4 é indicada a probabilidade de truncamento do estimador 
1 + 111( 
PMLE dada por (4.7) a que depende de { X ) , sendo 
p-1 1+mc 
()2 
L K=-2" 
cr 
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Quadro 5.3: Probabilidade de truncamento y 1 dos estimadores PTE e PREMLE 
para n = 2 e p = 8 . 
0"2 0.01 0.10 0.50 1 
0"2 L 
o 0.5066 0.5066 0.5066 0.5066 
0.001 0.4115 0.4962 0.5045 0.5055 
0.10 0.00031 0.0823 0.3352 0.4115 
2.5 5.91x10"9 0.00002 0.0024 0.0145 
10 4.68 x 1 o·11 1.42 x 1 o·7 0.00003 0.0003 
Quadro 5.4: Probabilidade de truncamento y 2 do estimador PMLE para n = 2 e 
p=S. 
0"2 0.01 0.10 0.50 1 
0"2 L 
o 0.5766 0.5766 0.5766 0.5766 
0.001 0.4809 0.5663 0.5745 0.5755 
0.10 0.0005 0.1105 0.4010 0.4809 
2.5 9.42 x 1 o·9 0.00003 0.0037 0.0208 
10 7.46x 10"11 2.26 X 10"7 0.00005 0.00048 
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Os cálculos para determinar as características distribuicionais, o vício e erro 
quadrático médio foram realizados com o software Mathematica, Versão 2.2.3, para 
Windows 95, utilizando precisão de 30 casas decimais. (Em alguns casos foi 
mantido um bom número de casas decimais para possibilitar a comparação de 
valores muito próximos). Trabalhou-se com o valor da constante ..fi c= 2.8 =a, 
considerando c como o quantil de ordem 0.975 da distribuição normal, valor 
sugerido pelas correspondentes Normas ASTM E- 691 e ISO 5725. 
Nos Quadros 5.5 até 5.8 figuram as características dos estimadores do 
parâmetro À de repetibilidade. As casas decimais sublinhadas exibem 
eventualmente as diferenças entre os valores tabelados. 
E nos Quadros 5.9 até 5.12 figuram as características dos estimadores do 
parâmetro A de reprodutibilidade. 
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Quadro 5.5 : Valores esperados dos estimadores do coeficiente de 
repetibilidade Â . 
cr2 cr2 L À PME PTE PMLE PREMLE 
0.01 o 0.28 0.2714069959190072 0.2714069959190072 0.26865 0.27342 
0.001 0.2714069959190072 0.2714069959190073 0.27494 0.27820 
0.10 0.2714069959190072 0.2714069959190053 0.27168 0.27159 
2.5 0.2714069959190072 0.2714069959198366 0.27141 0.27141 
10 0.2714069959190072 0.2714069959197365 0.27141 0.27141 
0.10 o 0.8854 0.858264280010033 0.85826428001 0033 0.84955 0.86462 
0.001 0.85826428001 0033 0.858264280010033 0.85193 0.86650 
0.10 0.85826428001 0033 0.85826428001 0032 0.89246 0.88700 
2.5 0.85826428001 0033 0.85826428001 0024 0.85834 0.85832 
10 0.85826428001 0033 0.85826428001 0966 0.85826 0.85827 
0.50 o 1.9799 1 .919137272764369 1 .919137272764369 1.80066 1.93336 
0.001 1 .919137272764369 1 .91913727276436 1.90074 1.93421 
0.10 1.919137272764369 1 .9191372727643359 1.97279 1.00f/57 
2.5 1.919137272~ 1 .9191372727~ 1.92835 1.92563 
10 1 .919137272764369 1 .919137272764364 1.91947 1.91936 
1 o 2.8 2. 714069959190072 2. 714069959190072 2.68653 2.73717 
0.001 2. 714069959190072 2. 714069959190071 2.68729 2.73478 
0.10 2. 714069959190072 2. 714069959190073 2.74944 2.78195. 
2.5 2. 714069959190072 2. 714069959190068 2.75800 2.74688 
10 2. 714069959190072 2. 714069959190072 2.71683 2.71595 
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Quadro 5.6: Variãncia dos estimadores do coeficiente de repetibilidade Â.. 
cr2 cr2 
L À PME PTE PMLE PREMLE 
0.01 o 0.28 0.004738242565731507 0.004738242565731494 0.00340 0.00364 
0.001 0.004738242565731507 0.004738242565731452 0.00345 0.00402 
0.10 0.004738242565731507 0.004738242565731993 0.00492 0.00486 
2.5 0.004738242565731507 0.0047382425657 4941 0.00474 0.00474 
10 0.004738242565731507 0.004738242565774834 0.00474 0.00474 
0.10 o 0.8854 0.04738242565731488 0.04738242565731488 0.03400 0.03643 
0.001 0.04738242565731488 0.0473824256573151 0.03434 0.03681 
0.10 0.04738242565731488 0.04738242565731588 0.05791 o.osm 
2.5 0.04738242565731488 0.04738242565732187 0.04767 0.04758 
10 0.04738242565731488 0.04738242565729623 0.04739 0.04739 
0.50 o 1.9799 0.2369121282865763 0.2369121282865745 0.17001 0.18215 
0.001 0.2369121282865763 0.23691212828657 46 0.17035 0.18252 
0.10 0.2369121282865763 0.23691212828657 4 0.20491 0.21885 
2.5 0.2369121282865763 0.2369121282865652 0.26342 0.25600 
10 0.2369121282~ 0.236912128~ 0.23924 0.23853 
1 o 2.8 0.473824256573149 0.473824256573149 0.34001 0.36429 
0.001 0.473824256573149 0.4738242565731526 0.34035 0.36467 
0.10 0.473824256573149 0.4738242565731472 0.37483 0.40183 
2.5 0.473824256573149 0.4738242565731597 0.57997 0.55902 
10 0.473824256573149 0.473824256573149 0.49166 0.48649 
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Quadro 5. 7: Vício dos estimadores do coeficiente de repetibilidade Â . 
cr2 cr2 L À PME PTE PMLE PREMLE 
0.01 o 0.28 -0.~4 -0.~84 -0.01134 -0.00668 
0.001 -0.~ -0.003593CX)403(X)7 -0.00505 -0.00180 
0.10 -0.~84 -0.Cl08003()()4()37 -0.00832 -0.00841 
2.5 -0.~4 -0.008593X)4(l3()16339 -O.CXE59 -O.CXE59 
10 -0.~4 -0.003593XJ40002632 -O.CXE59 -O.CXE59 
0.10 o 0.8854 -0.0271734648362133 -0.0271734648362133 -0.03588 -0.02002 
0.001 -0.0271734648362133 -0.02717346483621363 -0.03350 -0.01894 
0.10 -0.0271734648362133 -0.02717346483621452 0.00702 0.00161 
2.5 -0.0271734648362133 -0.02717346483622185 -0.02700 -0.02712 
10 -0.0271734648362133 -0.02717346483618999 -0.02717 -0.02717 
0.50 o 1.9799 -0.0007617145579733 -0.000761 714557973E -0.00023 -0.04655 
0.001 -0.0007617145579733 -0.00076171455797286 -0.07915 -0.04669 
0.10 -0.0007617145579733 -0.000761714557973E -0.00710 0.00667 
2.5 -0.0007617145579733 -0.00076171455796753 -0.05154 -0.05427 
10 -0.00076171455~ -0.00076171455~ -0.00043 -0.00054 
1 o 2.8 -0.085930040800028 -0.085930040800028 -0.11347 -0.06683 
0.001 -0.085930040800028 -0.08563CX)4()8(XY1 -0.11270 -0.06522 
0.10 -0.085930040800028 -0.~ -0.~ -0.01805 
2.5 -0.~83 -0.~ -0.04199 -O.a5312 
10 -0.~83 -0.085930040800028 -0.008317 -0.00-c; 
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Quadro 5.8: Erro quadrático médio dos estimadores do coeficiente de 
repetibilidade À. 
cr2 cr2 L À PME PTE PMLE PREMLE 
0.01 o 0.28 0.004812082284852013 0.004.812082284851986 0.00353 0.00369 
0.001 0.004812082284852013 0.004.812082284851941 0.00377 0.00402 
0.10 0.004812082284852013 0.004.812082284852516 0.00496 0.00493 
2.5 0.004812082284852013 0.004.812082284871115 0.00481 0.00481 
10 0.004812082284852013 0.004.812082284898258 0.00481 0.00481 
0.10 o 0.8854 0.04812082284851963 0.0481208228485196 0.03529 0.03686 
0.001 0.04812082284851963 0.04812082284852004 0.03547 0.03716 
0.10 0.04812082284851963 0.04812082284852086 0.05791 0.05772 
2.5 0.04812082284851963 0.04812082284852726 0.04841 0.04832 
10 0.04812082284851963 0.04812082284849968 0.04813 0.48129 
0.50 o 1.9799 0.240004114242ro:5 0.2400041142425991 0.17644 0.18431 
0.001 0.2400041142426005 0.2400041142425991 0.17661 0.18461 
0.10 0.240004114242ro:5 0.240004114242fQ67 0.20496 0.21889 
2.5 0.2400041142426005 0.2400041142425891 0.200E 0.25955 
10 0.240004114242~ 0.2400041142422Qi§ 0.24289 0.24219 
1 o 2.8 0.4812082284851975 0.4812082284851963 0.35289 0.36863 
0.001 0.4812082284851975 0.4812082284852019 0.~ 0.36891 
0.10 0.4812082284851975 0.4812082284851962 0.37739 0.40216 
2.5 0.4812082284851975 0.4812082284852005 0.58173 0.56184 
10 0.4812082284851975 0.4812082284851963 0.49857 0.49355 
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Quadro 5.9 Valores esperados dos estimadores do coeficiente de 
reprodutibilidade A. 
0"2 0"2 L A PME PTE PMLE PREMLE 
0.01 o 0.28 0.27536 0.27336 0.26663 0.27538 
0.001 0.2937 0.28871 0.28159 0.27876 0.28790 
0.10 0.9287 0.89932 0.89913 0.84433 0.87202 
2.5 4.4360 4.28161 4.28162 4.00575 4.13712 
10 8.8588 8.54937 8.54937 7.99754 8.25962 
0.10 o 0.8854 0.87076 0.86443 0.84316 0.87001 
0.001 0.8899 0.87503 0.86674 0.84700 0.87487 
0.10 1.2522 1.225ffi 1.19514 1.16770 1.2a599 
2.5 4.5149 4.36373 4.36367 4.00835 4.22243 
10 8.8985 8.59007 8.59007 8.03934 8.3)298 
0.50 o 1.9799 1.94707 1.93292 1.88537 1.97720 
0.001 1.9819 1.94001 1.93394 1.88713 1.94001 
0.10 2.1689 2.13133 2.00020 2.05296 2.12028 
2.5 4.8497 4.70048 4.70167 4.43347 4.57887 
10 9.0730 8.77242 8.77219 8.22186 8.491&> 
1 o 2.8 2.75357 2.73356 2.66631 2.75376 
0.001 2.8014 2.75494 2.73428 2.66755 2.75&l4 
0.10 2.9367 2.88710 2.81500 2.78762 2.87904 
2.5 5.2383 5.1o:n::l 5.06857 4.82614 4.98441 
10 9.2865 8.99322 8.99126 8.44332 8.72022 
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Quadro 5.10: Variância dos estimadores do coeficiente de reprodutibilidade A . 
0'2 0'2 L A PME PTE PMLE PREMLE 
0.01 o 0.28 0.00258 0.00368 0.00241 0.00257 
0.001 0.2937 0.00289 0.00372 0.00265 0.00283 
0.10 0.9287 0.05362 0.05373 0.04600 0.04971 
2.5 4.4360 1.34616 1.34616 1.17747 1.'25fi37 
10 8.8588 5.38666 5.38666 4.71291 5.02710 
0.10 o 0.8854 0.02578 0.03676 0.02400 0.02568 
0.001 0.8899 0.02607 0.03672 0.02431 0.02593 
0.10 1.2522 0.06004 0.07473 O.Cl5748 0.06132 
2.5 4.5149 1.34185 1.34203 1.17039 1.24842 
10 8.8985 5.38001 5.38002 4.70420 5.01781 
0.50 o 1.9799 0.12892 0.18382 0.12039 0.12842 
0.001 1.9819 0.12921 0.18377 0.12062 0.12866 
0.10 2.1689 0.16143 0.19677 0.14638 0.15613 
2.5 4.8497 1.35022 1.38645 1.16931 1.24726 
10 9.0730 5.36465 5.36006 4.67599 4.96772 
1 o 2.8 0.25783 0.36764 0.24079 0.25684 
0.001 2.8014 0.25612 0.36759 0.24101 0.25700 
0.10 2.9367 0.28864 0.37209 0.26516 0.28284 
2.5 5.2383 1.39845 1.46638 1.20041 1.28896 
10 9.2865 5.36205 5.37283 4.66042 4.97111 
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Quadro 5.11 : Vício dos estimadores do coeficiente de reprodutibilidade A. 
0'2 0'2 
L A PME PTE PMLE PREMLE 
0.01 o 0.28 -0.00464 -0.00664 -0.01~7 -0.00462 
0.001 0.2937 -0.00496 -0.01206 -0.01490 -0.00576 
0.10 0.9287 -0.02933 -0.02953 -0.08432 -O.CE663 
2.5 4.4360 -0.15442 -0.15442 -0.43)29 -0.29891 
10 8.8588 -0.~ -0.~ -0.86127 -0.59898 
0.10 o 0.8854 -0.01468 -0.02101 -0.04228 -0.01462 
0.001 0.8899 -0.01477 -0.023117 -0.04277 -0.01499 
0.10 1.2522 -0.02665 ..Q.(l5705 -0.004501 -0.04621 
2.5 4.5149 -0.15113 -0.15119 -0.42651 -0.29243 
10 8.8985 -O.:JJ767 -O.:JJ767 -0.85921 -0.50056 
0.50 o 1.9799 -0.03283 -0.04698 -0.00453 -0.03270 
0.001 1.9819 -0.03287 -0.04794 -0.00475 -0.03286 
0.10 2.1689 -0.03754 -0.10067 -0.11592 -0.04859 
2.5 4.8497 -0.14126 -0.14807 -0.41627 -0.27C27 
10 9.0730 -O.:JJ062 -O.:n:l85 -0.85118 -0.58153 
1 o 2.8 -0.04643 -0.06644 -0.13300 -0.04625 
0.001 2.8014 -0.04646 -0.06712 -0.13384 -0.04636 
0.10 2.9367 -0.04956 -0.12076 -0.14004 -0.05762 
2.5 5.2383 -0.13523 -0.16975 -0.41218 -0.25391 
10 9.2865 -0.~ -0.29529 -0.84323 -0.56633 
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Quadro 5.12: Erro quadrático médio dos estimadores do coeficiente de 
reprodutibilidade A. 
0"2 0"2 L A PME PTE PMLE PREMLE 
0.01 o 0.28 0.00200 0.00372 0.00259 0.00259 
0.001 0.2937 0.00291 0.00387 0.00287 0.00286 
0.10 0.9287 0.05448 0.05400 O.a5371 0.05292 
2.5 4.4360 1.37001 1.37001 1.36262 1.34532 
10 8.8588 5.48241 5.48241 5.45469 5.38588 
0.10 o 0.8854 0.02000 0.03721 0.02587 0.02500 
0.001 0.8899 0.02629 0.037251 0.02613 0.02615 
0.10 1.2522 0.06675 0.07799 0.06462 0.06345 
2.5 4.5149 1.36400 1.36487 1.35231 1.33394 
10 8.8985 5.47557 5.47558 5.44244 5.37250 
0.50 o 1.9799 0.13D:I 0.18603 0.12933 0.12949 
0.001 1.9819 0.1~29 0.18006 0.12900 0.12974 
0.10 2.1689 0.16284 0.20058 0.15981 0.15849 
2.5 4.8497 1.37017 1.38837 1.34259 1.32063 
10 9.0730 5.45502 5.45657 5.40049 5.3251:0 
1 o 2.8 0.26999 0.37206 0.25866 0.25898 
0.001 2.8014 0.20028 0.37200 0.25893 0.25923 
0.10 2.9367 0.29110 0.38667 0.28738 0.28616 
2.5 5.2383 1.41674 1.49520 1.37831 1.35344 
10 9.2865 5.44810 5.40003 5.37146 5.29184 
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5.2 Desempenho dos Estimadores dos Coeficientes de 'A. e A . 
Como exibido no Quadro 5.5 pode-se observar que, em geral, os valores 
esperados dos estimadores PTE, PME e PREMLE se aproximam do valor alvo do 
parâmetro À. . Entretanto, os valores esperados do estimador PMLE ficam um pouco 
mais afastados do parâmetro a estimar, para algums valores dos parâmetros c:r 2 e 
c:r i . Dos quatro estimadores o PREMLE parece ter um melhor comportamento. Os 
valores esperados dos quatro estimadores considerados são muitos próximos 
quando o valor de cri aumenta. É de destacar que os estimadores PME e PTE 
diferem, somente a partir da décima primeira casa decimal, para os valores mais 
baixos do parâmetro c:r i . 
As variâncias mostradas no Quadro 5.6 são semelhantes, para os 
estimadores PME e PTE, o mesmo acontece com as variâncias dos estimadores 
PMLE e PREMLE, sendo estas de menor magnitude para valores baixos do 
2 parâmetro c:r L . 
Os vícios exibidos no Quadro 5.7, mostram que eles subestimam o valor 
populacional, sendo menor em todos os casos o vício do estimador PREMLE. Este 
comportamento também se reflete nos valores do erro quadrático médio contidos 
2 2 , . 
no Quadro 5.8 e pode-se notar que, para quando c:r = 0.10 e c:r L= 0.10, o v1c1o 
resulta positivo para os estimadores PMLE e PREMLE. 
O comportamento das estimativas dos valores esperados do parâmetro A , 
mostra que os estimadores PME e PTE tem valores esperados, em geral, mais 
próximos do valor do parâmetro À., ver Quadro 5.9. No entanto, o estimador PMLE 
apresenta valores esperados menores que os outros três estimadores. 
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Os valores de variância de estimador PMLE de A são menores que os dos 
outros estimadores, segundo o Quadro 5. 1 O; o vício de todos os estimadores 
considerados é negativo, sendo maior o vício de estimador PMLE. 
O erro quadrático médio possui um comportamento semelhante para todos os 
estimadores, no entanto ele aumenta quando o valor do parâmetro cr z aumenta. 
Em resumo, podemos afirmar que, para esses dados, os estimadores 
comportam-se de forma análoga com uma ligeira vantagem do estimador PREMLE. 
5.3 Observações Finais 
Muitas são as pesquisas dedicadas a estudar a variabilidade entre e dentro 
dos laboratórios avaliada por os coeficientes de repetibilidade e reprodutibilidade. 
Neste trabalho os coeficientes são considerados como parâmetros, diferente ao 
tratamento usual, definindo diferentes estimadores, determinando suas distribuições 
e características distribucionais. Esses resultados têm como base um modelo linear 
balanceado associado a uma classificação simples. 
No contexto desta dissertação dirigimos nossos esforços na estimação 
pontual o qual fornece um ponto inicial para a inferência estatística. O passo 
seguinte pode ser a determinação de intervalos de confiança para os parâmetros "A 
e A. Recentemente Burdick & Larsen (1997) apresentaram intervalos de confiança 
para as medidas de variabilidade dos coeficientes r e R, em um estudo de 
repetibilidade e reprodutibilidade. 
Desde que, em nosso trabalho, consideramos um modelo com uma 
classificação simples, poderia ser de interesse realizar um estudo sistemático 
baseado em modelos mais complexos considerando outros fatores, assim como a 
interação entre eles. 
99 
ANEXO A: Funções Especiais 
Para obter os momentos dos estimadores dos Capítulos 111 e IV é 
necessário utilizar como auxílio a função especial de Whittaker e algumas 
relações entre a mesma e funções hipergeométricas. A seguir são apresentados 
resultados básicos relevantes. 
Muitas funções da Análise podem ser expressas em termos da função 
hipergeométrica, introduzida por Gauss em 1812 e denotada por 2Ft(a,b;c;z), 
definida mediante a série de potências 
2
F
1
(a,b; c; z)=l+ ab z+ a(a+l)b(b+l) z2 + a(a+l)(a+2)b(b+l)(b+2) z 3+·· 
I. c 1.2.c(c + 1) 1.2.3.c(c + l)(c + 2) 
(A1) 
que converge absolutamente para lzl < 1 ficando indefinida quando c é um inteiro 
negativo. A função 2F1 pode ser estendida analiticamente para valores complexos 
utilizando diversas representações integrais, ver por exemplo §2.5 de Magnus et ai. 
(1966). 
A função 2F1 é uma solução da equação diferencial linear homogênea 
d 2w dw 
z(l-z) - 2 +[c-(a+b+l)z] --abw=O dz dz 
(A2) 
que possui pontos singulares z0 =o, 1 e oo (isto é: a equação pode ser escrita na 
forma 
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( )2 d
2
w ( ) dw z-z0 - 2-+ z-z0 p(z) -+q(z)w=O dz dz 
(A3) 
com p(z) e q(z) funções analíticas em z0 ; para z0 = oo é necessário inverter 
primeiro a variável z utilizando z~l I z para obter depois uma equação 
semelhante a (A3) para a função transformada). 
Muitas funções conhecidas são casos particulares da função 
hipergeométrica. Assim por exemplo são válidas as relações 
• 2Fi(l, 1; 2;-z)=(l+z)a 
• 2 F1 (a, b ; a ; 1- z) = z -h, para a e b reais 
• z 2 F1 ( 1 I 2 , 1 I 2 ; 3 I 2 ; z) = log( 1 + z) 
• 2 2F1 (1 I 2, 1 ; 3 I 2; z2 ) = logC ~ ;) 
A função de Kummer ou função hipergeométrica confluente é denotada por 
1F1 e definida como límite da função 2F1(a,b;c;z), quando z é substitida por z I b 
e b~oo em (A1) e (A2). Nesse caso (A2) converte-se na equação diferencial 
d 2w dw 
z --+(b-z) --aw=O 
dz2 dz 
e (A 1 ) na função de Kummer 
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Fi a. b. z = 1 + a z + a( a + 1) z 
2 
+ a( a + 1)( a + 2) ~ + .. 
l I(' ' ) b b(b+l) 2! 3!b(b+l)(b+2) 3! ' 
que é convergente para todo z complexo, ficando indefinida quando a ou b são 
inteiros negativos, veja §6.1.1 de Magnus ai el (1966). 
A função hipergeométrica confluente também possui diversas 
representações integrais e dá origem à funções conhecidas, como as indicadas a 
seguir, veja por exemplo §6.7.2 de Magnus at el (1966). 
z 
• 1F1(a; a+l; -z)= az-a Jta-le- 1dt (função gama incompleta) 
o 
Em particular a função hipergeométrica confluente permite definir a função 
e com ela a função de Whittaker 
de parâmetros !l e y . 
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A função Wy.~(z) tem um ponto de ramificação para z =o e uma 
singularidade essencial no infinito; por esse motivo será definida somente para z 
complexo com IArgzl < n e em particular para z real positivo. 
As demonstrações dos resultados enunciados podem ser encontradas no 
§7.1.1 de Magnus at el (1966), onde também é apresentada a equação diferencial 
de Whittaker, que têm as funções My, 11 (z) e Wy,~(z) como soluções. 
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ANEXO B: Dados do Ensaio lnterlaboratorial 
Na seguinte tabela são apresentadas as medições correspondentes à 
Época 1 para os 6 Materiais analisados no ensaio interlaboratorial realizado 
pelo CETEA -ITAL,Campinas. Detalhes do ensaio figuram em Gatti et ai. (1997). 
TABELA 1: Espessura de estanho em folha-de-flandres em g I m2 
MATERIAL 
LAB. A 8 c o E 
1 1.01 1.24 1.82 2.88 3.20 
1.74 1.43 1.36 3.04 2.67 
2 1.28 0.89 1.32 3.02 3.06 
1.24 1.47 1.01 2.95 3.02 
3 1.20 1.01 0.85 2.67 2.95 
0.96 1.05 0.93 3.00 2.83 
4 1.23 1.23 1.12 3.24 3.02 
1.56 1.34 0.90 2.91 2.91 
5 1.55 1.55 1.55 2.71 2.71 
1.55 1.55 1.55 2.71 2.32 
6 1.00 1.40 1.00 3.00 2.80 
1.10 1.10 1.00 2.80 2.80 
7 1.32 1.05 1.01 3.14 2.71 
1.34 1.12 1.09 3.29 2.91 
8 1.94 1.16 1.55 2.32 1.94 
1.55 1.16 0.77 3.49 2.71 
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F 
3.06 
2.95 
2.91 
2.98 
2.98 
2.71 
2.80 
3.02 
2.71 
2.32 
2.60 
2.80 
3.10 
2.98 
1.94 
3.10 
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