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RESUMO
A modelagem atrave´s de Equac¸o˜es Diferenciais (ED) tem sido de grande
importaˆncia tanto para o estudo do comportamento e compreensa˜o de diversos
fenoˆmenos, quanto para o desenvolvimento de te´cnicas que visam obter soluc¸o˜es
para as Equac¸o˜es Diferenciais (ED). A soluc¸a˜o exata de uma ED nem sempre e´
poss´ıvel de ser encontrada e, neste caso, o uso de me´todos nume´ricos para obter a
soluc¸a˜o aproximada se faz necessa´rio. No entanto, a precisa˜o dos me´todos nume´ricos
foram bastante aprimoradas ao longo dos anos, o que dificulta a realizac¸a˜o de uma
comparac¸a˜o entre eles, ja´ que a diferenc¸a entre os me´todos em termos de precisa˜o e´
muito pequena. No intuito de fornecer um suporte para realizar comparac¸o˜es entre
me´todos nume´ricos de alta precisa˜o, este trabalho apresenta duas soluc¸o˜es anal´ıticas
de refereˆncia para dois problemas de valor inicial e de contorno, modelados pela
Equac¸a˜o da Onda Bidimensional, onde essas soluc¸o˜es trazem consigo um paraˆmetro
de ajuste φ caracterizado como a frequeˆncia de excitac¸a˜o de uma membrana. O
paraˆmetro de ajuste φ, presente nas soluc¸o˜es anal´ıticas, sera´ utilizado como artif´ıcio
para dificultar a aproximac¸a˜o da soluc¸a˜o exata, viabilizando a comparac¸a˜o entre
me´todos nume´ricos extremamente precisos. O presente trabalho tambe´m fornece a
aproximac¸a˜o das soluc¸o˜es dos problemas propostos utilizando o Me´todo das Dife-
renc¸as Finitas (MDF), bem como uma ana´lise no que diz respeito a sua precisa˜o,
levando em considerac¸a˜o o paraˆmetro de ajuste φ.
Palavras-chave: Equac¸a˜o da Onda, Frequeˆncia de Excitac¸a˜o, Soluc¸a˜o de Re-
fereˆncia, Diferenc¸as Finitas, Me´todos Nume´ricos.
ABSTRACT
The modelling through Differential Equations (DE) has been of great
importance for the study of the behavior and comprehension of several phenomena,
as well as for the developing of technics for obtaining solutions for these differential
equations. The exact solution of a DE is not always possible to be found, and, in
this case, the use of numerical methods to obtain approximate solutions is neces-
sary. However, the precision of numerical methods has improved along the years,
what makes it difficult to compare them, since the difference in terms of precision of
the methods is generally small. In order to provide a support to make comparisons
between high precision numerical methods, this work presents two benchmark solu-
tions for two initial value and boundary problems, modeled by the Bi-dimensional
Wave Equation, that includes an adjustment parameter φ, defined as the membrane’s
frequency of excitation. The parameter φ, present in the benchmark solutions, will
be used as an artifice to difficult the approximation of the exact solution, making
viable the comparison between highly precise methods. This work also provides the
approximation of the solutions of the proposed problems using the Finite Difference
Method, with an analysis about its precision taking in consideration the adjustment
parameter φ.
keywords: Wave Equation, Excitation Frequency, Benchmark Solution, Finite Dif-
ferences, Numerical Methods.
1 INTRODUC¸A˜O
Neste trabalho, sa˜o apresentadas duas soluc¸o˜es de refereˆncia para um
problema governado pela equac¸a˜o da onda bidimensional. A equac¸a˜o da onda, que
e´ um exemplo de uma equac¸a˜o do tipo hiperbo´lico, e´ aplicada em diversas situac¸o˜es
pra´ticas como em vibrac¸o˜es de so´lidos ela´sticos [4, 11]. Problemas cuja geometria do
domı´nio tem um alto grau de complexidade necessitam de um me´todo aproximado
de soluc¸a˜o, como, por exemplo, o Me´todo das Diferenc¸as Finitas (MDF) [2] ou o
Me´todo dos Elementos Finitos (MEF) [14, 7, 1].
A utilizac¸a˜o de me´todos nume´ricos para o ca´lculo de soluc¸o˜es aproxima-
das de equac¸o˜es diferencias em geral, tem se tornado cada vez mais necessa´ria, uma
vez que a obtenc¸a˜o da soluc¸a˜o exata de equac¸o˜es que modelam fenoˆmenos comple-
xos nem sempre e´ trivial. Entretanto, boa parte das soluc¸o˜es anal´ıticas encontradas
na literatura na˜o requer grandes esforc¸os dos me´todos nume´ricos para que soluc¸o˜es
aproximadas precisas sejam obtidas. Nesse contexto, a comparac¸a˜o entre me´todos
de alta precisa˜o e´ prejudicada ja´ que as soluc¸o˜es encontradas sa˜o semelhantes, o que
dificulta a comparac¸a˜o e a percepc¸a˜o de qual me´todo e´ mais eficiente em termos de
precisa˜o.
Os problemas propostos, neste trabalho, consistem em uma membrana
vibrante e na formulac¸a˜o destes modelos, ha´ um paraˆmetro de ajuste caracterizado
como a frequeˆncia de excitac¸a˜o, que sera´ utilizado na soluc¸a˜o anal´ıtica como artif´ıcio
para dificultar a aproximac¸a˜o das soluc¸o˜es pelos me´todos nume´ricos. Para problemas
bidimensionais, uma soluc¸a˜o com essa natureza pode ser bastante u´til, visto que na
literatura, existem poucas soluc¸o˜es desse tipo, isto e´, que viabilizam a comparac¸a˜o
entre me´todos nume´ricos de alta precisa˜o. O trabalho desenvolvido em [10] segue
a mesma linha do tema em questa˜o, pore´m aplicado a um caso espec´ıfico, com
uma soluc¸a˜o unidimensional. Ja´ [13] disponibiliza uma outra soluc¸a˜o espec´ıfica
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unidimensional, embora o foco na˜o seja a comparac¸a˜o de me´todos nume´ricos. O
objetivo deste trabalho e´ apresentar duas soluc¸o˜es anal´ıticas de refereˆncia em que
me´todos nume´ricos possam ser comparados e tambe´m analisados no que diz respeito
a sua precisa˜o, levando em considerac¸a˜o o paraˆmetro de ajuste disponibilizado.
A estrutura deste trabalho esta´ organizada em Sec¸o˜es e Subsec¸o˜es onde
apresentaremos no Cap´ıtulo 2 os dois problemas propostos, com suas respectivas
soluc¸o˜es anal´ıticas, no Capitulo 3 demonstraremos a obtec¸a˜o das soluc¸o˜es anal´ıticas
na qual uma soluc¸a˜o espec´ıfica e´ calculada para o caso de uma func¸a˜o quadra´tica. No
Cap´ıtulo 4 iremos calcular de forma aproximada as soluc¸o˜es dos problemas utilizando
o Me´todo das Diferenc¸as Finitas (MDF), no Cap´ıtulo 5 discutiremos, atrave´s de
exemplos nume´ricos, a utilidade das soluc¸o˜es obtidas, fazendo o uso de figuras no
intuito de validar as soluc¸o˜es anal´ıticas e por fim, concluiremos o nosso trabalho
e guiaremos poss´ıveis ideias que podem seguir a mesma abordagem do tema em
questa˜o.
2
2 PROBLEMAS DE REFEREˆNCIA
Neste cap´ıtulo, iremos apresentar os dois problemas regidos pela equac¸a˜o
da onda bidimensional e encontrar as suas soluc¸o˜es anal´ıticas, a qual iremos chamar
de soluc¸o˜es de refereˆncia. A diferenc¸a entre os problemas propostos esta´ na condic¸a˜o
de contorno prescrita. O Problema 1 e´ formulado com condic¸o˜es de Dirichlet, isto
e´, que na˜o envolvem a derivada de uma func¸a˜o prescrita no contorno do problema,
enquanto que o Problema 2 e´ formulado com a derivada de uma das condic¸o˜es de
contorno, isto e´, existe uma condic¸a˜o de Neumann prescrita [12]. Posteriormente,
iremos definir cada um dos problemas e encontrar as suas respectivas soluc¸o˜es.
De forma geral, a precisa˜o dos me´todos nume´ricos esta´ relacionada com
o valor das derivadas espaciais e temporais da soluc¸a˜o. Nos problemas propostos
por este trabalho, verifica-se que quanto maiores forem os valores da frequeˆncia de
excitac¸a˜o φ, maiores sera˜o os valores das derivadas. Assim, e´ poss´ıvel tornar o pro-
blema ta˜o dif´ıcil para ser resolvido computacionalmente quanto se queira, no que
diz respeito a` precisa˜o da soluc¸a˜o obtida, bastanto para isso, aumentar a frequeˆncia
de excitac¸a˜o φ. Isto permite que as soluc¸o˜es de refeˆrencia apresentadas adiante pos-
sam ser utilizadas para a comparac¸a˜o de me´todos nume´ricos extremamente precisos,
que em outros casos talvez obtivessem soluc¸o˜es ta˜o precisas que na˜o pudessem ser
comparadas adequadamente.
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2.1 Problema 1: Condic¸a˜o de Dirichlet
O Problema 1 e´ definido da seguinte maneira: encontrar u1(x, y, t) que
satisfaz
∂2u1
∂t2
= c2
(
∂2u1
∂x2
+
∂2u1
∂y2
)
, [0, Lx]× [0, Ly]× [0, T ] (2.1)
com condic¸o˜es de contorno e iniciais dadas pelas equac¸o˜es
u1(0, y, t) = 0, (2.2)
u1(x, 0, t) = 0, (2.3)
u1(x, Ly, t) = 0, (2.4)
u1(Lx, y, t) = sen(φt)f(y), (2.5)
com
f(0) = f(Ly) = 0, (condic¸a˜o de compatibilidade) (2.6)
u1(x, y, 0) = 0, (2.7)
∂u1(x, y, 0)
∂t
= 0. (2.8)
A figura (2.1) ilustra as condic¸o˜es iniciais (seta azul) e de contorno (seta
vermelha) do Problema 1 descrito acima.
A condic¸a˜o de Dirichlet dada pela Eq.(2.5) sera´ modificada no Problema
2. Uma soluc¸a˜o fraca para este problema, considerando a func¸a˜o f(y) gene´rica, e´
dada pela equac¸a˜o
u1(x, y, t) =
∞∑
m=1
∞∑
n=1
vam,n(x, y, t) +
∞∑
m=1
∞∑
n=1
vbm,n(x, y, t) +
x
Lx
sen(φt)f(y), (2.9)
onde vam,n(x, y, t) e´ definido por
vam,n(x, y, t) =
(
B∗m,nsen (λm,nt)
)
sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
, (2.10)
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Problema1
Figura 2.1: Condic¸o˜es iniciais e de contorno do Problema 1 (Eq.(2.1)-(2.8))
com
λm,n = cpi
√(
n
Ly
)2
+
(
m
Lx
)2
, (2.11)
B∗m,n =
4
λm,nLxLy
∫ Ly
0
∫ Lx
0
g1(x, y)sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
dxdy, (2.12)
g1(x, y) = − φ
Lx
xf(y), (2.13)
e vbm,n(x, y, t) definido por
vbm,n(x, y, t) = Bm,n(t)sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
, (2.14)
onde
Bm,n(t) = A1sen(zt) +
sen(φt)b1
Lx(z2 − φ2) , (2.15)
z2 =
(
cmpi
Lx
)2
+
(
cnpi
Ly
)2
, (2.16)
A1 = − φb1
zLx(z2 − φ2) , (2.17)
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b1 =
4
LxLy
∫ Ly
0
∫ Lx
0
s(x, y)sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
dxdy, (2.18)
s(x, y) = x
(
c2f ′′(y) + φ2f(y)
)
, (2.19)
como iremos demonstrar adiante.
Uma soluc¸a˜o fraca, considerando agora a func¸a˜o quadra´tica f(y) dada
pela equac¸a˜o
f(y) = y(y − Ly), (2.20)
com y ∈ [0, Ly], e´ dada por
u1(x, y, t) =
∞∑
m=1
∞∑
n=1
vam,n(x, y, t) +
∞∑
m=1
∞∑
n=1
vbm,n(x, y, t) +
sen(φt)
Lx
xy(y −Ly), (2.21)
com vam,n(x, y, t) dada pela Eq.(2.10), onde B
∗
m,n e´
B∗m,n =
4α1β1
LxLyλm,n
, (2.22)
com α1 e β1 definidos por
α1 =
−L2xpim(−1)m
(pim)2
, (2.23)
e
β1 =
(−φ
Lx
)(
L3y(2(−1)n − 2)
(pin)3
)
, (2.24)
e vbm,n(x, y, t) definido pela Eq.(2.14), onde b1 e´
b1 =
4α1(γ1 + ξ1)
LxLy
, (2.25)
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com α1 dado pela Eq.(2.23), e γ1, ξ1 definidos por
γ1 = φ
2
L3y(2(−1)n − 2)
(pin)3
, (2.26)
ξ1 = 2c
2Ly(1− (−1)n)
pin
. (2.27)
2.2 Problema 2: Condic¸a˜o de Neumann
Este segundo problema foi caracterizado como Condic¸a˜o de Neumann
por causa da condic¸a˜o dada pela Eq.(2.32), apesar de haver condic¸o˜es de Dirichlet.
A definic¸a˜o do Problema 2 e´ dada da seguinte maneira: encontrar u2(x, y, t) que
satisfaz
∂2u2
∂t2
= c2
(
∂2u2
∂x2
+
∂2u2
∂y2
)
, [0, Lx]× [0, Ly]× [0, T ] (2.28)
com condic¸o˜es de contorno e iniciais dadas pelas equac¸o˜es
u2(x = 0, y, t) = 0, (2.29)
u2(x, y = 0, t) = 0, (2.30)
u2(x, y = Ly, t) = 0, (2.31)
∂u2(x = Lx, y, t)
∂x
= sen(φt)f(y), (2.32)
com
f(0) = f(Ly) = 0, (Condic¸a˜o de Compatibilidade) (2.33)
u2(x, y, t = 0) = 0, (2.34)
∂u2(x, y, t = 0)
∂t
= 0. (2.35)
A figura (2.2) ilustra as condic¸o˜es iniciais (seta azul) e de contorno (seta
vermelha) do Problema 2 descrito acima. Note que a condic¸a˜o de contorno aplicada
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em x = Lx foi modificada neste problema, com uma condic¸a˜o de Neumann dada
pela Eq. (2.32).
Problema2
Figura 2.2: Condic¸o˜es iniciais e de contorno do Problema 2 (Eq.(2.28)-(2.35))
Uma soluc¸a˜o fraca para este problema, considerando a func¸a˜o f(y)
gene´rica, e´ dada pela equac¸a˜o
u2(x, y, t) =
∞∑
m=1
∞∑
n=1
vam,n(x, y, t) +
∞∑
m=1
∞∑
n=1
vbm,n(x, y, t) + xsen(φt)f(y), (2.36)
onde vam,n(x, y, t) e´ definido por
vam,n(x, y, t) = B
∗
m,nsen(λm,nt)sen
(
(2m− 1)pix
2Lx
)
sen
(
npiy
Ly
)
, (2.37)
com
λm,n = cpi
√(
n
Ly
)2
+
(
2m− 1
2Lx
)2
, (2.38)
B∗m,n =
4
λm,nLxLy
∫ Ly
0
∫ Lx
0
g2(x, y)sen
(
(2m− 1)pix
2Lx
)
sen
(
npiy
Ly
)
dxdy, (2.39)
g2(x, y) = −φxf(y), (2.40)
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e vbm,n(x, y, t) e´ definido por
vbm,n(x, y, t) = Bm,n(t)sen
(
(2m− 1)pix
2Lx
)
sen
(
npiy
Ly
)
, (2.41)
onde
Bm,n(t) = A2sen(zt) +
sen(φt)b2
z2 − φ2 , (2.42)
z2 =
(
c(2m− 1)pi
2Lx
)2
+
(
cnpi
Ly
)2
, (2.43)
A2 = − φb2
z(z2 − φ2) , (2.44)
b2 =
4
LxLy
∫ Ly
0
∫ Lx
0
s(x, y)sen
(
(2m− 1)pix
2Lx
)
sen
(
npiy
Ly
)
dxdy, (2.45)
s(x, y) = x
(
c2f ′′(y) + φ2f(y)
)
. (2.46)
como sera´ demonstrado adiante.
Uma soluc¸a˜o fraca, considerando agora a func¸a˜o f(y) quadra´tica dada
pela equac¸a˜o
f(y) = y(y − Ly), (2.47)
com y ∈ [0, Ly], e´ dada por
u2(x, y, t) =
∞∑
m=1
∞∑
n=1
vam,n(x, y, t) +
∞∑
m=1
∞∑
n=1
vbm,n(x, y, t) + sen(φt)xy(y − Ly), (2.48)
com vam,n(x, y, t) dada pela Eq. (2.37), onde B
∗
m,n e´
B∗m,n =
4α2β2
LxLyλm,n
, (2.49)
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com α2 e β2 definidos por
α2 =
−4L2x(−1)m
(pi − 2pim)2 , (2.50)
β2 = −φ
(
L3y(2(−1)n − 2)
(pin)3
)
, (2.51)
e vbm,n(x, y, t) definido pela Eq. (2.41), onde b2 e´
b2 =
4α2(γ2 + ξ2)
LxLy
, (2.52)
com α2 dado pela Eq.(2.50), e γ2, ξ2 definidos por
γ2 = φ
2
L3y(2(−1)n − 2)
(pin)3
, (2.53)
e
ξ2 = 2c
2Ly(1− (−1)n)
pin
. (2.54)
Tanto para o Problema 1 definido pelas Eq.(2.1)-(2.8), quanto para o
Problema 2 definido pelas Eq.(2.28)-(2.35), o valor de c > 0 representa a velocidade
de propagac¸a˜o da onda, Lx e Ly sa˜o os comprimentos do domı´nio espacial retangular
em x e y, respectivamente, T e´ o comprimento do domı´nio temporal em t e φ e´ a
frequeˆncia de excitac¸a˜o aplicada em x = Lx, quando y e t variam. Observe que,
para diferentes func¸o˜es f(y) prescritas, teremos diferentes valores dos coeficientes
B∗m,n, b1 e b2 nos problemas definidos acima.
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3 SOLUC¸O˜ES ANALI´TICAS
3.1 Soluc¸a˜o Anal´ıtica: Problema 1
A te´cnica da Separac¸a˜o de Varia´veis na˜o pode ser aplicada diretamente
ao Problema 1 descrito pelas equac¸o˜es (2.1)-(2.5), por causa da condic¸a˜o de con-
torno dependente do tempo dada pela Eq.(2.5). Assim, e´ necessa´rio transformar o
Problema 1 em um problema equivalente com condic¸o˜es de contorno independentes
do tempo. Isto pode ser feito escrevendo-se a soluc¸a˜o na forma [12]
u1(x, y, t) = v(x, y, t) + w(x, y, t), (3.1)
onde
w(x, y, t) =
x
Lx
sen(φt)f(y), (3.2)
e v(x, y, t) e´ uma func¸a˜o que iremos determinar. As derivadas parciais de ordem 2
com relac¸a˜o a x, y e t da Eq.(3.1) sa˜o dadas por
∂2u1
∂t2
=
∂2v
∂t2
− φ
2
Lx
xsen(φt)f(y), (3.3)
∂2u1
∂x2
=
∂2v
∂x2
+ 0, (3.4)
∂2u1
∂y2
=
∂2v
∂y2
+
xsen(φt)
Lx
f ′′(y). (3.5)
Substituindo u1(x, y, t) nas condic¸o˜es iniciais e de contorno dadas pelas
Eq.(2.2)-(2.5), temos
u1(0, y, t) = 0 = v(0, y, t) + 0⇒ v(0, y, t) = 0, (3.6)
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u1(x, 0, t) = 0 = v(x, 0, t) +
xsen(φt)
Lx
f(0), (3.7)
onde, aplicando a condic¸a˜o de compatibilidade dada pela Eq.(2.6), na Eq.(3.7),
obtemos
v(x, 0, t) = 0, (3.8)
u1(x, Ly, t) = 0 = v(x, Ly, t) +
xsen(φt)
Lx
f(Ly), (3.9)
onde, aplicando mais uma vez a condic¸a˜o de compatibilidade na Eq.(3.9), obtemos
v(x, Ly, t) = 0, (3.10)
u1(x, y, t = 0) = 0 = v(x, y, 0) + 0⇒ v(x, y, 0) = 0, (3.11)
∂u1(x, y, 0)
∂t
= 0 =
∂v(x, y, 0)
∂t
+
φx
Lx
f(y)⇒ ∂v(x, y, 0)
∂t
= g1(x, y), (3.12)
onde
g1(x, y) = − φ
Lx
xf(y), (3.13)
u1(Lx, y, t) = sen(φt)f(y) = v(Lx, y, t) +
Lx
Lx
sen(φt)f(y)⇒ v(Lx, y, t) = 0. (3.14)
Observe que f(y) deve ser escolhido de modo que f(0) = f(Ly) = 0, o
que anula as Eq.(3.8) e Eq.(3.10), viabilizando a aplicac¸a˜o do me´todo da Separac¸a˜o
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de Varia´veis. Observe tambe´m que a condic¸a˜o de contorno dada pela Eq.(2.5) que
antes dependia do tempo, passa a ser independete do tempo apo´s a substituic¸a˜o da
Eq.(3.1) no Problema 1.
Substituindo agora a Eq.(3.1) na Eq.(2.1) e rearranjando os termos,
obtemos
(
∂2v
∂t2
− φ
2
Lx
xsen(φt)f(y)
)
= c2
(
∂2v
∂x2
+
∂2v
∂y2
+
xsen(φt)
Lx
f ′′(y)
)
, (3.15)
∂2v
∂t2
= c2
(
∂2v
∂x2
+
∂2v
∂y2
)
+
c2xsen(φt)
Lx
f ′′(y) +
φ2xsen(φt)
Lx
f(y), (3.16)
donde,
∂2v
∂t2
= c2
(
∂2v
∂x2
+
∂2v
∂y2
)
+
sen(φt)
Lx
x
(
c2f ′′(y) + φ2f(y)
)
. (3.17)
Observe que uma consequeˆncia da substituic¸a˜o da Eq.(3.1) na Eq.(2.1)
foi o ganho de um termo adicional na Eq.(3.17), onde esse termo e´ defino por
sen(φt)
Lx
x
(
c2f ′′(y) + φ2f(y)
)
. (3.18)
Desta forma, a soluc¸a˜o do Problema 1 pode ser obtida somando-se as
soluc¸o˜es dos seguintes problemas
Problema 1-A
Encontrar va(x, y, t) que satisfac¸a
∂2va
∂t2
= c2
(
∂2va
∂x2
+
∂2va
∂y2
)
, (3.19)
com condic¸o˜es de contorno e iniciais dadas pelas equac¸o˜es
va(0, y, t) = 0, (3.20)
13
va(x, 0, t) = 0, (3.21)
va(x, Ly, t) = 0, (3.22)
va(Lx, y, t) = 0, (3.23)
va(x, y, 0) = 0, (3.24)
∂va(x, y, 0)
∂t
= g1(x, y), (3.25)
onde
g1(x, y) = − φ
Lx
xf(y). (3.26)
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Problema 1-B
Encontrar vb(x, y, t) que satisfac¸a
∂2vb
∂t2
= c2
(
∂2vb
∂x2
+
∂2vb
∂y2
)
+
sen(φt)
Lx
x
(
c2f ′′(y) + φ2f(y)
)
, (3.27)
com condic¸o˜es de contorno e iniciais dadas pelas equac¸o˜es
vb(0, y, t) = 0, (3.28)
vb(x, 0, t) = 0, (3.29)
vb(x, Ly, t) = 0, (3.30)
vb(Lx, y, t) = 0, (3.31)
vb(x, y, 0) = 0, (3.32)
∂vb(x, y, t = 0)
∂t
= 0. (3.33)
Note que, o Problema 1-A leva em considerac¸a˜o todas as condic¸o˜es
inicias e de contorno, apo´s a substituic¸a˜o da Eq.(3.1), pore´m desconsidera o termo
adicional dado pela Eq.(3.18). Ja´ o Problema 1-B considera a equac¸a˜o diferencial,
com o referido termo adicional, mas homegeiniza a condic¸a˜o inicial da Eq.(3.12),
que e´ dada pela Eq.(3.33).
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3.1.1 Soluc¸a˜o do Problema 1-A
A soluc¸a˜o geral do Problema 1-A pode ser obtida pelo me´todo da Se-
parac¸a˜o de Varia´veis [12, 8, 5]. Dividiremos a resoluc¸a˜o do Problema 1-A em 3
passos descritos da seguinte forma
• Passo 1: Neste primeiro passo, pelo me´todo da Separac¸a˜o de Varia´veis,
iremos tomar va(x, y, t) = F (x, y)G(t) para obter de (3.19) uma Equac¸a˜o
Diferencial Ordina´ria (EDO) para G(t) e uma Equac¸a˜o Diferencial Par-
cial (EDP) para F (x, y). Em seguida, aplicando novamente o me´todo
da Separac¸a˜o de Varia´veis, tomaremos F (x, y) = H(x)Q(y) para obter
mais duas EDO, uma para H(x) e outra para Q(x).
• Passo 2: Neste passo, iremos determinar as soluc¸o˜es das treˆs EDO
encontradas no passo anterior que satisfazem as condic¸o˜es de contorno
do Problema 1-A.
• Passo 3: Para finalizar, neste u´ltimo passo utilizaremos a Se´rie Dupla
de Fourier para compor as soluc¸o˜es encontradas no passo 2 para obter a
soluc¸a˜o do problema dado pelas Eq.(3.19)-(3.25) e encontrar a soluc¸a˜o
do Problema 1-A.
3.1.1.1 Passo 1
Escrevendo-se
va(x, y, t) = F (x, y)G(t), (3.34)
e substituindo a Eq.(3.34) na Eq.(3.19), obtemos
FG′′ = c2(FxxG+ FyyG), (3.35)
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G′′
Gc2
=
1
F
(Fxx + Fyy), (3.36)
onde Fxx e Fyy sa˜o as derivadas parciais de ordem 2 com relac¸a˜o as varia´veis x e
y, respectivamente. Como o primeiro membro depende apenas de t e o segundo
membro e´ independente de t, ambos os membros precisam ser constantes. Ja´ sabe-
mos que apenas valores negativos desta constante nos leva a soluc¸o˜es que satisfazem
va(x, y, t) = 0, (x, y) ∈ Γ, onde va(x, y, t) na˜o e´ identicamente nula [8]. Portanto,
G′′
c2G
=
1
F
(Fxx + Fyy) = −r2, (3.37)
onde r e´ uma constante.
Com isso obtemos,
• Func¸a˜o do Tempo
G′′(t) + λ2G(t) = 0, (3.38)
onde λ = cr.
• Func¸a˜o de Amplitude (Equac¸a˜o de Helmholtz)
Fxx + Fyy + r
2F = 0. (3.39)
Me´todo da Separac¸a˜o de Varia´veis Aplicado a` Equac¸a˜o de
Helmholtz
Escrevendo-se
F (x, y) = H(x)Q(y), (3.40)
e substituindo a Eq.(3.40) na Eq.(3.39), obtemos
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H ′′Q+HQ′′ + r2HQ = 0, (3.41)
H ′′Q = −(HQ′′ + r2HQ), (3.42)
rearranjando os termos, obtemos
H ′′
H
= − 1
Q
(Q′′ + r2Q). (3.43)
Ambos os membros precisam ser constantes, onde essa constante e´ ne-
gativa [8] , isto e´,
H ′′
H
= − 1
Q
(Q′′ + r2Q) = −k2, (3.44)
onde k e´ uma constante. Com isso, obtemos
• Uma EDO para H(x)
H ′′(x) + k2H(x) = 0, (3.45)
• Uma EDO para Q(y)
Q′′(y) + p2Q(y) = 0, (3.46)
com p2 = r2 − k2.
Com isso terminamos o Passo 1.
3.1.1.2 Passo 2
As soluc¸o˜es da Eq.(3.45) e da Eq.(3.46) sa˜o dadas por [8]
H(x) = A cos(kx) +Bsen(kx), (3.47)
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Q(y) = C cos(py) +Dsen(py). (3.48)
Como F (x, y) = H(x)Q(y), das condic¸o˜es de contorno, obtemos as
seguintes equac¸o˜es
• Da Eq.(3.20), temos:
va(0, y, t) = F (0, y)G(t) = 0⇒ F (0, y) = H(0)Q(y)⇒ H(0) = 0,
(3.49)
• Da Eq.(3.23), temos:
va(Lx, y, t) = F (Lx, y)G(t) = 0⇒ F (Lx, y) = H(Lx)Q(y)⇒ H(Lx) = 0,
(3.50)
• Da Eq.(3.21), temos:
va(x, 0, t) = F (x, 0)G(t) = 0⇒ F (x, 0) = H(x)Q(0)⇒ Q(0) = 0,
(3.51)
• Da Eq.(3.22), temos:
va(x, Ly, t) = F (x, Ly)G(t) = 0⇒ F (x, Ly) = H(x)Q(Ly)⇒ Q(Ly) = 0.
(3.52)
Substituindo a Eq.(3.49) e a Eq.(3.50) na Eq.(3.47), obtemos
H(0) = A = 0⇒ H(x) = Bsen(kx), (3.53)
H(Lx) = Bsen(kLx) = 0. (3.54)
Note que precisamos tomar valores de B de modo que B 6= 0, pois caso
contra´rio, F (x, y) seria nula e, consequentemente, ter´ıamos v(x, y, t) identicamente
nula, o que na˜o e´ interessante. Assim, como Bsen(kLx) = 0 e B 6= 0, devemos ter
sen(kLx) = 0⇒ kLx = mpi ⇒ k = mpi
Lx
,m ∈ Z. (3.55)
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De modo ana´logo, substituindo a Eq.(3.51) e a Eq.(3.52) na Eq.(3.48),
obtemos
p =
npi
Ly
, n ∈ Z. (3.56)
Em particular, para B = 1 e D = 1, obtemos
Hm(x) = sen
(
mpix
Lx
)
, (3.57)
Qn(y) = sen
(
npiy
Ly
)
, (3.58)
com m,n ∈ Z.
Portanto,
Fm,n(x, y) = sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
, m, n = 1, 2, ... (3.59)
3.1.1.3 Autofunc¸o˜es e Autovalores
Uma vez que tomamos p2 = r2−k2 na Eq.(3.46) e λ = cr na Eq.(3.38),
temos da Eq.(3.55) e Eq.(3.56) que
r2 =
(
npi
Ly
)2
+
(
mpi
Lx
)2
= pi2
[(
n
Ly
)2
+
(
m
Lx
)2]
, (3.60)
r = pi
√(
n
Ly
)2
+
(
m
Lx
)2
, (3.61)
(
λ
c
)
= pi
√(
n
Ly
)2
+
(
m
Lx
)2
⇒ λ = λn,m = cpi
√(
n
Ly
)2
+
(
m
Lx
)2
. (3.62)
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Com isso, o valor de λn,m fica bem definido em func¸a˜o de m e n. A
soluc¸a˜o da Func¸a˜o do Tempo, dada pela Eq.(3.38), e´ [8]
Gm,n(t) = Bm,n cos(λm,nt) +B
∗
m,nsen(λm,nt). (3.63)
Portanto, como va(x, y, t) = vam,n(x, y, t) = Fm,n(x, y, t)Gm,n(t), temos
vam,n(x, y, t) =
(
Bm,n cos(λm,nt) +B
∗
m,nsen (λm,nt)
)
sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
.
(3.64)
Estas func¸o˜es sa˜o chamadas de Autofunc¸o˜es ou Func¸o˜es Carac-
ter´ısticas, e os valores que λm,n assume sa˜o chamados de Autovalores ou Valores
Caracter´ısticos [8]. Iremos agora determinar Bm,n e B
∗
m,n atrave´s das condic¸o˜es
iniciais dada pela Eq.(3.24) e Eq.(3.25).
3.1.1.4 Passo 3
Se a Eq.(3.64) satisfaz a Eq.(3.19) e v(x, y, t) = 0, ∀(x, y) ∈ Γ, enta˜o
va(x, y, t) =
∞∑
m=1
∞∑
n=1
vm,n(x, y, t), (3.65)
tambe´m satisfaz (Princ´ıpio da Superposic¸a˜o) [3].
Aplicando a condic¸a˜o inicial dada pela Eq.(3.24) na Eq.(3.65), temos,
va(x, y, 0) =
∞∑
m=1
∞∑
n=1
Bm,nsen
(
mpix
Lx
)
sen
(
npiy
Ly
)
= 0 = f(x, y), (3.66)
supondo que f(x, y) exista. Assim, a Eq.(3.66) e´ a Se´rie Dupla de Fourier de senos
que representa f(x, y). Vamos agora determinar os coeficientes da se´rie. Suponha
que Km(y) seja definido por
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Km(y) =
∞∑
n=1
Bm,nsen
(
npiy
Ly
)
. (3.67)
Assim, substituindo Km(y) na Eq.(3.66), obtemos
f(x, y) =
∞∑
m=1
Km(y)sen
(
mpix
Lx
)
. (3.68)
Se y e´ fixado, enta˜o a Eq.(3.68) e´ a Se´rie Dupla de Fourier de senos de
f(x, y), considerado como uma func¸a˜o de x apenas. Logo, seus coeficientes sa˜o
Km(y) =
2
Lx
∫ Lx
0
f(x, y)sen
(
mpix
Lx
)
dx. (3.69)
Note que Eq.(3.67) e´ a Se´rie de Fourier de senos para Km(y). Logo,
seus coeficientes sa˜o
Bm,n =
2
Ly
∫ Ly
0
Km(y)sen
(
npiy
Ly
)
dy. (3.70)
Substituindo a Eq.(3.69) na Eq.(3.70), obtemos a Formula Generalizada
de Euler
Bm,n =
4
LxLy
∫ Ly
0
∫ Lx
0
f(x, y)sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
dxdy,m, n = 1, 2, ... (3.71)
para os Coeficientes de Fourier de F (x, y).
De modo ana´logo, aplicando a condic¸a˜o inicial dada pela Eq.(3.25) na
Eq.(3.65), obtemos
∂va
∂t
(x, y, 0) =
∞∑
m=1
∞∑
n=1
B∗m,nλm,nsen
(
mpix
Lx
)
sen
(
npiy
Ly
)
= − φ
Ly
xf(y) = g1(x, y).
(3.72)
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Assim, os coeficientes da Se´rie de Fourier de g1(x, y) sa˜o
B∗m,n =
4
λm,nLxLy
∫ Ly
0
∫ Lx
0
g1(x, y)sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
dxdy,m, n = 1, 2, ...
(3.73)
Finalmente, a soluc¸a˜o do Problema 1-A e´ dada por
va(x, y, t) =
∞∑
m=1
∞∑
n=1
(
Bm,n cos(λm,nt) +B
∗
m,nsen(λm,n)
)
sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
,
(3.74)
com Bm,n dado pela Eq.(3.71), B
∗
m,n dado pela Eq.(3.73) e λm,n dado pela Eq.(3.62).
Note que Bm,n = 0, pois f(x, y) = 0, mas B
∗
m,n 6= 0 uma vez que
g1(x, y) 6= 0.
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3.1.2 Soluc¸a˜o do Problema 1-B
Das condic¸o˜es de contorno dadas pelas Eq.(3.28)-(3.31), sabemos que
vb(x, y, t) deve se anular em (x, y) ∈ Γ, ∀t. Assim, o Problema 1-B pode ser resolvido
escrevendo-se vb(x, y, t) como uma Se´rie Dupla de Fourier de senos, isto e´
vb(x, y, t) =
∞∑
m=1
∞∑
n=1
Bm,n(t)sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
, (3.75)
onde Bm,n(t) sera´ determinado. Os termos que relacionam a func¸a˜o cosseno ja´ foram
descartados, uma vez que eles violam as condic¸o˜es de contorno.
Do Problema 1-B, temos que o termo adicional da Eq.(3.27) e´ dado por
sen(φt)
Lx
s(x, y), (3.76)
onde s(x, y) e´ dado por
s(x, y) = x
(
c2f ′′(y) + φ2f(y)
)
. (3.77)
Note que podemos reescrever (3.76) como uma Se´rie Dupla de Fourier
de senos, isto e´,
sen(φt)
Lx
s(x, y) =
sen(φt)
Lx
∞∑
m=1
∞∑
n=1
b1sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
, (3.78)
onde
b1 =
4
LxLy
∫ Ly
0
∫ Lx
0
s(x, y)sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
dxdy. (3.79)
As derivadas parciais de ordem 2 com relac¸a˜o a x, y e t de (3.75) sa˜o
dadas por
∂2vb
∂t2
(x, y, t) =
∞∑
m=1
∞∑
n=1
B′′m,n(t)sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
, (3.80)
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∂2vb
∂x2
(x, y, t) = −
∞∑
m=1
∞∑
n=1
Bm,n(t)sen
(
mpix
Lx
)
sen
(
npiy
Ly
)(
mpi
Lx
)2
, (3.81)
∂2vb
∂y2
(x, y, t) = −
∞∑
m=1
∞∑
n=1
Bm,n(t)sen
(
mpix
Lx
)
sen
(
npiy
Ly
)(
npi
Ly
)2
, (3.82)
Substituindo agora as Eq.(3.75) e Eq.(3.78) na Eq.(3.27), obtemos
∂2vb
∂t2
(x, y, t) =
∞∑
m=1
∞∑
n=1
B′′m,n(t)sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
= −c2
∞∑
m=1
∞∑
n=1
Bm,n(t)sen
(
mpix
Lx
)
sen
(
npiy
Ly
)(
mpi
Lx
)2
− c2
∞∑
m=1
∞∑
n=1
Bm,n(t)sen
(
mpix
Lx
)
sen
(
npiy
Ly
)(
npi
Ly
)2
+
sen(φt)
Lx
∞∑
m=1
∞∑
n=1
b1sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
.
(3.83)
Rearranjando os termos obtemos
∞∑
m=1
∞∑
n=1
sen
(
mpix
Lx
)
sen
(
npiy
Ly
)(
B′′m,n(t) + z
2Bm,n(t)− sen(φt)
Lx
b1
)
= 0, (3.84)
onde
z2 =
(
cmpi
Lx
)2
+
(
cnpi
Ly
)2
. (3.85)
Como a Eq.(3.84) deve se anular para m,n = 1, 2, ..., temos que
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B′′m,n(t) + z
2Bm,n(t)− sen(φt)
Lx
b1 = 0. (3.86)
A soluc¸a˜o da EDO acima e´ dada por [8]
Bm,n(t) = A2 cos(zt) + A1sen(zt) +
sen(φt)b1
Lx(z2 − φ2) . (3.87)
Aplicando a condic¸a˜o inicial da Eq.(3.32) do Problema 1-B na soluc¸a˜o
dada pela Eq.(3.75), obtemos
vb(x, y, 0) =
∞∑
m=1
∞∑
n=1
sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
Bm,n(0) = 0. (3.88)
Com isso, Bm,n(0) = 0. Logo,
Bm,n(0) = A2 = 0, (3.89)
e, portanto,
Bm,n(t) = A1sen(zt) +
sen(φt)b1
z2Lx − Lxφ2 . (3.90)
Aplicando a condic¸a˜o inicial da Eq.(3.33) na soluc¸a˜o dada pela Eq.(3.75),
obtemos
∂vb
∂t
(x, y, t = 0) =
∞∑
m=1
∞∑
n=1
sen
(
mpix
Lx
)
sen
(
npiy
Ly
)
B′m,n(0) = 0. (3.91)
Com isso, B′m,n(0) = 0. Logo,
B′m,n(0) = 0 + A1 cos(0)z +
φ cos(0)b1
Lx(z2 − φ2 = 0, (3.92)
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o que nos da´
A1 = − φb1
zLx(z2 − φ2) . (3.93)
Finalmente, a soluc¸a˜o do Problema 1-B e´ dado pela Eq.(3.75), onde o
coeficiente Bm,n(t) e´ descrito pela Eq.(3.90), com A2 dado pela Eq.(3.93).
3.1.3 Soluc¸a˜o do Problema 1 para fy Quadra´tico
Adotando
f(y) = y(y − Ly), (3.94)
iremos calcular os coeficientes B∗m,n e b1 do Problema 1. Pela formulac¸a˜o do pro-
blema, a func¸a˜o f(x, y) = 0 e, consequentemente, o valor do coeficiente Bm,n e´
nulo. Assim, temos que g1(x, y) e s(x, y) definidas, respectivamente, nas Eq.(2.13)
e Eq.(2.19), sa˜o
g1(x, y) =
(
− φ
Lx
)
xf(y) =
(
− φ
Lx
)
xy(y − Ly), (3.95)
s(x, y) = x
(
c2f ′′(y) + φ2f(y)
)
= x
(
2c2 + φ2y(y − Ly)
)
. (3.96)
A integral dupla do coeficiente B∗m,n do Problema 1 dado pela Eq.(3.73)
pode ser reduzida ao ca´lculo da seguinte equac¸a˜o:
B∗m,n =
4α1β1
LxLyλm,n
, (3.97)
onde α1 e´ dado por
α1 =
∫ Lx
0
xsen
(
mpix
Lx
)
dx, (3.98)
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e β1 e´ dado por
β1 = − φ
Lx
∫ Ly
0
y(y − Ly)sen
(
npiy
Ly
)
dy, (3.99)
com λm,n definido na Eq.(3.62). De modo ana´logo ao ca´lculo de B
∗
m,n, podemos
calcular a integral dupla do coeficiente b1 do Problema 1-B dado pela Eq.(3.79) da
seguinte forma:
b1 =
4α1(γ1 + ξ1)
LxLy
, (3.100)
onde α1 e´ dado pela Eq.(3.98), γ1 e ξ1 dados, respectivamente, por
γ1 = φ
2
∫ Ly
0
y(y − Ly)sen
(
npiy
Ly
)
dy, (3.101)
e
ξ1 = 2c
2
∫ Ly
0
sen
(
npiy
Ly
)
dy. (3.102)
Portanto, para f(y) quadra´tico, os valores de α1, β1, γ1 e ξ1 dados em
func¸a˜o de m e n sa˜o
α1 =
−L2xpim(−1)m
(pim)2
, (3.103)
β1 =
(−φ
Lx
)(
L3y(2(−1)n − 2)
(pin)3
)
, (3.104)
γ1 = φ
2
L3y(2(−1)n − 2)
(pin)3
, (3.105)
ξ1 = 2c
2Ly(1− (−1)n)
pin
. (3.106)
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Com isso, os coeficientes B∗m,n e b1 podem ser calculados utilizando,
respectivamente, as Eq.(3.97) e Eq.(3.100). Assim, obtemos a soluc¸a˜o do Problema
1 para f(y) quadra´tico.
3.2 Soluc¸a˜o Anal´ıtica: Problema 2
Assim como no Problema 1, a condic¸a˜o da Eq.(2.32) invalida a aplicac¸a˜o
da te´cnica da Separac¸a˜o de Varia´veis. A transformac¸a˜o que valida a aplicac¸a˜o da
te´cnica pode ser feita escrevendo-se a soluc¸a˜o na forma [12]
u2(x, y, t) = v(x, y, t) + w(x, y, t), (3.107)
onde
w(x, y, t) = xsen(φt)f(y), (3.108)
e v(x, y, t) e´ uma func¸a˜o que iremos determinar. Substituindo a Eq.(3.107) na
condic¸a˜o inicial dada pela Eq.(2.35) e na condic¸a˜o de contorno dada pela Eq.(2.32),
obtemos
∂u2(x, y, 0)
∂t
= 0 =
∂v(x, y, 0)
∂t
+ φxf(y)⇒ ∂v(x, y, 0)
∂t
= g2(x, y), (3.109)
onde
g2(x, y) = −φxf(y), (3.110)
∂u2(Lx, y, t)
∂x
= sen(φt)f(y) =
∂v(Lx, y, t)
∂x
+ sen(φt)f(y)
⇒ ∂v(Lx, y, t)
∂x
= 0
(3.111)
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De modo ana´logo ao Problema 1, a substituic¸a˜o da Eq.(3.107) nas
condic¸o˜es das Eq.(2.29)-(2.34), resultam nas seguintes condic¸o˜es:
v(0, y, t) = 0, (3.112)
v(x, 0, t) = 0, (3.113)
v(x, Ly, t) = 0, (3.114)
v(x, y, 0) = 0. (3.115)
Subtituindo agora a Eq.(3.107) na Equac¸a˜o Diferencial do Problema 2
dada pela Eq.(2.28) e rearranjando os temos, obtemos
∂2v
∂t2
= c2
(
∂2v
∂x2
+
∂2v
∂y2
)
+ sen(φt)x
(
c2f ′′(y) + φ2f(y)
)
. (3.116)
Observe que, assim como no Problema 1, uma consequeˆncia da substi-
tuic¸a˜o da Eq.(3.107) na Eq.(2.28) foi o ganho de um termo adicional na Eq.(3.116),
onde esse termo e´ defino por
sen(φt)x
(
c2f ′′(y) + φ2f(y)
)
. (3.117)
Desta forma, a soluc¸a˜o do problema 2 pode ser obtido somando-se as
soluc¸o˜es dos seguintes problemas:
Problema 2-A
Encontrar va(x, y, t) que satisfac¸a
∂2va
∂t2
= c2
(
∂2va
∂x2
+
∂2va
∂y2
)
, (3.118)
com condic¸o˜es de contorno e iniciais dadas pelas equac¸o˜es
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va(0, y, t) = 0, (3.119)
va(x, 0, t) = 0, (3.120)
va(x, Ly, t) = 0, (3.121)
∂va(Lx, y, t)
∂x
= 0, (3.122)
va(x, y, 0) = 0, (3.123)
∂va(x, y, 0)
∂t
= g2(x, y), (3.124)
com
g2(x, y) = −φxf(y). (3.125)
Problema 2-B
Encontrar vb(x, y, t) que satisfac¸a
∂2vb
∂t2
= c2
(
∂2vb
∂x2
+
∂2vb
∂y2
)
+ sen(φt)x
(
c2f ′′(y) + φ2f(y)
)
, (3.126)
com condic¸o˜es de contorno e iniciais dadas pelas equac¸o˜es
vb(0, y, t) = 0, (3.127)
vb(x, 0, t) = 0, (3.128)
vb(x, Ly, t) = 0, (3.129)
∂vb(Lx, y, t)
∂x
= 0, (3.130)
vb(x, y, 0) = 0, (3.131)
∂vb(x, y, t = 0)
∂t
= 0. (3.132)
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Note que, de modo ana´logo ao Problema 1-A, o Problema 2-A leva
em considerac¸a˜o todas as condic¸o˜es inicias e de contorno, apo´s a substituic¸a˜o da
Eq.(3.107), pore´m desconsidera o termo adicional dado pela Eq.(3.117). Ja´ o Pro-
blema 2-B considera a equac¸a˜o diferencial, com o referido termo adicional, mas
homegeiniza a condic¸a˜o inicial dada pela Eq.(3.109), que e´ dada pela Eq.(3.132).
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3.2.1 Soluc¸a˜o do Problema 2-A
De modo ana´logo ao Problema 1-A, iremos seguir os 3 passos definidos
na Subsec¸a˜o 3.1.1 para encontrar a soluc¸a˜o do Problema 2-A.
3.2.1.1 Passo 1
Escrevendo-se
va(x, y, t) = F (x, y)G(t), (3.133)
e substituindo a Eq.(3.133) na Eq.(3.118), obtemos
G′′
Gc2
=
1
F
(Fxx + Fyy), (3.134)
onde Fxx e Fyy sa˜o as derivadas parciais de ordem 2 com relac¸a˜o as varia´veis x
e y, respectivamente. Assim como no problema 1, pela te´cnica da Separac¸a˜o de
Varia´veis, obtemos as seguintes equac¸o˜es:
• Func¸a˜o do Tempo
G′′(t) + λ2G(t) = 0, (3.135)
onde λ = cr.
• Func¸a˜o de Amplitude (Equac¸a˜o de Helmholtz)
Fxx + Fyy + r
2F = 0. (3.136)
Aplicando mais uma vez o me´todo da Separac¸a˜o de Varia´veis na Equac¸a˜o
de Helmholtz, reescrevendo-se F (x, y) = H(x)Q(y), obtemos as seguintes equac¸o˜es:
H(x)′′ + k2H(x) = 0, (3.137)
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Q(y)′′ + p2Q(y) = 0, (3.138)
com p2 = r2 − k2, onde r e k sa˜o constantes.
Com isso, finalizamos o Passo 1 com as treˆs EDO dadas pelas Eq.(3.135),
Eq.(3.137) e Eq.(3.138).
3.2.1.2 Passo 2
A soluc¸a˜o das EDO do Passo 1 sa˜o dadas pelas seguintes equac¸o˜es: [8]
H(x) = A cos(kx) +Bsen(kx), (3.139)
Q(y) = C cos(py) +Dsen(py). (3.140)
Das condic¸o˜es dadas pelas Eq.(3.119), Eq.(3.120) e Eq.(3.121), utili-
zando as soluc¸o˜es das EDO, obtemos
H(0) = 0, (3.141)
Q(0) = 0, (3.142)
Q(Ly) = 0. (3.143)
Entretando, substituindo agora a condic¸a˜o de contorno dada pela Eq.(3.122)
na Eq.(3.133), obtemos
∂v(Lx, y, t)
∂x
= 0⇒ ∂F (Lx, y)
∂x
G(t) = H ′(Lx)Q(y)G(t) = 0⇒ H ′(Lx) = 0. (3.144)
Assim, aplicando as Eq.(3.142) e Eq.(3.143) na EDO dada pela Eq.(3.140),
obtemos
p =
npi
Ly
, n ∈ Z. (3.145)
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Da Eq.(3.141), obtemos A = 0 na EDO dada pela Eq.(3.137) e apli-
cando a Eq.(3.144) na Eq.(3.139), obtemos
H ′(Lx) = Bk cos(kLx) = 0⇒ k = (2m− 1)pi
2Lx
,m = 1, 2, ... (3.146)
Portanto, as soluc¸a˜o das EDO em x e y sa˜o dadas pelas equac¸o˜es
Qn(y) = sen
(
npiy
Ly
)
, (3.147)
Hm(x) = sen
(
(2m− 1)pix
2Lx
)
. (3.148)
3.2.1.3 Autofunc¸o˜es e Autovalores
Substituindo p e k dados pelas Eq.(3.145) e Eq.(3.146) em p2 = r2−k2,
definidos nas EDO em x e y do Passo 1, obtemos
r = pi
√(
n
Ly
)2
+
(
2m− 1
2Lx
)2
. (3.149)
A soluc¸a˜o da EDO em t dada pela Eq.(3.135) e´ dada por [8]
Gm,n(t) = Bm,n cos(λm,nt) +B
∗
m,nsen(λm,nt), (3.150)
onde
λm,n = cpi
√(
n
Ly
)2
+
(
2m− 1
2Lx
)2
. (3.151)
Portanto, assim como no Problema 1-A, as soluc¸o˜es da Func¸a˜o do
Tempo sa˜o chamadas de Autofunc¸o˜es ou Func¸o˜es Caracter´ısticas, e os valo-
res que λm,n assume sa˜o chamados de Autovalores ou Valores Caracter´ısticos
[8].
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3.2.1.4 Passo 3
Utilizando os mesmos argumentos do Passo 3 do Problema 1, podemos
concluir que a soluc¸a˜o do Problema 2-A e´ dado por
v(x, y, t) =
∞∑
m=1
∞∑
n=1
sen
(
(2m− 1)pix
2Lx
)
sen
(
npiy
Ly
)
Bm,n cos(λm,nt)
+
∞∑
m=1
∞∑
n=1
sen
(
(2m− 1)pix
2Lx
)
sen
(
npiy
Ly
)
B∗m,nsen(λm,nt),
(3.152)
onde o coeficiente Bm,n e´ dado por
Bm,n =
4
LxLy
∫ Ly
0
∫ Lx
0
f(x, y)sen
(
(2m− 1)pix
2Lx
)
sen
(
npiy
Ly
)
dxdy,m, n = 1, 2, ...
(3.153)
e B∗m,n e´ dado por
B∗m,n =
4
λm,nLxLy
∫ Ly
0
∫ Lx
0
g(x, y)sen
(
(2m− 1)pix
2Lx
)
sen
(
npiy
Ly
)
dxdy,m, n = 1, 2, ...
(3.154)
Os coeficientes da Eq.(3.153) e Eq.(3.154) podem ser obtidos com uma
estrate´gia ana´loga ao Problema 1-A, partindo-se das condic¸o˜es inicias da Eq.(3.123)
e Eq.(3.124). Observe que, mais uma vez, Bm,n = 0, pois f(x, y) = 0, mas B
∗
m,n 6= 0
uma vez que g2(x, y) = −xφf(y).
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3.2.2 Soluc¸a˜o do Problema 2-B
A soluc¸a˜o do Problema 2-A pode ser escrita pela seguinte Se´rie Dupla
de Fourier de senos
v(x, y, t) =
∞∑
m=1
∞∑
n=1
Bm,n(t)sen
(
(2m− 1)pix
2Lx
)
sen
(
npiy
Ly
)
, (3.155)
onde o coeficiente Bm,n(t) sera´ determinado. Assim como no Problema 1, os termos
que relacionam a func¸a˜o cosseno tambe´m ja´ foram descartados, ja´ que eles violam
as condic¸o˜es de contorno.
O termo adicional da Eq.(3.126) pode ser reescrito por
sen(φt)s(x, y), (3.156)
onde s(x, y) e´ dado por
s(x, y) = x
(
c2f ′′(y) + φ2f(y)
)
. (3.157)
Note que podemos reescrever a Eq.(3.156) como a seguinte Se´rie Dupla
de Fourier de senos, isto e´,
sen(φt)s(x, y) = sen(φt)
∞∑
m=1
∞∑
n=1
b2sen
(
(2m− 1)pix
2Lx
)
sen
(
npiy
Ly
)
, (3.158)
onde b2 e´ dado por
b2 =
4
LxLy
∫ Ly
0
∫ Lx
0
s(x, y)sen
(
(2m− 1)pix
2Lx
)
sen
(
npiy
Ly
)
dxdy. (3.159)
Substituindo as Eq.(3.155) e Eq.(3.158) na Eq.(3.126) e rearranjando
os termos, obtemos
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∞∑
m=1
∞∑
n=1
sen
(
(2m− 1)pix
2Lx
)
sen
(
npiy
Ly
)(
B′′m,n(t) + z
2Bm,n(t)− sen(φt)b2
)
= 0,
(3.160)
onde, z2 e´ definido por
z2 =
(
c(2m− 1)pi
2Lx
)2
+
(
cnpi
Ly
)2
. (3.161)
Neste ponto, com os mesmo argumentos utilizados no Problema 1-B,
obtemos uma EDO em t dada por
B′′m,n(t) + z
2Bm,n(t)− sen(φt)b2 = 0, (3.162)
onde, utilizando as condic¸o˜es iniciais dadas pela Eq.(3.131) e Eq.(3.132) do Problema
2-B, sua soluc¸a˜o e´ dada por
Bm,n(t) = A1 cos(zt) + A2sen(zt) +
sen(φt)b2
z2 − φ2 . (3.163)
com A1 = 0 e A2 dado por
A2 = − φb2
z(z2 − φ2) . (3.164)
Com isso, encontramos a soluc¸a˜o anal´ıtica do Problema 2.
3.2.3 Soluc¸a˜o do Problema 2 para fy Quadra´tico
Adotando
f(y) = y(y − Ly), (3.165)
iremos calcular os coeficientes B∗m,n e b2 do Problema 2. O valor do coeficiente Bm,n
tambe´m e´ nulo neste caso, ja´ que, pela formulac¸a˜o do Problema 2, f(x, y) = 0. As
func¸o˜es g2(x, y) e s(x, y) definidas, respectivamente, nas Eq.(2.40) e Eq.(2.46), sa˜o
g2(x, y) = −φxy(y − Ly), (3.166)
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es(x, y) = x
(
2c2 + φ2y(y − Ly)
)
. (3.167)
A integral dupla do coeficiente B∗m,n dado pela Eq.(2.39) pode ser re-
duzida ao ca´lculo da seguinte equac¸a˜o:
B∗m,n =
4α2β2
LxLyλm,n
, (3.168)
onde α2 e´ dado por
α2 =
∫ Lx
0
xsen
(
(2m− 1)pix
2Lx
)
dx, (3.169)
e β2 e´ dado por
β2 = −φ
∫ Ly
0
y(y − Ly)sen
(
npiy
Ly
)
dy, (3.170)
com λm,n definido na Eq.(3.151). De modo ana´logo ao ca´lculo de B
∗
m,n, podemos
calcular a integral dupla do coeficiente b2 do Problema 2 dado pela Eq.(3.159) da
seguinte forma:
b2 =
4α2(γ2 + ξ2)
LxLy
, (3.171)
onde α2 e´ dado pela Eq.(3.169), γ2 e ξ2 dados por
γ2 = φ
2
∫ Ly
0
y(y − Ly)sen
(
npiy
Ly
)
dy, (3.172)
e
ξ2 =
(
2c2
) ∫ Ly
0
sen
(
npiy
Ly
)
dy. (3.173)
Portanto, para f(y) quadra´tico, os valores de α2, β2, γ2 e ξ2 dados em
func¸a˜o de m e n sa˜o
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α2 =
−4L2x(−1)m
(pi − 2pim)2 , (3.174)
β2 = −φ
(
L3y(2(−1)n − 2)
(pin)3
)
, (3.175)
γ2 = φ
2
L3y(2(−1)n − 2)
(pin)3
, (3.176)
ξ2 = 2c
2Ly(1− (−1)n)
pin
. (3.177)
Com isso, os coeficientes B∗m,n e b2 podem ser calculados utilizando,
respectivamente, as Eq.(3.168) e Eq.(3.171).
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4 SOLUC¸A˜O APROXIMADA
Neste cap´ıtulo, iremos obter as soluc¸o˜es aproximadas dos Problemas 1 e
2 descritos no Cap´ıtulo 2, utilizando o Me´todo das Diferenc¸as Finitas (MDF). Poste-
riormente, essas soluc¸o˜es aproximadas sera˜o comparadas com as soluc¸o˜es anal´ıticas
dos problemas para que seja feita uma ana´lise com relac¸a˜o a precisa˜o do me´todo
nume´rico em func¸a˜o da frequeˆncia de excitac¸a˜o φ.
A ideia geral do MDF consiste em discretizar o domı´nio e substituir as
derivadas da equac¸a˜o diferencial por aproximac¸o˜es que envolvem apenas valores da
func¸a˜o nos pontos da discretizac¸a˜o. Quando o domı´nio tem mais de uma varia´vel,
essa ideia pode ser implementada para cada uma das varia´veis separadamente [2].
Aplicando-se uma aproximac¸a˜o de diferenc¸a centrada [6] na Eq.(2.1) do
Problema 1, obtemos a seguinte equac¸a˜o
u(x, y, t+ ∆t)− 2u(x, y, t) + u(x, y, t−∆t)
∆t2
= c2
(
u(x+ ∆x, y, t)− 2u(x, y, t) + u(x−∆x, y, t)
∆x2
)
+ c2
(
u(x, y + ∆y, t)− 2u(x, y, t) + u(x, y −∆y, t)
∆y2
)
.
(4.1)
Isolando o valor de u no tempo t+∆t e rearranjando os termos, obtemos
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u(x, y, t+ ∆t) = 2u(x, y, t)− u(x, y, t−∆t)
+
(
c∆t
∆x
)2(
u(x+ ∆x, y, t)− 2u(x, y, t) + u(x−∆x, y, t)
)
+
(
c∆t
∆y
)2(
u(x, y + ∆y, t)− 2u(x, y, t) + u(x, y −∆y, t)
) (4.2)
Tomando-se u(xi, yj, tk) = u
k
i,j, para o valor aproximado de u no ponto
(xi, yj, tk), onde o par (xi, yj) e´ um ponto do domı´nio espacial do problema e tk um
dado instante de tempo, a Eq.(4.2) pode ser reescrita por
uk+1i,j = 2u
k
i,j − uk−1i,j +
(
c∆t
∆x
)2(
uki+1,j − 2uki,j + uki−1,j
)
+
(
c∆t
∆y
)2(
uki,j+1 − 2uki,j + uki,j−1
) (4.3)
onde k + 1 = tk + ∆t.
A figura 4.1, ilustra uma discretizac¸a˜o do domı´nio do problema com
n pontos em x e m pontos em y. Ja´ a figura 4.2, mostra outra discretizac¸a˜o do
domı´nio, pore´m ao longo dos tempos t−∆t, t e t+ ∆t.
Pela Eq.(4.3) e pela figura 4.2, percebe-se que para o ca´lculo de uk+1i,j ,
isto e´, dos valores de u no tempo tk+1, e´ necessa´rio obter os valores de u no tempo
tk e tk−1. Percebe-se tambe´m que, pela figura 4.2, o ca´lculo de um valor espec´ıfico
uk+1i,j e´ feito com base nos valores de u
k
i+1,j, u
k
i−1,j, u
k
i,j+1, u
k
i,j−1 e u
k−1
i,j .
Assumindo k1 = 0, pela condic¸a˜o inicial da Eq.(2.7), sabemos os valores
de uk1i,j. Para calcular u
k1+1
i,j , e´ necessa´rio obter agora os valores de u
k1−1
i,j . Aplicando-
se uma aproximac¸a˜o regressiva [6] na condic¸a˜o inicial da Eq.(2.8), obtemos
uk1i,j − uk1−1i,j
∆t
= 0, (4.4)
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isto e´, uk1−1i,j = u
k1
i,j. Com isso, podemos inicializar o me´todo com a regra de atua-
lizac¸a˜o dada por (4.3), com k = k1.
Para o Problema 2, a regra de atualizac¸a˜o tambe´m e´ dada pela Eq.(4.3),
tendo como ponto de partida uk1−1i,j = u
k1
i,j, assumindo k1 = 0. Entretanto, na
condic¸a˜o de contorno de Neumann dada pela Eq.(2.32), iremos aplicar uma apro-
ximac¸a˜o de diferenc¸a regressiva [6] em x, isto e´
u (Lx, y, t)− u (Lx −∆x, y, t)
∆x
= sen(φ)f(y). (4.5)
Isolando os valores de u em x = Lx e adotando a notac¸a˜o mais simpli-
ficada, obtemos
ukm,j = ∆xsen(φ)f(y) + u
k
m−1,j, (4.6)
onde m e´ o nu´mero total de pontos da discretizac¸a˜o do domı´nio em x, e k e´ um dado
instante de tempo. Com isso, para a aproximac¸ao do Problema 2, ale´m da regra de
atualizac¸a˜o dada pela Eq.(4.3), a atualizac¸a˜o dos valores de u em x = Lx, quando y
varia ao longo do tempo, e´ dada pela Eq.(4.6).
A condic¸a˜o de estabilidade do MDF para o caso da equac¸a˜o da onda
bidimensional [9] pode ser obtida a partir da equac¸a˜o
∆t ≤ 1
c
(
1
∆x2
+
1
∆y2
)− 1
2
. (4.7)
Em particular, neste trabalho, adotamos ∆x = ∆y, o que nos da´ a
seguinte regra de estabilidade
∆x ≥ ∆tc
√
2, (4.8)
onde c e´ a velocidade de propagac¸a˜o da onda, ∆t e ∆x sa˜o os tamanhos dos passos
em t e x, respectivamente.
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x2 x3 xn-2 xn-1 xn
Lx
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x1
ym-1
y3
y2
y1
L
y
Figura 4.1: Exemplo de discretizac¸a˜o do domı´nio com n pontos em x e m pontos
em y
tt t- t t+
Figura 4.2: Exemplo de discretizac¸a˜o do domı´nio ao longo dos tempos t, t − ∆t e
t+ ∆t
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5 EXEMPLOS NUME´RICOS
Neste cap´ıtulo, iremos comparar as soluc¸o˜es anal´ıticas dos problemas
com as suas respectivas soluc¸o˜es aproximadas utilizando o MDF para alguns valores
do paraˆmetro φ, que representa a frequeˆncias de excitac¸a˜o prescrita em x = Lx.
Como ja´ foi visto, a estrate´gia para a obtenc¸a˜o das soluc¸o˜es anal´ıticas resume-se a`
soma da soluc¸a˜o dos dois subproblemas A e B definidos nas Sec¸o˜es 3.1 e 3.2 para
os Problemas 1 e 2, respectivamente. Os ca´lculos sera˜o realizados para func¸a˜o f(y)
quadra´tica definida no Cap´ıtulo 3 para ambos os problemas.
Sera˜o comparados ao longo do tempo o deslocamento u de dois pontos,
um da soluc¸a˜o anal´ıtica e o outro da soluc¸a˜o aproximada, localizados na regia˜o
central do domı´nio dos problemas. As frequeˆncias de excitac¸a˜o, isto e´, os valores
assumidos pelo paraˆmetro φ sera˜o 10, 40 e 70. As configurac¸o˜es gerais em que os
testes ira˜o ser realizados para os problemas sera˜o as seguintes
• Velocidade de propagac¸a˜o da onda: c = 2 ;
• Comprimento do domı´nio em x: Lx = 1.5;
• Comprimento do domı´nio em y: Ly = 3
• Intervalo de tempo: t ∈ [0, 10]
As soluc¸o˜es anal´ıticas foram geradas truncando-se a Se´rie de Fourier
para n = m = 70. As soluc¸o˜es anal´ıticas e aproximadas foram implementadas em
MATLAB, onde os co´digos encontram-se no Apeˆndice deste trabalho.
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5.1 Convergeˆncia da Soluc¸a˜o Aproximada
Iremos utilizar a soluc¸a˜o anal´ıtica dos Problema 1 e 2, para o caso de
f(y) quadra´tico, descritas nas Subsec¸o˜es 3.1.3 e 3.2.3 do Cap´ıtulo 3 e compara´-las
com a aproximac¸a˜o via MDF para validar as soluc¸o˜es anal´ıticas obtidas. No MDF, o
valor de nt representa o nu´mero de passos de tempo em que a soluc¸a˜o aproximada e´
calculada. Quanto maior o valor de nt, em um mesmo intervalo de tempo, menor sera´
∆t e, portanto, melhor sera´ a precisa˜o [2]. Para as soluc¸o˜es aproximadas, utilizamos
os seguintes valores de nt: nt = 200 (∆t = 0.5, ∆x = ∆y = 0.1697), nt = 800
(∆t = 0.125, ∆x = ∆y = 0.0424) e nt = 3200 (∆t = 0.0031, ∆x = ∆y = 0.0106).
5.1.1 Problema 1: Condic¸a˜o de Dirichlet
A figura 5.1 ilustra os deslocamentos da soluc¸a˜o anal´ıtica e aproximadas
do Problema 1 no ponto x =
Lx
2
e y =
Ly
2
, com φ = 10.
Tempo
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Figura 5.1: Soluc¸a˜o anal´ıtica × Soluc¸a˜o aproximada via MDF do Problema 1 para
φ = 10, com diferentes valores de nt
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Note que, conforme o valor de nt aumenta, a aproximac¸a˜o converge
para a soluc¸a˜o anal´ıtica do Problema 1, o que demonstra que a soluc¸a˜o anal´ıtica
obtida esta´ correta.
5.1.2 Problema 2: Condic¸a˜o de Neumann
A figura 5.2 representa os deslocamentos da soluc¸a˜o anal´ıtica e aproxi-
madas do problema 2 no ponto x =
Lx
2
e y =
Ly
2
, com φ = 10.
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Figura 5.2: Soluc¸a˜o anal´ıtica × Soluc¸a˜o aproximada via MDF do Problema 2 para
φ = 10, com diferentes valores de nt
Note que, assim como no Problema 1, a aproximac¸a˜o converge para a
soluc¸a˜o anal´ıtica do Problema 2 na medida em que o valor de nt aumenta, o que
demonstra que a soluc¸a˜o anal´ıtica obtida esta´ correta.
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5.2 Dificuldades Nume´ricas em Func¸a˜o do Paraˆmetro φ
Iremos utilizar a soluc¸a˜o anal´ıtica dos Problemas 1 e 2, para o caso de
f(y) quadra´tico, descritas nas Subsec¸o˜es 3.1.3 e 3.2.3 do Cap´ıtulo 3 para compara´-
las com a aproximac¸a˜o do MDF, levando em considerac¸a˜o a frequeˆncias de excitac¸a˜o
φ. Utilizaremos 3 valores distintos de φ para analisar o comportamento das soluc¸o˜es
aproximadas. O valor de nt sera´ fixado em 3200, que foi considerado suficiente para
garantir a convergeˆncia da soluc¸a˜o aproximada.
5.2.1 Problema 1: Condic¸a˜o de Dirichlet
A figura 5.3 ilustra o deslocamento da soluc¸a˜o anal´ıtica e aproximada
do Problema 1 no ponto x =
Lx
2
e y =
Ly
2
para φ = 10, 40 e 70.
Perceba que, na medida em que o valor da frequeˆncia de excitac¸a˜o
aumenta, a aproximac¸a˜o se distancia da soluc¸a˜o anal´ıtica do problema, isto e´, ajus-
tando o paraˆmetro φ, podemos tornar, o quanto queiramos, o problema mais dif´ıcil
de ser numericamente aproximado. Para demonstrar a efica´cia da soluc¸a˜o anal´ıtica
do Problema 1, a figura (5.5) ilustra uma comparac¸a˜o da soluc¸a˜o aproximada e
anal´ıtica em todos os pontos do domı´nio, para o instante de tempo t = 3, com
nt = 1000 (∆t = 0.003,∆x = ∆y = 0.0102), com φ = 10.
Pela figura (5.5), podemos perceber que a convergeˆncia da soluc¸a˜o apro-
ximada se da´ para os demais pontos do domı´nio, enfatizando que a soluc¸a˜o anal´ıtica
e´ bastante u´til como suporte para testar me´todos nume´ricos de alta precisa˜o, to-
mando como artif´ıcio para dificultar a aproximac¸a˜o, o aumento da frequeˆncia de
excitac¸a˜o φ.
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5.2.2 Problema 2: Condic¸a˜o de Neumann
A figura 5.4 representa os deslocamentos da soluc¸a˜o anal´ıtica e aproxi-
mada do Problema 2 no ponto x =
Lx
2
e y =
Ly
2
para φ = 10, 20 e 70. Note que,
assim como no Problema 1, a soluc¸a˜o aproximada se distancia da soluc¸a˜o anal´ıtica
na medida em que a frequeˆncia de excitac¸a˜o aumenta, isto e´, a soluc¸a˜o anal´ıtica
pode se tornar mais dif´ıcil de ser aproximada aumentando o valor do paraˆmetro φ.
Para demonstrar a efica´cia da soluc¸a˜o anal´ıtica do Problema 2, a figura (5.6) ilustra
uma comparac¸a˜o das soluc¸o˜es em todo os pontos do domı´nio, para o instante de
tempo t = 4, com nt = 1000 (∆t = 0.004,∆x = ∆y = 0.0136), com φ = 10.
Pela figura (5.5), assim como no Problema 1, perceba que a convergeˆncia
da soluc¸a˜o aproximada se da´ para os demais pontos do domı´nio, mostrando que
a soluc¸a˜o anal´ıtica e´ u´til como suporte para analisar me´todos nume´ricos no que
diz respeito a sua precisa˜o, levando em considerac¸a˜o a frequeˆncia de excitac¸a˜o φ
e tambe´m a condic¸a˜o de Neumann prescrita em x = Lx, formulada pelo modelo
proposto do Problema 2.
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Figura 5.3: Soluc¸a˜o anal´ıtica × Soluc¸a˜o aproximada via MDF do Problema 1 para
a) φ = 10, b) φ = 40 e c) φ = 70
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Figura 5.4: Soluc¸a˜o anal´ıtica × Soluc¸a˜o aproximada via MDF do Problema 2 para
a) φ = 10, b) φ = 40 e c) φ = 70
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Figura 5.5: Comparac¸a˜o da soluc¸a˜o aproximada e anal´ıtica do Problema 1 para t = 3
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Figura 5.6: Comparac¸a˜o da soluc¸a˜o aproximada e anal´ıtica do Problema 2 para t = 4
52
6 CONCLUSO˜ES
Os resultados encontrados nos levaram a concluir que a soluc¸o˜es anal´ıticas
de refereˆncia dos problemas propostos sa˜o de grande utilidade como soluc¸o˜es supor-
tes para realizar ana´lise e comparac¸a˜o de me´todos nume´ricos bidimensionais extre-
mamente precisos. Ale´m disso, os resultados tambe´m estabeleceram limites para o
Me´todo das Diferenc¸as Finitas (MDF) no que diz respeito a sua precisa˜o de ca´lculos,
levando em considerac¸a˜o a frequeˆncia de excitac¸a˜o φ, abrindo a possibilidade de que
novos me´todos possam ser desenvolvidos para que esses limites sejam superados.
Podemos concluir tambe´m que o paraˆmetro φ, caracterizado como a
frequeˆncia de excitac¸a˜o da membrana, serviu de fato para tornar a soluc¸a˜o exata
dos problemas propostos mais dif´ıcil de ser numericamente aproximada, na medida
em que o valor de φ aumenta, viabilizando a ana´lise na˜o so´ do MDF mas tambe´m
de outros me´todos nume´ricos bidimensionais de alta precisa˜o. Para trabalhos futu-
ros, seguindo a mesma linha de investigac¸a˜o do tema em questa˜o, outras soluc¸o˜es
anal´ıticas de refereˆncia poderiam ser obtidas para Equac¸a˜o da Onda Tridimensio-
nal, levando em considerac¸a˜o paraˆmetros que tornem a soluc¸a˜o exata mais dif´ıcil
de ser numericamente calculada, viabilizando a comparac¸a˜o e ana´lise de me´todos
nume´ricos tridimensionais.
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7 APEˆNDICE
Co´digos das soluc¸o˜es anal´ıticas
Co´digo para gerar a soluc¸a˜o anal´ıtica do Problema 1:
1 function U=Prob1 Exato ( c , Lx , Ly , t , PHI , M, N, dx , dy )
2 x=0:dx : Lx ;
3 y=0:dy : Ly ;
4 VA x y t = 0 ;
5 VB x y t = 0 ;
6 for m=1:M
7 for n=1:N
8 lamb m n=c∗pi∗sqrt ( ( (m/Lx) ˆ2) +((n/Ly) ˆ2) ) ;
9 %I n t e g r a l Exata Problema A
10 qX = ( (Lxˆ2)∗(−pi∗m∗((−1)ˆm) ) ) / ( ( pi∗m) ˆ2) ;
11 qY = ( (−PHI/Lx) ∗( (Lyˆ3) ∗((2∗((−1) ˆn) ) −2) ) )
/ ( ( pi∗n) ˆ3) ;
12 B ast m n= (4∗qX∗qY) /(Lx∗Ly∗ lamb m n ) ;
13 %I n t e g r a l Exata Problema B
14 qY1=( (PHIˆ2) ∗ ( ( Lyˆ3) ∗(2∗((−1) ˆn)−2) ) ) / ( ( pi∗n) ˆ3) ;
15 qY2=( (2∗ ( c ˆ2) ) ∗(Ly∗(1 − ((−1)ˆn) ) ) ) /( pi∗n) ;
16 b=(4∗qX∗(qY1+qY2) ) /(Lx∗Ly) ;
17 z=sqrt ( ( ( ( c∗m∗pi ) /Lx) ˆ2) +((( c∗n∗pi ) /Ly) ˆ2) ) ;
18 A 2=(−PHI∗b) /( z∗Lx∗ ( ( z ˆ2)−(PHIˆ2) ) ) ;
19 B m n t=(A 2∗ sin ( z∗ t ) )+( ( sin (PHI∗ t )∗b) /(Lx∗ ( ( z ˆ2)−(
PHIˆ2) ) ) ) ;
20 %Solucao do Problema A
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21 VA x y t=(VA x y t ) + ( B ast m n∗ sin ( lamb m n∗ t ) )
∗( sin ( ( (m∗pi ) /Lx)∗x ) ) ’∗ ( sin ( ( ( n∗pi ) /Ly)∗y ) ) ;
22 %Solucao do Problema B
23 VB x y t=(VB x y t )+ ( B m n t ∗( sin ( ( (m∗pi ) /Lx)∗x
) ) ’∗ ( sin ( ( ( n∗pi ) /Ly)∗y ) ) ) ;
24 end
25 end
26 U = ( VA x y t ) + ( VB x y t ) + ( ( ( sin (PHI∗ t ) /Lx)∗x ) ’∗
fy prob1 (y , Ly) ) ;
27 end
Co´digo para gerar a soluc¸a˜o anal´ıtica do Problema 2:
1 function U=Prob2 Exato ( c , Lx , Ly , t , PHI , M, N, dx , dy )
2 x=0:dx : Lx ;
3 y=0:dy : Ly ;
4 VA x y t = 0 ;
5 VB x y t = 0 ;
6 for m=1:M
7 for n=1:N
8 lamb m n=c∗pi∗sqrt ( ( ( ( 2∗m−1)/(2∗Lx) ) ˆ2) +((n/Ly) ˆ2) ) ;
9 %I n t e g r a l Exata Problema A
10 qX = −4∗Lxˆ2∗(((−1) ˆm) ) /( pi−2∗pi∗m) ˆ2 ;
11 qY = (−PHI) ∗(Lyˆ3∗(2∗((−1) ˆn)−2) ) /( pi∗n) ˆ3 ;
12 B ast m n= (4∗qX∗qY) /(Lx∗Ly∗ lamb m n ) ;
13 %I n t e g r a l Exata Problema B
14 qY1=( (PHIˆ2) ∗ ( ( Lyˆ3) ∗(2∗((−1) ˆn)−2) ) ) / ( ( pi∗n) ˆ3) ;
15 qY2=( (2∗ ( c ˆ2) ) ∗(Ly∗(1 − ((−1)ˆn) ) ) ) /( pi∗n) ;
16 b=(4∗qX∗(qY1+qY2) ) /(Lx∗Ly) ;
17 %Solucao do Problema A
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18 VA x y t = VA x y t + ( B ast m n∗ sin ( lamb m n∗ t ) )∗
sin ( ( (2∗m−1)∗pi /(2∗Lx) )∗x ) ’∗ sin ( ( ( n∗pi ) /Ly)∗y )
;
19 %Solucao do Problema B
20 z=sqrt ( ( ( ( (2∗m−1)∗pi∗c ) /(2∗Lx) ) ˆ2) +(( c∗n∗pi/Ly)
ˆ2) ) ;
21 A 2=−(PHI∗b) /( z ∗( zˆ2−PHIˆ2) ) ;
22 B m n t x=( ( ( sin (PHI∗ t )∗b) /( zˆ2−PHIˆ2) ) + A 2∗ sin ( z
∗ t ) ) ;%∗( s i n ( ( (m∗ p i ) /Lx )∗X)∗ csc ( ( (2∗m−1)∗ p i /(2∗
Lx ) )∗X ) ) ;
23 VB x y t=VB x y t+B m n t x∗ sin ( ( (2∗m−1)∗pi /(2∗Lx)
)∗x ) ’∗ sin ( ( ( n∗pi ) /Ly)∗y ) ;
24 end
25 end
26 U = VA x y t+VB x y t + ( ( sin (PHI∗ t ) )∗x ) ’∗ fy prob2 (y , Ly) ;
27 end
Co´digo para definir f(y):
1 function Y=fy prob1 (y , Ly)
2 Y = y . ∗ ( y−Ly) . ˆ 1 ;
3 end
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