Abstract. Sufficient conditions for the existence of extremal functions in Sobolevtype inequalities on manifolds with or without boundary are established. Some of these conditions are shown to be sharp. Similar results for embeddings in some weighted L q -spaces are obtained.
§1. Introduction
Let n ≥ 2, and let Ω be a smooth compact n-dimensional Riemannian manifold (with or without boundary) with metric g. In the sequel we shall omit the words "smooth", "compact" and "Riemannian". For 1 < p < n, we denote by p * = np n−p the Sobolev conjugate of p, i.e., the critical exponent for the embedding
Since the embedding operator W 1 p (Ω) → L p * (Ω) is noncompact, the problem as to whether this operator attains its norm (i.e., the existence problem for an extremal function in the embedding theorem) is nontrivial. This problem was treated in many papers (see, e.g., [Br, LPT] and references therein).
In this paper we establish sufficient conditions for the existence of an extremal function in four embedding theorems:
(the norm in the numerator is defined as v (1) K(n, p) = sup
and k(n, p) = n
is the sharp constant in the Bliss inequality [Bl] . The second identity in (1) was obtained in [Aub, Tal] . Note that the supremum in (1) is only attained on radially symmetric functions
with noncompact support, and on their translates and dilations.
On the other hand (see [LPT] ), the infimum in (I) can be attained, under certain additional assumptions, if we deal with functions in W 1 p (Ω) that do not belong to
(Ω) but vanish on some part of ∂Ω.
In some particular cases, results on the attainability or nonattainability of the infimum in (II) were obtained for domains Ω in R n [AM, W] , and for manifolds Ω without boundary [Dr] . Note that the existence problem for extremal functions in (II) is closely related to the optimal constants in Sobolev inequalities [Aub, HV, Dr] .
Finally, inequalities (III) and (IV) on manifolds without boundary were studied in [Zhu] . However, the proofs of Theorems 1.1 and 1.3 in [Zhu] have some gaps. Moreover, in §6 we shall disprove Theorem 1.3 in [Zhu] .
The following proposition is of crucial importance for the discussions to follow. Proposition 1.1. Let Ω be a manifold with boundary (problem (I)) or without boundary (problems (II)-(IV)). Suppose that the infimum of the corresponding problem satisfies the inequality K(n, p) . 
is the area of the unit sphere in R n ; p = p p−1 is the Hölder conjugate exponent to p; B is the Euler beta function. We write o ρ (1) for a quantity that tends to zero as ρ → 0.
We use the letter C to denote various positive constants. To indicate that C depends on some parameters, we write C(· · · ). §2. Auxiliary calculations Let x 0 ∈ Ω. We denote r = dist g (x, x 0 ). For sufficiently small ε > 0 and ρ > 0, we introduce the function
where w ε is the function defined in (2), and ϕ(r) is a smooth cut-off function such that
We note (see, e.g., [Dr] ) that, when integrating a function depending only on r, for the volume form in a neighborhood of x 0 we have
where R g (x 0 ) stands for the scalar curvature at x 0 . Thus, all estimations reduce to manipulations with one-dimensional integrals.
Estimates of ∇u
to ∇u. Since ∇ϕ(r) is nonzero only for ρ/2 < r < ρ, we have
Furthermore, Inequalities (5) and (6) imply
where
It is easily seen that
Next,
Estimates of
we arrive at the inequalities
Estimates for
u p,Ω . The relation dV g ≤ Cr n−1 dr yields (17) Ω u p dV g ≤ C ρ 0 w p ε (r)r n−1 dr = Cε p 2 −n p ρε − 1 p 0 (1 + t p/(p−1) ) p−n t n−1 dt ≤ ⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ Cε p 2 −n p if 1 < p < √ n, C 1 + | ln ρ| + ln ε − 1 p if p = √ n, C if p > √ n.
for all ρ ≤ 1 and all sufficiently small ε.
On the other hand, given ρ, for ε sufficiently small we obtain
2.6. The case of a domain in R n . Let Ω ⊂ R n be a bounded domain with ∂Ω of class C 2 . We take x 0 ∈ ∂Ω and consider the function u defined in (3) with r = |x − x 0 |. When integrating a function depending only on r, for the volume form in a neighborhood of x 0 we have
where H(x 0 ) stands for the mean curvature of ∂Ω at x 0 with respect to the inward normal. Arguing as above, we see that
where E 1 , D 1 are given by (9), (14), and
Moreover, as in the case of manifolds, estimates (17)- (21) are valid. §3. The Sobolev inequality on a manifold with boundary, n ≥ 2 Theorem 3.1. Let n ≥ 2, and let Ω be an n-dimensional manifold with boundary. Suppose that the scalar curvature is positive at some point of Ω. Then, for some β > 0 and all 1 < p < n+2 3 + β, the infimum in (I) is attained. Proof. Let x 0 ∈ Ω be a point with positive scalar curvature, and let u be the function defined in (3). Using (7), (8), (10), and (12), we get
, where E 1 and E 2 are the quantities defined in (9) and (11).
Estimates (13) and (16) yield
2 , where D 1 and D 2 are the quantities defined in (14) and (15). For p < n+2 3 , inequalities (24) and (25) 
Consequently, for sufficiently small ε and ρ we have
.
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For p = n+2 3 , we also obtain (27) for ε and ρ sufficiently small. By continuity, for some β > 0 and p < n+2 3 + β we have
Applying Proposition 1.1, we complete the proof.
Now we show that the statement of Theorem 3.1 is sharp.
Theorem 3.2. For any
(Ω) be a minimizer. Spherical symmetrization arguments allow us to assume that u depends only on θ and is monotone decreasing. Then u(θ * ) = 0 and
Then the change of variables
We claim that the following inequality is true for κ < 1:
Then, (29) and (30) show that
, which contradicts the minimality of u, and the theorem follows.
Let θ 1 be defined by the relation
, and (31) can be rewritten as
. Hence, the above inequality is equivalent to the fact that the function
is strictly monotone decreasing. Obviously,
Observe that
and (32) is equivalent to the inequality
we have µ < 3. Therefore, sin 2−µ (t) is integrable in a neighborhood of zero, and the expression in the square brackets is negative for 0 < θ < θ * if θ * is sufficiently small. This implies (32).
Remark 1. If θ * = π/2 (the case of a hemisphere), inequality (32) is valid for µ ≤ 2, i.e., for p ≥ n+1 2 . §4. The limit embedding theorem on manifolds without boundary, n ≥ 5 Theorem 4.1. Let n ≥ 5, and let Ω be an n-dimensional manifold without boundary. Suppose that the scalar curvature is positive at some point of Ω. Then, for some β > 0 and all 2 < p < n+2 3 + β, the infimum in (II) is attained. Proof. Let x 0 ∈ Ω be a point with positive scalar curvature, and let u be the function defined in (3). Estimates (24) and (17) imply
where E 1 and E 2 are as in (9) and (11).
Recalling (26), we obtain
for ε and ρ sufficiently small. Similarly, we have
3 . By continuity, this inequality remains valid for p < n+2 3 + β with some β > 0.
Remark 2. For 2 < p < √ n, a statement equivalent to Theorem 4.1 was proved in [Dr] . Note that for n ≥ 5 we have √ n < n+2 3 . Corollary 4.1. Under the assumptions of Theorem 4.1, the Neumann problem for the equation
Proof. In [NShch, Proposition 1.3] it was shown that for p > 2 the minimizer of (II) cannot be a constant. Therefore, under the assumptions of Theorem 4.1, problem (II) has a nonconstant minimizer u. After multiplying u by a suitable constant, the Euler equation for (II) reduces to the form (33). The Neumann condition is the natural boundary condition for (II). Finally, the positivity of u can be proved by the standard argument involving the Harnack inequality (see [Tr] ).
We introduce the manifold Ω(κ) as a "dilation" of Ω with the metric g(κ) = κ 2 g. Since the quotient in (II) is not homogeneous with respect to dilations, the attainability of the infimum, generally speaking, depends on κ.
Let n ≥ 2, and let Ω be an arbitrary n-dimensional manifold without boundary or with a strictly Lipschitz boundary. Then for any 1 < p < n there exists κ * > 0 such that the infimum in (II) is attained on Ω(κ) for κ < κ * (see [NShch, Theorem 1.1] ). On the other hand, in [Aub, Theorem 8] it was shown that for the standard sphere Ω = S n and for 1 < p < 2, the so-called optimal Sobolev inequality
, is true with some C(p) > 0. For n ≥ 3 and p = 2 this is true for an arbitrary manifold Ω without boundary [HV] . In a similar way, in [Dr] it was shown that the optimal Sobolev inequality is valid for any 1 < p < n on the torus Ω = T n and on the hyperbolic manifold H n without boundary. It is easily seen that (34) implies that the infimum in (II) on Ω(κ) is not attained for sufficiently large κ. We can make two conclusions: first, the positivity of the scalar curvature at some point of Ω is necessary for the infimum to be attained; second, the lower bound of the interval for p in Theorem 4.1 cannot be reduced in general. . Let x 1 ∈ Ω be a point with positive scalar curvature, and let x 2 be another point of the manifold. Consider the function u 1 defined as in (3), with r being the distance from x to x 1 , and with parameters ε 1 and ρ 1 . In the same way, we define a function u 2 , with r being the distance from x to x 2 and with parameters ε 2 and ρ 2 . Choosing ρ 1 and ρ 2 such that the supports of u 1 and u 2 are disjoint, we introduce the following function with zero mean:
Conjecture. Let n ≥ 3, let Ω be an n-dimensional manifold without boundary, and let
Estimates (18) and (19) imply that
Hence, by (24), (37)
3 . Combining (37), (25) and (26), we obtain (27) provided ε 1 and ρ 1 are sufficiently small. Thus, we have 2. Now we consider the case where 1 < p ≤ 2n n+1 . Let x 0 ∈ Ω be a point with positive scalar curvature. We define u as in (3) and put ρ = ε γ with some γ ∈ (0, γ * ), where
Relation (25) yields
Immediate computations show that
Consequently, for γ ∈ (0, γ * ) we have
Furthermore, (24) implies the estimate
By direct calculations,
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Now, we introduce the following function with zero mean:
By (40),
Therefore, using (18) and the Minkowski inequality, we obtain
Immediate computations show that, for n ≥ 3 and 1 < p ≤ 2n n+1 , the inequality n pp * + γ
is true for γ = γ * , and therefore also for some γ ∈ (0, γ * ). Fixing such a γ, from (43) we deduce that
Relations (44), (41), and (26) imply (27) provided ε is sufficiently small. Thus, inequality (38) is valid in this case. Applying Proposition 1.1, we complete the proof. 
3 . Moreover, Theorem 1.1 in [Zhu] claims that the infimum in (III) for n ≥ 2 and 1 < p < 1 4 (1 + √ 1 + 8n) is attained in the case where Ω = S n . However, as was already mentioned in §1, the proof of that theorem has a gap. §6. Inequality for the best approximation by a constant on manifolds without boundary, n ≥ 3 Theorem 6.1. Let n ≥ 3, and let Ω be an n-dimensional manifold without boundary. Suppose that the scalar curvature is positive at some point of Ω. Then, for
Remark 4. The exponents p 1 and p 2 are monotone functions of n and have linear growth for large n. Moreover, for 3 ≤ n ≤ 5 these exponents satisfy 1 < p 1 < p 2 , while for n ≥ 7 they satisfy 2 < p 2 < p 1 ; for n = 6 we have p 1 = p 2 = 2.
Proof. First of all, we note that the maximum in (IV) with respect to a is attained whenever
We modify the function (3) so as to ensure (46). As in the preceding section, we make this modification in two ways; the first way works for 1 < p < p 1 , and the second works for 1 < p < p 2 . The comparison of p 1 and p 2 can be made by elementary calculations.
The first way. Let x 1 ∈ Ω be a point with positive scalar curvature, and let x 2 be another point of the manifold. We define functions u 1 and u 2 as in the proof of Theorem 5.1. Let ρ 1 and ρ 2 be such that the supports of u 1 and u 2 are disjoint, and let ε 2 = ε γ 1 with some γ ∈ (0, 1).
Now we construct a function satisfying (46):
Inequalities (20) and (21) imply that
Immediate computations show that if n ≥ 3 and 1 < p < p 1 , then the inequality
is fulfilled for γ = 0 and, therefore, for some γ > 0. Fixing this γ and combining (49), (25), and (26), we obtain (27), provided ε 1 and ρ 1 are sufficiently small. The second way. Let x 0 ∈ Ω be a point with positive scalar curvature. We define u as in (3) and put ρ = ε γ with some γ ∈ (0, γ * ); here γ * is defined by (39). Now we introduce the function u = u − C ε and choose the constant C ε so as to ensure (46). Estimate (20) yields C ε ≤ Cε − 1 p * −1 . Arguing as in the proof of (43), from (40) we deduce that
For n ≥ 3 and 1 < p < p 2 , direct computations show that the inequality n pp * + γ
is true for γ = γ * and, therefore, for some γ ∈ (0, γ * ). Fixing such a γ, we see that inequalities (49), (25), and (26) imply (27), provided ε is sufficiently small.
Condition (45) in Theorem 6.1 cannot be viewed as quite satisfactory and is likely to admit relaxation. However, we claim that some upper bound for p is necessary. 
Multiplying by u and integrating over the spherical "hat" defined in (28), we obtain
By Proposition 1.1, the infimum in (I) on Ω is attained. This contradicts Theorem 3.2 (we recall Remark 1).
Remark 5. In particular, this theorem refutes Theorem 1.3 in [Zhu] .
Using Theorem 6.2, we can study the symmetry breaking of the extremal in the embedding theorem on the sphere:
for the subcritical q. As in (46), the maximum in (IVa) with respect to a is attained whenever (51)
where 
be a minimizer of (IVa) with q = p, and let u satisfy (51). As in Theorem 6.2, u depends only on θ and is monotone decreasing. Moreover, there exists θ * ≤ π/2 such that u(θ * ) = 0. If θ * < π/2, we introduce the function
Then, obviously, u satisfies (51). The Euler equation for u has the form
Multiplication by u and integration over the spherical "hat" defined in (28) yields
Thus, u is also a minimizer of (IVa); therefore, it satisfies the same Euler equation. Since u is a nonpositive sub-p-harmonic function on the complement of the "hat" (28), the Harnack inequality (see [Tr] ) shows thatû cannot vanish at interior points. This contradiction proves the first statement. 2. Let u q ∈ W 1 p (S n ) be minimizers of (IVa) satisfying (51). Suppose that there exists a sequence of q's tending to p * and such that u q (π − θ) = −u q (θ). Then the corresponding functions u q also satisfy (46) and therefore give rise to a minimizing sequence for (IV). We may assume that this sequence is normalized in L p * (S n ) and weakly converges in W 1 p (S n ) to some u. Theorem 6.2 implies that the function u is not a minimizer of (IV). Hence, arguing as in the proof of Theorem 2.2 in [LPT] , we conclude that |u q | p * δ(x − x 0 ) in the sense of measures on S n . But this is impossible, contradicting the symmetry of u q . Thus, the second statement is also proved.
Remark 6. If n = 1, then for all 1 < p, q < ∞ the extremal function of (IVa) satisfying (51) is symmetric with respect to θ. §7. The case of a domain in R n , n ≥ 2
The proofs in the case of a domain are similar to those in the case of a manifold. Instead of Proposition 1.1 we use the following statement. 
K(n, p) .
Then the infimum is attained.
Proof. Word-for-word repetition of the proof of [LPT, Corollary 2.1].
Under certain assumptions on the exponent p, we obtain (52) for m = 2, 3, 4 by constructing a function with small support that simulates the behavior of w ε (r) in a half-space.
The critical embedding theorem.
Theorem 7.1. Let n ≥ 2, and let Ω ⊂ R n be a bounded domain with ∂Ω of class C 2 . Then, for some β > 0 and all 1 < p < n+1 2 + β, the infimum in (II) is attained. Proof. Consider the smallest ball containing Ω. Let x 0 ∈ ∂Ω be a point of contact of Ω with this ball. Then all the principal curvatures of ∂Ω at x 0 are positive, whence H(x 0 ) > 0.
For the function u defined in (3), from (22) and (17) we deduce the estimate 
K(n, p) .
Similarly, the inequality
2 . By continuity, it is also valid for p < n+1 2 + β with some β > 0. Applying Proposition 7.1, we complete the proof.
