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Abstract—This article considers two variants of a short-
est path problem for a car-like robot visiting a set of
waypoints. The sequence of waypoints to be visited is
specified in the first variant while the robot is allowed to
visit the waypoints in any sequence in the second variant.
Field of view constraints are also placed when the robot
arrives at a waypoint, i.e., the orientation of the robot at
any waypoint is restricted to belong to a given interval of
angles at the waypoint. The shortest path problem is first
solved for two waypoints with the field of view constraints
using Pontryagin’s minimum principle. Using the results
for the two point problem, tight lower and upper bounds
on the length of the shortest path are developed for visiting
n points by relaxing the requirement that the arrival angle
must be equal to the departure angle of the robot at each
waypoint. Theoretical bounds are also provided on the
length of the feasible solutions obtained by the proposed
algorithm. Simulation results verify the performance of
the bounds for instances with 20 waypoints.
I. INTRODUCTION
Given a set of waypoints to visit and a car-
like robot, this article considers two variants of a
path planning problem where each waypoint must
be visited by the robot and the length of the path
traveled by the robot is minimized. Field of view
constraints are also placed when the robot arrives at
a waypoint, i.e., the orientation of the robot at any
waypoint is restricted to belong to a given interval
of angles at the waypoint. In the first variant of
the problem (Fig. 1), the sequence in which the
waypoints must be visited is specified while the
second variant allows for the waypoints to be visited
in any sequence. The car-like robot considered here
is the Reeds-Shepp vehicle, i.e., a wheeled vehicle
that can move forwards and backwards at a constant
velocity with a lower bound on its turning radius.
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Fig. 1. A feasible Reeds-Shepp path for an instance with 5 waypoints.
The waypoints are visited in the sequence (s1, s2, s3, s4, s5). The
orientation of the vehicle at any waypoint must belong to the shaded
interval of angles specified at the waypoint.
This path planning problem is a generalization
of the classic point to point, shortest path problem
considered by Reeds and Shepp in [1]. They showed
that the shortest path between two oriented points1
on a 2D plane belongs to a family of 48 paths
where each path is a concatenation of at most 5
pieces, each of which is a straight line or an arc
of a circle. This shortest path was formulated as an
optimal control problem and solved using Pontrya-
gin’s minimum principle in Boissonat et al. [2], and
Sussmann and Tang [3]. Sussmann and Tang [3] use
the theory of envelopes to further reduce the number
of paths in the family to 46. Finally, Soueres and
Laumond [4] provide a complete synthesis of the
shortest paths and add restrictions on the validity of
each of the paths in the family.
The Reeds-Shepp model is closed related to the
Dubins model [5] where the vehicle is only allowed
to move forwards at a constant velocity with a
1A oriented point is a point with a heading angle also specified.
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lower bound on its turning radius. The shortest path
between two oriented points for the Dubins vehicle
belongs to a family of 6 paths where each path is a
concatenation of at most 3 pieces, each of which is
a straight line or an arc of a circle [2], [3], [5].
The application of optimal control theory for
finding the shortest path for the Reeds-Shepp and
Dubins model has lead researchers to obtain shortest
path results for several other mobile robots, i.e.,
refer to the differential drive models in Balkcom
and Mason [6], Chitsaz et al. [7], the 3D Dubins
model in Chitsaz and LaValle [8], the bounded
velocity models in Balkcom and Mason [9], Furtuna
et al. [10], the direction dependent Dubins model in
Dolinskaya and Maggiar [11].
This article is motivated by the generalization of
the point to point shortest path problem to include
more waypoints and field of view constraints. Note
that the angle of visit is not specified at any of the
waypoints in both the variants of the path planning
problem. As the length of any path between two
waypoints in the family of shortest paths is a non-
linear function of the angle of visit at the respective
waypoints, the path planning problem is non-trivial.
In addition, the sequence of waypoints to visit is not
specified in the second variant of the path planning
problem which already makes it NP-Hard [12] even
without the motion constraints, i.e., Euclidean Trav-
eling Salesman Problem (TSP) is its special case.
The objective of this work is to develop algo-
rithms that can provide solutions to the path plan-
ning problem with a-priori and a-posteriori guaran-
tees. A-priori guarantees provide a theoretical upper
bound on the length of the solutions with respect to
the optimum for any instance of the problem. A-
posteriori guarantees are obtained by implementing
the algorithms on specific instances of the path
planning problem and quantifying the deviation in
the length of the paths obtained from the optimum.
A-priori guarantees can be numerically much worse
compared to the a-posteriori guarantees as they are
worst-case bounds valid for any instance of the
problem [13].
For the Reeds-Shepp vehicle visiting a set of
points with field of view constraints, we are not
aware of any algorithms with approximation guar-
antees. However, in the case of a Dubins vehicle
when the sequence of waypoints is specified, Lee et
al. [14] provide an approximation algorithm with
a guarantee2 of 5.03. This result can be further
improved to 2 + 2
pi
+ pi
2
≈ 4.21 using the results
by Goaoc et al. [15].
Bounding the length of a feasible solution ob-
tained by any algorithm with respect to the optimum
requires one to either know how to find the optimum
or know how to obtain a tight lower bound to the
optimum. As we currently do not know how to
find an optimal solution for both the variants of
the path planning problem, we rely on finding tight
lower bounds. In this article, we use the relaxation
procedure recently developed in [16] for a Dubins
vehicle to obtain lower bounds for the Reeds-Shepp
vehicle. It is important to note that tightly bounding
the length of a feasible solution with respect to a
lower bound may still not be trivial for a mobile
robot in general. However, since the Reeds-Shepp
vehicle is small-time controllable everywhere3 [17],
we are able to convert lower bounding solutions to
feasible solutions with guarantees.
A. Contributions:
• We first solve the Reeds-Shepp problem for
two waypoints with field of view constraints.
This problem is referred to as the Reeds-
Shepp interval problem and is formulated as
an optimal control problem in section IV. A
sufficient family of solutions to solve this prob-
lem is provided in section V using Pontryagin’s
minimum principle.
• For visiting a set of n waypoints, we first use a
relaxation procedure to find a tight lower bound
to the optimal length of the path planning prob-
lem (section VI). In this procedure, we relax
the constraint that the arrival angle and the
departure angle of the robot at any waypoint
must be the same, but restrict the absolute
difference between the arrival and departure
angles to be less than a given size.
• If the sequence of waypoints is specified, the
lower bounding problem requires finding a
shortest path on a directed, acyclic graph. If
the sequence of waypoints is not specified,
the lower bounding problem requires solving
2The guarantee provided by the algorithm here refers to the upper
bound on the ratio of the length of the solution produced by the
algorithm to the optimum for any instance of the problem.
3Given any time t > 0, if the vehicle starts from the origin at time
t = 0, the vehicle can always reach a -neighborhood of points from
the origin with  > 0.
a one-in-a set TSP. The cost of each edge in
the graph in both the variants is obtained by
solving the Reeds-Shepp interval problem. The
solution to the lower bounding problem doesn’t
yet provide a feasible solution to the path
planning problem; therefore, a simple heuristic
is used to convert a lower bounding solution
to a feasible solution for the path planning
problem.
• We then provide theoretical bounds on the
length of the solutions obtained by the pro-
posed algorithm in section VI.
• Simulation results verify the guarantees pro-
vided by the algorithms for both the variants
in section VII.
II. REVIEW OF REEDS-SHEPP’S SHORTEST PATH
RESULT
We use the notation followed in Sussmann and
Tang [3], and in Soueres and Laumond [4] to present
the sufficient family of paths for the Reeds-Shepp
vehicle: S denotes a straight line segment and C
an arc of circle of radius ρ. Subscripts denote the
length of the straight line segments or the angle of
turn in the arcs. Left and right turns are represented
using l and r respectively. Furthermore, superscripts
also specify if the vehicle is moving forward (+)
or backward (−). Cusps (instants when the vehicle
changes its velocity from moving forward to back-
ward or vice-versa) are denoted using the symbol“|”.
Note that the symbol | is not used when its usage
is redundant, for example, in paths like l+l− or
r+r− etc. Table I presents the sufficient family of
solutions for the Reeds-Shepp problem proved in
[4].
TABLE I
SUFFICIENT FAMILY OF SOLUTIONS FOR THE REEDS-SHEPP
PROBLEM
No. Path type Limitations
1 Ca|Cb|Ce a+ b+ e ≤ pi
2 CaSdCb 0 ≤ a, b ≤ pi2 , 0 ≤ d
3 Ca|CbCe or CeCb|Ca 0 ≤ a, e ≤ b, 0 ≤ b ≤ pi2
If a = b, b ≤ pi
3
4 Ca|CbCb|Ce 0 ≤ a, e < b, 0 ≤ b ≤ pi2
5 CaCb|CbCe 0 ≤ a, e < b, 0 ≤ b ≤ pi3
6 Ca|Cpi
2
SdCpi
2
|Cb 0 ≤ a, b < pi2 , 0 ≤ d
7 Ca|Cpi
2
SdCb or
CbSdCpi
2
|Ca
0 ≤ a ≤ pi, 0 ≤ b ≤ pi
2
, 0 ≤ d
III. PATH PLANNING PROBLEM STATEMENT
The position and the orientation of the vehicle
at time t is represented as (x(t), y(t), θ(t)), and ρ
denotes the minimum turning radius of the vehicle.
Let S := {1, 2, · · · , n} denote the set of waypoints.
Waypoint i ∈ S is located at (xi, yi) and must be
visited at an angle in the interval Ii := [θmini , θ
max
i ]
where θmini < θ
max
i .
Let the vehicle visit waypoint i at orientation
θi. Given the orientations θi and θj at any two
waypoints i, j ∈ S, let dij(θi, θj) denote the length
of the shortest Reeds-Shepp path to travel between
(xi, yi, θi) and (xj, yj, θj).
In the first variant of the problem, let the se-
quence to visit the waypoints be in the order
(s1, s2, s3, · · · , sn) where si ∈ S, i = 1, · · · , n. In
the given sequence, the vehicle is starting at s1
and is visiting s2 next and so on, and ending its
path at sn. The objective is to find the orientations
θsi ∈ Isi , i = 1, · · · , n at the waypoints such that∑n−1
i=1 dsisi+1(θsi , θsi+1) is minimized.
The second variant of the problem aims to
find the sequence also in addition to the ori-
entations. The objective here is to find the se-
quence (s1, s2, · · · , sn) in which the waypoints must
be visited and the orientations θsi ∈ Isi , i =
1, · · · , n such that each waypoint is visited once
and
∑n−1
i=1 dsisi+1(θsi , θsi+1) + dsns1(θsn , θs1) is min-
imized. Note that in the second variant, the vehicle
returns to its first waypoint after visiting all the
remaining waypoints.
To address the path planning problem, we first
solve the following shortest path problem for just
two points: Find the shortest path for the Reeds-
Shepp vehicle from (x1, y1) to (x2, y2) such that
θ1 ∈ I1 and θ2 ∈ I2. This problem is referred
to as the Reeds-Shepp interval problem. Solutions
to this problem will play a crucial role later in
developing lower and upper bounds for the path
planning problem.
IV. REEDS-SHEPP INTERVAL PROBLEM
There are two control inputs to the Reeds-Shepp
vehicle: the velocity (u1) and the turn rate (u2) of
the vehicle. Denote the input vector as u = (u1, u2)
where u1 ∈ [−1, 1]4 and u2 ∈ [−1ρ , 1ρ ]. The Reeds-
Shepp interval problem is formulated as an optimal
control problem as follows:
min
u1(t)∈[−1,1],u2(t)∈[− 1ρ , 1ρ ]
∫ tf
0
1dt (1)
subject to
dx
dt
= u1 cos θ,
dy
dt
= u1 sin θ,
dθ
dt
= u2, (2)
and the following boundary conditions:
x(0) = x1, x(tf ) = x2, (3)
y(0) = y1, y(tf ) = y2, (4)
θmin1 −θ(0) ≤ 0, (5)
θ(0)−θmax1 ≤ 0, (6)
θmin2 −θ(tf ) ≤ 0, (7)
θ(tf )−θmax2 ≤ 0. (8)
Let the adjoint variables associated with p(t) =
(x(t), y(t), θ(t)) be denoted as (λx(t), λy(t), λθ(t)).
The Hamiltonian associated with the above system
is defined as
H(Λ, p, u) = λo + u1 cos θλx + u1 sin θλy + u2λθ
(9)
where Λ(t) = (λo, λx(t), λy(t), λθ(t)) and λo is a
scalar parameter. The differential equations govern-
ing the adjoint variables are defined as:
dλx
dt
= 0, (10)
dλy
dt
= 0, (11)
dλθ
dt
= u1 sin θλx − u1 cos θλy. (12)
Applying the Pontryagin’s minimum principle
[18] to the above problem, we obtain the following:
If u∗ is an optimal control to the Reeds-Shepp
interval problem, then there exists a non-zero adjoint
4Note here that u1 belongs to a closed set of values between -1
and 1 rather than belonging to {−1,+1}. As shown in Boissonat et
al. [2] and Sussmann and Tang [3], the optimal values of u1 from
the closed set [−1,+1] in any case turns out to be -1 or +1. So, the
assumption that u1 ∈ [−1,+1] is valid.
vector Λ(t) and tf > 0 such that p(t),Λ(t) being
the solution to the equations in (2) and (10)-(12)
for u(t) = u∗(t), the following conditions must be
satisfied:
• H(Λ, p, u∗) ≡
minu1(t)∈[−1,1],u2(t)∈[− 1ρ , 1ρ ] H(Λ, p, u)∀t ∈ [0, tf ].
• H(Λ, p, u∗) ≡ 0 ∀t ∈ [0, tf ].
• Suppose α1, α2, β1, β2 are the Lagrange mul-
tipliers corresponding to the boundary condi-
tions in (5)-(8) respectively. Then, we have,
α1, α2, β1, β2 ≥ 0, (13)
α1(θ
min
1 − θ(0)) = 0, (14)
α2(θ(0)− θmax1 ) = 0, (15)
β1(θ
min
2 − θ(tf )) = 0, (16)
β2(θ(tf )− θmax2 ) = 0, (17)
λθ(tf ) = β2 − β1, (18)
λθ(0) = α1 − α2. (19)
Let t∗f denote the optimal time when the vehicle
reaches (x2, y2). We first summarize the main results
on the Reeds-Shepp problem given the orientations
at the waypoints from [2], [3]. These results will be
used to solve the interval problem.
Fact 1. Along an optimal path, u1 is either +1 or
-1 and u2 is either 1ρ or −1ρ . There are two types of
paths possible. The first type is of the form C|C|C
where u1 is singular and u2 doesn’t change sign.
The second type of paths lies between three parallel
lines D+, D− and D0. The straight line segments
and the inflection points (where u2 switches sign)
occur on D0. All the cusps occur on D+ or D−. The
orientation of the paths at any cusp is perpendicular
to D0.
Fact 2. The first type of paths, C|C|C, is possible
only when λθ(t) 6= 0 for all t ∈ [0, t∗f ].
Fact 3. Equations (10)-(11) imply λx and λy are
constants. Equation (12) implies λ˙θ = λxy˙ − λyx˙.
Integrating, we get, λθ = λxy− λyx+ c. Therefore,
all the points on an optimal path with the same
values of λθ lie on a straight line.
Fact 4. Any point along the optimal path corre-
sponding to λθ = 0 must lie on D0.
TABLE II
VALIDITY OF REEDS-SHEPP INTERVAL SOLUTIONS FOR θ(0) = θmax1 AND θ(t∗f ) = θ
min
2
Path type: Ca|Cb|Ce CaSdCb Ca|CbCe or
CeCb|Ca
Ca|CbCb|Ce CaCb|CbCe Ca|Cpi
2
SdCpi
2
|Cb Ca|Cpi
2
SdCb
or
CbSdCpi
2
|Ca
Limitations: a+ b+ e ≤
pi
0 ≤ a, b ≤
pi
2
0 ≤ a, e ≤ b 0 ≤ a, e <
b
0 ≤ a, e <
b
0 ≤ a, b < pi
2
0 ≤ a ≤ pi
0 ≤ d 0 ≤ b ≤ pi
2
0 ≤ b ≤ pi
2
0 ≤ b ≤ pi
3
0 ≤ d 0 ≤ b ≤ pi
2
0 ≤ d
If a = b, ,
0 ≤ b ≤ pi
3
Boundary conditions:
λθ(0) = λθ(t
∗
f ) = 0 Not possi-
ble
Sd lb|lb, rb|rb Not possi-
ble
lb|lb, rb|rb Not possible lpi
2
|lpi
2
Sd
λθ(0) < 0, λθ(t
∗
f ) =
0
Not possi-
ble
laSd la|lb, larb|rb Not possi-
ble
larb|rb Not possible la|lpi
2
Sd
λθ(0) = 0, λθ(t
∗
f ) <
0
Not possi-
ble
Sdlb lb|la, rb|rbla Not possi-
ble
rb|rbla Not possible Sdlpi
2
|la
λθ(0) < 0, λθ(t
∗
f ) <
0
la|lb|le laSdlb la|lb Not possi-
ble
larb|rble la|lpi
2
Sdlpi
2
|lb la|lpi
2
Sdlb
lbSdlpi
2
|la
V. SUFFICIENT FAMILY OF SOLUTIONS TO THE
REEDS-SHEPP INTERVAL PROBLEM
We will state the first main result of this article.
Theorem 1. The shortest path for the Reeds-Shepp
vehicle between the waypoints (x1, y1) and (x2, y2)
where θ(0) ∈ I1 and θ(t∗f ) ∈ I2 that is piecewise
C2, and either C1 or with cusps, must be of type
listed below or a subset thereof.
• θ(0) = θmax1 and θ(t
∗
f ) = θ
min
2 :
l|l|l, lSl, l|l, lr|rl, l|lpi
2
Slpi
2
|l, l|lpi
2
Sl, lSlpi
2
|l.
• θ(0) = θmin1 and θ(t
∗
f ) = θ
max
2 :
r|r|r, rSr, r|r, rl|lr, r|rpi
2
Srpi
2
|r, r|rpi
2
Sr,
rSrpi
2
|r.
• θ(0) = θmax1 and θ(t
∗
f ) = θ
max
2 :
lSr, l|lr, lr|r, l|lr|r, l|lpi
2
Srpi
2
|r, l|lpi
2
Sr, lSrpi
2
|r.
• θ(0) = θmin1 and θ(t
∗
f ) = θ
min
2 :
rSl, r|rl, rl|l, r|rl|l, r|rpi
2
Slpi
2
|l, r|rpi
2
Sl, rSlpi
2
|l.
• θmin1 < θ(0) < θ
max
1 and θ
min
2 < θ(t
∗
f ) < θ
max
2 :
S, l|l, r|r, lpi
2
|lpi
2
S.
• θ(0) = θmin1 and θ
min
2 < θ(t
∗
f ) < θ
max
2 :
rS, r|r, rl|l, r|rpi
2
S.
• θmin1 < θ(0) < θ
max
1 and θ(t
∗
f ) = θ
min
2 :
Sl, l|l, r|rl, Slpi
2
|l.
• θmin1 < θ(0) < θ
max
1 and θ(t
∗
f ) = θ
max
2 :
Sr, r|r, l|lr, Srpi
2
|r.
• θ(0) = θmax1 and θ
min
2 < θ(t
∗
f ) < θ
max
2 :
lS, l|l, lr|r, l|lpi
2
S.
In the rest of this section, we will prove this the-
orem. The orientation of the vehicle at waypoint 1
must either belong to the boundaries of I1 or belong
to the interior of I1, i.e., θ(0) = θmin1 or θ(0) = θ
max
1
or θ(0) ∈ (θmin1 , θmax1 ). Similarly, θ(t∗f ) = θmin2 or
θ(t∗f ) = θ
max
2 or θ(t
∗
f ) ∈ (θmin2 , θmax2 ). Combina-
tions of choices of these angles influence the λθ
values at the waypoints through equations (13)-(19)
which further restrict the choice of solutions for
the interval problem. We will prove the result for
θ(0) = θmax1 and θ(t
∗
f ) = θ
min
2 . Other combinations
of angles in the theorem can be shown in a similar
way.
Lemma 1. θ(0) = θmax1 and θ(t∗f ) = θmin2 implies
λθ(0) ≤ 0 and λθ(t∗f ) ≤ 0.
Proof. Using equation (14), θ(0) = θmax1 implies
α1 = 0. Therefore, λθ(0) = α1 − α2 ≤ 0. Using
equation (17), θ(t∗f ) = θ
min
2 implies β2 = 0.
Therefore, λθ(t∗f ) = β2 − β1 ≤ 0.
Lemma 2. λθ(0) = 0 and λθ(t∗f ) = 0 allows for
the following set of solutions for the Reeds-Shepp
interval problem: S, l|l, r|r, lpi
2
|lpi
2
S.
Proof. Using Fact 2, C|C|C is not possible.
λθ(0) = λθ(t
∗
f ) = 0 implies that both the end points
of an optimal path must lie on D0 (Fact 4). This
will further limit the validity of each of the paths
given in table I as follows:
• CaSdCb is not possible unless the turn angles
a = b = 0.
• Ca|CbCe or CeCb|Ca is not possible unless
e = 0 and a = b. Similarly, CaCb|CbCe is not
possible unless a = e = 0.
• Ca|Cpi
2
SdCpi
2
|Cb is not possible because the end
points cannot lie on D0.
• Ca|Cpi
2
SdCb is possible provided a = pi2 and b =
0. In this type, it is sufficient to consider l+pi
2
l−pi
2
S
and l−pi
2
l+pi
2
S as the other possibilities r+pi
2
r−pi
2
S and
r−pi
2
r+pi
2
S produce the same lengths and angles at
the waypoints.
Therefore, for the given boundary conditions, a
sufficient family of solutions is {S, l|l, r|r,
lpi
2
|lpi
2
S}.
Lemma 3. θ(0) = θmax1 and θ(t∗f ) = θmin2 allows for
the following set of solutions for the Reeds-Shepp
interval problem or a subset thereof: l|l|l, lSl, l|l,
lr|rl, l|lpi
2
Slpi
2
|l, l|lpi
2
Sl, lSlpi
2
|l.
Proof. Lemma 1 implies λθ(0) ≤ 0 and λθ(t∗f ) ≤ 0.
Therefore, there are four possibilities for the adjoint
variable λθ at the end points:
1) λθ(0) = 0, λθ(t∗f ) = 0,
2) λθ(0) < 0, λθ(t∗f ) = 0,
3) λθ(0) = 0, λθ(t∗f ) < 0, or,
4) λθ(0) < 0, λθ(t∗f ) < 0.
Solutions corresponding to each of the possibilities
are listed in table II following the same procedure in
Lemma 2. Combining all the solutions in the table
proves the Lemma.
VI. ALGORITHM Approx FOR SOLVING THE
PATH PLANNING PROBLEM
Approx is explained first when the sequence of
waypoints is specified. We will then modify Approx
to address the second variant. Approx first finds a
lower bound by relaxing the requirement that the
arrival angle of the vehicle at any waypoint must
be equal to the departure angle of the vehicle at
the waypoint. It then converts the lower bounding
solution to a feasible solution using a shortest path
algorithm. Specifically, the following are the steps
in Approx.
1) Partition the available set of orientations at
each waypoint into k sectors or intervals of
equal size. This step partitions Ii into the set
Ii := {[φi0, φi1], [φi1, φi2], · · · , [φi(k−1), φik]}
where φij := θmini +
j
k
(θmaxi − θmini ) for
j = 0, · · · , k.
2) Form an acyclic graph G with nk nodes.
The node vim in G represents the waypoint
si and the interval [φsi(m−1), φsim] ∈ Isi for
i = 1, · · · , n, m = 1, · · · , k. An edge is
present in G if and only if it connects adjacent
waypoints in the given sequence and any of its
corresponding intervals. Let cost(vim, v(i+1)l)
denote the length of the shortest Reeds-Shepp
interval path between waypoints si and si+1
such that θsi ∈ [φsi(m−1), φsim] and θsi+1 ∈
[φsi+1(l−1), φsi+1l]. These lengths can be ob-
tained from the result in Theorem 1.
3) Compute a lower bounding solution: Use
Dijkstra’s shortest path algorithm to find a
path of minimum length from any node
in {v1m : m = 1, · · · , k} to any node
in {vnm : m = 1, · · · , k}. Suppose
an optimal solution is denoted by the se-
quence of nodes (v1m∗1 , v2m∗2 , · · · , vnm∗n). Let
the length of this solution be Costlb :=∑n−1
i=1 cost(vim∗i , v(i+1)m∗i+1).
4) Compute a feasible (upper bounding) solution:
Let θsid and θsi+1a denote the departure and
the arrival angles obtained from solving the
Reeds-Shepp interval problem from vim∗i to
v(i+1)m∗i+1 . It is possible that θsia 6= θsid for
any i = 2, · · · , n − 1. Dijkstra’s shortest path
algorithm is again used to choose exactly one
of the two possible angles (θsia or θsid for
i = 2, · · · , n − 1) at waypoints s2, · · · , sn−1
such that the length of the resulting path is
minimized. This provides a feasible solution to
the path planning problem.
Lemma 4. For any k ≥ 1, the length of the path
computed in step (3) of Approx is a lower bound
to the optimal length of the path planning problem
when the sequence of waypoints to visit is given.
Proof. Let the orientation of the vehicle corre-
sponding to an optimal solution at waypoint si be
denoted as θosi . Also, let the length of the seg-
ment of the optimal solution from si to si+1 be
denoted as lo(si, si+1). Let θosi belong to the interval
[φsimoi−1, φsimoi ] ∈ Isi for i = 1, · · · , n. Then,
Costlb =
n−1∑
i=1
cost(vim∗i , v(i+1)m∗i+1)
≤
n−1∑
i=1
cost(vimoi , v(i+1)moi+1) ≤
n−1∑
i=1
lo(si, si+1).
Theorem 2. The length of the feasible solution
obtained by Approx is at most equal to Costlb +
3ρ
∑n−2
i=2
θmaxsi −θminsi
k
.
Proof. As explained in step (4) of Approx, the
arrival and departure angles obtained from the lower
bounding solution at waypoint si may not be the
same. The absolute difference between these two
angles can at most be equal to ∆θi :=
θmaxsi −θminsi
k
.
Therefore, the length of the feasible solution ob-
tained by Approx must be upper bounded by
Costlb+
∑n−1
i=2 distrs(∆θi) where distrs denotes the
length of the shortest Reeds-Shepp path between
(0, 0,∆θi) and (0, 0, 0). In the appendix, we prove
that distrs(∆θi) ≤ 3ρ∆θi2 . Hence proved.
A. Modification to Approx to address the second
variant
In step (2) of Approx, instead of computing
the Reeds-Shepp interval lengths only between any
two adjacent waypoints and their corresponding
intervals, we need to compute cost(vim, vjl) for all
i, j = 1, · · · , n, i 6= j, and m, l ∈ 1, · · · , k. The
lower bounding problem (step (3)) would aim to find
a sequence of waypoints to visit (s1, · · · , sn) and
choose exactly one interval at each waypoint (denote
the chosen interval at si to be [φsi(mi−1), φsimi ] for
i = 1, · · · , n) such that ∑n−1i=1 cost(vimi , vimi+1) +
cost(vnmn , v1m1) is minimized. This is a One-in-a-
set TSP which can be transformed into a single TSP
[13] and solved using CONCORDE [19] software.
The lower bounding solution provides a sequence
of waypoints to visit but the arrival and departure
angles at each waypoint may not be equal; to make it
feasible, Dijkstra’s algorithm is used to choose one
of the two angles at each of the waypoints (Step
4). The following upper bound on the length of
the feasible solution obtained can be proved using
exactly the same procedure outlined in Lemma 4
and Theorem 2.
Corollary 1. The length of the feasible solution
obtained by the modified Approx is at most equal to
Costtsplb + 3ρ
∑n
i=1
θmaxsi −θminsi
k
where Costtsplb denotes
the length of the lower bounding solution to the
problem when the sequence of waypoints is not
specified.
VII. SIMULATION RESULTS
Twenty five problem instances were generated
with each instance having 20 waypoints. The points
were sampled from an area of size 1000×1000 units.
The minimum turning radius of the Reeds-Shepp
vehicle was assumed to be 1/10th of the side length
of the area, i.e., 100 units. For each waypoint, the
vehicle was restricted to visit the waypoint within
a field of view of pi
2
radians. For i = 1, · · · , n,
θmini was randomly chosen in the interval [0,
3pi
2
]
and θmaxi was set to θ
min
i +
pi
2
. All the algorithms
were coded in MATLAB and the computations were
run on MacBook Pro (Intel Core i7 Processor @2.8
GHz, 16 GB RAM).
For the first variant of the path planning problem,
a sequence for each instance is obtained by solving
the corresponding Euclidean TSP. Approx uses this
sequence as an input to find a feasible solution.
The deviation of this solution (in %) from the
lower bound for each instance is 100× Costf−Costlb
Costlb
where Costf is the length of the feasible solution
produced by Approx. The a-priori (or theoretical)
deviation of the upper bound (in %) from the lower
bound can also be computed using Theorem 2
as 100 × 3ρ
Costlb
∑n−2
i=2
∆θi
k
. All the deviations and
bounds for the 25 instances for different levels of
discretization at each waypoint is shown in Table
III. Overall, for k = 16, the average deviation of
all the feasible solutions obtained by Approx with
respect to the lower bounds is 1%. Note that the
theoretical deviations are mostly 10 times larger
than the actual deviations of the solutions obtained
by Approx. This is generally observed with a-priori
theoretical guarantees [13] which specify the worst-
case bounds for any instance of the problem.
Using the modified version of Approx, feasible
solutions and its corresponding deviation from the
lower bounding solutions can also be obtained for
the second variant, and are shown in Table IV.
There was no noticeable difference in the deviations
of the feasible solutions for both the variants of
the problem. Computationally, the main difference
between solving the two variants lies in step (3)
of Approx where a One-in-a-set TSP is solved
when the sequence is not given as compared to
solving a shortest path problem when the sequence
is given. The average computation times needed for
solving the 25 instances with k = 4, 8 and 16 were
approximately 44, 182 and 743 seconds respectively
when the sequence for the way-points are given, and
48, 205 and 1016 seconds respectively for the vari-
ant with the sequence of way points not specified.
Sample lower bounding and feasible solutions are
shown for the two variants of the problem in Figs.
2 and 3.
Lower bounding path
Feasible Path
Start End
Fig. 2. Solutions when the sequence of waypoints to visit is given.
VIII. CONCLUSIONS
This article presented a path planning algorithm
for a car-like robot visiting a set of waypoints with
Lower bounding path
Feasible Path
Fig. 3. Solutions when the sequence to visit is not specified.
field of view constraints. The problem is first solved
for two waypoints and the solutions to the two-
point problem are generalized to handle multiple
waypoints using a relaxation procedure. Theoretical
bounds are also obtained on the quality of the fea-
sible solutions produced by the proposed algorithm.
The procedure used in this article is generic and
can be applied to any mobile robot as long as one
can solve the point to point problem for the robot.
Future work can address problems with multiple
vehicles, fuel constraints on vehicles, uncertainty in
the location of waypoints and motion in 3D.
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APPENDIX
The following lemma is a simplification of a more
general bounding result proved for the Reeds-Shepp
∆θ
∆θ
α
α
α
A
B
C
O
C1
C2
Fig. 4. Construction of Reeds-Shepp path from (0, 0,∆θ) to (0, 0, 0)
vehicle in [20].
Lemma 5. The length of the Reeds-Shepp path
between two oriented points (0, 0,∆θ) and (0, 0, 0)
is at most 3ρ∆θ.
Proof. Consider a feasible path for the Reeds-Shepp
vehicle between (0, 0,∆θ) and (0, 0, 0) passing
through points A,B and C as shown in Fig. 4. The
length distrs(∆θ) of this path is equal to the sum of
length of the four segments OA,AB,BC and CO.
From Fig. 4, one can deduce that α = ∆θ
2
. The
length of the segment joining points B and C is
denoted by BC.
distrs(∆θ) = ρ∆θ + ρα +BC + ρα
= ρ∆θ + 2ρα +
√
(ρ sin ∆θ)2 + (ρ− ρ cos ∆θ)2
= 2ρ∆θ + 2ρ sin
(
∆θ
2
)
≤ 3ρ∆θ.
