Vehicle fog computing (VFC) is proposed as a solution that can significantly reduce the task processing overload of base station during the peak time, where the vehicle as a fog node contributes idle computing resource for task processing. However, there are still many challenges in the deployment of VFC, such as the lack of specific incentives of resource contribution, high system complexity, and offloading collisions between vehicles when the vehicles are offloading tasks simultaneously. In this paper, we first propose a novel contract-based incentive mechanism that combines resource contribution and resource utilization. Based on that, we propose to use distributed deep reinforcement learning to allocate resources and reduce system complexity. Task offloading method based on the queuing model is also proposed to avoid decision collisions in multi-vehicles task offloading. Numerical experiment results demonstrate that our proposed scheme has achieved a significant improvement in task offloading and resource allocation performance.
I. INTRODUCTION
With the rapid development of the Internet of Vehicles(IoV) technology and 5G communication technology, more and more functional technologies are applied to vehicles, such as augmented reality(AR), real-time video streaming, automatic driving(AD), etc. [1] - [3] . In these applications, some of them need to transmit a large amount of data, others do not need to transmit a lot of data, however, there would be rigorous delay constraints to transmit them, so these applications have a relatively large demand for the IoV resources, such as spectrum resources, storage space, etc. But local vehicle capability is limited and vehicle would be too hard to accomplish its task. Therefore, cloud computing with strong computing capability has become a more efficient way to implement The associate editor coordinating the review of this manuscript and approving it for publication was Amr Tolba . these applications [4] . The data that needs to be processed by these applications is transmitted to the cloud server for processing, and the cloud server sends the processing result to the vehicle end to complete the task processing [5] .
However, long-distance data transmission may create some potential challenges, such as large data transmission delay cannot guarantee the quality of service (QoS). Extending the computation resources of the cloud computing to the mobile edge computing (MEC) close to mobile users is proposed [6] . The MEC puts the cloud services to the radio access network (RAN) and offers the cloud-computing capability in close proximity to mobile users [7] .
The research on MEC mainly focuses on how to optimize the decision of task offloading and the strategy of resource allocation to improve the performance of the IoV. In [8] , the author's optimization goal is to minimize the overall energy consumption of the system and the use of computation VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ resources. The work in [9] - [15] is to minimize the delay for all users and the energy consumption of them by proposing a novel IoV systems and resource allocation mechanisms. Although MEC has strong computing power, with the increase of the number of vehicles, its limited computing power is gradually overloaded, which makes the QoS of some vehicles cannot be guaranteed. On the other hand, some vehicles are equipped with processors with strong computing power, but the processing unit of the vehicle is idle [16] , [17] . Therefore, the use of idle computation resources of these vehicles can significantly alleviate the load pressure of the MEC without additional deployment of the MEC. In [18] , the parked vehicles can be used as a fog node and provide real-time computation resources. At the same time, the vehicles can directly offload tasks to vehicles with idle computation resources for task processing, improving task processing efficiency. This method is called vehicle fog computing (VFC) [19] .
Neverthless, VFC still faces some challenges. In [20] , vehicles with idle computation resources unconditionally contribute computation resources to the IoV. However, in actual scenarios, vehicles are privately owned and require certain incentives. The incentive vehicles contribute computation resources, that is, the VFC gives incentives to vehicles that contribute resources. These vehicles get these rewards so that they can use the system resources (storage space, frequency resource, etc.) of the IoV. The more resources the vehicles contribute, the more rewards the vehicles would obtain. In [21] - [23] , an optimization algorithm for computation resource allocation and task unloading is proposed, where the system gives certain rewards to vehicles that contribute resources, but the article does not clearly indicate the purpose of the reward. Therefore, it is necessary to design a reasonable incentive mechanism to encourage vehicles to contribute resources. At the meantime, vehicles can use these rewards to exchange vehicle network system resources to improve the system performance.
The employment of conventional computation offloading and resource allocation in MEC and VFC makes the system complex in [3] , where the offloading decisions are taken through game-theoretic approach and the resource allocation is achieved by using the Lagrange multiplier method. In order to reduce the system implementation complexity, more and more researches have focused on the scenarios that use deep reinforcement learning (DRL) algorithms, in which deep neural network (DNN) is introduced, which will be trained to make offloading decisions and resource allocation instead of using other methods, to optimize offloading decisions and resource allocation to achieve system optimization goals in recent years.
In [24] , the method of DRL is used to meet different resource requirements. A method based on DRL is studied in [25] , which simplifies the state of the system for distributed offloading. The author in [26] proposes a DRL based transmission strategy by exploring trirelationships among vehicles. In [27] , the author constructs an intelligent offloading system for vehicular edge computing by leveraging DRL. In [28] , the DRL is used to save energy in RAN while meeting the needs of users. The author in [29] proposes a new DRL algorithm for solving the higher complexity joint resource management problem in the IoV. In [30] , reinforcement learning is used to solve the problem of resource allocation in the vehicle cloud, in which resources can be dynamically allocated to maximize long-term network rewards and prevent myopic decisions.
In this paper, we propose a new contract theory that incents vehicles contribute their computation resources and get the rewards so that they can use them to exchange additional resources from the IoV to improve the QoS of their application, such as task processing delay, energy consumption, etc. We also use DRL method to reduce the system implementation complexity, which based on our proposed contract theory offloads the tasks of vehicles and reasonably allocates system resources to achieve better system performance. Our main contributions of this work are summarized as follows:
• We propose an incentive mechanism based on contract theory. While the vehicles contribute to the computation resources, the reward of the previous acquisition can be used to exchange the resources of the system, such as frequency resources, computation resources, etc., to improve the QoS of the vehicles application. When providing rewards and resources for the vehicles, the roadside unit (RSU) can obtain the idle computation resources of the vehicles to improve its own computing power and the performance of the entire system when the vehicles offload the task.
• We will use the DRL method based on incentive mechanism to reduce implementation complexity in VFC, where offloading decisions could be generated faster through DNN. Besides, in this new incentive mechanism, since there are some vehicles using additional resources, DRL can be used as an efficient method to allocate these resources in a low complexity way.
• The DRL method we adopt is a distributed algorithm. In order to avoid the task offloading conflict caused by the simultaneous offloading decision, we introduce a queuing model, which is sorted according to the accumulated rewards of the vehicles. The vehicle that has higher cumulative reward can obtain the priority of task offloading, avoiding the task offloading conflict caused by simultaneous decision.
The remaining parts of the paper are summarized as follows. The system model is introduced in Section II. In Section III, a new mechanism based contract theory is presented. We describe a framework of DRL based task offload and resource allocation in Section IV. In Section V, the simulation presented. Conclusions and future work are drawn in Section VI and Section VII, respectively.
II. SYSTEM MODEL
In this paper, the IoV scenario is shown in Fig. 1 . This scenario consists of a RSU with powerful computing capacity and M vehicles denoted by M ∈ {1, 2, 3 . . . M} moving on the road. The location of the RSU is p 0 , and the computing capacity of the RSU is represented as C 0 . Vehicles are evenly distributed on a dual carriageway with two lanes. The position and velocity of the vehicle is denoted as p i and v i , respectively, and the idle computation resources owned by vehicle is denoted as C i . In the k th time slot, the vehicle randomly generate task T k i , d k i that need to be processed, where T k i represents the size of the task generated by the vehicle in the k th time slot, and d k i represents the maximum tolerable delay of the task. In this scenario, the vehicle can directly perform vehicleto-infrastructure (V2I) communication with the RSU, such as vehicle A, and the vehicle can also perform vehicle-tovehicle (V2V) communication with other vehicles with the assistance of RSU, such as vehicles B and C. Even if the vehicle leaves the communication range of RSU but is within the communication range of other vehicles, V2V communication can still be maintained between vehicles, such as vehicles D and E.
For each vehicle, they can handle the task by processing it locally or offload the task to other place to process. In local processing, the time t c required by the vehicle to process the task in the k th time slot can be expressed as
when t kc i < d k i , it indicates that the vehicle's own computing capacity can meet the delay requirement of the processing task, and the vehicle will process the task locally. Conversely, when t kc i > d k i , it indicates that the vehicle cannot complete the task, so the task needs to be offloaded.
As the task is offloaded, the vehicle i can offload the task to the vehicle j for processing and transmit task data through the V2V link. In order to improve the spectral efficiency, we assume that the allocated channels are orthogonal to each other and do not interfere with each other.
In the wireless communication of the k th time slot, the signal noise ratio(SNR) of vehicle i is expressed as
where P k i represents the wireless transmission power of the vehicle i, h ij represents the wireless channel gain between the vehicle i and the vehicle j, and N 0 represents the noise power [31] , [32] . The gain of the wireless channel can be expressed as
where P i denotes the transmission power of the vehicle i, and G t i , G r j denote the transmission antenna gain of the vehicle i and the reception antenna gain of the vehicle j, respectively. L ij represents the transmission loss, which we assume is the path loss of free space, and L ij is given by
where F is the transmission frequency and σ ij is the distance between the vehicles i and j
Then the wireless transmission rate of vehicle i to vehicle j denoted as
where W is the transmission bandwidth [33] . The time taken to transfer the task is shown as
The time taken by vehicle j to process the task is
We assume that the size of computation result data fed back from the vehicle j to the vehicle i is very small, so the transmission delay of the transmission processing result is negligible.
The total time taken by processing task by offloading the task to vehicle j is expressed as
when t k ij < d k i , it indicates that the vehicle i offloads the task to the vehicle j and vehicle jcan complete the task processing within d k i . Conversely, when t k ij > d ij , it illustrates that the time taken by processing task exceeds the maximum tolerable delay of the task. If the vehicle i cannot complete the task processing by offloading the task to another vehicle, the task needs to be offloaded to the RSU for processing.
The RSU has powerful computing capacity, but in order to process more tasks offloaded to the RSU, we assume that the total time taken for the task to be offloaded to the RSU (j = 0) is equal to the maximum tolerable delay of the task, which can be represented as
The amount of computation resources that the task generated by vehicle i requires to process form the RSU is shown as
Although the RSU has rich computation resources and strong computing capacity, it is also limited in computation resources. When the task of offloaded to the RSU exceeds the total computation resources of the RSU, some tasks processing would fail, which is denoted as
where λ i = 1 indicates that the vehicle i offloads the task to the RSU for processing, otherwise, λ i = 0. We assume that in the k th time slot, the channel conditions of the vehicle remain unchanged, which the data transmission rate does not change. In the k th + 1 time slot, the position of the vehicle is expressed as
where t is the time interval of each time slot. At the same time, the vehicle will also generate new tasks (T k+1 i , d k+1 i ) that needs to processing.
III. CONTRACT THEORY-BASED INCENTIVE MECHANISM
In this chapter, we propose a contract theory-based incentive mechanism for the current IoV scenario to encourage vehicles to contribute their own idle computation resources.
A. THE CONTRACT OF RESOURCE ALLOCATION
We assume that vehicles within the RSU communication range are classified into N types of vehicles according to their shareable resources, each type corresponding to a contract (ξ n , R (ξ n )), where ξ n represents the type of resource contribution of vehicles, which is given by
And R (ξ n ) represents the bonus value corresponding to the resource contribution ξ n . The more vehicles contribute the computation resources and the greater the probability that the resource will be utilized by other vehicles, the higher the reward value will be.
RSU will provide the corresponding contract according to the type of each vehicle. The vehicle can choose to accept or reject the contract, that is, decide whether to contribute its own computation resources. When ξ n = 0, it means that the vehicle does not contribute resources, and the corresponding reward value R (ξ n ) = 0. Next we will establish the utility functions for the RSU and the vehicle and formulate our optimization goals.
Due to the asymmetry of the information, the RSU only knows that there are a total of N types of vehicles, and it is not clear the amount of resources that the vehicle can contribute. Therefore, for vehicle i, the probability of belonging to the n-type contract is ρ n , and N n=1 ρ n = 1.
1) UTILITY MODEL OF RSU
One purpose of vehicle contribution computation resources is to ease the burden of RSU computing tasks, while RSU is also responsible for resource scheduling. Therefore, we assume that the RSU utility function can be improved by reducing task processing latency, reducing the energy consumed by task processing, increasing the task completion ratio within the system, and reducing the utilization of system frequency resources, which is denoted as
where I indicates the RSU performance improvement, which means that the performance of the task offload to the vehicle processing is compared with the performance of task offload to the vehicle processing, and is given by
where E and t represent the change of energy and task processing time when the task T is processed by the RSU and the vehicle as
where ω RSU and ω Veh represent the energy consumed by the task of processing the unit data amount on the RSU and the vehicle i, respectively, while t 0 and t i represent the total time that the task is offloaded to the RSU and the vehicle i for processing, respectively. For N types of M vehicles covered by the RSU communication range, the RSU utility function is as follows
2) UTILITY MODEL OF VEHICLE For the vehicle, if the computation resources are contributed and the resources are utilized by other vehicles, the reward corresponding to contract of the type n,(ξ n , R (ξ n )) can be obtained, the utility function of the vehicle i in the contract of n is as follows
where θ n represents the contract weight of type n, and a higher type θ n has a larger weight.
B. THE CONTRACT OF RESOURCE UTILIZATION
For a vehicle with a task offloading requirement, assuming that the accumulated reward value of the vehicle in the early task processing is τ , the vehicle can exchange the wireless transmission bandwidth w of the system with the accumulated reward value τ . So we propose a second set of contracts R E w g , w g , which has a total of G types, which means that the vehicle uses the reward value R E w g in exchange for additional w g bandwidth resources, which can reduce the time spent on wireless transmission. For vehicles with task offloading requirements, the probability of selecting a contract of type g is ρ g , and G g=1 ρ g = 1. For RSU, the utility function in the contract for resource utilization is expressed as
where f is a penalty value, indicating that if the task processing fails to be completed, the penalty value of f is given as f < 0, and if the task is successfully completed, f = 0.
Assuming that there are X vehicles with task offloading requirements within the coverage of the RSU communication range, the RSU utility function is as follows
For the vehicle i which offloads the task, the bonus value is exchanged for additional bandwidth resources, and the time taken for the processing task can be reduced. So the utility function is expressed as
where I indicates the improvement of the task processing performance of the vehicle after using the additional spectrum resources, as shown below
where t kt represents the change value of the transmission delay after using the additional transmission bandwidth. f is a penalty value, indicating that if the task fails to complete the task processing, the penalty value of f is given as f < 0, and if the task is successfully completed, f = 0. In summary, under the conditions of the two contracts, the overall utility equation of the whole system can be expressed as
where φ = 1 indicates that the vehicle i has a task offloading requirement, otherwise φ = 0. So the corresponding optimization problem is as follows
where C1, C3 represent the IR constraint, and C2, C4 represent the IC constraint, of which means are shown as follows • Individual rationality (IR) constraint: In C1, the type n vehicle will get a nonnegative utility value if it selects the contract item (ξ n , R (ξ n )), which is the same as that in C3.
• Incentive compatibility (IC) constraint: In C2, the type n vehicle will get the maximum utility value if and only if it select the contract (ξ n , R (ξ n )) designed for its type, which is the same as that in C4.
IV. DEEP REINFORCEMENT LEARNING FOR RESOURCE MANAGEMENT
In this section, we will introduce a task offloading and resource allocation mechanism based on DRL, and explain the key parts of reinforcement learning and the architecture of deep Q-networks (DQN) in detail.
A. REINFORCEMENT LEARNING 2 shows the architecture of reinforcement learning, which contains an agent and environment, which interact with each other. In the IoV scenario, each vehicle is an agent, and the environment includes all vehicles and RSUs in the IoV scenario. In reinforcement learning, the agent maintains a Q value table Q s i , a j , where s represents the feature vector of the current environment, a represents the action taken by the agent, and Q value represents the action that can be obtained by taking action a in state s value. The agent selects action a * according to the Q value table and transmits it to the environment. . This is DQN framework for DRL. DNN outputs the Q values corresponding to all actions according to the feature vector of the input state, determines the action a * that acts on the environment according to the action selection strategy, and the Environment returns the reward and the next state to the Agent according to the action a * . The state, action, reward , and next state generated during the interaction between the Agent and the Environment are stored in the replay memory, and data is periodically sampled from it for training the DNN.
Environment feedbacks the reward value r k to the agent according to the action a * and the current system state and the next state s k+1 based on the action a * , besides r k will be used to update the Q value table in the agent. The update equation is as follows
where α is the learning rate and β is the attenuation factor. During the interaction between the agent and the environment, the Q value table maintained by the agent is continuously iteratively updated until the Q value in the Q value table converges. The agent can select the action with the greatest value to act on the environment according to the greedy algorithm.
As we mentioned in the second section, at time slot k, the state feature vector of the environment is composed of the following parts: the vehicle speed v = (v [1] , v [2] , v [3] . . [1] , R k ac [2] , R k ac [3] . . . R k ac [M ] . Therefore, the system status can be expressed as • Selection of wireless transmission power P k = (P k [1] , P k [2] , P k [3] . . . P k [M ]), where P k [i] = j indicates that the wireless transmission power of the vehicle i transmission task is j. Therefore, the action a k can be expressed as
After the action a k is transmitted to the environment, the environment will generate a reward value r k and feed it back to the agent. The r k here can use the results discussed in Section III as
where ω P k T k P k represents the energy consumed by wireless transmission. The greater the transmission power, the more the energy consumed by wireless transmission, and the smaller the corresponding reward value.
Algorithm 1 Training Deep Q-Network of Computation Resourcement Management
1 Initialize: Replay memory with a size of , the mini-batch with size of ψ, ψ < , DNN network weights θ DNN , IoT Scenario Environment; 2 Initialize: k = 0; 3 while All of vehicles are in the communication range of the RSU do 4 Input the state of environment s k ;
5
Select ε in range (0,1); 6 if ε < then 7 Select action a k randomly;
Select a k * = arg max a∈A Q s k , a k ; 10 end 11 Environment gengerates next state s k+1 and reward r k based on the action of agent;
12
Save data items s k , a k , r k , s k+1 into Replay memory;
13
if i > ψ then 14 Sample mini-batch of data from Replay memory randomly;
15
Train the DQN with mini-batch data and update the DQN weights θ DNN ; 16 end 17 Update the time index k = k + 1.
end
Because the state feature vector space of this scenario increases with the number of vehicles in the environment, the agent needs to maintain a large Q value table, and it takes a lot of iterations to make the Q value converge, so we will use DRL to get convergent Q values faster.
B. DEEP REINFORCEMENT LEARNING
We will use DQN framework for DRL, as shown in Fig. 3 .
The Agent contains a DNN. The input of the neural network is the state feature vector s k of the current environment, and the output of the neural network is the Q value Q (s, a) obtained from all the actions taken under the state s k . The action a * is selected to act on the environment through the action selection strategy π . Different from reinforcement learning, on the one hand, DRL introduces a DNN instead of the Q value table, and on the other hand, a reply memory is set up to store parameters s k , a k , r k , s k+1 during the interactions between the agent and environment, periodically sampling ω data from the reply memory for training the DNN, and updating the weight parameter θ DNN in the DNN to minimize the loss function. The loss function is as follows
In order to be able to traverse the entire state space in this state instead of just choosing the action that maximizes the Q value, during the DNN training, our action selection strategy π is defined as the -greedy method, represents the action exploration rate, and -greedy method indicates that the agent has a probability of 1− to choose the action a * that maximizes Q (s, a) , and has the probability of to randomly choose the action a. As the number of iterations increases, the value of gradually decreases, which accelerates the convergence of the Q value.
In the DQN test process, we choose the strategy π as the greedy method, that is, the action a * that maximizes the Q value is selected as the output and acts on the environment. The average performance of the feedback is used to measure the system performance level after iteration.
The algorithm for training DQN is shown as in Algorithm 1.
V. NUMERICAL EXPERIMENT
In this section, we will build a DRL simulation environment based on tensorflow, and describe the simulation results of system performance.
A. GENERAL SETUP
In the DQN architecture, we set up a four-layer neural network, one of which is an input layer, one is an output layer, and two hidden layers. The number of neurons in the two hidden layers is 600, 300. We will use the ReLu function as the activation function and ReLu function of this neural network is as follows
At the same time, we will use the Adam optimizer to optimize the Loss function in the neural network [34] . Other detailed parameters about neural networks and default application scenarios [28] , [35] , which are shown in Table 1 . VOLUME 8, 2020 According to the setting of the scene and the construction of the model, we will compare the system performance from the following aspects:
• We modify the parameters in the model and compare the differences in the performance of the system with the modification of each parameter to obtain the optimal model parameter settings.
• We compare the resource management model proposed in this paper with conventional resource management solutions. In conventional resource management solutions, when the vehicle's own tasks cannot be processed locally, the tasks are directly offloaded to the RSU for processing, and the system performance of the two solutions is compared.
We implemented experimental simulations under different parameters, such as the number of vehicles, the size of minibatch, the size of the reply memory, and the learning rate, and compared and analyzed the simulation.
In actual application scenarios, the number of vehicles will affect the number of samples obtained by the system at the end of each episode. The larger the number of vehicles, the more samples the system obtains after each episode, and the earlier the optimization of the neural network and the parameter update can be performed. As shown in Fig. 4 , it is a comparison of system performance under different vehicle numbers [25, 50, 100, 150] in the same scene. The ordinate represents the standardized system performance, which is represented by the system delay, energy consumption, task completion rate, and vehicle contribution resources. Through the simulation graph, we can know that when the number of vehicles in the environment is veh num = 25, the performance curve starts to rise around episode = 10. As the number of vehicles in the system increases, the performance curve improves faster. When the number of vehicles veh num = 100, 150, the performance curve converges at the same time. Therefore, when there are more vehicles in the environment, it is more beneficial to the optimization of the neural network in DQN.
As mentioned above, when there are more vehicles in the system, more sample values can be obtained in an episode. In our proposed model, when reply memory > mini-batch, the neural network starts optimization. Therefore, we infer that when the number of vehicles is fixed, as the number of samples increases, the system performance will start to converge later. We assume that the number of vehicles in the current system is veh num = 25, and the number of samples is mini-batch = [50, 100, 200, 300]. Fig. 5 shows our experimental simulation results, which is consistent with our inference, that is, as the mini-batch increases, the later the system performance improves. The size of the reply memory has been set in the model. If the data stored in the reply memory is full, the older data will be cleared to make room for new data to store. We infer that if the size of the reply memory becomes larger, there will be more old data in sample data, and it is less likely that new data is sampled. In other words, the new data cannot be used to train the neural network in time, delaying the improvement of system performance. We assume that the current system has veh num = 25, sample number mini-batch = 50, reply memory = [500, 1000, 2000, 3000]. The simulation results are shown in Fig. 6 . When reply memory = [500, 1000] The system performance is basically improved at the same time. When reply-memory = [2000, 3000], the system performance is relatively late.
We hope that the system model can pay attention to long-term benefits rather than immediate benefits, which is reflected in the gamma value in equation (34) . A large gamma value indicates that there is a large part of the value from the next state in current Q-value, which means that the model will consider more about the reward the next state will obtain. As shown in Fig. 7 , for a system model with a large gamma value, its performance can also be quickly improved. 
2) EXPERIMENT 2
We compare the performance of the proposed system model with the conventional model. In the conventional model, when the vehicle cannot complete the task within the maximum delay of the task, it will directly offload the task to the RSU for processing. Although the RSU has relatively strong computing power, it can smoothly handle all tasks offloaded to the RSU in a scenario with a small number of vehicles. However, as the number of vehicles increases, the number of tasks offloaded to the RSU gradually increases, and the task processing pressure on the RSU increases too. As the RSU is in a full load state, the RSU has no free computation resources for other offloaded tasks to utilize. Hence, these tasks will not be processed successfully. Therefore, the larger the number of vehicles, the higher the failure rate of task processing, and the lower the performance level of the conventional offloading policy. As shown in Fig. 8 , with the increase in the number of vehicles, the task offloading scheme proposed in this paper can achieve performance improvement earlier, and the system performance has not received much impact, because with the increase in the number of vehicles, the number of tasks that vehicles offload to the RSU increases, but at the same time, the number of vehicles with idle computation resources also increases, so the computation resources contributed by vehicles also increase. However, the performance of the conventional offloading method in Fig. 8 decreases as the number of vehicles increases. Therefore, the resource management scheme proposed in this paper can motivate vehicles to contribute resources, and it is robust to the increase in the number of vehicles. As the number of vehicles increases, the system can maintain good performance.
VI. CONCLUSION
In this article, we first designed a resource management scheme based on contract theory. The contract theory contains two aspects of the contract. One is a resource contribution contract. The vehicle contributes resources and obtains a reward value corresponding to the amount of resources it contributes, which motivates vehicles to contribute computation resources to the RSU. The other is a contract for resource utilization. The vehicle uses its accumulated reward in exchange for additional wireless transmission bandwidth to improve the QoS of the vehicle application. For the entire system, while improving the overall performance of the system (delay, task completion rate, energy consumption), it is also necessary to minimize the utilization of system resources (spectrum resources). We use this as a basis to establish an optimization function for system performance.
Secondly, we use the DRL method to implement the proposed contract-based resource management and task offloading scheme. We use the previously established system performance optimization function as the reward in reinforcement learning. We set a reply memory, and use the data sampled from the reply memory to update the parameters in the deep neural network to optimize resource management policy and the decision of tasks offloading and improves system performance.
VII. FUTURE WORK
In the DRL model proposed in this paper, DQN outputs the Q values of all actions corresponding to the state feature vector. With the increase of the number of vehicles, the space size of the action a for representing the offloading decision and resource management will be very large, so the output value space of the DQN network will be very large, which will affect the implementation effect of the action selection strategy.
Therefore, in future work, we can use other DRL methods to improve the efficiency of the algorithm, such as Deep Deterministic Policy Gradient (DDPG). This method is a policy-based DRL algorithm, that is, in DDPG, a Action network can directly generate corresponding output actions based on the input state vector. A Critic network in DDPG will evaluate the actions generated by the Action network and continuously optimize the action selection strategy of the Action network [36] - [38] .
