We consider a factor model for high-dimensional time series with regimeswitching dynamics. The switching is assumed to be driven by an unobserved Markov chain; the mean, factor loading matrix, and covariance matrix of the noise process are different among the regimes. The model is an extension of the traditional factor models for time series and provides flexibility in dealing with applications in which underlying states may be changing over time. We propose an iterative approach to estimating the loading space of each regime and clustering the data points, combining eigenanalysis and the Viterbi algorithm. The theoretical properties of the procedure are investigated. Simulation results and the analysis of a data example are presented.
Introduction
Multivariate time series data are observed in such fields as finance, economics, and computational biology, and various models and methods, generalized from univariate cases, have been discussed in the literature. Vector ARMA models were first proposed by Quenouille (1957) ; the parameter estimation and model specification were investigated by Tiao and Box (1981) , Tsay and Tiao (1983) , Lütkepohl (1985) , Tiao and Tsay (1989) , and others. Models for nonstationary time series were also introduced, such as vector error correction models Engle and Granger (1987) , multivariate stochastic variance models Harvey, Ruiz, and Shephard (1994) and MGARCH models Engle and Kroner (1995) ; Bauwens, Laurent, and Rombouts (2006) . Lütkepohl (2005) provides a comprehensive introduction to the multivariate time series models and methods.
These models are often confronted with computational challenges, overparametrization, and overfitting issues when dealing with high-dimensional time series. Factor analysis is considered an effective way to alleviate these problems by dimension reduction, starting with Anderson (1963) and Priestley, Rao, and Tong (1974) who applied it to multivariate time series. In the last decades, much attention has been paid to the high-dimensional case. Chamberlain and Rothschild (1983) and Forni et al. (2000) studied the factor model consisting of common factors and an idiosyncratic component with weak cross-sectional and serial dependence. Bai and Ng (2002) and Hallin and Liška (2007) proved that the number of factors can be estimated consistently and established the convergence rate of factor estimators. Peña and Box (1987) and Pan and Yao (2008) decomposed the time series into two parts, a latent factor process and a vector white noise process, in which strong cross-sectional dependence is allowed. Lam, Yao, and Bathia (2011) and Lam and Yao (2012) developed an approach that takes advantage of information from autocovariance matrices at nonzero lags via eigendecomposition to estimate the factor loading space, and they established the asymptotic properties as the dimension goes to infinity with sample size. This innovative method is applicable to nonstationary processes and processes with uncorrelated or endogenous regressors Chang, Guo, and Yao (2013) .
Regime switching Hamilton (1989) has been introduced in different models, including threshold models Tong and Lim (1980) ; Tong (1983) and ARCH models Hamilton and Susmel (1994) ; Hamilton (1996) , and has various applications in economics, including analyzing business cycles Kim and Nelson (1998) , GNP Hansen (1992) , interest rates Gray (1996) and monetary policy Bernanke and Gertler (2000) ; Sims and Zha (2006) . Factor models with regime switching can be tracked back to Diebold and Rudebusch (1994) . In this paper we generalize the factor models of Pan and Yao (2008) , and introduce a factor model with an unobserved state variable switching between several regimes in which the mean, factor loadings, and covariance matrices of noise process are all different. By allowing these parameters to switch across regimes, one enhances flexibility in modeling multivariate time series, and provides an effective tool to distinguish and identify the dynamics over time.
For factor models, switching mechanisms can be found in many cases. For example, CAPM theory indicates that the expected market return is an important factor for the expected return of an asset, and it is expected that its impact (loadings) on any individual asset may be different depending on whether a stock market is volatile or stable. In economics, risk-free rate, unemployment, and economic growth are crucial factors of all economic activities and their performance indicators. Again, the loadings of these factors may vary under different fiscal policies (neutral, expansionary, or contractionary) or in different stages of the economic cycle (expansion, peak, contraction, or trough); see Kim and Nelson (1998) .
In this paper, we develop an iterative algorithm for the estimation of model parameters and unobserved time-varying states based on eigendecomposition and the Viterbi algorithm. The theoretical properties of the estimators are investigated. As in Lam, Yao, and Bathia (2011) , whose model is essentially a oneregime model in our case, the convergence rate of estimated loading space depends on the 'strength' of the state. We find that, with multiple states of different 'strength', the convergence rate of the loading space estimator for strong states is the same as the one-regime case, while the rate improves for weak states, gaining extra information from the strong states. Empirical results confirm such observations.
The rest of the paper is organized as follows. In Sections 2 and 3, detailed model setting and estimation procedure are introduced. The theoretical properties are investigated in Section 4. Simulation results are presented in Section 5 and a data example is analyzed in Section 6. All proofs are in the Supplementary Material.
Switching Factor Models
We introduce some notation. For any matrix H, ∥H∥ F , and ∥H∥ 2 denote the Frobenius and L-2 norms of H; tr(H) and λ max (H) are the trace and the largest nonzero eigenvalue of a square matrix H, respectively, and ∥H∥ min is the square root of minimum nonzero eigenvalue of
Let y t be a p × 1 observed time series and z t be a homogenous and stationary hidden Markov chain taking values in {1, 2, . . . , m} with transition probabilities
where the number of states m is known. We assume that, for t = 1, . . . , n, when
where x t is a d × 1 latent factor process with d fixed and (much) smaller than p, independent of z = {z 1 , . . . , z n }, E(x t ) = 0. Here µ k is the mean of the process, A k is the unknown loading matrix, and Σ k is the covariance matrix of the noise process for state k. We assume that {ε
t } are m uncorrelated white noise processes, independent of {(x t , z t ), t ∈ Z}. Our model is a generalization of the factor models of Lam, Yao, and Bathia (2011) . The dynamics of y t are driven by the factor process x t according to m states controlled by the state variable z t .
As noted in Lam and Yao (2012) 
Denote the linear space spanned by the columns of a matrix A as M(A). It is easily seen that M(A k ), the factor loading space for state k, is uniquely defined by (2.2). Hence, we can find 
Assume that the loading spaces are different across regimes, our goal is to cluster the data by regimes, and estimate d and M(Q k ), for k = 1, . . . , m.
Hence, the factor process may not be stationary after such nonsingular transformations across regimes, if {U k , k = 1, . . . , m} are different. However, it does not directly affect the underlying process or the estimation procedure since we do not impose the stationarity on the latent process x t .
For factor models in high-dimensional cases, it is common to assume that the squared L-2 norm of the p × d loading matrix grows with the dimension p Bai and Ng (2002) ; Doz, Giannone, and Reichlin (2011) , with the growth rate defined as the strength of the factors in Lam, Yao, and Bathia (2011) . In our multi-regime factor model in (2.2), the strength of the factors may be different across regimes. Assume that
where ∥A k ∥ 2 min is the minimum nonzero eigenvalue of A ′ k A k . If δ k = 0, the factors are 'strong' for state k and we call state k a strong state and A k a dense loading matrix. If δ k > 0, the factors are 'weak' for state k and we call state k a weak state and A k a sparse loading matrix. The strength of the state is an indicator of signal-to-noise ratio. It measures the relative growth rate of the amount of information which the observed process y t carries about the common factors x t as p increases, with respect to the growth rate of the amount of noise process. When the state is weak, the information contained in y t about the factors grows more slowly than the noises introduced as p increases, hence the proportion of information is diluted by the noise. When the state is strong, the signal-to-noise ratio remains constant.
Setting
the switching factor model can be written as
This reveals different ways to decompose the dynamic part of the process. In (2.6), Q k is the standardized loadings, x t is the factor latent process, and Γ k reflects the strength of the state. When the dynamic part is divided as in (2.7), R t can be regarded as another latent factor process but with standardized loadings, and the L-2 norm of its variance matrix increases with p at different rates across regimes.
Estimation Procedure
In Section 3.1 we introduce a method that takes advantage of the autocovariance matrices to estimate the loading spaces when the state variable z is known; in Section 3.2 we propose a method using the Viterbi algorithm to estimate the hidden state variable when the loading spaces are known. Combining the two methods, we propose an iterative algorithm to estimate all the model parameters in Section 3.3.
Estimation of B k , µ k , d and the transition probabilities given state indicator z
If the states z 1 , . . . , z n are given, transition probabilities can be estimated bŷ
For the estimation of factor loading spaces, we adopt the procedure proposed by Lam, Yao, and Bathia (2011 ), Lam and Yao (2012 ), and Chang, Guo, and Yao (2013 . It is based on the observation that, since the idiosyncratic noise ε (k) t is white, the dynamics of y t (autocovariance) only come from the dynamics of the factor x t . Hence we can retrieve the factor loading space through an analysis of the autocovariance structure of y t . If
where π
, the transition probability from state k to state j in l steps. If x t is stationary, then Σ x (l) is the autocovariance matrix of x t at lead l.
For a fixed prescribed integer l 0 , define
where
′ is a quadratic version of the autocovariance matrix Σ y,k (l). Because of (2.4) and (3.1), we have We write the sample versions of these statistics, given
. . ,q k,p be the set of corresponding orthonormal eigenvectors. If
To estimate the number of factors with data in each regime, we use the eigenvalueratio method of Lam and Yao (2012) . Specifically, let
We set c to p/2, since the minimum eigenvalues ofM k may be close to 0, especially when n is small and p is large; see Lam and Yao (2012) .
Corollary 1 in Section 4 shows that under some mild conditions,d 1 , . . . ,d m are all reasonable estimates of the number of factors d. Since d is common to all regimes, we choose the one from the strongest state, as the theoretical results show that the estimated nonzero eigenvalues from a stronger state have a faster convergence rate. Hence, we used =dk to estimate d, wherek = argmax ∥M k ∥ 2 .
Let f t be the dynamic part of
Since the column space of A k is identifiable only up to a nonsingular transformation across regimes, we cannot recover x t directly, but we have natural estimatorŝ
with the residualsε
Remark 2. Our method works under weaker assumptions that dependence between x t and ε s when t > s is allowed. If E(ε
Here we assume that {ε
t , t ∈ Z} and {x t , t ∈ Z} for all k = 1, . . . , m, are independent for simplicity.
Remark 3. This estimation procedure has been used for one-regime factor models with stationary processes in Tao et al. (2011) and Bathia (2011) , and with nonstationary processes in Chang, Guo, and Yao (2013) . Many numerical results show that the estimation of the loading space is not sensitive to the choice of l 0 ; see Lam, Yao, and Bathia (2011 ), Lam and Yao (2012 ), and Chang, Guo, and Yao (2013 . Although the estimator works with any l 0 ≥ 1 both theoretically and numerically, the extra terms in M k of (3.2) are very useful when the sample size is small and the variability in the estimation of the autocovariance matrices is large. Nevertheless, as the autocorrelation is often at its strongest at small time lags, a relatively small l 0 is usually adopted.
Estimation of the hidden state z given loading spaces and other model parameters
Although {B k , k = 1, . . . , m} are only uniquely identifiable up to orthogonal transformations, the density function of B ′ zt y t is invariant to such transformations. Thus, given π k,j , π k , µ k , and B k , k, j = 1, . . . , m, the state variables z 1 , . . . , z n can be estimated by maximizing G n (z), the logarithm of the probability density function of {B ′ zt y t , t = 1, . . . , n}. Specifically, under the assumption that the noise process is normally distributed,
(3.9)
Here G n (z) is a sum of n functions in the form of
due to the Markovian structure of z, where
) ,
Hence G n (z) can be maximized by the Viterbi algorithm Viterbi (1967) and Forney (1973) . The maximizer of the state sequence z 1 , . . . , z n is given by the recurrence relations, 
Remark 4. One would prefer to construct the density of y t given z t with (3.7). However, since
is a non-degenerated representation of the distribution in (3.11) restricted on the
Remark 5. There are several advantages to using the density function of {B ′ zt y t , t = 1, . . . , n}, instead of {y t , t = 1, . . . , n}. First, we do not need to estimate A k , since we can only estimate the space it spans. Second, in order to compute the density of y t , we would need to to assume a specific model for the latent process x t . Although there is a vast literature in dynamic factor models Forni et al. (2000) ; Bai and Ng (2002) ; Hallin and Liška (2007) , here we choose to avoid the difficulty.
An iterative algorithm
We adopt the distance measure used in Chang, Guo, and Yao (2013) 
We are ready to state the algorithm.
Step 1. Begin with some initial valuesẑ.
Step 2. Givenẑ, obtaind,π k ,π j,k ,μ k ,Q k , andB k based on the methods in Section 3.1, for j, k = 1, . . . , m.
Step 3. Given the estimates obtained in Step 2, estimate z by maximizing G n (z) using the Viterbi algorithm in Section 3.2.
Step 4. Repeat Step 2 and
Step 3 until either a maximum number of iterations is reached, or
k ) < c 1 , and
where c 1 , c 2 ∈ (0, 1) are prescribed small constants, andQ
(2) are successive estimates for Q k and z, respectively.
Remark 6. Since the two iterative steps do not minimize the same objective function, the algorithm is not guaranteed to reach a fixed point solution given a finite sample. However, the objectives of the two steps are consistent. In
Step 2, we try to extract common factors when estimating the loading spaces, hence try to reduce the remainder error terms in the factor models. In
Step 3, maximizing of the density function is equivalent to minimizing the errors in the factor models for normally distributed errors. Such issues are common to estimation procedures of dynamic factor models, and an iterative algorithm is widely used Watson and Engle (1983) ; Stock and Watson (2005) ; Doz, Giannone, and Reichlin (2011).
Remark 7. We estimate the state variables instead of the transition probabilities in
Step 3, because finding the maximizer of {π k,j } of density function of {B ′ zt y t } is more computationally expensive than the estimation of z by the Viterbi algorithm due to the dependence of the state variables. Although misclassification occurs because of the nature of hard clustering Kearns, Mansour, and Ng (1998); Hastie, Tibshirani, and Friedman (2009) , this does not have much influence on the estimation of the loading spaces, since it often occurs when the data points lie near the intersection of the loading spaces. Numerical results show that our algorithm is able to cluster the data by regimes efficiently, and can estimate the loading spaces effectively. To obtain consistent estimators of transition probabilities and avoid misclassification, a discarding algorithm can be applied Chen (1995) , in which only the data points that can be 'clearly separated' by the objective function, e.g. f (B ′ k y)/f (B ′ j y) > c 0 , are used for estimation. Since a small number of observations are used, the consistency of the estimators can be achieved with lower efficiency, as c 0 goes to infinity together with the sample size.
Initial values of z
Our experience suggests that the initial values of the state variable z are crucial for the estimation procedure. Here we provide a method for finding reasonable initial values of z. Let
As a sum of m rank-d matrices, the matrix Σ y (l) has a rank less than or equal to dm. If π j,k = 1/m for j, k = 1, . . . , m, we have
with rank smaller or equal to d. We find the eigenvalues of M and use the ratio estimator in (3.5) for the initial estimate of d. Specifically, let (s j,t ) 2 is the squared norm of the projection of y t onto the space S i , where S i = M(q j , j ∈ K i ), and it is maximized by the index corresponding to the subspace to which y t is the closest, from {S 1 , . . . , S m }. Hence, the initial values of state variables can be set asẑ
Finding the optimal partition is computationally extensive, unless d 0 m is small. With large d 0 m, one can use a procedure similar to K-mean clustering to find a tentative solution, as the procedure is only for searching a good set of initial values.
Since the directions obtained by principal component analysis are orthogonal to each other, the constructed subspaces S 1 , . . . , S m are also orthogonal. However, we do not assume that for M(A 1 ), . . . , M(A m ), so the constructed subspaces S 1 , . . . , S m are not necessarily good estimates for loading spaces. It follows that the d 0 m orthogonal directions are often more than needed and there may be states to which only a few observations are assigned. If it happens, a smaller d 0 can be used.
Theoretical Properties
In this section, we first investigate the convergence rates of the proposed estimator M(Q k ) andd as n and p go to infinity, given true state classification z, under the setting of Section 3.1. Second, we introduce a theorem regarding misclassification under the setting of Section 3.2.
Some regularity conditions are needed.
Condition 1.
The process x t is α-mixing with mixing coefficients satisfying ∑ ∞ t=1 α(t) 1−2/γ < ∞, for some γ > 2, where
and F j i is the σ-field generated by {x t : i ≤ t ≤ j}. Condition 2. For any j = 1, . . . , d, and t = 1, . . . , n, E(|x j,t | 2γ ) ≤ C, where x j,t is the j-th element of x t , C > 0 is a constant, and γ is given in Condition 1. For l = 1, . . . , l 0 , Σ x (l) is of full rank, and
Condition 3. Each element of Σ k , for k = 1, . . . , m, remains bounded as p increases to infinity. 
Condition 4. For each
k, k = 1, . . . , m, there exists a constant δ k ∈ [0, 1] such that ∥A k ∥ 2 2 ≍ p 1−δ k ≍ ∥A k ∥ 2l k , satisfying that l k ≤ l 0 , ∑ j∈C π (l k ) k,j A j is of rank d, and ∑ j∈C π (l k ) k,j A j 2 min ≍ p 1−δ min . (4.1) Condition 7. For k = 1, . . . , m, M k in (3.2) has d distinct positive eigenvalues. For j ̸ = k, D(Q j , Q k ) ̸ = 0,
where D(·, ·) is defined in (3.12).
Remark 8. The stationarity of the latent process is not required, though we do require the mixing conditions stated in Condition 1.
Remark 9. M k , the quadratic form of autocovariance matrices of y t depends on observations from other regimes, including the strongest regime. Hence the most dense loading matrices influence the estimation of the loading space for each state. Condition (4.1) requires that at one of the nonzero lags, the impact of the dense loading matrices do not cancel each other out. It is also used to bound ∥M k ∥ min . 
where δ min = min 1≤k≤m δ k .
When m = 1, a special case of our setting, Lam, Yao, and Bathia (2011) proved that the convergence rate of the estimator of the loading space is O p (p δ n −1/2 ). For the regime switching model with m > 1, our results show that, except for the strongest states (with δ min ), the estimators of loading spaces for all the weaker states converge faster than p δ k n −1/2 . Thus, the estimators of the loading spaces for the strongest states retain the same convergence rate, while these for other states gain some efficiency from regime switching mechanism. The main reason for this is that our approach depends on the autocovariance matrices of y t given z t = k at leads 1, . . . , l 0 . It is a linear combination of autocovariance matrices given current state k switching to all the states. The autocovariance matrices switching to the strongest states have the leading order and all other terms are of smaller order. 
Theorem 2 provides the convergence of the extracted factor term, and the rate does not vary across regimes, free of δ k . It shows that by introducing stronger states, the estimated dynamic part of the observed process shows an overall improvement.
If the distance measure in (3.12) is adopted for the loading space M(Q k ), then we have a result about its estimation error.
Theorem 3. If Conditions 1−7 hold with observed state z and true d and, for
Theorem 3 shows that the error for estimated loading space is on the same order as that for the estimated Q k when Q k is uniquely defined as in Remark 10.
Theorem 4. If Conditions 1−7 hold with observed states z and, for
k = 1, . . . , m, h n,k = p δ k /2+δ min /2 n −1/2 → 0 as n, p → ∞ , the eigenvalues {λ k,1 , . . . ,λ k,p } of M k satisfy (1) |λ k,i − λ k,i | = O p (p 2−δ k /2−δ min /2 n −1/2 ) for i = 1, . . . ., d, and (2)λ k,j = O p (p 2 n −1 ) for j = d + 1, . . . , p.
Corollary 1. Under the conditions of Theorem 4, we haveλ
Theorem 4 shows that the estimators for the d nonzero eigenvalues of M k converge more slowly than those for the p − d zero eigenvalues. Corollary 1 gives the order of ratio of the estimated eigenvalues, and provides partial theoretical support for the ratio estimator proposed in Section 3.1. Because of differences in δ k , the stronger the state k is, the faster convergence rateλ k,d+1 /λ k,d has. Therefore, we choosedk as the estimator of the number of factors using the statẽ 
where C T = p 2−δ n −1/2 log n for a one-regime model, and proved it is a consistent estimator for d. However, the adjusted ratio estimator in (4.2) cannot be used for data analysis as δ is unknown. In practice, the ratio estimator in (3.5) is used; see Bathia (2011), Lam and Yao (2012) and Chang, Guo, and Yao (2013) .
Next we investigate the performance of the estimator of the state z. To simplify matters, we assume the π k,j for k, j = 1, . . . , m are equal, hence estimating z t can be done separately for each t, instead of relying on the Viterbi algorithm. This is also equivalent to pure classification without the Markov chain mechanism. The setting is not exactly what we assumed in Section 3.2, but the results reveal how misclassification occurs and its impact on the estimation of the rest of the parameters. Let
The estimator of z t under the equal transition probability assumption can be rewritten asẑ t = k if w t,k,j > 0 for all j ̸ = k. Hence misclassification occurs when there exists a j such that w t,zt,j < 0. Specifically, the probability of misclassification, when
) .
Hence,
Here I 1 is a given constant, measuring the differences in variation of the two states. I 2 reflects the impact of the noise after being projected into the space B k and B j . The third term I 3 shows the size of the noises needed for misclassification. In addition, B ′ j A k x t is the projection of x t on the intersection of M(B j ) and M(A k ). If M(A k ) and M(A j ) are less common, then B ′ j A k x t is larger (in magnitude), and the chance for misclassification is less. Of course, if the difference in the mean µ k − µ j is larger, then the misclassification probability is smaller. Here I 4 is the cross term of I 2 and I 3 .
Misclassification of z t may not have large impact on the estimation of the loading spaces. Small B ′ j A k x t leads to misclassifying the observation from state k to state j. It happens in two situations. For some observations, A k x t are close to the column space of A j , which makes B ′ j A k x t small. Such observations hence lie close to the space M(A j ) and do not have large impact in the estimation of M(A j ). The other possibility is that these misclassified observations have a small signal-to-noise ratio which makes B ′ j A k x t small, hence they are less influential for the estimation of M(A j ). If x t is a normally distributed random process, given true B k , µ k ,  and Σ B,k , k = 1, . . . , m, we have
Theorem 5.
The mean and variance of ω t,k,j increase with p. As expected, misclassification is unavoidable. For weak states, as p increases, the accumulated noise tends to overwhelm the difference in A k x t + µ k − µ j . Hence classification error may increase with p. On the other hand, for strong states, the signal remains strong and the misclassification rate is much better than those for weak states.
Simulations
In this section, we illustrate the performance of the proposed estimators with some numerical experiments, compare their convergence rates for states with different strength, and explore the interactions among states. The performance of the estimators of M(Q k ) and d, and the performance of clustering are presented separately.
With two switching regimes m = 2, we considered three models. In Model 1, both states were strong, with δ 1 = δ 2 = 0. In Model 2, one of the states was strong, and one weak, with δ 1 = 0, and δ 2 = 1. In Model 3, both states were weak, with δ 1 = δ 2 = 1. The transition probabilities between the two states were set to 0.5. In the simulation, all p × d entries in A k were generated independently from the uniform distribution on [−p −δ k /2 , p −δ k /2 ] with strength δ k . The mean of observed process µ k was a p×1 vector with all entries zero, for k = 1, 2. Different values of d, and different structures of the latent process and noises were used. In all the examples, we used
The performance of M(Q k )
In this experiment d was set to 1 and we estimated the loading spaces using the true d. The factor process x t was from an AR(1) process with AR coefficient t } were m independent vector white noise processes whose covariance matrix had 1 on the diagonal and 0.95 for all off-diagonal entries. We set the pre-specified controls t 0 , c 1 , and c 2 in the iterative algorithm in Section 3.3 to 50, 0.001, and 0.001, respectively.
We repeated the simulation 100 times with sample size n = 1,000. Let p = 20, 40, 80. Table 1 and Figure 1 show the results for when z is observed and when z is unobserved.
When the state variable z is observed, by comparing the results of Model 2 to these of Model 1, we can see that the estimation for the strong state is slightly worse after a weak state is introduced to the model. However, by comparing the results of Model 2 to these of Model 3, the estimation for the weaker state is much better due to the existence of a strong state, especially when p is large. It shows that the estimation for weak states benefits from the stronger states as our theory indicates.
The top panels in Figure 1 display the boxplots of estimation errors for different p when z is observed in each model on the same scale. In addition to what we can see from Table 1 , it shows that the estimation variation increases with p and is larger for the weak states.
When z is unobserved, the estimation errors of the loading spaces for each model with different p have similar pattern to those in the case when z is known, as seen in Table 1 and the bottom panels in Figure 1 . The estimation of strong states still has good performance in absence of weak states; weak states benefit from the existence of strong states. The estimators are less accurate if the state variable is unobserved. As p increases, even the strong states suffer from unobserved z. Because of lack of information on z, it happens that our algorithm is trapped in a local maximum.
The clustering performance
In this experiment we used the settings in Section 5.1 for a comparison of the clustering performance among models with different strength. Results of Tables 2  and 3 , respectively. Table 2 shows the misclassification rates for each model with different p. It is seen that misclassification occurs very often when all the states are weak, but less so in the presence of at least one strong state. Table 3 shows the means and standard deviations of the estimated transi- tion probabilities, where the true transition probabilities are all 0.5. For Model 3, because of random noises and lack of information, some observations are misclassified to each state with larger probability comparing to Model 1 and Model 2, since the standard deviations of estimates of transition probabilities for Model 3 are much larger than those for Model 1 and Model 3.
The performance ofd
In this experiment we set the number of factors to 3 (d = 3) and investigated the performance of the proposed estimator for d, under true z. Here the latent process x t was set to be three independent AR(1) processes with N (0, 4) noises and AR coefficients 0.6, −0.5 and 0.8, respectively. {ε
t } were m white noise process whose covariance matrix had 1 on the diagonal and 0.2 for the offdiagonal entries. We took n = 50, 100, 200, 500, 1,000, and p = 0.1n, 0.5n, 0.8n. We repeated the simulation 200 times for each (n, p) setting and the relative frequencies of correct estimates of d are reported in Table 4 .
From Table 4 we see that the existence of a strong state, no matter whether or not there is a weaker state, produces much more accurate estimates for the number of factors d. As n increases, the estimations all improve in the presence of a strong state. Regarding the impact of p, it is seen that the estimation of d benefits from a 'blessing of dimensionality' when one or more strong states exist, and perform better as p increases. However, when all states are extremely weak (δ 1 = δ 2 = 1), the number of correct estimation goes to 0 as n increases. The features do not change much with p, partially because the increase of information in n offsets the increase of noise introduced as p increases.
Data Analysis
We applied our approach to the daily returns of 123 stocks from January 2, 2002 to July 11, 2008. These stocks were selected among those included in the S&P 500 and traded every day during the period. The returns were calculated in percentages based on daily closing prices. This data was analyzed by Lam and Yao (2012) and Chang, Guo, and Yao (2013) . We have the sample size n =1,642 and the dimension of observations p = 123. We assume that there are two regimes, m = 2, and set l 0 = 1, t 0 = 200, c 0 = c 1 = 0.001. Varying the value of l 0 does not change the estimation results significantly.
The proposed iterative procedure yieldsd = 1, which differs from the number of factors estimated in Lam and Yao (2012) . Hence allowing the loading matrix to change across two regimes reduces the number of factors needed. The one factor accounts for 25.92% of the total variation of stock returns. The residualŝ ε t are computed from (3.7). The sample cross-autocorrelations ofε t for the first 7 stocks are plotted in Figure 2 . There are almost no significant nonzero autocorrelations forε t , showing that, after extracting the latent factor, little serial dependence is left in the data. Our results indicate that only one factor drives the 123 stocks, but the factor loadings switch between two states. Ignoring the switching structure as in Lam and Yao (2012) , it would appear that there are two different factors.
Even with d = 1, Q k is still not unique due to a trivial replacement of (Q k , R t I(z t = k)) by (−Q k , −R t I(z t = k)) for either k = 1 or k = 2, or both, in (2.7). According to (2.3) and (2.5), take A k = γ k Q k and R t I(z t = k) = γ k x t , where we could set γ k to 1 or −1 when the dimension is fixed. Here we choose γ k which makes the majority of the entries in Q k positive, hence y t is most positively correlated with the corresponding latent factor x t and R t , since
t , when z t = k. Specifically, letQ k andR t be the estimate of Q k and R t without consideration of signs. We adjust the sign ofQ k aŝ
whereq k,i is the i-th entry inQ k for k = 1, 2. The adjustedQ k makes most of its entries positive.R adj,t is obtained according toQ adj,1 andQ adj,2 . Figure 2 . Plots of the sample cross-autocorrelations ofε t of the first 7 stocks with lag 0 autocorrelation removed. Figure 3 displays the time series plots ofR adj,t in the top panel and returns of the S&P 500 index in the bottom panel.R adj,t changes along with the S&P 500 index in this period, except for a few days around July 22, 2002, and it explains 76.27% of the total variation in the S&P 500 index. Hence, this factor can be regarded as a representation of market performance. Because index funds, which aim to replicate the movements of an index of a financial market, build their investment portfolio with all stocks in the index and trade them together, it causes synchronous oscillations between the market and the stocks. The popularity of index funds provides a reason that the market factor accounts for a large percentage of the total variation of stock returns.
The indicators of the estimated state variable I(ẑ t = k), for k = 1, 2, are shown in the rug plots of both panels in Figure 3 , State 1 on the top and State 2 at the bottom. It is obvious that the state variable is strongly correlated with the volatility of the market. The standard deviation of the S&P 500 index is 1.4642 givenẑ t = 1, while the standard deviation of the S&P 500 index is 0.6649 givenẑ t = 2. When the S&P 500 index was volatile in 2002, 2003, and 2007 due to the internet bubble, the invasion of Iraq, and the subprime crisis, respectively, the observations were more likely to belong to State 1; when the S&P 500 index was stable in 2004-2006, the observations tend to be assigned to State 2.
For State 1, the factor accounts for 34.89% of the total variation in y t , while for State 2, it only accounts for 15.75%. A possible explanation is that investors may prefer passive management, such as index-tracking funds, to avoid nonsystematic risk when the market is volatile.
The estimated transition probabilities are shown in Table 5 . During this period, about two-thirds of the time the system stays in State 2. The transition 
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The detailed proofs of Lemma 1−4, Theorem 1−5, and Corollary 1 are provided in the Supplementary Material.
