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a b s t r a c t
The uniformly optimal graph problem with node failures consists of finding the most
reliable graph in the class Ω(n,m) of all graphs with n nodes and m edges in which
nodes fail independently and edges never fail. The graph G is called uniformly optimal in
Ω(n,m) if, for all node-failure probabilities q ∈ (0, 1), the graph G is the most reliable
graph in the class of graphs Ω(n,m). This paper proves that the multipartite graphs
K(b, b+1, . . . , b+1, b+2) are uniformly optimal in their classesΩ((k+2)(b+1), (k2+
3k + 2)(b + 1)2/2 − 1), where k is the number of partite sets of size (b + 1), while for
i > 2, the multipartite graphs K(b, b + 1, . . . , b + 1, b + i) are not uniformly optimal in
their classesΩ((k+ 2)b+ k+ i, (k+ 2)(k+ 1)b2/2+ (k+ 1)(k+ i)b+ k(k+ 2i− 1)/2).
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The synthesis problem involves finding the most reliable graph in a class of graphs with n nodes and m edges. Given a
graph with edges that never fail but with nodes that fail independently of each other with a constant probability 1− p, the
reliability of the graph is defined as the probability that the induced subgraph on the surviving nodes is connected [3,10].
Recent research [2,4,7] has focused on the node-failure problem by investigating the reliability of graphs with edges that
never fail but with nodes that fail independently. Compared with the edge-failure problem, the node-failure problem is
more practical in special networks such as ad hoc networks, wireless sensor networks, and so on.
Let Ω(n,m) be a class of graphs with n nodes and m edges in which the nodes operate with probability p and edges
never fail. The reliability of the network G ∈ Ω(n,m) is the probability that the induced subgraph on the surviving nodes is
connected. The uniformly optimal graph problem involves finding themost reliable graph G in the classΩ(n,m). Boesch [2]
showed that if p is close to 1, themost reliable graph is onewithmaximum connectivity k. Boesch and Felzer [1] showed that
regular completemultipartite graphs belong to this class. However, if p is close to 0, then themost reliable graph is the graph
that maximizes the number of connected induced subgraphs of three vertices. An interesting question is whether there is
a uniformly optimal graph in any classΩ(n,m). For the class of spanning trees (m = n− 1), Stivaros [11] proved that star
graphs are uniformly optimal. However, there is not any uniformly optimal graph if n = m. Goldschmidt [4] proved that the
complete bipartite graphK(b, b+2) is the uniformly optimal graph in the classΩ(2b+2, b2+2b) and introduced the notions
of locally best and asymptotically best graphs. Liu [7] proved that the complete tripartite graph K(b, b + 1, b + 2) is the
uniformly optimal graph in the classΩ(3b+3, 3b2+6b+2), while for i > 2, the complete tripartite graphs K(b, b+1, b+ i)
are not uniformly optimal in the classes Ω(3b + 1 + i, 3b2 + 2(1 + i)b + i); he also provided some classes that have no
uniformly optimal graph. As to the reliability definition with edge’s failures, Gross [5] demonstrated that uniformly optimal
reliable (UOR) simple graphs in classesm = n− 1,m = n,m = n+ 1 andm = n+ 2 are also UOR when these classes are
extended to include multigraphs. Petingi [9] listed uniformly least reliable graphs for m ≥ (n − 1)(n − 2)/2 + 1, and also
provided an efficient lower bound for the general graph. Myrvold [8] provided a special class in which uniformly optimal
graph does not exist.
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In this paper, we prove that multipartite graphs K(b, b+ 1, . . . , b+ 1, b+ 2) are uniformly optimal in their respective
classesΩ(n,m), while for i > 2,multipartite graphs K(b, b+1, . . . , b+1, b+i) are not uniformly optimal in their respective
classes. The paper is organized as follows. Section 2 lists the definitions and lemmas used in this paper. Section 3 shows two
new theorems and proves the main result. Section 4 summarizes the paper and proposes further questions on uniformly
optimal graphs.
2. Definitions and lemmas
Definition 1. Suppose the edges of graph G never fail and the nodes fail independently with probability 1 − p. Then the
reliability of graph G is
R(G, p) =
n∑
r=1
Sr(G)pr(1− p)n−r
where Sr(G) is the number of connected induced subgraphs of graph G that contain exactly r nodes.
Definition 2. An r-cutset of a graph G is a set of r nodes for which removal disconnects the graph. The number of r-cutsets
is denoted as Cr(G).
Let
( n
r
)
be the number of ways of choosing r items from n items. From Definitions 1 and 2, we have
Sr(G)+ Cn−r(G) =
(n
r
)
.
Definition 3. For a given connected graphG that is not a complete graph, the connectivity of graphG is the size of the cutsets
with the smallest number of nodes for the graph G, denoted by κ(G).
If G is a complete graph, then κ(G) = n − 1. The following result shows the upper bound of κ(G) [6]; for any graph G
with n nodes andm edges, then
κ(G) ≤
⌊
2m
n
⌋
.
Definition 4.
( y
z
) = y!z!(y−z)! , for z ≥ 0 and ( yz ) = 0, for z < 0.
Definition 5. For a graph G(V , E), if V = V1⋃ V2⋃ · · ·⋃ Vk, Vi⋂ Vj = φ, ∀i 6= j, |V1| = |V2| = · · · |Vh| = b + 1,
|Vh+1| = |Vh+2| = · · · |Vk| = b for some h, and E = {(w, z)|w ∈ Vi, z ∈ Vj, i 6= j}, then graph G is a complete almost regular
k-partite graph.
To further investigate uniformly optimal graphs, we review and list the following lemmas directly adopted from [4,7].
Lemma 6. Let (d(vj))nj=1 be the degree sequence of the graph G. Then
Cr(G) ≥ 1n− r
n∑
j=1
(
n− d(vj)− 1
r − d(vj)
)
.
Lemma 7. Given integers n, t, u, c and aj, 1 ≤ j ≤ n, 0 ≤ c ≤ n, t ≥ 0 and∑nj=1 aj = c, then
n∑
j=1
(
t + aj
u+ aj
)
≥ (n− c)
(
t
u
)
+ c
(
t + 1
u+ 1
)
.
Lemma 8. Let d(v) be the degree of node v and let G− v denote the removal of node v from the graph G. Then
Cr(G) ≥ Cr−1(G− v)+
(
n− 1− d(v)
r − d(v)
)
.
Lemma 9. the complete almost regular K-partite graph G is the uniformly optimal graph in its classΩ(n,m).
We note that for any graph G ∈ Ω(n,m), C0(G) = 0, Cn(G) = 1, Cn−1(G) = 0,
(
Cn−2(G)=n
2−m
)
. Let κ be the connectivity of
graph G. If r < κ , then Cr(G) = 0. Thus, to prove that a graph G is uniformly optimal, we only must show that Cr(G) is the
smallest for all r with κ ≤ r ≤ n− 3.
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3. Uniformly optimal graphs
To better understand the following formulas and theorems, we introduce the functions F(x) and G(x).
Definition 10.
F(x) = 1
n− r
[
(2n− b− 4− 2x)
(
b− 1
r + b− n
)
+ (2x+ b+ 3− n)
(
b
r + b+ 1− n
)]
+
(
n− 1− x
r − x
)
G(x) = 1
n− r
[
(n− b− 3− 2x)
(
b− 2
r + b− 1− n
)
+ (2x+ b+ 2)
(
b− 1
r + b− n
)]
+
(
n− 1− x
r − x
)
where b, r, x, and n are all integers, b ≥ 2, n = (k+ 2)(b+ 1), and k ≥ 1, n− b− 2 ≤ r ≤ n− 3.
Lemma 11. F(x) is a decreasing function of integer x with d n−b−32 e ≤ x ≤ n − b − 3, and n − b − 2 ≤ r ≤ n − 3, where
b, r, x, n,and k are integers, n = (k+ 2)(b+ 1), b ≥ 2, and k ≥ 1
Proof. Wemust prove that F(x) is a decreasing function of integer xwith 1 ≤ x ≤ n− b− 3.
F(x+ 1)− F(x) =
(
n− x− 2
r − x− 1
)
−
(
n− x− 1
r − x
)
+ 2
n− r
[(
b
r + b+ 1− n
)
−
(
b− 1
r + b− n
)]
= 2
n− r
[(
b
r + b+ 1− n
)
−
(
b− 1
r + b− n
)]
−
(
n− x− 2
r − x
)
≤ 2
n− r
[(
b
r + b+ 1− n
)
−
(
b− 1
r + b− n
)]
−
(
b+ 1
r + b+ 3− n
)
. (3.1)
To determine the sign of (3.1), we consider the following cases according to the value of r:
(1) r = n− b− 2, F(x+ 1)− F(x) ≤ −
(
b+1
1
)
< 0;
(2) r = n− b− 1, F(x+ 1)− F(x) ≤ 2b+1 −
(
b+1
2
)
< 0;
(3) r ≥ n− b,
F(x+ 1)− F(x) ≤ 2
n− r
(
b− 1
r + b+ 1− n
)
−
(
b+ 1
r + b+ 3− n
)
= A
(n− r)(r + b+ 3− n)(r + b+ 2− n)
(
b− 1
r + b+ 1− n
)
where A = 2(r+b+3−n)(r+b+2−n)−b(b+1)(n− r), for n−b−2 ≤ r ≤ n−3. Hence, A ≤ 2b(b−1)−3b(b+1) =
−b2 − 5b < 0, and F(x+ 1)− F(x) < 0.
For 1 ≤ x ≤ n−b−3, F(x+1)−F(x) < 0, that is, F(x) is a decreasing function of integer xwith d n−b−32 e ≤ x ≤ n−b−3.

Lemma 12. G(x) is a decreasing function of integer x with n− b− 2 ≤ r ≤ n− 3, and 1 ≤ x ≤ b n−b−32 c, where b, r, x, n, and
k are integers, n = (k+ 2)(b+ 1), b ≥ 2, and k ≥ 1.
Proof. To prove that G(x) is a decreasing function of integer x with 1 ≤ x ≤ b n−b−32 c, we must show it is a decreasing
function of integer xwith 1 ≤ x ≤ n− b− 3.
G(x+ 1)− G(x) =
(
n− x− 2
r − x− 1
)
−
(
n− x− 1
r − x
)
+ 2
n− r
[(
b− 1
r + b− n
)
−
(
b− 2
r + b− n− 1
)]
= 2
n− r
[(
b− 1
r + b+ 1− n
)
−
(
b− 2
r + b− n− 1
)]
−
(
n− x− 2
r − x
)
≤ 2
n− r
[(
b− 1
r + b− n
)
−
(
b− 2
r + b− n− 1
)]
−
(
b+ 1
r + b+ 3− n
)
. (3.2)
It is necessary to determine the positive or negative value of Eq. (3.2) by considering the value of r .
(1) r = n− b− 2 or r = n− b− 1, G(x+ 1)− G(x) < 0;
(2) r = n− b,G(x+ 1)− G(x) ≤ 2b −
(
b+1
3
)
≤ 0 for b ≥ 2;
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(3) r ≥ n− b+ 1,
G(x+ 1)− G(x) ≤ 2
n− r
(
b− 2
r + b− n
)
−
(
b+ 1
r + b+ 3− n
)
= B
(r + b+ 3− n)(r + b+ 2− n)(r + b+ 1− n)
(
b− 2
r + b− n
)
where B = 2(r + b + 3 − n)(r + b + 2 − n)(r + b + 1 − n) − b(b + 1)(b − 1)(n − r), since n − b − 2 ≤ r ≤ n − 3, so
B ≤ 2b(b− 1)(b− 2)− 3b(b− 1)(b+ 1) = −b(b− 1)(b+ 7) < 0.
For 1 ≤ x ≤ n− b− 3, G(x+ 1)−G(x) < 0, that is, G(x) is a decreasing function of integer xwith 1 ≤ x ≤ b n−b−32 c. 
Lemma 13. If 1 ≤ x ≤ b n−b−32 c for the function G(x), and d n−b−32 e ≤ t ≤ n − b − 3 with n − b − 2 ≤ r ≤ n − 3 for the
function F(t), then Min G(x) ≥Max F(t), where n = (k+ 2)(b+ 1), k ≥ 1, and b ≥ 2.
Proof. From Lemmas 11 and 12, we know that G(x) and F(t) are both decreasing functions of integer x and t , respectively.
So in order to prove the lemma, we must prove that
G
(⌊
n− b− 3
2
⌋)
≥ F
(⌈
n− b− 3
2
⌉)
. (3.3)
In fact:
(1)
⌊
n− b− 3
2
⌋
=
⌈
n− b− 3
2
⌉
= n− b− 3
2
, G
(⌊
n− b− 3
2
⌋)
− F
(⌈
n− b− 3
2
⌉)
= 0
(2)
⌊
n− b− 3
2
⌋
= n− b− 4
2
,
⌈
n− b− 3
2
⌉
= n− b− 2
2
.
From the proof of Lemma 12, we know that F(t) is a decreasing function of t with 1 ≤ t ≤ n− b− 3. Thus
F
(⌈
n− b− 3
2
⌉)
= F
(
n− b− 2
2
)
≤ F
(
n− b− 4
2
)
.
Next,
G
(⌊
n− b− 3
2
⌋)
− F
(⌈
n− b− 3
2
⌉)
= G
(
n− b− 4
2
)
− F
(
n− b− 2
2
)
≥ G
(
n− b− 4
2
)
− F
(
n− b− 4
2
)
= 1
n− r
[(
b− 2
r + b− n− 1
)
+
(
b
r + b+ 1− n
)
− 2
(
b− 1
r + b− n
)]
= 1
n− r
[(
b− 1
r + b+ 1− n
)
−
(
b− 2
r + b− n
)]
= 1
n− r
(
b− 2
r + b+ 1− n
)
.
Since b ≥ 2, n− b− 2 ≤ and r ≤ n− 3, then
1
n− r
(
b− 2
r + b+ 1− n
)
> 0.
That is, Eq. (3.3) holds. 
We now consider and compare two formulas as follows:
Definition 14. Let
D = 1
n− r
[
(b+ 2)
(
b− 1
r + b− n
)
+ (n− b− 3)
(
b
r + b+ 1− n
)]
+
(
b+ 2
r + b+ 3− n
)
E =
(
b
r + b− n
)
+ k
(
b+ 1
r + b+ 1− n
)
+
(
b+ 2
r + b+ 2− n
)
where n = (k+ 2)(b+ 1),n− b− 2 ≤ r ≤ n− 3, and b, k are integers such that b ≥ 2, k ≥ 1.
Lemma 15. D ≥ E for n = (k+ 2)(b+ 1), b ≥ 2, k ≥ 1, and n− b− 2 ≤ r ≤ n− 3.
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Fig. 1. The axis of symmetry of H ′(x).
Proof. (1) If r = n− b− 2, then D− E = b+ 1 > 0;
(2) If r = n− b− 1 and b ≥ 2, then
D− E =
(
b+ 2
2
)
+ n− b− 3
b+ 1 − k− (b+ 2) >
b− 1
b+ 1 > 0
(3) If r = n− b, then D− E = 2b + b− 1+
(
b+2
3
)
−
(
b+2
2
)
≥ 0;
(4) If n− b+ 1 ≤ r ≤ n− 3, then
D− E = b+ 2
n− r
(
b− 1
r + b− n
)
+ n− b− 3
n− r
(
b
r + b+ 1− n
)
+
(
b+ 2
r + b+ 3− n
)
−
(
b
r + b− n
)
− k
(
b+ 1
r + b+ 1− n
)
−
(
b+ 2
r + b+ 2− n
)
= n− r
r + b+ 3− n
(
b+ 2
n− r
)
− n− r
r + b+ 1− n
(
b
n− r
)
+ n− r
r + b− n
(
b− 1
n− r
)
−
(
b
n− r
)
− k
(
b+ 1
n− r
)
−
(
b+ 2
n− r
)
= H(x)
x(x− 1)(x+ 1)(x+ 2)
(
b− 1
n− r
)
where
H(x) = b(n− b− 3− x)(x+ 1)(x+ 2)+ (b+ 2)(x+ 1)(x+ 2)x
+ b(b+ 1)(b+ 2)(b− 1− 2x)− kb(b+ 1)(x+ 1)(x+ 2)
= 2x(x+ 1)(x+ 2)+ b(b− 1)(x+ 1)(x+ 2)+ b(b+ 1)(b+ 2)(b− 2x− 1).
Let x = r + b+ 1− n. Then x ∈ [2, b− 2]. Thus we can determine the positive or negative of D− E by considering H(x).
The first derivative of H(x) is
H ′(x) = 2(3x2 + 6x+ 2)+ b(b− 1)(2x− 3)− 2b(b+ 1)(b+ 2)
= 6x2 + 2(b2 − b+ 6)x+ [3b(b− 1)− 2b(b+ 1)(b+ 2)+ 4].
The axis of symmetry ofH ′(x) is−(b2−b+1)/6, which is always negative as in Fig. 1. ThusH ′(x) is an increasing function
of x on [2, b− 2]. Since b ≥ 2,
H ′(x) ≤ H ′(b− 2)
= 6(b− 2)2 + 2(b2 − b+ 6)(b− 2)+ [3b(b− 1)− 2b(b+ 1)(b+ 2)+ 4]
= −3b2 − 15b+ 4 < 0.
Hence H(x) is a decreasing function of x on [2, b− 2]. Thus
H(x) ≥ H(b− 2)
= 2b(b− 1)(b− 2)+ b2(b− 1)2 + b(b+ 1)(b+ 2)(3− b)
= 2b(b+ 5) > 0.
From the above, we have D− E > 0 for n− b− 2 ≤ r ≤ n− 3 and b ≥ 2. 
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Using the above results, we can obtain uniformly optimal graphs.
Theorem 16. (k + 2)-partite graphs K(b, b + 1, . . . , b + 1, b + 2) are uniformly optimal in Ω ∈ (n,m), where n =
(k+ 2)(b+ 1),m = (k2 + 3k+ 2)(b+ 1)2/2− 1, k is the number of partite sets of size (b+ 1), and b ≥ 2, k ≥ 1.
Proof. LetGbe a graph inΩ(n,m), and let Cr(G)be the number of r-cutsets ofG.We only need to prove that for all 0 ≤ r ≤ n,
Cr(G) ≥ Cr(K(b, b+ 1, . . . , b+ 1, b+ 2)).
In fact,
C0(K(b, b+ 1, . . . , b+ 1, b+ 2)) = C0(G) = 0
Cn(K(b, b+ 1, . . . , b+ 1, b+ 2)) = Cn(G) = 1
Cn−1(K(b, b+ 1, . . . , b+ 1, b+ 2)) = Cn−1(G) = 0
Cn−2(K(b, b+ 1, . . . , b+ 1, b+ 2)) = Cn−2(G) =
(n
2
)
−m
κ(K(b, b+ 1, . . . , b+ 1, b+ 2)) = (k+ 1)b+ k
and for r < n− b− 2, Cr(G) ≥ Cr(K(b, b+ 1, . . . , b+ 1, b+ 2)) = 0.
Furthermore we check different cases of r on [n− b− 2, n− 3]. Since G ∈ Ω(n,m), one of the two following conditions
must hold:
(1) G has at least one node of degree n− b− 2;
(2) G has at least one node with degree that can not exceed n− b− 3.
That is, if both conditions are not true, the sum of the degrees of the nodes in G would exceed 2m. Consider these two
cases separately:
Case (1): There is at least one node with degree n− b− 2 in G.
Let v be such a node. Then d(v) = n− b− 2, and G− v is the induced subgraph of G by removing node v. Then
Cr(G) ≥ Cr−1(G− v)+
(
n− 1− (n− b− 2)
r + b+ 2− n
)
= Cr−1(G− v)+
(
b+ 1
r + b+ 2− n
)
. (3.4)
SinceG−v, K(b, b+1, . . . , b+1, b+1) ∈ Ω(n−1,m−(n−b−2)), and from Lemma9,we knowK(b, b+1, . . . , b+1, b+1)
is the uniformly optimal graph in the classΩ(n− 1,m− (n− b− 2)), and hence,
Cr(G) ≥ Cr−1(K(b, b+ 1, . . . , b+ 1, b+ 1))
=
(
b
r + b− n
)
+ (k+ 1)
(
b+ 1
r + b+ 1− n
)
.
Thus, from Eq. (3.4), we find that
Cr(G) ≥ Cr−1(G− v)+
(
b+ 1
r + b+ 2− n
)
≥
(
b
r + b− n
)
+ (k+ 1)
(
b+ 1
r + b+ 1− n
)
+
(
b+ 1
r + b+ 2− n
)
=
(
b
r + b− n
)
+ k
(
b+ 1
r + b+ 1− n
)
+
(
b+ 2
r + b+ 2− n
)
= Cr(Kb,b+1,...,b+1,b+2).
Case (2): G has no node with degree n−b−2. Then there is at least one node with degree that dose not exceed n−b−3.
Let d∗ be the degree of a node in G that does not exceed n− b− 3, and letw be such a node in Gwith degree d∗. Then we
have
Cr(G) ≥ Cr−1(G− w)+
(
n− 1− d∗
r − d∗
)
.
From Lemma 6, we find that:
Cr−1(G− w) ≥ 1n′ − (r − 1)
n′∑
j=1
(
n′ − 1− dvj
r − 1− dvj
)
= 1
n− r
∑
vj∈G−w
(
n− 2− dvj
r − 1− dvj
)
(3.5)
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where G−w ∈ (n− 1,m− d∗), n′ = n− 1,m′ = m− d∗, and dvj is the degree of node vj. We now apply Lemma 7 to (3.5).
We must consider two subcases depending on d∗:
Subcase (1): d n−b−32 e ≤ d∗ ≤ n− b− 3.
From Lemma 7 with aj = n− b− 1− dvj , we find that
∑n′
j=1 aj = 2d∗ + b+ 3− n > 0, Hence,
Cr(G) ≥ 1n− r
[
(2n− b− 4− 2d∗)
(
b− 1
r + b− n
)
+ (2d∗ + b+ 3− n)
(
b
r + b+ 1− n
)]
+
(
n− 1− d∗
r − d∗
)
.
Subcase (2): 1 ≤ d∗ ≤ b n−b−32 c.
From Lemma 7 with aj = n− b− dvj , we find that
∑n′
j=1 aj = 2d∗ + b+ 2 > 0, and
Cr(G) ≥ 1n− r
[
(n− b− 3− 2d∗)
(
b− 2
r + b− n− 1
)
+ (2d∗ + b+ 2)
(
b− 1
r + b− n
)]
+
(
n− 1− d∗
r − d∗
)
.
By Lemmas 11 and 12, for fixed b and r , in both subcases, the lower bound is decreasing functions of d∗. Furthermore,
the lower bound in Subcase (2) is always larger than the lower bound in Subcase (1) by Lemma 13. Hence it is necessary to
consider the worst case only, that is, d∗ = n− b− 3.
Cr(G) ≥ 1n− r
[
(2n− b− 4− 2(n− b− 3))
(
b− 1
r + b− n
)
+ (2(n− b− 3)+ b+ 3− n)
(
b
r + b+ 1− n
)]
+
(
n− 1− (n− b− 3)
r − (n− b− 3)
)
= 1
n− r
[
(b+ 2)
(
b− 1
r + b− n
)
+ (n− b− 3)
(
b
r + b+ 1− n
)]
+
(
b+ 2
r + b+ 3− n
)
.
By Lemma 15, we find that:
Cr(G) ≥
(
b
r + b− n
)
+ k
(
b+ 1
r + b+ 1− n
)
+
(
b+ 2
r + b+ 2− n
)
= Cr(K(b, b+ 1, . . . , b+ 1, b+ 2)).
That is, for 0 ≤ r ≤ n, Cr(G) ≥ Cr(K(b, b+ 1, . . . , b+ 1, b+ 2)). 
Theorem 17. The (k+ 2)-partite graphs Gk = K(b, b+ 1, . . . , b+ 1, b+ i) are not uniformly optimal in their classes for i > 2.
Proof. We use induction on k
(1) Basis step: k = 1. Tripartite graphs are G1 = K(b, b+1, b+ i), and from Liu [7], we know that graph G1 are not uniformly
optimal in their classes.
(2) Induction step: k > 1. Suppose that for k ≤ h−1, graphsGh−1 = K(b, b+1, . . . , b+1, b+i) are not uniformly optimal in
their classes,where the number of b+1 subgraphs is h−1. Then the number of nodes inGh−1 is nh−1 = (h+1)b+h+i−1,
and the double number of edges is 2mh−1 = h(h+ 1)b2 + 2h(h+ i− 1)b+ (h− 1)(h+ 2i− 2). From the assumption
that Gh−1 is not uniformly optimal, then we find that⌊
2mh−1
nh−1
⌋
≥ κ(K(b, b+ 1, . . . , b+ 1, b+ i))+ 1 = hb+ h.
According to induction, the proof is finished if for h, Gh = K(b, b + 1, . . . , b + 1, b + i) is not uniformly optimal. The
number of b+ 1 subgraphs of graph Gh is h, the number of the nodes is nh = (h+ 2)b+ h+ i, and double number of edges
is 2mh = (h+ 1)(h+ 2)b2 + 2(h+ 1)(h+ i)b+ h(h+ 2i− 1). From the induction assumption, we find that
2mh = (h+ 2)(h+ 1)b2 + 2(h+ 1)(h+ i)b+ h(h+ 2i− 1)
= [h(h+ 1)b2 + 2h(h+ i− 1)b+ (h− 1)(h+ 2i− 2)] + 2(h+ 1)b2 + 2b(2h+ i)+ 2(h+ i− 1)
= 2mh−1 + 2(h+ 1)b2 + 2b(2h+ i)+ 2(h+ i− 1)
≥ h(b+ 1)(nh − 1)+ 2(h+ 1)b2 + 2b(2h+ i)+ 2(h+ i− 1)
≥ h(b+ 1)nh + (h+ 2)b2 + (2h+ i+ 2)b+ (h+ i)
= h(b+ 1)nh + (b+ 1)nh
= [(h+ 1)b+ h+ 1]nh.
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That is,⌊
2mh
nh
⌋
≥ (h+ 1)b+ h+ 1
= κ(K(b, b+ 1, . . . , b+ 1, b+ i))+ 1.
Therefore, the (h + 2)-partite graphs Gh are not uniformly optimal in their classes. According to (1) and (2), for i > 2,
(k+ 2)-partite graphs K(b, b+ 1, . . . , b+ 1, b+ i) are not uniformly optimal in their classes. 
4. Conclusion
This paper discusses the most reliable graph in the class of all graphs with n nodes and m edges, in which nodes fail
independently and edges never fail. Based on the previous results, we further prove that for b ≥ 2, the multipartite graphs
K(b, b+ 1, . . . , b+ 1, b+ 2) are uniformly optimal in their classesΩ(n,m), wherem = (k2 + 3k+ 2)(b+ 1)2/2− 1, n =
(k+ 2)(b+ 1), k ≥ 1. Moreover, for i > 2, the multipartite graphs K(b, b+ 1, . . . , b+ 1, b+ i) are not uniformly optimal
in their classes. In addition, the values of b, b+ 1, and b+ 2 in K(b, . . . , b, b+ 1, . . . , b+ 1, b+ 2, . . . , b+ 2) are i, j and k,
respectively, we find that for the case i ≥ k+ 2, K(b, . . . , b, b+ 1, . . . , b+ 1, b+ 2, . . . , b+ 2) are not uniformly optimal
in their classes. The consideration of other cases requires further research.
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