In this study, we consider the use of seismic sensors for footstep localization in indoor environments. A popular strategy of localization is to use the measured differences in arrival times of source signals at multiple pairs of receivers. In the literature, most algorithms that are based on time differences of arrival (TDOA) assume that the propagation velocity is a constant as a function of the source position, which is valid for air propagation. However, a bounded medium, such as a concrete slab, is usually dispersive and damped. This study demonstrates that under such conditions, assimilating the concrete slab to a thin plate and considering a Kelvin-Voigt damping model, the perceived propagation velocity decreases when the source-sensor distance increases. Based on the sign of the measured TDOA (SO-TDOA), a new localization algorithm that is adapted to a damped and dispersive medium is proposed here. A simulation and some experimental results are included, to define the performance of this SO-TDOA algorithm.
Introduction
For many applications, it is important to obtain location information about a resident in an indoor environment. For example, knowing the position of a resident can facilitate the control of the heating and air conditioning systems. Existing solutions, however, are intrusive, and they do not respect the private life of the resident (e.g., audio or video monitoring [1] ), or they are obliging people to keep sensor on their body all the time (e.g., the magneto-inertial navigation technique [2] ). In this study, we propose a new indoor localization algorithm that is not constrained. This new algorithm is based on seismic signal processing. The vibration signature of the human footstep on a floor creates an elastic wave that is induced by the walking motions. Our goal is to localize footsteps using seismic sensors that are fixed on the floor in the indoor environment. Only a few studies have described seismic methods that are applicable to footstep localization in an indoor environment. The present techniques can be divided into two groups:
• Techniques based on seismic-wave structures [3, 4] : with this type of technique, a footstep is modeled as a seismic signal composed of P-waves (longitudinal waves) and S-waves (transversal waves) in a three-dimensional environment. Using this assumption, the direction of arrival can be determined from the correlation between the signals recorded by a three-axis accelerometer. These techniques are not efficient in indoor environments. Indeed, the signals recorded indoors by a sensor is a mix of direct and reflected waves (e.g., reflections on the edge of the slab, reflections on the furniture and facilities) in an almost two-dimensional environment. The time delay between two paths is very short in an indoor environment. The distances are only a few meters and the propagation velocity of seismic waves is more than 1000m/s in a concrete medium. In addition, elastic waves propagated on the floor depend on many factors; e.g., the footwear of the person, the angle of impact excitation, the construction of the floor, and the geometrical walking pattern [5, 6, 7] .
• Techniques based on range delay estimation [8, 9] : these techniques, such as hyperbolic localization [10] , are based on time differences of arrival (TDOA) and the propagation velocity estimation. The propagation velocity is assumed to be constant and independent of the source position. In other words, the time of arrival (TOA) depends linearly on the source-sensor distance.
In what follows, we will first discuss the applicability of localization techniques assuming a constant propagation velocity for the problem of footstep localization using seismic sensors. Indeed, because the various wave components travel at different propagation velocities, footstep signals will vary from one receiver location to another. The detected arrival times and the perceived propagation velocities will closely depend on the attenuation and the dispersion properties of the floor. A theoretical study of elastic-wave propagation based on a simplified bending-wave equation will be conducted in section 2. This study will show that the perceived propagation velocity decreases in a floor assimilated to a thin, damped, and dispersive plate if the source-sensor distance increases. Analytical and experimental results will also be presented to reinforce this conclusion. Therefore localization techniques based on range delay estimation are inadequate for our problem. A new localization algorithm will be proposed in section 3. This new algorithm takes into account the nonconstant propagation velocity and exploits the property that the order of arrival of the signals at the sensors is maintained in the dispersive and damped floor being considered. The proposed footstep localization algorithm is based on a study of the sign of the time differences of the arrival (SO-TDOA). The development of the proposed algorithm will be followed in section 4, where we describe simulation results and analyze the performances of the proposed SO-TDOA algorithm, as compared with the hyperbolic algorithm that is based on range estimation. Section 5 will describe the field tests and provide some experimental results.
Perceived propagation velocity of the seismic signal of a footstep on a floor
The floor of an indoor environment will be assimilated to a thin damped isotropic plate [11, 12] throughout this study. Considering this assumption, the goal of this section is to define the influence of the dispersion and the damping effects on the "perceived propagation velocity" estimated by a given measuring strategy. Consider a plate of thickness h, of infinite extent in the x, y plane. The governing equation for the bending motion of a thin undamped plate is [13, 14] : is the bending stiffness, E is the Young's modulus, σ is the Poisson ratio, ρ is the mass density, =
∂y 2 is the Laplacian, and f describes the external forces exerted on the plate. Eq. 1 corresponds to the ordinary flexural wave equation. It is satisfied for a thin plate where its thickness h is less than a sixth of the wavelength (h < λ/6). A correction term can also be added in the case of a thick plate, to represent the effects of shear stress (although this is not the case in the present study). Internal mechanical damping is taken into account by introducing a viscous friction force. This friction force is proportional to the time derivative of the strain. Thus Eq. (1) for a damped medium is given by the Kelvin-Voigt model [15, 16] :
Then, the dispersion relation is deduced:
where η = ϑω is the dimensionless loss factor that is characteristic of the damping effect, and a is a characteristic of the concrete slab, such that a =
. This implies that:
for a low loss factor (ϑω << 1),
where k R and k I are the real and the imaginary parts of the wave number k, respectively. k I is known as the attenuation coefficient of the wave in the propagation direction. So the damping induces frequency-dependent attenuation (k I (ω)). The dispersion (k R (ω)) causes a frequencydependent group velocity propagation c g that is given by:
If the propagation medium is isotropic, the transversal displacement u(x, y, t) depends only on the source-sensor distances d. For an initial wave at position (x, y) = (0, 0), the propagative wave u(d, t) at another position of distant of d is given by:
where U(0, ω) is the spectrum of the emitted wave u(0, t).
In what follows, we study the variation of the "perceived propagation velocity" with the source-sensor distance. Two approaches will be developed. The first calculates the integral in Eq. (8) using a discrete sum, and then applies a threshold level to detect the time of arrival, and thus calculates the "perceived propagation velocity" for a given distance. The second approach uses the stationary phase method to evaluate the envelope of the signal in Eq. (8) , and then to determine the relationship between the "perceived propagation velocity" and the source-sensor distance.
We consider a concrete slab of thickness h = 20cm, Young's modulus E = 24.10 −9 N/m 2 , mass density ρ = 2500kg/m 3 , and Poisson's ratio σ = 0.2, [16] . Under such conditions, a is about 183m 2 /s. This indicated value is useful as an example, because the mechanical properties of a material like concrete are known to depend strongly on their composition and how they are made. It is also important to note that the expression in Eq. (8) is not valid at short source-sensor distances (e.g., ∼ 1m) considering a plate of thickness h ∼ 20cm. Indeed, the approximation of a thin plate (h < λ/6) is not valid at these distances because the signal is dominated by high frequency components, which is equivalent to a short wavelength (λ < 1m). In the literature, the loss factor of concrete material (η = ϑω) can take values from 10 −3 to 10
in the audio frequency range [16] . Without the lose of generality, we choose ϑ = 10 −5 s for ω < 10 4 Hz. The approximation (ϑω << 1) is then satisfied for the concrete medium. For studying the effects of the damped and dispersive medium, we assume that the source signal is a Dirac; i.e., U(0, ω 0 ) = 1 for all ω 0 .
Perceived propagation velocity -integral approximation
To simulate the received signal u(d, t) at a distance d from the source, an approximation of the infinite integral in Eq. (8) using a discrete finite sum is proposed, with:
where ω m = 2π f max . f max is fixed at 10kHz and n = 2048 for this simulation. It should be noted that the approximation in Eq. (9) is not valid for short source-sensor distances (d < 3m), because at these distances the signal is dominated by high frequency components that are not considered by the finite sum in Eq. (9). Figure 1 shows the simulated signals received at d = 5, 10, 15, 20m. The amplitude scale is in arbitrary units. The TOA can be detected when the signal exceeds a certain threshold ∆. Simulation results show that the TOA (t a ) and the source-sensor distance (d) are not linearly dependent. The "perceived propagation velocity" c p is defined by:
and it is not a constant as a function of the source-sensor distance. However, the order of arrival of the signal at the different sensors is maintained (i.e., the TOA increases when the source-sensor distance increases). Figure 2 (right side) shows that the perceived propagation velocity appears to actually decrease with respect to the propagation distance d. So, if two sensors are placed such that sensor 1 is closer to the source k, we have:
where d ki is the distance between the source k and the sensor i, and c(d ki ) is the perceived propagation velocity at the sensors i, and then we obtain:
where t ki is the TOA detected at sensor i. The TOA detected at the sensor closest to the source is the shortest, i.e. :
Although the approximation of Eq. (9) allows the demonstration of the behavior of the propagation wave in a thin plate, the level of approximation, as well as the nature of the approximation, barely allows the relationship between d and the TOA to be extracted. To approximate the expression of the perceived propagation velocity as a function of the source-sensor distance, we use the stationary-phase approximation method, as in the next paragraph.
Perceived propagation velocity -stationary-phase approximation
The stationary-phase method allows the approximation of the evaluation of Eq. (8) in the case of a wave packet that propagates in the medium. This leads to the identification of the central frequency of the wave packet as a function of d and t [15] . This approximation is more accurate at around the maximum of the signal. We can write u(d, t) as:
where:
The stationary phase method consists of expanding Φ(ω) in a Taylor series near the point ω 0 of the stationary phase (i.e Φ (ω 0 ) = 0), keeping only the first two nonzero terms:
6 and approaching F(ω) by F(ω 0 ), the integral in Eq. (14) can be approached by:
By inserting the stationary phase condition (Φ (ω 0 ) = 0), we get:
The envelope of the wave can then be calculated as:
We want to establish the relation between the perceived propagation velocity and the sourcesensor distance. The proposed approach consists of studying the evolution of the maximum of the envelope in time and distance d from the source position. The maximum of the envelope of the signal satisfies ∂A ∂d = 0, then:
and the maximum of the envelope is located at each time at d, which is given by:
In other terms, the TOA of the maximum of the envelop at a distance d is:
The "perceived propagation velocity" can then be calculated as:
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Eq. (25) shows that the "perceived propagation velocity" is not a constant as a function of the source-sensor distance, as it varies like a constant multiplied by (1/d) 1/3 . Moreover, it shows that the "perceived propagation velocity" decreases when the source-sensor distance increases. These results reinforces those of section 2.1, which were obtained by a numerical approximation of the integral (8) . Experimentally, for large source-sensor distances, high frequencies are severely damped and the signal is dominated by the low frequency components. Detection of the maximum suffers therefore from high variance. A threshold-based approach can be numerically solved to give the shape of the variation of the perceived propagation velocity as a function of the source-sensor distances, using the envelope of the signal. The analytical solution of the threshold-based approach cannot be easily determined. 
Experimental results
To confirm the theoretical relationship between the perceived propagation velocity and sourcesensor distance, an experimental approach was considered. For the experimental results, we use data recorded during indoor tests. The propagation medium considered is a 20 − cm-thick concrete slab covered by linoleum. The sensors (accelerometers) are deployed in a linear array. To characterize the propagation for the medium, we used a reproducible source: a ball was dropped from a height of 1.50 m several times near a reference sensor g 0 ( Figure 5 ). 
where d i is the distance between sensor i and sensor 0, and t a (d i ) is the estimated TOA at sensor i, as determined by the threshold level on the signal. The choice of the threshold level depends on the measured noise level. Figure 6 shows the similarity between the experimental and theoretical variations of the perceived propagation velocity with distance. It should be noted that the theoretical result corresponds to the movement of the maximum of the amplitude, and that the experimental result is obtained from the movement of the beginning of the signal that exceeds the noise. The experimental results confirm again that the "perceived propagation velocity" decreases when the source-sensor distance increases in a damped and dispersive thin plate.
Conclusion
To summarize this section, we have shown that the propagation velocity estimation depends on the damping and dispersion effects and on the source-sensor distance, and we have shown the relation c p (d). Consequently, source localization techniques based on different range estimations are not applicable. However, we observed that the order of the arrival at the sensors is maintained even in the presence of damping and dispersion. Experimental tests in an indoor environment confirmed these results. However, in some cases, and especially when the floor was not orthotropic due to the presence of beams in its construction, the order might not be maintained. Thus a new algorithm based on the sign of time delay promises good localisation results. In the next section we propose a new SO-TDOA algorithm.
Novel SO-TDOA algorithm
Assuming a damped and dispersive floor, the problem of footstep localization in indoor environments cannot be solved using traditional source-localization algorithms based on range estimations, because the perceived propagation velocity depends on the source-sensor distances (section 2). However, the ordering of the arrival time of the signals at different sensors is maintained even in the presence of dissipation and dispersion. In other words, for all of the source positions p k and sensor pair (i, j):
where sign defines the sign operator, and d ki is the distance between the point p k and the sensor i, t ki is the TOA of the signal to the sensor i, and c ki is the perceived propagation velocity at sensor i. Eq. (27) shows that the sign of the time delay is independent of the elastic wave propagation velocity in the medium. Considering a pair of sensors (i, j) and a point p k , the set S i j k of points that satisfy for all p k ∈ S i j k ,
where d ki (resp. d ki ) is the distance between sensor i, and p k (resp. p k ) is the half space delimited by the perpendicular bisectors of the line segment joining the sensors (i, j) and containing p k (see Figure 7) . Considering now N sensors placed in a bounded environment E ⊂ 2 . Each sensor is located at a known position g i . The environment is partitioned into Q disjointed regions R k . Each region is limited by the perpendicular bisectors of the line segments joining a pair of sensors. Figure 8 illustrates an example of the configuration using 5 sensors in a square room and in a rectangular room.
From Eq. (27) and Eq. (28), we can deduce the following property. For all points p k and p k in a region R k and for all pairs of sensors (i, j), we can write:
The SO-TDOA algorithm consists on region localization. In what follows, we propose to characterize each region formed by perpendicular bisector of pairs of sensors. So we will determine the number Q of the obtained regions, the coordinates of their centroid point p c k , and their characteristic vector z k , as defined below.
Region characteristic vector
Considering all of the sensor pairs (i, j), we can define a characteristic vector z k for each region R k as: Q, only a few values ofẑ k actually correspond to one of the acceptable Q regions. For example, in Figure 8 , the sensor pairs (3, 4) and (1, 2) share the same perpendicular bisector, and so the corresponding elements in the characteristic vector must have the same value +1 or −1. However, under experimental conditions and with the presence of TDOA estimation errors, nonrealistic characteristic vectors can be obtained. Thus, using redundancy in the characteristic vector might lead to improved localization performances. To estimate the set of regions M r that correspond to a measured characteristic vector z s , we choose to minimize the Hamming distance between the measured vector and all of the acceptable characteristic vectors z k .
where d H is the Hamming distance measuring the number of components that are different in two vectors,
where ⊕ is the exclusive or operator (a ⊕ b = 1 if a b else 0, ∀a, b ∈ {+1, −1}). The number of regions that minimize the Hamming distances to the measured vector can be > 1 in some cases where the measured vector z s does not correspond to a realistic region according to the sensor configuration considered. This might frequently occur in the presence of TDOA estimation errors. We denote |M r | as the cardinal numbers of the set M r . Then to have |M r | ≥ 1 is possible. Below is an example for the region configuration described in Figure 8 :
Note that two neighboring regions will be "Hamming"-separated by 1.
Region center coordinates
All points located in the same region R k are characterized by the same vector z k , as defined by Eq. (30). All of these points will be associated to their centroid p c k . Generally, the geometry of the sensor location (which can be arbitrary) does not allow a simple analytical calculation of the centroid region coordinates to be obtained. We propose to associate each region with its centroid, and to develop a simple computer-based approach to determine its coordinates. This consists of sampling the space with regular points for location p e ; see Figure 9 . For each point p e , we compute the characteristic vector z e . Then, all of these points are classified into groups by their characterizing vectors. The number of groups obtained is equal to the number Q of the total regions formed. The centroid coordinates of one region are obtained by averaging the coordinates of all of the points in the same region. This step of the calculation is performed only once, when the sensor configuration is fixed. This information is stored and used later to determine the source position.
is maintained, but we have no access to the value of the propagation velocity in each point of a room because it depends on both the attenuation and the dispersion. The values obtained for the estimated propagation velocity might be highly variable, especially in the presence of strong attenuation. The shape of the variation of the perceived propagation velocity versus distances can be as illustrated in Figure 11 . In this simulation, we study the performances of the two algorithms when the perceived propagation velocity varies, as shown in Figure 11 . In concrete, the propagation velocity c can vary from some hundred to some thousand meters per second, depending on the mechanical and physical properties of the medium [16] . For the presented simulations that are based on the hyperbolic algorithm,ĉ was set in the range of 500m/s − 2000m/s. These values correspond to reasonable experimentally encountered values. The simulation steps are given in the next paragraph and summarized in Figure 10 . Figure 10 illustrates the different steps of the simulation that was conducted to compare the proposed SO-TDOA algorithm with the hyperbolic algorithm [10, 9] . N sensors are placed in a L x × L y rectangular room, with coordinates g i = [x i y i ], for all 1 ≤ i ≤ N. 3. Assuming that the perceived elastic-wave propagation velocity is as given by Figure 11 , we calculate the arrival times at the sensors as
Simulation steps
Under the experimental conditions, we do not have access to the variation in the perceived propagation velocity versus the source-sensor distance. This last closely depends on the properties of the propagation medium.
4. The times of arrival t si are embedded in an additive zero-mean Gaussian perturbation, with variance σ i . We assume that this is white and is independent of the signal or the t si . 
arranged as in Eq. (34). The vectorτ is the input of the localization algorithms.
Algorithms
Both the hyperbolic and SO-TDOA algorithms takeτ as their input. The hyperbolic algorithm requires multiple operations to invert the problem. We generate a grid of points that are uniformly distributed in the room, and we search for the point that minimizes the criteria corresponding to the hyperbolic algorithm and the point that minimizes the criteria of the SO-TDOA algorithm:
6) We generate a regular grid of points p = [x p y p ] uniformly distributed in the room. New SO-TDOA algorithm 8.1. For all of the points p, we calculate the vector z p , such that
8.2. The source position estimated is then given bŷ
whereẑ = sign(τ). Hyperbolic algorithm 8.1. We calculated =ĉτ, whereĉ is a mean propagation velocity that can be estimated beforehand from a known source location and estimated time delay [8] . 8.2. The source position estimated is then given bŷ Figure 11 : Shape of the perceived propagation velocity variation versus distance.
Simulation results
We consider 9 sensors placed in a room 10m × 10m. A source positions is chosen arbitrarily for this study p s = [1 3]m, as in Figure 12 . The grid of points needed for the localization algorithms is generated using 25 × 25 regular points. The performance index that we use is the root mean squared error (RMSE) between the estimatedp and the actual position p s , as Eq. (41). Figure 13 shows that the proposed localization algorithm SO-TDOA can achieve good localization results (RMS E < 1.5m) even at high TOA estimator error (σ t = 1ms) in a room of 10m × 10m without the need for propagation velocity estimation. The hyperbolic algorithm performance depends on the velocity estimation. For different shapes of variation of the perceived propagation velocity, the performances of the hyperbolic algorithm are changing. We observe that the SO-TDOA algorithm is more robust versus a changing velocity . Finally, it is important to note that the proposed SO-TDOA algorithm is more rapid and has a lower calculation cost compared to the hyperbolic localization algorithm. 
RMS E(σ t
) = 1 M c M c i=1 p s −p i (σ t ) 2(41)
Experiment results

Test set-up
To validate and assess the performances of the newly developed algorithm, we used data recorded during a series of indoor tests. The soil is a 20cm concrete slab covered by a tiled floor. As shown in Figure 14, 3.6m × 5.4m. Two types of sensors (accelerometers) were used: six piezo-electric ceramics fixed on the floor, with a weight of 5 kg, and three Colibry SF3000L fixed with double-faced tape [18] . The seismic data was acquired, digitized, and relayed to a mobile data-recording station (YOKOGAWA [19] ). The seismic data were sampled at 20kHz. Seven footsteps were monitored in the location giving in Figure 14 .
Example of experimental signals
An example of a footstep signal and its time frequency representation are given in Figure  15 . The signal considered corresponds to footstep P7 measured at sensor C7 (source-sensor distance, 4.15m). The parameters of the short-term Fourier transform are for a Hamming window of length 128 (6.4ms), an overlapping segment length of 126, a fast Fourier transform length of 128, and a sampling frequency of 20kHz. We observe that the time frequency representation of the experimental signal in Figure 15 shows similarity to those of the damping and dispersive medium response [Appendix A]. This implies that the assumption (for a damping and dispersive floor) that is considered in this study conforms to the experimental results. Figure 16 shows an example of TOA detection for a seismic footstep signal. 
Results
The position estimation errors of the experiment source are given in Table 1 . The source position estimation error is around some tens of centimeters in a room of 3.6m by 5.4m. Table 1 : Experiment source position estimation error using the SO-TDOA algorithm
Summary and conclusions
In this study, we have proposed a new footstep localization algorithm based on the SO-TDOA. The SO-TDOA algorithm is easily implemented, and it does not need elastic wave velocity estimation. Indeed, we first showed that the elastic wave propagation velocity varies importantly with the source position in an indoor environment, where the floor can be defined as a thin damped and dispersive plate. Using techniques based on range estimation, like a hyperbolic algorithm, it is not sufficient to estimate the footstep position using seismic sensors. The proposed SO-TDOA algorithm provides good simulated and experimental results (a position estimation error of only some tens of centimeters). In future studies, we will adapt SO-TDOA to the dynamic localization of a person in an indoor environment.
Appendix A. Time-frequency analysis
In this section, we will simulate the time-frequency response of a signal that is propagated in a dissipative and dispersive media. We consider a slab of thickness 0.2m, Young's modulus E = 24.10 −9 N/m 2 , and mass density ρ = 2500kg/m 3 [16] . The slab is rectangular, and of width l x and length l y in the direction of x and y, respectively. A sensor is placed at [x r y r ] and a source is placed at [x e y e ]m. Assuming that the edges of the slab are sealed. So reflection induces a change in direction of the displacement. The received signal is the results of successive reflections at the edges. We can represent these reflections from source "images", as for We calculate for p ≤ P max and for q ≤ Q max the distance between the source image (p, q) and the sensor, denoted by d pq . We deduce the signal received at the sensor using: 
