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Abstract
Technique of orthogonal collocation along with finite elements has been presented to solve the linear and non linear heat con-
duction problems numerically. Choice of Lagrangian interpolation polynomials as base function has been opted to discretize the
trial function. Error analysis has been discussed in terms of element size for both the linear and non linear problems. Proposed
technique has been applied on different types of linear and non linear heat conduction problems and the numerical values are
plotted using 2D and 3D graphs.
c⃝ 2015 The Authors. Production and Hosting by Elsevier B.V. on behalf of Nigerian Mathematical Society. This is an open access
article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction
Study of advection diffusion equations is an important part of the mass transport problems in porous media. These
problems have numerous applications in the field of Physics, Chemical engineering, control system, Computer science,
mass transfer, fluid flow problems etc. These problems have aroused the interest of mathematicians as well as engineers
while studying the porous media problems. Various investigators have studied the diffusion dispersion problems in
different forms [1–7].
Different investigators have proposed different techniques like finite difference method [8–11], homotopy pertur-
bation method [12,13], spline collocation [14–17], Adomain decomposition method [18] etc. In present study, the
technique of orthogonal collocation using Lagrangian basis along with finite elements has been proposed to study the
behaviour of heat conduction problems numerically.
Consider a heat conduction problem in which, the volumetric concentration y(x, τ ) at x ∈ Ω in one dimensional
moving fluid with speed β(x) and diffusion coefficient ε in longitudinal direction at time τ ≥ 0 is of the type:
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∂y
∂τ
= ε ∂
2 y
∂x2
− β(x) ∂y
∂x
− f (y); (x, τ ) ∈ Ω × (0, 1) (1)
with k1 y − ε ∂y
∂x
= 0 at x = 0 (2)
k2 y − k3 ∂y
∂x
= 0 at x = 1 (3)
Initially y(x, 0) = g(x) (4)
where f (y) defines the implicit function of y and k1, k2 and k3 are arbitrary positive constants with β(x) > 0, ∀x ∈ Ω .
Aim of the present study is to analyse the behaviour of problem defined in Eqs. (1)–(4) numerically, with given
boundary conditions using the technique of orthogonal collocation on finite elements (OCFE). This technique is the
combination of weighted residual and variational principle.
The structure of the paper deals with the detailed description of OCFE in Section 2, error analysis is discussed in
Section 3. Application of the technique is shown in Section 4 by applying the technique on different types of linear
and nonlinear heat conduction problems and finally the conclusion part is discussed in Section 5.
2. Orthogonal collocation on finite elements
Orthogonal collocation is one of the weighted residual methods which is used to descritize the initial and boundary
value problems. In collocation technique an unknown function y(x, τ ) is approximated to satisfy the differential
equation ℑV (y) = 0 along with the boundary conditions ℑB(y) = 0, where B is the boundary adjoining the volume V .
The solution function y is approximated using a trial function y which is a linear combination of series of orthogonal
polynomials. The residual function ℜ(x, τ ) is defined over the volume V along with the boundary B.
In the principle of collocation, to minimise the error, inner product of residual function to the weight function of
given base polynomial is set equal to zero at collocation points, i.e., ⟨ℜ(x, τ ), W (x)⟩ = 0. It forces the residual to be
equal to zero at the collocation points.
In present study the principle of orthogonal collocation is studied in conjunction with finite elements, i.e., orthog-
onal collocation on finite elements (OCFE). The domain of interest is called global domain. To apply collocation, this
global domain is divided into small subdomains called elements. After applying collocation, the resulting system of
equations is compiled to obtain the desired solution.
The first step in OCFE is the approximation of the trial function. Different investigators have followed different
type of polynomials to approximate the trial function such as cubic Hermite [19–21], quintic Hermite [22], cubic
B-splines [15,17], Lagrangian [23–27] etc. In present study, the Lagrangian interpolating polynomials have been
chosen as base functions to discretize the approximating function. Lagrangian interpolating polynomials have the
kronecker property due to which the approximating function simplifies at collocation points. Due to this kronecker
property the trial function and its tangent are assumed to be continuous at node points by introducing the continuity
condition defined below:
y (xi−) = y(xi+) (5)
dy
dx

xi−
= dy
dx

xi+
. (6)
2.1. Collocation points
Next step in collocation technique is the choice of collocation points. It is the most important part of collocation
technique as wrong choice of collocation points may lead to divergent results. Preferably the zeros of base orthogo-
nal polynomial are used as collocation points to keep the error minimum. Different investigators have followed the
zeros of different types of polynomials such as Legendre [28,29] and Chebyshev [23,27] as collocation points. The
discretization end points are fixed as 0 and 1. In present study, the zeros of shifted Jacobi polynomials P(a,b)n (x) have
been taken as collocation points for a = b = 0.
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Fig. 1. Behaviour of Lagrangian interpolation polynomial for n = 3.
2(n + 1)(a + b + n + 1)(a + b + 2n)P(a,b)n+1 (x)
= (a + b + 2n + 1)[a2 − b2 + x(a + b + 2n + 2)(a + b + 2n)]P(a,b)n (x)
− 2(a + n)(b + n)(a + b + 2n + 2)P(a,b)n−1 (x); ∀x ∈ [−1, 1] (7)
P(a,b)0 (x) = 1
P(a,b)1 (x) =
(a + 1)(b + 1)(x + 1)
2
+ (x − 1)
2
.
The n interpolation points are chosen to be the extreme values of an nth order shifted Jacobi polynomial. The col-
location points are obtained by mapping the computational domain of the interval [−1, 1] to [0, 1] with the help of
following relationship:
ξ j = x j + 12 ; j = 2, . . . , n − 1 (8)
where x j is the j th zero of P
(a,b)
n−2 (x) in the interval [−1, 1] with ξ1 = 0 and ξn = 1.
2.2. Trial function representation
The approximating function y (x, τ ) is presented in terms of Lagrangian interpolation polynomials li (x) which is
defined as:
li (x) = ψ(x)/[(x − xi )ψ ′(xi )] (9)
where ψ(x) = x(1− x)
n−1
j=2
(x − x j ). (10)
At τ = 0, y0 = y(x, 0). In Figs. 1 and 2, the behaviour of Lagrangian interpolation polynomials is shown for
n = 3 and 5. The detailed description of trial function as well as the interpolating polynomial can be found in [23].
3. Error analysis
Definition (Maximum Principle). Let y(x) be the solution of advection–diffusion equation such that y(0) ≥ 0 and
y(1) ≥ 0. Then £y(x) ≥ 0, £ being differential operator, for all x in domain D(0, 1) implies that y(x) ≥ 0 for all x
in D.
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Fig. 2. Behaviour of Lagrangian interpolation polynomial for n = 5.
Theorem 3.1. Let y(x, τ ) be the solution of (1) defined on Ω , then there exist a constant C independent of ε such
that |y(x, τ )| ≤ C, ∀ (x, τ ) ∈ Ω .
Theorem 3.2 (Weierstrass Approximation Theorem). Any continuous function defined on closed and bounded interval
can be approximated uniformly by polynomials to any degree of accuracy on that interval.
Theorem 3.3. Let L(x) be the space of Lagrangian interpolating polynomials defined on the interval 0 ≤ x ≤ 1.
Then
n
i=1 li (x) ≤ 1, where li (x) is defined in Eq. (9).
Theorem 3.4. The bound on the derivative of a function y(x, τ ) ∈ Cn[0, 1] is given by:∂ i y∂x i
 ≤ C; x ∈ Ω , i = 0, 1, 2. (11)
Theorem 3.5. If x1, . . . , xn are distinct n points defined on [0, 1] and f (x) is any function defined on [0, 1], then
there exist a unique polynomial L(x) of degree at the most n such that f (xi ) = L(xi ); i = 1, 2, . . . , n.
where L(x) =ni=1 li (x) fi .
Proof. Result is straightforward from Theorem 3.2
Theorem 3.6 ([30]). If x1, . . . , xn are distinct n points defined on [a, b] and f (x) ∈ Cn[a, b] is any function defined
on [a, b], then for each x ∈ [a, b], there exist ζ ∈ (a, b) such that
| f (x)− L(x)| ≤ h
n
n!
 f (n)(ζ ) ; ∀ x ∈ [xi−1, xi ] (12)
where h = |xi − xi−1|, ∀i = 1, 2, . . . , n.
Theorem 3.7. Let y(x) be a continuous function defined on [0, 1] and L(x) be the Lagrangian interpolation of y(x)
on [0, 1]. Then, the error |y(x)− L(x)| over [xi−1, xi ] is defined to be:
|y(x)− L(x)| ≤ Ch
n
n! ; ∀x ∈ [xi−1, xi ]. (13)
Proof. Result is straightforward using Theorems 3.4, 3.6 and the fact that in interval [xi−1, xi ], ξ = x−xi−1xi−xi−1 .
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3.1. Discretization in ‘x’ direction
The error analysis in the present study is motivated by the work of [31,32]. Consider the interval [τm, τm+1] in ‘τ ’
direction such that 1τ = |τm − τm+1|. Discretizing the Eq. (1) in ‘τ ’ direction using finite difference scheme such
that Eq. (1) takes the form:
ym+1 − ym
1τ
= ε d
2 ym+1
dx2
− β(x)dym+1
dx
− f (ym). (14)
Eq. (14) takes the following form
g(x, τm) = ε d
2 ym+1
dx2
− β(x)dym+1
dx
− γ ym+1 (15)
where g(x, τm) = f (ym)− ym/1τ and γ = 1/1τ .
To apply the collocation technique, interval [0, 1] is divided into small subintervals [xi−1, xi ]. Consider the La-
grangian interpolation L(x) defined in Eq. (9). Let L(x) be the exact solution of the steady state part of the differential
equation defined by Eq. (1):
L(x) =
n
i=1
li (x)yi ; ∀x ∈ [xi−1, xi ]. (16)
Each of li (x) lies in the interval [xi−1, xi ]. The first and second order derivatives of y(x), are interpolated by cal-
culating L ′(x) and L ′′(x) using Eq. (16). The formula for first and second order derivatives of L(x) at j th collocation
point is defined below:
For i = j first and second order derivatives of li (x) are:
l ′i (x j ) = ψ ′′(x j )/2ψ ′(x j ) and l ′′i (x j ) = ψ ′′′(x j )/3ψ ′(x j ). (17)
For i ≠ j the first and second order derivative of li (x) is calculated as:
l ′i (x j ) =
ψ ′(x j )
ψ ′(xi )(x j − xi ) and l
′′
i (x j ) =
ψ ′′(x j )
ψ ′(xi )(x j − xi ) −
2l ′i (x j )
(x j − xi ) . (18)
The formulae for finding different derivatives of ψ(x) are:
ψ ′(x) =
n
m1=1
1
(x − xm1)

n
i=1
(x − xi )

(19)
ψ ′′(x) = 2!
n
m2=1
m2≠m1
1
(x − xm2)

n
m1=1
1
(x − xm1)

n
i=1
(x − xi )

(20)
ψ ′′′(x) = 3!
n
m3=1
m3≠m2,m1
1
(x − xm3)

n
m2=1
m2≠m1
1
(x − xm2)

n
m1=1
1
(x − xm1)

n
i=1
(x − xi )
 . (21)
3.2. Application of OCFE
Let P be the partition x1 ≤ x2 ≤ · · · ≤ xr and the length h of the kth interval [xk−1, xk] is defined as
h = |xk − xk−1|, where k = 1, 2, 3, . . . , r .
After applying the collocation, following system of collocation equations is obtained:
ε
h2
n
i=1
B j i y
ℓ
i −
β j
h
n
i=1
A j i y
ℓ
i − γ
n
i=1
δ j i y
ℓ
i = g j ; j = 2, . . . , n − 1 and ℓ = 1, 2, . . . , r (22)
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yℓ−1n = yℓ1; ℓ = 1, 2, . . . , r (23)
1
h
n
i=1
Ani y
ℓ−1
i =
1
h
n
i=1
A1i y
ℓ
i ; ℓ = 1, 2, . . . , r (24)
k1 y
1
1 −
ε
h
n
i=1
A1i y
1
i = 0 (25)
k2 y
r
n −
k3
h
n
i=1
Ani y
r
i = 0. (26)
After combining the system of equations within each element, following system of differential algebraic equations
appear:
D = MY (27)
where, M is the coefficient matrix [mi j ]d×1, where d = r × (n − 2) + r + 1, r being the number of elements and n
being the number of collocation points. Y is the matrix of collocation solutions [y j ]d×1 and D is the matrix [g j ]d×1.
Entries in matrix M are defined as:
m j i =

k1δ1i − εh A1i ; j = 1, i = 1, 2, . . . , n
ε
h2
B j i − β jh A j i − γ δ j i ; j = 2, . . . , n − 1 and i = 1, 2, . . . , n
Ani
h
− A1i
h
; j = n, i = 1, 2, . . . , n
Ani
h
; j = d, i = 1, 2, . . . , n.
(28)
After combining all the entries of m j i , matrix M appears to be a tri-diagonal positive definite matrix.
Theorem 3.8. Let L(x) be the Lagrangian interpolate of y(x) from the space of polynomials S(P) of order n such
that y ∈ Cn[0, 1], then the uniform error estimate is given by:
∥y(x)− L(x)∥∞ ≤ C
hn
n! . (29)
Proof. The error estimate in this section is based on the results given in [31,32] and using the Theorems 3.3–3.6.
Let L(x) =ni=i li (x)yi be the Lagrangian interpolation of y(x) from the space of polynomials S(P) of order n.ℑ(y(x))− ℑ(L(x)) = ε(y′′(x j )− L ′′(x j ))− β j (y′(x j )− L ′(x j ))− γ (y(x j )− L(x j ))
≤ C h
n
n! (30)
Now,
ℑ(L(x))− ℑ(L(x)) = ℑ(y(x))− ℑ(L(x))
≤ C h
n
n! . (31)
Now, substituting L(x) in Eq. (15) along with boundary conditions, one gets the system in matrix form:
MY = D.
This gives M(Y − Y ) = (D − D)
⇒ (Y − Y ) = M−1(D − D).
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Now, L(x)− L(x) =  n
i=1
li (x)(yi − yi )

≤ max
1≤i≤r
(yi − yi )
≤
M−1∞ max1≤i≤r D − D
≤ C h
n
n! . (32)
Using the triangle inequality one gets:
∥y(x)− L(x)∥∞ ≤ C
hn
n! . (33)
3.3. Convergence analysis
Application of any numerical technique depends upon its rate of convergence. Faster rate of convergence implies
better approximation of the trial function and smaller the rate of error. Let L2 and L∞ norms are defined by:
∥y∥2 =
 r
ℓ=1
h2ℓ
n
i=1
wi

yℓi
2
, where yi is the approximating function.
∥y∥∞ = max
1≤γ≤r
1≤i≤n
yγi  .
Theorem 3.9. Let y(x, τ ) be the solution of (1) on the interval [xi−1, xi ] and L(x, τ ) be the collocation solution
defined on interval [xi−1, xi ], then
∥y(x, τ )− L(x, τ )∥∞ ≤ C

1τ + h
n
n!

; ∀x ∈ [xi−1, xi ]. (34)
Proof. Follows directly from Theorem 3.8 and Lemma 3.1 and 3.2 of [32].
4. Results and discussions
Problem 4.1. Consider a linear diffusion reaction problem with mixed boundary conditions:
∂y
∂τ
= ε ∂
2 y
∂x2
− β ∂y
∂x
− µy. (35)
Boundary conditions : y − ε ∂y
∂x
= 0, at x = 0 (36)
∂y
∂x
= 0, at x = 1 (37)
Initially, y = 1. (38)
The problem has been solved for different values of β and µ for varying values of ε. First the problem has been
solved for β = 1 and µ = 0. It forms a stiff system of boundary value problem. The problem has been solved for 5–80
elements with three interior collocation points within each element. The exact solution of given problem exists and is
given in [23]. The comparison between analytic and numerical values for different values of ε is shown in Tables 1–2
for 25 and 80 elements, respectively depending upon the value of ε varying from larger to smaller. It is observed
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Table 1
Comparison of numerical and analytic values for ε varying from 0.025× 10−2 to 1× 10−1.
τ ε = 0.1 ε = 0.05 ε = 0.025
Exact OCFE Exact OCFE Exact OCFE
0.0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0.2 9.9997× 10−1 9.9997× 10−1 1.0000 1.0000 1.0000 1.0000
0.4 9.8040× 10−1 9.8042× 10−1 9.9843× 10−1 9.9843× 10−1 9.9999× 10−1 9.9999× 10−1
0.6 8.4981× 10−1 8.4981× 10−1 9.3854× 10−1 9.3854× 10−1 9.8756× 10−1 9.8756× 10−1
0.8 6.3134× 10−1 6.3104× 10−1 7.2014× 10−1 7.2010× 10−1 8.1852× 10−1 8.1852× 10−1
1.0 4.2038× 10−1 4.1967× 10−1 4.4019× 10−1 4.4011× 10−1 4.5653× 10−1 4.5652× 10−1
1.2 2.6136× 10−1 2.6039× 10−1 2.2674× 10−1 2.2664× 10−1 1.7335× 10−1 1.7334× 10−1
1.4 1.5569× 10−1 1.5471× 10−1 1.0391× 10−1 1.0382× 10−1 4.9563× 10−2 4.9559× 10−2
1.6 9.0249× 10−2 8.9421× 10−2 4.3986× 10−2 4.3934× 10−2 1.1625× 10−2 1.1623× 10−2
1.8 5.1395× 10−2 5.0761× 10−2 1.7630× 10−2 1.7601× 10−2 2.3725× 10−3 2.3720× 10−3
2.0 2.8924× 10−2 2.8472× 10−2 6.7988× 10−3 6.7848× 10−3 4.3824× 10−4 4.3816× 10−4
Table 2
Comparison of numerical and analytic values for ε varying from 1.5625× 10−3 to 1.25× 10−2.
τ ε = 0.0125 ε = 0.00625 ε = 0.0015625
Exact OCFE Exact OCFE Exact OCFE
0.0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0.2 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0.4 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0.6 9.9936× 10−1 9.9936× 10−1 1.0000 1.0000 1.0000 1.0000
0.8 9.1140× 10−1 9.1140× 10−1 9.7464× 10−1 9.7464× 10−1 9.9997× 10−1 9.9997× 10−1
1.0 4.6886× 10−1 4.6886× 10−1 4.7784× 10−1 4.7784× 10−1 4.8887× 10−1 4.8887× 10−1
1.2 1.0682× 10−1 1.0682× 10−1 4.4928× 10−2 4.4928× 10−2 4.8744× 10−4 4.8750× 10−4
1.4 1.2680× 10−2 1.2680× 10−2 9.9037× 10−4 9.9037× 10−4 5.9268× 10−10 5.9269× 10−10
1.6 9.5065× 10−4 9.5063× 10−4 7.9001× 10−6 7.9001× 10−6 0 0
1.8 5.1633× 10−5 5.1631× 10−5 3.1108× 10−8 3.1108× 10−8 0 0
2.0 2.2256× 10−6 2.2255× 10−6 7.4061× 10−11 7.4062× 10−11 0 0
from this table that the numerical values are matching with analytic values upto three significant figures. It shows that
relative error is less than 1%. In Tables 3 and 4 the comparison of analytic and numerical values is shown for different
number of elements varying from 10 to 80 elements for ε = 1.25 × 10−2 and ε = 6.25 × 10−3. It is observed from
these tables that with the increase in number of elements, error reduces, however no significant effect is observed after
40 elements. In Fig. 3, the behaviour of solution profiles is shown for different values of ε. It is observed from this
figure that solution profiles are converging to zero smoothly as time increases which authenticates the application of
OCFE on advection diffusion problems. In Fig. 4, the behaviour of relative error is shown for different values of ε
varying from 0.0125 to 0.025 at different time intervals. It is observed from this figure that the order of relative error
is of 10−3 which shows that the relative error is less than 1%. However, with the decrease in value of ε, the relative
error increases which can be reduced by increasing the number of elements.
The problem has also been solved for β = µ = 1. The exact solution of given problem is already given in [25].
The comparison of analytic and numerical values for ε varying from 2× 10−3 to 5× 10−4 is shown in Tables 5 and 6.
It is observed from these tables that the numerical values are matching with the analytic values upto three significant
figures also. In this case, the relative error is also found to be less than 1%. In Fig. 5, effect of number of elements is
shown on solution profiles for ε = 0.002. It is observed from this figure that with the increase in number of elements
from 20 to 40, the relative error has reduced sharply, however no significant effect is observed in relative error for 40
and 80 elements. In Fig. 6, a comparison between orthogonal collocation method (OCM) and orthogonal collocation
on finite elements (OCFE) is shown for ε = 0.0033. It is observed from this figure that in case of OCM the relative
error is of order 102 which is very high as compared to OCFE for which the relative error is of order 10−3. It signifies
the application of OCFE for solving advection diffusion problems.
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Table 3
Comparison of numerical values for various number of elements for ε = 1.25× 10−2.
τ Exact 10 elements 20 elements 40 elements 80 elements
0 1.0000 1.0000 1.0000 1.0000 1.0000
0.1 1.0000 1.0000 1.0000 1.0000 1.0000
0.2 1.0000 1.0000 1.0000 1.0000 1.0000
0.3 1.0000 1.0000 1.0000 1.0000 1.0000
0.4 1.0000 1.0000 1.0000 1.0000 1.0000
0.5 1.0000 9.9999× 10−1 1.0000 1.0000 1.0000
0.6 9.9936× 10−1 9.9935× 10−1 9.9935× 10−1 9.9936× 10−1 9.9936× 10−1
0.7 9.8648× 10−1 9.8647× 10−1 9.8648× 10−1 9.8648× 10−1 9.8648× 10−1
0.8 9.1140× 10−1 9.1139× 10−1 9.1140× 10−1 9.1140× 10−1 9.1140× 10−1
0.9 7.2402× 10−1 7.2406× 10−1 7.2402× 10−1 7.2402× 10−1 7.2402× 10−1
1 4.6886× 10−1 4.6890× 10−1 4.6886× 10−1 4.6886× 10−1 4.6886× 10−1
1.1 2.4610× 10−1 2.4607× 10−1 2.4610× 10−1 2.4610× 10−1 2.4610× 10−1
1.2 1.0682× 10−1 1.0678× 10−1 1.0682× 10−1 1.0682× 10−1 1.0682× 10−1
1.3 3.9403× 10−2 3.9390× 10−2 3.9402× 10−2 3.9402× 10−2 3.9402× 10−2
1.4 1.2680× 10−2 1.2684× 10−2 1.2680× 10−2 1.2680× 10−2 1.2680× 10−2
1.5 3.6411× 10−3 3.6480× 10−3 3.6412× 10−3 3.6410× 10−3 3.6410× 10−3
1.6 9.5065× 10−4 9.5468× 10−4 9.5075× 10−4 9.5064× 10−4 9.5063× 10−4
1.7 2.2915× 10−4 2.3079× 10−4 2.2921× 10−4 2.2915× 10−4 2.2915× 10−4
1.8 5.1633× 10−5 5.2166× 10−5 5.1662× 10−5 5.1632× 10−5 5.1631× 10−5
1.9 1.0986× 10−5 1.1135× 10−5 1.1000× 10−5 1.0986× 10−5 1.0985× 10−5
2 2.2256× 10−6 2.2642× 10−6 2.2329× 10−6 2.2257× 10−6 2.2255× 10−6
Table 4
Comparison of numerical values for various number of elements for ε = 6.25× 10−3.
τ Exact 10 elements 20 elements 40 elements 80 elements
0 1.0000 1.0000 1.0000 1.0000 1.0000
0.1 1.0000 1.0000 1.0000 1.0000 1.0000
0.2 1.0000 1.0000 1.0000 1.0000 1.0000
0.3 1.0000 1.0000 1.0000 1.0000 1.0000
0.4 1.0000 1.0000 1.0000 1.0000 1.0000
0.5 1.0000 1.0000 1.0000 1.0000 1.0000
0.6 1.0000 9.9999× 10−1 1.0000 1.0000 1.0000
0.7 9.9923× 10−1 9.9920× 10−1 9.9923× 10−1 9.9923× 10−1 9.9923× 10−1
0.8 9.7464× 10−1 9.7460× 10−1 9.7464× 10−1 9.7464× 10−1 9.7464× 10−1
0.9 8.1372× 10−1 8.1369× 10−1 8.1373× 10−1 8.1372× 10−1 8.1372× 10−1
1 4.7784× 10−1 4.7826× 10−1 4.7785× 10−1 4.7784× 10−1 4.7784× 10−1
1.1 1.8079× 10−1 1.8055× 10−1 1.8078× 10−1 1.8079× 10−1 1.8079× 10−1
1.2 4.4928× 10−2 4.4705× 10−2 4.4925× 10−2 4.4928× 10−2 4.4928× 10−2
1.3 7.7642× 10−3 7.8560× 10−3 7.7663× 10−3 7.7642× 10−3 7.7641× 10−3
1.4 9.9037× 10−4 1.0382× 10−3 9.9156× 10−4 9.9039× 10−4 9.9037× 10−4
1.5 9.8207× 10−5 9.9906× 10−5 9.8480× 10−5 9.8213× 10−5 9.8207× 10−5
1.6 7.9001× 10−6 7.8458× 10−6 7.9423× 10−6 7.9010× 10−6 7.9001× 10−6
1.7 5.3358× 10−7 6.2528× 10−7 5.4088× 10−7 5.3375× 10−7 5.3358× 10−7
1.8 3.1108× 10−8 −1.0157× 10−8 3.3765× 10−8 3.1173× 10−8 3.1108× 10−8
1.9 1.6009× 10−9 3.0331× 10−9 2.0887× 10−9 1.6335× 10−9 1.6009× 10−9
2 7.4061× 10−11 −1.3362× 10−9 −3.4544× 10−10 7.5493× 10−11 7.4062× 10−11
Problem 4.2. Consider a nonlinear diffusion reaction problem with mixed boundary conditions:
∂y
∂τ
= ε ∂
2 y
∂x2
− ∂y
∂x
− y2 (x, τ ) ∈ Ω (39)
with y = 0 at x = 0 (40)
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Fig. 3. Behaviour of solution profiles for different values of ε.
Fig. 4. Behaviour of relative error for different values of ε for 25 elements.
∂y
∂x
= 0 at x = 1 (41)
Initially, y(x, 0) = 1. (42)
Since the exact solution of given nonlinear reaction diffusion problem does not exist, the stability of the numerical
values have been checked using L2 and L∞ norm. The problem has been solved for different number of elements
varying from 5 to 80 with three interior collocation points within each element. The behaviour of L2 norm and L∞
norm is shown in Tables 7 and 8, respectively. It is observed from Table 7 that for different values of ε and at different
time intervals the L2 norm is less than 1. In Table 8, the behaviour of L∞ norm is observed for ε varying from 0.0033
to 0.05. The values of L∞ norm at τ = 0 is found to be greater than 1 but this is due to the stiffness near the boundary,
however for τ > 0, the L∞ norm is found to be less than1 at different time intervals. It signifies the stability of the
numerical results. In Tables 9 and 10, the behaviour of numerical values for ε = 1 × 10−2 and ε = 4 × 10−3 is
shown for different number of elements. The values are found to be stable after 40 elements. In Fig. 7, the behaviour
of solution profiles is shown for different values of ε. It is observed that solution profiles are approaching to steady
state condition smoothly with the increase in time for very small values of ε also. In Fig. 8, behaviour of y(1, τ ) and
∥y∥2 is shown with respect to τ for different values of ε. It is observed from this figure that both the y(1, τ ) and ∥y∥2
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Fig. 5. Behaviour of relative error for different number of elements for ε = 0.002.
Fig. 6. Behaviour of relative error for OCM and OCFE for ε = 0.0033.
Fig. 7. Behaviour of solution profiles for different values of ε.
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Table 5
Comparison of numerical and analytic values for ε varying from 2× 10−3 to 1× 10−3.
τ ε = 0.002 ε = 0.0013 ε = 0.001
Exact OCFE Exact OCFE Exact OCFE
0.0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0.1 9.0484× 10−1 9.0484× 10−1 9.0484× 10−1 9.0484× 10−1 9.0484× 10−1 9.0484× 10−1
0.2 8.1873× 10−1 8.1873× 10−1 8.1873× 10−1 8.1873× 10−1 8.1873× 10−1 8.1873× 10−1
0.3 7.4082× 10−1 7.4082× 10−1 7.4082× 10−1 7.4082× 10−1 7.4082× 10−1 7.4082× 10−1
0.4 6.7032× 10−1 6.7032× 10−1 6.7032× 10−1 6.7032× 10−1 6.7032× 10−1 6.7032× 10−1
0.5 6.0653× 10−1 6.0653× 10−1 6.0653× 10−1 6.0653× 10−1 6.0653× 10−1 6.0653× 10−1
0.6 5.4881× 10−1 5.4881× 10−1 5.4881× 10−1 5.4881× 10−1 5.4881× 10−1 5.4881× 10−1
0.7 4.9659× 10−1 4.9659× 10−1 4.9659× 10−1 4.9659× 10−1 4.9659× 10−1 4.9659× 10−1
0.8 4.4923× 10−1 4.4923× 10−1 4.4933× 10−1 4.4933× 10−1 4.4933× 10−1 4.4933E−01
0.9 3.8594× 10−1 3.8594× 10−1 3.9770× 10−1 3.9770× 10−1 4.0261× 10−1 4.0261× 10−1
1.0 1.7931× 10−1 1.7931× 10−1 1.8016× 10−1 1.8016× 10−1 1.8066× 10−1 1.8066× 10−1
1.1 2.0509× 10−2 2.0509× 10−2 1.0141× 10−2 1.0141× 10−2 5.1742× 10−3 5.1744× 10−3
1.2 5.2277× 10−4 5.2278× 10−4 5.4835× 10−5 5.4849× 10−5 6.0144× 10−6 6.0195× 10−6
1.3 3.6706× 10−6 3.6710× 10−6 4.0325× 10−8 4.0347× 10−8 4.6578× 10−10 4.6506× 10−10
1.4 8.9540× 10−9 8.9554× 10−9 5.8527× 10−12 5.8454× 10−12 4.0461× 10−15 4.1351× 10−15
1.5 9.2126× 10−12 9.2128× 10−12 2.2728× 10−16 2.3133× 10−16 0 5.7559× 10−18
Table 6
Comparison of numerical and analytic values for ε varying from 8.3× 10−4 to 5× 10−4.
τ ε = 0.00083 ε = 0.00067 ε = 0.0005
Exact OCFE Exact OCFE Exact OCFE
0.0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0.1 9.0484× 10−1 9.0484× 10−1 9.0484× 10−1 9.0484× 10−1 9.0484× 10−1 9.0484× 10−1
0.2 8.1873× 10−1 8.1873× 10−1 8.1873× 10−1 8.1873× 10−1 8.1873× 10−1 8.1873× 10−1
0.3 7.4082× 10−1 7.4082× 10−1 7.4082× 10−1 7.4082× 10−1 7.4082× 10−1 7.4082× 10−1
0.4 6.7032× 10−1 6.7032× 10−1 6.7032× 10−1 6.7032× 10−1 6.7032× 10−1 6.7032× 10−1
0.5 6.0653× 10−1 6.0653× 10−1 6.0653× 10−1 6.0653× 10−1 6.0653× 10−1 6.0653× 10−1
0.6 5.4881× 10−1 5.4881× 10−1 5.4881× 10−1 5.4881× 10−1 5.4881× 10−1 5.4881× 10−1
0.7 4.9659× 10−1 4.9659× 10−1 4.9659× 10−1 4.9659× 10−1 4.9659× 10−1 4.9659× 10−1
0.8 4.4933× 10−1 4.4933× 10−1 4.4933× 10−1 4.4933× 10−1 4.4933× 10−1 4.4933× 10−1
0.9 4.0446× 10−1 4.0446× 10−1 4.0574× 10−1 4.0573× 10−1 4.0639× 10−1 4.0639× 10−1
1.0 1.8095× 10−1 1.8095× 10−1 1.8126× 10−1 1.8126× 10−1 1.8162× 10−1 1.8162× 10−1
1.1 3.0634× 10−3 3.0638× 10−3 1.4181× 10−3 1.4187× 10−3 4.0428× 10−4 4.0495× 10−4
1.2 1.0463× 10−6 1.0476× 10−6 7.7528× 10−8 7.7411× 10−8 1.0509× 10−9 1.0023× 10−9
are approaching to zero smoothly as time increases which authenticates the stability of the numerical technique for
the solution of heat conduction equation for small values of parameter.
Problem 4.3.
∂y
∂τ
= ε ∂
2 y
∂x2
− ∂y
∂x
− y/(1+ y); (x, τ ) ∈ Ω . (43)
The initial and boundary conditions are same as Problem 4.1. As discussed in Problem 4.2, the problem is nonlinear,
the stability of the numerical results has been checked using L2 and L∞ norm for varying values of ε. The problem
has been discretized for number of elements varying from 5 to 80. In Tables 11 and 12, the behaviour of L2 and L∞
norm is shown, respectively, for different number of elements. In Table 11, the behaviour of L2 norm is shown for
ε varying from 0.0033 to 0.05. In this table, it is observed that values are lying between 0 and 1 at different time
intervals. In Table 12, the behaviour of L∞ norm is shown for different values of ε varying from 0.0033 to 0.05. At
τ = 0, the values are found to be greater than 1 due to the stiffness near the boundary. For τ > 0, the values are
sharply approaching to 0 with the increase in time. The behaviour of L2 and L∞ norms are presented in Tables 11
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Fig. 8. Behaviour of yξ=1 and ∥y∥2 for different values of ε.
Fig. 9. Behaviour of solution profiles for different values of ε.
and 12 which authenticates the stability of numerical values. In Tables 13 and 14, the behaviour of numerical values
is shown for different number elements for ε = 6.7 × 10−3 and ε = 3.3 × 10−3. The numerical values are found to
be stable after 40 elements. Fig. 9, shows the behaviour of solution profiles for different values of ε varying from 0.01
to 0.001. This figure also authenticates the fact that solution profiles converge to steady state condition smoothly with
the increase in time for small values of ε. In Fig. 10, the behaviour of y(1, τ ) and ∥y∥2 is shown for different values of
ε through 3D plots. It is observed from this figure that both the y(1, τ ) and ∥y∥2 are converging to zero smoothly as
time increases. It authenticates the application of OCFE for solving the heat conduction equation for different values
of parameter.
5. Conclusions
Technique of orthogonal collocation on finite elements has been proposed in the present study to solve the stiff
system of advection diffusion problems. Rate of error is found to depend upon element size h instead of number of
collocation points. The error between analytic and numerical values is found to be less than 1%. Stability of nonlinear
problems is checked using L2 and L∞ norms at different time intervals. Technique of OCFE is found to be convenient
and simple to solve the stiff system of boundary value problems.
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Fig. 10. Behaviour of yξ=1 and ∥y∥2 for different values of ε.
Table 7
Behaviour of L2 norm for various values of ε at different time intervals.
τ ε = 0.05 ε = 0.02 ε = 0.01 ε = 0.0067 ε = 0.004 ε = 0.0033
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0.2 7.1553× 10−1 7.2529× 10−1 7.3089× 10−1 7.3348× 10−1 7.3612× 10−1 7.3692× 10−1
0.4 5.1316× 10−1 5.2737× 10−1 5.3491× 10−1 5.3828× 10−1 5.4167× 10−1 5.4269× 10−1
0.6 3.4886× 10−1 3.6415× 10−1 3.7334× 10−1 3.7744× 10−1 3.8152× 10−1 3.8274× 10−1
0.8 2.1484× 10−1 2.1611× 10−1 2.2141× 10−1 2.2535× 10−1 2.3023× 10−1 2.3181× 10−1
1.0 1.1815× 10−1 9.6242× 10−2 8.1688× 10−2 7.4059× 10−2 6.5360× 10−2 6.2492× 10−2
1.2 5.8532× 10−2 3.0140× 10−2 1.3667× 10−2 7.0609× 10−3 2.1971× 10−3 1.2760× 10−3
1.4 2.6574× 10−2 6.8237× 10−3 1.0409× 10−3 1.8604× 10−4 7.1688× 10−6 1.4789× 10−6
1.6 1.1264× 10−2 1.1994× 10−3 4.3871× 10−5 1.9142× 10−6 4.4930× 10−9 2.3001× 10−10
1.8 4.5318× 10−3 1.7541× 10−4 1.2208× 10−6 1.0263× 10−8 9.0654× 10−13 9.0699× 10−15
2.0 1.7541× 10−3 2.2473× 10−5 2.5262× 10−8 3.4593× 10−11 8.8470× 10−17 1.0986× 10−18
Table 8
Behaviour of L∞ norm for various values of ε at different time intervals.
τ ε = 0.05 ε = 0.02 ε = 0.01 ε = 0.0067 ε = 0.004 ε = 0.0033
0 1.0007 1.0018 1.0034 1.0049 1.0075 1.0086
0.2 8.3333× 10−1 8.3333× 10−1 8.3333× 10−1 8.3333× 10−1 8.3333× 10−1 8.3333× 10−1
0.4 7.1344× 10−1 7.1429× 10−1 7.1429× 10−1 7.1429× 10−1 7.1429× 10−1 7.1429× 10−1
0.6 5.9676× 10−1 6.2248× 10−1 6.2494× 10−1 6.2500× 10−1 6.2500× 10−1 6.2500× 10−1
0.8 4.3685× 10−1 4.9562× 10−1 5.3135× 10−1 5.4475× 10−1 5.5313× 10−1 5.5437× 10−1
1.0 2.7034× 10−1 2.8094× 10−1 2.8657× 10−1 2.8910× 10−1 2.9164× 10−1 2.9240× 10−1
1.2 1.4464× 10−1 1.0263× 10−1 6.0755× 10−2 3.7045× 10−2 1.4341× 10−2 9.0251× 10−3
1.4 6.9039× 10−2 2.5453× 10−2 5.2383× 10−3 1.1245× 10−3 5.4929× 10−5 1.2350× 10−5
1.6 3.0239× 10−2 4.7244× 10−3 2.3634× 10−4 1.2464× 10−5 3.7324× 10−8 2.0865× 10−9
1.8 1.2436× 10−2 7.1509× 10−4 6.8551× 10−6 6.9874× 10−8 7.8993× 10−12 8.6368× 10−14
2.0 4.8859× 10−3 9.3736× 10−5 1.4578× 10−7 2.4251× 10−10 7.9384× 10−16 1.0480× 10−17
300 S. Arora, I. Kaur / Journal of the Nigerian Mathematical Society 34 (2015) 286–302
Table 9
Effect of number of elements on numerical values for ε = 1× 10−2.
τ 5 elements 10 elements 20 elements 40 elements 80 elements
0 1.0000 1.0000 1.0000 1.0000 1.0000
0.1 9.0909× 10−1 9.0909× 10−1 9.0909× 10−1 9.0909× 10−1 9.0909× 10−1
0.2 8.3333× 10−1 8.3333× 10−1 8.3333× 10−1 8.3333× 10−1 8.3333× 10−1
0.3 7.6923× 10−1 7.6923× 10−1 7.6923× 10−1 7.6923× 10−1 7.6923× 10−1
0.4 7.1428× 10−1 7.1429× 10−1 7.1429× 10−1 7.1429× 10−1 7.1429× 10−1
0.5 6.6667× 10−1 6.6667× 10−1 6.6667× 10−1 6.6667× 10−1 6.6667× 10−1
0.6 6.2480× 10−1 6.2493× 10−1 6.2494× 10−1 6.2494× 10−1 6.2494× 10−1
0.7 5.8586× 10−1 5.8570× 10−1 5.8571× 10−1 5.8571× 10−1 5.8571× 10−1
0.8 5.3103× 10−1 5.3133× 10−1 5.3135× 10−1 5.3135× 10−1 5.3135× 10−1
0.9 4.3018× 10−1 4.3066× 10−1 4.3064× 10−1 4.3064× 10−1 4.3064× 10−1
1 2.8783× 10−1 2.8664× 10−1 2.8657× 10−1 2.8657× 10−1 2.8657× 10−1
1.1 1.5095× 10−1 1.4950× 10−1 1.4949× 10−1 1.4949× 10−1 1.4949× 10−1
1.2 6.0376× 10−2 6.0722× 10−2 6.0754× 10−2 6.0755× 10−2 6.0755× 10−2
1.3 1.8484× 10−2 1.9645× 10−2 1.9660× 10−2 1.9660× 10−2 1.9660× 10−2
1.4 4.8440× 10−3 5.2447× 10−3 5.2385× 10−3 5.2383× 10−3 5.2383× 10−3
1.5 1.5304× 10−3 1.1959× 10−3 1.1888× 10−3 1.1886× 10−3 1.1886× 10−3
Table 10
Effect of number of elements on numerical values for ε = 4× 10−3.
τ 5 elements 10 elements 20 elements 40 elements 80 elements
0 1.0000 1.0000 1.0000 1.0000 1.0000
0.1 9.0909× 10−1 9.0909× 10−1 9.0909× 10−1 9.0909× 10−1 9.0909× 10−1
0.2 8.3333× 10−1 8.3333× 10−1 8.3333× 10−1 8.3333× 10−1 8.3333× 10−1
0.3 7.6923× 10−1 7.6923× 10−1 7.6923× 10−1 7.6923× 10−1 7.6923× 10−1
0.4 7.1430× 10−1 7.1429× 10−1 7.1429× 10−1 7.1429× 10−1 7.1429× 10−1
0.5 6.6665× 10−1 6.6667× 10−1 6.6667× 10−1 6.6667× 10−1 6.6667× 10−1
0.6 6.2499× 10−1 6.2500× 10−1 6.2500× 10−1 6.2500× 10−1 6.2500× 10−1
0.7 5.8765× 10−1 5.8820× 10−1 5.8822× 10−1 5.8822× 10−1 5.8822× 10−1
0.8 5.5487× 10−1 5.5315× 10−1 5.5313× 10−1 5.5313× 10−1 5.5313× 10−1
0.9 4.7582× 10−1 4.7983× 10−1 4.8004× 10−1 4.8004× 10−1 4.8004× 10−1
1 2.9490× 10−1 2.9241× 10−1 2.9167× 10−1 2.9164× 10−1 2.9164× 10−1
1.1 1.0240× 10−1 9.3095× 10−2 9.3087× 10−2 9.3100× 10−2 9.3101× 10−2
1.2 1.0784× 10−2 1.3794× 10−2 1.4340× 10−2 1.4341× 10−2 1.4341× 10−2
1.3 −5.5925× 10−3 1.5017× 10−3 1.1597× 10−3 1.1556× 10−3 1.1555× 10−3
1.4 −6.6313× 10−4 3.8429× 10−5 5.5473× 10−5 5.4946× 10−5 5.4929× 10−5
1.5 4.0808× 10−3 −3.0869× 10−5 1.7274× 10−6 1.7056× 10−6 1.7045× 10−6
Table 11
Behavior of L2 norm for various values of ε at different time intervals.
τ ε = 0.05 ε = 0.02 ε = 0.01 ε = 0.0067 ε = 0.004 ε = 0.0033
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0.2 7.6901× 10−1 7.8160× 10−1 7.8876× 10−1 7.9206× 10−1 7.9543× 10−1 7.9645× 10−1
0.4 5.6450× 10−1 5.8699× 10−1 5.9881× 10−1 6.0411× 10−1 6.0943× 10−1 6.1103× 10−1
0.6 3.6958× 10−1 3.9906× 10−1 4.1648× 10−1 4.2422× 10−1 4.3191× 10−1 4.3419× 10−1
0.8 2.0141× 10−1 2.1250× 10−1 2.2678× 10−1 2.3613× 10−1 2.4731× 10−1 2.5088× 10−1
1 9.0660× 10−2 7.3809× 10−2 6.2629× 10−2 5.6772× 10−2 5.0098× 10−2 4.7898× 10−2
1.2 3.5241× 10−2 1.6701× 10−2 6.9300× 10−3 3.3659× 10−3 9.6274× 10−4 5.4227× 10−4
1.4 1.2435× 10−2 2.7652× 10−3 3.7155× 10−4 6.1763× 10−5 2.1932× 10−6 4.4101× 10−7
1.6 4.1221× 10−3 3.6838× 10−4 1.1808× 10−5 4.8177× 10−7 1.0553× 10−9 5.2937× 10−11
1.8 1.3104× 10−3 4.1955× 10−5 2.5665× 10−7 2.0295× 10−9 1.6891× 10−13 1.6779× 10−15
2 4.0443× 10−4 4.2560× 10−6 4.2225× 10−9 5.4644× 10−12 6.5293× 10−18 3.7681× 10−18
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Table 12
Behaviour of L∞ norm for various values of ε at different time intervals.
τ ε = 0.05 ε = 0.02 ε = 0.01 ε = 0.0067 ε = 0.004 ε = 0.0033
0 1.0007 1.0018 1.0034 1.0049 1.0075 1.0086
0.2 9.0254× 10−1 9.0254× 10−1 9.0254× 10−1 9.0254× 10−1 9.0254× 10−1 9.0254× 10−1
0.4 8.0894× 10−1 8.1032× 10−1 8.1032× 10−1 8.1032× 10−1 8.1032× 10−1 8.1032× 10−1
0.6 6.7395× 10−1 7.1878× 10−1 7.2344× 10−1 7.2356× 10−1 7.2356× 10−1 7.2356× 10−1
0.8 4.4223× 10−1 5.3304× 10−1 5.9503× 10−1 6.2037× 10−1 6.3723× 10−1 6.3985× 10−1
1.0 2.2172× 10−1 2.3337× 10−1 2.3965× 10−1 2.4250× 10−1 2.4538× 10−1 2.4625× 10−1
1.2 9.1437× 10−2 5.9705× 10−2 3.2096× 10−2 1.8274× 10−2 6.4403× 10−3 3.9175× 10−3
1.4 3.3387× 10−2 1.0586× 10−2 1.9009× 10−3 3.7754× 10−4 1.6910× 10−5 3.7010× 10−6
1.6 1.1310× 10−2 1.4718× 10−3 6.4094× 10−5 3.1517× 10−6 8.7870× 10−9 4.8106× 10−10
1.8 3.6483× 10−3 1.7248× 10−4 1.4470× 10−6 1.3851× 10−8 1.4735× 10−12 1.5987× 10−14
2.0 1.1377× 10−3 1.7848× 10−5 2.4427× 10−8 3.8362× 10−11 5.9374× 10−17 3.6885× 10−17
Table 13
Effect of number of elements on numerical values for ε = 6.7× 10−3.
τ 5 elements 10 elements 20 elements 40 elements 80 elements
0 1.0000 1.0000 1.0000 1.0000 1.0000
0.1 9.5063× 10−1 9.5063× 10−1 9.5063× 10−1 9.5063× 10−1 9.5063× 10−1
0.2 9.0254× 10−1 9.0254× 10−1 9.0254× 10−1 9.0254× 10−1 9.0254× 10−1
0.3 8.5576× 10−1 8.5576× 10−1 8.5576× 10−1 8.5576× 10−1 8.5576× 10−1
0.4 8.1032× 10−1 8.1032× 10−1 8.1032× 10−1 8.1032× 10−1 8.1032× 10−1
0.5 7.6630× 10−1 7.6625× 10−1 7.6625× 10−1 7.6625× 10−1 7.6625× 10−1
0.6 7.2320× 10−1 7.2356× 10−1 7.2356× 10−1 7.2356× 10−1 7.2356× 10−1
0.7 6.8180× 10−1 6.8141× 10−1 6.8142× 10−1 6.8142× 10−1 6.8142× 10−1
0.8 6.2038× 10−1 6.2033× 10−1 6.2037× 10−1 6.2037× 10−1 6.2037× 10−1
0.9 4.6676× 10−1 4.6942× 10−1 4.6942× 10−1 4.6941× 10−1 4.6941× 10−1
1 2.4581× 10−1 2.4267× 10−1 2.4250× 10−1 2.4250× 10−1 2.4250× 10−1
1.1 8.2584× 10−2 8.0603× 10−2 8.0748× 10−2 8.0754× 10−2 8.0754× 10−2
1.2 1.5696× 10−2 1.8208× 10−2 1.8273× 10−2 1.8274× 10−2 1.8274× 10−2
1.3 1.2106× 10−3 3.0363× 10−3 3.0035× 10−3 3.0028× 10−3 3.0027× 10−3
1.4 8.7686× 10−4 3.9118× 10−4 3.7792× 10−4 3.7755× 10−4 3.7754× 10−4
1.5 1.0408× 10−3 3.9100× 10−5 3.8007× 10−5 3.7913× 10−5 3.7912× 10−5
Table 14
Effect of number of elements on numerical values for ε = 3.3× 10−3.
τ 5 elements 10 elements 20 elements 40 elements 80 elements
0 1.0000 1.0000 1.0000 1.0000 1.0000
0.1 9.5063× 10−1 9.5063× 10−1 9.5063× 10−1 9.5063× 10−1 9.5063× 10−1
0.2 9.0254× 10−1 9.0254× 10−1 9.0254× 10−1 9.0254× 10−1 9.0254× 10−1
0.3 8.5576× 10−1 8.5576× 10−1 8.5576× 10−1 8.5576× 10−1 8.5576× 10−1
0.4 8.1035× 10−1 8.1032× 10−1 8.1032× 10−1 8.1032× 10−1 8.1032× 10−1
0.5 7.6619× 10−1 7.6625× 10−1 7.6625× 10−1 7.6625× 10−1 7.6625× 10−1
0.6 7.2370× 10−1 7.2356× 10−1 7.2356× 10−1 7.2356× 10−1 7.2356× 10−1
0.7 6.8075× 10−1 6.8226× 10−1 6.8229× 10−1 6.8229× 10−1 6.8229× 10−1
0.8 6.4484× 10−1 6.3994× 10−1 6.3985× 10−1 6.3985× 10−1 6.3985× 10−1
0.9 5.1962× 10−1 5.2961× 10−1 5.3022× 10−1 5.3023× 10−1 5.3022× 10−1
1 2.5287× 10−1 2.4744× 10−1 2.4628× 10−1 2.4625× 10−1 2.4625× 10−1
1.1 5.3606× 10−2 4.5996× 10−2 4.6948× 10−2 4.6981× 10−2 4.6982× 10−2
1.2 −2.4962× 10−3 3.8976× 10−3 3.9257× 10−3 3.9178× 10−3 3.9175× 10−3
1.3 −4.8479× 10−3 4.9278× 10−4 1.6354× 10−4 1.6187× 10−4 1.6181× 10−4
1.4 1.4782× 10−3 −1.4572× 10−4 3.7552× 10−6 3.7042× 10−6 3.7010× 10−6
1.5 3.6767× 10−3 3.3763× 10−5 5.3455× 10−8 5.1896× 10−8 5.1763× 10−8
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