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ABSTRACT 
For a given partial upper triangular matrix A and a matrix b over a ring, we 
characterize the existence of a completion A, of A such that the pair (A,, b) is 
controllable, in terms of irreducibility, 
1. INTRODUCTION 
Let F be an associative ring with the unity 1 (fixed throughout the paper). 
Consider an n-by-n partial upper triangular matrix A = [aij] over F. Namely, 
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the entries {aijll<i<j<n are given elements in F, while the rest of the entries 
{ aij} 1 Q j< + d n (often indicated by blanks or question marks) can be arbitrarily 
chosen and are treated as free independent variables. A completion A, of the 
matrix A is an n-by-n matrix A, = [u;i] with aijE F such that aij = aij for 
1gi<jgn. 
Various completion problems for partial upper triangular matrices, and for 
partial matrices with other patterns of given elements, usually over the fields 
of real or complex numbers, or with entries being Hilbert-space operators, 
have been extensively studied recently, largely due to numerous applications. 
Typically, a completion problem consists of finding, if possible, a completion 
of a given partial matrix A, with specified properties or describing all such 
completions. The specified properties may be positive definiteness, having 
norm less than 1, having a given set of eigenvalues, etc. It is impossible to 
provide here any reasonably complete list of papers on the completion prob- 
lems, so we mention only three works [l, 4, 71 that are most relevant to the 
subject matter of this paper. 
In this paper we study completions of partial upper triangular matrices 
with the controllability property. Given matrices B and b over F, of sizes n by 
n and n by m, respectively, the pair (B, b) is called controllable if for some 
positive integer p the n-by-mp matrix 
[b, Bb,. . . , BP-lb] 
is right invertible, i.e., there is an mp-by-n matrix Y over F such that 
[b, Bb,. . ., BP-‘b]Y = 1. 
If [b, Bb,. . . , B”-lb] is right invertible (in other words, one can choose 
p = n), then we say that the pair (B, b) is strongly controllable. The two 
concepts-controllability and strong controllability-coincide in case F is 
commutative (this is a corollary of the Cayley-Hamilton theorem; see Theorem 
2.3 in [2]), or when F is a division ring (for completeness, the proof of this fact 
is included in the Appendix). 
The concept of controllability of a pair of matrices (with real or complex 
entries) is a basic one in the modem theory of linear systems and control, and 
is described in several equivalent ways in virtually any textbook in the subject 
(see, e.g., [II]; see also [3], where this concept is presented from the matrix- 
theoretic point of view). 
We say that an n-by-m matrix X = [xij] over F (where n Q m) is 
irreducible if each of the submatrices 
[ Xij]fly,j_rc+l (k = ‘> ’ ’ ’ 9 kOi k,=nifn<m, k,=n-lifn=m) 
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is not the k-by-( m - k) zero matrix. The definition of irreducibility is indepen- 
dent of the entries xij with i > j; therefore, it will be applied also to partial 
upper triangular matrices. 
Given a pair (A, b), where A is an n-by-n partial upper triangular matrix 
over F, and b an n-by-m matrix over F, consider the following three properties: 
(C) There is a completion A, of A such that the pair (A,, b) is 
controllable. 
(C’) There is a completion A, of A such that the pair (A,, b) is strongly 
controllable. 
(I) The n-by-(n + m) matrix [A b] is irreducible. 
Our main result is: 
THEOREM 1.1. (C) always (i.e. for any pair of matrices (A, B) over F 
satisfying (C) where A is n-by-n partial upper triangular and b is n-by-m) 
implies (I). 
Conversely, (I) always implies (C’) if and only if F is a division ring (i.e., 
every nonzero element has a multiplicative inverse). 
The most important part of Theorem 1.1 is that, in case F is a division 
ring, (I) and (C) are equivalent. This fact allows us to obtain, in particular, 
many results from [l, 7, 41 as simple corollaries (see Section 4). 
Let us state one particular case of Theorem 1 .l when b is just one 
column. 
COROLLARY 1.2. Assume F is a division ring, and let A = [aij] be an 
n-by-n partial upper triangular matrix, b = [bi] an n-by-l column over F. Then 
there exists a completion A, of A such that (A,, b) is controllable if and only if 
b # 0 and all the matrices 
al” h 
i = 2,...,n, 
ai-1,. bi-1 
are nonzero. 
In connection with Theorem 1.1 and Corollary 1.2 observe that (although, 
from the point of view of applications in control theory of discrete and 
continuous systems the cases when F is the field of reals, the field of complex 
numbers, or a finite field are especially important) situations when F is the 
division ring of quatemions appear naturally in the study of symmetric systems 
[5, 61 and in the pole placement problems for parametrized systems [lo]. See, 
e.g., [8, 91 for a theory and some applications of linear dynamical systems over 
certain classes of noncommutative rings. 
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Theorem 1.1 admits a graph-theoretic interpretation analogous to that 
given in [4]. In a natural way, we associate a direct graph G with a pair ( A, b) 
where A is an n-by-n partial upper triangular matrix and b is an n-by-m 
matrix (over F). Namely, the vertices of the graph G are { 1,2, . _ . , 
n + l}, and there is an edge i -+ j if and only if one of the following three 
cases happens: (1) i > j; (2) i < j < n and the (i, j) entry in A is nonzero; (3) 
i < n, j = n + 1, and at least one of the entries in the ith row in b is nonzero. 
It is not difficult to prove: 
PROPOSITION 1.3. Given a pair of matrices (A, b) as above, the n-by- 
(n + m) matrix [A b] is irreducible if and only if the associated graph G is 
connected, i.e., for any two vertices i, j there is a directed path f&m i to j. 
The proof of Theorem 1.1 will be given in Section 3; in Section 2 we 
present some preliminary facts concerning lower similarity. 
2. LOWER SIMILARITY 
As before, F is a fixed (associative, unital) ring. The notion of lower 
similarity was introduced in [l] and proved to be useful in the analysis of 
completion of partial upper triangular matrices. Ann-by-n triangular matrix S 
(over F) with l’s on the main diagonal will be called a lower similarity matrix. 
Two n-by-n partial upper triangular matrices B = [bij]l, j=l and C = [cij]y j=l 
over F are called lower similar if there exists a lower similarity matrix S such 
that C = S- ‘BS. Note that for two lower similar partial upper triangular 
matrices B = [b,]; j=l and C = [cij]y j=l, the specified entries of B (namely, 
bij for i Q j) do not depend on the unspecified entries of C (those cij for 
which i > j), and similarly, the specified entries of C are independent of the 
unspecified entries of B. In particular, the lower similarity provides a one-to- 
one correspondence between the completions of B and the completions of C. 
PROPOSITION 2.1. Let A be an n-by-n partial upper triangular matrix 
(over F). For a given lower similarity matrix S, consider the partial upper 
triangular matrix B = SIAS and the matrix S’b. Then there is a completion 
A, of A for which the pair (A,, b) is controllable (respectively, strongly 
controllable) if and only if there is a completion B, of B fw which the pair 
(B,, S ‘b) is controllable (strongly controllable). 
Proof. It is easy to see (for example, using induction on n) that S can be 
written in the form 
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where Si are lower similarity matrices with at most one nonzero entry in the 
strictly lower triangular part. Therefore, we can assume that 
s = [ sij]:j_lz 
where sii = 1 (i = 1,. . . , n) and sij = 0 for i z j, with the exception of one 
entry ski = CY (k > 1). If A = [~~~]f,~,i, then the matrix B = [b,j]tj=l has the 
form 
bij = aij if i # k, j + 1, (2.1) 
bil = a&a + ail if i#k, (2.2) 
bkj = -CYalj + akj if j#Z, (2.3) 
bkl = -o!qkff + aykk(ll - Oall + akl. (24 
From these formulas it is clear that bij for i < j depend only on the values of 
aij for i < j and on 01; therefore, B is indeed a partial upper triangular matrix. 
Further, if A, is a completion of A with controllable (A,, b), then define 
B, = S-‘A,S. The formulas (2.1)-(2.4) h s ow that B, is indeed a completion 
of B, and obviously (B,, S-lb) is controllable. Conversely, if B, is a comple- 
tion of B such that (B,, S-lb) is controllable, then let A, = SB,S-‘. Again, 
using the formulas analogous to (2.1)-(2.4), it follows that A, is a completion 
of A, and (A,, b) is obviously controllable. The statement concerning strong 
controllability is treated in exactly the same way. n 
It has been proved in [l] that in case F is an infinite field, a partial upper 
triangular matrix A is irreducible if and only if it is lower similar to a partial 
upper triangular matrix B = [bij]c j=l in which bi, i+l # 0 for all i = 
1,2,. . . , n - 1. This characterization of irreducible matrices was used in [l, 7, 
41. However, when considering finite fields, this assertion fails to be true. 
Indeed, consider the 4-by-4 irreducible partial upper triangular matrix 
0 0 1 0 
A= 
over the field F = (0, 1). For any 4-by-4 lower similarity matrix S of the form 
1 0 0 0 
s= 1 : 1 0 s 0 I 10’ * * * 1 
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its inverse S- ’ is a lower similarity matrix of the form 
10 00 
s-1 = * ‘, ; 8 . I 1 * * * * 1 
Thus, any d-by-4 partial upper triangular matrix B which is lower similar to A 
is of the form 
B = S-‘AS = 1. 
Consequently, one of s or 1 - s must be zero. 
We suspect that analogous examples (perhaps using matrices of sizes much 
larger than 4) can be constructed for every finite field F. 
3. PROOF OF THE MAIN RESULT 
The proof of Theorem 1.1 will be eventually accomplished by induction on 
n. The possibility of the induction argument is ensured by the following 
statement. 
PROPOSITION 3.1. Let A be an n-by-n matrix (over F), and let b be n by k 
of the form 
b= b” 
1 1 0 ’
where b, is a k-by-k invertible matrix (over F). Partition 
, 
where A,, is (n - k) by (n - k) and A,, is k by k. Then (A, b) is controllable 
ifad only if (All, Al,) is controllable. Furtherrrwre, assuming k = 1, the pair 
(A, b) is strongly controlhzble if and only if (A,,, A,,) is strongly controllable. 
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Proof. By induction on p, we prove the formulas 
YP APB= , 
[ 1 aP p= 1,2,..., 
where 
p-1 
Yp = C A{1A12”p-1-j> p= 1,2,..., 
j=O 
and where a0 = b,. 
integer q the matrix 
Assume (A, b) is controllable. Then for some positive 
[b,Ab ,..., A’J-‘b] = b”, 2 1:: 
[ 
Y 
‘-’ 
alp-1 I 
(3.1) 
is right invertible, and therefore [Y,, . . . , Yq_ I1 is also right invertible. But 
pp. * . > y9-11 
= 
[ 427 4142~. . . ) AK2A,2] 
bo a1 
0 bo . . . . . . . . . . 
6 0 
and, by the invertibility of b,, the matrix 
[ A129 All 42,. . -7 4;%2] 
is right invertible. 
Conversely, assume that 
[ 42, AHA,,, . . .- AK%,] 
is right invertible for some q. Then, by (3.2), [Y,, . . . , Y9_ J is right invertible. 
Now (3.1) and the invertibility of b, ensure that [b, Ab, . . . , A9-‘b] is right 
invertible. 
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The same proof applies for the part concerning strong controllability 
(under the additional assumption that k = 1). n 
We now start the proof of Theorem 1.1 itself, and we dispose of the easy 
parts first. 
Let A = [aij]; j=l be an n-by-n partial upper triangular matrix, and let 
b = bij] be an n-by-m matrix such that [A b] is not irreducible. If b = 0, then 
obviously for every completion A, of A the pair (A,, b) is not controllable. If 
b # 0, then the reducibility of [A b] imposes an implicit 2 x 2 block lower 
triangular structure on any completion A, of A. In particular, there is an 
integer p (1 < p < n - 1) such that bij = 0 and eik = 0 for i = 1,. . . , p, 
k = p + 1, . . . , n, and j = 1, . . . , m. Hence, the first p rows of the matrix 
Akb are all zeros for any completion A, of A and any nonnegative power k. 
Thus, there is no completion A, of A for which the pair (A,, b) is control- 
lable. This proves the first part of Theorem 1.1. 
Assume now F is not a division ring. A standard argument (by contradic- 
tion) shows that there is b, # 0, b, E F such that b, has no right inverse. Let 
be an n-by-n partial upper triangular matrix and an n-by-l matrix, respec- 
tively. Clearly, [A b] is irreducible. However, for every completion A, of A 
we have 
[ B, A$, . . . , A;-+] = 
0 0 e-v 0 b, 
0 0 0 b, 
. _: _.* 
6 b, * 
bo 
which is not right invertible. So, if F is not a division ring, then (I) does not 
always imply (Cl). 
We now assume that F is a division ring, and prove (I) * (C’). 
First, we remark that the general case is easily reduced to the case when b 
has just one column. Indeed, if [A b] is irreducible, let b, be the column of 
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b for which the index 
min{i]I Q i < n, the ith component of b, is nonzero} 
is minimal among all column in b. Clearly, [A b,] is irreducible. Assuming 
the implication (I) * (C’) is proved for matrices b having just one column, we 
find a completion A, of A for which (A,, b,) is strongly controllable. Then 
(A,, b) is strongly controllable as well. 
Thus, in the sequel we assume that b has only one column. Let [A b] be 
irreducible. In particular b = [bJ . 1s not the zero column. Let A, be any 
completion of A; then it is clear that the pair (A,, b) is strongly controllable if 
and only if the pair (A,, ba) is strongly controllable for any nonzero (Y E F. We 
may therefore assume that there is an index j such that bj = 1 and bi = 0 
whenever i < j. Define the lower similarity matrix S in which the jth column 
is b while for i #j, the ith column is Ei. Here and elsewhere we denote by Ei 
the n-by-I column whose ith entry is 1 and all other entries are 0. Clearly, 
SEj = b; thus, 
S-lb = E.. 
J (3.3) 
It follows from Proposition 2.1 that there exists a completion A, of A such 
that the pair (A,, b) is strongly controllable if and only if there exists a 
completion B, of the partial upper triangular matrix B = S- ‘AS for which the 
pair (B,, S-lb) is strongly controllable. Note that (3.3) implies 
which, being lower similar to an irreducible matrix, must be irreducible as 
well. The reduction to the case when b = Ej has therefore been established. 
Next we use induction on n. The case of n = 1 means that both A and b 
are scalars (from F). It is clear that the I-by-2 matrix [A b] is irreducible if 
and only if the scalar b is nonzero. In this scalar case, it is obvious that the 
pair (A, b) is strongly controllable if and only if b # 0. This proves (I) =) (C’) 
for the case of n = 1. 
Moving from n - 1 to n, let A = [Q]: k=l be an n-by-n partial upper 
triangular matrix and j (1 < j < n) be such that [A Ej] is irreducible. We have 
to prove that there exists a completion A, of A such that the pair (A,, Ej) is 
strongly controllable. We assume that for any (n - I)-by-( n - 1) partial upper 
triangular matrix A’ over F and an (n - 1)-by-l column b’, there exists a 
completion A’, of A’ such that the pair (A’,, b’) is strongly controllable if and 
only if the partial upper triangular matrix [A’ b’j is irreducible. 
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Let P be the n-by-n permutation matrix obtained by permuting the rows j 
and n in the identity matrix 1. The matrix PAP has the form 
in which A’ = [akllk,Zzj, 
aij 
aj-l,j 
Y= 
aj+l.j ' 
x = [ ajl *** aj,j_l aj,j+l **’ ajn] 
In case j < n we start the completion process by defining aj+l, j = 
akj = 0 whenever k > j + 1. In this way, the matrix A’ is partial 
triangular. Note that the partial upper triangular matrix 
A” = A’ b' 
[ 1 ajj p 
where 
%j 
aj-l,j 
b'= 1 , 
0 
_ 0 _ 
must be irreducible, Indeed, assume that there is a zero submatrix in the 
k-by-(n - k) upper right corner of A“. It is clear that k < j (because of the 1 
in the ith position in b'). This contradicts the irreducibility of [A Ej]. 
1 and 
upper 
It follows from the induction hypothesis that there exists a completion A’, 
of A’ such that the pair (A’,, b') is strongly controllable. This completion 
induces a completion A, of A (which changes only the entries { akl}k,lzj, 
and the values of { ajl}l < j can be arbitrarily chosen in F. The matrix PA,P is 
of the form 
PA,P= 
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Proposition 3.1 assures the strong controllability of the pair (PA,P, PEj) due 
to the strong controllability of the pair (A’,, b’). Thus, (A,, Ej) is strongly 
controllable as well. 
4. COROLLARIES 
In this section we state and prove various corollaries of the main results 
(Theorem 1.1 and Corollary 1.2), and in particular recover several results from 
[I, 7, 41. 
COROLLARY 4.1. Let A = [ A,,]“,, 4= i be an n-by-n partial upper triangu- 
lar matrix over a dioision ring F with matrices A,, of sizes n,, by nq such that 
A,, = 0 for p < q and each of the partial upper triangular matrices A,, is 
irreducible. 
b’ = 
b, 
I I. i, 
The corollary follows immediately from Corollary 1.2, as the irreducibility of 
A,, implies that the n-by-(n + 1) partial upper triangular matrix 
0 
A 22 
. . . 0 
0 
Ass 
b’ 
:j * * 
is irreducible if and only if one of the entries {b,, . . . , b,,} of b’ is nonzero. n 
For the case when F is either the field of real numbers or the field of 
complex numbers, the result of Corollary 4.1 was proved in [4] using com- 
pletely different methods (based on perturbation analysis of matrices). 
We now consider completions of a given partial upper triangular matrix 
having prescribed eigenvalues. From now on in this section we assume that F 
is a field. 
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COROLLARY 4.2. Let A be an n-by-n irreducible partial upper triangular 
mutt-ix, and let p(X) be a monk polynomial of degree n over afild F of the form 
p(“) = x” + p,_,X”_’ + *** +p,x+ p,. 
There exists a completion A, of A having p(X) as its minimal polynomial $ and 
only if 
p,_, + 5 aii = 0. 
i=l (4.1) 
Proof. The necessity of (4.1) is clear. Indeed, if the minimal polynomial 
of some completion A, of A is the manic polynomial p(X) which is of degree 
n, then this is also the characteristic polynomial of A,, and therefore, A, is 
similar to the companion matrix of p(X), 
The trace is preserved under similarity; hence (4.1) holds. 
Conversely, it follows from Corollary 1.2 that there is a completion A, of 
A such that the pair (A,, E,) is controllable. Due to a classical result (see, e.g., 
Section 1.3 in [ll]), there is a row vector c = [ci c2 - * * c,J such that the 
manic polynomial p(X) of degree n is the minimal polynomial of the matrix 
A, + E,c. But (4.1) implies c, = 0, so A, + E,c is also a completion of A. n 
The following results on the existence of completions with prescribed 
eigenvalues are obtained at once from Corollary 4.2. 
COROLLARY 4.3. Let A be an n-by-n irreducible partial upper triangular 
mutrix over a fold F, and let CY~, CY~, . . . , a, be a set of n (not necessarily 
distinct) elements in F. There exists a completion A, of A having { q}r= 1 as its 
eigenvalues if and only if Cy= 1 0~~ = trace A. 
For an infinite field this corollary was proved in [l]. It admits an extension 
to not necessarily irreducible partial upper triangular matrices (the proof can 
be reduced to Corollary 4.3 without dilkulty): 
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COROLLARY 4.4. Let A be an n-by-n partial upper triangular matrix over a 
fwZd F. Assume that A admits the block partition A = [A,,]‘,, q+l where the 
matrix A,, is nP by flq, A,, = 0 f&r p c q, and A,, is irreducible ( p = 
1 ,..., r). 
LJ3 al’ c$‘. * * , CY, be given elements of F (some values might repeat). Then 
there is a completion of A for which 0~~. (Ye,. . . , a, are the eigenvalues if and 
only if there is a permutation u on { 1,2, . . . , n} such that 
!$, +1 a,(i) = trace A,, 
i=m 
(p= l,%...,r), 
where m. = 0 and mP = mP_l + nP (= CzCln,). 
Again, in case F is infinite the result of Corollary 4.4 was proved in [l]. 
Recall that an n-by-n matrix is called nonderogatory if every eigenspace 
has dimension 1. 
COROLLARY 4.5. Let A be an n-by-n irreducible partial upper triangular 
matrix over a fold F, and let CY~, (Ye, . . . , CY, be a set of n (not necessarily 
distinct) elements in F such that Cy=‘=, CY~ = trace A. Then there exists a 
nonderogatory completion A, of A having { (.yi},“_ 1 as its eigenvalues. 
For an infinite field F this corollary was obtained in [7J. 
Our final corollary is a variation of Corollaries 4.3 and 4.5, involving an 
extension of the ground field. 
COROLLARY 4.6. Let A be an n-by-n irreducible partial upper triangular 
matrix over a fold F,, and let (Ye, 01~‘. . , CY, be a set of n (not necessarily 
distinct) elements in a fold F, which is an extension of FI. There exists a 
completion A, of A over FI having { CY~};=~ as its eigenvalues if and only if 
Cyz’=lai = trace A and the degree-n polynomial p(X) = (X - CK~)(X - 01~) ** * 
(h--a,) h4z.s u f t 4f a o i s co acients in FI. Moreover, in this case there exists a 
nonderogatory completion with the above properties. 
Proof. The necessity of the conditions is evident. Conversely, assume 
that Cy=‘=, q = trace A and that p(X) has all its coefficients in Fl. As the 
n-by-( n + 1) matrix [ A E,] is irreducible, by Corollary 1.2 there exists a 
completion A, of A such that (A,, E,) is controllable. It follows then (as in 
the proof of Corollary 4.2) that p(X) is the characteristic polynomial of 
A, + E,c for a suitable c. Again, because Cy=iq = trace A, the matrix A, is 
in fact a completion of A. n 
LEONID GURVITS ET AL. 148 
APPENDIX 
We prove here the following statement: 
PROPOSITION 5.1. L.et F be a division ring. Then a controllable pair of 
matrices (B, b) over F is strongly controllable. 
Proof. Let B be n by n. Consider the increasing sequence of subspaces 
in F” (considered as a right vector space over F) 
where Mj = Range[b, Bb, . . . , Bjb]. Let ja be the smallest index such that 
dim Mjo+l = dim MjO. Then MjO+l = MjO, and it is easy to see that Mj = MjO 
for all j > ja. By the controllability of (B, b), we have MjO = F”. Since 
dim F = n, there are not more than n different subspaces among 
Ma, M,, . . . , MjO( = F”). We conclude that j, 6 n - 1, and the strong 
controllability of (B, b) follows. n 
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