INTRODUCTION
The models currently used in hydrology for hydraulic head prediction fall into three categories: models based on geomorphology, physically based models and empirical models. Models belonging to the first category can accurately represent the structure of the hydrological system, but require various assumptions concerning the linearity of the system (Gupta and Waymire 1983) . Physically based models use mathematical equations that describe the system under consideration; they show the best performance when data on the physical characteristics of the system are available, which usually are not easily accessible. Physically based models have found various applications, including flow modelling (Arnold et al. 2000 , Hoffmann et al. 2006 and mass transport (Moon and Song 1997, Dokou and Pinder 2011) . Artificial neural networks (ANNs) belong to the category of empirical models, which treat the system as a black box, and their purpose is to find a relationship between input and output data without using any physical data such as hydraulic conductivity and porosity (ASCE 2000) .
Artificial neural networks provide an alternative to conventional numerical modelling techniques that are often limited by strict assumptions of normality, linearity and variable independence. They can be used to extract patterns and detect trends from complicated or imprecise data (Haykin 1999) . Furthermore, ANNs are widely used in hydrology, for both surface water and groundwater, owing to their capacity to describe nonlinear relationships (Rogers and Dowla 1994 , Hsu et al. 1995 , Gupta et al. 1997 , Rajurkar et al. 2004 , Trichakis et al. 2011b . A comprehensive review of ANN applications in hydrology has been presented by Maier and Dandy (2000) . Various researchers Chen 2006, Samani et al. 2007 ) used ANNs to identify the parameters of an aquifer and examined the efficiency of networks using multi-layer perceptron ANNs and radial basis function networks. Such models have been successfully used to predict salinity (Maier and Dandy 1996) , and to simulate river systems (Maier et al. 2010 , Abrahart et al. 2012 ) and rainfall-runoff processes (Lin and Chen 2008) . Several applications of ANNs have focused on the prediction of water level in wells using different input parameters, such as temperature, rainfall and water level in neighbouring wells (Coppola et al. 2005 , Lallahem et al. 2005 , Nayak et al. 2006 . ANNs have also been applied for the prediction of the hydraulic head in wells located in karstic aquifers (Trichakis et al. 2009 (Trichakis et al. , 2011a .
Although back-propagation has been used extensively for ANN training, some disadvantages, such as slow training convergence and easy entrapment in a local minimum, are often encountered in the use of this method (Yao 1993 , Rojas 1996 , Haykin 1999 . Alternative optimization methodologies have been applied for ANN training such as conjugate gradient methodology (Towsey et al. 1995) , genetic algorithms (GAs) (Rogers et al. 1995) and differential evolution (DE; Trichakis et al. 2009 ).
Particle swarm optimization (PSO) was developed by Eberhart and Kennedy (1995) as an alternative to GAs and DE algorithms, inspired by the social behaviour of bird flocks and is one of the recent algorithms in the category of evolutionary algorithms. It has been used in various applications and has proven to be an efficient and effective heuristic optimization method, successfully used for ANN training (Chau 2006 , Kiranyaz et al. 2009 , Akkar 2010 . However, PSO has found only limited application in the field of groundwater management. Wegley et al. (2000) used this algorithm to optimize the pumping rate in a water distribution system, while it was also used by Dokou and Karatzas (2013) to optimize the recovery of free-phase light non-aqueous phase liquid (LNAPL). In another study (Gaur et al. 2011) , PSO was used to minimize the energy consumption for pumping water, while maintaining an acceptable water level and pressure in storage tanks.
The objective of this study was to examine the use of PSO for training a feed-forward, multi-layer ANN, which simulates the hydraulic head change in an observation well in the area of Agia in Crete, Greece, using the hydraulic head of the previous day, the temperature in the region and the precipitation on the previous day from two meteorological stations. Three variants of the PSO algorithm were utilized and compared with respect to the training and testing errors. The trained ANN was then used for mid-term hydraulic head prediction and for long term prediction using different climate change scenarios.
AREA OF STUDY
The study area is located in the prefecture of Chania in the region of Agia in Greece (Fig. 1) . The area is part of the Keritis basin and has a total area of approximately 30 km 2 . It is the primary water supplier for the city of Chania; so, its significance is high.
The hydrogeological characteristics and geological formations of the study fall into five categories, which include: porous Miocene and Pliocene, porous alluvial and non-alluvial formations, granular nonalluvial deposits and impervious formations, generally with medium to low permeability.
The available data for the study area consist of time series of daily rainfall measurements from two meteorological stations, daily temperature from one station and hydraulic head in the observation well on a daily time-step. The first meteorological station (S1) is located in the Alikianos area and the available rainfall data from this station cover the period 
ADOPTED METHODOLOGY

The artificial neural network (ANN)
Artificial neural networks were initially inspired by the structure and functional aspects of biological neural networks, and were originally suggested as mathematical models to simulate human brain function (Haykin 1999) . The feed-forward neural network was the first type of ANN, where information moves in only one direction: forward. The processing of information is done at different layers, the corresponding nodes being separated into three categories-input nodes, output nodes and hidden nodes. Input nodes do not perform calculations, while output and hidden nodes are computational nodes. The computational nodes initially multiply the input (x i ) with the corresponding synaptic weight (w i ). The sum of the products of the weights is introduced as an argument to the activation function, and the resulting value is the output value of the node for the current inputs and the weights of a given iteration. This value is then either fed to the next hidden layer or the output of a neural network (ASCE 2000) .
In this study, a feed-forward neural network is used to simulate the hydrological equilibrium, described by
where ΔS is the change in the aquifer storage, I is the inflow of the basin, O is the outflow of the basin, P is the precipitation, EPT is the evapotranspiration and Q is the pumping/recharge rate. The input parameters of the ANN are directly related to the hydrological equilibrium. Since there are no surface streams in the study area, the surface inflow I and outflow O terms in equation (1) are omitted. Precipitation is a direct input to the ANN model, as measurements from the two meteorological stations in the area, while evapotranspiration is taken Groundwater level forecasting under climate change scenariosinto account indirectly, through temperature measurements. Pumping activity data were not available in this region; so, it was assumed that the pumping is constant; therefore, the effect of this parameter will be incorporated in the ANN's synaptic weights.
The ANN, used to predict the hydraulic head change on day k, has an input layer, which consists of four nodes, namely, temperature, rainfall at meteorological stations S1 and S2 and hydraulic head in the well on day k − 1 (Fig. 2) . Note that the input parameters do not include aquifer characteristics such as porosity and hydraulic conductivity. The effect of these parameters will be incorporated in the values of the synaptic weights, thus avoiding the assumption that the aquifer consists of a homogenous medium.
The architecture of a back-propagation ANN developed and used by others in the past (Nikolos 2004 , Nikolos et al. 2008 , Trichakis et al. 2009 ) was optimized for the Agia region by Moutzouris (2010) . This was achieved by testing various combinations of number of nodes, from one to 20, in each of two hidden layers. The final optimized network architecture consisted of two hidden layers, the first with 19 nodes and the second with five nodes. This configuration is used henceforth as the optimal one for this study area. The output layer consists of a single node, which corresponds to the hydraulic head change on day k, dh k = h k -h k-1 , where h k denotes the hydraulic head on day k. Note that the rainfall at the stations on day k -1 is considered as the input. This is due to the fact that the optimal time lag between rainfall and the change in hydraulic head is equal to one day for both meteorological stations (Moutzouris 2010) . The time lag is the time it takes for the rain to penetrate the soil and reach the aquifer. The correlation coefficient was used in order to define the time lag between precipitation and hydraulic head change.
where a, b are the values and a, b the average values of time series A (rainfall) and B (hydraulic head), respectively. Different time lags from 0 to 20 days were tested, and the lag with the highest correlation coefficient was chosen. This procedure was carried out for both weather stations. The hydraulic head change per time step (day) is used as output, instead of the hydraulic head itself. This is because of the high correlation between the input and output hydraulic head values; this can be as high as 0.998. As a result, the ANN will be highly biased and will tend to underestimate the other input parameters (Trichakis et al. 2009 ). This means synaptic weights for the hydraulic head input are increased, and for the rest of the input parameters they are decreased.
After the collection of field data, the ANN, defined by Moutzouris (2010) , was modified in order to be able to use the PSO algorithm as a training algorithm, instead of back-propagation. The original ANN (back-propagation training method, optimized architecture) is used here as a means to evaluate the efficiency of the newly formulated network (PSO) by comparing their results on the same data set. For network training, the first 80% of the available data are used, while the remaining 20% are used for the evaluation of the trained network. The training and testing errors were calculated using the least mean squared error, between the actual data and the output of the model, as proposed for ANNs, due to its close relation to the back-propagation algorithm (delta rule) (Kröse and van der Smagt 1996) .
where E is the error, N o is the number of output variables, p is the input pattern, d o p is the observed hydraulic head change and y o p is the simulated hydraulic head change. Using equation (3), the errors for training (E train ) and testing (E test ) can be calculated using the training and testing data sets, respectively. These errors are indicators of whether the network training was satisfactory or not. The training error reflects the network's ability to simulate the values which were used for its training. The testing error refers to the error that occurs when values which were not used for training are simulated, and is a measure of the generalization capability of the network. The aim of the training process is to achieve acceptable training and testing errors.
Particle swarm optimization (PSO)
Particle swarm optimization is a relatively new evolutionary algorithm that can be used to find optimal solutions to numerical and qualitative problems. It was proposed by Eberhart and Kennedy (1995) and was inspired by the social behaviour of animals, such as seen in flocks of birds and shoals of fish. It drew much attention because of its simple computation and rapid convergence features and has been applied to many optimization problems (Wegley et al. 2000 , Akkar 2010 , Jiang et al. 2010 , Afshar 2012 .
The swarm consists of particles which move in the space defined by the problem. Each particle i represents a candidate solution and is defined by its position vector (x i ) and velocity vector (v i ), where the position vector represents the design variables (parameters) of the problem (Arumugam et al. 2008) . In every iteration t of the algorithm, each particle i updates its velocity vector v i (t) by taking into account its velocity in the (t -1) iteration v i (t -1), its best position pbest i , and the best position of the swarm, gbest, according to equation (4). The personal best, pbest i , for particle i is the position where the particle has the best encountered result for the objective function and is used in the calculation of the cognitive component of the velocity update. The global best, gbest, is the best encountered particle position in the swarm. It is used to calculate the social component of the velocity update. In the first version of PSO, the velocity update for iteration t is determined by
where x i (t) is the position of particle i in iteration t, c 1 and c 2 are constants known as acceleration coefficients and r 1 (t), r 2 (t) are random values uniformly distributed in [0, 1] . The latter are randomly generated at the beginning of each iteration and they are fixed for all particles during that particular iteration.
The new position of each particle is computed as
The final trajectory of a particle is schematically presented in Fig. 3 (Eberhart and Kennedy 1995) . In each iteration, the particles are attracted to the optimum solution, based on both their own search and the search of the rest of the swarm. The process terminates when the training error is smaller than a pre-determined value, or when the algorithm completes a specific number of iterations (Poli et al. 2007) .
Various modifications to the PSO algorithm have been presented in the past (Eberhart et al. 1996 , Clerc 1999 , Abraham et al. 2008 . These changes aim at improving some characteristic of the method, and their suitability depends on the nature of the problem at hand. Three of the most commonly used variants are the standard PSO (Eberhart and Kennedy 1995) , PSO with time varying acceleration coefficients (PSO-TVAC) (Ratnaweera et al. 2004 ) and global best PSO (GLBest-PSO) (Arumugam et al. 2008) , where both the inertia weight and the acceleration coefficients change at the same time (Clerc 1999) .
3.2.1 Standard PSO In the original PSO version (Eberhart and Kennedy 1995) , there was no way to control the speed of the particles so as not to get far outside the search space. This drawback was addressed by introducing a new parameter, the inertia weight (Shi et al. 1998a) , which can control the impact of the velocity of the particle in iteration (t -1) on iteration t of the algorithm. In standard PSO, the particle velocity vector is updated according to Groundwater level forecasting under climate change scenarios
where w is the inertia weight.
3.2.2 PSO-TVAC In this variation, introduced by Ratnaweera et al. (2004) , in addition to the inertia weight, the acceleration coefficients vary linearly with time. However, the change is not the same for c 1 and c 2 ; the value of c 1 decreases with time, while that of c 2 increases. In this way, the autonomous behaviour of each particle is favoured initially, while progressively the influence of the social component of the swarm is increased. Using the term t/t max , the exploration of the search space is encouraged early in the process, while the exploitation of the optimal solution is encouraged at the end of the process. In order to do so, the term t/t max is used in equations (7) and (8). The acceleration coefficients c 1 and c 2 are updated according to
where c 1max and c 2max are the maximum values of the acceleration coefficients, c 1min and c 2min are the respective minimum values, t max is the maximum number of iterations and t the number of the current iteration.
GLBest-PSO
In this variant, presented by Arumugam et al. (2008) , both the inertia weight and acceleration coefficients are functions of the personal best solution of each particle and the best solution of the swarm. Specifically, the velocity of each particle is computed as
where w and C are calculated for every particle and iteration using equations (10) and (11).
where (pbest i ) ave is the average of all the personal best values in that particular iteration.
PSO algorithm description
The PSO algorithm is described as follows (Fig. 4) . Initially, random positions for all particles in the swarm are generated, ranging from −1 to 1, representing the synaptic weights of the ANNs. In order to initialize the population velocities, random numbers are selected, varying from −0.7 to 0.7. The maximum value that particle positions can have is 2, while the minimum is −2, values which outline the search space of the algorithm. Next, the fitness (objective) function-defined here as the training error of the ANN for the current set of synaptic weights-is evaluated for all particles. The current value of the fitness function is evaluated for all particles in order to determine the personal best encountered value for each particle and, in turn, the global best result in the swarm. The positions of the personal and global best results are recorded as well. If the global best is less than a predefined tolerance value, its vector is used as the synaptic weight set for the ANN and the algorithm terminates.
If the global best is larger than the tolerance, the position and velocity of all particles are updated and a check is performed to determine whether the new positions lie within the search space. For particles with new positions inside the search space the algorithm is repeated, starting with the evaluation of the fitness function. Otherwise, for particles with new positions outside the search space, new random positions are determined. If the tolerance value is not met after a predefined number of iterations, the algorithm terminates.
The advantages of PSO, compared to other optimization techniques, include simplicity and ease of implementation, and the fact that there are few parameters to adjust, namely number of iterations, swarm size and (depending on the variant) inertia weight and acceleration coefficients. The main advantage of using PSO instead of the back-propagation algorithm to train the ANN is that using the PSO algorithm does not get trapped in local minima and a near-global solution to the problem can be found (Salman et al. 2002 , del Valle et al. 2008 . However, its parameters can greatly influence the algorithm's stability and performance, as well as the convergence and simulation results (Shi et al. 1998b) .
In this work, PSO was used in order to train the ANN and find the optimal synaptic weights. Specifically, all three variations of the algorithm were tested (the standard algorithm, with the improvements of inertia weight and acceleration coefficients, the PSO-TVAC algorithm and the GLBest-PSO algorithm) in order to compare their performance.
RESULTS
All the runs performed in this section were executed on a computer with a 2.53 GHz Core i5 processor. The total number of decision variables was 201, representing the synaptic weights of an ANN with 4 input nodes, 19 and 5 nodes in the first and second hidden layers, respectively, and one output node.
Choice of appropriate variant
The three different algorithms, the standard algorithm, PSO-TVAC and GLBest-PSO, were tested for a fixed number (10 000) of iterations and for a small swarm size (20). According to Clerc (1999) , a swarm that consists of 20-30 particles is sufficient to solve almost all classic test problems. The swarm size chosen to evaluate each algorithm was 20, a comparatively small swarm, but capable of finding a satisfactory solution. The convergence velocity was not a criterion during the selection of the final algorithm variant, since we were focused on minimizing the error irrespective of the time needed.
4.1.1 Standard algorithm In the standard algorithm, three parameters should be determined: inertia weight w and acceleration coefficients c 1 and c 2 . The parameters of the PSO algorithm were optimized simultaneously for different values of the inertia weight, varying from 0.5 to 1 at a step of 0.1, while the acceleration coefficients varied from 0.5 to 2 at a step of 0.5 and for c 1 = c 2 . The values obtained from this process are presented in Fig. 5 and they correspond to the training error. Similar behaviour was observed for the testing error. When the acceleration coefficients or the inertia weight takes extreme values, the training error tends to increase. In the case of acceleration coefficients, small values mean that a particle's movement depends mainly on its previous velocity, while larger values tend to only move particles towards the best solutions found up to that point. Small values of inertia weight are not recommended because, in such a case, the overall velocity of the particle is reduced, narrowing the exploration capabilities. Balancing these two parameters will result in the optimal set, while minimizing the training error.
The minimum value of the training error occurs for an inertia weight of 0.8 and acceleration coefficients c 1 = c 2 = 1. At this point, the training error is small because there is a balance between the algorithm's ability to explore and exploit for the optimal solution. The best result achieved with this algorithm, among the ones presented in Table 1 , has a training error of 4.31 × 10 -4 and a testing error of 3.52 × 10 
PSO-TVAC algorithm
In this algorithm, the velocity and position of the particles are defined according to equations (6)-(8). According to Ratnaweera et al. (2004) , the value of c 1 is initially Groundwater level forecasting under climate change scenariosset at 2.5 and progressively decreases to 0.5, while c 2 is initially set at 0.5 and gradually increases to 2.5. In this way, the algorithm focuses either on the best result of the swarm or on the personal best result of each particle.
GLBest-PSO algorithm
The main advantage of this algorithm is that the parameters are determined based on the position of each particle in relation to the position of the particle with the best result, according to equation (9). The results for the training error, E train , and the testing error, E test , for each algorithm under consideration are shown in Table 1 for swarm size of 20 and 10 000 iterations. The random initialization of particle position and velocity plays an important role in the execution of the algorithm. It causes a fluctuation in the errors for the same number of particles and iterations. Even if initial positions and velocities are held constant, the outcome would not be the same for every execution of the algorithm, since a random parameter is involved in every velocity update. Therefore, 10 test runs were performed for different initial values and the evaluated mean training and testing errors (Table 1) were used for the comparison of the PSO variants. At this point it should also be noted that all three variants required almost the same execution time.
As observed from the results of Table 1 , the GLBest-PSO achieved the lowest values for the mean training and testing errors. Specifically, the mean training error for GLBest-PSO was 25.4% and 39.8% smaller than that for Classic PSO and PSO-TVAC, respectively, while the corresponding percentages for the mean testing error were 1.9% and 12.1%. Therefore, GLBest-PSO is the only variant to be considered henceforth. Note that GLBest-PSO exhibits the best performance in most of the runs in Table 1 , except for the testing error for runs 3 and 4, where the classic algorithm gives slightly better results.
It should be pointed out that the stochastic procedures used for swarm initialization and repositioning resulted in different final optimal solutions for different runs with the same parameters, a characteristic common for all stochastic optimization methods.
GLBest-PSO parameter refinement
The main tuning parameter of the algorithm is the number of iterations. In order to select the suitable number of iterations for the specific problem, multiple runs were performed using different numbers of iterations, each time varying from 10 000 to 70 000, and for a swarm size equal to 20 (Fig. 6) .
A greater number of iterations resulted in a smaller testing error, until 50 000 iterations were reached, where an increase in the testing error was evident for the larger number of iterations, with the training error remaining almost constant (Fig. 6) . The decrease in testing error resulted in an increased generalization capability of the network.
In order to configure the swarm size, the algorithm was executed several times for different swarm sizes of 40-60 particles and for 40 000 iterations. Ten different runs were performed for different initial values and the results obtained are presented in Table 2 . An increase in the mean training error and a decrease in the mean testing error were observed when the number of particles in the swarm was increased. That is, the larger the swarm size, the greater the network's capacity to simulate values for which it has not been trained. The increase in training error can also be expected, because a larger number of particles may result in reduced exploration capability, because multiple near global solutions can be found in different spots in the search space. Therefore, each particle is attracted from these near global solutions towards many different directions, resulting in a decreased ability to reach a local optimum. The smallest testing error, equal to 2.847 × 10 -4 , was obtained for 60 particles, while the corresponding training error was 4.137 × 10 -4 . This run was considered the most appropriate to be used for the simulation of the hydraulic head change in the observation well, despite the fact that there were runs with smaller training errors. The combination of small training error and high testing error is an indication that the network cannot properly simulate values that it has not been trained with (overtraining). In other words, it lacks the generalization ability that is critical if an ANN model is going to be used for testing future scenarios.
The error values for the "best" run were compared to those calculated when using the optimized back-propagation ANN. As shown in Table 3 , the training and testing errors are lower in the case where PSO was used for training. Specifically, a 9.3% and 18% improvement was achieved for the training and testing errors, respectively.
Simulation results
The results for the hydraulic head change obtained by the simulation model (ANN trained with GLBest-PSO with 60 particles and 40 000 iterations) are shown in Fig. 7 , along with the observed hydraulic head change.
The ANN captured the general trend in hydraulic head change of the natural system, although there are some overestimates and underestimates. Specifically, the magnitude of the difference between observed and simulated values takes a maximum value of 0.35 m, and a minimum of 1.7 × 10 -5 m. The model cannot accurately describe local and transient phenomena that can cause sudden changes in the water level, such as those due to the occasional pumping at nearby wells, or observed at the beginning and/or end of pumping at nearby wells.
A statistical analysis of the results derived for the hydraulic head change was performed in order to verify the reliability of the simulation. The simulation error values (the difference between observed and simulated data), which ranged from a minimum of -0.28 m to a maximum of 0.35 m, were divided in seven "bins" of 0.1 m each. The number of days with error belonging to a particular bin was recorded and the probability that the simulation error would fall within a given bin was calculated (Fig. 8) . Note that the simulation error is between −0.1 and 0.1 m for over 92% of the days.
For visualization reasons alone the hydraulic head change was then converted a posteriori to hydraulic head (Fig. 9) . Specifically, the hydraulic head for day k was obtained by adding the simulated hydraulic head change for day k to the observed hydraulic head for day k -1. Fig. 7 Observed and simulated hydraulic head change. 
Mid-term prediction
In order to investigate the network's ability to provide accurate predictions for time periods longer than one day, a prediction period of 678 days was examined. In this case, in order to predict the hydraulic head on day k, the ANN uses the simulated rather than the observed hydraulic head on day k -1 as input. That is, only the initial observed hydraulic head (day 1) is used for the simulation. For the mid-term prediction, the trained ANN with the lowest testing error was used (Training method: GLBest-PSO with 40 000 iterations and swarm size 60) and its results together with the observed water level are illustrated in Fig. 10 .
Generally, the ANN tends to underestimate the hydraulic head. The difference between the simulated and the observed hydraulic heads is, in general, relatively small, with the maximum difference observed at time step 176 equal to −0.97 m. Another significant deviation of the simulated values from the observed values appears between days 286 and 320, the maximum difference being equal to −0.94 m. The accumulated error at the end of the simulation period consisting of almost two hydrological years is equal to only 0.05 m. This value is considered relatively small and insignificant, and therefore implies that the trained network is relatively accurate.
Climate change scenarios
The trained ANN was subsequently used in order to evaluate the impact of climate change scenarios on the groundwater level of the study area. These scenarios are based on a study by Tsanis et al. (2011) , in which a 12% (±25%) reduction in the mean precipitation and a 1.9°C (±0.8°C) increase in the mean temperature are expected in Crete by the end of 2040. This corresponds approximately to a 0.4% (±0.4%) reduction in the mean precipitation per year and a 0.054°C (±0.026°C) increase in the mean temperature per year. Three climate change scenarios were formulated for the period 2010-2020, corresponding to: (a) the average change in precipitation and temperature, (b) the 95% upper and (c) the 95% lower confidence intervals of this prediction.
However, the prediction mentioned above cannot be directly applied to the existing data. This is due to the wet and dry spells that may occur, as well as the fact that the decrease in precipitation refers to the mean precipitation and not to each event separately. Therefore, in order to generate the necessary weather time series for the ANN, a stochastic weather generator, LARS-WG 5.0 Barrow 1997, 2002 ; http://www.rothamsted.ac.uk/mas-models/larswg.php) was used. The LARS-WG stochastic weather generator can be used for the simulation of weather data at a single site, under both current climate and future climate conditions. There are three steps to the generation of synthetic weather data with LARS-WG: model calibration, in which observed weather data are analysed to determine their statistical characteristics; model validation, in which the statistical characteristics of the observed and synthetic weather data are analysed to determine if there are any statistically significant differences; and, finally, the generation of data from the parameter files derived during calibration Barrow 1997, 2002) . For climate change scenarios, daily synthetic data are generated using perturbed statistical characteristics of the observed data.
The LARS-WG is based on the series weather generator described in Racsko et al. (1991) . It utilizes semi-empirical distributions for the lengths of wet and dry day series, daily precipitation and daily solar radiation. Precipitation occurrence is modelled as alternate wet and dry series, where a wet day is defined to be a day with non-zero precipitation. For a wet day, the precipitation value is generated from the semi-empirical precipitation distribution for the particular month, independent of the length of the wet series or the amount of precipitation on day k -1. Daily minimum and maximum temperatures are considered as stochastic processes with daily means and daily standard deviations conditioned on the wet or dry status of the day (Semenov and Barrow 2002) .
Three different climate change scenarios that describe average (Scenario 1), severe (Scenario 2, upper 95% confidence interval) and mild (Scenario 3, lower 95% confidence interval) climate change were examined in this work. According to Tsanis et al. (2011) , the changes in precipitation and temperature can be further described by the following two equations, for precipitation and temperature, respectively.
where P o is the annual precipitation (mm) in the last known year, T o is the mean temperature (°C) during the last known year and t is the simulation year. The last known annual precipitation for station S1 was 739.8 mm year -1 in 2008, while for station S2 it was 587.4 mm year -1 . The last known mean temperature is 18.4°C. Using equations (12)- (13), the precipitation per year for S1 and S2, as well as the mean annual temperature can be calculated for all years between 2010 and 2020; thus, the percentage of precipitation change was determined. For the temperature the equation was directly applied to the observed data of the last known year and this case constitutes Scenario 1.
The other two scenarios are based on the 95% confidence interval defined by Tsanis et al. (2011) . Specifically, the further percentage reduction in precipitation was applied to the one already calculated in Scenario 1. The change in temperature was directly applied to the last observed data. The final percentages applied to the precipitation for all three climate change scenarios are shown in Table 4 , while the temperature increase is provided in Table 5 .
Using the precipitation and temperature time series generated by LARS-WG 5 as input to the ANN that was previously trained by the PSO algorithm, the three climatic scenarios described above were implemented, and the results are summarized in Fig. 11 .
The hydraulic head exhibits a periodic behaviour for all the scenarios studied. In Scenario 1, there is no particular increase or decrease of the hydraulic head between years, with the mean, maximum and minimum values slightly deviating from the last observed values, as can be seen in Table 6 . The average hydraulic head change in this case is positive, but smaller than the current one. However, it must be noted that the current condition refers to the 2 years for which real observations are available (2008) (2009) , while the data used for the statistical analysis of the scenarios correspond to the period 2010-2020 (synthetic observations created using the weather generator). This is also the reason why the maximum hydraulic head is larger in Scenario 1 compared to the current condition, which only appears once in the study period and does not depict the general tendency of the system. According to this scenario, drought problems are not expected if the same management plan remains in the region. Scenario 2 was the least favourable, since it refers to a 13.2% decrease in precipitation at S1 and 14.3% at S2 until the end of 2040. While there is still a periodic behaviour in the hydraulic head data, in this case, particularly between the years 2016-2020, the decrease in the simulated values is significant. In this case minimum, maximum and mean values of the hydraulic head are much smaller than those for Scenario 1 and the current condition. The average hydraulic head change is negative, which means that the area would be losing water and there is an increased possibility of drought problems in the future.
In Scenario 3, the hydraulic head in the well increases with time. This scenario is particularly advantageous, as it forecasts a 5.1% increase in precipitation at S1, and 4% at S2, while there is only a small increase in temperature. In particular, for the period 2012-2020, the increase in the hydraulic head is perceptible compared to the initial hydraulic head, while mean and maximum values are higher than the current ones. Similar to the maximum head in Scenario 1, the minimum value does not behave as expected, but it only refers to a single event. The average hydraulic head change in this case is positive and higher that the current value.
From Fig. 11 it can also be observed that, at the beginning of the prediction period, the hydraulic head was approximately the same for all scenarios. This behaviour continues for scenarios 1 and 2 until 2012, while, for Scenario 3, the deviation from the mean begins as soon as the end of 2011. The deviation in the beginning of the study period is small, due to the fact that the climate change is small and it does not affect the hydraulic head immediately. The only scenario in which the study aquifer is going to face a significant problem, unless the management plan changes, is Scenario 2.
It must also be noted that the results mentioned above may contain errors, which cannot be directly estimated. One source of error could be in the simulation of the ANN, while other potential errors can arise from the statistical data generation from the LARS-WG software, as the existing weather data were not enough to confirm the occurrence of dry or wet spells.
CONCLUDING REMARKS
In the present work, PSO was used for training an ANN in order to predict the hydraulic head change in an observation well, using the precipitation from two weather stations, the temperature and the hydraulic head of the well in the Agia region, Chania, Greece as inputs. These parameters are directly connected to the hydraulic equilibrium and the hydraulic head change. More specifically, precipitation can cause a climb in hydraulic head, while increased temperature may lead to increased evapotranspiration and, as a result, reduced hydraulic head levels.
Three different variations of the PSO algorithm were used: the classic algorithm with constant inertia weight and acceleration coefficients; PSO-TVAC, with time-varying acceleration coefficients, which are adjusted in every iteration; and GLBest-PSO, where both inertia weight and acceleration coefficients are time-varying and adjusted at every iteration according to the best personal result and the best result of the swarm. The best training results were obtained with the GLBest-PSO, which achieved smaller training and testing errors when compared to the standard back-propagation algorithm.
The algorithm with the best results, GLBest-PSO, was used to predict the hydraulic head change in an observation well. The ANN was able to accurately describe the general tendency of the natural system, while it could not simulate local and transient phenomena very well, which caused abrupt changes in the hydraulic head, resulting in an underestimation of the observed values in some cases. These changes can be attributed to occasional pumping, or can be observed at the beginning or the end of the pumping period of nearby wells. When the hydraulic head change is converted to hydraulic head, using the observed hydraulic head of the previous day, the deviations of the simulated values from the observed seem comparatively smaller. The trained ANN was also used for mid-term prediction of the hydraulic head in the observation well. In this case, instead of the measured hydraulic head of each previous day, the simulated hydraulic head is used as an input to the network along with the measured hydraulic head value of the first day of the simulation period. The values obtained by this process were slightly smaller than the observed ones, while in two cases the difference between the observed and the simulated values was higher. However, this error does not accumulate during the simulation period of two hydrological years, and at the end of this period the error is practically negligible.
Finally, three climate change scenarios were studied, depicting small, severe and medium changes in precipitation and temperature in the region. Only the second scenario (i.e. a high decrease in precipitation) resulted in a severe negative effect on the aquifer, while results for the other two scenarios varied from neutral to positive.
