Geometric constructions of iterative functions to solve nonlinear equations  by Amat, S et al.
Journal of Computational and Applied Mathematics 157 (2003) 197–205
www.elsevier.com/locate/cam
Geometric constructions of iterative functions to solve
nonlinear equations
S. Amata ;∗;1, S. Busquiera, J.M. Guti(errezb;2
aDep. Matem	atica Aplicada y Estad	stica, Universidad Polit	ecnica de Cartagena, Paseo de Alfonso XIII, 52,
Cartagena (Murcia) 30203, Spain
bDep. Matem	aticas y Computaci	on, Universidad de La Rioja, Spain
Received 12 October 2002; received in revised form 15 January 2003
Abstract
In this paper we present the geometrical interpretation of several iterative methods to solve a nonlinear
scalar equation. In addition, we also review the extension to general Banach spaces and some computational
aspects of these methods.
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1. Introduction
One of the most important problems in numerical analysis is the solution of nonlinear equations
F(x) = 0:
To solve these equations we can use iterative methods. Roughly speaking, an iterative method starts
from an initial guess x0 (called pivot), which is improved by means of an iteration, xn+1 = (xn).
In general, an iterative method xn+1 = (xn) is of order q if the error |x∗ − xn+1| is proportional
to |x∗ − xn|q as n → ∞, where x∗ is the solution of F(x) = 0. Consequently, as higher the order
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is, higher the velocity of convergence is. However, the operational cost of a method also increases
with the order. This fact leads to Gnd an equilibrium between the high velocity and the operational
cost. This equilibrium used to be attained with the well-known Newton’s method, that has quadratic
convergence (order two). In fact, Newton’s method and similar second-order methods are the most
used to solve this problem and probably this situation has led to the wrong idea that higher-order
methods have no more than theoretical interest. Of course, third-order methods require more compu-
tational cost than other simpler methods, which makes them disadvantageous to be used in general.
But, in some cases they can be considered in practice, as we show later.
In this paper we deal with third-order methods. First, we present the geometrical interpretation of
several of them, by extending the geometrical construction of a few well-known third-order methods
such as Halley’s or Euler’s [14,17,18]. Next, we consider their extension to Banach spaces and
analyze some computational aspects. Finally, in Section 4 a numerical experiment is presented.
2. The real case
In this section, we analyze the geometric construction of diJerent iterative processes to solve a
scalar nonlinear equation
f(x) = 0: (1)
The geometric interpretation of Newton’s method is well-known: given an iterate xn, we calculate
the tangent line
y(x)− f(xn) = f′(xn)(x − xn);
to the graph of f at (xn; f(xn)), and the next iterate is the zero of this tangent line:
xn+1 = xn − f(xn)f′(xn) ; n¿ 0: (2)
There exists a huge number of works studying the convergence of (2) to a root of (1) and other
characteristics of this sequence. But this is not the aim of this paper. Here we only analyze the
geometric derivation of other methods if, instead a straight line, we consider other tangent curves to
the graph of f at (xn; f(xn)).
The tangent line in Newton’s method can be seen as the Grst-degree Taylor polynomial of f at
xn. Another well-known construction consists in considering the second-degree polynomial, that is,
the parabola
y(x)− f(xn) = f′(xn)(x − xn) + f
′(xn)
2
(x − xn)2: (3)
The point xn+1 where the graph of y intersects the x-axis gives us the following sequence:
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This method is called Euler’s method or irrational Halley’s method and it has been studied, for
instance, in [19] or [14]. Euler’s method has cubic convergence (order three).
If we consider instead of the parabola (3) an hyperbola in the following way:
axy + y + bx + c = 0;
and we impose the tangency conditions
y(xn) = f(xn); y′(xn) = f′(xn) and y′′(xn) = f′′(xn); (4)
we have
y − f(xn)− f′(xn)(x − xn)− f
′′(xn)
2f′(xn)
(x − xn)(y − f(xn)) = 0:
The corresponding iterative process (again a third-order one) is




that is the well-known Halley’s method. About this method Traub says in [19, pp. 91]: “Halley’s
method must share with the secant method the distinction of being the most frequently rediscovered
methods in the literature”. This assertion is conGrmed by the big number of publications about it, as
for example, [14,18] and the references therein. The geometric derivation of Halley’s method was
suggested in [17].
These two methods are, probably the two best-known third-order methods, but they are not the
only ones. There are others whose geometric interpretation is not as well known, if known at all.
For instance, Chebyshev’s method is obtained by quadratic interpolation of the inverse function of
f, in order to approximate f−1(0) [19]. But it also admits a geometric derivation, from a parabola
in the form
ay2 + y + bx + c = 0;




(y − f(xn))2 + y − f(xn)− f′(xn)(x − xn) = 0:
The expression of Chebyshev’s method is then










Now, we consider hyperbolas in the form
ay2 + bxy + y + cx + d= 0;
or, equivalently,




For convenience and taking into account that the hyperbola pass through the point (xn; f(xn)), it
can be written in the equivalent form
x − xn =−(y − f(xn)) 1 + an(y − f(xn))bn(y − f(xn)) + cn :
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The rest of tangency conditions (4) allow us to Gx the value of cn = −f′(xn) and to settle the







The next iterate xn+1 is the intersection of these hyperbolas with the x-axis:










; n¿ 0; (5)
where bn is a parameter depending on n.
We have obtained a family of third-order methods that includes, as particular cases, the following
ones:
1. The famous methods of Chebyshev and Halley are obtained for bn=0 and bn=−f′′(xn)=(2f′(xn)),
respectively.
2. Another third-order method, not as famous as the previous ones, is super-Halley method [10]:











It also appears in our family for bn =−f′′(xn)=f′(xn).
3. Even more, for bn=−f′′(xn)=f′(xn), ∈R, we obtain the family of third-order methods studied
in [9]:











4. Finally, as a limit case, when bn =±∞, Newton’s method is obtained.
By using the previous ideas, we can obtain other iterative processes by considering diJerent
osculating curves. For instance, if we take now the cubic function
an(y − f(xn))3 + bn(y − f(xn))2 + (y − f(xn)) + dn(x − xn) = 0;










So we have obtained another family of third-order methods:










They are called C-methods and they have been studied in [2].
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As a Gnal remark in this section, notice that all methods obtained here can be written in the form










as Altman pointed out in [1].
3. On the generalization to Banach spaces
In a formal way, most of the methods studied in the previous section can be extended to Banach
spaces, by writing inverse operators instead of quotients. For instance, the expression of methods
(5) can be written in terms of linear operators as
xn+1 = xn − (I + 12(I + bnF ′(xn)−1F(xn))−1LF(xn))F ′(xn)−1F(xn);
where I is the identity operator on X and for each x∈X , LF(x) is a linear operator on X deGned
by
LF(x) = F ′(x)−1F ′′(x)F ′(x)−1F(x);
assuming that F ′(x)−1 exists. Taking this into account, the above sequence deGned in Banach spaces
is well deGned if bnF ′(xn)−1F(xn) are linear operators on X . A reasonable choice for the parameters
bn is then bn = −F ′(xn)−1F ′′(xn), with  being a real number, although bn could be any bilinear
operator from X × X to X .
The main practical diNculty related to the class of methods we analyze is the evaluation of
the second-order Fr(echet derivative. For a nonlinear system of N equations and N unknowns, the
Grst Fr(echet derivative is a matrix with N 2 values, while the second Fr(echet derivative has N 3
values. This implies a huge amount of operations in order to evaluate every iteration. To overcome
these diNculties many authors have considered methods that do not use the second derivative.
An alternative is given by the quasi-Newton methods or by methods that evaluate several times the
function and its Grst derivative. A complete survey about these methods appears in [13]. Nevertheless,
there are also quite articles that studies third-order methods in Banach spaces, mainly Halley or
Chebyshev methods. As a sample, we can cite [3–6,8,12] or [21].
In [16], this (two-step) third-order recurrence is proposed:
yn+1 = xn − F ′(xn)−1F(xn);
xn+1 = yn+1 − F ′(xn)−1F(yn+1); n¿ 0: (6)
This method is, in general, cheaper than any third-order methods requiring the evaluation of the
second derivative and then very interesting from the practical point of view. We consider it in this
paper for numerical comparisons.
Notice that the two-step method (6) can also be obtained from the generalization of (5) if we
consider bn the bilinear operator from X × X into X such that
bnF(yn+1)F ′(xn)−1F(xn) = 12 LF(xn)F(xn)− F(yn+1):
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Then it is easy to check that the diJerent iterations of the two-step method can be interpreted also
as the root of the hyperbolas
x − xn =−(y − F(xn)) 1 + an(y − F(xn))bn(y − F(xn)) + cn :
Of course, in practice it has used version (6) of the scheme.
But in some cases the second derivative is easy to evaluate and the methods given in the previous
section can be also used in practice. For instance:
Example 1 (Quadratic equations). For these equations the second derivative is constant. Therefore,
the family of methods (5) for bn =−F ′(xn)−1F ′′(xn) can be written [7] as
yn = xn − F ′(xn)−1F(xn);
zn = xn + (yn − xn); 06 6 1;
xn+1 = yn − F ′(zn)−1F(yn):
The value  = 0 corresponds with Chebyshev method,  = 12 with Halley method and  = 1 with
super-Halley method. Notice that for quadratic equations, the two-step method agrees with Chebyshev
method.
In addition, the fact of having a family of methods allows us to use one or another depending of
our interest. For instance, if we are interested in calculating as less inverses as possible, in order to
simplify the calculations, we can use Chebyshev method.
Example 2 (Calculus of the inverse): Chebyshev method allows us to obtain an algorithm for calcu-
lating the inverse of a regular matrix A. Indeed, if we apply the method to the equation F(x)=x−1−A
we have
xn+1 = (3In − (3In − xnA)xnA)xn;
and we only need to compute several matrix multiplications.
If we are interested in the velocity of convergence, we can choose the value of bn in (5) in order




; (x) = 1− Lf′(x)
3
;
we obtain a fourth-order method. This value is, in general, diNcult to calculate and it gives rise
to very complicated methods. But in particular cases we obtain further information. For instance,
for quadratic equations (Example 1) (x) = 1. Then super-Halley method has order four for such
equations. Another interesting example is the following one.
Example 3 (Calculus of the pth root, Guti(errez and Hern(andez [11]): To calculate the pth root of
a positive number a is equivalent to solve the equation f(t) = 0, with f(t) = tp − a. In this case,
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The corresponding method can also be used to approximate the pth root of an operator A. This
type of problems are related with many systems of partial diJerential equations. In particular, the
solution of the following problem
x(iv(t) + Ax(t) = 0;
x(0) = x0
is x(t) = exp(−A1=4t)x0. Here we have to calculate the fourth-root of a matrix A.
Finally, for the C-methods the order of convergence can be increased by taking C =C(x)= [(1−
Lf′(x))=3]=2. In the above cases C is constant: C= 12 for quadratic equations, C=
1
4 for the calculus
of inverses and C = (2p− 1)=(6(p− 1)) for the calculus of pth roots.
4. A numerical experiment
In this section, we are interested in pointing out a class of equations where the third-order methods
studied are a good alternative to the Newton and two-step methods.
We shall consider an important special case of integral equation, the Hammerstein equation
(see [15])
u(s) =  (s) +
∫ 1
0
H (s; t)f(t; u(t)) dt: (7)
These equations are related with boundary value problems for diJerential equations. For some of
them, third-order methods using second derivatives are useful for their eJective (discretized) solution.
The discrete version of (7) is
xi =  (ti) +
m∑
j=0
!jH (ti; tj)f(tj; xj); i = 0; 1; : : : ; m; (8)
where 06 t0 ¡t1 ¡ · · ·¡tm6 1 are the grid points of some quadrature formula
∫ 1
0 f(t) dt ≈∑m
j=0 !jf(tj), and x
i = x(ti).
Let us consider the Hammerstein equation studied in [20]:








dt; s∈ [0; 1]: (9)
Using the trapezoidal rule of integration with step h = 1=m, we obtain the following system of
nonlinear equations:
























i = 0; 1; : : : ; m; (10)
where tj = j=m.
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Table 1
Exact solution of (10) with m= 20
9:658340375548916e − 001 8:383952084700058e − 001
9:418615742240362e − 001 8:331433414479326e − 001
9:231204383172876e − 001 8:283148314256238e − 001
9:077427356874352e − 001 8:238581489055439e − 001
8:947533453995619e − 001 8:197301553818098e − 001
8:835609377538635e − 001 8:158943977068417e − 001
8:737737155176020e − 001 8:123198157064024e − 001
8:651162715111133e − 001 8:089797476185554e − 001
8:573866000336692e − 001 8:058511541752204e − 001
8:504316843674818e − 001 8:029140058401950e − 001
8:441326442432634e − 001
Table 2
x0 = 1:5, l∞-error, m= 20
Iter. Newton Chebyshev Halley 2-step
1 0:0378 0:0180 0:0175 0:0042
2 2:33e − 04 1:26e − 06 1:03e − 06 4:05e − 09
3 9:98e − 09 0 0 0
4 0
Table 3
x0 = 1:5, l∞-error, m= 20
Iter. C = 14 C =
1
2 C = 1 C = 2 C = 4
1 0:0175 0:0171 0:0162 0:0144 0:0108
2 1:03e − 06 8:26e − 07 4:79e − 07 1:43e − 08 2:82e − 07
3 0 0 0 0 0
In this case, the second Fr(echet derivative is diagonal by blocks. In particular, the two-step method
is more expensive.
We consider m=20 in the quadrature trapezoidal formula. The exact solution is given in Table 1
and it is computed numerically by Newton method.
In Tables 2–4, we compare the obtained results with those of the two-step method proposed
in [16].
Summing up, in this paper we have studied a wide class of third-order methods, those evaluating
the second Fr(echet derivative. We established their geometric interpretation, and we analyzed their
behavior in those cases where the evaluation of the second derivative is not very time consuming.
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Table 4
x0 = 1:5, l∞-error, m= 20
Iter. C = 6 C = 8 C = 10 C = 12 C = 14
1 0:0072 0:0036 2:98e − 04 0:0035 0:0071
2 1:79e − 07 3:79e − 08 1:77e − 11 4:54e − 08 4:93e − 07
3 0 0 0 0 0
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