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Abstract
We consider the random directed graph ~G(n, p) with vertex set {1, 2, . . . , n} in which each
of the n(n − 1) possible directed edges is present independently with probability p. We are
interested in the strongly connected components of this directed graph. A phase transition for
the emergence of a giant strongly connected component is known to occur at p = 1/n, with
critical window p = 1/n + λn−4/3 for λ ∈ R. We show that, within this critical window, the
strongly connected components of ~G(n, p), ranked in decreasing order of size and rescaled by
n−1/3, converge in distribution to a sequence (C1, C2, . . .) of finite strongly connected directed
multigraphs with edge lengths which are either 3-regular or loops. The convergence occurs
the sense of an `1 sequence metric for which two directed multigraphs are close if there are
compatible isomorphisms between their vertex and edge sets which roughly preserve the edge-
lengths. Our proofs rely on a depth-first exploration of the graph which enables us to relate
the strongly connected components to a particular spanning forest of the undirected Erdo˝s–
Re´nyi random graph G(n, p), whose scaling limit is well understood. We show that the limiting
sequence (C1, C2, . . .) contains only finitely many components which are not loops. If we ignore
the edge lengths, any fixed finite sequence of 3-regular strongly connected directed multigraphs
occurs with positive probability.
1 Introduction and main result
Let ~G(n, p) be a random directed graph with vertex set [n] := {1, . . . , n} and random edge set
where each of the n(n− 1) possible edges (i, j), i 6= j, is present independently with probability p.
We are interested in the strongly connected components of ~G(n, p), that is the maximal subgraphs
for which there exists a directed path from a vertex to any other.
The usual Erdo˝s–Re´nyi random graph, G(n, p), in which each of the n(n− 1)/2 possible undi-
rected edges is present independently with probability p, will play an important role in our results.
It is well known that G(n, p) undergoes a phase transition [6]: if np→ c > 1 as n→∞ then G(n, p)
has a unique giant component with high probability, while if np→ c < 1 as n→∞ then the com-
ponents of G(n, p) are of size OP(log n). In the so-called critical window, where p =
1
n + λn
−4/3,
Aldous [3] proved that the sequence of sizes of the largest components possesses a distributional
limit when renormalised by n−2/3.
Previous work by Karp [12] and  Luczak [15] has shown that ~G(n, p) undergoes a similar phase
transition to that of G(n, p): if np → c > 1 as n → ∞, then ~G(n, p) has a unique giant strongly
connected component with high probability, while if np → c < 1 as n → ∞, then all the strongly
connected components are oP(n) in size. These results were strengthened by  Luczak and Seier-
stad [16], who showed that ~G(n, p) has, in fact, the same critical window as G(n, p).
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Theorem 1.1 ( Luczak and Seierstad [16]). Let γn = (np− 1)n1/3.
(i) If γn →∞ then the largest strongly connected component of ~G(n, p) has size (4+oP(1))γ2nn1/3
and the second largest has size OP(γ
−1
n n
1/3).
(ii) If γn → −∞ then the largest strongly connected component of ~G(n, p) has size OP(|γ−1n |n1/3).
However, in contrast to G(n, p),  Luczak and Seierstad also show that within the critical window,
the complex strongly connected components (that is, those which do not just consist of a single
directed cycle) occupy only OP(n
1/3) vertices in total. This shows that the critical components are
very much “thinner” objects than in the setting of G(n, p), where the complex components occupy
OP(n
2/3) vertices.
In a very recent preprint [5], Coulson shows that, on rescaling by n−1/3, the size of the largest
strongly connected component of ~G(n, p) in the critical window is tight, with explicit upper and
lower tail bounds.
1
17
5
2
11
3
15
8
10
4
6
14
16
13
12
7
9
Figure 1: A directed graph on [17]. Its strongly connected components have vertex sets
{3, 6, 9, 10, 14, 16}, {1, 2, 5, 17}, {7, 11}, {4}, {8}, {12}, {13} and {15}.
In this paper, we investigate the behaviour within the critical window in more detail, and in
particular we prove a scaling limit for the strongly connected components. We do this by relating a
particular subgraph of ~G(n, p) to a spanning forest of G(n, p), and the convergence of that spanning
forest (thought of as a collection of discrete metric spaces, one per component) to a collection of
random R-trees. Similar tools have already been used to study the components of G(n, p) in the
same critical window, leading to the main theorem of [2].
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Theorem 1.2 (Addario-Berry, Broutin and Goldschmidt [2]). Let p = p(n) = 1n +λn
−4/3 for fixed
λ ∈ R. Let (A1(n), A2(n), . . .) be the connected components of G(n, p), each considered as a metric
space by endowing the vertex-set with the graph distance. Then(
Ai(n)
n1/3
, i ∈ N
)
(d)−→ (Ai, i ∈ N),
where A = (Ai, i ∈ N) is a random sequence of compact metric spaces, and the convergence is in
distribution for the `4 metric for sequences of compact metric spaces based on the Gromov–Hausdorff
distance.
We will immediately give a description of the scaling limit A. Define W λ(t) = W (t) +λt− t2/2
for t ≥ 0, where W is a standard Brownian motion, and let (σi, i ∈ N) be the collection of excursion
lengths above the running infimum of W λ, ranked in decreasing order. For σ > 0, let e˜(σ) be a
Brownian excursion with length σ biased by the exponential of its area, so that if e(σ) is a Brownian
excursion of length σ then for any non-negative measurable test function g, we have
E
[
g
(
e˜(σ)
)]
=
E
[
exp
(∫ σ
0 e
(σ)(u)du
)
g
(
e(σ)
)]
E
[
exp
(∫ σ
0 e
(σ)(u)du
)] .
Let Tσ be the R-tree encoded by 2e˜(σ). We make some additional point-identifications in this tree.
Let (t1, . . . , tK) be the points of a Poisson random measure on [0, σ] with intensity e˜
(σ)(t)dt. The
point tj ∈ [0, σ] corresponds to a point xj in Tσ at distance 2e˜(σ)(tj) from the root. For all
1 6 j 6 K, we identify xj with a uniformly chosen point on its path to the root. Write Gσ for
the resulting metric space. Finally, conditionally on (σi, i ∈ N), the metric spaces A1,A2, . . . are
independent and, for each i ∈ N, Ai has the law of Gσi .
While metric spaces provide the natural setting in which to consider scaling limits of undirected
graphs, this is no longer the case in the directed setting: we need some extra structure to encode
the orientations. Let us make some useful definitions.
By a directed multigraph, we mean a triple (V,E, r) where
• V and E are finite sets.
• r = (r1, r2) is a function from E to V × V , with r1(e) and r2(e) for e ∈ E being respectively
the tail and head of e.
We will refer to the case where V = {v}, E = {e} and r1(e) = r2(e) = v as a loop. X = (V,E, r, `)
is a directed multigraph with edge lengths if (V,E, r) is a directed multigraph and ` is a function
from E to (0,∞) which assigns each edge a length. A special role will be played by the degenerate
case of a loop whose single edge is assigned length 0, which we call L. The length len(X) of X is
given by
∑
e∈E `(e).
We now define a distance between directed multigraphs with edge lengths X = (V,E, r, `) and
X ′ = (V ′, E′, r′, `′) in such a way that they are close if there is a graph isomorphism from X to X ′
which changes the lengths very little. Specifically, let Isom(X,X ′) be the set of graph isomorphisms
from X to X ′, that is pairs of bijections f from V to V ′ and g from E to E′ such that, for all e ∈ E,
r′(g(e)) = (f(r1(e)), f(r2(e))). Then set
d~G(X,X
′) = inf
(f,g)∈Isom(X,X′)
sup
e∈E
|`(e)− `′(g(e))|.
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Note that if X and X ′ do not have the same graph structure, then Isom(X,X ′) is empty and
d~G(X,X
′) is set to infinity. Let ~G be the set of (isometry classes of) directed multigraphs with edge
lengths. Then (~G, d~G) is a Polish space.
Let Ci(n) for i ≥ 1 be the strongly connected components of ~G(n, p), listed in decreasing order
of size, breaking ties by increasing order of the lowest labelled vertex. We view these strongly
connected components as directed multigraphs with edge lengths, by assigning to each edge a
length of 1, and then removing all vertices with degree 2 and merging their corresponding edges
into paths of length greater than 1. In the case of a strongly connected component which consists
of a single directed cycle with k ≥ 2 vertices, we think of it as a loop of length k. Similarly, we
think of isolated vertices as loops of length 0. Finally, since there are at most n components, we
complete the list with an infinite repeat of L, the loop of length 0.
We can now state our main theorem.
Theorem 1.3. Suppose p = p(n) = 1n +λn
−4/3 + o(n−4/3). There exists a sequence C = (Ci, i ∈ N)
of random strongly connected directed multigraphs with edge lengths such that, for each i ≥ 1, Ci is
either 3-regular or a loop, and such that(
Ci(n)
n1/3
, i ∈ N
)
(d)−→ (Ci, i ∈ N) (1)
with respect to the distance d defined by
d(A,B) =
∞∑
i=1
d~G(Ai, Bi),
for A,B ∈ ~GN.
In particular, the limit object C has finite total length. We will show later that C has only
finitely many complex components (i.e. components which are not loops). So Theorem 1.3 implies
the convergence in distribution of the number of complex components of ~G(n, p), their rescaled
numbers of vertices, and their excesses (where the excess of a component is given by its number of
edges minus its number of vertices). This, in particular, significantly strengthens Theorems 13 and
14 of [16]. Finally, we also show that, if we ignore the edge lengths, then any fixed finite sequence
of 3-regular strongly connected directed multigraphs occurs with positive probability.
We defer a proper description of C, which is rather involved, to Section 4 below. As is the
case for (Ai, i ∈ N), the (Ci, i ∈ N) are derived from the R-trees encoded by the excursions of W λ.
However, the strongly connected components (Ci, i ∈ N) are much simpler objects than (Ai, i ∈ N)
which, for example, have a rich fractal structure coming from their relationship to the Brownian
continuum random tree. A closer analogy is obtained by instead looking at the scaling limit of a
special subgraph of G(n, p): its core. The core of a graph is defined to be the maximal subgraph of
minimum degree 2, and consists of the the vertices and edges which lie in cycles, as well as those
in paths joining cycles. (It can be obtained by successively deleting leaves and their incident edges
from the graph until no leaves remain.) It is possible to define an analogous notion of a core for the
scaling limit A of the critical random undirected graph. This comprises the cycle structure created
by the point-identifications we make in the R-trees encoded by the excursions of W λ. Indeed, for
each i ≥ 1, core(Ai) is an undirected multigraph with edge-lengths which is empty if there are no
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point-identifications, is a loop if there is a single point-identification, and is otherwise 3-regular.
The directed multigraphs with edge lengths (Ci, i ∈ N) are similarly obtained by making (a different
collection of) point-identifications in the R-trees encoded by the excursions of W λ. In this context,
a single R-tree may give rise to one or more strongly connected components, or indeed none. The
fact that we obtain an `1 convergence in Theorem 1.3, comes from the property that for very small
σ, an R-tree with the same distribution as Tσ is very unlikely to produce any strongly connected
components at all.
The rest of this paper is structured as follows. In Section 2, we introduce some standard
terminology and then describe the depth-first exploration which we use in order to understand the
directed graph ~G(n, p). A key role is played by a particular class of edges known as back edges,
and we discuss back edges in both the discrete and continuum settings in Section 3. In Section 4,
we prove some useful properties of the scaling limit C. Section 5 contains the proof of Theorem 1.3.
In Section 6, we prove the further properties of the scaling limit mentioned immediately after the
main theorem.
2 Some graph theory
2.1 Basic terminology
We recall here some elementary graph theoretic terminology which we will use throughout the
paper.
Directed graphs and strongly connected components. Let ~G be a directed graph. For a
directed edge (x, y) of ~G, we say that x is the tail of the edge and y is its head. For two vertices x
and y, we also say that x is a parent of y (and y is a child of x) if there is an edge from x to y, and
that x is an ancestor of y (and y is a descendant of x) if there is a directed path from x to y.
A directed graph ~G is strongly connected if for every pair {u, v} of distinct vertices of ~G there
exists a directed path from u to v and a directed path from v to u. For a general directed graph
~G, its strongly connected components are the maximal strongly connected subgraphs. The strongly
connected components partition the vertex set but note that, unlike for undirected graphs, edges
of ~G may lead from one strongly connected component to another.
Trees and plane trees. A discrete tree is a connected undirected graph T with no cycles. For
two vertices x and y in T , we write [[x, y]] for the unique path between x and y. Our trees will often
be rooted at a specified vertex ρ. This allows us to think of T as a directed graph, by orienting all
of its edges away from ρ.
A planar ordering, also known as topological sort, of a rooted tree T is any total order > on
its vertex set such that every directed edge (u, v) of T is “increasing”, in the sense that v > u. A
rooted plane tree is then a rooted tree endowed with a planar ordering.
Directed multigraphs. Recall the definition of a directed multigraph from the introduction.
Directed multigraphs have the same notion of ancestor and descendant as directed graphs, and
have strongly connected components in the same way. Note that the loop is strongly connected.
The excess of a strongly connected directed multigraph (V,E, r) is defined to be |V | − |E|. If the
excess is strictly positive then we say that the multigraph is complex.
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2.2 The exploration process
The strongly connected components of any directed graph can be found in time which is linear in
the sum of the sizes of the vertex and edge sets, by using various algorithms. Several linear-time
algorithms, including Tarjan’s algorithm [19] and the so-called path-based algorithms (see [7] for
an example), rely on a depth-first search, that is a procedure which consists in exploring the graph
in such a way that, after we visit a vertex, we visit all of its as-yet unseen descendants before
backtracking. Broadly speaking, as we traverse the graph, some information is kept in the form of
a stack, which allows us to determine the strongly connected components.
For our study of ~G(n, p), we use a variant of these ideas to give a simple algorithm which does
not directly yield the strongly connected components, but instead uses the fact that the vertex set
is [n] to give a specific plane spanning forest which will be a key part of the structure of the strongly
connected components. We use the now-standard ordered depth-first search exposed, for example,
in [2], but with the modification that we only allow ourselves to follow edges in the direction of
their orientation. Let us give a precise definition of the construction and, along the way, remind the
reader of the depth-first exploration for undirected graphs. Let ~G (resp. G) be any directed graph
(resp. undirected graph) on [n]. Inductively on i ∈ {0, . . . , n}, we define an ordered list Oi of open
vertices (the stack) which have been seen but not yet explored, and a set Ai of explored vertices:
• i = 0: let O0 = (1) and A0 = ∅.
• Induction step: given Oi and Ai, let vi be the first vertex of Oi and let Ai+1 = Ai ∪{vi}. Let
Ni be the set of out-neighbours (resp. neighbours) of vi which are not in Oi ∪ Ai. Construct
Oi+1 by removing vi from Oi, and adding in the elements of Ni in increasing order (such that
the smallest element of Ni is now at the start of Oi+1. If, however, this leads to Oi+1 = ∅,
then add to it the smallest element of {1, . . . , n} \ Ai+1.
This procedure builds a directed spanning forest F ~G of ~G, by saying that two vertices x and y
are linked by an edge from x to y if there exists i for which x = vi and y ∈ Ni. We call F ~G the
forward depth-first forest of ~G.
We also obtain a total order of [n], given by (v0, . . . , vn−1), and which is a planar ordering of
F ~G, in the sense that it is a topological sort of each of each its trees and it also functions as a total
order on the set formed by the trees. From this, the edges of ~G are partitioned into two categories:
the forward edges, which are increasing for this order, and the back edges, which are decreasing.
The forward edges can themselves also be separated into two groups: those which are edges of F ~G,
and those which are not, which we call surplus edges. (In the case of the undirected graph G, we
still get a forest FG, but all edges of G are either part of the forest or are surplus edges.)
The combination of forward edges and back edges is what creates the strongly directed compo-
nents of ~G. Notice in particular that, since there are no forward edges going between different trees
of F ~G, each strongly connected component lies within a single such tree. Moreover, since strongly
connected components are made of cycles, any strongly connected component with at least two
vertices must contain at least one forward and one back edge. As a consequence of the forthcoming
Proposition 3.1, if such a component does not contain a surplus edge, then it must contain an
ancestral back edge – that is one which goes from a vertex to one of its ancestors. We deduce from
this a useful bound: the number of strongly connected components of ~G is smaller than the sum of
its numbers of surplus edges and ancestral back edges.
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Figure 2: The planar embedding of exploration forest of the graph in Figure 1. Surplus edges
and back edges are then dotted, and respectively straight and curved. (The strongly connected
components have vertex sets {3, 6, 9, 10, 14, 16}, {1, 2, 5, 17}, {7, 11}, {4}, {8}, {12}, {13} and {15}.)
Note that the surplus edges of G are taken from the set of edges permitted by F ~G, which are
the pairs (u, v) such that there exists i such that u and v are both in Oi. In this case, v is a
sibling of an ancestor of u which occurs later in the planar ordering.1 In fact, given F ~G, we can
add or remove any permitted edge to ~G, and this will not change F ~G. The same holds true for
back edges. Thus, conditionally on F ~G(n,p), the permitted surplus edges and back edges of ~G(n, p)
appear independently with probability p. This leads to the following proposition, which allows us
to relate ~G(n, p) to G(n, p) by their explorations.
Proposition 2.1. For any directed graph ~G on [n] we call ~Gfwd the undirected graph whose edges
are the forward edges of ~G. We then have the following:
(i) F ~G(n,p)
(d)
= FG(n,p)
(ii) (~G(n, p))fwd
(d)
= G(n, p)
(iii) One can couple G(n, p) and ~G(n, p) in the following way: first sample G(n, p), which creates
in particular a depth-first ordering on {1, . . . , n}. Then let ~Gfwd(n, p) = G(n, p), and add to
it each of the possible back edges (vi, vj) for j < i independently with probability p.
1Note also that F~G determines the exploration process fully, so defining the permitted edges using the Oi is
unambiguous.
7
Proof. The proof of (i) is straightforward by induction: notice that, in the explorations of both
~G(n, p) and G(n, p), for all i, given Oi and Ai, the neighbourhood Ni contains each element of
{1, . . . , n} \ (Oi ∪Ai) independently with probability p. Thus, each step of the forward exploration
of ~G(n, p) has the same distribution as the corresponding step of the depth-first exploration of
G(n, p), and in particular the forests they build have the same distribution.
Part (ii) is obtained by observing that, both for ~G(n, p) and G(n, p), given the exploration forest,
each permitted surplus edge is present independently with probability p. Similarly, (iii) follows from
the fact that, given ~Gfwd(n, p), each back edge is present independently with probability p.
This proposition motivates the study of a process which adds back edges to trees. The next
section will formalise this, especially for the continuum trees which arise in the scaling limit of
G(n, 1/n+ λn−4/3).
3 Back edges on discrete and continuum trees
3.1 The discrete case
Let T = (V (T ), E(T )) be a finite rooted plane tree, with root ρ. Recall that for two vertices x and
y of T , [[x, y]] is the path between x and y. We think of T as a directed graph, by orienting all the
edges away from ρ.
Consider a set B of additional edges between elements of V (T ) which go backwards for the
planar order. Such an edge is called ancestral if it leads from a vertex v to an ancestor of v. We
sort some of the elements of B into generations and colour the tree as follows.
• Generation 1: let ((x1i , y1i ), i ∈ {1, . . . , N(1)}) be the edges of B which are ancestral, sorted
in increasing planar order, and declare S1 =
⋃N(1)
i=1 [[ρ, x
1
i ]] to be the subset of colour 1.
• For n ∈ N, let the edges of generation n+ 1 be the elements ((xn+1i , yn+1i ), i ∈ {1, . . . , N(n+
1)}) of B such that yn+1i ∈ Sn, again listed in increasing planar order. Then declare Sn+1 =⋃N(n+1)
i=1 [[ρ, x
n+1
i ]] \ Sn to be the subset of colour n+ 1.
Let ln be the number of vertices in Sn.
Proposition 3.1. Let X be the directed graph obtained by taking T (with edges directed away from
ρ) and adding all the edges of B. Let X∗ be the subgraph of X where we remove any element of B
that is not of the type (xni , y
n
i ) for some n ∈ N and 1 6 i 6 N(n). Then X and X∗ have the same
strongly connected components.
Proof. By definition, if an element (x, y) of B belongs to a strongly connected component of X,
then it is possible to reach an ancestor of x starting from y and following edges of X. One of these
edges is then necessarily an ancestral back edge, and then by induction, all the back edges on this
path are in X∗.
This seemingly innocuous lemma is, in fact, a key tool for us. Indeed, if T is taken to be a large
tree of F ~G(n,p) (meaning it has size of order n2/3), and B is the set of back edges of ~G(n, p) which
join elements of T , then B has size of order n1/3. However, as we will see later, the number of back
edges in X∗ remains of order 1. This means that the reduction from X to X∗, while not changing
the strongly connected components, allows us to ignore the majority of the back edges at no cost.
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3.2 The continuum case
3.2.1 R-trees and notation
We recall here some basic terminology about R-trees; more information concerning their use in
probability may be found in the survey paper [14]. An R-tree is any metric space (T , d) such that
• For all x, y ∈ T , there exists a unique distance-preserving map φx,y from [0, d(x, y)] into T
such φx,y(0) = x and φx,y(d(x, y)) = y. We write [[x, y]] for the image of φx,y.
• For all continuous and one-to-one functions c: [0, 1]→ T , we have
c([0, 1]) = [[c(0), c(1)]].
Our R-trees will be typically be rooted, which means we distinguish a point of T called the root,
usually denoted ρ. For x, y ∈ T , we say that x is an ancestor of y, or that y is a descendant of x,
if x ∈ [[ρ, y]], and we call the the point x ∧ y such that [[ρ, x]] ∩ [[ρ, y]] = [[ρ, x ∧ y]] the most recent
common ancestor of x and y. The degree of a point x ∈ T is the number of connected components
of T \ {x}. If x has degree 1 we call it a leaf.
The R-trees we encounter will be all be encoded by functions. A function f : [0, σ] → R+
is called an excursion function if it is continuous and f(x) = 0 if and only if x = 0 or σ. Let
fˆ : [0, σ]2 → R+ be defined by fˆ(x, y) = min
s∈[x,y]
f(s). Then f encodes a pseudo-distance df on [0, σ],
defined by df (x, y) = f(x) + f(y)− 2fˆ(x, y), and an R-tree Tf , defined by
Tf = [0, σ]/{df = 0}.
The natural projection from [0, σ] to Tf will be called pf , and we let the root of Tf be pf (0) =
pf (σ). Tf also inherits a natural total order from [0, 1] which we call the planar order. Finally, for
x, y ∈ [0, σ]2, we let x f∧ y = inf{t ∈ [x, y] : f(t) = fˆ(x, y)}.
From now on, we assume moreover that:
• f is α-Ho¨lder for some α 6 1 (with Ho¨lder constant C > 0),
• pf (x) is a leaf for almost all x ∈ [0, σ].
In the sequel, it will often be the case that the functions f we consider have unique local minima.
If this holds then the resulting R-tree Tf is binary (meaning its points all have degree at most 3).
We will later on need the following extension of the Ho¨lder property.
Lemma 3.2. For x ∈ [0, σ] and y and y′ in [x, σ], we have
|fˆ(x, y)− fˆ(x, y′)| 6 C|y − y′|α.
Proof. Assume y 6 y′. Notice that, if x
f∧ y′ 6 y then fˆ(x, y) = fˆ(x, y′), thus we can assume
x
f∧y′ ∈ (y, y′), hence fˆ(x, y′) 6 fˆ(x, y). Moreover, fˆ(x, y′) > f(y)−C|y′−y|α > fˆ(x, y)−C|y′−y|α,
and thus |fˆ(x, y)− fˆ(x, y′)| 6 C|y′ − y|α.
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3.2.2 Constructing the identifications
We now describe a random process which will give us a finite number of vertex identifications
which go backward for this planar ordering: pairs of points of the form (x, y) with x > y for the
planar ordering and an “arrow with zero length” pointing from x to y. Specifically, we will define
inductively for all n in N:
• times 0 6 sn1 < sn2 < . . . < snN(n) 6 σ, with projections xni = pf (sni );
• a subset Sn of Tf defined inductively by S1 =
⋃N(1)
i=1 [[ρ, x
1
i ]] and Sn+1 =
⋃N(n+1)
i=1 [[ρ, x
1
i ]] \ Sn;
• points yn1 , . . . , ynN(n) in Sn, which are the heads of arrows originating at the (xni , i 6 N(n)).
We start with the base case n = 1, which is a little different from the others. Let s11 < s
1
2 < . . . <
s1N(1) be the points of a Poisson random measure on [0, σ] with intensity f(x)dx, and x
1
i = pf (s
1
i )
for i 6 N(1). For each i 6 N(1), let then y1i be a uniform random point on the segment [[ρ, x1i ]], all
sampled independently from one another. Finally, let S1 =
⋃N(1)
i=1 [[ρ, x
1
i ]].
Let us now move from n ∈ N to n + 1. If N(n) = 0 then the process stops. If not, we define
for t ∈ [sn1 , σ] an evolving subset Sn(t) of Sn and its length `n(t), by induction on k for which
t 6 snk (where, for convenience, we set snN(n)+1 = σ). Sn(t) will be the set of possible heads for
an eventual back edge arising at t. For k = 1 we let Sn(sn1 ) = {xn1} and, assuming we are given
Sn(t) up to t = snk , for t ∈ (snk , snk+1] we let Sn(t) = Sn(snk) ∪ (Sn ∩ [[xnk , xnk ∧ pf (t)]]). Now let
sn+11 < . . . < s
n+1
N(n+1) be the arrival times of a Poisson point process on [s
n
1 , σ] of intensity `n(t)dt,
and let yn+1i be uniform on the finite length space Sn(sn+1i ), independently of the everything else.
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Figure 3: The first two generations of identifications on a tree. Lengths of the segments are
represented by a, . . . , t for the next figures.
Observe that we necessarily have s11 6 s21 6 . . . 6 σ (so that, in particular, the first back edge
in the planar ordering is always ancestral). It is, however, in principle possible for the sequence
(sn1 )n≥1 to accumulate, with the consequence that there are infinitely many back edges. That this
is not the case, but that rather N(n) = 0 for some finite n, is a consequence of the following lemma.
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Lemma 3.3. For all n ∈ N and t ∈ [sn1 , σ], we have `n(t) 6 C(t− sn1 )α.
Proof. Fix n ∈ N. We prove this by induction on k such that t 6 snk . The result is clear for k = 1
since `n(s
n
1 ) = 0 and, assuming that it is true for all t ∈ [sn1 , snk ] for some 1 6 k 6 n, then for
t ∈ [snk , snk+1], we get that `n(t)− `n(snk) is smaller than or equal to the length of [[xnk , xnk ∧ pf (t)]],
which is f(snk) − fˆ(snk , t). By the induction hypothesis and Lemma 3.2, we then have `n(t) 6
C(snk −sn1 )α+C(t−snk)α. Since α 6 1, the α-th power is subadditive and so `n(t) 6 C(t−sn1 )α.
In order to see that the process terminates, we argue as follows. By Lemma 3.3, we have for all
n ∈ N,
P[N(n+ 1) > 0|N(n) > 0] 6 P[X 6 1− sn1 |N(n) > 0] 6 P[X 6 1] < 1
where X is the first arrival time of a Poisson point process with rate Ctαdt. Hence, P[N(n) > 0] 6(
P[X 6 1]
)n
and so almost surely there exists an n such that N(n) = 0.
Remark 3.4. It is also possible to build the pairs (sni , y
n
i ) without the generational structure, i.e.
realising them as
(
(si, yi), 1 6 i 6 N
)
, with (say) increasing first co-ordinate. This is done by
setting s0 = 0 and then, inductively for i ≥ 0, taking si+1 to be the first arrival time of a Poisson
process on [si, σ] with local rate at time t given by
i∑
k=1
(
f(sk)− fˆ(sk−1, sk)
)
+ f(t)− fˆ(t, si),
and finishing the construction if we reach time σ. Write xi = pf (si) for 1 6 i 6 N . Then note that
the above expression is the length of the subtree of Tf spanned by the leaves xj for j 6 i and pf (t);
we let yi be uniform on this subtree for all i.
Using this point of view, it follows straightforwardly that
P[N = n, si ∈ dti ∀i 6 n] =
n∏
k=1
(
k∑
i=1
f(ti)− fˆ(ti−1, ti)
)
× exp
−∫ σ
0
(
f(t)− fˆ(tI(t), t) +
I(t)∑
i=1
(
f(ti)− fˆ(ti−1, ti)
))
dt
dt1 . . . dtn,
where t0 = 0 and, for t ∈ [0, σ], I(t) = max{i : ti < t}.
3.2.3 The resulting strongly connected components
Let T colf =
⋃∞
n=0 Sn be the subtree formed by all coloured points, and quotient it by the equivalence
relation ∼ which identifies xni and yni for n ∈ N and i ∈ {1, . . . , N(n)}, to obtain a rooted metric
space
Mf = T colf / ∼ .
Since T colf has only finitely many leaves, we may also viewMf as a finite rooted directed multigraph
Mf whose edges are endowed with lengths: the vertices of Mf are the images of the (y
i
n) and of the
branchpoints of Tf , and the directions are inherited from T colf (which we always think of as having
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edges directed away from the root). We observe that, with the exception of the root (which is a leaf
almost surely), the vertices of Mf all have degree at least 3. Now remove all edges which do not lie
in a strongly connected component of Mf and delete any isolated vertices thus created. This yields
a collection of strongly connected components of minimum degree 2. If there remain vertices of
degree precisely two, we apply the following merging operation. Pick an arbitrary vertex of degree
2 and merge its two incident edges as long as they are different edges, summing their lengths. This
yields a collection Cf of strongly connected directed multigraphs with edge-lengths, as illustrated
in Figure 4.
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Figure 4: A representation ofMf if all the identifications were given in Figure 3, and the resulting
strongly connected components.
4 The scaling limit
4.1 Excursions of Brownian motion with parabolic drift
Let (W (t), t > 0) be a standard Brownian motion. For λ ∈ R and t > 0, let W λ(t) = W (t)+λt−t2/2
and let W λ(t) = inf
06s6t
W λ(s). Let Bλ(t) = W λ(t) −W λ(t), and let Γλ be the set of excursions of
Bλ.
Proposition 4.1. For α ∈ {2, 3}, we have E
[∑
γ∈Γλ |γ|α
]
<∞ a.s.
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The α = 2 case is Lemma 25 of Aldous [3], which we extend here to α = 3. Our method also
works for all α > 3/2 but we omit the details for the sake of brevity. We first need a standard
result on moments of hitting times of Brownian motion with constant drift.
Lemma 4.2. For µ > 0 and b > 0, let T (b, µ) = inf{t > 0 : W (t)− µt = −b}. Then we have
E[T (b, µ)] =
b
µ
and E[
(
T (b, µ)
)2
] =
b(1 + bµ)
µ3
Proof. The Laplace transform of T (b, µ) is given by
E[e−θT (b,µ)] = exp
(
bµ− b
√
µ2 + 2θ
)
, θ > 0
(see, for example, in Exercise 5.10 in Chapter 3 of [11]) and the first two moments of T (b, µ) follow
from differentiating twice.
Proof of Proposition 4.1. Let γ be an excursion of Bλ, and l and r its endpoints. We have
|γ|3 = 3
∫ r
l
(r − t)2dt.
If we write, for t > 0, Ht = min{s > 0 : Bλ(t+ s) = 0}, we then have∑
γ∈γλ
|γ|3 = 3
∫ ∞
0
H2t dt
and so we only need to prove that
∫∞
0 E[H
2
t ]dt <∞. To do this we split the integral into
∫ τ
0 E[H
2
t ]dt
and
∫∞
τ E[H
2
t ]dt where τ = max(0, 2λ+ 1).
For t > max(0, λ) and s > 0, we have λs− (t+ s)2/2 + s2/2 6 (λ− t)s. Thus, conditionally on
Bλ(t), we get that Ht is stochastically dominated by T (B
λ(t), t− λ), which leads to
E[Ht | Bλ(t)] 6 B
λ(t)
(t− λ)2 and E[(Ht)
2 | Bλ(t)] 6 B
λ(t)(1 + (t− λ)Bλ(t))
(t− λ)3 .
In particular, we have
∫ ∞
τ
E[H2t ]dt 6
∫ ∞
τ
E[Bλ(t)] + (t− λ)E
[(
Bλ(t)
)2]
(λ− t)3 dt.
However, it is also established in the proof of Lemma 25 of [3] that, for t > 2λ, the random variable
Bλ(t) is stochastically dominated by an exponential variable with parameter t− 2λ, implying that
E[Bλ(t)] 6 1/(t− 2λ) and E[(Bλ(t))2] 6 (1− 2λ+ t)/(t− 2λ)2. In consequence, ∫∞τ E[H2t ]dt <∞.
To bound
∫ τ
0 E[H
2
t ]dt, notice that we have Ht 6 τ − t+Hτ 6 τ +Hτ for t 6 τ . Hence,
E[H2t ] 6 τ2 + 2τE[Hτ ] + E[H2τ ] <∞
6 τ2 + 2τ E[B
λ(τ)]
τ − λ +
E[Bλ(τ)]
(τ − λ)3 +
E[(Bλ(τ))2]
(τ − λ)2 ,
and this uniform upper bound is finite since Bλ(τ) is stochastically dominated by an exponential
variable which has moments of all orders. It follows that we do indeed have
∫ τ
0 E[H
2
t ]dt <∞.
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4.2 Bounds for a single tree
Let σ > 0. We let f = 2e˜(σ) be a tilted Brownian excursion with length σ, whose distribution is
determined by
E[g(e˜(σ))] =
E
[
g
(√
σe(·/σ)) exp(σ3/2 ∫ 10 e(x)dx)]
E
[
exp
(
σ3/2
∫ 1
0 e(x)dx
) ] ,
for any non-negative measurable function g, where e is a standard Brownian excursion. We perform
the construction detailed in Section 3.2, defining the R-tree Tσ (we now replace the subscript f by
σ since henceforth all of our coding functions will be of this type), performing Nσ(n) identifications
at the n-th generation for n ∈ N and thus building the directed multigraph with edge lengthsMσ.
The following proposition will enable us to control the number of strongly connected components
of Mσ.
Proposition 4.3. Let c = E[
∫ 1
0 e(t)dt] = F
′(0) where F (z) = E[ez
∫ 1
0 e(t)dt] is the moment gen-
erating function of the Airy distribution, which is an entire function [10]. We have the following
asymptotics: as σ → 0,
(i) P[Nσ(1) = 0] = 1− 2cσ3/2 +O(σ3)
(ii) P[Nσ(1) = 1, Nσ(2) = 0] = 2cσ3/2 +O(σ3)
(iii) P[Nσ(1) > 2 or Nσ(2) > 1] = O(σ3).
Moreover,
(iv) sup
σ>0
σ−3E[Nσ(1)1{Nσ(1)>2}] <∞.
Proof. Instead of working with e˜(σ), we express the probabilities in terms of a standard Brownian
excursion e and its area A = ∫ 10 e(t)dt. For (i), recalling that Nσ(1) follows, conditionally on ˜e(σ),
a Poisson distribution with parameter
∫ σ
0 2e˜
(σ)(x)dx, we have
P[Nσ(1) = 0] =
E
[
e−σ
3/2
∫ 1
0 2e(t)dteσ
3/2
∫ 1
0 e(t)dt
]
E
[
eσ
3/2
∫ 1
0 e(t)dt
] = F (−σ3/2)
F (σ3/2)
= 1− 2cσ3/2 +O(σ3).
We begin (ii) and (iii) by computing
P[Nσ(1) = 1] =
E
[
2σ3/2Ae−σ3/2A
]
E
[
eσ
3/2A] = 2σ3/2F ′(−σ3/2)F (σ3/2) = 2σ3/2(c+O(σ3/2))1 +O(σ3/2) = 2cσ3/2 +O(σ3).
Next, we write
P[Nσ(1) = 1, Nσ(2) = 0] =
E
[
e−2σ3/2Aσ3/2
∫ 1
0 2e(x) exp
(
−σ3/2 ∫ 1x 2(e(x)− eˆ(x, y)dy)dx]
E[eσ3/2A]
.
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Using |1− e−u| 6 u for u > 0, we obtain
P[Nσ(1) = 1]− P[Nσ(1) = 1, Nσ(2) = 0] 6 4σ3E
[
e−2σ
3/2A
∫ 1
0
e(x)dx
∫ 1
x
(e(x)− eˆ(x, y))dy
]
6 4σ3E
[∫ 1
0
(e(x))2dx
]
.
Now note that
∫ 1
0 (e(x))
2dx has finite expectation because it is smaller than (sup e)2, which is indeed
integrable (sup e has sub-Gaussian tails, see [13]). So the above quantity is O(σ3). This finishes
the proof of both (ii) and (iii).
Finally, since Nσ(1) is integer-valued, we have
E[Nσ(1)1{Nσ(1)>2}] = E[Nσ(1)]− P[Nσ(1) = 1]
=
E[2σ3/2Aeσ3/2A]
E[eσ3/2A]
− P[Nσ(1) = 1]
=
2σ3/2
(
F ′(σ3/2)− F ′(−σ3/2))
F (σ3/2)
.
This proves that E[Nσ(1)1{Nσ(1)>2}] = O(σ3) as σ → 0, but we also want the bound as σ tends to
infinity. To this end, we write
E[Nσ(1)1{Nσ(1)>2}] 6 2σ3/2
F ′(σ3/2)
F (σ3/2)
and simply aim to prove that F ′(x) = O(xF (x)) as x→∞. Quoting [10, Section 7], we have
F (x) =
∞∑
n=0
anx
n,
where
an ∼
n→∞
3
√
2
(n− 1)!
( n
12e
)n/2
.
The desired domination will follow from the fact that (n+1)an+1an−1 (the ratio of the coefficients of x
n
in F ′(x) and xF (x) ) is uniformly bounded for n > 1, which is true, since the sequence in fact
converges:
(n+ 1)an+1
an−1
∼ n+ 1
n(n− 1)
1
12e
(n+ 1)(n+1)/2
(n− 1)(n−1)/2 ∼
1
12e
(n+ 1)n/2
(n− 1)n/2 →
1
12
.
This completes the proof.
4.3 Two properties of the scaling limit
Let (σ1, σ2, . . .) be the lengths of the excursions of B
λ, listed in decreasing order. For each i > 1, let
Di be an independent copy ofM2e˜(σi) and let D =
⋃∞
i=1Di. We think of D as a countable directed
multigraph with edge lengths.
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Theorem 4.4. The number of complex connected components of D has finite expectation.
Proof. We abuse notation slightly and call Nσi(n) the number of n-th generation identifications in
Di for n ∈ N. For all i ≥ 1, let Ki be the number of complex components in Di. Each complex
component contains at least one ancestral back edge and so Ki 6 Nσi(1). Furthermore, if there is
exactly one ancestral back edge, at least one back edge must be present in the second generation in
order to obtain a complex component, so that P[Ki = 1] 6 P[Nσi(1) = 1, Nσi(2) > 1] + P[Nσi(1) >
2]. Hence, by (ii) and (iv) from Proposition 4.3,
E[Ki |σi] = P[Ki = 1 |σi] + E[Ki1Ki>2 |σi]
6 P[Nσi(1) = 1, Nσi(2) > 1 |σi] + P[Nσi(2) > 2 |σi] + E[Nσi(1)1{Nσi (1)>2} | σi]
6 Cσ3i
for some C > 0. Thus,
E
[ ∞∑
i=1
Ki
]
6 CE
[ ∞∑
i=1
σ3i
]
<∞.
The following property of D is not surprising, but requires proof.
Proposition 4.5. The strongly connected components of D all have different lengths a.s.
This follows straightforwardly from the following lemma, in which we work on a single tree.
Lemma 4.6. Let σ > 0. Then
(i) for all x > 0,
P[Mσ has a strongly connected component of length x] = 0
(ii)
P[Mσ has two strongly connected components with equal lengths] = 0.
Proof. Let e˜(2σ) be the excursion function encoding the tree Tσ from whichMσ is obtained, let the
selected leaves be (xi, i ∈ {1, . . . , N}), and let C(σ)1 , . . . , C(σ)K be the strongly connected components
ofMσ, ordered by the order of appearance of their first elements in the planar ordering of Tσ. For
each k ∈ N, on the event where k 6 K, let Ek = {i ∈ {1, . . . , N} : xi ∈ C(σ)k } be the set of indices
of the leaves implicated in the construction of the kth strongly connected component, let uk =
xminEk ∧ xmaxEk be the MRCA of those leaves, let ρk = sup{x ∈ [[ρ, uk]] : ∃j 6= k, x ∈ C(σ)j } be the
root of the subtree giving rise to the kth strongly connected component, and let Tk =
⋃
i∈Ek [[ρk, xi]]
be that subtree. Finally, let nk = #{i ∈ Ek, zi ∈ [[ρk, uk]]}, be the number of heads along the
line-segment separating ρk from uk. Notice then that the length of C(σ)k is exactly that of Tk, minus
the initial part between ρk and the first yi to be encountered. However, since the yi are chosen
uniformly from the length measure, this means that [[ρk, uk]] is split according to a Dirichlet variable
with nk + 1 components. Specifically, we have
len(Tk)− len(C(σ)k ) = (f(uk)− f(ρk))∆k1
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Figure 5: For point (i), focusing on the second component, T2 contains the leaves s3, s4, s5, and
the length of its initial segment f(u2) − f(ρ2) is split by a Dirichlet(1, 1, 1) into (a, b, c). For (ii),
conditioning on ρ2 being in T1, then this split is still (1, 1, 1).
where, conditionally on nk, Z
k
1 is the first component of a vector ∆
k = (∆k1, . . . ,∆
k
nk+1
) which has
Dirichlet(1, . . . , 1) distribution. Since Dirichlet distributions have a density, we obtain
P[len(C(σ)k ) = x | k 6 K, len(Tk), f(uk), nk] = 0,
and integrating and taking the union over all k gives us (i).
To prove (ii), consider two integers k and l. If k 6 K and l 6 K, let
Ak = {ρk 6∈ C(σ)l }
and
Al = {ρl 6∈ C(σ)k }.
Observe that P[Ak ∪Al] = 1, since C(σ)k and C(σ)l do not intersect. Now, on the event Al, Tk and Tl
intersect either at point ρk or not at all, and we can still write
len(Tk)− len(C(σ)k ) = (f(uk)− f(ρk))∆l1
where, conditionally on Tl, nk and the event Al, ∆l1 is the first component of a Dirichlet(1, . . . , 1)
vector. This means that the length of C(σ)k has a (conditional) density, and integrating, we get
P[len(C(σ)k ) = len(C(σ)l ) | Al, k, l 6 K] = 0.
Symmetrising then yields that
P[len(C(σ)k ) = len(C(σ)l ) | k, l 6 K] = 0,
and taking a countable union yields (ii).
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Proof of Proposition 4.5. We label the strongly connected components of D in such a way that, for
i ∈ N, those which belong to Di are called Ci,1, . . . , Ci,Ki . Consider Ci,k and Cj,l for i, j, k, l in N. We
can assume i 6= j as the case where i = j has already been treated. Conditionally on the excursion
lengths (σi, i ∈ N), Ci,k and Cj,l are independent and we have P[len(Ci,k) = x] = 0 for all x > 0.
Thus we have P[len(Ci,k) = len(Cj,l) | len(Cj,l)] = 0, and integrating to remove the conditioning
yields P[len(Ci,k) = len(Cj,l)] = 0, ending the proof.
5 Convergence of the strongly connected components
For n ∈ N, let p = p(n) such that p = 1/n+λn−4/3 +o(n−4/3) as n→∞. Recall that (Ci(n), i ∈ N)
are the strongly connected components of ~G(n, p), listed in decreasing order of size (with ties broken
by using the increasing order of smallest vertex-label), where we treat isolated vertices as copies of
the loop of zero length, and additionally append infinitely many copies of the loop of zero length.
Let (Ci, i ∈ N) be the strongly connected components of D, listed in decreasing order of length. If
there are only finitely many such components, we append an infinite sequence of copies of the loop
of zero length.
We restate the main theorem.
Theorem 1.3. (
Ci(n)
n1/3
, i ∈ N
)
(d)−→ (Ci, i ∈ N)
with respect to the distance d defined by
d(A,B) =
∞∑
i=1
d~G(Ai, Bi),
for A,B ∈ ~GN.
The aim of this section is to prove this theorem. We begin by discussing some topological issues
related to d~G . We then prove a series of preliminary results, before finally turning to the proof of
Theorem 1.3.
5.1 d~G and the Gromov–Hausdorff distance
Recall from the introduction the definition of directed multigraphs with edge lengths, and for two
such objects X = (V,E, r, `) and X ′ = (V ′, E′, r′, `′), their distance is defined by.
d~G(X,X
′) = inf
(f,g)∈Hom(X,X′)
sup
e∈E
|`(e)− `′(g(e))|
Elements of ~G can also be viewed as metric spaces, by thinking of each edge as a line segment
and forgetting the orientation of the edges. This means that we can also compare them by using the
Gromov–Hausdorff distance dGH (see Chapter 7 of [4] for an introduction to the Gromov–Hausdorff
distance and its use). The resulting topology is however weaker, as the following lemma shows.
Lemma 5.1. For X ∈ ~G and X ′ ∈ ~G, we have
dGH(X,X
′) 6 1
2
|E| d~G(X,X ′)
18
Proof. If X and Y do not have the same graph structure, then d~G(X,X
′) =∞ and the statement
holds trivially. If they do have the same graph structure, then, up to applying an optimal iso-
morphism (f, g), we can assume that they have the same vertex and edge sets: X = (V,E, r, `)
and X ′ = (V,E, r, `′), where the length assignments ` and `′ are such that supe∈E |`(e) − `′(e)| =
d~G(X,X
′). We let φ be the natural bijection from X to X ′ when viewed as metric spaces, which
acts identically on V and follows the edges “linearly”. Viewing φ as a correspondence (again, see
Chapter 7 of [4]), its distortion can be bounded above by∑
e∈E
|`(e)− `′(e)| 6 |E| sup
e∈E
|`(e)− `′(e)| = |E| d~G(X,X ′).
In the case of trees, it can be possible to recover a convergence for d~G from a pointed Gromov-
Hausdorff convergence (see [17] for a definition).
Proposition 5.2. Fix k ∈ N. For n ∈ N, let (Tn, n ∈ N) (resp. T ) be R-trees with roots ρn (resp.
ρ) and k selected distinct leaves (xi,n, 1 6 i 6 k) (resp. (xi, i 6 k)). Then let
T n =
k⋃
i=1
[[ρn, xi,n]]
be the subtree spanned by the k selected leaves and the root (and define T similarly). View it as
an element of ~G by taking as vertices the root, the leaves, and all the branch points, orienting each
edge away from ρn (resp. ρ) and giving each edge the length of its corresponding metric path.
Suppose that (Tn, ρn, x1,n, . . . , xk,n) converges to (T , ρ, x1, . . . xk)) for the (k+1)-pointed Gromov–
Hausdorff topology, and that T is binary. Then T n converges to T for d~G . Specifically, the map
which sends ρn to ρ and xi,n to xi for each 1 6 i 6 k extends uniquely to a graph isomorphism,
under which the length of each edge in T n converges to that of the corresponding edge in T .
Proof. First we prove that the reduced tree (T n, ρn, x1,n, . . . , xk,n) converges for the (k+1)-pointed
Gromov–Hausdorff topology. Take a common embedding of the Tn and T in a certain compact
space (Z, d) such that Tn → T in the Hausdorff sense, ρn → ρ and xi,n → xi for all i and let us
show that we also have the Hausdorff convergence of T n to T . To do this, first notice that, for each
i ∈ {1, . . . , k}, the segment [[ρn, xi,n]] converges to [[ρ, xi]]. Now noting that any point y ∈ [[ρn, xi,n]]
satisfies d(y, ρn) + d(y, xi,n) = d(ρn, xi,n), we obtain by passing to the limit that any limit point
y of a sequence of points in [[ρn, xi,n]] satisfies d(y, ρ) + d(y, xi) = d(ρ, xi) and thus lies in [[ρ, xi]].
Conversely, any point y of [[ρ, xi]] with d(ρ, y) = t is the limit of yn ∈ [[ρn, xi,n]] with d(ρn, yn) = t
(if t = d(ρ, xi), then yn = xi,n instead).
We also have that, for each i, j ∈ {1, . . . , n}, the MRCA xi,n ∧ xj,n converges to xi ∧ xj in the
embedding above, since any limit point y must be in [[ρ, xi]] and passing the relation
2d(xi,n ∧ xj,n, xi,n) = d(xi,n, xj,n) + d(ρ, xi,n)− d(ρ, xj,n)
to the limit yields d(y, xi) = d(xi ∧ xj , xi).
The d~G convergence, with the specific isomorphism mentioned in the statement, can then be
proved by induction. The base case k = 1 is immediate, as the Gromov–Hausdorff convergence
of a line segment implies convergence of its length. Let us then focus on the induction step:
assume the proposition at rank k ∈ N, and let (Tn, n ∈ N) be rooted trees with k + 1 leaves
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(xi,n, 1 6 i 6 k+ 1) converging for the (k+ 2)-pointed Gromov–Hausdorff topology to T with root
ρ and leaves (xi, 1 6 i 6 k + 1).
Consider for all n ∈ N the subtree T kn of Tn spanned by the root and the first k leaves xi,n
with i 6 k. Then (T kn , ρn, x1,n, . . . , xk,n) converges to (T k, ρ, x1, . . . , xk) for the (k + 1)-pointed
Gromov–Hausdorff topology. By the induction hypothesis, this is also convergence for d~G and, in
particular, the graph structure of T kn is the same as that of T k for n large enough.
The graph structure of T k+1n , the tree spanned by the root and the k+1 leaves, is then determined
by that of T kn together with the knowledge of which edge of T kn contains the projection pn,k(xk+1,n)
of xk+1,n. However, pk,n(xk+1,n) converges to pk(xk+1) under the Gromov–Hausdorff convergence,
since it is the maximum (in the line segment [[ρn, xk+1]]) of xi,n ∧ xk+1,n for i 6 k and each of
those terms also converge. Thus, for n large enough, pk,n(xk+1,n) lies in the line segment of T kn
corresponding to the one in of T k containing pk(xk+1), and the map sending xi,n to xi for i 6 k+ 1
does indeed extend to a graph isomorphism.
Once we know the graph structure of T k+1n , each edge is either of the form (xi,n∧xj,n, xj,n∧xk,n)
where xi,n ∧ xj,n is an ancestor of xj,n ∧ xk,n, or (ρ, xi,n ∧ xj,n), and their lengths converge because,
as noticed earlier, the branch points xi,n ∧ xj,n can be added to the pointed Gromov–Hausdorff
convergence.
Proposition 5.3. If the connected components of a directed multigraph X all have different total
lengths, and (Xn, n ∈ N) is a sequence which converges to X for d~G, then the strongly connected
components of Xn, listed in decreasing order of length and seen as elements of ~G, converge to those
of X.
Proof. Writing X = (V,E, `), let (C1, . . . , Ck) be the strongly connected components of X, ordered
by decreasing length. For n ∈ N large enough, we have Xn = (V,E, `n), where `n(Ci) → `(Ci) as
n → ∞ for all i. In particular, for n large enough, `n(Ci) is a strictly decreasing sequence and
so (C1, . . . , Ck) is the length-decreasing sequence of strongly connected components of Xn, which
completes the proof.
5.2 The components originating from a single tree
The first part of the proof will consist in proving the convergence of the components originating from
a single tree. For m ∈ N, we take a plane tree Tm which has the distribution of a tree component of
F ~G(n,p) conditioned to have size m. We are interested in m ∼ σn2/3 so that, in particular, we have
mp2/3 → σ as m→∞. From [2], up to an unimportant relabelling of the vertices, Tm has the same
distribution as a uniform random labelled tree on [m], biased by (1− p)−a(Tm), where a(Tm) is the
number of permitted edges in Tm. We give this tree a planar embedding by rooting at the vertex
labelled 1 and then simply using the increasing order on the labels of the children of any vertex.
Let Hm : {0, . . . ,m− 1} → Z+ be the height function of Tm, such that Hm(k) is the height of the
k-th vertex in the planar order, starting with Hm(0) = 0. We define ‖Tm‖ = max06k6m−1Hm(k),
the height of the tree Tm. Theorem 15 of [2] states that(
(m/σ)−1/2Hm(b(m/σ)tc), 0 6 t 6 σ) (d)−→ (2e˜(σ)(t), 0 6 t 6 σ)
uniformly as m→∞.
As in Proposition 2.1, we include each of the
(
m
2
)
possible back edges and a(Tm) possible surplus
edges independently with probability p, and let Xm be the resulting directed graph. The aim of this
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section is to show that the rescaled strongly connected components of Xm converge in distribution
to those ofMσ. In order to do this, we will use the generational structure of back edges outlined in
Section 3.1. Specifically, let
(
(xni,m, y
n
i,m), n ∈ N, i 6 Nm(n)) be the back edges obtained with this
procedure, and call X∗m the subgraph of Xm obtained by removing any back edges which do not
form part of the generational structure, and any surplus edges. We will first show that the strongly
connected components of X∗m converge to those of Mσ, and then that Xm and X∗m have the same
strongly connected components with high probability. (In particular, we show that the surplus
edges with high probability do not play any role in creating the strongly connected components.)
5.2.1 Convergence of the marked points
Our next step is to improve the convergence of the tree Tm to include the marked points (x
n
i,m) and
(yni,m).
Proposition 5.4. There exists a realisation of Tm, Tf , Nm(n), N(n), xni,m, yni,m, xnj , ynj for all m ∈ N,
n ∈ N, and i 6 Nm(n) and j 6 N(n) on a single probability space such that Nm(n) → N(n) a.s.
for all n ∈ N as m tends to infinity, and(( σ
m
)1/2
Tm, ρ,
(
(xni,m, y
n
i,m), n ∈ N, i 6 Nm(n))
)) −→
m→∞
(
Tf ,
(
(xni , y
n
i ), n ∈ N, i 6 N(n))
))
a.s. for the (1 + 2
∑∞
n=1N(n))-pointed Gromov–Hausdorff topology.
Note that the above convergence makes sense since, for m large enough, Nm(n) = N(n) for all
n.
Proof. By Skorokhod’s representation theorem, we may assume that the convergence of ( σm)
1/2Hm
occurs almost surely. As a consequence, there exists a specific metric space (Z, dZ) and embeddings
of Tf and each ( σm)1/2Tm into Z, such that Tm converges almost surely in the Hausdorff sense to
Tf .
Let pm : [0,m] → Z be the projection of {0, . . . ,m − 1} onto ( σm)1/2Tm in order of the depth-
first exploration process, linearly interpolated (with pm(m) = pm(0)). The construction of Z can
be done in such a way that pm(
σ
m ·) converges pointwise to pf on Z, and this convergence is in
fact uniform. Indeed, dZ(pm( σmx), pm(
σ
my)) converges uniformly to f(x) + f(y)− 2fˆ(x, y), and so
the family pm(
σ
m ·) of functions is equicontinuous. So by the Arzela`–Ascoli theorem it converges
uniformly.
Building on this, we will find a probability space on which, additionally, Nm(n) → N(n),
xni,m → xni and yni,m → yni , a.s. for all i 6 N(n). This is done by induction on n ∈ N.
We start with n = 1, and first focus on the (xi,m(1), i 6 Nm(1)). Let (k1,m(1), . . . , kNm(1),m(1))
in {1, . . . ,m} be the positions of x11,m, . . . , x1Nm(1),m in the planar ordering of Tm. Since the number
of back edges originating at the k-th point has distribution Bin(Hm(k), p), and pHm(bxmc) ∼
(mσ )
−1f(x), standard results on Poisson random measures imply that Nm(1) converges in distri-
bution to N(1) and the ((mσ )
−1k1i , i 6 Nm(1)) converge in distribution to the arrival times of a
Poisson point process with intensity f(x)dx, i.e. the (s1i , i 6 N(1)). (See the proof of Lemma 19 of
[2] for a more detailed version of an essentially identical argument.) Since the projections converge
uniformly, we can apply them to obtain that x1i,m → x1i for all i 6 N(1) as well.
Still for n = 1, we may now assume that the convergence of the (x1i,m, i 6 Nm(1)) occurs almost
surely, and focus next on (y1i,m, i 6 Nm(1)). For each i, y1i,m belongs to the ancestral line of x1i,m, and
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its height is uniform on {0, . . . , d(ρ, x1i,m)−1}. Since the relation d(ρ, y1i,m)+d(y1i,m, x1i,m) = d(ρ, x1i,m)
passes to the limit, any subsequential limit in distribution of (y1i,m) must be an ancestor of x
1
i , and
its height must be uniform in [0, f(s1i )]. Thus y
1
i,m converges in distribution to a uniform ancestor
of x1i , which is none other than y
1
i .
By Skorokhod’s theorem, we may now moreover assume that all these convergences occur almost
surely.
The induction step uses the same ideas. In Tm, let Sn(m) be the subset of colour n, and
for k > kn1 , define Sn(k,m) analoguously to Sn(t): it is the part of Sn(m) encountered when
going around the tree from pm(k
n
1,m) to pm(k). We also let ln(k,m) be the number of vertices
in Sn(k,m). With the induction hypothesis, Proposition 5.2 and the Skorokhod representation
theorem, we have that the tree of the n first generations ∪ni=1Si(m) converges a.s. to ∪ni=1Si for d~G .
Moreover, since the (mσ )
−1kni,m converge to the s
n
i , Sn(bmσ tc,m) and Sn(t) take a uniformly close
amount of length of each edge, and thus ( σm)
1/2ln(bmσ tc) converges uniformly to `n(t). Since the
xn+1i,m = pm(k
n+1
i,m ) are obtained by giving to each k a Bin(ln(k), p) number of marks, we obtain that
the ((mσ )
−1kn+1i,m , i 6 Nm(n+ 1)) converge to the (sn+1i , i 6 N(n+ 1)). The argument for the heads
of the directed edges generalises similarly.
The proof of Proposition 5.4 also implies the following corollary.
Corollary 5.5. Let T colm =
⋃∞
n=1 Sn and T colf =
⋃∞
n=1 S(n) be the coloured subtrees of Tm and Tf
respectively. Then(( σ
m
)1/2
T colm , ρ,
(
(xni,m, y
n
i,m), n ∈ N, i 6 Nm(n))
)) −→
m→∞
(
T colf ,
(
(xni , y
n
i ), n ∈ N, i 6 N(n))
))
,
a.s. for the (1 + 2
∑∞
n=1N(n))-pointed Gromov–Hausdorff topology. The corresponding lengths also
converge a.s.: ( σ
m
)1/2 |T colm | −→m→∞ len(T colf ).
5.2.2 Convergence of the coloured graph
Henceforth, the generation-based structure of the back edges will no longer matter, and so we will
simplify the notation and just call the marked points ((xi,m, yi,m), i 6 Nm) and ((xi, yi), i 6 N).
Let X∗m = T colm along with all back edges (xi,m, yi,m) for i 6 Nm, and recall thatMf = T colf / ∼,
where ∼ is the equivalence relation which identifies xi with yi for i 6 N. We view them as elements
of ~G, in a way which will fit the metric on ~G. Specifically, we take the vertex set of X∗m to consist of
ρ, the heads yi,m of the back edges for i 6 Nm, and the branch points xi ∧ xj for i 6= j 6 Nm. We
take the vertices ofMf to be ρ, yi for i 6 N (note that post-identification we have xi = yi), and the
branch points xi∧xj for i 6= j 6 N . Because the Brownian continuum random tree is almost surely
binary and the law of Tf is absolutely continuous with respect to that of the Brownian continuum
random tree, T colf is also binary almost surely. It follows that Mf has 2N vertices and, as we will
see, the same must also be true for X∗m for sufficiently large m.
Proposition 5.6. ( σm)
1/2X∗m
(d)−→Mf in ~G.
Proof. We keep the setting of Proposition 5.4 and work almost surely. By Corollary 5.5,
(( σm)
1/2T colm , ρ, x1,m, . . . , xNm,m) converges for the (N+1)-pointed GH topology to (T colf , ρ, x1, . . . , xN ).
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Proposition 5.2 then makes this a convergence in ~G (taking the root, (xi,m) and branch points as
vertices). In particular they have the same underlying graph structure for m large enough.
For m large enough, no xi,m is an ancestor of a xj,m or yj,m, so the graph structure of X
∗
m
can be obtained from that of T colm by removing the xi,m and instead connecting the edge ending
in xi,m back into yi,m. Since yi,m converges to yi in the Gromov–Hausdorff convergence, it will in
particular always be on the same edge of T colm for m large. Thus the discrete structure is constant
for m large, equal to that of Mf .
Once we know the discrete structure, the lengths of all the edges then also converge since they
can be expressed in terms of the distances between the root, the (xi,m) and the (yi,m).
Adding in Propositions 5.3 and 4.5, the connected components of
(
σ
m
)1/2
X∗m, ordered by de-
creasing sizes, also converge to those of Mσ, ordered by decreasing length for d~G .
5.2.3 Surplus edges do not contribute
As mentioned before, we now want to prove that the surplus edges contribute to the strongly
connected components of Xm with vanishingly small probability. Specifically, we aim to prove the
following proposition.
Proposition 5.7.
P [Xm and X∗m have different strongly connected components]→ 0
Let R(m) be the number of surplus edges in Xm. For 1 6 i 6 R(m), let αi,m and βi,m be
the tail and head respectively of the i-th surplus edge in increasing planar order of their tails. Let
Wi(m) be the number of vertices descending from βi,m in Tm. Proposition 5.7 will follow if we can
establish that the family
(∑R(m)
i=1 Wi(m),m ∈ N
)
is tight, namely if
lim
K→∞
lim sup
m→∞
P
R(m)∑
i=1
Wi(m) > K
 = 0. (2)
Indeed, for a strongly connected component of Xm to feature a surplus edge, we need at least
one back edge to originate from a descendant of some βi,m (since any surplus edge in a strongly
connected component is part of a cycle and must thus lead to a back edge). Conditionally on∑R(m)
i=1 Wi(m) 6 K, the probability of this event is smaller than the probability that a Bin(mK, p)
variable is non-zero. Assuming (2) and fixing ε > 0, we may find a K sufficiently large that
lim sup
m→∞
P
R(m)∑
i=1
Wi(m) > K
 6 ε/3,
and m large enough such that P
[∑R(m)
i=1 Wi(m) > K
]
6 ε/2 and 1− (1− p)mK 6 ε/2 (recall that
p ∼ σ3/2m−3/2 ). Then
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P [Xm and X∗m have different strongly connected components]
6 P
R(m)∑
i=1
Wi(m) > K
+ 1− (1− p)mK 6 ε
2
+
ε
2
= ε.
As we have already mentioned, it is shown in [2] that Tm is a biased version of the uniform
labelled tree Tm on [m] (with a canonical planar embedding): for non-negative measurable test
functions f ,
E[f(Tm)] =
1
E[(1− p)−a(Tm)]E[(1− p)
−a(Tm)f(Tm)]. (3)
We recall that a(T ) denotes the the number of surplus edges permitted by the planar structure of
a tree T , called its area in [2]. We know from Theorem 12 and Lemma 14 of [2] that
(1− p)−a(Tm) (d)−→ e
∫ σ
0 e
(σ)(t)dt,
and that the sequence on the left-hand side is bounded in L2. We will prove (2) by first showing the
analogous statement for Tm. We need the following lemma, which makes use of Kesten’s tree, that
is the tree T̂ consisting of a copy of Z+ (the spine), at each point of which we graft an independent
Galton–Watson tree with Poisson(1) offspring distribution. We root the resulting infinite tree at 0.
(This is the local weak limit of Tm [8].)
Lemma 5.8. (i) Let Y(m) be the number of vertices of Tm which lie outside the largest subtree
descending from a child of the root. Then
Y(m)
(d)−→
m→∞ Y,
where Y is the number of vertices of T̂ which have no ancestors on the spine apart from the
root.
(ii) Write (vi, i ∈ {1, . . . ,m}) for the vertices of Tm in planar order. For v ∈ Tm, let Zv(m) be the
number of vertices in the subtree rooted at v. Let Yv(m) be the number of such vertices which
lie outside the largest of the subtrees rooted at a child of v. Then the (Yvi(n), n ∈ N, i 6 n)
are tight:
lim
M→∞
lim sup
n∈N
sup
i∈{1,...,n}
P[Yi(n) > M ] = 0.
Proof. It is well-known that Tm is a Galton-Watson tree with Poisson(1) offspring distribution,
conditioned to have m vertices and assigned a uniformly random labelling from [m]. Knowing
this, a proof of (i) can be found within the proof of Proposition 5.2 of [18], so we will just give
an informal argument. Let T1(n), . . . ,TD(n) be the subtrees of Tn rooted at its first generation,
with D being the degree of the root, listed in decreasing order of size. For any non-increasing
finite sequence λ of positive integers, one can show that P[(#T2(n), . . .#TD(n)) = λ] converges to
P[(#T̂2, . . . ,#T̂D) = λ], where the T̂i are defined similarly, and are well-known to be finite since
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they are off the spine of T̂. Thus, this limit is a probability distribution. Hence, the sequence
(#T2(n), . . .#TD(n)) converges in distribution, and so does its sum.
Part (ii) follows from the fact that, for all i and n, the conditional distribution of Yvi(n)
given Zvi(n) is the same as that of Y(Zvi(n)). (This is part of the Markov branching property of
conditioned Galton-Watson trees, see [9].) Hence, the distributions of all the Yvi(n) are mixtures
of the distributions of the (Y(k), k ∈ N), which form a tight sequence, and thus are also tight.
Now add to the tree Tm each of the a(Tm) permitted surplus edges independently with proba-
bility p. Conditionally on a(Tm) this yields a Bin(a(Tm), p) number of surplus edges, for which we
write R(m). Write the tails and heads of these surplus edges as ai,m and bi,m respectively, listed in
increasing planar order of ai,m, for i 6 R(m). We also write b−i,m for the parent of bi,m in Tm. Let
Wi(m) be the number of descendants of bi,m. The following lemma is a version of (2) for Tm.
Lemma 5.9.
lim
K→∞
lim sup
m→∞
P
R(m)∑
i=1
Wi(m) > K
 = 0.
Proof. Fix ε > 0. In Lemma 19 of [2], it is proved that R(m) converges in distribution as m→∞.
An identical argument shows that R(m) converges in distribution as m→∞ and, in particular, is
tight. Therefore, there exists I > 0 such that P[R(m) > I] < ε2 for all m. Moreover,
P
R(m)∑
i=1
Wi(m) > K
 6 P [R(m) > I] + P
R(m) 6 I, R(m)∑
i=1
Wi(m) > K

6 ε
2
+ P
R(m)∧I∑
i=1
Wi(m) > K
 .
We then split the event where
∑R(m)∧I
i=1 Wi(m) > K in two: either, for all i 6 R(m) ∧ I, the vertex
ai,m lies in the largest of the subtrees rooted at the children of b
−
i,m, in which case we also have∑R(m)∧I
i=1 Yb−i,m
(m) > K, or there exists i for which ai,m is not in this largest subtree, which then
implies, in particular, that Yb−i,m
(m) > d(ai,m, bi,m). This leads to
P
R(m)∑
i=1
Wi(m) > K

6 ε
2
+ P
R(m)∧I∑
i=1
Yb−i (m)
(m) > K
+ P [∃i 6 R(m) ∧ I : Yb−i,m(m) > d(ai,m, bi,m)] .
By Lemma 5.8, the (Yb−i (m)
(m), i 6 R(m)) are tight as m tends to infinity, and thus so is the sum
of at most I of them:
P
R(m)∧I∑
i=1
Yb−i (m)
(m) > K
 6 ε
4
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for all m, for K large enough. For the final term, we may again adapt the argument from Lemma
19 of [2] to see that for each i, m−1/2d(ai,m, bi,m) converges in distribution, where d denotes the
graph distance in Tm. In particular there exists η > 0 such that P[d(ai,m, bi,m) 6 m1/2η] 6 ε8I . We
then have
P[i 6 R(m),Yb−i,m(m) > d(ai,m, bi,m)] 6
ε
8I
+ P[i 6 R(m),Yb−i (m)(m) > m
1/2η],
and by Lemma 5.8 again, P[i 6 R(m),Yb−i (m)(m) > m
1/2η] < ε/8I for all m sufficiently large, so
that for such m,
P
[
∃i 6 R(m) ∧ I : Yb−i,m(m) > d(ai,m, bi,m)
]
6 ε
4
.
Combining all the terms yields
lim sup
m→∞
P
R(m)∑
i=1
Wi(m) > K
 6 ε.
Proof of Proposition 5.7. It remains to show that (2) holds. We use the change of measure to pass
from Tm to Tm. Call A(m,K) the event where
∑R(m)
i=1 Wi(m) > K and A(m,K) the event where∑R(m)
i=1 Wi(m) > K. Then we have
P[A(m,K)] =
E[(1− p)−a(Tm)1A(m,K)]
E[(1− p)−a(Tm)] 6
√
E[(1− p)−2a(Tm)]
E[(1− p)−a(Tm)]
√
P[A(m,K)].
We know that E[(1− p)−2a(Tm)] is bounded and that E[(1− p)−a(Tm)] converges to a positive limit.
So by Lemma 5.9, we obtain
lim
K→∞
lim sup
m→∞
P[A(m,K)] = 0,
as required.
5.3 Proof of Theorem 1.3
We first prove that the convergence in Theorem 1.3 occurs in the weaker product topology, namely
that for any k ∈ N,
n−1/3(C1(n), C2(n), . . . , Ck(n))
(d)−→ (C1, C2, . . . , Ck)
with respect to dk~G . We will later improve this to a convergence with respect to d.
5.3.1 Convergence in the product topology
Let (Tn1 , T
n
2 , . . .) be the forward exploration trees of
~G(n, p). We list them in decreasing order of
their sizes (Zn1 , Z
n
2 , . . .), and write (‖Tn1 ‖, ‖Tn2 ‖, . . .) for their heights. We also let (Xn1 , Xn2 , . . .) be
the subgraphs of ~G(n, p) induced by the vertex-sets of these trees (which include both surplus and
back edges). By [3], we have the following convergence for the `2 topology on sequences:
n−2/3(Zni , i ∈ N)
(d)−→ (σi, i ∈ N). (4)
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Again, using Skorokhod’s theorem, we may work on a probability space for which this convergence
occurs almost surely. Moreover, conditionally on (Zn1 , Z
n
2 , . . .), the (X
n
i , i ∈ N) are independent,
each having the distribution of XZin as in Section 5.2. Since Z
i
np
2/3 → σi, we have that the rescaled
strongly connected components of Xni converge in distribution to those of Mσi , and this holds
jointly for any finite set of indices i. Taking into account Proposition 5.3, the following proposition
will give the convergence in Theorem 1.3 for the product topology.
Proposition 5.10. For all k ∈ N, we have
lim
N→∞
P[C1, . . . , Ck are contained in D1, . . . ,DN ] = 1
and, for all n ∈ N,
lim
N→∞
lim inf
n→∞ P[C1(n), . . . , Ck(n) are contained in X
n
1 , . . . , X
n
N ] = 1.
Proposition 5.10 informally states that, with high probability, large strongly connected compo-
nents of ~G(n, p) and D will only be found in large trees of the forward depth-first forest, making the
ordering of both trees and strongly connected components by their lengths compatible. Its proof
relies on two lemmas.
Lemma 5.11. As σ → 0, we have
P[Mσ has a complex component] = O(σ3). (5)
For all ε > 0, we have as σ → 0
P[‖Tσ‖ ≥ ε] = O(σ3). (6)
Consequently, for all ε > 0,
P
[
Mσ has a component with length greater than ε
]
= O(σ3). (7)
Lemma 5.12. There exists C > 0 such that, for all n large enough and 1 6 m 6 n2/3,
P
[
Xm has a complex component
]
6 Cm
3
n2
(8)
and
P
[
Xm has a component which contains a surplus edge
]
6 Cm
3
n2
. (9)
Moreover, for all ε > 0, there exists C > 0 such that, for n large enough, and 1 6 m 6 n2/3,
P[‖Tm‖ > n1/3ε] 6 C m
2
n4/3
. (10)
Consequently, for all ε > 0, there exists C > 0 such that, for n large enough,
P
[
Xm has a component with length greater than n
1/3ε
]
6 C m
2
n4/3
. (11)
Note that for both of these lemmas, the final statement is a consequence of the previous ones
by noticing that any component consisting of a single ancestral cycle has length smaller than the
height of the tree.
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Proof of Lemma 5.11. By Proposition 4.3,
P
[
Mσ has a complex component ε
]
6 P
[
Nσ(1) > 1 or Nσ(2) > 0] = O(σ
3).
Recalling that ‖Tσ‖ has the same distribution as sup 2e˜(σ) and that e has exponential moments
[13], we have
P[‖Tσ‖ > ε] = P[σ3/2 sup e˜ > ε] 6 E[e
∫ 1
0 e(t)dte4 sup e]
E[e
∫ 1
0 e(t)dt]
e−εσ
−3/2 6 E[e5 sup e]e−εσ−3/2 = O(σ3).
This proves (5) and (6); (7) then follows.
For Lemma 5.12, we require some preliminary bounds on the height and area of Tm.
Lemma 5.13. There exists a constant M > 0 such that, for all n large enough such that 1/(2n) <
p < 2/n and all 1 6 m 6 n2/3,
E[‖Tm‖4] 6Mm2 (12)
and
E[(a(Tm))2] 6Mm3. (13)
Proof. Lemma 25 from [2] gives E[‖Tm‖4] 6 M · max(m6n−4, 1) · m2 for all n large enough and
m 6 n, and restricting ourselves to m 6 n2/3 yields (12).
For (13), we follow the beginning of the proof of Lemma 25 from [2]. Let q = max(m−3/2, p).
Then (3) and Markov’s inequality together yield
P[a(Tm) > xm3/2] 6
E[(1− q)−a(Tm)]
(1− q)−xm3/2
6 E[((1− p)(1− q))
−a(Tm)]
(1− q)−xm3/2
6 E[(1− q)
−2a(Tm)]
(1− q)−xm3/2 .
From Lemma 14 in [2], we obtain that E[(1− q)−2a(Tm)] 6 K exp 4κδ2 where δ = max(2m3/2/n, 1).
Since qm3/2 > δ/4, we get
P[a(Tm) > xm3/2] 6 Ke4κδ
2−xδ/4,
and for 1 6 m 6 n3/2, we have 1 6 δ 6 2, so that
P[a(Tm) > xm3/2] 6 Ke64κ−x/4.
It follows that
E
[
(a(Tm))
2
m3
]
6 Ke64κ
∫ ∞
0
e−
√
x/4dx = 32Ke64κ,
which completes the proof.
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Proof of Lemma 5.12. We take n large enough for (12) and (13) to hold, and m 6 n2/3. Notice first
that (10) follows from (12) and Markov’s inequality:
P[‖Tm‖ > n1/3ε] 6 E[‖Tm‖
4]
ε4n4/3
6 Mm
2
ε4n4/3
.
We now want to show that the probability that Xm contains a strongly connected component which
is complex or features surplus edges is also bounded by m3n−2. Such a component can only arise
if one of the following four events occurs:
Am = {Xm has at least two ancestral back edges.}
Bm = {Xm has one ancestral back edge, and at least one other back edge which points}
inside the created cycle.}
Cm = {Xm has at least two surplus edges.}
Dm = {Xm has one surplus edge (a, b) and at least one back edge pointing to
an ancestor of a.}
We will give a bound on each of these events separately.
Conditionally on the tree Tm, the number of ancestral back edges in Xm has distribution
Bin(Sm, p), where is Sm the sum of the heights of all vertices in Tm. By using the well-known
domination of Bin(k, p) by Poi(−k log(1− p)) and P[Poi(µ) > 2] 6 µ2, we have
P[Am | Tm] 6 (−Sm log(1− p))2 6M(Smp)2
From now on, the constant M can vary from line to line, but never depends on n or m.
Since Sm 6 m‖Tm‖, by using (12) again, for n large enough we end up with
P[Am] 6M
m2
n2
E[‖Tm‖2]
6Mm
3
n2
.
Given that there is exactly one ancestral back edge in Xm, the number of back edges which
point back into the cycle created is stochastically dominated by Bin(m‖Tm‖, p). Hence we have
P[Bm | Tm] 6 pSm(1− p)Sm−1(1− (1− p)m‖Tm‖)
6MpSm(m‖Tm‖ log(1− p))
= Mn−2(m‖Tm‖)2.
This is the same bound as above, thus leading to
P[Bm] 6M
m3
n2
Since the number of surplus edges has distribution Bin(a(Tm), p), we get P[Cm | Tm] 6Mp2a(Tm)2
and
P[Cm] 6Mn−2E[a(Tm)2].
A similar argument as for Bm also yields
P[Dm] 6Mn−2mE[‖Tm‖a(Tm) | m] 6Mn−2m
√
E[‖Tm‖2]
√
E[a(Tm)2],
and an application of (13) concludes the proof.
29
We can now prove the proposition.
Proof of Proposition 5.10. Fix k ∈ N and η > 0, and let ε > 0 be small enough that
P[len(Ck) > ε] > 1− η.
By Lemmas 5.11 and 5.12, there exists C > 0 such that
P
[
∃i > N : Di contains a component with length greater than ε
]
6 P[σN+1 > 1] + CE
[∑
i>N
σ3i
]
and
P
[
∃i > N : Xni contains a component with length greater than n1/3ε
]
6 P[ZnN+1 > n2/3] + CE
[∑
i>N
(Zni )
2
n4/3
]
.
By Proposition 4.1 and (4), there exists N sufficiently large that both of those are smaller than η.
Then
P[C1, . . . , Ck are in D1, . . . ,DN , len(Ck) > ε] > 1− 2η.
From the fact that (n−1/3Xn1 , . . . , n−1/3XnN )
(d)−→ (D1, . . . ,DN ), we deduce that, for n greater than
some n0 ∈ N,
P[C1(n), . . . , Ck(n) are in Xn1 , . . . , XnN , len(Ck(n)) > εn1/3] > 1− 3η
and hence
P[C1(n), . . . , Ck(n) are in Xn1 , . . . , XnN ] > 1− 4η.
5.3.2 Controlling the tail
The proof of Theorem 1.3 will be completed if we can show that, for all ε > 0,
lim
k→∞
P
[ ∞∑
i=k+1
d~G(Ci,L) > ε
]
= 0
and
lim
k→∞
lim sup
n→∞
P
[ ∞∑
i=k+1
d~G(Ci(n),L) > n
1/3ε
]
= 0.
D may, in principle, contain finitely or infinitely many strongly connected components; recall
that if there are only finitely many, the sequence C is completed by infinitely many copies of L. In
this case, let imax be the largest integer such that Cimax 6= L, and letNmax be the smallest integer such
that C1, . . . , Cimax are contained in D1, . . . ,DNmax . If, on the other hand, D does contain infinitely
many strongly connected components, recall that len(Ci)→ 0 as i→∞, and let imax = Nmax =∞.
We let imax(n) and Nmax(n) be the equivalent integers for ~G(n, p), noting that they are of course
finite.
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Note that
lim
k→∞
P
[ ∞∑
i=k+1
d~G(Ci,L) > ε, imax <∞
]
= 0.
Let q = P[imax <∞]. Let η > 0, and N0 and i0 be such that P[imax 6 i0, Nmax 6 N0] > q−η. Since
n−1/3(Xn1 , . . . , XnN0)
(d)−→ (D1, . . . ,DN0) and n−1/3(C1(n), . . . , Ci0(n))
(d)−→ (C1, . . . , Ci0), we get that,
for n large enough, P[imax(n) 6 i0, Nmax(n) 6 N0] ≥ q − 2η. On this event, all the Ci(n) for i > i0
are copies of L, so we have
lim
k→∞
lim sup
n→∞
P
[ ∞∑
i=k+1
d~G(Ci(n),L) > n
1/3ε, imax 6 i0
]
6 2η.
For k ∈ N, let N(k) be the largest integer such that
P
[
imax =∞, all components in D1, . . . ,DN(k) have lengths exceeding len(Ck)
]
> 1− q − η.
Then by Proposition 5.10 and the convergence of n−1/3Ck(n) to Ck, it also holds that, for n large
enough, all the components of Xn1 , . . . , X
n
N(k) have lengths exceeding that of Ck(n) with probability
at least 1− q − 2η. Thus we have
P
[ ∞∑
i=k+1
d~G(Ci,L) > ε, imax =∞
]
6 η + P
 ∞∑
i=N(k)+1
∑
j: Cj⊂Di
d~G(Cj ,L)
 > ε

and similarly
P
[ ∞∑
i=k+1
d~G(Ci(n),L) > n
1/3ε, imax(n) > i0
]
6 2η + P
 ∞∑
i=N(k)+1
∑
j:Cj(n)⊂Xni
d~G(Cj(n),L)
 > n1/3ε
 .
Note that N(k)→∞ as k →∞: indeed, it is non-decreasing, and so if it converged to a finite limit
N , then the probability of imax to be infinite and D1, . . . ,DN to contain a smallest component of
C would be at least 1 − q − η, a contradiction since there is no smallest component in the infinite
case. It is therefore enough to prove that
lim
N→∞
P
 ∞∑
i=N+1
∑
j: Cj⊂Di
d~G(Cj ,L) > ε
 = 0
and
lim
N→∞
lim sup
n→∞
P
 ∞∑
i=N+1
∑
j:Cj(n)⊂Xni
d~G(Cj(n),L) > n
1/3ε
 = 0.
However, by (5), (8) and (9), for N large enough, all the components contained in (Di, i ≥ N + 1)
are single ancestral cycles with probability at least 1−η, and for n large enough, this also holds for
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those contained in (Xni , i ≥ N + 1). Noting that such components have length at most the height
of the underlying tree, and that their number is at most the number of ancestral back edges, we
are reduced to proving the following statements:
lim
K→∞
P
[ ∞∑
i=K+1
Ni(1)‖Tσi‖ > ε
]
= 0 (14)
and
lim
K→∞
lim sup
n→∞
P
[ ∞∑
i=K+1
Ani (1)‖Tni ‖ > n1/3ε
]
= 0, (15)
where Ani is the number of surplus edges in X
n
i . These may be obtained using the following lemma.
Lemma 5.14. (i) There exists C > 0 such that, for σ < 1,
E[Nσ(1)‖Tσ‖ ] 6 Cσ2.
(ii) There exists C > 0 such that, for n large enough, and 1 6 m 6 n2/3,
E [Am‖Tm‖ ] 6 Cm
2
n
,
where Am is the number of ancestral back edges in Xm.
Proof. Part (i) is straightforward: assuming ‖Tσ‖ and Nσ(1) are built from a tilted excursion e˜(σ),
we have
E[Nσ(1)‖Tσ‖ ] = E[e
∫ σ
0 2e˜
(σ)(t)dt sup 2e˜(σ)]
= 2σ2E[e
∫ 1
0 2e˜(t)dt sup 2e˜],
the latter expectation being finite (see the proof of Lemma 5.11). For part (ii), recall that, con-
ditionally on Tm the distribution of Am is stochastically dominated by Bin(m‖Tm‖, p). Thus we
have
E[Am‖Tm‖] 6 pE[m‖Tm‖2]
and applying Lemma 5.13 concludes the proof.
We leave the straightforward adaptation of the arguments used for Proposition 5.10 to prove
(14) and (15) to the reader, finishing the proof of Theorem 1.3.
6 Further properties of the scaling limit
We write C for the list of strongly connected components of D, and Cσ for that ofMσ, in decreasing
order of length. Let also Ccompl be the list of complex components of C, i.e. those that are not cycles,
also in decreasing order of length. We have not yet been able to find the exact distribution of C and
Cσ for σ > 0; this will be the subject of future research. However, we show here that Cσ and Ccompl
have a positive probability of being equal to any appropriate fixed family of directed multigraphs.
For sequences (G1, . . . , Gk) and (H1, . . . ,Hj) of directed multigraphs, we write (G1, . . . , Gk) ≡
(H1, . . . ,Hj) if j = k and Gi is isomorphic to Hi for each i 6 j. We extend this notation naturally
to the case where one or both of the sequences has edge lengths by simply ignoring the edge lengths.
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Proposition 6.1. Let G1, . . . , Gk be a finite sequence consisting of 3-regular strongly connected
directed multigraphs or loops. We have
P[Cσ ≡ (G1, . . . , Gk) > 0].
Assuming that G1, . . . , Gk are all complex, we also have
P[Ccompl ≡ (G1, . . . , Gk) > 0].
Let (ei, 1 6 i 6 K) be an arbitrary ordering of the edges of (G1, . . . , Gk). Then, conditionally on
Cσ ≡ (G1, . . . , Gk) (resp. Ccompl ≡ (G1, . . . , Gk)), Cσ (resp. Ccompl) gives lengths (`(ei), 1 6 i 6 K)
to these edges, and their joint distribution has full support inx = (x1, . . . , xK) ∈ RK+ : ∀1 6 i 6 k − 1, ∑
j:ej∈E(Gi)
xj >
∑
j:ej∈E(Gi+1)
xj
 .
Constructing 3-regular directed multigraphs from trees and back edges. First, we want
to show that any of the graphs in which we are interested can be constructed by a procedure which
adds back edges to a plane tree. We set this up in a discrete framework. Let t be a discrete plane
tree whose vertices have outdegrees in {0, 1, 2}. We think of this as a directed graph, with edges
pointing away from the root. We assume that t has as many leaves as internal vertices of outdegree
one, which we call x1, . . . , xn and y1, . . . , yn respectively, in the planar order. We assume, moreover,
that for each i ≥ 1, the internal vertex yi is visited before the leaf xi in the depth-first exploration.
By identifying xi and yi for all i, we obtain a directed graph, whose strongly connected components
we then extract. Each strongly connected component will have exactly one vertex of degree 2,
which we erase, merging its two incident edges. The result is a set of 3-regular strongly connected
directed multigraphs. The next lemma asserts that any appropriate collection of such multigraphs
can be obtained by this procedure.
Lemma 6.2. For any (G1, . . . , Gk), there exist a discrete plane tree t and pairings (xi, yi) such
that the above construction results in (G1, . . . , Gk).
Proof. Notice first that we can focus on the case where k = 1. Once this case is treated, the general
case can be solved by taking a tree t which contains distinct subtrees corresponding to each Gi.
So let G be a fixed strongly connected 3-regular directed multigraph. Noticing that it cannot
have vertices with outdegree 0 or 3 and that the sum of the outdegrees of all the vertices is equal
to that of all the indegrees, we deduce that there exists n ∈ N such that G has n vertices with
indegree 1 and outdegree 2, and n vertices with indegree 2 and outdegree 1. Let a1, . . . , an be the
former and b1, . . . , bn the latter, for any ordering such that the edge (b1, a1) is exists.
We will give a method to construct the necessary plane tree as well as the backward links
between leaves and edges. At each step t will contain a certain number of vertices of G, as well as
some “open” edges, which have their tails at points in t but are missing their heads.
Start with t initially containing three vertices: a root with outdegree 1, its child (which we
arbitrarily call ρ0) which has outdegree 1 as well, and its next neighbour a1, from which originate
two open edges. At each step of the algorithm, let z be the leftmost of the deepest vertices of t
which have open edges, choose any edge of G starting at z which is not yet featured in t, call u the
head of that edge, and do the following:
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x1 x2
x3
y2
y3
y1
a1 b1
b2a2
Figure 6: Obtaining a 3-regular connected directed multigraph from a tree with backward identifi-
cations. The tree was built using the method presented in the proof of Lemma 6.2.
• If u is not already in t, add it at the end of the leftmost open edge, and add one or two open
edges at u corresponding to its outdegree in G. The edge (z, u) is then a tree edge in t.
• If u is already in t but u 6= a1, add a leaf at the end of the leftmost open edge, label that leaf
xj for the smallest available j and let also u = yj . The edge (z, u) is then featured in t as the
tree edge (z, xj), identifying xj with u.
• If u = a1, put a leaf at the end of the leftmost open edge, label that leaf xj for the smallest
available j, and let yj = ρ0. The edge (z, u) is then featured in t as the merging of the tree
edges (z, xj) and (ρ0, a1), identifying xj with ρ0.
Note that this algorithm terminates, and that identifying the pairs (xi, yi) in t and removing the
root (which is not in its strongly connected component) and ρ0 (which has degree 2 in the strongly
connected component) gives us G.
Moreover, by construction, the successive vertices appearing as z follow the planar ordering of
t. This means that at any step, any other vertex of t can be found earlier than z in the contour
process, and thus in every pair (xi, yi), yi is seen earlier than xi in the exploration process, and the
identifications indeed go backwards. This remark then ends the proof.
The coloured tree has full support. If T is a discrete plane tree and T is a discrete plane tree
with edge lengths (equivalently an R-tree with finitely many leaves which are ordered), we write
T ≡ T if the discrete plane structure underlying T is T . If T ≡ T then the lengths of the edges of
T , in planar order, form a vector in Rk+ where k is the number of edges of T .
Let T be a fixed binary rooted discrete plane tree with n ∈ N leaves. For an excursion function
f : [0, σ]→ R+, we let DT (f) be the set of increasing sequences t = (t1, . . . , tn) ∈ [0, σ]n such that
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the Tf (t1, . . . , tn) ≡ T. This is an open subset of [0, σ]n which can be written explicitly as
DT (f) = {t ∈ [0, σ]n : t1 < t2 . . . < tn and ∀k ∈ {3, . . . , n},
fˆ(ti(k), tk−1) < fˆ(tk−1, tk) < fˆ(tj(k), tk−1)
}
.
Here the indices i(k) and j(k) are defined as follows. Let L1, . . . , Ln be the leaves of T in planar order
(we add L0 = ρ for the sake of convenience). For k ∈ {3, . . . , n}, we then take i(k) < j(k) to be any
two integers in {0, 1, 2, . . . , k− 1} such that, on the path [[ρ, Lk−1]], the two points Li(k) ∧Lk−1 and
Lj(k)∧Lk−1 are respectively maximal and minimal such that Li(k)∧Lk−1 6 Lk−1∧Lk 6 Lj(k)∧Lk−1
for the genealogical/planar order.
L1 L2 L3
L4
L0
Figure 7: For this tree, i(3) = 1, j(3) = 2, i(4) = 0, and j(4) = 1. Given an excursion function f, a
sequence t1 < t2 < t3 < t4 will then be in DT (f) iff fˆ(t1, t2) < fˆ(t2, t3) < f(t2) and 0 < fˆ(t3, t4) <
fˆ(t1, t4).
Lemma 6.3. We have
P[T colf = T ] =
∫
t∈DT (f)
dt
n∏
k=1
(
k∑
i=1
f(ti)− fˆ(ti−1, ti)
)
exp
−∫ σ
0
(
f(t)− fˆ(tI(t), t) +
I(t)∑
i=1
f(ti)− fˆ(ti−1, ti)
)
dt
,
where t0 = 0 and, for t ∈ [0, σ], I(t) = max{i : ti < t}.
Moreover, if we take f = 2e˜(σ) for σ > 0, then
P[T col
2e˜(σ)
≡ T ] > 0,
and conditionally on T col
2e˜(σ)
≡ T , the joint distribution of the edge lengths of T col
2e˜(σ)
has full support
in R2n−1+ .
Proof. The first statement comes from Remark 3.4. For the second statement, we use a comparison
with the scaling limit of the undirected random graph. Specifically, Lemma 10 of [1] gives the joint
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distribution of the tree shape and the edge lengths in the subtree of T2e˜(σ) spanned by the root and
a random collection of leaves which are sampled according to a Poisson point process with intensity
e˜(σ)(·). (this is different from our 2e˜(σ)(·) for ancestral back edges, because, as seen in [2], these
identifications come from surplus edges of the undirected graph, the number of which originate at
any given vertex being roughly half of the height of said vertex.) In particular, the probability that
we obtain the tree shape T and that the lengths of the edges (in planar order) lie in an open set
A ⊂ (R+)2n−1 is positive, that is
E
[∫
t∈DT (2e˜(σ))
dt1{(2e˜(σ)(t))∈A′}
n∏
k=1
e˜(σ)(tk) exp
(
−
∫ σ
0
e˜(σ)(t)dt
)]
> 0,
where A′ ∈ Rn+ is the open set such that the heights the leaves of T are in A′ iff its edge lengths
are in A. This implies that E[G] > 0 where
G =
∫
t∈DT (2e˜(σ))
dt1{(2e˜(σ)(t))∈A′}
n∏
k=1
(
k∑
i=1
2e˜(σ)(ti)
)
,
(since G is larger than the variable integrated above) and we then have
P[T col
2e˜(σ)
≡ T, lengths in A] > E
[
G exp (−σ(n+ 1) sup e˜(σ))
]
,
and this is positive since sup e˜(σ) is a.s. finite.
Proof of Proposition 6.1. We first show the result for Cσ. Let t and ((xi, yi), i ∈ {1, . . . , n}) be the
discrete tree and pairing of leaves and outdegree-1 vertices given by Lemma 6.2. Moreover, let T
be obtained from t by erasing the vertices of degree 2, and merging their adjacent edges. Let
• (e1, . . . , eK) be the edges of (G1, . . . , Gk), in any order.
• (e1, . . . , eK , eK+1, . . . , eN ) those of t, in any order completing the previous one.
• (f1, . . . , fM ) those of T, in planar order.2
By construction, each edge of (G1, . . . , Gk), is an edge of t, justifying the notation for the edges
of t. Moreover, each edge of T is obtained by merging edges of t, so there exists a partition of
{1, . . . , N} with blocks (S(i), 1 6 i 6 M) such that for each i ∈ {1, . . . ,M}, fi is obtained by
merging ej for j ∈ S(i). For i ∈ {1, . . . , n}, let eT (yi) be the edge of T containing yi. Given this
information, we call a collection of positive lengths `(ei), and `(fi) such that `(fi) =
∑
j∈S(i) `(ej)
an admissible length assignment.
Recall that, from the construction given in Section 3.2.2, conditionally on T colσ with leaves
L1, . . . , Lp, the marked internal points z1, . . . , zp are independent and, for each j, zj is uniform on
∪jk=1[[ρ, Lk]]. If T colσ ≡ T then this gives rise to a length assignment ` on T, and we have
P
[
zj ∈ eT (yj), ∀j ∈ {1, . . . , n} | T colσ , T colσ ≡ T
]
>
n∏
j=1
`(g(yj))
len(T colσ )
.
2Note that in fact we have M = 2n− 1, N = 3n− 1 and K = 3(n− k) + k′, where k′ is the number of unicycles
amongst (G1, . . . , Gk); however, this fact is not useful here.
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Moreover, conditionally on the event {zj ∈ eT (yj), ∀j ∈ {1, . . . , n}, T colσ , T colσ ≡ T}, for any edge fi
of T , the probability that zj , for j such that yj ∈ fi are in the right order on fi is 1|S(i)|! . If this occurs,
then it gives rise to a length assignment ` on t as well, making the whole thing admissible. We then
have (`(ej), j ∈ S(i)) = (D1(i)`(fi), . . . , D|S(i)|(i)`(fi)) whereD(i) = (D1(i), . . . , D|S(i)|(i)) ∈ ∆|S(i)|
has the Dirichlet(1, . . . , 1) distribution on the (|S(i)|−1)-dimensional simplex ∆|S(i)|. These events
occur independently for different i ∈ {1, . . . ,M}.
Let A be an open set in RK+ . Take open sets B ⊂ RM+ and Ci ∈ ∆|S(i)| for i ∈ {1, . . . ,M}
such that, for any admissible length assignment, if (`(fi), i ∈ {1, . . . ,M}) ∈ B and, for all i,(
`(ej)
`(fi)
, j ∈ S(i)
)
∈ Ci, then we have `(ei), i ∈ {1, . . . ,K}) ∈ A. Then
P
[
Cσ ≡ (G1, . . . , Gk),(`(ei), i ∈ {1, . . . ,K}) ∈ A
]
> E
1{T colσ ≡T,(`(fi),i∈{1,...,M})∈B} n∏
j=1
`(f(yj))
len(T colσ )
M∏
i=1
1
|S(i)|!1{D(i)∈Ci}
 .
By Lemma 6.3, the event {T colσ ≡ T, (`(fi), i ∈ {1, . . . ,M}) ∈ B} occurs with positive probabil-
ity and, since Dirichlet distributions charge the full simplex, we do indeed have that
P
[
Cσ ≡ (G1, . . . , Gk), (`(ei), i ∈ {1, . . . ,K}) ∈ A
]
> 0.
We finally turn to the result for Ccompl. Recall that (σi, i > 1) are the ranked excursion lengths
of a Brownian motion with parabolic drift and Ci, i > 1 are independent copies of Cσi . Notice that
P[Ccompl ≡ (G1, . . . , Gk), lengths in A]
> P[C1 ≡ (G1, . . . , Gk), lengths in A, Ci has no complex components ∀i > 2].
From Propositions 4.1 and 4.3, we deduce that (Ci, i > 2) has no complex components with positive
probability. An application of the first part of the proposition then completes the proof.
Acknowledgements
This research was supported by EPSRC Fellowship EP/N004833/1. We would like to thank Nicolas
Broutin for a helpful discussion about the proof of Proposition 4.1.
References
[1] L. Addario-Berry, N. Broutin, and C. Goldschmidt. Critical random graphs: Limiting con-
structions and distributional properties. Electron. J. Probab., 15:741–775, 2010.
[2] L. Addario-Berry, N. Broutin, and C. Goldschmidt. The continuum limit of critical random
graphs. Probability Theory and Related Fields, 152(3):367–406, 2012.
[3] D. Aldous. Brownian excursions, critical random graphs and the multiplicative coalescent.
Ann. Probab., 25(2):812–854, 04 1997.
37
[4] D. Burago, Y. Burago, and S. Ivanov. A course in metric geometry, volume 33 of Graduate
Studies in Mathematics. American Mathematical Society, Providence, RI, 2001.
[5] M. Coulson. The critical window in random digraphs. Preprint arXiv:1905.00624 [math.CO],
2019.
[6] P. Erdo˝s and A. Re´nyi. On the evolution of random graphs. Magyar Tud. Akad. Mat. Kutato´
Int. Ko¨zl., 5:17–61, 1960.
[7] H. N. Gabow. Path-based depth-first search for strong and biconnected components. Infor-
mation Processing Letters, 74(3):107 – 114, 2000.
[8] G. R. Grimmett. Random labelled trees and their branching networks. J. Austral. Math. Soc.
Ser. A, 30(2):229–237, 1980/81.
[9] B. Haas and G. Miermont. Scaling limits of Markov branching trees with applications to
Galton-Watson and random unordered trees. Ann. Probab., 40(6):2589–2666, 2012.
[10] S. Janson. Brownian excursion area, Wright’s constants in graph enumeration, and other
Brownian areas. Probab. Surveys, 4:80–145, 2007.
[11] I. Karatzas and S. E. Shreve. Brownian motion and stochastic calculus, volume 113 of Graduate
Texts in Mathematics. Springer-Verlag, New York, second edition, 1991.
[12] R. M. Karp. The transitive closure of a random digraph. Random Structures and Algorithms,
1(1):73–93, 1990.
[13] D. P. Kennedy. The distribution of the maximum Brownian excursion. Journal of Applied
Probability, 13:371–376, 06 1976.
[14] J.-F. Le Gall. Random trees and applications. Probab. Surveys, 2:245–311, 2005.
[15] T.  Luczak. The phase transition in the evolution of random digraphs. Random Structures and
Algorithms, 14(2):217–223, 1990.
[16] T.  Luczak and T. G. Seierstad. The critical behavior of random digraphs. Random Structures
and Algorithms, 35(3):271–293, 2009.
[17] G. Miermont. Tessellations of random maps of arbitrary genus. Annales scientifiques de l’E´cole
Normale Supe´rieure, Ser. 4, 42(5):725–781, 2009.
[18] C. Pagnard. Local limits of Markov branching trees and their volume growth. Electron. J.
Probab., 22:53 pp., 2017.
[19] R. Tarjan. Depth-first search and linear graph algorithms. SIAM Journal on Computing,
1(2):146–160, 1972.
38
