Inverse Synthetic Array Reconciliation Tomography by Cavanaugh, Andrew F
Worcester Polytechnic Institute
Digital WPI
Doctoral Dissertations (All Dissertations, All Years) Electronic Theses and Dissertations
2013-05-06
Inverse Synthetic Array Reconciliation
Tomography
Andrew F. Cavanaugh
Worcester Polytechnic Institute
Follow this and additional works at: https://digitalcommons.wpi.edu/etd-dissertations
This dissertation is brought to you for free and open access by Digital WPI. It has been accepted for inclusion in Doctoral Dissertations (All
Dissertations, All Years) by an authorized administrator of Digital WPI. For more information, please contact wpi-etd@wpi.edu.
Repository Citation
Cavanaugh, A. F. (2013). Inverse Synthetic Array Reconciliation Tomography. Retrieved from https://digitalcommons.wpi.edu/etd-
dissertations/278

Abstract
This dissertation introduces Inverse Synthetic Array Reconciliation Tomography (ISART), an algo-
rithm that exploits the short-time accuracy of inertial navigation systems (INS) and the time-stability
of radio frequency (RF) positioning algorithms to achieve a high level of positioning accuracy.
Novel array processing and data fusion techniques are employed to acheive performance far greater
than RF and INS algorithms previously developed. This research is directed toward addressing the
need for a viable tracking solution for ﬁreﬁghters and other ﬁrst responders in urban and indoor
environments. The approaches in this work are fundamentally diﬀerent from other RF-INS fusion
approaches, in the way we combine INS data with RF data. Rather than simply fusing the measure-
ments from two systems that are estimating position (or states directly related to position) we use
the inertial navigation data to improve the accuracy of our RF estimates at the signal level, before
integrating them into an overall fusion system through the use of an extended Kalman ﬁlter (EKF).
This work outlines the theoretical basis for ISART, and shows the results of simulations that support
the claimed accuracy improvement of the ISART algorithm over existing methods. The viability
of ISART in real world settings is then examined through the results of three ﬁeld tests what were
conducted in support of this research.
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1Chapter 1
Introduction
This dissertation introduces Inverse Synthetic Array Reconciliation Tomography (ISART), an
algorithm for precision indoor location that exploits the short-time accuracy of inertial navigation
systems (INS) and the time-invariance of radio frequency (RF) positioning systems to achieve a
high level of positioning accuracy, using array processing and Bayesian data fusion techniques.
This research is directed toward addressing the need for a viable tracking solution for ﬁreﬁghters
and other ﬁrst responders in urban and indoor environments. Many research groups in governments,
industries, and academic institutions around the world are working on methods to solve this prob-
lem; most of them use INS, RF, or sensor data from both technologies, in addition to data from other
sensors. Our approach is fundamentally diﬀerent in how we combine INS data with RF data. Rather
than simply fusing the measurements from two systems that are estimating position (or states related
to position) we actually use the inertial navigation data to improve the accuracy of our RF estimates
before integrating them into an overall fusion system through the use of an extended Kalman ﬁlter
(EKF).
This dissertation outlines the theoretical basis for ISART, and shows the results of simulations
that support the claimed accuracy improvement of the ISART algorithm over existing methods. The
viability of ISART in real world settings is then examined through the results of three ﬁeld tests
which were conducted in support of this research.
21.1 Precision Personnel Locator
The Precision Personnel Locator has been in development for over ten years. The hardware and
algorithms have changed during that time, but the project goals are the same. The purpose of our
research is to develop a system that can:
• Display to an incident commander, the ﬂoor and 2D location of multiple responders in and
around a building
• Always identify the position of a ﬁrst responder to the correct ﬂoor, with sub-meter accuracy
in 2D location
• Automatically conﬁgure itself with minimal user input
• Relay environmental and physiological information to a real time incident command display
• Provide a rapid, ad-hoc deployment with no need for pre-installed infrastructure.
1.2 Motivation
On December 3, 1999 a ﬁre broke out at the abandoned Worcester Cold Storage Warehouse.
This was a large building with six stories, which was believed, at the time of the ﬁre, to be occupied
by a homeless couple. Traditional search and rescue procedures were hindered by several factors:
the scope of the search space, the intensity of the ﬁre, the distances traveled by the ﬁreﬁghters inside
the building, and the limited access to the ﬂoors being searched. Figure 1.1 shows the outside of the
warehouse; the relative lack of windows allowed for the intense buildup of smoke and heat, as well
as restricting access and communications to the personnel inside. By the end of this tragic incident,
six ﬁreﬁghters had lost their lives [12, 28].
In the immediate aftermath of this ﬁre, an investigation [4] revealed many shortcomings in the
procedures of the day. Many of the recommendations of this report deal with the speciﬁc dangers
of large abandoned facilities. The delay between the probably ignition time and the ﬁrst alarm, the
lack of familiarity with the building layout, and the combustible interior of the building were all
factors that increased the deadliness of this incident. Additionally, ﬁreﬁghter radio communications
were often distorted or confusing, which cost precious minutes once ﬁreﬁghters themselves became
3Figure 1.1: Photograph of the Cold Storage Warehouse exterior before the ﬁre [4]
lost in the warehouse. The report also recommended improved techniques and technologies for
ﬁreﬁghter tracking, as well as search and rescue procedures. Researchers at Worcester Polytechnic
Institute (WPI) felt that technology should be able to solve the tracking problem, and they formed
the Precision Personnel Locator (PPL) project.
The technical challenge posed by the indoor location problem proved to be greater than anyone
had anticipated. The applications of indoor tracking to other ﬁrst responder and military personnel
also became apparent as the research ﬁeld grew. Low cost sensors and increases in computing power
have even created the market for pedestrian navigation, which also needs to be able to operate
in challenging indoor environments. The ﬁreﬁghter tracking problem is one of the hardest open
problems in the ﬁeld of precision navigation, due to harsh operational conditions that render many
otherwise reliable navigational tools, such as GPS, unusable. These conditions include an extremely
high multipath RF environment which is extremely diﬃcult on RF based systems; there are also the
extreme and unpredictable movements taken by ﬁreﬁghters at work that can thwart INS algorithms.
41.3 Inverse Synthetic Array Reconciliation Tomography
Inverse Synthetic Array Reconciliation Tomography (ISART) is the latest algorithm being de-
veloped by the WPI Precision Personnel Locator (PPL) project. This algorithm is built upon several
existing components, the RF-only Singular Value Array Reconciliation Tomography (σART) algo-
rithm, previously developed by the PPL project [17], inertial navigation systems (INS) commonly
used for tracking people indoors [7, 22], and the concept of inverse synthetic aperture radar (ISAR,
not to be confused with ISART).
The σART algorithm [17] was developed at WPI with the aim of using array processing tech-
niques to mitigate multipath in harsh indoor environments. With this approach, reference antennas
are deployed around a search area to estimate the locations of transmitters within the search area.
The number of antennas should be large to maximize array processing gains. Unfortunately, the
degree to which a typical indoor channel can be corrupted may require an impractical number of
reference antennas. The ISART algorithm can exploit the motion of the user being tracked to syn-
thesize a larger array of antennas and hence mitigate even severe multipath. However, to apply
ISAR like array synthesis requires accurate knowledge about the motion of the mobile unit.
The relative motions of a user can be measured accurately with a low cost Inertial Navigation
System (INS). But INS alone is not suﬃcient to track a user in an indoor environment over long
periods of time, because INS error growth over time is unbounded. If, however, we only use short
time intervals of the INS system, and if we can get better RF position estimates by using this
information, then we eﬀectively use the best attributes of both technologies.
Synthetic Aperture Radar (SAR) is a common technique by which a mobile radar platform
combines radar data from multiple locations to produce a sharper picture of the scene being imaged.
If the radar antennas are stationary and the target is a mobile object, then the term inverse synthetic
aperture radar (ISAR) is used [1]. The gain in resolution achieved by these radar techniques results
from the ability to do array processing on data collected on a single antenna from multiple locations;
the multiple data points are considered to be from independent elements of an array. The name
ISART is a combination of ISAR and σART . While the PPL system already uses an array of
antennas, we may use ISAR processing to eﬀectively obtain a larger array. This would allow us to
achieve higher accuracy through the mitigation of multipath, which is the predominant source of RF
5positioning error in indoor environments.
ISART implements the σART algorithm on a synthetically generated aperture. The relative mo-
tions used to generate this aperture are estimated by an INS, which is then updated with improved
position and heading information from the RF processing step. This algorithm has the advantage
of using INS information, which has good error performance that degrades rapidly over time, to
improve the estimates attained from RF processing, which tends to have very stable error perfor-
mance, but can produce sporadic errors arising from the chaotic nature of multipath. The multipath-
mitigated RF estimates continually update the INS, which eliminates the rapid error growth with
time typical to INS processing.
1.4 Organization
Chapters 2 and 3 describe the RF-only σART algorithm, and INS-only EKF that are used to
implement the ISART algorithm. The RF system is detailed ﬁrst, followed by a description of the
INS which includes modiﬁcations to the observation model that allow for enhancement from IS-
ART updates. Finally, the ISART algorithm is presented in detail, this algorithm was ﬁrst published
in [14]. In Chapter 5 simulation cases are presented which highlight the extreme cases in which
ISART can perform, the performance is compared to the Singular Value Array Reconciliation To-
mography (σART) algorithm, which is the foundation for RF location processing in high multipath
used in previous publications about the PPL system [17, 13]. Results of three ﬁeld tests are given
in Chapter 6 with comparisons between the ISART results and those from the existing RF and INS
algorithms. The results of these ﬁeld tests have also been presented at [15]. Another approach to es-
timating RF positions from ISAR processed data, using the concept of a particle ﬁlter, is explored in
Chapter 7. Conclusions and plans for future work are discussed in Chapter 8. Tables 1.1-1.3 deﬁne
the acronyms, mathematical notation, and variable names that will be used during this dissertation.
They will be deﬁned in the text, but these tables will serve as a quick reference.
61D One-dimensional
2D Two-dimensional
3D Three-dimensional
ADC Analog to digital converter
DAC Digital to analog converter
DFT Discrete Fourier transform
DR Dead reckoning
DSP Digital signal processing
EKF Extended Kalman ﬁlter
FFT Fast Fourier Transform
FPGA Field programmable gated array
FWHM Full-width at half-maximum
GAC Geometric Autoconﬁguration
GDOP Geometric dilution of precision
GPS Global Positioning System
ISAR Inverse Synthetic Aperture Radar
ISART Inverse Synthetic Array Reconciliation Tomography
IMU Inertial measurement unit
LAN Local area network
LO Local oscillator
LOS Line of sight
MCWB Multi-carrier wide band
MAP(E) Maximum a posteriori (estimator)
MMAE(E) Minimum mean-absolute error (estimator)
MMSE(E) Minimum mean-squared error (estimator)
NLOS Near line of sight
PDF Probability density function
PPL Precision Personnel Location
RF Radio frequency
RMS Root mean square
RSSI Received signal strength indicator
RX Receiver
SAR Synthetic aperture radar
σART Singular Value Array Reconciliation Tomography
SNR Signal to noise ratio
SRM Short Range Radio Module
SVD Singular value decomposition
TART Transactional Value Array Reconciliation Tomography
TCVR Transceiver
TDM Time division multiplexing
TDOA Time diﬀerence of arrival
TOA Time of arrival
TX Transmitter
Table 1.1: Acronyms
7Time and frequency x(t)
F⇔ X(ω) = X(2π f )
Imaginary unit j =
√−1
Dirac delta function δ(t)
Kronecker delta function δ[k]
Singleton x
Vector x
Values of the vector x at indexes i through j x(i.. j)
Matrix X
Transpose X�
Conjugating Transpose XH
n × m matrix of zeros 0n×m
n × m matrix of ones 1n×m
n × n Identity matrix In
Probability density function (PDF) F [X]
Conditional PDF F [X|y]
Equality in distribution ∼
Estimate of x xˆ
Mean of x over time x¯
First derivative of x with respect to time x˙
Second derivative of x with respect to time x¨
Value of x at time index k xk
Prediction of xˆ based on prior information xˆ−
Correction of xˆ based on prior information xˆ+
Table 1.2: Mathematical Conventions
8RF system variables:
Range [meters] m
Time [seconds] t
Speed of light in a vacuum [meters/second] c0
Discrete time [samples] k
Number of time samples K
Frequency [Hz] f
Angular frequency [radians/second] ω
Signal period [seconds] T
Frequency spacing between carriers Δf , Δω
Signal index n
Number of signals N
Carrier index m
Number of carriers M
Reference unit index p
Number of reference units P
Vector of carrier frequencies f or ω
Sample clock frequency fs
RF mixer frequency fc
Random time-oﬀset τ˜
Random phase oﬀset θ˜
Received signals matrix R
INS variables:
State vector x
State covariance estimate P
Process noise vector u
Process noise covariance Q
Measurement noise vector v
Measurement noise covariance R
State transition matrix F
Input matrix G
Observation matrix H
Kalman gain matrix K
Position states x, y, z
Rotation states α, β, γ
ISART variables:
Re-phased receiver coordinates for n time-steps rxn
Augmented received data matrix for n time-steps Rn
Matrix of displacements between n transmit positions Δn
RF position updates RFupts(position) = (xRF , yRF , zRF)
RF heading updates RFupts(heading) = γRF
Table 1.3: Variable names
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PPL RF positioning system
This chapter details the work that has been done, previously, on the PPL project with the Sin-
gular Value Array Reconciliation Tomography (σART) algorithm. The σART algorithm can be
generalized, but in this chapter we will develop the algorithm with respect to the PPL hardware
and signal structure, and multipath fading channels. σART is an RF localization algorithm which
uses the received signals from a set of stationary reference antennas to locate a mobile transmit-
ter. The inputs to this algorithm are a set of captured RF data, reference antenna coordinates, and
a discretized coordinate system for the area being searched. The σART algorithm is designed to
reject non-idealities introduced by hardware and mitigate the deleterious eﬀects of multipath on
the positioning accuracy of the system. Multipath is the principal source of error with RF indoor
localization algorithms [18]. Figure 2.1 shows the walls of the Atwater Kent building at WPI with
all of the drywall removed. These metal studs reﬂect RF signals, and the space between the studs
can even resonate like a waveguide. What is not shown in this photograph are all of the pipes, and
electrical conduit that are also running inside of these walls. The metal ﬂoor decks from the ﬂoor
above, as well as some plumbing in the ceiling, are visible.
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Figure 2.1: Steel studs are a major source of multipath in modern buildings
2.1 PPL system and signals
Past development of an RF-only Precision Personnel Locator [17] has resulted in the creation of
a system of mobile transmitters and stationary transceiver units. Both the transmitter and reference
transceivers are implemented with software radios, the architecture of which is shown in Figure 2.2.
These fully custom units use FPGAs to interface between the base station computer and the RF
hardware chain. The reference receivers are actually transceivers. The transmit capability allows
these units to perform synchronization with one another in order to obtain a common time basis
for all of the received signals; this also allows the reference antennas to automatically determine
their locations in a relative coordinate frame [34]. The received signals on the transceivers are fed
via Ethernet (wired or wireless) to a base station computer, where the positioning algorithms are
implemented in Matlab, and the data can be stored for future post-processing.
The PPL Transmitter (labeled PPL Tx in Figure 2.2) transmits a known signal that is used
for location, as well as transmitting other sensor data, such as that from an inertial measurement
unit (IMU). The transmitter is not synchronized to the receivers, so the received data does not
contain time of arrival (TOA) information, but the synchronization of the receivers does encode
time-diﬀerence of arrival (TDOA) information into the received signal. One could compute TDOAs
between each pair of reference antennas and compute a positing solution, but the σART algorithm
uses a fundamentally diﬀerent approach, which will be the focus of this chapter. Figure 2.2 shows a
schematic conﬁguration of the PPL system, with an enlarged view of a single transceiver unit. The
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Figure 2.2: Top level view of PPL system architecture
base station computer processes the received signal data and displays relevant positioning informa-
tion to an incident commander. On the right is an expanded view of a PPL transceiver with 1 of 4 RF
receiving (green) front ends shown, as well as the transmitting front end (red), which is the same as
the transmitting front end in the PPL transmitter. The components driven by the local oscillator are
also shown, each individual component is driven by some multiple of the LO reference frequency.
2.1.1 σART processing
Given a matrix of received RF data from a set of ﬁxed reference antennas, R, a set of coordi-
nates for the reference antenna locations, and a discretized representation of the area to be searched,
the σART algorithm will return a position estimate and a metric function which corresponds to the
likelihood that the locator is at a given position [13]. Unlike many existing TOA/TDOA algorithms
which use received signals to compute ranges which are then used to estimate position, theσART al-
gorithm considers the entire set of received signals to determine position. Given a discretized search
space, or scangrid, the σART algorithm computes a metric at each point in the scangrid and returns
the location at which the metric is maximized. This method is robust in the sense that there need not
exist an analytical solution in which three or more curves intersect at a single point, as required by
an analytic TDOA solution [6]. We also avoid the problem of condensing all of the received signal
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information into one or two parameters (range and variance for example). The metric function can
also provide additional information about the RF environment such as the location and strength of
reﬂectors. Work has even been done to treat the metric function as a probability density function for
the location of the mobile unit in [13], which expands on analysis conducted by Amendolare [3].
2.1.2 MCWB signal structure
The multi-carrier wide band (MCWB) signal structure is employed by the PPL system for all RF
positioning. This signal consists of a sum of unmodulated sinusoids, evenly spaced in frequency.
The use of unmodulated carriers allows the signal to occupy very little bandwidth, and ﬁt between
existing services. The current implementation of the PPL hardware transmits in the 550-700 MHz.
band. Control signals and data are transmitted over a separate radio operating at 915 MHz. The
frequency domain representation of a general MCWB signal is given by Equation (2.1):
X(ω) =
N−1�
n=0
δ(ω − (ω0 − nΔω)) (2.1)
Where N is the total number of carriers (usually ≈ 100), ω0 is the lowest frequency, and Δω is the
spacing between adjacent carrier frequencies. The quantities Δω and ω0 are chosen in such a way
as to align the carrier frequencies with Discrete Fourier Transform (DFT) frequencies, this way we
need only one DFT coeﬃcient per carrier. Practical considerations force us to avoid certain regions
of spectrum. For example, the band reserved for emergency services between 608 and 612 MHz.
This does not fundamentally change the analysis moving forward, as we simply mask out these
frequency bins. This masking also allows us to avoid TV stations and other interferers which can
be identiﬁed during the system conﬁguration phase. Figure 2.3 shows an example of our signal
structure as captured by a spectrum analyzer. This is the baseband signal, the transmitted band
is 550 and 700 Mhz. The gaps in the signal are in emergency services bands, and around known
interferers.
Without loss of generality we can assume that the carriers in Equation (2.1) have no initial phase.
In practice the carrier phases are pre-calculated to reduce the signal’s crest factor in accordance with
the results of Boyd [8], in applying the work of Newman [29] to the crest factor problem. Since
the initial phase is known, it can be calibrated out of the received signal, and does not need to
be considered for the analysis of this section. The crest factor reduction is an important step in any
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Figure 2.3: Spectrum analyzer capture of the baseband PPL MCWB signal
hardware implementation as it mitigates the problem of dynamic range compression when sampling
our signals.
The MCWB signal is unmodulated, and the transmitter can be thought of as “always on” in
the sense that we are not rapidly “pulsing” our signal in an attempt to estimate a rising edge (this
would, of course, distort the signal and produce out-of-band emissions). In reality we do not need
to continually transmit; we can use time division multiplexing (TDM) to allow multiple users to
transmit the same carriers, but the time allotted to each transmitter is large compared with the period
of our signal (≈ 64µs). When this is coupled with the fact that the transmitter is not synchronized
with the receivers we encounter the problem of aliasing. A sum of sinusoids with a frequency
spacing of Δ f ∈ Q will have a period determined by the reciprocal of the greatest common multiple
among the individual frequencies [3]. As a result of this periodicity, there are an inﬁnite number of
aliased position solutions. In practice we need to construct our signal such that the aliasing window
corresponds to a range that is larger than the proposed area of operations. Currently we use a ≈ 200
m aliasing window. The period of a MCWB signal is given in Equation (2.2)
Talias =
1
Δ f
(2.2)
Multiplying this period by the speed of light in a vacuum (c0) yields the aliasing window in range
(meters). With a nearly uniform carrier spacing, Δ f can be approximated by the ratio of the fre-
quency range divided by the number of carriers spanning that band.
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2.1.3 Hardware artifacts
The ideal transmitted signal shown in Equation (2.1) is altered by the mismatches between the
transmitter’s and receiver’s sample clock and RF mixer frequencies. Amendolare [3] and Breen [9]
have performed analyses, based on the local oscillators (LO) employed in the PPL system, and
have concluded that the LO frequency mismatch between the transmitter and receiver are small
enough that we need only to consider the eﬀects of sample clock oﬀsets and the diﬀerences in mixer
frequencies. The local oscillators in the transmitters and receivers provide the frequency reference
for both the DAC/ADC and the RF mixer (see Figure 2.2). The net eﬀects of having diﬀerent
oscillators are the introduction of an unknown time oﬀset, τ˜(t), from the sample clock oﬀset, and an
unknown phase oﬀset, θ˜(t), from the mixer frequency oﬀset. These two parameters can be assumed
constant over the time frame of a data capture. This leaves us with a time oﬀset τ˜, and a frequency
dependent phase oﬀset θ˜. The received signal becomes:
X�(ω) = X(ω)H(ω)e− j(ωτ˜−θ˜) (2.3)
where H(ω) is the channel response between the transmit and receive antennas, and X(ω) is the
ideal transmitted signal from Equation (2.1).
2.1.4 Received data matrix
As previously mentioned, the σART algorithm operates on the set of received signals, rather
than using individual signals or pairs of signals to compute ranges or TDOAs. The data captured at
each reference antenna are stored as columns of a received data matrix, R ∈ CN×p. Each row of R
corresponds to the DFT bin of a carrier, and each column corresponds to a reference antenna. The
number of rows and number of columns, N and P, represent the total number of carriers and the total
number of reference antennas. The received signal from the pth antenna is given by Equation (2.4):
rp,ideal = X(ω)Hp(ω) (2.4)
If we consider the non-ideal time and phase oﬀsets, this becomes:
rp = X(ω)Hp(ω)e− j(ωτ˜−θ˜) (2.5)
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In matrix form, we can write the hardware oﬀsets as the product of matrices in Equation (2.6),
this form can be used to represent any pre-multiplication by time shifts and post-multiplications by
phase shifts.
TRidealΘ =

e− j(ωτ˜1) ... 0
...
. . .
...
0 ... e− j(ωτ˜p)
Rideal

e j(θ˜1) ... 0
...
. . .
...
0 ... e j(θ˜p)
 (2.6)
If the matrices T and Θ are unitary then, by deﬁnition, the result of a transformation by these
matrices will have the same matrix norm as the input matrix. The matrices T and Θ are both com-
plex, diagonal, and have determinants with unit magnitude, and all diagonal matrices are normal.
Every eigenvalue of T andΘ is a solution to λp−e− j(xp) = 0, and all of these solutions lie on the unit
circle in the complex plane. Therefore T andΘ are complex normal matrices with eigenvalues lying
on the unit circle which implies T and Θ are unitary. This result will be important in sections 2.1.5
and 2.1.6, where the process of re-phasing and the σART metric are explained.
2.1.5 Rephasing
Once the RF data is captured, the σART algorithm evaluates a metric at every point in a dis-
cretization of the search space (scangrid). The received data must be shifted in time to remove the
delay in the signal that results from the signal traveling distance between a hypothetical location
and the antenna that captured that signal. This operation, called rephasing, is performed on each
column of R at every point in the scangrid. The time oﬀsets to every potential solution point on
the scangrid can be precomputed, as we only consider the free-space delay on the direct path of the
signal to each known antenna location. Since we have a TDOA like system, the global time oﬀsets
introduced by traveling through an obstruction, can be represented by a scalar-matrix product with
R� = e− j(ωτd)R, where τd is the additional delay through a dielectric material.
The rephasing operation itself is just a pre-multiplication with a matrix of time shifts such as
Equation (2.6). As shown in Section 2.1.4 the re-phasing process is a unitary transform, and the
energy of R� is not altered by rephasing, only the distribution of energy among the singular values
of R�.
||R|| = ||Ψ(x, y, z)R|| (2.7)
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Where Ψ(x, y, z) is a matrix whose columns correspond to N × 1 vectors of phase oﬀsets to cancel
out the time delays computed between the coordinates (x, y, z) and the reference antenna in the pth
column of R. Figure 2.4 shows a simulated re-phasing process. The red x represents the point
that is being used to re-phase the received data (plots on the right from top to bottom, showing
the real (orange) and imaginary (yellow) parts of a hypothetical time domain sinc function) which
are captured by the four reference antennas (circles clockwise from top left). The metric image is
being constructed as the space is scanned, and the ﬁnal plot in the lower right-hand corner shows
the complete metric image, with its peak corresponding to the location of the transmitter (square).
We have shown eight hypothetical locations, but the actual scangrid here contained 100 points, and
the ﬁnal image of the metric function (lower right) are plotted with 10,000 points, using ﬁrst-order
interpolation.
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2.1.6 σART metric
Once the data in R are rephased, the σART metric is computed at each point in the scangrid.
Since the energy of R is not aﬀected by asynchronous sample clocks, asynchronous mixers, and
rephasing, we can use the ﬁrst singular value of R� as a measure of how singular R� is at each
location in the search space. At the correct transmitter location all of the columns of R� should be
linearly dependent, and the entire energy of the matrix would be contained in σ1, the ﬁrst (largest)
singular value. In practice, noise and multipath will always put energy into lower singular values of
R�, but neither of these energy sources is expected to correlate across the columns ofR� to the degree
that the direct path signal would. The uncorrelated nature of multipath contributions to signals
transmitted or received at diverse locations is demonstrated in Figure 2.5 which is a visualization of
the spatial diversity of multipath signals. This ﬁgure shows six locations of transmitter (square) that
is in motion and the signals received at four static reference antennas (circles). The green triangles
represent ideal reﬂectors, that is to say they behave like transmitters whose transmitted signal is
delayed by the time it takes the true transmitted signal to propagate from the transmitter to the
reﬂector. For ease of distinction the direct path signal is the spike with the least time delay, although
this may not be the case in a real channel where the direct path can be slowed or blocked by an
obstruction. This would be the case if there were a sheet of metal between the mobile unit and one
or more reference antennas.
A real-world example of this diversity can be seen in Figure 2.6 which shows the RF-only
σART error vectors in the wooden house that was the site of one of the ﬁeld tests conducted in
support of this research. The principal source of error in this RF-only test is multipath. The ﬁgure
shows the outline of the building, the locations of 16 reference antennas (circles) as well as the
diﬀerent surveyed truth locations (squares) that were used to test the accuracy of our positioning
system. Each square has an error vector (red arrows) associated with it. This vector originates at
the truth location and terminates at the σART position estimate. From this image it is clear that
the RF errors are not correlated between diﬀerent points, owing to the diverse multipath conditions
throughout the channel. The largest errors, on the right hand side of the house occur in the kitchen,
where metal appliances act as strong reﬂectors. While many of the error vectors in this ﬁgure are
large, each one is computed from the received signals at that point, meaning that errors from one
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Figure 2.5: Spatial dependency of multipath signals
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Figure 2.6: Example of σART position solutions in a residential structure
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point will not accumulate and contribute to errors in future points; this is a fundamental advantage
of RF location systems when compared with dead reckoning systems. The truth path originates
at the square in the lower right hand corner of the house. The ﬁrst square has two error vectors
associated with it because we walked the path in a closed-loop in order to also test the performance
of our inertial navigation system (INS), which will be the focus of the following chapter.
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Chapter 3
Inertial navigation and Kalman ﬁltering
This chapter gives an overview of the state of the art in inertial navigation. This chapter is
mainly concerned with the derivation of the Extended Kalman Filter (EKF), and is included for
completeness.
Inertial Navigation Systems (INS) are at the core of many urban and indoor navigation tech-
nologies. Some good examples of such systems are presented in the works of Foxlin [22], Boren-
stein [7], and Nilsson [31]. The current state of the art in INS involves tracking a person using an
Inertial Measurement Unit (IMU), usually foot-mounted, which records 3D acceleration, and 3D
rotational velocity values. These values are integrated through a motion model in a Kalman Filter.
The ﬁlter may also receive measurements of the position and velocity of the user from secondary
sources such as Doppler radar or foot-motion sensors. GPS or other RF navigation systems can also
inform the ﬁlter about position [22]. Other systems focus on determining the best motion model
to use for a given type of motion [7]. Although the EKF is never an optimal estimator, it is based
on the Bayesian minimum mean-square error estimator (MMSE), which is an optimal, although not
always realizable, estimator for linear state-space systems with Gaussian process and measurement
noise. The EKF linearizes non-linear systems and then applies the optimal linear estimator to the
estimation of the state of the non-linear system.
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3.1 MMSE/LMMSE optimality
The Minimum Mean Square Error (MMSE) Estimator is the optimal Bayesian estimator for
the Mean Square Error (MSE) criterion. For a discussion of Bayesian estimation vs. classical
’non-random’ estimation, see [16]. Since we are only concerned with systems that are realizable in
computer hardware/software the deﬁnitions and derivations are given for discrete random processes
in discrete time (our sensors provide discrete sampled measurements of continuous time systems).
Given an unknown parameter to be estimated, x ∼ F [X], and an observation, y = x + w where w is
drawn from a zero-mean noise process, the MMSE estimator for x is given as:
xˆMMS E = E{X|y} (3.1)
This is the conditional mean of X, given the observed data, y, also called the posterior distribution
of x, which is computed using Bayes’ rule:
F [X|y] = F [y|X]F [X]�
x∈X F [y|x]F [x] (3.2)
E {F [X|y]} = E
� F [y|X]F [X]�
x∈X F [y|x]F [x]
�
= xˆMMS E = g(y) (3.3)
This makes intuitive sense, as one would expect the optimal Bayesian estimate of x to depend on
our prior knowledge about x and the observed data y. In many cases it is impractical to compute the
MMSE estimate; in these cases it is possible, but not always appropriate, to use the Linear MMSE
(LMMSE) estimate. If the estimator, with respect to the MMSE criterion, is a linear estimator, then
the LMMSE estimator is the MMSE estimator.
In his discussion of optimal estimators on page 468 of [33], Van Trees derives the optimal
estimator for a random parameter that is jointly Gaussian with the white Gaussian noise (WGN)
which corrupts the measurements. The linear Maximum A Posteriori (MAP) estimator is shown to
be the best estimator in this case. Then this property is generalized to show that the linear MAP
estimator is also the MMSE estimator in the linear-Gaussian case. Therefore when the estimated
parameter can be described by the linear Gauss-Markov model, the LMMSE estimator is the MMSE
estimator. A formal deﬁnition of the Gauss-Markov model is shown in Equation (3.4), which is from
page 391 of Kay [25]
x = Hθ + w[n] (3.4)
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where H is a linear observation matrix, θ is a vector of parameters of interest, w is a zero mean,
uncorrelated vector of random noise, and x is the vector of data available to the estimator.
The LMMSE Estimator for the vector of parameters, θ, and vector observation x is given in
Equation (3.5), with the MSE given by Equation (3.6):
θˆ = E{θ} + CθxC−1xx (x − E{x}) (3.5)
Mθ = Cθθ − CθxC−1xxCxθ (3.6)
Two important properties of LMMSE Estimators are referenced by Kay [25] before deriving the
sequential LMMSE estimator:
• The LMMSE Estimator commutes over aﬃne transformations:
α = Aθ + b =⇒ αˆ = Aθˆ + b
• The LMMSE Estimator is additive:
α = θ1 + θ2 =⇒ αˆ = θˆ1 + θˆ2
If the elements of the vector parameter being estimated were uncorrelated then the LMMSE estima-
tor would only require inverting a diagonal covariance matrix. Furthermore, if we take the vector
of parameters to be a single parameter at diﬀerent sample times, we see that the estimate for time
N only depends on the previous estimate and current observation. This means that we can imple-
ment the estimator of Equation (3.5) in a ﬁxed memory recursive mode. This is fundamental for the
development of the Kalman Filter.
3.2 Kalman Filter
If we have a discrete random process that can be modeled by the linear Gauss-Markov model,
we can derive a LMMSE estimator for the vector of parameters at a given point in time, given the
observations for all times up to the present sample, and it will be the MMSE-optimal estimate of x
given these measurements. Here it is helpful to consider the parameters as states of a linear time-
varying state-space system. The state transition of the system depends on the current state and the
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inputs at the current time:
xk = Fxk−1 +Guk−1 (3.7)
where x is a vector of the states to be estimated, F contains the state dynamics of the underlying
linear system, u is the vector of zero-mean Gaussian random inputs to the system, called process
noise. The observed data are corrupted by WGN:
yk = Hxk + wk (3.8)
where y is the measured data, and w is a vector of WGN that is independent of x.
The Kalman Filter recursively estimates the state by performing a linear prediction step, or
time update, of the present state based on the previous state. This prediction step is followed by
a correction step, or measurement update, with the data from the current time step. These updates
apply to both the mean and the covariance of the state estimates. The prediction covariance is used,
along with the measurement noise covariance, to compute the Kalman gain, which is used to weigh
the innovation in the measurement update. The innovation is the diﬀerence between the predicted
mean of the state and the measurement of that state. This recursion must be initialized with an
estimated initial mean and covariance for the states to be tracked. This is the prior probability
distribution of the system. The update equations are given below:
xˆ−k = Fxˆ
+
k−1 (3.9)
P−k = FP
+
k−1F
T +GQGT (3.10)
where the matrices F,G,Q refer to the state transition matrix, input matrix, and process noise covari-
ance matrix, respectively, and P is the ﬁlter’s state covariance matrix. Equations (3.9) and (3.10) are
the prediction equations, the superscript − denotes a prediction based on the previous state estimate,
theˆdenotes that this is an estimate, and k is the time index.
Kk = P−k−1H
T
k−1(Rk−1 +Hk−1P
−
k−1H
T
k−1)
−1 (3.11)
This is the Kalman gain matrix, and the matrices H and R refer to the observation matrix and
measurement noise covariance matrix, respectively.
xˆ+k = xˆ
−
k−1 +Kk−1(yk−1 −Hk−1xˆ−k−1) (3.12)
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P+k = (I −Kk−1Hk−1)P−k−1 (3.13)
These are the measurement update equations. With these ﬁve equations we can compute the MMSE-
optimal estimate of the states of any linear system.
3.3 Extension to a non-linear system
If the system being tracked has non-linear state dynamics, we can no longer obtain the MMSE-
optimal estimate of the state from the Kalman Filter. Given a general continuous non-linear system:
x˙(t) = f (t, x(t), u(t)) (3.14)
y(t) = h(t, x(t), v(t)) (3.15)
we can apply any number of well known techniques to discretize and linearize this system. Because
we are now approximating the state dynamics, we can no longer talk about the optimality of the
estimator in any sense. Although the system is no longer optimal, the Extended Kalman Filter is a
very powerful tool for estimating the states of non-linear systems to a high degree of accuracy. This
accuracy, of course, depends on how well suited the problem is to being linearized in the chosen
manner. We will only discuss the simplest case of a ﬁrst order Taylor Series approximation of a
continuous function:
f (x) ≈ f (a) + f �(x)(x − a)���a=xˆ (3.16)
Speciﬁcally, we wish to approximate the value of f (x) and h(x) at the current time step, k. The xˆ
that we linearize f about is the corrected estimate from the previous time step, xˆ+k−1, which is the
best estimate of the state, x at the current time, k. The linearized system is then used to compute xˆ−k ,
which we use to linearize h about. These linearizations need to be performed at each time step.
3.4 Extended Kalman Filter description
When this type of linearization is performed on either the time update equations or the measure-
ment update equations (or both) in the Kalman Filter, we call the linearized realization an Extended
Kalman Filter (EKF), as it is a generalization of the original Kalman Filter (though not an optimal
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estimator). The general ﬁlter recursion is the same as for the Kalman Filter, with the exception that
the equations governing the state update and observations of the state are now:
xk = Fk−1xk−1 +Guk−1 + ( f (xˆ+k−1) − Fk−1xˆ+k−1) (3.17)
yk = Hkxk + wk + (h(xˆ−k ) −Hkxˆ−k ) (3.18)
Note that there is now a time dependence on the state transition matrix that was not necessary in
Equations (3.7), (3.9), and (3.10). This is because our linearization changes with the state. There is
also the addition of linearization error terms to both equations. Equations (3.9)-(3.13) are re-written
below:
xˆ−k = Fk−1xˆ
+
k−1 (3.19)
P−k = Fk−1P
+
k−1F
T +GQGT (3.20)
Kk = P−k−1H
T
k−1(Rk−1 +Hk−1P
−
k−1H
T
k−1)
−1 (3.21)
xˆ+k = xˆ
−
k−1 +Kk−1(yk−1 −Hk−1xˆ−k−1) (3.22)
P+k = (I −Kk−1Hk−1)P−k (3.23)
where the linearized Fk and Hk matrices are given by the following Jacobian matrices:
Fk−1 =
∂f
∂xk−1
������
xk−1=xˆ+k−1
(3.24)
Hk =
∂h
∂xk
������
xk=xˆ−k
(3.25)
Note that in a system where both the state dynamics and measurement dynamics are lineariza-
tions (3.25) will depend on (3.24). This is by design, as the time-update is the best estimate of the
state at time k.
3.5 Multiple Measurement Models
A non-linear measurement model of particular interest to Inertial Navigation Systems (INS) is
an observation (linear or non-linear) equation that at a given sample time can be obtained by one of
a ﬁnite set of observation equations. For example, in most pedestrian INS there are generally two
observation models:
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• the system is in motion
• the system has zero velocity.
The zero-velocity-update (zupt) is used to correct errors that have accumulated in the velocity states
of the system, so if the state vector is:
x =

x
x˙
x¨
 (3.26)
Then the observation matrix for state when the system is in motion is:
Hk =
�
0 0 1
�
(3.27)
and the measurement noise would be the variance of the accelerometer. If the system is not moving
the observation matrix becomes:
Hk =
�
0 1 0
�
(3.28)
with the measurement noise term being a variance associated with any errors zupt detection algo-
rithm, or hardware zupt detector. Type 1 detection errors [26], in this case detecting zero-velocity
while the system is moving, are far more detrimental to the update than Type 2 errors, and should
be minimized when designing a zupt-detector.
Now assume that we have an RF system that reports our range along the x-axis while we are
stationary, then we get the observation matrix:
Hk =
0 1 01 0 0
 (3.29)
and the measurement noise matrix:
Rk =
σ2zupt 00 σ2range
 (3.30)
The measurement noise matrix, R, does not need be proportional to an identity matrix. The mea-
surement noise can be any proper covariance matrix. The following example illustrates the operation
of a zupt-aided pedestrian INS, with data captured on a pedestrian in the WPI Campus Religious
Center, processed with the OpenShoe INS-EKF [31]:
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Figure 3.1: IMU data from the Intersense NavChip
Figure 3.1 shows the raw IMU data captured from a foot-mounted IMU (Intersense NavChip).
The top plot shows the measurements from the linear accelerometers, and the bottom plot shows
the angular rate measurements recorded from the IMU’s 3-axis MEMS gyro. The spikes in these
measurements are from the footsteps of the user. The oﬀsets in the mean values of the accelerometer
measurements are a combination of accelerometer bias and acceleration due to gravity. Figure 3.2
shows the ﬁrst stage of inertial EKF processing [31] of IMU data with estimated gyro rotations.
Speed and height estimates for two cases (with and without zupts) are shown in Figure 3.3 along
with the zupt detection (0 for moving, 1 for not moving). The rotation estimates are used to rectify
the accelerometer measurements to a coordinate frame where gravity lies completely in the −z
direction, initial heading information must come from an external source, but the change in heading
is tracked by the gyroscopes. The aﬀect of zupts on heading estimates is not discernible, this is
because the gyro covariances are not strongly coupled with those of the accelerometers and are
several orders of magnitude smaller. The inertial EKF estimates of trajectories, and state covariances
for the two cases are shown in Figures 3.4 and 3.5, respectively. In the ﬁrst case there are no zero-
velocity updates (zupts) applied, the second case incorporates zupts, reducing the estimation error
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(a) Rotation estimates
(b) Rotation estimates with zupts
Figure 3.2: INS estimates of orientation with and without zupts
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(a) Height and speed estimates
(b) Height and speed estimates with zupts
Figure 3.3: INS estimates of height, speed, and zero velocity updates
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(a) Trajectory
(b) Trajectory with zupts
Figure 3.4: Comparison of INS trajectories with and without zupts
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(a) EKF state covariances
(b) EKF state covariances with zupts
Figure 3.5: Comparison of INS covariances with and without zupts
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by several orders of magnitude.
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3.6 INS limitations
While the addition of zupt information is essential to ameliorating the eﬀects of error accumu-
lation that accompany any dead-reckoning approach, the results in Figure 3.4 make is clear that it is
not a suﬃciently strong strategy for indoor navigation. While the zupt-aided case achieved a tolera-
ble closed-loop error of under 1 meter, the errors between two users wearing independent IMUs that
achieved the same level of performance would have up to twice as much error in each one’s relative
position. Additionally, this error will continue to grow with time, and distance traveled, and there is
no good way to initialize the position and heading of each unit. As noted earlier, position estimates
can also be utilized in the form of additional observations. This will be an important focus of the
next chapter, which will describe the INS-RF fusion algorithm known as Inverse Synthetic Array
Reconciliation Tomography (ISART). This algorithm is designed to blend the superior short-term
information of the INS with the stable performance of the RF system described in Chapter 2 in order
to produce improved position estimates in diﬃcult environments, that is agnostic of path length and
time.
Finally, in addition to accumulating position errors, the INS has no way of determining initial
heading (rotation in the x, y plane). The roll and pitch angles can be computed as the angles that will
make the acceleration due to gravity normal to the x, y plane, but the heading must be initialized by
the user making an educated guess. If this initial heading is even slightly incorrect then the distance
from the initial position adds an additional term to the errors that are already present at a given point
along the trajectory. Since both the required manual initialization, and the additional error terms,
would prevent the PPL system from functioning in a real ﬁrst responder situation, we have designed
an automated heading initialization algorithm based on the RF and INS data corresponding to a
given user. This algorithm is a component of the ISART algorithm and is used to estimate both
the user’s heading each time RF data is captured, which allows us to improve our initial heading
estimate, as well as tracking and canceling errors in the INS heading estimates.
The raw INS path (position estimates at zupts connected by lines) from our wooden house
test is shown in Figure 3.6. The path is shown with no initial position or heading information, to
emphasize this deﬁciency of INS position estimates. The path should also start and end at the same
point, but clearly does not, owing to the accumulation of error over time. Although, as was seen in
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Figure 3.6: Example of an INS path estimate in a residential structure
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the example of the preceding section, the zupts certainly keep these errors from growing to the size
of a city block.
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Chapter 4
Inverse Synthetic Array Reconciliation
Tomography
This chapter presents the core theory behind this research, as well as explaining the concept of
Inverse Synthetic Aperture Radar (ISAR) that is at the core of the ISART algorithm. Section 4.1
explains the general concept of synthetic aperture radar (SAR) processing, and explains the assump-
tions that are used in the SAR processing that is at the core of the ISART algorithm. The ISART
algorithm results from an eﬀective combination of the concepts covered in Chapters 2 and 3. Sec-
tion 4.2 addresses the structure of this combination, and illustrates the relative strengths of ISART
over the existing σART algorithm.
4.1 Synthetic aperture radar processing
Synthetic aperture radar (SAR) refers to a technique commonly used in radar imaging in which
data captures from a moving platform are fused to create a higher resolution picture of the target
being imaged [10]. Inverse synthetic aperture radar (ISAR) refers to the same process, but with
stationary radar(s) and a moving platform. The closest approximation to the concept behind the
ISART system in the radar world would be a multistatic ISAR, which is to say there are multiple
ﬁxed radar installations localizing a moving target [1]. In both cases the relative motion between
the target and the radars needs to be known, or computed in order to perform the array processing.
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We obtain our target motion from an INS attached to the moving target, while most SAR systems
are mounted on vehicles or aircraft that are equipped with navigation systems which are also often
INS based.
With ISAR, once the target motion is known, the relative displacements between individual radar
samples can be used to synthesize an array of radar nodes, whose geometry is exactly determined
by the displacements along the known trajectory at the appropriate points in time. Once an array of
radar nodes is synthesized, array processing can be used to estimate angle of arrival (AOA), beam
form, null form, or any other array processing technique. The array gain, that is, improvement in
imaging resolution and noise rejection, can be dramatic. Consider the case where an isotropic radar,
mounted on a plane, is detecting ranges to a target. The ﬁrst received sample only localizes the
target to a sphere around the radar. If the platform is moving in a trajectory that is not constrained to
a straight line, the radar will be able to localize the target to a single point after only 3 samples. In
Figure 4.1 the target, in black, can only be constrained to a sphere to the radar at time 0 (red). At time
2 (green), there are still an inﬁnite number of possible locations for the target, but the set of solutions
lies on a circle. Once there are 3 range measurements from 3 locations of the target, the synthetic
aperture (red, green, and blue points) is able to pinpoint the target in the noiseless case. If these
range measurements were noisy, the system would no longer have a unique solution. The addition
of more measurements, increasing the number of elements in the synthetic array, would create an
overdetermined solution which would still be capable of an accurate position approximation with
noisy measurements.
Figure 4.1: Inverse synthetic aperture radar (ISAR) example
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4.2 ISART
Today, INS implementations are so ubiquitous that one can purchase a low-cost IMU from any
number of sources, set up a data logging system, and even download a basic EKF implementa-
tion [31] for free. Unfortunately there is no viable, aﬀordable (less than $100,000), INS that can
operate for long periods of time, unaided, that can accurately track position. The integration of
acceleration, twice, to obtain distance accumulates errors that grow as time-squared [22]. This error
growth can be bounded by position updates from a stable source, such as GPS, but over long periods
of time the accuracy of such systems will be bounded by the accuracy of the stable source, see [22]
for examples of error performance with commercially available IMUs and GPS receivers. Inverse
Synthetic Array Reconciliation Tomography uses the inertial measurement information to improve
the quality of our RF position estimates, and ultimately, through feedback and Kalman ﬁltering,
produces a positioning solution that is more accurate than either of the underlying systems over
long periods of operation.
4.2.1 Enhanced multipath mitigation
The σART algorithm, described in detail in Chapter 2, was speciﬁcally designed to address
the problem of extreme multipath in indoor environments. The system exploits the fact that the
multipath signals sampled at diﬀerent points in space have very little correlation, which comes from
the fact that the path delays depend on the relative positions of the transmitter, receiver, and set
of reﬂectors (see Figure 2.5), so if multiple antennas are placed in spatially diverse locations, the
multipath interference should be largely mitigated by σART processing. Unfortunately there are
practical operational limits, in the emergency response scenario, on how many reference antennas
can be deployed, as well as how diverse their locations can be. The ISART algorithm synthetically
multiplies the reference antennas into virtual reference arrays through the motion of the user being
tracked. The increase multipath mitigation resulting from additional spatially diverse reference
antennas allows high quality RF positions to be computed, and fed back to the EKF. The more
accurate EKF estimates are then able to produce more accurate virtual arrays, further improving the
positioning performance of the RF system.
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4.3 Inertial estimates of relative target motion
In order to generate synthetic reference arrays from the user’s motion, the user’s motion needs to
be known. It is important to note that the user’s position does not need to be known as we only care
about their relative displacements. The only global parameter that needs to be solved for is the user’s
heading, this parameter relates the inertial displacement estimates with the coordinate system used
by the RF system. The INS has no direct knowledge of this parameter, only of how it changes over
time, while the roll and pitch angles can be observed based on the direction of the measured force
of gravity, which always points “down”, there is no equivalent force that always points “forward.”
The motion is used to synthesize arrays of antennas from each reference antenna. The received
data on each element of a given array is the the received data from the original reference antenna
at a diﬀerent point in time. The relative positions of these additional antennas is determined by
the inertial displacements. This process is illustrated in Figure 4.2, which shows a visualization of
aperture synthesis where the ﬁve most recent RF captures are fused. Due to the reciprocal nature
of RF channels, the eﬀect of the transmitter moving along the highlighted path is the same as the
user standing still while all of the reference antennas move along the reverse path. We use this fact
to synthetically generate arrays of reference antennas, which simpliﬁes our re-phasing process (see
Section 2.1.5) by allowing us to evaluate the σART metric exactly as is done in Chapter 2, with just
the addition of reference antennas and the the RF data corresponding to these additional antennas.
The actual reference antennas are the 4 black circles in the ﬁrst plot; at each successive time step
virtual antennas corresponding the the motion of the user are added. The section of the user’s path
that is being used at the current time step is highlighted in red, and matches the shape of the virtual
array.
42
Figure 4.2: Visualization of aperture synthesis with ﬁve RF captures
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4.4 ISART system
Figure 4.3: ISART system block diagram showing progression from hardware measurements to
position estimate
The block diagram in Figure 4.3 gives a top-level overview of the overall ISART system. The
hardware in the green box can be almost any RF data capture system and IMU. The inertial Kalman
Filter is built upon the code provided by OpenShoe.org [31]. The ISART algorithm employs both
the σART algorithm and an INS EKF as components of an overall system. The inputs to this system
are RF data and IMU data. Before the σART algorithm can be invoked, the ISART algorithm
needs to reconcile the received data at the present time with received data stored in memory by
generating a synthetic array of antennas that relate the inertial displacement estimates to the captured
RF data, as was shown in the previous section. It follows from Equation (2.7) that a received signal
can be re-phased so that it appears to originate some chosen displacement away from wherever it
actually originated, and we are using our INS to track the displacements between successive RF
data captures. This re-phasing and combining of RF data eﬀectively produces a synthetic array of
antennas extending from the location of each reference antenna, as was shown in in Figure 4.2; the
net eﬀect of these additional virtual antennas is an improvement in SNR, antenna geometry, and
multipath rejection capabilities.
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4.4.1 EKF dynamics
The discrete-time state-space model from Chapter 3, repeated below, is employed by the ISART
algorithm to describe the motion of the user being tracked:
xk = Fk−1xk−1 +Guk−1 + ( f (x+k−1) − Fk−1xk−1) (4.1)
yk = Hkxk + wk + (h(x−k ) −Hkx−k ) (4.2)
The IMU provides measurements of linear acceleration in its local coordinates, or body-frame, while
the RF data provides estimates of position and heading in the navigation-frame, which is deﬁned by
the RF system with respect to the area being searched, and the positions of ﬁxed reference antennas.
The z direction of the navigation-frame is always deﬁned as being normal to the surface of the earth,
such that the acceleration due to gravity will have a vector representation in 3-space of (0, 0,−9.81).
Figure 4.4: 2D visualization of body-frame vs. navigation-frame
Our state-space model does not track accelerations (x¨, y¨, z¨) or angular velocities (α˙, β˙, γ˙), as
states, they are instead treated as inputs. We do have to track position (x, y, z) , velocity(x˙, y˙, z˙),
angular displacement (α, β, γ), and we can also track accelerometer and gyroscope biases ( ¨¯x�, ¨¯y�, ¨¯z�)
and ( ˙¯α�, ˙¯β�, ˙¯γ�), respectively. The primes on the latter 6 states which we will call the error states
denote the body-frame, as opposed to the navigation-frame, which is where the ﬁrst 9 navigation
states are tracked. The navigation frame is deﬁned by the RF system and gravity, while the body
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frame rotates with the position of the IMU (see Figure 4.4). The state and measurement vectors in
our state-space model (Equations (4.1) and (3.12)) are therefore:
x =

x
y
z
x˙
y˙
z˙
α
β
γ
¨¯x�
¨¯y�
¨¯z�
˙¯α�
˙¯β�
˙¯γ�

u =

x¨
y¨
z¨
α˙
β˙
γ˙

The equations for the general EKF from Chapter 3 are repeated below in order to aid discussion
of this particular EKF implementation:
xˆ−k = Fk−1xˆ
+
k−1 (4.3)
P−k = Fk−1P
+
k−1F
T +GQGT (4.4)
Kk = P−k−1H
T
k−1(Rk−1 +Hk−1P
−
k−1H
T
k−1)
−1 (4.5)
xˆ+k = xˆ
−
k−1 +Kk−1(yk−1 −Hk−1xˆ−k−1) (4.6)
P+k = (I −Kk−1Hk−1)P−k−1 (4.7)
Where the linearized Fk and Hk matrices are given by the following Jacobian matrices:
Fk =
∂f
∂xk−1
������
xk−1=xˆ+k−1
(4.8)
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Hk =
∂h
∂xk
������
xk=xˆ−k
(4.9)
Before the ﬁlter can perform a time update, the samples must be transformed from the body-
frame to the navigation-frame. The ﬁrst step in this process is to subtract the current best estimates
of accelerometer and gyroscope biases from the measurements:
uk = uk − x+k−1[10, 11, 12] (4.10)
where x+k−1[10, 11, 12] are the accelerometer bias states, [ ¨¯x
�, ¨¯y�, ¨¯z�]. Once this is done, we can es-
timate the roll and pitch oﬀsets between the navigation-frame and the body-frame, as we wish to
convert the measurements of the body-frame accelerations to velocity and position estimates in the
navigation frame. The heading, deﬁned as the rotation in the x, y plane is not directly observable
from any of the sensor measurements on the IMU because the gravity vector is normal to the x, y
plane. This rotation is therefore either taken to have the initial value of 0, or is taken to be our
current best estimate based on the RF fusion. The roll and pitch angles between the body-frame and
the navigation-frame are:
α = arctan
� ¨¯y��
¨¯z��
�
β = arctan
 ¨¯x��� ¨¯y��2 + ¨¯z��2

where ( ¨¯x��, ¨¯y��, and ¨¯z��) denote the mean values of the accelerometer measurements, in the body-
frame, with their respective accelerometer biases subtracted. This mean is computed over 20 sam-
ples of the IMU data, thus the ﬁlter requires a fraction of a second to initialize. The mean value
of the sensors, with the bias removed, must be equal to the gravity vector (the magnitude of which
is known a priori). The angle of the gravity vector is deﬁned to point in the −z direction of the
navigation-frame. Once we have an estimate of the gravity vector (based on our estimates of roll,
pitch, and accelerometer biases), it can be removed from the accelerometer measurements (in the
navigation frame): �
x¨ y¨ z¨
�
=
�
x¨�� y¨�� z¨��
�
−
�
0 0 g
�
(4.11)
where g is the acceleration due to gravity, nominally 9.81 ms2 , and
� ¨¯x, ¨¯y, ¨¯z� are the accelerometer
measurements, less the bias estimates, rotated into the navigation-frame, less gravity. Now that the
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measurements are in the navigation frame we can perform a prediction, or time update:
xˆ−k = Fxˆ
+
k−1 (4.12)
P−k = FP
+
k−1F
T +GQGT (4.13)
To deﬁne the state space model, it is useful to deﬁne some smaller matrices that will be used to form
the larger F,G,Q, and P matrices:
A¨ =

0 −z¨ y¨
z¨ 0 −x¨
−y¨ x¨ 0
 R =

cos θ cosψ cos φ sinψ + sin φ sin θ cosψ sin φ sinψ − cos φ sin θ cosψ
− cos θ sinψ cos φ cosψ − sin φ sin θ sinψ sin φ cosψ + cos φ sin θ sinψ
sin θ − sin φ cos θ cos φ cos θ

Where θ, φ, and ψ are the respective rotations of the body-frame about the x, y, and z axes of the
navigation-frame. We also deﬁne 0n×m to be the n×mmatrix of zeros, and In to be the n-dimensional
identity matrix. These deﬁnitions help us to deﬁne two more submatrices:
Bacc =
1
τacc
I3
Bgyro =
1
τgyro
I3
where τacc and τgyro are the bias instability time constants for the respective sensors. Ts denotes
the sampling period, 1fsamp , and σ
2
parameter is the initial variance for the stated parameter. The state
transition matrix, F ∈ R15×15 from Equation (4.1), is:
F =

I3 I3Ts 03×3 03×3 03×3
03×3 I3 A¨Ts RTs 03×3
03×3 03×3 I3 03×3 −RTs
03×3 03×3 Bacc I3 03×3
03×3 03×3 03×3 Bgyro I3

(4.14)
The process noise gain matrix, G ∈ R15×12 also from Equation (4.1), is:
G =

03×3 03×3 03×3 03×3
RTs 03×3 03×3 03×3
03×3 −RTs 03×3 03×3
03×3 03×3 I3 03×3
03×3 03×3 03×3 I3

(4.15)
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The remaining two matrices to be deﬁned in our EKF implementation are the diagonal state-
covariance matrix, P ∈ R15×15, and the process noise matrix, G ∈ R12×12. The variance values
in the initial P matrix reﬂect our degree of conﬁdence in the initial state values, and the variance
values in the initial Q matrix reﬂect the expected variability of the inputs, the latter are taken from
the IMU speciﬁcations. The former are set to be large, relative to the scales that we are working on,
to model the unpredictable accelerations that can be experienced by an IMU mounted on the foot.
Tables 4.1 and 4.2 give the values used for our IMUs1:
Table 4.1: Initial state covariance values
Parameter value units
σ2 position 1E-5 m
σ2 velocity 1E-5 ms
σ2 attitude 1.7E-3 rad
σ2 acc. bias .3 ms2
σ2 gyro bias 5.2E-5 rads
Table 4.2: Process noise covariance values
Parameter value units
σ2 acceleration .5 ms2
σ2 angular rate 8.7E-3 rads
σ2 acc. bias drift 2E-3 ms2
σ2 gyro bias drift 6E-5 rads
The values for the P matrix are a conservative representation of the noise values in Table 6.1, as
are the variances for the bias drifts in the Q matrix. The acceleration and angular rate driving noise
parameters were determined from training walks that were conducted with the IMUs in independent
experiments that were not used for any ISART processing. The zupt-detection threshold, for an
accelerometer based zupt detector, was also determined from these independent tests. The ISART
updates and zero-velocity updates are integrated in the measurement update step of our INS-EKF
algorithm.
1The relevant speciﬁcations, given in Table 4.3, were very close for the Analog Devices ADIS16375AMLZ and the
Intersense NavChip, so we used one set of values
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Table 4.3: IMU speciﬁcations
Parameter ADIS16375AMLZ NavChip Units
Sample rate 117.5* 200 Hz.
Accelerometer range ±177 ±157 ms2
Gyroscope range ±6.11 ±34.91 rads
Accelerometer noise 5.89E − 4* 6.87E − 4 m
s2
√
Hz.
Gyroscope noise 3.50E − 4∗ 6.98E − 5 rad
s
√
Hz.
Accel. bias stability 1.28E-3 .49E-3 ms2
Gyro. bias stability 5.82E-5 4.85E-5 rads
Dimensions 44 × 47 × 14 24 × 14 × 9 mm
Mass 0.046 0.006 kg
* The ADIS16375AMLZ internally samples at 2.46 KHz. and has
four user conﬁgurable 120 tap FIR ﬁlters which are not in use
4.4.2 RF feedback and zupts
The algorithms and data storage for the ISART system are all implemented on a base station
computer. Once the stored RF data are re-phased in the Synthetic Aperture Radar (SAR) re-phasing
step, the current received data matrix, R is augmented with the SAR re-phased versions of previous
data matrices. For example, on the ﬁrst RF data capture, there is no displacement (Δx,Δy,Δz), so
the augmented matrix, R is just the received data matrix at time zero:
R0 = [R0] (4.16)
at the next RF data capture (even if Δx,Δy,Δz = 0, 0, 0) the current data matrix is concatenated with
a SAR re-phased copy of the data matrix from the previous time step
R1 = [R1,Ψ(Δx0,1,Δy0,1,Δz0,1)R0] (4.17)
in general
Rk = [Rk,Ψ(Δxk−1,k,Δyk−1,k,Δzk−1,k)Rk−1] (4.18)
Once the matrix is constructed, the σART algorithm is used to determine a position estimate.
This estimate is then fed into the INS extended Kalman ﬁlter (EKF) to correct the error accumulation
in the inertial estimates. The error in the ISART position estimate is a zero mean Gaussian random
variable, as this is true of the σART position estimate [3, 13]. The equations describing the overall
EKF integration are given below. First we must deﬁne our measurement models of which there are
four:
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1. the system is in motion and we have no RF updates
2. the system is in motion and we have an RF heading update
3. the system has zero velocity and we have no RF updates
4. the system has zero velocity and we have an RF position update.
The most common case, where the system is in motion and there are no RF updates, does not
require an observation model, as it is included in the time-update. The ﬁrst case of interest for us is
the case where the system is in motion and has an RF heading update, obtained by scanning for the
most probable heading corresponding to a segment of an inertial path based on the maximization of
our RF positioning metric. In this case we have:
Hk =
�
01×8 1 01×6
�
∈ R1×15 (4.19)
Rk =
�
σ2RFheading
�
(4.20)
if instead we have zero velocity and no RF information, the measurement model becomes:
Hk =
�
03×3 I3×3 03×9
�
(4.21)
Rk =
�
I3σ2zupt
�
(4.22)
Our ﬁnal measurement model is for when we have a zupt that coincides with a RF position update
(this coincidence is by design, hence no case where we have RF position and no zupt):
Hk =
03×3 I3×3 03×9I3×3 03×3 03×9
 (4.23)
Rk =
I3σ2zupt 03×903×3 I3σ2RFposition
 (4.24)
Capturing RF data during a zero velocity observation has many advantages: ease of comparison with
truth data, the transmitter is stationary (may be of concern with a higher frequency RF system that
could be aﬀected by small amounts of Doppler shift), and the ﬁlter covariance has settled to a stable
value, easing integration with RF updates (see Figure 3.4). The heading observations, however, are
better applied mid-step, corresponding to measurement model #2. This is a ﬁrst order approximation
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that says the user moves in straight lines between zupt periods. This is a very good approximation,
and improves with the frequency of zupts. Zupt periods are quiet for accelerometers, but these tend
to be the places where heading changes are made, i.e. turning a corner, so we apply our heading
updates to the inertial time index that lies between the end of one zupt period and the beginning of
the next.
The initial heading and RF heading updates are determined using a heading scan, which is a
component of the overall ISART algorithm. This procedure rotates a segment of inertial path with
corresponding RF data, the length of which is determined by the number of RF samples being fused.
This process determines the best possible orientation of the inertial path based on the RF and INS
data. Figure 4.5 shows a heading scan on simulated data. The metric images on the perimeter of
the ﬁgure are labeled with the hypothetical heading that was used to generate them. The metric
values are plotted in the center of the ﬁgure. The white circles correspond to the virtual antenna
array which is being rotated to match the diﬀerent headings. In this example, the true heading is
280 degrees, and a sinusoid with a phase oﬀset of 280 degrees is plotted on the same axes as the
normalized metric values. The heading scan uses a small number of samples (Nine in this case. The
160 degree case is not plotted) to produce a phase estimate which corresponds to the heading of the
inertial path. This process is detailed in the following section, in Algorithm 5.
Once computed, the heading is used to synthesize a virtual array of antennas, which is used to
compute a position estimate. Once computed, both of the RF heading estimate and position estimate
are fed back into the INS-EKF. As more RF samples are captured, the inertial path being used to
perform the heading and position scans becomes more accurate, allowing for better RF updates.
A pure INS system, on the other hand, will accumulate heading errors that result from errors in
rotation tracking, as well as errors in rotational bias tracking. These errors will manifest in a so-
called ‘spiro-graphing’ of the INS path, in which successive passes over a given segment of path
will be slightly misaligned, resembling a child’s Spiro-graph. The Spiro-graph works on exactly this
principle. A pen is inserted into hole in a gear. This gear is then dragged around a geared stencil so
that the ‘heading’ of the pen tip is constantly changing by a small amount. The end results can be
quite spectacular for young artists, but have no place in an indoor positioning system. By observing
heading, and indirectly heading biases, with an RF system, the ISART algorithm is immune to the
‘spiro-graphing’ eﬀect, making it suitable for long excursions where accuracy must be maintained
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at a high level.
(a) 0 (b) 40 (c) 80
(d) 120 (e) Yaw-scan (f) 200
(g) 240 (h) 280 (i) 320
Figure 4.5: Simulated heading scan for a heading of 280 degrees
4.5 ISART software implementation
Two types of ISART processing are used in this work. The ﬁrst is a batch-mode process that
computes the best estimate of position given an entire set of data. This mode computes a single
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position and heading estimate which is then used as the initial position and heading for the inertial
path. The major disadvantage of this mode is that future points cannot beneﬁt from INS solutions
that are enhanced by position and heading updates in the past, i.e. there is no loop closure between
the overall estimator and the INS-EKF, which in eﬀect removes the feedback path from Figure 4.3.
The second, more powerful mode of operation is the fully integrated ISART algorithm. The sys-
tem diagram for this mode of operation is shown in Figure 4.3; the name ‘ISART’ refers to this
fully integrated mode of operation unless otherwise stated. This algorithm is fully described in
Algorithm 4.5. The ISART-batch version is detailed in Algorithm 7.
Before describing the inner workings of the ISART and ISART-batch algorithms, it is important
to deﬁne several component algorithms in terms of which we may simplify the description of the
overall ISART algorithm that follows. Most of them are either quite basic, or were described in
detail in the preceding two chapters. While some of these algorithms, the INS-EKF for example,
outputs more values than are listed below, we only list those that are directly used by ISART or the
internal components of ISART described below. These components will be deﬁned from the lowest
level, up, as components farther down the list will depend on those above. The ﬁnal two components
are the actual ISART algorithm, and the ISART-batch, algorithm, which is a modiﬁed version of the
ISART algorithm used to compute a best-ﬁt inertial path for an entire data-set with no intermediate
feedback updates to the INS-EKF.
σART:
• Inputs: rx, R, (x, y, z)
• Outputs: metric-value
• Description: This is the σART algorithm described in Chapter 2.
INS:
• Inputs: IMU data (x¨, y¨, z¨, α˙, β˙, γ˙), RF-aided position observations: (xRF , yRF , zRF , γRF)
• Outputs: time series position estimates: (xINS ,n, yINS ,n, zINS ,n)
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• Description: This is the INS-EKF algorithm described in Chapter 3 with the addition of RF
observations, which are described in 4.4.
Displacement:
• Inputs: time series position estimates: (xn, yn, zn)
• Outputs: time series displacement estimates: ΔN ∈ R3×N where N is the number of position
estimates in the input
• Description: This algorithm simply subtracts the ﬁrst point in time, for each coordinate, from
the respective vectors. The ﬁrst column is therefore always [000]T .
SAR-rephase:
• Inputs: Δk−i, rx, [Ri, ..,Rk]
• Outputs: Rk−i, rxk−i
• Description: This algorithm constructs the matrices Rk−i and rxk−i based on the displacement
matrix: Δk−i. This creates a single received data matrix, comprising the data from several
captures, with the reference coordinates corresponding to each column of data being modiﬁed
to cancel out the time delays resulting from the transmitter’s motion.
Algorithm 1 SAR-rephase
Require: k − i ≥ 1
R0 ← []
rxn ← []
N ← k − i
for n = 1, ..,N do
Rn ← [Rn−1R]
rx� ← rx ⊕ Δ(n)2
rxn ← [rxn−1rx]
end for
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Forward:
• Inputs: Δk−i, rx, Ri, ..,Rk, scangrid
• Outputs: metric- f unction (metric values at points in space)
• Description: Computes the ISART metric function on scangrid based oﬀ of the current
RF data and INS estimates. This subroutine is essentially a wrapper for SAR-rephase and
σART algorithms that makes the overall ISART algorithm much simpler to deﬁne.
Algorithm 2 Forward
window ← k − 1
Rwindow, rxwindow ←SAR-rephase(Δ, rx, [Ri, ..,Rk])
for {x, y, z : (x, y, z) ∈ scangrid} do
metric- f unction(x, y, z)← σART(Rwindow, rxwindow, (x, y, z))
end for
Variance:
• Inputs: metric- f unction, scangrid
• Outputs: σ2metric
• Description: Computes the variance of 2D slice (ﬁxed z) a metric function by estimating the
area of the metric function that is above half of the maximum value, and applying the identity:
FWHM = 2
√
2 ln 2σ, where FWHM is the full-width at half maximum value, and the area
of the peak is: π(FWHM2 )
2.
Rotate:
• Inputs: Δ, θ
• Outputs: Δ
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Algorithm 3 Variance
metric- f unction ← metric- f unction|metric- f unction|
Rwindow, rxwindow ←SAR-rephase(Δ, rx, [Ri, ..,Rk])
for {x, y, z : (x, y, z) ∈ scangrid} do
if metric- f unction > .5 then
I(x, y, z)← 1
else
I(x, y, z)← 0
end if
end for
AREA ← �{x,y,z:(x,y,z)∈scangrid} I(x, y, z) × cell-area
σ2metric =
AREA
8π ln 2
• Description: Rotate the set of displacements about the z-axis by θ:
Δ = Δ

cos θ − sin θ 0
sin θ cos θ 0
0 0 1

MLE:
• Inputs: uniformly sampled sinusoid with integer number of periods, s
• Outputs: φˆML, σ2ML
• Description: Maximum Likelihood Estimate for phase, returns phase angle and estimator
variance.
Heading-scan:
• Inputs: Δ(i, .., k), rx, Ri, ..,Rk, scangrid
• Outputs: γRF , σ2γ
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Algorithm 4MLE
Require: (s + 1)|360
N ← length(s)
n ← 0, 360(s+1) , .., 360 − 360s+1
φˆML = − arctan
� � N
i=1s[i] sin(2π
n(i)
360� N
i=1s[i] cos(2π
n(i)
360
�
S ← DFT (s)
S NR ≈ S (1)S ( j): j�1
σML =
1
N∗S NR
• Description: Determines an initial heading for a path of INS points, based on the correspond-
ing RF data, also returns the variance associated with this heading estimate. This process
evaluates the maximum value of an ISART metric-function for several hypothetical yaw val-
ues. If this were done over the continuum of possible headings between 0 and 360 degrees the
outputs would approximate a sinusoid with a DC oﬀset embedded in noise. This algorithm
samples that sinusoid and computes the ML estimate of phase. This subroutine will compute
the best ﬁt heading between the initial sample, and the k− i+1 samples that follow. In general
the window length from the ISART algorithm is used, but depending on the stability of the
IMU in use it may make sense to impose an absolute maximum number of samples to keep
INS errors from corrupting the solution. This limit has not been investigated in this research.
Figure 4.6 shows two example outputs of the Heading-scan algorithm on real RF and INS data.
These plots show the normalized outputs of the metric function for hypothetical headings uniformly
sampled every 40 degrees. This data comes from the ﬁeld test that we performed in theWPI Campus
Religious Center, which is detailed in Section 6.2.2. The IMU data is also that of Section 3.5. What
is remarkable about these plots is how well the heading is estimated in both cases. The true value
of the initial heading should be ≈ 190 degrees, so having more RF samples improved the result, but
the algorithm still works quite well with a small number of samples.
ISART: Here we give a complete description of the ISART algorithm. This algorithm uses INS
data to fuse a set of RF samples at the signal level in order to mitigate the deleterious eﬀects of
multipath. The improved RF signals are then used to scan for the correct heading and position of
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(a) Initial heading estimate: 185 degrees (b) Initial heading estimate: 189 degrees
Figure 4.6: Yaw scan plots for 2 and 17 RF samples
Algorithm 5 Heading-scan
Require: k − i ≥ 2
i ← 1
for heading ← 0 : 360samples : 360 − 360samples do
Δ� = Rotate(Δ, heading)
metric- f unction = Forward(R, rx,Δ�)
metric(i) = max(metric- f unction)
i ← i + 1
end for
γRF , σ
2
γ = MLE(metric)
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the INS path; these parameters are then fed back to the INS as EKF observations. The improved
INS is then used to repeat this process as each new RF capture occurs.
• Inputs: IMU data: (x¨i.. j, y¨i.. j, z¨i.. j, α˙i.. j, β˙i.. j, γ˙i.. j), RF data: Ri, ..,R j, rx, scangrid, window
• Outputs: position estimate x, y, z at time index i
• Description: This is the overall ISART algorithm, which estimates the position of a transmit-
ter based on a set of received signals over time, the locations of the receiving antennas, the
inertial data from the mobile unit, and the area to be scanned. The IMU data is assumed to
be captured at a much higher rate than the RF data (200× faster with our hardware setup),
so the time indexes for this algorithm are with respect to the RF data, which coincide with
inertial zupts. The half time indexes correspond to the INS time index that lies between the
current and next zupt periods. At each whole time index the RF data for one window length
are used to scan for an RF position and heading update. At the ﬁrst time step, this scan is
performed with an INS-only path that has been initialized at the origin of our coordinate sys-
tem, and with an initial heading of zero degrees. Since these initial values are ascribed to
states that are unobservable without RF information, they are simply replaced with the RF
estimates for the ﬁrst time step, otherwise, the Kalman measurement update would pull these
values toward zero based on a prior model that has no basis. After the ﬁrst time step, the same
position and heading scans are conducted, but their values are now integrated into the Kalman
measurement update.
The improved RF solutions are only used to update the EKF if the magnitude of the innovation (that
is to say the diﬀerence between the INS position or heading estimate and the RF position or heading
estimate) is within 2σ of the corresponding EKF state estimates, where σ is the square-root of the
diagonal elements of the P matrix. This allows us to intelligently reject outliers in cases where
several very large RF errors can bias even the fused output. An example of such outliers is shown
in Figure 4.7, which is taken from Wooden House ﬁeld test, detailed in Section 6.2.2. This ﬁgure
shows two of the most important features of the ISART algorithm. The ﬁrst is the multipath rejection
from fusing multiple RF samples, especially at locations 6, 12, and 21. The second is the ability to
fuse two noisy data sources to get an improved overall estimate is one of the key strengths of the
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Figure 4.7: Comparison of raw RF results, ISART processed results, and ﬁltered ISART results for
a window length of 8
EKF, and Bayesian estimation in general; this is reﬂected in the ISART curve, which corresponds
to the output of the ISART algorithm. There are many ways to implement the ISART algorithm
Figure 4.8: Comparison of raw RF results, ISART processed results, and ﬁltered ISART results for
a window length of 21
with respect to the window of data to be used to generate a position estimate at a given point in
time. The implementation used for this work uses a forward-looking RF window; that is to say
that the position output at index 1 is produced with the RF and INS data from positions 1 through
8 (for a window size of 8). When the sum of the current index and the window size exceeds the
length of the data record, the eﬀective window shrinks. The limiting case of this is at the ﬁnal
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sample, where we can see the curve corresponding to the RF position updates (green), intersecting
the single-sample RF-only curve (red). A more dramatic example of this “edge eﬀect” can be seen
in Figure 4.8. Observe that the very ﬁrst position estimate is produced with all three large RF
outliers in the window of RF samples being fused which includes the RF data that generated each of
the σART position estimates at points #1 through #21. Both the ISART and fused-RF curves show
an extremely small error at the ﬁrst two locations. The INS system is accurate because little time
has passed for errors to accumulate, and the RF system has low variance because it still has a full
window of 21 samples. At location #4, the error in the fused-RF curve almost doubles and actually
exceeds the RF-only error. As the number of available RF samples, ahead of the present sample,
decreases, the eﬀective weights of the large outliers increase in the overall RF solution. RF updates
that diﬀer too greatly from the INS predicted values are rejected, and high variance RF updates
are attenuated by the Kalman gain. These factors contribute to the eventual rise of the error in the
ISART curve.
In order to fully mitigate these “edge eﬀects” the EKF and the RF fusion processes would need
to both operate in ﬁxed-lag mode, and then switch to a ﬁxed interval mode once new RF samples
stopped becoming available [32, 27]. In this case, the samples where the window size exceeds the
remaining data record would be augmented with past samples. One could implement any number
of diﬀerent windowing techniques, depending on the speciﬁc needs of their application. In addition
to being the simplest to implement and troubleshoot, the windowing method used in this work
also creates results that highlight important aspects of the algorithm as have been discussed in the
preceding paragraphs.
ISART-batch: A simpler version of the ISART algorithm is the ISART-batch algorithm. This
algorithm uses all of the INS and RF data available to compute a single position and heading solu-
tion, which is then used to initialize the INS path. Other than the initial update, there is no further
feedback in this mode of operation. This algorithm ﬁnds the best ﬁt for the INS-only path, given all
of the RF data corresponding to that path.
• Inputs: IMU data: (x¨1..m, y¨1..m, z¨1..m, α˙1..m, β˙1..m, γ˙1..m), RF data: R1, ..,Rm, rx, scangrid, window
• Outputs: position estimate x, y, z at time indices 1..m
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Algorithm 6 ISART
Require: window ≤ i − j
RFupts0 ← []
for i++ do
m ← i + window
xINS , yINS , zINS ← INS(x¨0..m, y¨0..m, z¨0..m, α˙0..m, β˙0..m, γ˙0..m,RFupts1..i
Δ← Displacement(xINS ,i..m, yINS ,i..m, zINS ,i..m)
Rwindow, rxwindow ← SAR-rephase(Δ, rx, [Ri, ..,Rm])
heading, σheading ← Yaw-scan(Δ,Rwindow, rxwindow)
Δ← Rotate(Δ, heading)
metric- f unction ← Forward(Δi,..,k, rx,Ri, ..,Rk, scangrid)
xRF , yRF , zRF ← argmax
scangrid
(metric- f unction)
RFupts(position)i ← xRF , yRF , zRF
σposition(i)← Variance(metric- f unction)
RFupts(heading)i ← heading
σheading(i)← σheading
x(i), y(i), z(i)← xINS ,i, yINS ,i, zINS ,i
end for
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• Description: This is the batch-processed ISART algorithm, which estimates the position of a
transmitter based on a set of received signals over time, the locations of the receiving antennas,
the inertial data from the mobile unit, and the locations to be scanned.
Algorithm 7 ISART-batch
RFupts0..m = []
xINS , yINS , zINS = INS(x¨0..m, y¨0..m, z¨0..m, α˙0..m, β˙0..m, γ˙0..m,RFupts0..m
Δ = Displacement(xINS ,0..m, yINS ,0..m, zINS ,0..m)
Rm, rxm = SAR-rephase(Δ, rx, [R1, ..,Rm−1])
heading, σheading = Yaw-scan(Δ,Rwindow, rxwindow)
Δ = Rotate(Δ, heading)
metric- f unction = Forward(Δi,..,k, rx,Ri, ..,Rk, scangrid)
x(1..m), y(1..m), z(1..m) = argmax
scangrid
(metric- f unction) ⊕ Δ
In this chapter we detailed an innovative way of using the RF processing techniques described
Chapter 2 along with the INS and EKF algorithms from Chapter 3 to improve the quality of RF data,
captured by the PPL system, at the signal level. This fused data was used to estimate heading and
position using the novel heading-scan algorithm described in this chapter, and the σART positioning
algorithm of Chapter 2. Using previous analyses about the statistics of the σART algorithm with
respect to its metric function output [3, 13], we computed statistics for these updates that were used
to both initialize and update our INS-EKF with absolute position and heading information, that the
standard implementation of Chapter 3 would be incapable of observing. This process uses multiple
feedback mechanisms, as the RF is used to improve the INS path, which is then used to fuse new
RF data samples. Rather than drifting, as INS and other dead reckoning systems do, over time, our
system tends to become more accurate as both time and data accrue.
These claims of improved performance, particularly with respect to extreme multipath condi-
tions, are analyzed in the following chapter using simulated data. The simulation results are then
validated in Chapter 6, where ﬁeld experiments were conducted, and the data were analyzed with
both σART and ISART. Finally, an investigation in Chapter 7 was conducted to see how the perfor-
mance of ISART in high multipath environments, where earlier assumptions about Gaussian error
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statistics appear to be inaccurate, could be improved by employing particle ﬁltering [23, 5], which
generalizes the probabilistic description of our RF errors to allow for arbitrary distributions.
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Chapter 5
Simulation
Software tools previously developed in support of the PPL project [3], extended to include
ISART processing, allow us to compare the performance of multiple algorithms applied to the same
set of simulated data. The simulation parameters relevant to this chapter are:
• Reference antenna coordinates
• Scangrid coordinates
• Number of carriers
• Transmitter coordinates
• Reﬂector coordinates
• Reﬂector attenuation (dB)
• Noise power (dB).
Descriptions of these parameters are provided below:
Reference antenna coordinates: Locations for simulated receiving antennas. All of the receiving
antennas are assumed to be using a common time and frequency reference. The simulation works
by computing a point to point transfer function between the transmitter and each of the receivers,
based on the expected propagation delays. Other simulation parameters also modify this transfer
function.
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Scangrid coordinates: Discretization of the space to be searched. These are the locations where
each algorithm evaluates its respective metric function.
Number of carriers: In general the spatial resolution is determined by the frequency span of
the carriers, but aliasing considerations (explained in Chapter 2) force us to space our carriers 1
MHz.apart. In the simulated waveforms we can space the carriers uniformly, so that the number of
carriers corresponds to the bandwidth in MHz.
Transmitter coordinates: 3D locations of simulated transmitting antenna(s). This is the truth
location for the transmitter.
Reﬂector Coordinates: 3D locations for simulated ideal reﬂectors. These reﬂectors are isotropic
sources that behave like transmitters, but whose signals are delayed by the propagation time between
the actual transmitter’s position and the reﬂector’s coordinates. The reﬂector can also be modeled
to have attenuation, which is modeled by an attenuation (or gain) factor, speciﬁed in dB relative to
the transmitted signal.
Noise Power: Speciﬁed in dB relative to the transmitted signal. Additive, white, Gaussian noise
(AWGN) added to the received signal at each reference antenna.
RF simulation allows for direct comparisons to be drawn between the performance of the RF-
only σART algorithm and the ISART fusion algorithm. To demonstrate that the motion induced
virtual antennas are responsible for any performance gains, and these gains are not simply an inte-
gration gain in SNR, due to the use of multiple measurements of the same system, the σART simu-
lations are all executed with the same number of RF captures, but without the transmitter moving.
The inertial noise in the ISART cases with imperfect inertial information are generated using a
simple simulation that adds AWGN to the linear accelerations and heading of the path taken, these
are then accumulated to generate a path of displacements with realistic INS noise behavior. The
1
f and ﬂicker noise, typical in MEMS IMUs, is not included, because the duration of the test is
assumed suﬃciently short to require a model of only the white noise component (see Section 6.1.3
for a discussion of the other noise types). This assumption is further reinforced by the fact that we
do not attempt to model these parameters in our actual INS EKF implementation. The INS noise
parameters used represent the typical performance of consumer grade IMUs, and actually display
worse performance than the IMUs that we used in this research. In the base noise case the error per
distance traveled was ≈ 6% and in the high noise case the error per distance traveled was ≈ 8%,
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whereas our INS typically performs better than 6% error vs. distance traveled.
5.1 Simulation Results
The simulation results are grouped based on the RF simulation parameters. Each case within a
group has its parameters deﬁned in the table for that group. The results are plotted in the following
order: σART , ISART (ideal), ISART with INS noise, and ISART with 4× INS noise for each case.
The plots are of the metric function (lower values are deep blues, and higher values are deep reds),
the reference antenna locations (white circles, virtual antennas plotted in ISART cases), the true
location of the simulated transmitter (white square), and the position estimate (grey X at the highest
valued point in the metric function). The following sections each treat a speciﬁc simulation case of
interest and display the outcomes as a set of four plots, one for each of the processing approaches
just listed.
5.1.1 Basic scan
Table 5.1: Simulation parameters for basic scan case
Parameter Case I
# of reference antennas 16
# of carriers 108
# of reﬂectors 0
Reﬂector gain (dB) N/A
Noise ﬂoor (dB) N/A
ISART path length 5
The basic scan is the simplest simulation case, and assumes that we deploy all 16 of our ref-
erence antennas (reﬂecting a possible a physical restriction as any number greater than 4 would
work). The simulation will use our standard transmit waveform, with no noise, no reﬂectors, and a
uniform distribution of reference antennas around the perimeter of the search space. The basic scan
was primarily used as a troubleshooting tool: if an algorithm produces error on this test we know
that there is something wrong with the underlying theory or the software implementation of that
algorithm (unless a biased estimator was desired), and there is no need to check other simulation
cases until these issues are resolved.
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(a) σART (b) ISART
(c) ISART w/INS noise (d) ISART w/INS noise × 4
Figure 5.1: σART vs. ISART - Basic scan
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Although the σART and ISART solutions, Figures 5.1(a) and 5.1(b), both have zero error, the
peak in the ISART case is sharper, which corresponds to a smaller variance position estimate if
there were noise perturbing the solution [3, 13]. The only simulation that produced an error in this
case was the noisiest INS case. This suggests that suﬃcient amounts of INS noise can perturb the
RF solution. This level of noise was chosen speciﬁcally to perturb the solution in this case, and it
represents an IMU whose performance is signiﬁcantly worse than those used in this research. In
the following sections it will be seen that although the noisy INS solution can be worse then the
σART solution in very idealized situations, although it is still preferable to use ISART with a noisy
INS vs. σART alone in cases where robust performance in non-ideal channels is desired. In the
limiting case, where an outage of RF information occurs, the ISART INS can run open-loop until
the RF conditions improve, and as new RF data become available the ISART system can begin to
utilize them before there are enough signals to produce a unique σART solution.
5.1.2 Reduced geometry
Table 5.2: Simulation parameters for reduced geometry cases
Parameter Case I Case II Case III
# of reference antennas 8 2 2
# of carriers 108 108 108
# of reﬂectors 0 0 0
Reﬂector gain (dB) N/A N/A N/A
Noise ﬂoor (dB) N/A N/A N/A
ISART path length 5 5 5
When we reduce the number of antennas to 8 (keeping all other parameters the same) and restrict
their deployment to two sides of the search space (an operational constraint likely to occur in the real
world) we still maintain zero error in the σART solution and the two ISART solutions that produced
zero error in the basic scan (Figures 5.2(a), 5.2(b), and 5.2(c)). Note that this channel model is still
lacking noise or reﬂectors. The metric function becomes elongated along the direction that points
away from the 8 antennas. The ISART case greatly reduces this eﬀect on the highest values of the
metric function, but spreads the mid range values even more than the σART case. If we look at the
metric function as a Gaussian error distribution this would suggest that the variance is tighter, but
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(a) σART (b) ISART
(c) ISART w/INS noise (d) ISART w/INS noise × 4
Figure 5.2: σART vs. ISART - Reduced Geometry: Case I
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(a) σART (b) ISART
(c) ISART w/INS noise (d) ISART w/INS noise × 4
Figure 5.3: σART vs. ISART - Reduced Geometry: Case II
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(a) σART (b) ISART
(c) ISART w/INS noise (d) ISART w/INS noise × 4
Figure 5.4: σART vs. ISART - Reduced Geometry: Case III
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the absolute number of outliers is higher. This eﬀect is seen in the noisy INS ISART cases as well.
It is also important to note that the error in Figure 5.2(d) is larger than in Figure 5.1(d), which agrees
with our assertion that the solution in the reduced geometry case is more sensitive to perturbations
than that of the ideal case.
When we reduce the number of antennas to 2 we are considering a case where the solution, that
is the maxima of the metric function, is under determined. In practice this means that the possible
solutions lie on a hyperbola, and numerical quantization will determine the location of the peak.
In Figure 5.3(a) we see that the solution is at the point on this hyperbola that lies between the two
antennas, while in Figure 5.4(a) the solution is not at the point between the reference antennas.
In this extreme case the ISART solutions all perform better than the σART solution, even in the
noisiest case. This is because the ISART solutions are eﬀectively capturing data at 10 distinct
locations rather than 2. The worst case for the ISART simulations occurs in Figure 5.4(d) where we
have ﬁnally failed to reach our goal of sub-meter positioning errors; even in this extreme case the
ISART algorithm outperforms the σART algorithm.
5.1.3 Ideal reﬂectors
Table 5.3: Simulation parameters for Ideal Reﬂector Cases
Parameter Case I Case II
# of reference antennas 16 16
# of carriers 108 108
# of reﬂectors 1 6
Reﬂector gain (dB) 0 0
Noise ﬂoor (dB) N/A N/A
ISART path length 5 5
The main design objective of the ISART algorithm was to mitigate the deleterious eﬀects that
RF multipath has on positioning solutions. These two cases explore the eﬀects of reﬂectors on the
four simulations being considered in this chapter. The single reﬂector case is interesting because
the σART algorithm (Figure 5.5(a)) produces a double peak. As in the reduced geometry cases, this
means that the positioning solution is easily perturbed by numerical errors in any of the processing
steps. In the case of Figure 5.3(a) we can see that the algorithm chose the wrong peak producing
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(a) σART (b) ISART
(c) ISART w/INS noise (d) ISART w/INS noise × 4
Figure 5.5: σART vs. ISART - Ideal Reﬂectors: Case I
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(a) σART (b) ISART
(c) ISART w/INS noise (d) ISART w/INS noise × 4
Figure 5.6: σART vs. ISART - Ideal Reﬂectors: Case II
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a large error. The ISART results in this case all produced errors of 10 cm or less. What is even
more interesting than the error magnitudes in the ISART cases is the complete disappearance of the
second peak. In the σART case, the reﬂector looks like the true signal because it is a copy of the true
signal with a time delay that is experienced by every receiving antenna. Since the PPL system only
has a time-diﬀerence of arrival (TDOA) level of synchronization it is agnostic of any constant delay
seen on every antenna. The ISART cases also only have TDOA synchronization, but the additional
antenna elements do not all experience the same time delays, as even in this highly idealized case
the multipath conditions are not consistent from place to place. Once the transmitter moves from
its original position there may still be a double peak, but the second peak is in a new location, one
that is not a peak in the original image. This causes the transmitter’s peak to roughly double in
magnitude, while the false peaks contribute almost nothing to the ﬁnal solution.
When we add more reﬂectors theσART solution (Figure 5.6(a)) actually improves. This is likely
due to the fact that the ensemble contribution from all of the reﬂectors is not highly correlated at each
of the reference antennas. In the previous example we discussed ISART processing in terms of the
transmitter moving and producing diverse snapshots of the channel. In this case it may be easier to
consider the synthesis of virtual receiving antennas, and the net eﬀect of this synthesis is even more
diverse contributions from the constellation of reﬂectors to all of the reference elements (real and
virtual). In eﬀect the ISART algorithm is succeeding for the same reason that the σART algorithm
is, by exploiting the spatially uncorrelated multipath channel, but with a more diverse antenna array.
In this case we also see that there are no false peaks, while the σART result has a cluster of false
peaks which can be seen in the lower right-hand corner of Figure 5.6(a).
5.1.4 Reﬂectors with noise
Table 5.4: Simulation parameters for noisy reﬂectors cases
Parameter Case I Case II Case III
# of reference antennas 16 16 16
# of carriers 108 108 108
# of reﬂectors 6 6 6
Reﬂector gain (dB) 0 0 0
Noise ﬂoor (dB) -3 18 19
ISART path length 5 5 5
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In previous sections there was no simulated noise. The ﬁrst case in this section is to demonstrate
the eﬀects of a noise ﬂoor, but a positive SNR. In this case, the results of which are shown in
Figure 5.7, all four processing techniques perform well, but the three ISART cases perform the
best, with the low noise and no noise INS instances both producing the lowest error of 14 cm. The
σART case did the worst with an error of 41 cm.
While multipath mitigation is the main goal behind the development of ISART, it is important
that the new algorithm is robust in the presence of noise. The σART algorithm is extremely robust
to noise, see [3] for a detailed perturbation analysis. In these three cases the SNR is reduced to
the point where the σART algorithm begins to fail in Figure 5.8(a). To be clear, this is a case
where the noise power is 18 dB greater than the signal power. One of the reasons that the noise
tolerance is so high is that both the σART and ISART algorithms are beneﬁting from the noise-
averaging arising from 5 RF captures. The goal of these simulation cases is to show that the ISART
algorithm is beneﬁting from additional gains beyond that oﬀered by this simple noise averaging.
These algorithms are both excellent at mitigating the eﬀects of noise, as AWGN is uncorrelated at
each reference antenna. The σART algorithm fails at -19 dB SNR (Figure 5.9(a)), but the single
peak of the ISART metric function bounds the errors even in the worst case to be well under a meter.
We can see that in Figure 5.9(d) a second strong peak is beginning to form near the bottom of the
image. Further SNR reductions result in all three algorithms failing.
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(a) σART (b) ISART
(c) ISART w/INS noise (d) ISART w/INS noise × 4
Figure 5.7: σART vs. ISART - Ideal Reﬂectors: Case I (3dB SNR)
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(a) σART (b) ISART
(c) ISART w/INS noise (d) ISART w/INS noise × 4
Figure 5.8: σART vs. ISART - Ideal Reﬂectors: Case II (-18dB SNR)
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(a) σART (b) ISART
(c) ISART w/INS noise (d) ISART w/INS noise × 4
Figure 5.9: σART vs. ISART - Ideal Reﬂectors: Case III (-19dB SNR)
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5.1.5 Simulation summary
Table 5.5: Simulation errors [m]
RF Case σART ISART INS noise INS noise × 4
Basic scan 0.00 0.00 0.00 0.14
Reduced geometry I 0.00 0.00 0.00 0.22
Reduced geometry II 4.60 0.00 0.14 0.32
Reduced geometry III 11.93 0.00 0.20 2.40
Single Reﬂector 8.74 0.00 0.00 0.10
Random Reﬂectors 0.41 0.14 0.14 0.42
Reﬂectors 3dB SNR 0.41 0.14 0.14 0.42
Reﬂectors -18dB SNR 0.64 0.00 0.10 0.20
Reﬂectors -19dB SNR 9.14 0.10 0.10 0.30
In the simplest of the RF test cases (ﬁrst 3 rows of Table 5.5) we see that with poor enough
inertial data it is possible for the ISART solution to be less accurate than the σART solution, but
still produces outcomes well within acceptable limits (the PPL goal is to achieve sub-meter posi-
tioning accuracy). Comparing the diﬀerent simulations we see that the ISART case with no INS
noise produces the lowest error in every case, followed closely by the ISART simulation with the
baseline level of INS noise. The σART simulations produced the largest errors in the ﬁve of the nine
cases, with the noisiest inertial simulation producing the worst error in the remaining four. In all
cases where ISART with noisy inertial performed worse than σART the diﬀerence between the two
method’s errors was less than 20 cm. The noisiest ISART case and the σART case both produced
errors that were in excess of 1 meter, the ISART algorithm did this in one of the nine cases, while
the σART algorithm produced errors in excess of 8 meters in three of nine cases.
Obviously these simulations are limited in scope, but we can draw some general conclusions
from the results. First, both algorithms are capable of working with received signals that are below
the noise ﬂoor, which is extremely useful for real world applications where limitations on transmit
power are a concern. Second, there are cases where both algorithms will fail, clearly there needs to
be at least one antenna on each axis of the search space for ISART to be eﬀective, andσART requires
that there be at least 3 antennas that are not co-linear to accurately estimate position on a plane.
Third, the ISART algorithm signiﬁcantly increases both the positioning accuracy and the robustness
of the PPL system in channels with multipath, which is the purpose of this algorithm.
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Chapter 6
Experimental Results
Three ﬁeld tests have been conducted in order to validate the expected performance gains of the
ISART algorithm. This algorithm is designed to improve positioning accuracy of the PPL system in
cases where the σART algorithm breaks down due to noise or multipath degradation, weak signals,
or poor antenna geometries. This algorithm also avoids several pitfalls of INS based navigation,
speciﬁcally: initialization, drifting position and heading estimates, and the problem of rectifying
multiple mobile units to a common coordinate frame. These three ﬁeld tests were conducted in an
open auditorium, a wooden house, and a large computer laboratory. Each test highlights a particular
aspect of the ISART algorithm. The ﬁrst test, which was conducted in an open auditorium uses
only four reference antennas, and the lower grade of the two IMUs. Here the ISART algorithm is
shown to compensate for the poor geometry, as well as the relatively poor INS performance, given
the small scale of the test. The second test, in a wooden house, had good antenna coverage, but the
degradation of the σART solutions due to multipath was signiﬁcant. There were also some signal
strength issues that arose from the fact that all of the reference antennas and the mobile antenna
were at very diﬀerent heights, a constraint imposed by the terrain surrounding the house. The ﬁnal,
and most challenging, case was in a computer lab, which had a long and twisted path that doubled
back on itself, as well as a large search area, and severe multipath conditions. Additionally, many
reference antennas had their direct path signals blocked by either metal conduit, metal studs, or
metal-backed whiteboards.
These tests are presented in order of perceived diﬃculty from the standpoint of an RF system, as
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well as that of an inertial system (search area, multipath sources, path lengths and number of turns
increase in each test). It should be noted, however, that the survey error is also increasing from
nearly zero in the auditorium test up to 20 cm worst case error in the computer lab.
In all three cases the RF data were captured with the PPL RF system, and the inertial data
were captured using the Analog Devices ADIS16133BMLZ IMU in the auditorium test, and the
Intersense NavChip in the house and lab test. Note that the ﬁgures showing INS-only results do not
have error ﬁgures associated with them; this is because it is diﬃcult to compare the INS ﬁgure of
merit, the dimensionless closed-loop error per distance traveled, to the RMS error criterion on the
RF system. To further support this notion, the inertial paths are shown without any initialization,
which is exactly how the ISART algorithm receives these data.
Entire books have been written on the synchronization [3] of the reference antenna data, as
well as the determination of the reference antenna coordinates [34]. Since σART and ISART are
operating on the same set of RF data and the same set of antenna coordinates, we can assume, for
simplicity, that the coordinates are known, and the receivers are synchronized. In practice, this
was achieved by feeding a common frequency reference to all of our receivers, and surveying the
reference antenna locations, in addition to surveying the truth positions. To achieve synchronization
between the RF and IMU data sources we made sure to only capture RF data at the time and location
of inertial zero-velocity updates (zupts). In a future real-time implementation this can be facilitated
by triggering an RF data capture based on the state of a real-time zupt detector.
6.1 Test hardware
6.1.1 Reference array
Our reference antennas are custom made bowtie or folded-patch antennas designed to operate
in the 550-700 Mhz. band. These are connected via 50 Ohm coaxial cables to our transceiver units.
The PPL transceiver is a custom software deﬁned radio with 4 RF front ends and a powerful DSP
core, the Xilinx Vertex IV LX100 FPGA, which is designed for high speed signal processing ap-
plications. The FPGA is the interface between the RF components and the communications links
between other boxes. The PPL transceiver’s four channel RF front-end employs four independent
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Figure 6.1: PPL Transceiver Box
Figure 6.2: Block Diagram of the PPL transceiver showing 1 of 4 receive chains
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14-bit, 400 Mega-sample per second (MSPS), ADCs1, allowing for the simultaneous capture of
data from up to four antennas. The single 16-bit, 400 MSPS, DAC2 and transmitting front end can
transmit from any one antenna at a time, this is useful for synchronization and geometric autocon-
ﬁguration schemes [3, 34]. The communications interfaces include a 915 MHz Xemics XE1205 RF
module, used for communications between transceivers and locators, as well as Gigabit Ethernet,
which is currently used to send data between transceiver boxes and the base station computer where
the data is stored and/or processed in real time. The interior of the transceiver box is shown in
Figure 6.1 [13].
6.1.2 Mobile transmitter
Figure 6.3: PPL Locator Boards
Figure 6.4: Block Diagram of the PPL transmitter
The PPL locator consists of three radio modules: a Digital Waveform Generator (DWG), a
915 MHz. data-channel, and the PPL Short Range Radio Module (SRM). The Digital Waveform
1Texas Instruments ADS5474
2Analog Devices AD9726
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generator is a transmitting RF front end driven through a DAC by a Xilinx Spartan III FPGA. The
DWG can dynamically generate our PPL multi-carrier signal, which is transmitted through a PIFA
antenna mounted on the ﬁreﬁghter’s turnout gear. An on-board ROM stores up to four diﬀerent
waveforms. More detailed information about the PPL RF hardware can be found in [11].
6.1.3 Inertial measurement units
The Analog Devices ADIS16375AMLZ IMU, shown in Figure 6.5, was chosen for the ﬁrst of
the three ﬁeld tests, but was replaced in the last two tests by the Intersense NavChip, shown in
Figure 6.6, which performed better in foot-mounted applications due to its higher dynamic range
sensors. Comparisons in the lab showed that the ADI unit could lose heading information much
faster if its MEMS-gyros underwent severe shocks, like those experienced by the foot during nor-
mal walking. This drift could be compensated for in the ﬁlter implementation, but we decided to
use the NavChip for all future tests in order to eliminate the need to any pre-processing of the IMU
data before using it with ISART. Fortunately the gyro-clipping was not an issue in the test where we
did use the ADI device. Table 6.1 shows a comparison of relevant speciﬁcations between the two
Figure 6.5: Analog Devices ADIS16375AMLZ Inertial Measurement Unit
Figure 6.6: Intersense NavChip Inertial Measurement Unit
units. The NavChip is smaller, lighter, has less gyroscope bias drift, less gyroscope noise, and more
gyroscope dynamic range. The Analog Devices unit has higher dynamic range accelerometers, with
lower noise levels, but higher accelerometer drift rates. The only parameters where the chips diﬀer
signiﬁcantly are the physical dimensions and the gyroscope dynamic range. For the speciﬁc problem
of foot mounted INS, the NavChip is a better choice, because the motion of the foot can sometimes
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produce very large linear accelerations and angular rates. In the long run, the performance of the
gyroscopes is the most important thing to consider, because the acceleration due to gravity is ex-
tremely large in relation to the actual measured accelerations, and the gyroscopes are used to track
the orientation of the unit in order to cancel this eﬀect. For vehicle or robot tracking, the Analog
Devices unit would be a better choice because of its lower cost, and the ability to optimize its in-
ternal ﬁlters to the types of motions and noise processes associated with the platform. The bias
stability terms are similar for both units. These are important parameters to consider if biases are to
be estimated. These biases are similar to gravity in that they produce a relatively large acceleration
or rotation that needs to be canceled. In fact, canceling these biases will allow for more accurate
estimates of the gravity vector. Unfortunately the biases are not ﬁxed in either the body-frame or
Figure 6.7: Allan deviation plots for the two IMUs
the navigation-frame, making them much harder to track. It is for these reasons that an IMU with
a high degree of bias stability for both the accelerometers and gyroscopes is desirable no matter
what the applications is. The bias stability ﬁgures also limit the potential SNR improvement from
integration of samples. Figure 6.7 shows the Allan deviation plots (square-root of Allan variance)
for the ADIS16375AMLZ and NavChip IMUs. These plots show the reduction in noise that can be
achieved through integrating samples over time. There is a point where integrating no longer helps,
corresponding to the ﬂat section of the curves. This bounding noise variance is exactly the bias
stability number for the particular sensor. The section of the curve with a slope of −1 on a log-log
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plot is related to the familiar increase in SNR from integrating white noise. Finally, if we were to
continue increasing the integration interval we would start to see the Allan deviation increase with
a slope of 1, corresponding to ﬂicker noise [2], but this is not encountered in our applications. From
Figure 6.7 we can see that the Analog Devices unit has a lower initial accelerometer noise, but that
the NavChip has a more stable bias, allowing for better asymptotic performance. The NavChip gy-
roscopes start oﬀ with much higher SNR than those of the Analog Devices IMU, but the asymptotic
values are very close.
Table 6.1: IMU speciﬁcations
Parameter ADIS16375AMLZ NavChip Units
Sample rate 117.5* 200 Hz.
Accelerometer range ±177 ±157 ms2
Gyroscope range ±6.11 ±34.91 rads
Accelerometer noise 5.89E − 4* 6.87E − 4 m
s2
√
Hz.
Gyroscope noise 3.50E − 4∗ 6.98E − 5 rad
s
√
Hz.
Accel. bias stability 1.28E-3 .49E-3 ms2
Gyro. bias stability 5.82E-5 4.85E-5 rads
Dimensions 44 × 47 × 14 24 × 14 × 9 mm
Mass 0.046 0.006 kg
* The ADIS16375AMLZ internally samples at 2.46 KHz. and has
four user conﬁgurable 120 tap FIR ﬁlters which are not in use
6.2 Test Results
All of the ﬁgures in this chapter are top down views of the tests being depicted. The circles
represent reference antennas, and are numbered in a counter-clockwise fashion. The squares are the
surveyed truth locations. The actual paths walked all start and end at the same point, so while there
are only 17 truth locations surveyed in the auditorium test, there are actually 18 points in the path
that was walked.
In general it is desirable to have an algorithm that produces results in real time, or near real
time. In order to correct the heading at a given point in time the algorithm must have RF data
that is captured after that point in time. Given that we can capture RF data once per second, or
arbitrarily fast with improved hardware, the delay incurred by this requirement should be minimal.
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Additionally, the graphical user interface could always be updated with the best estimate of the
current position based on the current data, and past estimates would be fed to the display as they
were corrected. In this section we will explore the eﬀect of adjusting this window of RF data in
front of the current sample, by displaying the RMS error vs. window length as well as zeroing in
on the case with the lowest error. In addition to the windowed cases, a ’batch-mode’ case will be
shown where the entire dataset was used to produce a set of position estimates. Note that in the
batch cases there are no updates fed back to the INS, so the position solution is bounded in accuracy
by the INS loop closure. For this reason the windowed mode has the potential to work better in a
real-time application as well as potentially improving accuracy.
The plots in this section are 2D maps of the search space. The reference antennas are shown as
circles around the perimeter of the search area, which the surveyed truth points are black squares.
The position estimates are shown as error vectors which originate at the truth location and terminate
at the estimated position. In the inertial plots the path is plotted without any initialization, and with
markers at the points where INS zupts and RF captures take place.
6.2.1 Auditorium
The ﬁrst ﬁeld test conducted to validate the ISART algorithm operated in the smallest search
area, in line of sight conditions, but with four reference antennas, which for σART is a minimum
complement, but the ISART algorithm can greatly improve performance with limited antenna ge-
ometries as was shown in Chapter 5. This test also used a triangular path which allows for very
accurate surveying, but causes the user to walk in an unnatural way. This, coupled with the use of
our lower grade IMU, produced an INS solution with a closed loop error of 2 meters, which corre-
sponds to an error of 6% distance traveled. Based on simulations conducted earlier, this amount of
error was well within our known ISART operating range, equaling that of the base INS simulation
case.
Table 6.2 summarizes the performance of ISART as well as σART. The batch solution, which
eﬀectively provides the best ﬁt of the raw inertial data to the raw RF data, produced an RMS error
of 0.68 m, which is within our self-imposed tolerance of 1 m error determined by our ﬁrst responder
application. The windowed cases, which feed position and heading information back into the INS
ﬁlter, performed similarly (see Figure 6.10), with the exception of the two smallest window sizes.
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Figure 6.8: Auditorium test conﬁguration
Figure 6.9: Photo of the Alden Hall test site showing the open air test area
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Figure 6.10: ISART error performance vs. window length in the auditorium test
The window length of 3 case performed similarly to the σART case (equivalent to a window length
of 1), but the window length of 2 case actually made the estimates worse. A likely cause of this
breakdown is that the number of RF data being fused, and the relative proximity of the transmitter
locations, caused our assumptions about the “whiteness” of multipath contributions to be violated.
We can see in Figure 6.11 that there are two large errors in the σART solutions that are adjacent.
With a window length of 2, these two errors would be in rough agreement, and perturb the INS as
the path rounded the ﬁrst corner. If we could sample RF data faster, or adjust our RF data sampling
based on distance traveled, we would expect to see less of these corner cases. It is also important
to note that unlike an INS that has suﬀered a sudden, larger error which it cannot recover from, the
ISART system was able to recover in an amount of time equal to the duration of the perturbation.
Table 6.2: Error summary from the auditorium test
Method RMS error [m]
σART 2.30
ISART batch 0.68
ISART window of 8 0.68
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(a) INS path (b) σART error vectors, RMS error = 2.30 m
(c) ISART batch error vectors, RMS error = 0.68 m (d) ISART window (8) error vectors, RMS error = 0.68 m
Figure 6.11: Auditorium test results
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6.2.2 Wooden House
A more realistic test of the ISART system was conducted at the WPI Campus Religious Center,
a wooden house on campus with construction typical to urban or suburban residential built environ-
ments in the northeastern United States. This test represents a very common operational scene for
ﬁrst responders, so it is critical that any indoor location system performs well in this test. It is for this
very reason that we have often used this building to test the performance new algorithms [3, 13, 20].
The path taken in this test avoided many of the pitfalls of the triangular path in the auditorium test.
There were still some sharp turns, and some of the doorways inside this building are narrow and
tend not to line up with other doorways. For these reasons, the survey error was certainly larger than
in the previous test, but the INS performed much better in terms of loop closure, which in this case
was under one meter for a closed loop error of ≈ 3%.
Figure 6.12: Wooden house test conﬁguration
The errors for this test are summarized in Table 6.3. The ISART algorithm produced sub meter
RMS errors in every case where the number of RF samples being fused was greater than 10. The
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Figure 6.13: Photo of the wooden house test site showing reference antennas 5-8
Figure 6.14: ISART error performance vs. window length in the wooden house test
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(a) INS path (b) σART error vectors, RMS error = 2.20 m
(c) ISART batch error vectors, RMS error = 0.71 m (d) ISART window (17) error vectors, RMS error = 0.38 m
Figure 6.15: Wooden House test results
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only case where the error exceeded that of the σART result was in the windowed case (see Fig-
ure 6.14) with a window of 3. In the best case, the ISART algorithm produced an RMS error of just
0.38 meters. In the best windowed case, shown in Figure 6.15 the largest positioning errors occur
on the right hand side of the house, where the kitchen is located. This area is also where some of
the largest errors occur in the σART solution. The large RF errors here have been common to all
previous RF location eﬀorts in this building and may be attributed to the several large metal kitchen
appliances that surround the perimeter of the kitchen (top right corner of house in Figure 6.15).
Table 6.3: Error summary from the wooden house test
Method RMS error [m]
σART 2.20
ISART batch 0.71
ISART window of 8 0.38
The results in Table 6.3 validate our expectations about the performance gains of ISART over
traditional methods. The ISART batch error shows us that even with the added beneﬁt of initial-
ization (based on not one, but all of the points in the path) the INS error is still greater than our
closed-loop ISART result. We would expect the error to decrease as the window size increases,
and as Figure 6.14 shows this is indeed the overall trend of the error performance. The cases at the
boundaries (smallest and largest window sizes) do not follow the trend, but these discrepancies can
be explained. The run that has smallest window of RF data has two advantages over the next 3 larger
sizes. One is that it quickly forgets RF outliers, and the second is that it is using the least amount of
open-loop INS information of any of the cases. These two factors contribute to the slightly better
performance of the two-sample window case. The poorer performance of the last few cases results
from the fact that the number of RF updates is reduced because the longer window sizes reach the
end of the data faster. Therefore there are more INS-only estimates, though these have been aided
by prior RF updates, so the error does not increase signiﬁcantly.
Reduced Antenna Geometry
To further investigate the accuracy of the ISART algorithm in this ﬁeld test, we processed the
data with sets of 8 reference antennas, rather than the full set 16. These reductions are meant to
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represent constraints imposed on ﬁrst responder operations in an actual emergency, where it may
not be practical to place antennas on all four sides of a structure. The choices of antenna subsets to
use in this test were based on the assumption that the front of the house would always have antennas,
which may be mounted on ﬁre trucks or other apparatus. The latter four antennas were chosen to be
on the left of right side of the house, under the assumption that the back and one side may not be
accessible. Table 6.4 compares the errors from the two cases. In the ﬁrst case antennas 1 through 4
and 13 through 16 were used (see Figure 6.12), while the second case used antennas 1 through 8.
The error vector plots for these two cases are shown in Figures 6.18 and 6.19. Note that the inertial
path is unchanged, as it is independent of the RF system. The ISART-batch result in Figure 6.18(c)
shows errors dominated by position error, as shown by the nearly parallel error vectors. There is
still some heading error, but Figure 6.19(c) has error vectors that are much more characteristic of
a constant heading bias. This bias is in the RF heading data and is not to be confused with the
gyroscope bias in the IMU. Both the position bias in the ﬁrst case and the heading bias in the second
case can be attributed to the dilution of precision that results from the incomplete antenna geometry.
Table 6.4: RMS errors from the wooden house test
Method Antennas 1-16 Antennas 1-4 & 13-16 Antennas 1-8
σART 2.20 m 4.02 m 4.71 m
ISART batch 0.71 m 1.44 m 0.93 m
ISART (window) 0.38 m (17) 1.36 m (21) 0.91 m (17)
The errors from the ﬁrst case were much higher than those of the second case, suggesting that
the data from the antennas on the right hand side of the house contributed better information to the
overall solution when 16 antennas were used. In the second case the error performance was close
to achieving sub meter accuracy for all window lengths of 12 or larger, but never showed consistent
sub-meter accuracy. The batch solution in this case was below one meter, at 0.93m. Figures 6.16
and 6.17 show the performance of the ISART algorithm in each case with respect to the length of
window of RF data being fused. While both graphs show the expected decline in error with window
length, the errors in case 2 are much smaller. What is surprising about these results is that the
σART error was larger in the case where ISART performed better. Given the same inertial path, we
would expect the ISART errors to improve as the σART errors improve. There are however, other
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Figure 6.16: ISART error performance vs. window length in the wooden house test using antennas
1 through 4 and 13 through 16
Figure 6.17: ISART error performance vs. window length in the wooden house test using antennas
1 through 8
99
(a) INS path (b) σART error vectors, RMS error = 4.02 m
(c) ISART batch error vectors, RMS error = 1.44 m (d) ISART window (21) error vectors, RMS error = 1.36 m
Figure 6.18: Wooden house test results using antennas 1 through 4 and 13 through 16
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(a) INS path (b) σART error vectors, RMS error = 4.71 m
(c) ISART batch error vectors, RMS error = 0.93 m (d) ISART window (17) error vectors, RMS error = 0.91 m
Figure 6.19: Wooden house test results using antennas 1 through 8
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factors that aﬀect the performance of the ISART algorithm, such as the correlation of the RF errors
at diﬀerent locations. Large, sporadic errors will be far less damaging to the performance of the
ISART algorithm than small, consistent errors.
6.2.3 Computer Lab
The most challenging test conducted in support of this dissertation took place inside of a com-
puter lab in an academic building on the WPI campus. This is a brick and steel building, with all of
the walls of the computer lab being steel-studded, and the interior walls are covered with electrical
panels, wind-turbine power converters, metal-backed white boards, as well as electrical conduit run-
ning along the entire perimeter of the room. Additionally, all of the furniture is metal framed, and
there are several large metal cabinets. The doors are metal, and the windows are made of wire-mesh
reinforced safety glass. This environment challenges the RF system with extreme multipath, and
blocked direct path conditions. The INS is also challenged by the length and complexity of the truth
path, which doubles back on itself in several places. The truth points were surveyed after the path
was walked so that they would coincide with the footfalls, this allowed the user to walk with their
natural gait, rather than being constrained to a pre-surveyed path.
Figure 6.20: Computer Lab test conﬁguration
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Figure 6.21: Photo of the computer lab test site showing reference antennas 5-12
Figure 6.22: ISART error performance vs. window length in the computer lab test
103
(a) INS path (b) σART error vectors, RMS error = 2.52 m
(c) ISART batch error vectors, RMS error = 1.28 m (d) ISART window (32) error vectors, RMS error = 0.61 m
Figure 6.23: Computer lab test results
Table 6.5: Error summary from the computer lab test
Method RMS error [m]
σART 2.52
ISART batch 1.28
ISART window of 32 0.61
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Table 6.5 shows the errors produced by the diﬀerent algorithms. Once again, the ISART algo-
rithm, in the windowed mode, produced the best performance. The RF and INS systems were both
pushed past the point of failure in this test, with the INS loop closure being oﬀ by over 2 meters.
This error was mostly due to the length of the path in space and time, as the dimensionless error per
distance traveled was still only ≈ 3.6%. This shows that even a well functioning INS will perform
poorly over a long path. The batch result, did not achieve sub-meter error, as the INS path had a
large error, and the RF data being fused with it was also severely compromised. The windowed
error cases, plotted in Figure 6.22 take a much longer time to reach the sub-meter level. This is pri-
marily for two reasons: the ﬁrst is that a large number of the errors in the RF-only solution, shown
in Figure 6.23(b), exhibit a bias in the −y direction. The second reason is that the position solutions
on the far left and right hand loops are extremely sensitive to small changes in heading that occur in
the bottom part of the path. Rather than being a convex polygon like the previous two tests, this is
shaped more like a set of scales (Figure 6.23(a)). The INS has no way of independently determining
heading, so if the RF heading estimates are biased, but have low variances, these will be used by
the INS. In the best cases the error for this test was below a meter. The increased errors with larger
window sizes are again due to the edge eﬀects described in Section 6.2.2.
Although this test did require a very large window size to produce sub-meter errors, it is im-
portant to consider that in real operations the harder problems are operating in larger environments
over longer periods of time. It is likely that a ﬁrst responder would not become lost within the
ﬁrst 20 or so RF samples, but the degraded accuracy during the start-up transient may hinder day
to day operations where a precision indoor location system would be a useful tool, but not cru-
cial to the safety of personnel. Fortunately, our EKF-based algorithm provides a conﬁdence factor
(covariance) associated with each position estimate.
Reduced Antenna Geometry
This ﬁeld test was also processed using subsets of the overall set of reference antennas. In this
test, the geometry of the test site already limited us to 3 possible sides of antenna coverage. It made
sense to try to operate with just one set of antennas per axis, which resulted in using the 8 antennas
at the bottom of Figure 6.20 and one of the two sets of antennas on the left and right hand side of the
lab. In the ﬁrst case antennas 1 through 12 were used (see Figure 6.20), while the second case used
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antennas 5 through 16. The error vector plots for these two cases are shown in Figures 6.26 and 6.27.
Table 6.6 compares the errors from these two cases. The ﬁrst case, in which the antennas located
behind a metal-backed whiteboard (left hand side of the lab) were used performed signiﬁcantly
better than the second case, which was not the expected result. What was unexpected was the level
of degradation that occurred from removing these seemingly useless antennas in the second case.
Figure 6.25 shows this degradation in the second reduced antenna geometry case for this ﬁeld test.
Table 6.6: RMS errors from the computer lab test
Method Antennas 1-16 Antennas 1-12 Antennas 5-16
σART 2.52 m 4.23 m 4.00 m
ISART batch 1.28 m 2.28 m 2.71 m
ISART (window) 0.61 m (32) 1.77 m (33) 1.02 m (12)
Figure 6.24: ISART error performance vs. window length in the computer lab test using antennas 1
through 12
Figures 6.24 and 6.25 show plots of the RMS positioning errors of the two antenna subset cases
with respect to the number of RF samples fused at each step. The ﬁrst case, which used antennas 1
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Figure 6.25: ISART error performance vs. window length in the computer lab test using antennas 5
through 16
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(a) INS path (b) σART error vectors, RMS error = 4.23 m
(c) ISART batch error vectors, RMS error = 2.28 m (d) ISART window (33) error vectors, RMS error = 1.77 m
Figure 6.26: Computer lab test results using antennas 1 through 12
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(a) INS path (b) σART error vectors, RMS error = 4.00 m
(c) ISART batch error vectors, RMS error = 2.71 m (d) ISART window (12) error vectors, RMS error = 1.02 m
Figure 6.27: Computer lab test results using antennas 5 through 16
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through 12, produced stable errors that were consistently larger than the base case, with 16 antennas.
And, given the level of signal degradation expected for these antennas, the errors were smaller than
expected. Unfortunately, the second case performed much worse than expected. The degradation of
performance with increased numbers of RF samples being fused can be seen in Figure 6.24. This
degradation highlights the sensitivity of the ﬁlter to initialization errors. The larger windows of
RF samples being fused in this test included more of the large RF errors. These errors perturbed
the initial position and heading solutions, as well as contributing error to all subsequent updates.
This is a particularly severe case of the “edge eﬀects” described in Chapter 4, where a number of
particularly corrupted RF data samples found themselves in the fusion window for almost the entire
duration of the test, while the total number of samples being fused was decreasing.
6.3 Testing Summary
Figures 6.10, 6.14 and 6.22 show the performance of ISART with respect to the number of
RF data samples being fused. Because the heading at the present time is based on a relationship
between the RF data at the present point in time, and the window of data after that time, there
is a delay between when the user is located at a point in space and when they get an estimate of
their position at that location. In a real-time system, the user would always be fed the best position
estimates available at the current time, allowing the ﬁlter to update past samples with improved
estimates. This process is illustrated in Figure 6.28, where the overall position estimates continually
improve as time advances. In this ﬁgure, the output at the present time (red circle) is equal to the
ISART position estimate from one window length before the present time, with the inertial path
between that ISART position estimate and the present position estimate providing the best estimate
for all of the points from the last complete ISART update. This system would provide adequate
accuracy for typical operations, and in an emergency where a ﬁreﬁghter became lost or trapped, the
full data record could easily be leveraged to better locate them. Additionally, since ISART is an RF
system, all of the responders’ data could be compared with the victim’s to determine whether or not
they were on the right path to the victim. This is a generalization of loop-closure detection that is
commonly referred to as ‘RF-ﬁngerprinting’ [35].
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In the wooden house and computer lab tests, we investigated the impact of removing sets of
reference antennas in order to simulate realistic constraints imposed on antenna deployment. This
was not done in the auditorium test because the number of reference antennas in that test was
already minimal. Removing antennas decreased performance in all cases, which is to be expected.
The performance of the ISART algorithm did not suﬀer as much as the σART algorithm did in
most cases, which highlights the claimed robustness of the ISART positioning solutions. In both the
wooden house and the computer lab the antennas from the front and one side were retained. There
was a strong preference for one side over the other in both tests, which can be explained by the
particular channel eﬀects in each test. The wooden house solutions were more accurate when the
antennas closest to the kitchen were used, while the computer lab solutions were less accurate when
the antennas closest to the metal-backed white-board were used. In the latter case it is assumed
that these antennas were not receiving any direct-path signal components, resulting in longer than
expected propagation delays. Problems like this are exacerbated when the antennas in question are
the primary source of positioning information along a given axis.
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Chapter 7
Particle Filtering Investigation
In Chapter 3 we introduced the concept of the minimummean-square error estimator (MMSEE),
and then proceeded to show that the Kalman ﬁlter recursively achieves the MMSEE for the state of
a dynamic system driven by noise, given measurements corrupted by noise, as long as:
• The system is linear in both state dynamics and observations.
• The noise is additive white Gaussian noise.
We then generalized the Kalman ﬁlter to work on non-linear systems by introducing the Extended
Kalman Filter (EKF) in the context of our inertial navigation system (INS). Note that the EKF is
not the optimal MMSEE. In Chapter 4 we showed how our RF positioning estimates, which were
shown to have Gaussian error behavior in [3], could be used to counteract the accumulation of
error that is a fundamental consequence of tracking nonlinear INS mechanics, with nonlinear IMU
noise. Although the EKF is not an optimal estimator, it is still one of the most popular tools for
implementing INS. The EKF is versatile, and by incorporating measurements from systems that
do not suﬀer from error accumulation, we can drastically improve the INS performance [31, 22].
We were successful in correcting INS drift with our fused RF-INS position updates as was shown
in Chapter 6. There are, however, cases in which the RF metric functions appear to break our
assumptions about Gaussian error performance. A perfect example of this phenomena is the metric
function in Figure 7.1, generated with a simulated reﬂector, and the strength of the second peak
causes the σART algorithm to fail.
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Figure 7.1: Metric function with two approximately equal peaks
The break down of our Gaussian error model occurs when a combination of factors causes
reﬂectors to contribute to our metric function at the same or greater magnitude than the true trans-
mitted signal. These cases produce a metric function (proportional to a probability density function
(PDF) [13]) that is multimodal. That is to say there are several strong peaks that are approximately
Gaussian, with diﬀerent means and covariances. In the ﬁeld of Bayesian estimation distributions
that cannot be fully represented by their ﬁrst two or three moments are often modeled as a cluster of
“particles” [23]. The MMSEE is, by deﬁnition [25], the conditional mean of the posterior PDF of
the states conditioned on the measurements. While the EKF linearized the non-linear aspects of the
system and computed estimates based on assumed Gaussianity of the noise processes, the particle
ﬁlter attempts to preserve the essence of the underlying probability densities by approximating them
with discrete point masses, or particles. These particles are generated using Monte Carlo methods
which determine the location (in the Kolmogorov probability space) and weight (probability mea-
sure) of the particle. The particles in the prior probability distribution are then propagated to the
posterior distribution through Bayes’ rule. The conditional mean of the posterior distribution is
equal to the center of mass of the constellation of particles.
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Much of the literature on particle ﬁltering is devoted to the problems [5] inherent in choosing
particles, speciﬁcally the methods of generating new particles from posterior PDFs. Without these
methods, the particles being tracked tend to stack up on a single point in space, that happened to have
a relatively high probability after the ﬁrst time step. What we propose here is not strictly a particle
ﬁlter, but rather a combination of a particle ﬁlter for RF processing, and an EKF that fuses the
particle ﬁlter estimates with the inertial estimates. These particles can be generated automatically
by the RF processing, which greatly simpliﬁes our implementation. A multimodal metric function
is divided into N particles, corresponding to the locations and heights of the N strongest peaks.
Each one of these is processed using the ISART algorithm, with a tightly constrained scangrid, over
an entire window of samples. Peaks that are small in the initial metric function have the potential
to be the correct position estimate, just as peaks that are large in the initial metric function may
be reﬂectors. Our approach determines the validity of a peak through a “survival of the ﬁttest”
technique, where only the hypothesis that makes sense after ISART processing is chosen to be the
correct location.
7.1 Particle Filter Algorithm
In addition to the algorithms and subroutines deﬁned in Section 4.5 we will require several more
algorithms in order to fully describe our particle ﬁlter like version of the ISART algorithm, which
we call ISART-particle.
Peakﬁnder:
• Inputs: scangrid, metric- f unction, threshold, radius
• Outputs: peaks location and magnitude of local maxima found in metic- f unction
• Description: This algorithm recursively trims the input metric function until only the peaks
remain. The threshold is speciﬁed as a percent of the absolute maxima, and the radius deter-
mines the minimum distance that must exist between two peaks for them to be distinct. This
algorithm eﬀectively samples the most important parts of our approximate PDF.
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Algorithm 8 Peakﬁnder
for {x, y, z : (x, y, z) ∈ scangrid} do
if metric- f unction(x, y, z) > Threshold then
metric- f unction(x, y, z)← metric- f unction(x, y, z)
else
metric- f unction(x, y, z)← 0
scangrid ← scangrid \ (x, y, z)
end if
end for
for {x, y, z : (x, y, z) ∈ scangrid} do
if metric- f unction(x, y, z) > Threshold then
metric- f unction(x, y, z)← metric- f unction(x, y, z)
else
metric- f unction(x, y, z)← 0
scangrid ← scangrid \ (x, y, z)
end if
end for
peaks ← {metric- f unction, scangrid}
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Proper-PDF:
• Inputs: peaks
• Outputs: PDF
• Description: This algorithm scales the magnitudes of peaks so that the sum of all magnitudes
is unity:
PDF =
peaks(height)�
peaks(height)
(7.1)
ISART-particle:
• Inputs: IMU data: (x¨i.. j, y¨i.. j, z¨i.. j, α˙i.. j, β˙i.. j, γ˙i.. j), RF data: Ri, ..,R j, rx, scangrid, window,
threshold, threads
• Outputs: position estimate x, y, z at time index i
• Description: This is the version of the ISART algorithm based oﬀ of the particle ﬁlter method-
ology for approximating complicated probability density functions. A particle is deﬁned as
a four dimensional vector that is an element of a proper PDF. Three of the dimensions de-
scribe the spatial location of the particle, and the fourth is the probability mass of the particle.
The input, threshold, is the smallest mass particle that will be kept alive, and threads is the
maximum number of particles permitted by the user.
Note that all particles at time i can be processed in parallel.
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Algorithm 9 ISART-particle
Require: window ≤ i − j
RFupts0 ← []
Δ← [0, 0, 0]
metric- f unction ← Forward(Δ1, rx,R1, scangrid)
peaks = Peak f inder(metric- f unction)
PDF = Proper-PDF(peaks)
for i++ do
m=i+window;
xINS , yINS , zINS = INS(x¨0..m, y¨0..m, z¨0..m, α˙0..m, β˙0..m, γ˙0..m,RFupts1..i
Δ← Displacement(xINS ,i..m, yINS ,i..m, zINS ,i..m)
Rwindow, rxwindow = SAR-rephase(Δ, rx, [Ri, ..,Rm])
for particles ∈ PDF do
scangrid ← particle(position)
heading, σheading ← Yaw-scan(Δ,Rwindow, rxwindow)
Δ← Rotate(Δ, heading)
particle(mass)← Forward(Δi,..,k, rx,Ri, ..,Rk, particle(position))
particle(position)← particle(position) + Δ2
end for
x(i), y(i), z(i)← argmax(particle-mass)
RFupts(position)i ← x(i), y(i), z(i)
σposition(i)← Variance(metric- f unction)
RFupts(heading)i ← heading
σheading(i)← σheading
if particle(mass) < threshold then
particles ← particles \ particle
end if
if #particles < #threads then
metric- f unction ← Forward(Δ1, rx,Ri, scangrid)
peaks = Peak f inder(metric- f unction)
PDF = [PDF, Proper-PDF(peaks)]
end if
end for
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7.2 ISART-particle results
The results of particle ﬁlter processing applied to the data from Chapter 6 are presented in this
section. The presentation of these results is slightly diﬀerent because there is no longer a batch-
mode solution. The results presented here were produced with a maximum number of particles of
three. The computational complexity of this algorithm is very high, and initial testing with arbitrary
numbers of particles showed that there was almost always one particle that dominated, while the
rest tended to have roughly equal probabilities. With three particles, the magnitudes of the particles
tend to be closer, and the locations of the particles tend to be more diverse, thus preventing our
particles from becoming impoverished [5].
7.2.1 Auditorium
Figure 7.2: Auditorium test conﬁguration
Figure 7.2 is reproduced from Section 6.2.1 as a reminder of how this test was conﬁgured. In
this test, the particle ﬁlter based ISART algorithm performed extremely well, achieving sub-meter
positioning accuracy in all but one case (see Figure 7.3), and performing better than the RF-only
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σART algorithm in every case. Table 7.1 shows the RMS error performance of the ISART-particle
algorithm with respect to the σART algorithm, and the standard ISART algorithm.
Figure 7.3: ISART-particle error performance vs. window length in the auditorium test
The ISART-particle algorithm performed best with a window of 15 RF samples. Figure 7.4
shows the error vectors for this window length, which actually performed better than the best case
ISART-particle result for this ﬁeld test. While the ISART error was 0.68m, the ISART-particle error
was only 0.58 m. In Figure 7.5 there is a case where the wrong particle was chosen by the particle
ﬁlter, at index 2 on the best-particle curve. The ISART-particle EKF (blue curve), correctly rejected
this as an outlier, which prevented the ISART-particle solution from having a large error in this case.
The remaining values of the best-particle curve are in tight correspondence with the ISART-particle
curve, suggesting that a single particle dominated the remainder of the position updates; this would
also explain why the error performance in this case was so similar to that of the standard ISART
algorithm.
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Figure 7.4: Auditorium error vectors for a window of 15, RMS error= 0.58 m
Figure 7.5: Auditorium error comparison for window of 15
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Table 7.1: Error summary from the auditorium test
Method RMS error [m] (window)
σART 2.30
ISART-particle 0.58 (15)
ISART 0.68 (8)
7.2.2 Wooden House
Figure 7.6: Wooden House test conﬁguration
Once again, the test layout, Figure 7.6, is reproduced from Section 6.2.2 to serve as a quick
reference. In this test, the particle ﬁlter based ISART algorithm performed well, achieving sub-
meter positioning accuracy in all cases where the window size exceeded 14 (see Figure 7.7), and
performing better than the RF-only σART algorithm in every case. Table 7.2 shows the RMS
error performance of the ISART-particle algorithm with respect to the σART algorithm, and the
standard ISART algorithm. While the ISART algorithm did perform better than the ISART-particle
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algorithm, the performance of the two algorithms was very similar.
Figure 7.7: ISART-particle error performance vs. window length in the wooden house test
The ISART-particle algorithm performed best with a window of 17 RF samples. Figure 7.8
shows the error vectors for this window length, which performed slightly worse than the ISART
algorithm applied to the same data. In Figure 7.9 the best-particle curve has no large outliers, but
rather a fairly constant error between 0.5 m and 1.5 m in magnitude. If the RF errors are all biased,
but the heading information, and relative position information is highly accurate, the EKF can still
beneﬁt greatly from these RF updates. That is exactly what appears to be happening in this case.
Table 7.2: Error summary from the wooden house test
Method RMS error [m] (window)
σART 2.20
ISART-particle 0.51 (17)
ISART 0.38 (17)
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Figure 7.8: Wooden house error vectors for a window of 17, RMS error= 0.51 m
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Figure 7.9: Wooden house error comparison for window of 15
7.2.3 Computer Lab
The test layout for the ﬁnal ﬁeld test (Figure 7.10) is reproduced from Section 6.2.3 to aid in
relating position indexes to 2D coordinates. In this test, the particle ﬁlter based ISART algorithm
performed worse than either of the previous two tests, failing to achieve sub-meter positioning
accuracy every case (see Figure 7.11), but still performing better than the RF-only σART algorithm
in almost every case. Table 7.3 shows the RMS error performance of the ISART-particle algorithm
with respect to the σART algorithm, and the standard ISART algorithm. In this test, the ISART
algorithm clearly performed better, but the ISART-particle algorithm still arguably performed better
than the RF-only σART algorithm. This result comes as somewhat of a surprise because the particle
ﬁltering methodology should be more appropriate in this test, where the large numbers of reﬂectors
and obstructions creates multimodal metric functions with more maxima, or modes.
The performance of the ISART-particle algorithm did approach the sub-meter RMS error re-
quirement in a few cases. The best of these, with a window of 26 samples, is shown in Figure 7.12.
The errors on the left half of the lab are much greater than those on the right half. This points
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Figure 7.10: Computer Lab test conﬁguration
Figure 7.11: ISART-particle error performance vs. window length in the computer lab test
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Figure 7.12: Computer lab error vectors for a window of 26, RMS error= 1.03 m
Figure 7.13: Computer lab error comparison for window of 26
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to poor RF conditions during initialization (as the left side of the room corresponds to the points
that were visited ﬁrst). Figure 7.13 indicates that the initial position error was low, but the error
represented by the best-particle curve begins to diverge at position index #3. The ISART-particle
curve does not diverge until the following index, suggesting that an inaccurate heading update has
taken the EKF oﬀ course. The best-particle curve seems to recover, albeit with a large bias, in the
vicinity of position index #14, but the ISART-particle curve takes some additional time to reﬂect
this improvement, which is a consequence of the relatively high variance of the RF solutions, which
cause EKF to weight the RF contributions less than the INS contributions. There is a tenancy to
think of Kalman ﬁlters as being low-pass ﬁlters, but observations with suﬃciently low variance, i.e.
the zero-velocity update (see Figure 3.5), can cause nearly instantaneous changes in the navigation
states.
Table 7.3: Error summary from the computer lab test
Method RMS error [m] (window)
σART 2.52
ISART-particle 1.03 (26)
ISART 0.61 (32)
Figure 7.11 shows a steep increase in the RMS error for window sizes greater than 30. The worst
of these cases is for the window length of 36. Figures 7.14 and 7.15 highlight the individual errors
with respect to position and data source for this case: Once again there is clearly poor rotational
information being used throughout the duration of the test. The entire best-particle curve shows
consistent high errors, with the exception of two sporadic very-high errors, the other cases with
window lengths greater than 30 look similar. What is causing these extremely bad RF updates are
the large error spikes in the σART curve that appear on or after index 30. Looking at the original
σART error vectors (Figure 7.16) for this case, we can see that there are numerous large errors on
the right half of the plot that are being pulled toward the lower right hand corner of the search area.
The RF fusion should attenuate such errors, but these errors, particularly those at indexes 32 and
33 are both highly correlated, and suﬃciently strong to produce the two large outliers in the best-
particle curve of Figure 7.15. It is likely that the particle that experienced these two outliers was
stronger than other particles that more correctly traversed the actual path, a path which is known to
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Figure 7.14: Computer lab error vectors for a window of 38, RMS error= 2.99 m
Figure 7.15: Computer lab error comparison for window of 36
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have rather bad error characteristics that would cause such a particle to have low weighting. It may
be that such long paths are inappropriate for the particle ﬁltering method, both for computational
complexity, and because these unstable solutions can be produced. Using more particles would
likely mitigate this behavior, because there would be a higher chance of a particle successfully
traversing the path, which would outweigh even these highly correlated errors. There is also the
Figure 7.16: Computer lab error vectors the RF-only σART algorithm
well known problem of designing particle ﬁlters for problems of high dimensionality. If n particles
are suﬃcient for a 1D problem, then n2 will be needed to model a 2D problem with the same degree
of precision. In our case each RF time sample can be thought of as an additional dimension. If the
data are not corrupted by signiﬁcant noise, then this high dimensioned space of solutions becomes
rank deﬁcient, allowing us to use a small number of particles to model it. Therefore we can think
of the number of large outliers, plus the “true” path as making up the dimensions of our space, in
which case we can see a drastic increase in the dimensionality of RF solutions contained in a single
window when the window size meets or exceeds 30.
7.3 Particle Filter Summary
The particle ﬁlter based ISART implementation generally produced errors that were similar to,
but consistently larger than those produced by the standard ISART implementation, which is based
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on the assumption of Gaussian errors being produced by the RF system. The fact that the more gen-
eral error model of the particle ﬁlter produced estimates that closely matched those of the algorithm
running with a simpliﬁed error model reinforces the assumptions of the simpliﬁed error model.
Simulations, like those that produced the strongly bi-modal distribution seen in Figure 7.1 showed
potential ﬂaws in this error model. In reality, while multimodal metric functions are common, there
is generally a single mode that is dominant, and this mode is usually, but not always, closest to
the correct positioning solution. The ISART algorithm was shown to be more accurate than the
particle ﬁlter, which is likely due to the validity of our assumptions about our error distribution, as
well as the familiar trade-oﬀ between specialist vs. generalist algorithms. In real world settings
where the error sources cannot be modeled perfectly, it is often more eﬀective to under-model the
underlying processes, rather than over-model them. That being said, the particle ﬁlter should not
be totally discounted. This investigation looked at one implementation of a particle ﬁlter, but there
are countless variations that could be explored, but not many of them fall into the realm of reason-
able computational complexity. Adding more particles to this implementation would likely result
in improved performance, particularly in the computer lab case. Improvement would be seen in
the other two case as well, but this improved performance would be attributed to the fact that the
additional particles would be taking weight away from the sub-dominant modes, reinforcing the
unimodal Gaussian error mode. The errors should approach those of the standard ISART algorithm
as the number of particles becomes large.
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Chapter 8
Conclusion
In this dissertation we began by explaining the purpose of our research, which is to provide vi-
tal location information to ﬁrst responders; it is my belief that engineering research cannot survive
without a real and deﬁnite purpose. This dissertation speciﬁcally addresses the problem of indoor
positioning. Chapters 2-3 described the underlying physical and mathematical principles that both
plague and aid our eﬀorts to accurately estimate position in realistic conditions. In Chapter 4 the
ISART algorithm was introduced as a way of merging the best aspects of the two most popular
positioning technologies for indoor navigation: INS and RF-based location systems. The data from
these systems were fused in a novel manner in order to produce a position estimate that was hy-
pothesized to be more accurate and more robust than either system could produce on its own. The
assumptions about the behavior of RF multipath and INS drift were put to the test in several simu-
lations which supported our assertions. The ﬁnal test involved applying ISART processing on real
RF and INS data from indoor, pedestrian ﬁeld evaluations. The results of these tests once again
supported our original hypothesis.
Inverse Synthetic Array Reconciliation Tomography (ISART) was developed to further enhance
the positioning accuracy of the Precision Personnel Locator system, particularly in RF channels
where extrememultipath conditions are expected, or the number of reference antennas is constrained
by operational considerations. In order to achieve this outcome, the algorithm must also use the
improved RF positioning solutions to counteract the accumulation of errors in the underlying Inertial
Navigation System (INS) which is an integral part of the multipath mitigation process. The basic
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theoretical assertion is that the RF position estimates are initialized to a common coordinate frame,
and they have time-stationary, but potentially large, errors that can be corrected by fusing data from
multiple locations. If short-time INS displacements are accurate enough to perform this fusion, then
the combined INS and RF solution can be fed back into the INS Extended Kalman Filter (EKF) to
prevent the long-time accumulation of position and heading errors.
Simulations showed that ISART did perform better than the RF only σART algorithm in all
tested cases. The simulation cases compared the performance of the ISART to that of σART in
cases where there were limitations on antenna placement, reduced SNR, and, most importantly,
cases with high multipath channels. The most pronounced improvements were in the cases with
high multipath, but ISART also performed better in cases with reduced antenna geometries, and was
able to operate at lower SNR than σART . The performance increase was not merely an integration
gain in SNR, as the RF-only control case fused multiple samples of data from a stationary location.
The spatial diversity of the virtual antenna arrays was the main contributer to performance. These
simulations also showed that ISART performance was not disproportionately aﬀected by simulated
INS errors.
The next step in validating the ISART algorithm was to perform ﬁeld tests with varying lev-
els of multipath and compare the results of both σART and ISART on the same data sets. While
inertial system errors are diﬃcult to compare directly to those of an RF system, the ISART algo-
rithm performs better than any INS-only system possibly could with regards to: initialization, error
accumulation, and loop closure.
In the ﬁeld tests conducted in support of this Dissertation ISART performed better than σART in
each test case, and did not suﬀer from the drift associated with INS-only errors. Table 8.1 shows the
RMS errors for the RF-only σART algorithm, the ISART-batch algorithm, and the best window size
results from the ISART algorithm. The number of samples required to reduce the RMS error below
1 m RMS was 4, 11, and 25 for the auditorium, house, and lab tests, respectively. The performance
of the ISART algorithm typically increases as the number of samples being fused increases, but so
does the computational cost and memory requirements. Table 8.1 also shows the outcomes of the
ISART-particle processing, which performed better than the conventional ISART algorithm in the
ﬁrst two ﬁeld tests, and worse in the third. With suﬃcient processing power and code-optimization
this last error ﬁgure can likely be improved by increasing the maximum number of particles tracked
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from 3 to a larger number.
Table 8.1: Experimental error performance summary
Test Audatorium Wooden House Computer Lab
Method RMS error [m]
σART 2.30 2.20 2.52
ISART-batch 0.68 0.71 1.28
ISART (best window) 0.68 (8) 0.38 (17) 0.61 (32)
ISART-particle (best window) 0.58 (15) 0.51 (17) 1.03 (26)
8.1 Contributions of this dissertation
While the idea of fusing RF and INS information for improved precision indoor location is
nothing new, this is the ﬁrst algorithm to fuse RF data at the signal level, through the use of virtual
antenna arrays, using relative INS position estimates. This fusion exploits the multipath mitigation
properties of the existing σART algorithm, by increasing the number of linearly dependent direct
path signal components in the received data matrix. The multipath components of these additional
signals are uncorrelated with the other components of the received data matrix because every column
diﬀers in either the location of the transmitter, the location of the receiving antenna, or both. In order
to achieve this fusion, the INS path estimate (which has no information about absolute position or
heading) requires heading information to transform the relative displacements into the navigation
coordinate frame that the RF system is operating in. This heading information is achieved through
an extension of the σART algorithm, designed as a component of the ISART algorithm, which scans
over rotations rather than translations.
With the rotation solved for, virtual antenna arrays can then be used with the existing σART al-
gorithm to determine the location of the mobile transmitter. This location and heading information
is fed into the INS-EKF with a variance determined from the statistics of the heading-scan and
σART metric functions. While the computation of this variance, and use in a Kalman ﬁlter are con-
tributions of this work, the underlying Gaussian error behavior was ﬁrst quantiﬁed in [3] and ﬁrst
exploited in [13].
Various Kalman ﬁlter extensions are used in the ﬁeld of indoor location to fuse RF and INS
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data, however, these updates generally consist of position and heading updates that are computed
from 1D ranging methods. The 1D ranges themselves may also be directly observed by the Kalman
ﬁlter, but the improvements in the INS track are never used to improve the RF estimates at the
signal level as we have done in this work. These multiple feedback mechanisms between the INS
and RF systems not only solve the problems of initialization for INS, but also the accumulation of
positioning errors, and heading errors. The ISART system does not accumulate position of heading
errors over time, and therefore a user re-tracing their own steps will not have their trajectory suﬀer
from the “spiro-graphing” that is characteristic of INS operating over long periods of time.
A more general formulation of the ISART algorithm was proposed in Chapter 7 with the ISART-
particle algorithm. This algorithm permits the errors in the RF system to be non-Gaussian; in fact
the distribution may be arbitrary. This type of error model had not been previously considered for
the σART algorithm. There is, however, a practical constraint on the complexity of the distribution,
speciﬁcally the number of peaks, or modes, of the distribution over the search space should be
small. This constraint is due to both computational complexity, as well as the familiar problems of
traditional particle ﬁlters with respect to the particle swarm becoming impoverished [5, 32].
Finally, these theoretical contributions were validated using both simulated and real experimen-
tal data. The performance increase seen from both the ISART and ISART-particle algorithms over
the σART and INS solutions was signiﬁcant. More importantly, the performance was almost always
within our 1 m RMS error goal. This presents a major step forward for making the system practical
for real-world operations. The simulations and tests presented here were all in single-story settings
because the accuracy in the x, y plane was out primary concern. The scanning techniques used by
the σART and ISART algorithms work in 3D as well. Integration with other sensors [13], as well
as TOA information [3], and improved antenna coverage schemes [24] have also been previously
explored to estimate the height of the mobile unit. A key reason for the focus on 2D accuracy is
that, even without a priori ﬂoor plans, ﬂoors tend to be distributed uniformly at discrete intervals,
with spacing that is large when compared with our accuracy goals, so it is almost always suﬃcient
to supply an estimate of 2D position and ﬂoor to an incident commander. Work with ﬁrst responders
has conﬁrmed this conclusion.
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8.2 Future Work
The ISART algorithm exploits the best aspects of the previously developedσART algorithm [21],
which is a fundamentally time diﬀerence of arrival (TDOA) system. ISART fusion techniques could
easily be extended to work with the proposed TART algorithm [3], which is a fundamentally time of
arrival (TOA) system. The performance of a TOA-ISART algorithm should increase in the case of
reduced antenna geometry. In Chapter 6 we saw that loss of antenna coverage in the wooden house
test produced RMS errors larger than those of the computer lab test with full antenna coverage. This
suggests that, while the multipath mitigation capabilities of the ISART algorithm work extremely
well, there is room for improvement with regards to operating with deﬁcient antenna geometries.
Most of the theoretical work has already been done, but the TOA synchronization requires more
complex hardware, and both TART and ISART will require unique implementation strategies. The
hardware must have full transceiver capabilities, as well as the ability to trigger RF transactions
on INS zupts. From early TART experiments it appears that this fusion would perform extremely
well in cases with poor antenna geometry and high multipath, but could fail in cases with blocked
direct path. A further fusion is possible, where ISART could use both σART and TART processing
simultaneously using the PPL Bayesian Fusion Algorithm [13]. Once the hardware for TART and
ISART is implemented, the extension to the Bayesian Fusion Algorithm is entirely software based,
and should not pose a signiﬁcant challenge.
Making use of loop closure detection could increase the precision of the ISART algorithm
greatly. Preliminary experiments have shown that a loop-closure detector can be run on the RF
data with a high detection power and low rate of false positives. Unfortunately getting the most
out of these loop closures requires a major re-tooling of the INS-EKF, and there is the associated
problem of contending with false alarms, no matter how rare they may be. Eﬀective use of loop
closures could enhance ISART by building a map of the RF channel vs. position in real time, us-
ing many of the concepts currently used in vision-based simultaneous localization and mapping
(SLAM) applications [30].
Currently the ISART algorithm as implemented only supports a post-processed mode of oper-
ation. That is to say, in the current implementation, owing to the use of smoothing and a forward-
looking RF data updates, the present estimate depends on future samples, thus even a faster im-
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plementation would still yield a few seconds of delay before producing an accurate positioning
solution. The adverse aﬀects of this delay could be mitigated by always displaying the best current
estimate of position at the current time, and back-correcting the trajectory as more data becomes
available (see Figure 6.28 for an example of error performance in a real time operational mode).
This type of operation would require only minor changes to the current ﬁlter implementation. The
biggest hurdle to a real time implementation is the computational demands of ISART. Fortunately
the problem is extremely paralellizable. Each point in the discretized search space, or scangrid, can
be processed as an independent thread in a GPU implementation. A multicore CPU implementation
could oﬀer a modest gain by dividing this scangrid into N parts, each taking ≈ 1N as long to compute.
The heading computation could also be accelerated by running several minimization solvers, with
diﬀerent initial conditions, in parallel and using a weighted sum, or a voting algorithm to determine
to best estimate of heading.
Eventually ISART should be able to run directly on the receiving hardware (see Section 2.1
for a complete description). The RF data are already being stored on these devices, and there are
additional data channel radios that can be used to send the raw INS data to the transceiver units.
Since these units are not inside the building, a high-bandwidth backend communication link (WiFi
or other) could be used in a mesh topology so that the boxes could share RF and INS data (multiple
boxes receiving INS data could also be used to enhance the robustness of the indoor-outdoor data
link). The FPGA-based software radios would be particularly well suited to the highly parallel
nature of the problem. To reduce memory requirements we could reduce the precision to which we
store our RF data by employing an intelligent dynamic range compression algorithm. Furthermore,
the computation of the ﬁrst singular value could be done approximately using the power method [19]
for determining eigenvalues, and an educated guess for the principal singular vector (which should
resemble the transmitted signal). Numerical approximations have also been developed to speed up
the computation of our time oﬀsets for the re-phasing process, which can be done oﬄine in σART ,
but the constant changing geometries of the virtual reference arrays forces us to perform this step at
each RF sample in ISART.
The ﬁnal challenge faced by this project is a systems engineering task. All of the algorithms and
hardware designs that have been produced in support of this project need to be integrated with one
another. The system hardware needs to be produced on a large scale to facilitate beta-testing, which
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will most likely result in more problems to be solved on the signal processing side of the problem.
This tight feedback with the ﬁrst responder community is the best way to produce a product that
people will actually use, and is therefore the best path towards doing the most good.
8.3 Final Thoughts
The ﬁeld of precision indoor location is still very young. As a result the pace of development
is extremely rapid. The new algorithms and methods presented in this work are general enough to
allow them to be integrated into many diﬀerent types of tracking systems. Just as ISART built upon
previous works in the RF and INS ﬁelds, this work should be able to augment many diﬀerent types
of systems. While the most appropriate system would be the PPL system, which it was targeted
for, variations of ISART could be used that exploit the diﬀerent strengths of this algorithm. For
example, a primarily INS based solution could add a small number of ﬁxed reference antennas to
be used primarily for initialization, and heading observations. Likewise, an RF-only system could
employ some very inexpensive IMUs to be able to fuse data over short distances, which as we saw
in Figure 6.22 can still produce tremendous improvements in performance.
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