By a special symplectic connection we mean a torsion free connection which is either the Levi-Civita connection of a Bochner-Kähler metric of arbitrary signature, a Bochner-bi-Lagrangian connection, a connection of Ricci type or a connection with special symplectic holonomy. A manifold or orbifold with such a connection is called special symplectic.
Introduction
Among the basic objects of interest in differential geometry are connections on a differentiable manifold M which are compatible with a given geometric structure, and the relation between the local invariants of such connections and the geometric and topological features of M . For example, in Riemannian geometry, the Levi-Civita connection of the metric is uniquely determined, hence every feature of the connection reflects a property of the metric structure.
In contrast, for a symplectic manifold (M, ω), there are many symplectic connections, where we call a connection on M symplectic if it is torsion free and ω is parallel. Indeed, the space of symplectic connections on M is an affine space whose linear part is given by the sections in S 3 (T M ). Thus, in order to investigate 'meaningful' symplectic connections, we have to impose further conditions.
In this article, we shall introduce the notion of a special symplectic connection which is defined as a symplectic connection on a manifold of dimension at least 4 which belongs to one of the following classes.
If the symplectic form is the Kähler form of a (pseudo-)Kähler metric, then its curvature decomposes into the Ricci curvature and the Bochner curvature ( [Bo] ). If the latter vanishes, then (the Levi-Civita connection of) this metric is called Bochner-Kähler. Similarly, if the manifold is equipped with a bi-Lagrangian structure, i.e. two complementary Lagrangian distributions, then the curvature of a symplectic connection for which both distributions are parallel decomposes into the Ricci curvature and the Bochner curvature. Such a connection is called Bochner-bi-Lagrangian if its Bochner curvature vanishes.
For results on Bochner-Kähler and Bochner-bi-Lagrangian connections, see [Br2] and [K] and the references cited therein.
Connections of Ricci type
Under the action of the symplectic group, the curvature of a symplectic connection decomposes into two irreducible summands, namely the Ricci curvature and a Ricci flat component. If the latter component vanishes, then the connection is said to be of Ricci type.
Connections of Ricci type are critical points of a certain functional on the moduli space of symplectic connections ( [BC1] ). Furthermore, the canonical almost complex structure on the twistor space induced by a symplectic connection is integrable iff the connection is of Ricci type ( [BR] , [V] ). For further properties see also [CGR] , [CGHR] , [BC2] , [CGS] .
Connections with special symplectic holonomy
A symplectic connection is said to have special symplectic holonomy if its holonomy is contained in a proper absolutely irreducible subgroup of the symplectic group.
The special symplectic holonomies have been classified in [MS] and further investigated in [Br1] , [CMS] , [S1] , [S2] , [S3] .
We can consider all of these conditions also in the complex case, i.e. for complex manifolds of complex dimension at least 4 with a holomorphic symplectic form and a holomorphic connection.
At first, it may seem unmotivated to collect all these structures in one definition, but we shall provide ample justification for doing so. Indeed, our main results show that there is a beautiful link between special symplectic connections and parabolic contact geometry.
For this, consider a (real or complex) simple Lie group G with Lie algebra g. We say that g is 2-gradable, if g contains the root space of a long root. In this case, the projectivization of the adjoint orbit of a maximal root vector C ⊂ P o (g) carries a canonical G-invariant contact structure. Here, P o (V ) denotes the set of oriented lines through 0 of a vector space V , so that P o (V ) is a sphere if V is real and a complex projective space if V is complex. Each a ∈ g induces an action field a * on C with flow T a := exp(Fa) ⊂ G, where F = R or C, which hence preserves the contact structure on C. Let C a ⊂ C be the open subset on which a * is positively transversal to the contact distribution. We can cover C a by open sets U such that the local quotient M U := T loc a \U , i.e. the quotient of U by a sufficiently small neighborhood of the identity in T a , is a manifold. Then M U inherits a canonical symplectic structure. Our first main result is the following Theorem A: Let g be a simple 2-gradable Lie algebra with dim g ≥ 14, and let C ⊂ P o (g) be the projectivization of the adjoint orbit of a maximal root vector. Let a ∈ g be such that C a ⊂ C is nonempty, and let T a = exp(Fa) ⊂ G. If for an open subset U ⊂ C a the local quotient M U = T loc a \U is a manifold, then M U carries a special symplectic connection.
The dimension restriction on g guarantees that dim M U ≥ 4 and rules out the Lie algebras of type A 1 , A 2 and B 2 .
The type of special symplectic connection on M U is determined by the Lie algebra g. In fact, there is a one-to-one correspondence between the various conditions for special symplectic connections and simple 2-gradable Lie algebras. More specifically, if the Lie algebra g is of type A n , then the connections in Theorem A are Bochner-Kähler of signature (p, q) if g = su(p + 1, q + 1) or Bochner-bi-Lagrangian if g = sl(n, F); if g is of type C n , then g = sp(n, F) and these connections are of Ricci type; if g is a 2-gradable Lie algebra of one of the remaining types, then the holonomy of M U is contained in one of the special symplectic holonomy groups. Also, for two elements a, a ∈ g for which C a , C a ⊂ C are nonempty, the corresponding connections from Theorem A are equivalent iff a is G-conjugate to a positive multiple of a.
If T a ∼ = S 1 then T a \C a is an orbifold which carries a special symplectic orbifold connection by Theorem A. Hence it may be viewed as the "standard orbifold model" for (the adjoint orbit of) a ∈ g. For example, in the case of positive definite Bochner-Kähler metrics, we have C ∼ = S 2n+1 , and for connections of Ricci type, we have C ∼ = RP 2n+1 . Thus, in both cases the orbifolds T a \C are weighted projective spaces if T a ∼ = S 1 , hence the standard orbifold models T a \C a ⊂ T a \C are open subsets of weighted projective spaces.
Surprisingly, the connections from Theorem A exhaust all special symplectic connections, at least locally. Namely we have the following Theorem B: Let (M, ω) be a (real or complex) symplectic manifold with a special symplectic connection of class C 4 , and let g be the Lie algebra associated to the special symplectic condition as above.
1. Then there is a principalT-bundleM → M , whereT is a one dimensional Lie group which is not necessarily connected, and this bundle carries a principal connection with curvature ω.
2. Let T ⊂T be the identity component. Then there is an a ∈ g such that T ∼ = T a ⊂ G, and a T a -equivariant local diffeomorphismî :M → C a which for each sufficiently small open subset V ⊂M induces a connection preserving diffeomorphism ı : T loc \V → T loc a \U = M U , where U :=î(V ) ⊂ C a and M U carries the connection from Theorem A.
The situation in Theorem B can be illustrated by the following commutative diagram, where the vertical maps are quotients by the indicated Lie groups, and T\M → M is a regular covering.
In fact, one might be tempted to summarize Theorems A and B by saying that for each a ∈ g, the quotient T a \C a carries a canonical special symplectic connection, and the map ı : T\M → T a \C a is a connection preserving local diffeomorphism. If T a \C a is a manifold or an orbifold, then this is indeed correct. In general, however, T a \C a may be neither Hausdorff nor locally Euclidean, hence one has to formulate these results more carefully.
As consequences, we obtain the following Corollary C: All special symplectic connections of C 4 -regularity are analytic, and the local moduli space of these connections is finite dimensional, in the sense that the germ of the connection at one point up to 3rd order determines the connection entirely. In fact, the generic special symplectic connection associated to the Lie algebra g depends on (rk(g) − 1) parameters. Moreover, the Lie algebra s of vector fields on M whose flow preserves the connection is isomorphic to stab(a)/(Fa), F = R or C, with a ∈ g from Theorem B, where stab(a) = {x ∈ g | [x, a] = 0}. In particular, dim s ≥ rk(g) − 1 with equality implying that s is abelian.
When counting the parameters in the above corollary, we regard homothetic special symplectic connections as equal, i.e. (M, ω, ∇) is considered equivalent to (M, e t 0 ω, ∇) for all t 0 ∈ F.
We can generalize Theorem B and Corollary C easily to orbifolds. Indeed, if M is an orbifold with a special symplectic connection, then we can write M =T\M whereM is a manifold and T is a one dimensional Lie group acting properly and locally freely onM , and there is a local diffeomorphismî :M → C a with the properties stated in Theorem B.
While the analyticity of the connection and the determinedness by the 3rd order germ at a point has been known in the Bochner-Kähler and Bochner-bi-Lagrangian case ([Br2] 1 ) and for connections with special symplectic holonomies (e.g.
[CMS], [MS] ), it was unclear what the maximal analytic continuations of these structures look like and in which cases they are regular. This question is now answered in principle. Furthermore, the inequality dim s ≥ rk(g) − 1 was known for the Bochner cases ( [Br2] ), whereas for the special symplectic holonomies, it was only known that s = 0 ([S3]).
We also address the question of the existence of compact manifolds with special symplectic connections. In the simply connected case, compactness already implies that the connection is hermitian symmetric. More specifically, we have the following Theorem D: Let M be a compact simply connected manifold with a special symplectic connection of class C 4 . Then M is equivalent to one of the following hermitian symmetric spaces.
, where g 0 is the Fubini-Study metric. These are Bochner-Kähler metrics of signature (p, q). Moreover, M ∼ = (CP n , g 0 ) is also of Ricci type.
2. M ∼ = SO(n + 2)/(SO(2) · SO(n)), whose holonomy is contained in the special symplectic holonomy group SL(2, R) · SO(n) ⊂ Aut(R 2 ⊗ R n ).
3. M ∼ = SU(2n + 2)/S(U(2) · U(2n)), whose holonomy is contained in the special symplectic holonomy group Sp(1) · SO(n, H) ⊂ Aut(H n ).
4. M ∼ = SO(10)/U(5), whose holonomy is contained in the special symplectic holonomy group SU(1, 5) ⊂ GL(20, R).
5.
M ∼ = E 6 /(U(1) · Spin(10)), whose holonomy is contained in the special symplectic holonomy group Spin(2, 10) ⊂ GL(32, R).
In particular, there are no compact simply connected manifolds with any of the remaining types of special symplectic connections, i.e. M can be neither complex with a holomorphic connection, nor Bochner-bi-Lagrangian, nor can the holonomy of M be contained in any of the remaining special symplectic holonomies.
The only case for which Theorem D was previously known are the positive definite Kähler metrics. In fact, it is shown in [Br2] that a compact positive definite Bochner-Kähler manifold must be a quotient of CP r × (CP s ) * , where the asterisk denotes the non-compact dual.
Following this introduction, we first develop the algebraic formulas needed to describe the curvature conditions for special symplectic connections uniformly. In section 3, we construct the special symplectic connections on the local quotients T loc a \C a and hence prove Theorem A, and in section 4, we investigate the structure equations of special symplectic connections and derive results which culminate in Theorem B. Finally, in the last section we show the existence of connection preserving vector fields and Corollary C, and the rigidity result from Theorem D.
We are grateful to R.Bryant for helpful discussions about Bochner-Kähler and Bochner-bi-Lagrangian structures, and for valuable comments on the link to parabolic contact geometry. Also, it is a pleasure to thank P.Bieliavski, S.Gutt and W.Ziller for many stimulating conversations and helpful comments.
Algebraic preliminaries

A brief review of representation theory
In this section, we shall give a brief outline of standard facts of representation theory of complex semi-simple Lie algebras. For a more detailed exposition, see e.g. [FH] , [Hu] or [OV] .
Let g C be a semi-simple complex Lie algebra, and let t ⊂ g C be a Cartan subalgebra, i.e. a maximal abelian self-normalizing subalgebra. The rank of g C is by definition rk(g C ) := dim t.
If ρ : g C → End(V ) is a representation of g C on a complex vector space V , then for any λ ∈ t * we define the weight space V λ by
We let Φ ⊂ t * be the set of weights of ρ, and thus have the decomposition
In particular, if V = g C and ρ is the adjoint representation, then we get the Cartan decomposition
i.e. t is the weight space of weight 0, and ∆ ⊂ t * is the set of non-zero weights. ∆ is called the set of roots or the root system of g C . It is well known that dim g α = 1 for all α ∈ ∆. For any root α ∈ ∆, there is a unique element
There is an ad(g C )-invariant non-degenerate symmetric bilinear form B on g C , the so-called Killing form, which is given by B(x, y) := tr(ad x • ad y ) for all x, y ∈ g C . We shall use it to identify g C and g * C . The restriction of B to t is non-degenerate as well, and B(H α , H α ) ∈ Z + for all α ∈ ∆. In fact, there are at most two possible values for B(H α , H α ) for α ∈ ∆ which allows us to speak of long and short roots, respectively.
Given an element λ ∈ t * and a root α, we let
Note that , is linear in the first entry only. We define the weight lattice Λ ⊂ t * as the set of elements λ ∈ t * such that λ, α ∈ Z for all α ∈ ∆. Then Φ ⊂ Λ for any representation ρ.
For λ ∈ Φ, the significance of λ, α ∈ Z is the following. If λ occurs as the weight of an irreducible representation of g C and λ, α > 0 ( λ, α < 0, respectively) then λ − kα (λ + kα, respectively) is also a weight of that representation for k = 1, . . . , | λ, α |.
For any root α ∈ ∆, denote by σ α the orthogonal reflection of t * in the hyperplane perpendicular to α. The Weyl group W of g C is the group generated by all σ α . W is always finite. If g C is simple then W acts irreducibly on t * and transitively on the set of roots of equal length. The set of weights Φ of any representation is W -invariant.
If g C is simple, then the adjoint representation ρ : g C → End(g C ) is irreducible. Also, | α, β | ≤ 3 for all α, β ∈ ∆, and if α is long and β short, then either α, β = β, α = 0, or | α, β | > 1 and | β, α | = 1. Moreover, if α is long then | β, α | ≤ 2, and β, α = ±2 iff β = ±α.
Special symplectic representations
Let g C be a complex simple Lie algebra and let G C be a connected complex Lie group with Lie algebra g C . Choose a Cartan decomposition of g as in the preceding section, and fix a long root α and an element 0 = x ∈ g α . Then the orbit of x under the adjoint action of G C is called the root cone of g C . Evidently, the root cone is well defined, independently of the choice of Cartan decomposition. Elements of the root cone are called maximal root elements.
Definition 2.1 Let g be a simple real or complex Lie algebra. We say that g is 2-gradable if either g is complex, or g is real and contains a maximal root element of the simple complex Lie algebra g C := g ⊗ C.
We shall justify this terminology in (4) below. If g is 2-gradable and G is a Lie group with Lie algebra g, then we writeĈ
where x ∈ g is a maximal root element. Given x ∈Ĉ, there is a y ∈Ĉ with B(x, y) = 0, and we can choose a Cartan decomposition of g such that x ∈ g α 0 and y ∈ g −α 0 , where α 0 is a long root. Hence H α 0 ∈ F[x, y] ⊂ t, so that g contains the Lie subalgebra sl α 0 := span < g α 0 , g −α 0 , H α 0 > which is isomorphic to sl(2, F), F = R or C. Then ad(H α 0 )| g β = β, α 0 Id g β , and since α 0 ∈ ∆ is a long root, the eigenvalues of ad(H α 0 ) are {0, ±1, ±2}, so that we get the eigenspace decomposition
where g i = {β∈∆| β,α 0 =i} g β for i = 0 and g 0 = t ⊕ {β∈∆| β,α 0 =0} g β . In particular, g ±2 = g ±α 0 , and g 0 = FH α 0 ⊕ h, where the Lie algebra h is characterized by [h, sl α 0 ] = 0. Observe that g 0 and hence h are reductive. Thus, as a Lie algebra,
where h acts effectively on V . Identifying h with its image under this representation, we may regard it as a subalgebra h ⊂ End (V ) , and hence we have the decomposition
where this notation indicates the representation ad : g ev → End(g odd ).
We fix a non-zero F-bilinear area form a ∈ Λ 2 (F 2 ) * . There is a canonical sl(2, F)-equivariant isomorphim S 2 (F 2 ) −→ sl(2, F), (ef ) · g := a(e, g)f + a(f, g)e for all e, f, g ∈ F 2 ,
and under this isomorphism, the Lie bracket on sl(2, F) is given by [ef, gh] = a(e, g)f h + a(e, h)f g + a(f, g)eh + a(f, h)eg.
Thus, if we fix a basis e + , e − ∈ F 2 with a(e + , e − ) = 1, then we have the identifications
Proposition 2.2 Let g be a 2-gradable simple Lie algebra, and consider the decompositions (4) and (5). Then there is an h-invariant symplectic form ω ∈ Λ 2 V * and an h-equivariant product
using the identification S 2 (F 2 ) ∼ = sl(2, F) ⊂ g ev from (6). Moreover, the symmetric bilinear form ( , ) on g defined by
where B is the Killing form of g, satisfies the following: 
Proof. By (4) the bracket [ , ] : Λ 2 g odd → g ev is well-defined and must be g ev -equivariant by the Jacobi identity. We decompose
which shows the first identity.
To show the second equation, note that the inner product on S 2 (F 2 ) ∼ = sl(2, F) given by the right hand side of this equation is ad sl(2,F) -invariant and hence must be a multiple of the restriction of the Killing form B to sl(2, F). Thus, it suffices to verify the second equation for e = g = e + and f = h = e − . In this case, the right hand side equals −1, whereas the left hand side equals (e + e − , e + e − ) = (H α 0 , H α 0 ). But B(H α 0 , H α 0 ) = tr(ad(H α 0 ) 2 ) and since ad(H α 0 )| g i = iId g i , we conclude that (e + e − , e + e − ) = −1 by the choice of the scaling factor in (9). This implies the second equation. Likewise, if u, v ∈ h, then ad(u)| sl(2,F) = ad(v)| sl(2,F) = 0, from which the third equation follows as well.
For the fourth equation, note that (e ± ⊗ x, e ± ⊗ y) ∈ (g ±1 , g ±1 ) = 0 by the first, and from the second identity and the ad g -invariance, we get
This also implies that ω is symplectic; indeed, if ω(x, V ) = 0 for some x ∈ V , then by 1. and 4. it follows that (e + ⊗ x, g) = 0 so that x = 0.
To show the next identity, we note that (h, sl(2, F)) = 0 so that for h ∈ h and x, y ∈ V we have
where the last identity follows from 4. Finally, the last equation follows when applying the Jacobi identity to the elements e + ⊗ x, e − ⊗ y and e − ⊗ z.
In general, given a (real or complex) symplectic vector space (V, ω), i.e. ω ∈ Λ 2 V * is nondegenerate, we define the symplectic group Sp(V, ω) and the symplectic Lie algebra sp (V, ω) by
Then Sp(V, ω) is a Lie group with Lie algebra sp(V, ω).
Definition 2.3 Let (V, ω) be a symplectic vector space over F = R or C, and let h ⊂ sp(V, ω) be a subalgebra for which there exists an h-equivariant map • : S 2 (V ) → h and an ad h -invariant inner product ( , ) for which the identities (10) hold. Then we call h a special symplectic subalgebra. Moreover, we call the connected subgroup H ⊂ Sp(V, ω) with Lie algebra h a special symplectic subgroup.
Thus, by Proposition 2.2, each (real or complex) 2-gradable simple Lie algebra yields a (real or complex) special symplectic subalgebra h ⊂ End (V ) . The converse is also true. Namely, we have Proposition 2.4 Let (V, ω) be a symplectic vector space over F = R or C, and let h ⊂ sp(V, ω) be a special symplectic subalgebra. Then there exists a unique 2-gradable simple Lie algebra g over F, which admits the decompositions (4) and (5), and the Lie bracket of g is given by (8). (8) and verify that R satisfies the Jacobi identity by the property of •.
Proof. Given the special symplectic Lie algebra
Thus, R defines a Lie algebra structure on g := sl(2, F) ⊕ h ⊕ F 2 ⊗ V which makes (g, sl(2, F) ⊕ h) into a symmetric pair. Choose a basis e ± of F 2 with a(e + , e − ) = 1 and let g 0 := Fe + e − ⊕ h, 
follows from the definition of the bracket, so that (4) and (5) hold.
Let g ⊂ g be an ideal. Since e + e − is a grading element, it follows that g = 2 i=−2 (g ∩ g i ). Moreover, g ∩ sl(2, F) ⊂ sl(2, F) is an ideal, hence either g ∩ sl(2, F) = 0 or sl(2, F) ⊂ g .
First, suppose that g ∩ sl(2, F) = 0 so that g ∩ g ±2 = 0. If e ± ⊗ x ∈ g ∩ g ±1 , then for all y ∈ V , we have [e ± ⊗ x, e ± ⊗ y] = ω(x, y)e 2 ± ∈ g ∩ g ±2 = 0 so that ω(x, y) = 0 for all y ∈ V , i.e. x = 0,
On the other hand, if sl(2, F) ⊂ g , then e + e − ∈ g so that g i = [e + e − , g i ] ⊂ g for all i = 0. Moreover, [g 1 , g −1 ] ⊂ g , so that x • y ∈ g for all x, y ∈ V . By the first identity of (10), we have V • V = h, so that h ⊂ g and hence g = g.
We conclude that g is simple, and since ad(e + e − ) is diagonalizable, we can choose the Cartan subalgebra t such that e + e − ∈ t. Then t = Fe + e − ⊕ (t ∩ h), and hence [t, g ±2 ] = g ±2 , so that g ±2 = g ±α 0 are root spaces and
¿From this proposition, we obtain a complete classification of special symplectic subalgebras by considering all complex simple Lie algebras and their 2-gradable real forms ( [OV] ). Table 1 yields the complete list of special symplectic subgroups H ⊂ Sp (V, ω) .
Corollary 2.5
It is worth pointing out that in the case h = sp(V, ω) the map • : S 2 (V ) → h is an isomorphism which is given explicitly by
Namely, by Proposition 2.4 it suffices to show that this product is well defined, h-equivariant and satisfies (10), and all of this is easily verified.
Definition 2.6 Let h ⊂ sp(V, ω) be a special symplectic Lie algebra, and let g be the (unique) simple Lie algebra from Proposition 2.4. Then we say that h is associated to g. Let G be a connected Lie group with Lie algebra g. Then we say that the special symplectic group H ⊂ Sp(V, ω) is associated to G.
Proposition 2.7 Let h ⊂ sp(V, ω) be a special symplectic Lie algebra and H ⊂ Sp(V, ω) be the corresponding special Lie subgroup. Then H ⊂ Sp(V, ω) is closed and reductive, and
Moreover, let g ∼ = sl(2, F) ⊕ h ⊕ F 2 ⊗ V be the simple Lie algebra from Proposition 2.4 and G the corresponding simply connected Lie group from Definition 2.6. Then the Lie subgroup
is generated by H and the center Z(G).
Proof. In principle, we could prove this theorem from Table 1 , but we prefer to give more conceptual arguments. Let us suppose that h and V are complex. Then, by Proposition 2.4, we can find a complex simple Lie algebra g for which (4) holds. Thus, g 0 = t ⊕ {β∈∆| β,α 0 =0} g β where ∆ is the set of roots of g. Then g 0 is evidently reductive, and since g 0 ∼ = C ⊕ h, it follows that h is reductive as well, hence so is every real form of h. Thus, H is also reductive.
Leth denote the right hand side of (12). Then the h-equivariance of • implies that h ⊂h. Also, h = V • V by the first identity of (10) so that h is an ideal ofh. Therefore, ifh ∈h then we define
Since adh(h) ⊂ h, this definition makes sense. Moreover, it is now straightforward to verify that ϕ is a derivation of g, and since g is simple, it follows that ϕ = ad h for some h ∈ g. But ϕ(sl(2, F)) = 0,
is closed and has h as its Lie algebra by (12), thus H is its identity component and hence also closed.
For the last part, note that the Lie algebra ofH equals {x ∈ g | [x, g ±2 ] = 0} = h. As H is connected, this implies that H ⊂H is the identity component, and it thus suffices to show that every component ofH contains an element of Z(G).
Let g ∈H. Then h is Ad g -invariant, and if we let t h ⊂ h be a Cartan subalgebra of h, so that t g := t h ⊕ Fe + e − ⊂ g 0 is a Cartan subalgebra of g, then Ad g (t h ) ⊂ h is another Cartan subalgebra. Since any two Cartan subalgebras are conjugate via an element of H, we may assume w.l.o.g. that Ad g (t h ) = t h , and since Ad g (e + e − ) = e + e − , it follows that Ad g ∈ N orm(t g ). Thus, Ad g yields an inner automorphism of the root system of g which stabilizes the root α 0 , so that the restriction (Ad g )| t h is an inner automorphism of the root system of h, hence after multiplying g by an element of N orm(t h ) ⊂ H, we may assume that (Ad g )| tg = Id tg , so that g ∈ T = exp(t g ) = exp(Fe + e − ) exp(t h ). Since exp(t h ) ⊂ H, we may further assume that g = exp(te + e − ) for some t ∈ F, hence Ad g | g i = c i Id g i with c := exp(−t). But g ∈H, so that we must have c = ±1.
If c = 1 then Ad g = Id, i.e. g ∈ Z(G), so that we are done.
If H = Sp (V, ω) , then this is certainly the case, and if H Sp(V, ω) is a proper subgroup, then we shall see in Lemma 2.12, 5. that there is an h ∈ t h such that λ(h) is an odd integer for all weights λ of V , hence exp(
In general, for a given Lie subalgebra h ⊂ End(V ) we define the space of formal curvature maps as
This terminology is due to the fact that the curvature map of a torsion free connection always satisfies the first Bianchi identity, i.e. is contained in K(h) for an appropriate h. K(h) is an H-module in an obvious way.
There is a map Ric :
In fact, Ric(R h ) = 0 iff h = 0.
Proof. The fact that R h ∈ K(h) follows immediately from (10), and the H-equivariance is evident. The injectivity will follow from the last statement. We begin with the Lemma 2.9 Let h ⊂ sp(V, ω) be a symplectic subalgebra. Then Ric(R)(x, y) = −ω(R(ω −1 )x, y).
Proof. Let (e i , f i ) be a basis of V such that, using the summation convention, ω −1 = e i ∧ f i . Thus,
Let us now suppose that Ric(R h ) = 0. By the lemma, this is the case iff for all u ∈ h we have
Here, we use repeatedly the identities from Proposition 2.2. Let
, so that we must have h r = 0 for all r which completes the proof.
For a special symplectic subalgebra h ⊂ sp(V, ω), we can now decompose its curvature space as an h-module into
By Proposition 2.8 and Lemma 2.9, it follows that R h ∼ = h as an H-module and W h is the kernel of the map Ric :
In fact, the curvature spaces K(h) have been calculated. Summarizing, we have the following Theorem 2.10 Let H ⊂ Sp(V, ω) be a special symplectic subgroup with Lie algebra h ⊂ sp(V, ω) listed in Table 1 . Then 1. For the representations corresponding to (i) and (ii), we have W h = 0 if n = 1 (p + q = 1, respectively) and W h = 0 if n ≥ 2 (p + q ≥ 2, respectively).
2. For the representations corresponding to (iii), we have W h = 0 for n = 1 whereas W h = 0 for n ≥ 2.
Proof. First of all, note that since
Thus, it suffices to show the claim for the complex representations. Therefore, to show the first part, it suffices to show that in case (i), K(h) ∼ = S 2 (W ) ⊗ S 2 (W * ) as an h-module, so that the assertion follows by a dimension count. To see this, let x, y ∈ W and z, w ∈ W * . Then for any R ∈ K(h) we have R(z, x)y − R(z, y)x = −R(x, y)z, and since the left hand side lies in W while the right hand side lies in W * , it follows that both sides vanish.
The vanishing of the right hand side implies that R(W, W ) = 0 since x, y ∈ W and z ∈ W * are arbitrary. Analogously, R(W * , W * ) = 0. Moreover, the vanishing of the left hand side implies that R(z, x)y = R(z, y)x and, analogously,
then σ R is symmetric in x and y and in z and
For the second part, consider the Koszul exact sequence . .
where the maps are given by skew symmetrization. One observes that under the identification sp ( 
, so that the statement follows by a dimension count (cf. [BC1] ). The last part was shown in [MS] . Now the second Bianchi identity of the covariant derivative of a torsion free connection motivates the following definition. We define the space of covariant R-derivations by
Again, R
h is an H-module in an obvious way.
Proposition 2.11 Let h ⊂ sp(V, ω) be a special symplectic subalgebra other than the subalgebra h = sl(2, F), V = F 2 . Then as an h-module, R
(1) h ∼ = V with an explicit isomorphism given by
Proof. As in the proof of Theorem 2.10, it suffices to show the proposition in the complex case by complexifying h and V .
Using (10), it is straightforward to verify that ψ u ∈ R
is isomorphic to V as an H-module. Thus, the major part of the proof is to show that this inclusion is an equality, and for this, we begin with the following 
h is the set of weights. Then the following holds:
1. All weight spaces V λ are one dimensional, and if λ ∈ Φ then −λ ∈ Φ.
2. There are at most two possible length for the weights which allows to refer to long and short weights.
3. If λ 0 ∈ Φ is a long weight, then there is a disjoint decomposition
Proof. Let g be the simple Lie group associated to h by Proposition 2.4, and let ∆ be the root system of g.
Thus, dim V λ = 1 as all root spaces are one dimensional. Moreover, if β, α 0 = 1, then γ : (2). Thus, (λ, λ) > 0 is determined by (β, β), and for the latter there are at most two possible values.
To show the third property, pick a long weight λ 0 ∈ Φ, i.e. λ 0 = β 0 − 1 2 α 0 for some long root β 0 ∈ ∆ with β 0 , α 0 = 1. Since our hypothesis implies that ∆ is not of type C k , such a β 0 and hence such a λ 0 exists.
Let γ ∈ ∆ with γ, α 0 = 1, and let µ := γ − 1 2 α 0 ∈ Φ. Then γ = −β 0 so that γ, β 0 ∈ {−1, 0, 1, 2}, and γ, β 0 = 2 iff γ = β 0 iff µ = λ 0 .
If γ, β 0 = 1 then β 0 − γ ∈ ∆ with β 0 − γ, α 0 = 0, so that
, thus when replacing λ 0 by −λ 0 and hence β 0 by α 0 − β 0 , then we can reduce to the previous cases.
From this description, it also follows that
the claims follow. Finally, for the last part, note that by (10),
Now if r > 0 then v + • w r ∈ h 3 2 +r = 0 and ω(v + , w r ) = 0. Also, ω(v − , w r ) = 0 for r = 1/2 showing the claim in this case, whereas for r = 3/2, w r is a scalar multiple of v + so that ω(v − , w r )v + = ω(v − , v + )w r which implies the assertion in this case as well. The proof of the cases r < 0 follows analogously.
Note that then for
and the last assertion follows.
Let us now suppose that h sp (V, ω) and dim V > 2, so that we have the decompositions from the lemma. Let ψ ∈ R (1) h be a weight element of weight µ ∈ Φ. In fact, after applying an element of the Weyl group, we may assume that µ ∈ Φ 1 so that ψ(V λ ) ∈ g λ+µ and hence ψ (V r 
, where the last identity follows from the lemma. Then (18) implies that ψ(w + ) = 0.
On the other hand,
by the lemma, and substituting into (18) yields c = 0, i.e. ψ(w − ) = 0.
All of this implies that ψ = 0 which finishes the proof in the case where h sp(V, ω) is a proper subalgebra and dim V > 2.
If h = sp(V, ω) then • : S 2 (V ) → h is given in (11), and from there the statement follows for dim V > 2 by a direct calculation ( [BC1] ). On the other hand, if dim V = 2 then evidently, R Finally, we prove the following result which we shall need later on.
Lemma 2.13 Let h ⊂ sp(V, ω) be a special symplectic subalgebra, dim V ≥ 4, and let ϕ :
Then ϕ is a multiple of the identity.
Proof. By (10) we have
But (19) now implies that the cyclic sum in x, y, z of the left hand side vanishes, hence so does the cyclic sum of the right hand side, i.e.
For each x ∈ V , we may choose vectors y, z ∈ V with ω(x, y) = ω(x, z) = 0 and ω(y, z) = 0 since dim V ≥ 4. Then (20) implies that ϕ(x) ∈ span(x, y, z) so that ω(ϕ(x), x) = 0. Polarization then implies that ω(ϕ(x), y) + ω(ϕ(y), x) = 0 for all x, y ∈ V . Next, we take the symplectic form of (20) with x, and together with the preceding identity this yields
Thus, ω(x, y)ϕ(x) = ω(ϕ(x), y)x for all x, y ∈ V , and since for 0 = x ∈ V we can pick y ∈ V such that ω(x, y) = 0, this implies that ϕ(x) is a scalar multiple of x for all x ∈ V , whence ϕ is a multiple of the identity.
Key Definition 2.14 Let (M, ω) be a (real or complex) symplectic manifold of (real or complex) dimension at least 4, equipped with a symplectic connection ∇, i.e. a torsion free connection for which ω is parallel. We say that ∇ is a special symplectic connection associated to the (simple) Lie group G if there is a special symplectic subgroup H ⊂ Sp(V, ω) associated to G in the sense of Definition 2.6 such that the curvature of ∇ is contained in R h (cf. (14) and (15)).
Definition 2.14 coincides with the definition of special symplectic connections from the introduction. Namely, note that by the Ambrose-Singer holonomy theorem, the (restricted) holonomy of a special symplectic connection is evidently contained in H ⊂ Sp (V, ω) , so that we have an H-reduction B → M of the frame bundle of M which is compatible with the connection.
If H ⊂ Sp(V, ω) is one of the subgroups (i) or (ii), then either there are two complementary parallel Lagrangian foliations (case (i)), or the connection is the Levi-Civita connection of a pseudo-Kähler metric (case (ii)). In either case, the condition that the curvature lies in R h is equivalent to the vanishing of the Bochner curvature, and such connections have been called Bochner-bi-Lagrangian in the first and Bochner-Kähler in the second case. For a detailed study of these connections, see [Br2] .
If H = Sp(V, ω) as in (iii), then the condition that the curvature lies in R h is equivalent to saying that the connection is a (real or holomorphic) symplectic connection of Ricci type in the sense of [BC1] .
Finally, if H ⊂ Sp(V, ω) is one of the subgroups (iv) − (xviii) in Table 1 , then, by Theorem 2.10, any torsion free connection on such an H-structure must be special. In fact, these subgroups H are precisely the absolutely irreducible proper subgroups of the symplectic group which can occur as the holonomy of a torsion free connection (cf. [MS] , [S1], [S3] ).
It shall be the aim of the following sections to study special symplectic connections using the general algebraic setup established here rather than dealing with each of the geometric structures separately.
Special symplectic connections and contact manifolds
We shall now recall some well known facts about contact manifolds and their symplectic reductions. The line bundle L → C is called the contact line bundle, and its dual can be embedded as
Notice that we can define the line bundles L → C and L * → C for an arbitrary distribution D ⊂ T C of codimension one. It is well known that such a distribution D yields a contact structure iff the restriction of the canonical symplectic form Ω on T * C to L * \0 is non-degenerate, so that in this case L * \0 is a symplectic manifold in a canonical way.
We regard p : L * \0 → C as a principal (R\0)-bundle (C * -bundle, respectively). In the real case, we may assume that L * \0 has two components each of which is a principal R + -bundle, since this can always be achieved when replacing C by a double cover if necessary. Thus, we get the principal R + -bundle (C * -bundle, respectively) p :Ĉ −→ C, whereĈ ⊂ L * \0 is a connected component. The vector field E 0 ∈ X(Ĉ) which generates the principal action is called Euler field, so that the flow along E 0 is fiberwise scalar multiplication in C ⊂ L * ⊂ T * C. Thus, the Liouville form on T * C is given as λ := E 0 Ω, and hence L E 0 (Ω) = Ω and Ω = dλ. This process can be reverted. Namely, we have the following Proposition 3.2 Let p :Ĉ → C be a principal R + -bundle (C * -bundle, respectively) with a symplectic form Ω onĈ such that L E 0 Ω = Ω where E 0 ∈ X(Ĉ) generates the principal action. Then there is a unique contact structure D on C and an equivariant imbedding ı :Ĉ → L * \0 ⊂ T * C with L * from (21) such that Ω is the pullback of the canonical symplectic form on T * C toĈ.
Proof. By hypothesis, Ω = dλ where λ := (E 0 Ω). Since λ(E 0 ) = 0, there is for each x ∈Ĉ a unique λ x ∈ T * p(x) C satisfying p * (λ x ) = λ x . Moreover, L E 0 (λ) = λ, hence λ e t x = e t λ x for all t ∈ F, so that the codimension one distribution D := dp(ker(λ)) ⊂ T C is well defined, and the correspondence x → λ x yields an equivariant imbeddingĈ → L * \0 whose image is thus a connected component of L * \0. Moreover, by construction, λ is the restriction of the Liouville form toĈ ⊂ L * \0 ⊂ T * C.
Since Ω = dλ is non-degenerate onĈ by assumption, it follows that D is a contact structure.
Next, we define the fiber bundle R := {(λ,ξ) ∈Ĉ × TĈ ⊂ T * C × TĈ | λ(dp(ξ)) = 1}.
Projection onto the first factor yields a fibration R →Ĉ whose fiber is an affine space.
We call a vector field ξ on C a contact symmetry if L ξ (D) ⊂ D. This means that the flow along ξ preserves the contact structure D. For each contact symmetry ξ on C, there is a unique vector fieldξ ∈ X(Ĉ), called the Hamiltonian lift of ξ, satisfying dp(ξ) = ξ and Lξλ = 0, so that LξΩ = 0.
We call ξ a transversal contact symmetry if in addition ξ ∈ D at all points. Equivalently, we have Ω(E 0 ,ξ) = 0 everywhere. In the real case, we say that ξ is positively transversal if Ω(E 0 ,ξ) > 0 everywhere, while in the complex case it is convenient to call any transversal vector field positively transversal.
Given a positively transversal contact symmetry ξ with Hamiltonian liftξ, there is a unique section λ of the bundle p :Ĉ → C such that λ(ξ) ≡ 1, and hence we obtain a section of the bundle
We call an open subset U ⊂ C regular w.r.t. the transversal contact symmetry ξ if there is a submersion π U : U → M U onto some manifold M U whose fibers are connected lines tangent to ξ. Evidently, since ξ is pointwise non-vanishing, C can be covered by regular open subsets.
Since ξ is a contact symmetry, it follows that ξ dλ = 0 and L ξ λ = 0. Thus, on each M U there is a unique symplectic form ω such that
where the factor −2 only occurs to make this form coincide with one we shall construct later on.
To link all of this to our situation, let g be a 2-gradable simple real or complex Lie algebra and let G be the corresponding connected Lie group with trivial center Z(G) = {1}. Recall the decomposition (4). We let µ := g −1 dg be the left invariant Maurer-Cartan form on G, which we can decompose as
where µ i ∈ Ω 1 (G) ⊗ g i , µ h ∈ Ω 1 (G) ⊗ h and ν 0 ∈ Ω 1 (G). Furthermore, we define the subalgebras p := g 0 ⊕ g 1 ⊕ g 2 , and p 0 := h ⊕ g 1 ⊕ g 2 , and we let P, P 0 ⊂ G be the corresponding connected subgroups. Using the bilinear form ( , ) from (9), we identify g and g * , and recall the root cone from (3) and its (oriented) projectivization
where P o (g) is the set of oriented lines in g, i.e. P o ∼ = S d if F = R, and P o ∼ = CP d if F = C, where d = dim g − 1, and where p : g\0 → P o (g) is the principal R + -bundle (C * -bundle, respectively) defined by the canonical projection. Thus, the restriction p :Ĉ → C is a principal bundle as well.
Being a coadjoint orbit,Ĉ carries a canonical G-invariant symplectic structure Ω. Moreover, the Euler vector field defined by
generates the principal action of p and satisfies L E 0 (Ω) = Ω, so that the distribution D = dp(E ⊥ Ω 0 ) ⊂ T C yields a G-invariant contact distribution on C by Proposition 3.2. Lemma 3.3 As homogeneous spaces, we have C = G/P,Ĉ = G/P 0 and R = G/H. Moreover, the fiber bundles R →Ĉ → C from before are equivalent to the corresponding homogeneous fibrations.
Proof. We may canonically identify T * e 2 +Ĉ ∼ = g/p 0 , so that the fiber of R over e 2 + ∈Ĉ can be identified with {(e 2 + , 1 2 e 2 − + e − ⊗ v + te + e − mod p 0 ) | v ∈ V, t ∈ F}, using the pairing ( , ) to identify g and g * . It is straightforward to verify that P 0 = exp(p 0 ) acts transitively on this set. Moreover, for all p 0 ∈ p 0 one calculates that (ad( 1 2 e 2 − + p 0 )) 2 (e 2 + ) ∈ F( 1 2 e 2 − + p 0 ) iff p 0 = 0. Since (ad x ) 2 (g) ⊂ Fx for all x ∈Ĉ, it follows that ( 1 2 e 2 − + p 0 ) ∩Ĉ = 1 2 e 2 − , and hence each of the cosets { 1 2 e 2 − + e − ⊗ v + te + e − + p 0 } ∈ g/p 0 has a unique representative inĈ. ¿From all of this it now follows that G acts transitively on R, and the stabilizer of the pair (e 2 + , 1 2 e 2 − +p 0 ) equals the stabilizer of the pair (e 2 + , 1 2 e 2 − ) which is H by Proposition 2.7 as Z(G) = {1}. Thus, R = G/H as claimed.
The fibers of the homogeneous fibrations R →Ĉ and R → C are connected, and since R = G/H and H is connected, it follows that the stabilizers of e 2 + ∈Ĉ and [e 2 + ] ∈ C are connected as well. Since the Lie algebras of these stabilizers are evidently p 0 and p, respectively, the claim follows.
For each a ∈ g we define the vector fields a * ∈ X(C) andâ * ∈ X(Ĉ) corresponding to the infinitesimal action of a, i.e.
Note that a * is a contact symmetry andâ * is its Hamiltonian lift. Let
so that p :Ĉ a → C a is a principal R + -bundle (C * -bundle, respectively) and the restriction of a * to C a is a positively transversal contact symmetry. Therefore, we obtain the section σ a : C a → R = G/H from (22). Let π : G → G/H = R be the canonical projection, and let Γ a := π −1 (σ a (C a )) ⊂ G. Then evidently, the restriction π : Γ a → σ a (C a ) ∼ = C a is a (right) principal H-bundle.
Theorem 3.4 Let a ∈ g be such that C a ⊂ C from (26) is non-empty, define a * ∈ X(C) and a * ∈ X(Ĉ) as in (25), and let π : Γ a → C a with Γ a ⊂ G be the principal H-bundle from above. Then there are functions ρ : for all g ∈ Γ a . Moreover, the restriction of the components µ h + µ −1 + µ −2 of the Maurer-Cartan form (24) to Γ a yields a pointwise linear isomorphism T Γ a → h ⊕ g −1 ⊕ g −2 , and if we decompose this coframe as
is the contact form for which σ a = (λ,â * ). Moreover, we have the structure equations
and
Proof. According to the above identifications, we have g ∈ Γ a iff (g · e 2 + , g · ( 1 2 e 2 − + p 0 )) = σ a ([g · e 2 + ]) iff g · ( 1 2 e 2 − + p 0 ) = (â * ) g·e 2 + iff (Ad g −1 (â * )) e 2 + = 1 2 e 2 − mod p 0 iff Ad g −1 (a) = 1 2 e 2 − mod p 0 , i.e.
and from this (27) follows. Thus, if dL g v ∈ T g Γ a with v ∈ g, then we must have
and from here it follows by a straightforward calculation that v must be contained in the space
and since v was arbitrary, it follows that µ(T g Γ a ) is contained in (31). In fact, a dimension count yields that dim(µ(T g Γ a )) = dim Γ a = dim C a + dim H coincides with the dimension of (31), hence (31) equals µ(T g Γ), i.e. µ h + µ −1 + µ −2 : T Γ a → h ⊕ g −1 ⊕ g −2 yields a pointwise isomorphism. From there, the structure equations (28) and (29) follow by a straightforward calculation. With these equations, it follows that κ is H-invariant and vanishes along the principal fibers, hence κ = − 1 2 π * (λ) for some λ ∈ Ω 1 (C a ). Since κ| µ −1 (g −1 ) = 0, it follows that λ is a contact form. Moreover, if we letã * denote the right invariant vector field on G characterized by µ(ã * ) = Ad g −1 (a), then dp(ã * ) =â * , where p : Γ a →Ĉ is the canonical projection, and from (27) it follows that λ(a * ) = −2κ(ã * ) ≡ 1, so that (λ,â * ) ∈ R which shows the final assertion.
With these structure equations, we are now ready to prove the following result which immediately implies Theorem A of the introduction. Let ω ∈ Ω 2 (M ) be the symplectic form from (23). Then M U carries a canonical special symplectic connection associated to g, and the (local) principal T a -bundle π : U → M admits a connection κ ∈ Ω 1 (U ) whose curvature is given by dκ = π * (ω).
Proof. Let us consider the commutative diagram
where the maps π : Γ a → T a \Γ a and Γ a → C a are principal bundles with the indicated structure groups, whereas the arrows T a \Γ a → T a \C a and C a → T a \C a stand for fibrations with a locally free, but not necessarily free group action of the indicated structure group.
It follows now immediately from (28) and (29) that θ + η and κ are the pull backs of one forms on T a \Γ a and C a , respectively, and we shall by abuse of notation denote these forms by the same symbols.
Let U ⊂ C a be a regular open subset, let Γ U := π −1 (U ) ⊂ Γ a and B := T loc a \Γ U be the corresponding subsets. It follows then that the induced commutative diagram
consists of (local) principal bundles, and B and U carry a V ⊕ h-valued coframe θ + η and a one form κ, respectively, satisfying dκ = π * (ω) and (29), where ω ∈ Ω 2 (M ) is the canonically induced symplectic form from (23).
Standard arguments now show that B → M is an H-structure with tautological one form θ, and η defines a connection on M . By (29), this connection is torsion free and its curvature is given by R ρ (θ ∧ θ), i.e. this connection is special symplectic in the sense of Definition 2.14.
Remark 3.6 If we replace a by a := Ad g 0 (a), then it is clear that in the above construction we have Γ a = L g 0 Γ a . Thus, identifying Γ a and Γ a via L g 0 , the functions ρ + µ + f and the forms κ + θ + ω will be canonically identified and hence both satisfy (29). Therefore, the connections from the preceding theorem only depend on the adjoint orbit of a.
Also, let e t 0 with t 0 ∈ F. Since C a = C e t 0 a and T a = T e t 0 a , the above construction yields equivalent connections when replacing a by e t 0 a. In this case, however, the symplectic form ω on the quotient will be replaced by e −t 0 ω.
The structure equations
In this section, we shall revert the process of the preceding section, showing that any special symplectic connection is equivalent to the ones given in Theorem 3.5 in a sense which is to be made precise. We begin by deriving the structure equations for special symplectic connections.
Proposition 4.1 Let (M, ω, ∇) be a (real or complex) symplectic manifold of dimension ≥ 4 with a special symplectic connection of regularity C 4 associated to the Lie algebra g, and let h ⊂ g be as before. Then there is an associatedH-structure π : B → M on M which is compatible with ∇, whereH ⊂ Sp(V, ω) is a Lie subgroup with Lie algebra h, and there are maps ρ : B → h, u : B → V and f : B → F, where F = R or C, such that the tautological form θ ∈ Ω 1 (B) ⊗ V , the connection form η ∈ Ω 1 (B) ⊗ h and the functions ρ, u and f satisfy the structure equations (29).
To slightly simplify our arguments, we shall assume thatH = H is connected, which can be achieved by passing to an appropriate covering of M . However, our results (and in particular Theorem B) also hold ifH is not connected.
For clarification, we restate the structure equations (29) as follows. If for h ∈ h and x ∈ V we let the vector fields ξ h , ξ x ∈ X(B) be the vector fields which are characterized by
then for all h, l ∈ h and x, y ∈ V ,
The proof can be found e.g. in [BC1] for the case of connections of Ricci type, in [S3] for the case of the special symplectic holonomies and in [Br2] in the case of Bochner Kähler metrics. But for the sake of completeness (and since our notation here is slightly different) we restate it here.
Proof. Let F be the H-structure on the manifold M , and denote the tautological and the connection 1-form on F by θ and η, respectively. Since by hypothesis, the curvature maps are all contained in R h , it follows that there is an H-equivariant map ρ : B → h such that the curvature at each point is given by R ρ with the notation from (14). Thus, we have the structure equations
The 
Since u is H-equivariant, it follows that ξ h (u) = −hu for all h ∈ h. Also, differentiation of (36) yields that for all
Thus, by Lemma 2.13 it follows that there is a smooth function f :
Finally, taking the exterior derivative of (37) yields that df + d(ρ, ρ) = 0.
It is now our aim to construct the equivalent to the line bundle Γ → B from the preceding section. Motivated by (30) and (31), we define the following function A and one form σ
where Q := 1 2 e 2 − + p 0 ⊂ g is the affine hyperplane from (30). It is then straightforward to verify that (29) is equivalent to 
on B are well defined, where µ = g −1 dg ∈ Ω 1 (G) ⊗ g is the left invariant Maurer-Cartan form on G, and the restriction of A to B ⊂ B coincides with A. Moreover, α yields a connection on the principal G-bundle B → M which satisfies
Proof. First, note that A : B → H and σ ∈ Ω 1 (B) ⊗ g are H-equivariant, i.e. R * h A = Ad h −1 A and R * h σ = Ad h −1 σ. Thus, if we define the functionÂ and the one formα bŷ
, so thatÂ is the pull back of a well defined function A : B → g. Also, α is invariant under the right H-action from above, and for h ∈ h we havê by (39), and
where the second to last equation follows from the Maurer-Cartan equation and (39).
Proof of Theorem B. LetM ⊂ B be a holonomy reduction of α, and letT ⊂ G be the holonomy group, so that the restrictionM → M becomes a principalT-bundle. By the first equation of (41), it follows thatM ⊂ A −1 (a) for some a ∈ g, and by choosing the holonomy reduction such that it contains an element of B ⊂ B, we may assume w.l.o.g. that a ∈ Q. We let
so thatŜ ⊂ G is a closed Lie subgroup whose Lie algebra equalsŝ. Observe that the restriction A −1 (a) → M is a principalŜ-bundle, hence we conclude thatT ⊂Ŝ. Moreover, onM , we havê α = 2κa for some κ ∈ Ω 1 (M ) which by (41) satisfies dκ = π * (ω). In particular, the Ambrose-Singer Holonomy theorem implies that T a = exp(Fa) ⊂ G is the identity component ofT which is thus a one dimensional (possibly non-regular) subgroup ofŜ, and κ yields the desired connection form on the principalT-bundleM → M which shows the first part.
Define C a ⊂ C as in (26) and Γ a ⊂ G and Q ⊂ g as in (30), and let
where p : B × G → B × H G = B is the canonical projection. Then the restriction of the map
and hence
Comparing this equation with the structure equations in Theorem 3.4, it follows that the induced mapî :M =B/H → C a = Γ a /H is a local diffeomorphism and the induced map ı :M := T\M → T a \C a is connection preserving, where T a \C a is (locally) equipped with the special symplectic connection from Theorem 3.5. 
Furthermore, let π : B → M be an H-structure compatible with ∇, and let θ, η denote the tautological and the connection form on B, respectively. A (local) symmetry on B is a (local) diffeomorphism ϕ : B → B such that ϕ * (θ) = θ and ϕ * (η) = η. An infinitesimal symmetry on B is a vector field ζ on B such that L ζ (θ) = L ζ (η) = 0.
The ambiguity of the terminology above is justified by the one-to-one correspondence between (local or infinitesimal) symmetries on M and B. Namely, if ϕ : M → M is a (local) symmetry, then there is a unique (local) symmetry ϕ : B → B with π • ϕ = ϕ • π, and vice versa. Likewise, for any infinitesimal symmetry ζ on M , there is a unique infinitesimal symmetry ζ on B such that ζ = dπ(ζ).
The infinitesimal symmetries form the Lie algebra of the (local) group of (local) symmetries. We also observe that an infinitesimal symmetry on B is uniquely determined by its value at any point. (The corresponding statement fails for infinitesimal symmetries on M in general.)
Proof of Corollary C. The first part follows immediately from Theorem B since C a ⊂ C is an open subset of the analytic manifold C, and the action of T a on C a is analytic as well. Also, the C 4 -germ of the connection at a point determines uniquely the G-orbit of a ∈ g by (29) and hence the connection by Theorem B.
Note that the generic element a ∈ g is G-conjugate to an element in the Cartan subalgebra which is uniquely determined up to the action of the (finite) Weyl group. Since multiplying a ∈ g by a scalar does not change the connection, it follows that the generic special symplectic connection associated to g depends on (rk(g) − 1) parameters.
For the second part, by virtue of Theorem B it suffices to show the statement for manifolds of the form M = M U where U ⊂ C a is a regular open subset for some a ∈ g. Let Γ U ⊂ Γ a ⊂ G be the H-invariant subset such that we have the principal H-bundle Γ U → U , and let B U := T a \Γ U so that B U → M U is the associated H-structure.
Let x ∈ŝ, and denote byζ x the right invariant vector field on G corresponding to −x, so that the map x →ζ x is a Lie algebra homomorphism. Then Lζ x (µ) = 0 where µ denotes the Maurer-Cartan form. By (30), it follows that the restriction ofζ x to Γ a is tangent, and since Γ U ⊂ Γ a is open, we may regardζ x as a vector field on Γ U . Sinceζ x commutes with the action of T a , it follows that there is a related vector field ζ x on the quotient B U = T loc a \Γ U , and since the tautological and curvature form of the induced connection on B U pull back to components of µ, it follows that ζ x is an infinitesimal symmetry on B U .
Conversely, suppose that ζ is an infinitesimal symmetry on B U . Since an infinitesimal symmetry must preserve the curvature and its covariant derivatives, we must have ζ(A) = 0. But the tangent of the fiber of the map A : Γ U → g is spanned by the vector fields ζ x , x ∈ŝ, and since infinitesimal symmetries are uniquely determined by their value at a point, it follows that ζ = ζ x for some x ∈ŝ.
Finally, it is evident that ζ x = 0 iffζ x is tangent to T a iff x ∈ Fa, hence the claim follows.
The rest of this section shall be devoted to the study of compact simply connected manifolds with special symplectic connections. In fact, the main result which we aim to prove is the following Theorem 5.2 Let g be a 2-gradable simple Lie algebra, let G be the connected Lie group with Lie algebra g and trivial center, and letŜ ⊂ G be a maximal compact subgroup. Then C =Ŝ/K for some compact subgroup K ⊂Ŝ where C ⊂ P o (g) is the root cone. Moreover, let T ⊂Ŝ be the identity component of the center ofŜ. Then the following are equivalent:
1. There is a compact simply connected symplectic manifold M with a special symplectic connection associated to the simple Lie algebra g.
2. g is a real Lie algebra and dim T = 1, i.e. T ∼ = S 1 .
3. g is a real Lie algebra and T = {e}.
If these conditions hold then T\C ∼ =Ŝ/(T · K) is a compact hermitian symmetric space, and the map ı : M → T\C from Theorem B is a connection preserving covering. Thus, M is a hermitian symmetric space as well.
This theorem allows us to classify all compact simply connected manifolds with special symplectic connections, as the maximal compact subgroups of semisimple Lie groups are fully classified (e.g. [OV] ). Thus, we obtain Theorem D from the introduction as an immediate consequence.
The proof of Theorem 5.2 will be split up into several steps. First, we observe the following Lemma 5.3 If the connected Lie group G acts transitively on the compact manifold X, then so does any maximal compact subgroupŜ ⊂ G.
Thus, we can write the root cone as C =Ŝ/K for some compact subgroup K ⊂Ŝ as asserted in Theorem 5.2.
Proof. Let X = G/H as a homogeneous space, and let K ⊂ H be a maximal compact Lie subgroup. Then there is a maximal compact Lie subgroupŜ ⊂ G which contains K. Since the inclusionsŜ → G and K → H are homotopy equivalences, standard homotopy arguments imply that the inclusion S/K → X is also a homotopy equivalence. In particular, since both spaces are compact, they have equal dimension, so thatŜ/K = G/H.
Let us now suppose that M is real. The proof that the first condition in Theorem 5.2 implies the second and that in this case M is the universal cover of the hermitian symmetric space T\C is pursued in Lemmas 5.4 through Proposition 5.12.
Lemma 5.4 Let M be a compact real simply connected manifold with a special symplectic connection associated to the real Lie algebra g, and let a ∈ g, T a ⊂ G and C a ⊂ C as in Theorem 3.5. Then T a ∼ = S 1 and C a = C. Moreover, T a acts freely on the universal coverC of C, and M = T a \C.
Proof. If M is simply connected, then by Theorem B from the introduction there is an a ∈ g and a principal T a -bundle π :M → M with a connection form κ whose curvature equals dκ = π * (ω). Thus, π * (ω) is exact, while ω cannot be exact if M is compact. This implies that π cannot be a homotopy equivalence, i.e. T a cannot be contractible, hence T a ∼ = S 1 . Thus,M is also compact, hence the local diffeomorphismî :M → C from (1) must be surjective and a finite T a -equivariant covering. In particular, C a = C.
Therefore, there is a T a -equivariant coveringC →M , whereC is the universal cover of C, and since T a acts freely onM , it acts also freely onC. Thus, the induced map T a \C → T a \M = M must also be a covering, hence a diffeomorphism as M is simply connected.
We continue with the investigation of two special classes of examples.
Proposition 5.5 For g := su(p + 1, q + 1) with p + q ≥ 1, the cone C is simply connected. Let a ∈ g be such that T a ∼ = S 1 , C a = C and the action of T a on C is free. Then a is conjugate to a positive scalar multiple of diag((q + 1)i, . . . , (q + 1)i, −(p + 1)i, . . . , −(p + 1)i). In particular, T a \C ∼ = CP p × CP q with the hermitian symmetric connection as described in Theorem E. Lemma 5.7 Let g be a real 2-gradable simple Lie algebra with the decomposition (4). Let a ∈ g be such that T a ∼ = S 1 is a circle. Then a is conjugate to an element of the form c 2 (e 2 + + e 2 − ) + ρ 0 (44) with c ∈ R and ρ 0 ∈ h.
Proof. Let T G ⊂ G be the maximal compact abelian subgroup containing the circle SO(2) := exp(R(e 2 + + e 2 − )). Since stab(e 2 + + e 2 − ) = R(e 2 + + e 2 − ) ⊕ h, it follows that T G ⊂ SO(2) · H. The lemma now follows since any subgroup of G isomorphic to S 1 is conjugate to a subgroup of T G .
Lemma 5.8 Let g be a real 2-gradable simple Lie algebra with the decomposition (4), and let α 0 ∈ ∆ be the long root with g ±2 = g ±α 0 . Let β ∈ ∆ be a root with β, α 0 = 1, and let β denote the conjugate root w.r.t. the real form g. If we define
where < > denotes the generated Lie subalgebra, then g <β> is isomorphic to either sl(3, R), sp(2, R), g 2 , su(1, 2), or so(2, 4) ∼ = su(2, 2).
Proof. Since α 0 is a real root, it follows that {α 0 , β, β} is invariant under conjugation, hence g <β> is a real form of the complex simple Lie algebra whose root system is generated by {α 0 , β, β}. Since g ±α 0 ⊂ g <β> , it follows that g <β> is also 2-gradable, and the decomposition (4) reads g <β> = 2 i=−2 (g <β> ∩ g i ). If β = β is a real root, then the root system generated by α 0 , β is irreducible of rank two and contains only real roots, i.e. g <β> is the split real form of type A 2 , B 2 or G 2 as listed above.
Therefore, for the rest of the proof we shall assume that β = β. Since α 0 is real, it follows that β, α 0 = β, α 0 = 1, hence β = −β and thus β, β are linearly independent roots of equal length, so that they generate a root system either of type A 2 or of type A 1 + A 1 . Since this root system is invariant under conjugation, it follows that there is a corresponding subalgebraĝ <β> ⊂ g <β> which is a real form of either sl(3, C) or so(4, C). This real form must contain roots which are neither real nor purely imaginary since β = ±β. In particular, it is neither split nor compact, and thus, the only real forms possible are su(1, 2) in the first and so(1, 3) in the second case.
Ifĝ <β> ∼ = su(1, 2), thenĝ <β> is 2-gradable, and hence the root system generated by β, β must contain a real root. This implies that β + β ∈ ∆, and since β + β, α 0 = 2, it follows that β + β = α 0 , i.e.ĝ <β> = g <β> ∼ = su(1, 2).
Let us now suppose thatĝ <β> ∼ = so(1, 3). We assert that in this case, β must be a long root. For if β and hence β are short, then β, α 0 = β, α 0 = 1 implies that β + β = α 0 so that the root system generated by {α 0 , β, β} is irreducible of rank two with roots of different length, i.e. g <β> is a 2-gradable real form with root system B 2 or G 2 . However, by Table 1 , the only 2-gradable real forms of these root systems are the split forms which have only real roots, contradicting that β = β.
Thus, we are left with the case whereĝ <β> ∼ = so(1, 3) and β ∈ ∆ is a long root. Then β, β = 0, and the intersections
areĝ <β> -modules. In fact, considering the weights of the action ofĝ <β> on W ± implies that W ± ∼ = R 1,3 as aĝ <β> -module, and one verifies that [W + , W + ] = [W − , W − ] = 0, whereas [W + , W − ] ⊂ g <β> ⊕ RH α 0 . It follows now that (g <β> ,ĝ <β> ⊕ RH α 0 ) is an irreducible symmetric pair whose isotropy representation coincides with that of the symmetric pair (so(2, 4), so(1, 3)⊕so(1, 1)), hence these symmetric pairs are isomorphic. In particular, we have g <β> ∼ = so(2, 4) ∼ = su(2, 2) which completes the proof.
Lemma 5.9 Let g be one of the real Lie algebras from Lemma 5.8, and let a ∈ g be such that T a ∼ = S 1 . Define C a ⊂ C as in (26). Then 1. If g ∼ = sl(3, R), g 2 then C a C is a proper subset for any such a ∈ g.
2. Let g ∼ = sp(2, R), su(1, 2), su(2, 2) andC be the universal cover of C. If C a = C and the (lifted) action of T a onC is free, then the action of T a on C is free and a is conjugate to an element of the form (44) with c > 0, ρ 2 0 = −c 2 Id V and ω(ρ 0 x, x) > 0 for all 0 = x ∈ V .
Proof. By Lemma 5.7, we may assume that a is of the form (44). Since sl(3, R), g 2 are split real forms, it follows that g β ⊂ V 1 ∩ C for all long roots β with β, α 0 = 1, hence V 1 ∩ C = ∅, whereas (a, V 1 ∩ C) = 0. Thus, C a = C. The second part now follows immediately from Propositions 5.5 and 5.6 where the explicit form of a was given.
This lemma now allows us to treat the general case. Namely we have Lemma 5.10 Let g be a 2-gradable real Lie algebra, and let a ∈ g be such that T a ∼ = S 1 , C a = C and that the action of T a on the universal cover of C is free. Then a is conjugate to an element of the form (44) 
Proof. Lemma 5.7 allows us to assume that a is of the form (44). Indeed, we may assume that ρ 0 is contained in the Cartan subalgebra of h C , so that the Lie subalgebras g <β> ⊂ g from Lemma 5.8 are T a -invariant. Let G be a connected Lie group with Lie algebra g and let G <β> ⊂ G be the connected Lie subgroup with Lie algebra g <β> ⊂ g. Then C β := G <β> · e 2 + ⊂ C is T a -invariant, and (C β ) a = C β ∩ C a = C β as C a = C. Thus, since C β is the cone of maximal roots of g <β> , by Lemma 5.8 and the first part of Lemma 5.9 we conclude that g <β> ∼ = sp(2, R), su(1, 2) or su(2, 2).
The inverse imageM <β> :=î −1 (C β ) ⊂M with the coveringî :M → C from (1) must also be T a -invariant, and every connected component ofM <β> is a covering of C β . Since T a acts freely onM <β> ⊂M , it follows from the second part of Lemma 5.9 that c > 0, ρ 2 0
The claim now follows since V is the direct sum of the V <β> , and for all β, γ ∈ ∆ with β, α 0 = γ, α 0 = 1 and V <β> ∩ V <γ> = 0 we have ω(V <β> , V <γ> ) = 0. 
where k := {h ∈ h | [h, ρ 0 ] = 0}. Moreover,ŝ ∼ = Ra ⊕ s, where s is a compact semisimple Lie algebra, and (ŝ, Ra ⊕ k) is a hermitian symmetric pair. Also,ŝ ⊂ g is a maximal Lie subalgebra.
Proof. It is straightforward to verify (45) and z(ŝ) = Ra, and that (ŝ, Ra ⊕ k) is a hermitian symmetric pair. Also, note that k is the Lie algebra of the compact group K = H ∩ U(V, 1/c ρ 0 ). Thus, there is a positive definite ad k -invariant metric on g, so that ad 2 h : g → g is negative semidefinite for all h ∈ k and hence B(h, h) = tr(ad 2 h ) ≤ 0 with equality iff ad h = 0 iff h = 0 since g is simple and hence has trivial center. Thus, (h, h) > 0 for all 0 = h ∈ k by (9). Also, (e + ⊗ x − e − ⊗ ρ 0 x, e + ⊗ x − e − ⊗ ρ 0 x) = 2ω(ρ 0 x, x) > 0 for all 0 = x ∈ V , and (e 2 + + e − , e 2 + + e 2 − ) = 4 > 0. Since e 2 + + e − , k and {e + ⊗ x − e − ⊗ ρ 0 x} are orthogonal w.r.t. ( , ), it follows that ( , ) is positive definite and ad-invariant onŝ. Thus, ad x :ŝ →ŝ is skew symmetric w.r.t. ( , ) for all x ∈ŝ, so that Bŝ(x, x) = tr(ad 2
x ) ≤ 0 with equality iff x ∈ z(ŝ), hencê s = z(ŝ) ⊕ s for a compact semisimple Lie algebra s as asserted.
To see thatŝ ⊂ g is a maximal subalgebra, letŝ ⊂ g g be a subalgebra. Considering the eigenspaces of ad(e 2 + + e − ) 2 , it follows that g = (g ∩ sl(2, R)) ⊕ (g ∩ h) ⊕ (g ∩ R 2 ⊗ V ). But sl(2, R) andŝ generate g, so it follows that g ∩ sl(2, R) = R(e 2 + + e 2 − ). Also, if e + ⊗ x ∈ g , then [e + ⊗ x, e + ⊗ y − e − ⊗ ρ 0 y] ∈ g implies ω(x, y) = 0, as one sees by looking at the sl(2, R)component. Since this is the case for all y ∈ V , it follows that g ∩ R 2 ⊗ V =ŝ ∩ R 2 ⊗ V . Finally, if h ∈ g ∩ h then [h, e + ⊗ x − e − ⊗ ρ 0 x] ∈ g ∩ R 2 ⊗ V ⊂ŝ, and from here it follows that h ∈ k, so that g =ŝ as claimed. Now we are ready to prove that in the real case, the first condition in Theorem 5.2 implies the second, and that in this case M is hermitian symmetric.
Proposition 5.12 Let M be a real compact simply connected manifold with a special symplectic connection, and let a ∈ g be from Theorem B. Then T a \C is a hermitian symmetric space, and the map ı : M → T a \C is a connection preserving covering. Moreover, T a is the connected component of the center ofŜ ⊂ G, whereŜ is a maximal compact subgroup of G.
Proof. By Lemma 5.11, it follows that the connected Lie subgroupŜ ⊂ G with Lie subalgebraŝ must be compact as T a ∼ = S 1 is compact. Indeed, it is a maximal compact subgroup asŝ ⊂ g is maximal, and T a ⊂Ŝ is the connected component of its center.
Thus, if we write C =Ŝ/K by Lemma 5.3, then K has k =ŝ ∩ p as its Lie algebra by (45), and hence T a \C =Ŝ/(T a · K) is a hermitian symmetric space by Lemma 5.11, and the covering ı : M → T a \C is connection preserving.
Evidently, the second condition in Theorem 5.2 implies the third, hence the real case will be finished with the following Lemma 5.13 Let G be a real simple connected Lie group with 2-gradable Lie algebra g and trivial center, and letŜ ⊂ G be a maximal compact Lie subgroup whose center contains T a = exp(Ra), some 0 = a ∈ g. Then -after changing a to its negative if necessary -we have C a = C, and the action of T a on C is free. Moreover, T a \C has finite fundamental group.
By Theorem 3.5, it then follows that T a \C carries a special symplectic connection associated to g, hence so does its universal cover M := (T a \C)˜. Since T a \C is compact and has finite fundamental group, M is compact as well. Thus, the lemma shows that the third condition in Theorem 5.2 implies the first.
Proof. Since G acts transitively on C, so doesŜ by Lemma 5.3, hence we can write C =Ŝ/K for some compact subgroup K ⊂Ŝ. Let a ∈ g be such that T = T a and consider the corresponding contact symmetry a * from (25). We assert that a * is transversal. For if there is a p ∈ C with (a * ) p ∈ D p , then dL g ((a * ) p ) ∈ dL g (D p ) = D g·p for all g ∈Ŝ by theŜ-equivariance of the contact structure. On the other hand, dL g ((a * ) p ) = d dt t=0 g · exp(ta) · p = d dt t=0 exp(tAd g (a)) · g · p = (a * ) g·p , since Ad g (a) = a for g ∈Ŝ. Thus, (a * ) g·p ∈ D g·p , and sinceŜ acts transitively on C, it follows that (a * ) q ∈ D q for all q ∈ C. But a * is a contact symmetry, hence this implies that a * ≡ 0 which is a contradiction. Thus, λ(a * ) = 0 for all λ ∈Ĉ and -after replacing a by its negative if necessary -we may assume that λ(a * ) > 0 for all λ ∈Ĉ, so that C a = C. Since T a lies in the center ofŜ and G acts effectively on C =Ŝ/K as G has trivial center, it follows that T a acts freely on C.
It now follows from Lemmas 5.10 and 5.11 that T a ⊂Ŝ is the connected component of the center, hence the inclusion T a · K →Ŝ induces a map with finite cokernel between the fundamental groups. Now the homotopy exact sequence of the fibration T a · K →Ŝ →Ŝ/(T a · K) = T a \C implies that T a \C has finite fundamental group as claimed.
Finally, we need to deal with the complex case which we do in the following Proposition 5.14 There are no compact simply connected complex manifolds M with a special symplectic connection associated to a complex simple Lie algebra g.
Proof. If M is such a manifold, then as in the proof of Lemma 5.4, we conclude that the fibration M → M cannot be a homotopy equivalence, so that T a ∼ = C * and hence a ∈ g is semisimple. This means that the eigenvalues of ad a are all linearly dependent over Q, so that -after replacing a by a suitable non-zero multiple -we may assume that all these eigenvalues are integers. Thus, we may choose the split real form g R ⊂ g such that a ∈ g R and T R a := exp(Ra) ⊂ g R is isomorphic to R. Let C R ⊂ P 0 (g R ) be the projectivization of the root cone of g R , and consider the Hopf fibration pr : P 0 (g R ) → P 0 (g) which maps each real line to the corresponding complex one. Then pr(C R ) ⊂ C is a regular submanifold which is diffeomorphic to either C R or C R /Z 2 . In particular, the restriction pr : C R → pr(C R ) is a regular covering. Also, as the distribution D consists of complex subspaces, it follows that pr C R a = pr(C R ) ∩ C a , so that the restriction pr : C R a → pr(C R ) ∩ C a is also a regular covering. In particular, pr(C R a ) ⊂ C a is a regular closed submanifold.
Recall the covering mapî :M → C a from (1). Standard homotopy arguments show that there is a manifoldM R and regular coveringsî R :M R → C R a andpr :M R →î −1 (pr(C R ) ∩ C a ) whereî R is equivariant w.r.t. the action of T R a ⊂ T a . Note that T R a acts freely and properly discontinuously onM and hence also onM R , so that M R := T R a \M R is a manifold. Hence, we obtain the following commutative diagram, where the dotted lines indicate immersions which are regular covers of their images with a deck group of order at most 2:
