We demonstrate that the Vlasov equation describing collisionless self-gravitating matter may be solved with the so-called Schrödinger method (ScM). With the ScM, one solves the Schrödinger-Poisson system of equations for a complex wave function in d dimensions, rather than the Vlasov equation for a 2d-dimensional phase space density. The ScM also allows calculating the d-dimensional cumulants directly through quasi-local manipulations of the wave function, avoiding the complexity of 2d-dimensional phase space.
Cold dark matter (CDM) is one of the necessary ingredients of the concordance model of modern cosmology, the ΛCDM model. The CDM model explains the amount of Large-Scale Structure (LSS) in the Universe and the formation of halos where galaxies develop and evolve. According to the ΛCDM model initially small density perturbations evolve into bound arXiv:1711.00140v2 [astro-ph.CO] 28 Dec 2017 structures, for instance CDM halos, that are themselves distributed within the cosmic web composed of superclusters, filaments and sheets [1] [2] [3] . The morphology of the cosmic web and the clustering of CDM depends sensitively on the cosmological parameters. Thus, accurate modeling and theoretical understanding of the CDM dynamics is required to infer these parameters from observations.
The microphysical nature of CDM is still unknown and it is generally assumed to be composed of a particle species (or perhaps many) which otherwise remains undetected at the present time. In this article we are interested in the modeling of the dynamics of self-gravitating collisionless (= dark) matter (DM) , that may be used to describe a wide variety of particle candidates. In particular, we are interested in cold DM (CDM), where "cold" from the point of view of LSS formation simply means that a smooth density n(x) and velocity u(x) field suffice to describe the initial DM matter phase space distribution f (x, p). In other words, f (x, p) is non-zero only on a three-dimensional sheet defined by p = mu(x), and moreover, u(x) is single valued. This situation is usually referred to as the single stream regime of CDM.
If cold initial conditions are used at an initial time when linear perturbation theory still applies, the Poisson equation approximates the Einstein equations on all scales relevant for LSS and halo formation (see for instance [4, 5] ) justifying the usual use of Newtonian gravity and non-relativistic equations in general. Furthermore, gravitational two-body collisions are suppressed due to the presence of a large number of particles in the systems of interest, so that the phase space dynamics of the 1-particle distribution function is collisionless [6] . Therefore, the time evolution of the phase space density f (t, x, p) is governed by the Vlasov (the collisionless Boltzmann) equation, also known as Jeans equation [7] .
A solution to the Vlasov equation is equivalent to a solution of the coupled infinite hierarchy of equations for the cumulants of the phase space density. In the linear regime of LSS formation, before multi-streaming occurs, the Boltzmann hierarchy of cumulants of the Vlasov equation can be consistently truncated, so that the Vlasov system may be solved by the dust model [1] where the curl part of the velocity and all higher cumulants vanish identically. The dust description breaks down soon after the density contrast evolves into the non-linear regime, as this is generally followed by caustic formation, that is, 'shell-crossing' singularities. Consequently, multiple streams occur, vorticity and higher cumulants are generated, and solving the full Vlasov equation is warranted from that point onwards. A popular way of providing approximate solutions to the Vlasov equation, and thus, determining the non-linear evolution of CDM, is through the use of N-body simulations, see for instance [2, [8] [9] [10] [11] [12] .
In most applications, one is not interested in the finegrained distribution of particles, or the fine details of the distribution function, but rather at the lowest cumulants: density, velocity and velocity dispersion (perhaps even higher cumulants could be of interest). The route to the cumulants via the high-dimensional phase space seems, however, unavoidable if the hierarchy cannot be truncated. Fortunately, this is unnecessary if a different method of solving the Vlasov equation is FIG. 1. Time snapshots of a two-dimensional cosmological simulation evolved to the present time a = 1. Both codes were started with the same single-stream initial conditions, set up using the Zel'dovich approximation at a ini = 1/51. From top to bottom: density, velocity divergence, velocity curl and trace of the velocity dispersion tensor. The left column shows the smoothed results of the 2D-version of the Vlasov solver ColDICE [13] . The result of the Schrödinger method is shown in the right column. The differences are barely visible by eye. A quantitative comparison is presented in Sec. IV.
used, as we describe below in more detail.
The Schrödinger method (ScM), originally proposed in the context of plasma physics in [14] and later independently in the context of gravity by Widrow and Kaiser [15, 16] , is a nu-merical technique for approximating solutions to the Vlasov equation while avoiding the difficulties of dealing with phase space. With this method, CDM is modeled as a complex scalar field obeying the coupled Schrödinger-Poisson equations (SPE) [17] [18] [19] , where is treated as a free parameter determining the desired phase space resolution. The ScM comprises two steps; (1) solving the SPE with suitably chosen initial conditions and (2) constructing the cumulants of choice. The second step may be performed in two mutually independent ways. Either (2a) by taking the Husimi transform [20] in order to construct a phase space distribution from the wave function and use it to calculate the cumulants. Or, (2b) construct the cumulants directly through quasi-local manipulations of the wave function, avoiding the complexity of 2d-dimensional phase space. In this work we follow the second route, that is (2b).
The first three cumulants of a two-dimensional toy cosmological simulation are shown in Fig. 1 . From top to bottom, we show the density, the two components of the velocity vector field and the trace of the velocity dispersion tensor. The correspondence between the Vlasov solver ColDICE [13] and our implementation of the ScM is depicted by the left and right column. The same initial linear gaussian random field at a ini = 1/51 was used in both cases. The Vlasov solver evolves the two-dimensional phase space sheet in four-dimensional phase space, and we obtained the figures on the left column by subsequent projection of that phase space sheet weighted by suitable powers of u onto the two-dimensional Eulerian space, followed by gaussian smoothing. The figures on the right column have been obtained by evolving a complex wave function in two-dimensional Eulerian space and subsequently constructing the corresponding coarse-grained cumulants through simple spatial differentiation of the wave function, again followed by spatial coarse graining. Although these methods are vastly different both in implementation and also conceptually, the results are barely distinguishable by eye.
Objective The main result of this article is the extension of all previous one-dimensional tests of the ScM [15, 16, [21] [22] [23] [24] , 1 to two-dimensional configurations, using a single smooth wave function on a cosmological background with nearly cold initial conditions, similarly to [23] . In contrast to [23] , we also quantitatively show that the resulting first three cumulants -density, velocity and velocity dispersion -are in good correspondence with the same quantities extracted from a conventional state-of-the-art Vlasov code, ColDICE [13] . This is highly non-trivial, since as outlined in Table I , the Vlasov equation with cold initial conditions requires 2d degrees of freedom (d.o.f.) to encode the phase space sheet, whereas the ScM requires only two, independent of the spatial dimension d. Therefore, while the success of the ScM for d = 1 might have been a coincidence due to the matching numbers of d.o.f., its success in d = 2 gives strong evidence that the ScM will work for any dimension d. Furthermore, we extend the work of [23] by considering non-symmetric initial conditions, in particular, a gaussian random field akin to standard cosmological simulations. This is another important milestone in showing the generality of the ScM as a method for solving the Vlasov equation. In addition, our work outlines an efficient algorithm for determining moments and cumulants from snapshots of the wave function at any desired time.
Outline This article is organized as follows. In Sec. II we review the connection between the gravitational N-body problem, the phase space description in terms of the Vlasov equation and its connection to the dust fluid and Lagrangian formulation of the Vlasov equation. We review the connection between the Husimi distribution and the coarse-grained Vlasov distribution function. Furthermore we review the algorithm to directly construct moments and cumulants that approximately satisfy the Boltzmann hierarchy in a way that circumvents the full phase space and is therefore easy to implement.
In Sec. III we describe the numerical implementation of our experimental two-dimensional Schrödinger code. In Sec. IV we investigate cosmological simulations of two different types of initial conditions, a two-dimensional pancake collapse as well as a more realistic gaussian random field, to provide further empirical proof of the accuracy and feasibility of the ScM. We quantitatively compare cumulants to the corresponding quantities obtained with a state of the art Vlasov code ColDICE.
In our discussion section, Sec. V, we explain how vorticity arises in the ScM without the seemingly necessary vortical degrees of freedom, a qualitative new phenomenon in d = 2 dimensions which goes beyond the previous one-dimensional studies. We also demonstrate the advantage of the ScM, with two applications. Firstly, we evaluate the dynamical pressure induced by the non-linear structure formation -an easy task in the ScM -allowing an estimate of the magnitude of backreaction on the background cosmology. Secondly, we outline how to calculate the entropy and the free energy. Since the phase space density comes with a fixed coarse-graining scale, the entropy is well defined and will shed new light on the nature of LSS formation.
The reader may also find useful the appendices. In App. A we present Zel'dovich initial conditions. In App. B we give some further details regarding our numerical implementation. In App. C we describe the one-dimensional continuum formulation of CDM, as it is not readily available in the literature and propose an iterative improvement of the Zel'dovich approximation in the multi-stream regime. In App. D and E we collect derivations and proofs, and in App. F we collect various results from [23] in order to assist the reader.
II. MODELING COLD DARK MATTER
The reader already familiar with the ScM or not interested in its details might want to skip this section. For quick reference, the most important equations are highlighted and a summary of the construction algorithm of the phase space density is given at the end of Sec. II E 3, and for moments and cumulants these can be found at the end of Sec. II E 4. It is only the second approach that we explicitly use in this article.
A. N-body to Vlasov
The gravitational N-body problem is defined by the Hamiltonian system
where a is the scale factor, E N is the energy per particle mass m, x i is the comoving spatial coordinate of the particle i with associated conjugate momentum p i = mu i . 2 Defining the exact microscopic, or Klimontovich, phase space density
using the three-dimensional Dirac delta function δ D , the N Hamiltonian equations (1) that determine the phase space trajectories {x i (t), u i (t)} can be neatly expressed in form of the Klimontovich equation [28] 
which has the simple interpretation that f K is conserved along phase space trajectories, 0 = D f K /dt = 2 For simplicity and without loss of much generality we assumed that the mass m is the same for all particles. It is therefore convenient to use u instead of p as phase space coordinate because many equations appear less cluttered.
3 This follows from the fact that for Hamiltonian systems the phase space trajectories never cross.
For convenience we introduced the (constant) comoving matter background density ρ 0 = m N/V, such that background, or spatial average value of f K over some large volume V → ∞, is normalized
Although it is exactly (3) that N-body simulations solve, it is not feasible to use values of N and m that we expect from particle DM candidates. Even if DM were primordial black holes with m 15M , possibly the largest m encountered for DM in the literature, current cosmological N-body simulations have particle masses that are 8 orders larger than this value and therefore can only approximate the physical N-body problem. The continuum limit f (x, u) = lim N→∞ f K (x, u) or 'pulverization,' where N → ∞ and m → 0 with ρ 0 = mN/V constant, although an idealization, comes closer to modeling collisonless particle DM. The such defined smooth phase space density satisfies the Vlasov equation
that is, the collisionless Boltzmann equation with a long range gravitational force ∇ x Φ determined by f itself. The form of Klimontovich and Vlasov equations, (3) and (4), is identical and therefore the Vlasov equation simply states the conservation of the now continuous phase space density along phase space trajectories of the continuum. While (3) is in effect short-hand notation for the Newtonian equations of motion of N particles, (4) is an evolution equation for a smooth phase space distribution.
The Vlasov equation is often taken as the defining equation of purely self-gravitating, and thus collisionless, nonrelativistic matter. It also has a straightforward relativistic generalization, see for instance [29] for a detailed treatment. Although the Vlasov equation is a very useful definition for collisionless DM in the context of LSS formation, it is not sufficient when the discreteness matters, as is the case for the internal dynamics of globular clusters where the number N of particles 4 is only a few thousand [6] . In this case a better continuum approximation to the N-body dynamics (3) starts with a transformation of (3) into the Bogoliubov-Born-GreenKirkwood-Yvon (BBGKY) hierarchy for the n-particle distribution functions using an appropriate ensemble average without taking the limit N → ∞. A truncation of this hierarchy at lowest order in 1/N gives the Vlasov equation, while the one at second order contains a collision term that takes into account some of the discreteness through the 2-particle correlation function [6, 30, 31] . Note that cosmological N-body simulations suffer from artificial discreteness effects due to the relatively small N N phys and therefore may fail to approximate the Vlasov equation as well as the physical N-body problem.
Moments and Cumulants Most applications of f in cosmology involve only its first few (n = 0, 1, 2) moments
In order to calculate the nth moment it is convenient to define the moment generating function
such that moments and cumulants are given by
Taking time derivatives of C (n) or M (n) and using the Vlasov equation (4a) to eliminate ∂ t f at the right-hand side of (7), results in an infinite coupled collection of first order time evolution equations for the C (n) or M (n) , the Boltzmann hierachy, see [23] for details. The first 3 moments are
and the resulting cumulants are then determined by them as 4 For a globular cluster the particles are stars such that m 1M .
The physical interpretation is as follows. The scalar field n(t, x) is the density, the vector field u i (t, x) is the massweighted velocity related to the peculiar velocity as v i = u i /a and the tensor field Σ i j (t, x) is the mass-weighted velocity dispersion. The physical significance of the moments M (1) and M (2) becomes clear when we consider the four-dimensional energy momentum tensor
Newtonian limit. Its components w.r.t. coordinates x α = (t, x) are
where we have neglected any metric perturbations and relativistic effects, such that g 00 = −1, g 0i = 0, g i j = a 2 δ i j and u 0 = 1.
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B. Dust to Vlasov
The dust model is a pressureless perfect fluid with density n d (t, x) and an irrotational velocity
6 satisfying the continuity, Euler and Poisson equations
These equations describe cold collisionless DM (CDM) in the so-called single stream regime. It is therefore often used as the defining equation for CDM in many analytical studies of LSS formation. The dust phase space density is given by
and solves the Vlasov equation (4) automatically until the appearance of so-called shell-crossing singularities or caustics where n d diverges. 7 For cold initial conditions, where f initially has the form (11), these singularities generically occur and are harmless in the Vlasov equation (4) but lead to the break-down of the dust fluid description (10) . This is because after shell crossing, f can no longer be expressed as the product (11) . The product form of f d makes all the cumulants vanish with n > 1. After shell-crossing, however, f generally produces non-zero vorticity invalidating (10c), and nonzero velocity dispersion C (2) i j thus modifying the Euler equation (10b). The equation of motion for C (2) i j contains C (3) i jk , and so on, such that a truncation of the Boltzmann hierarchy is no longer possible, see [23, 33] .
C. CDM to Vlasov
A useful continuum definition of CDM is a phase space density f c that is solution of the Vlasov equation (4) with initial conditions of the form (11) .
Although after shell crossing f c cannot be expressed solely as function of x, it can still be expressed as function of the Lagrangian coordinate q, the continuum generalisation of the particle label i. For this we introduce the particle trajectories X(t, q) which smoothly depend on the initial positions q. The equations of motions for X(t, q) and U (t, q) are in full analogy to (1) given by
where we have assumed that
corresponding to growing mode initial conditions of (10). We explicitly wrote −∇ x Φ in terms of X(q) to make it manifest that shell-crossing infinities in the density do not necessarily lead to divergencies in X and U . See App. D for a derivation. Indeed, these variables remain continuous and sufficiently smooth at shell-crossings such that they can be numerically evolved without problems. Although a numerical implementation of (12) necessarily discretises X(t, q), the continuum formulation allows to keep track of the phase space sheet, which then in turn i) allows to refine the discretisation at any time in a well defined manner and ii) leads to much smoother moments (15b) compared to conventional count-in-cells estimators. This is done in codes like ColDICE [13] or the ones presented in [34] [35] [36] [37] , but does not occur in conventional N-body simulations. For illustration, we consider the one-dimensional case of (12) in App. C.
The CDM phase space density f c is the continuum limit of the Klimontovich phase space density (2) . It can be constructed from X(q) and U (q) as
and satisfies the Vlasov equation (4) . Thus the Vlasov equation for cold initial conditions may be solved with the help of six degrees of freedom X(q) and U (q), see App. E for a derivation, while in the single stream regime two degrees of freedom, n d (x) and φ d (x), are sufficient. The moments M c are trivially obtained from (14) as
and are, like f c , non-local in q-space. The second equalities in (14) and (15), respectively, follow from the properties of the Dirac δ-function, δ D . These sum over streams 8 have to be performed in Vlasov solvers like ColDICE to obtain M c(0) = n c in order to solve the Poisson equation at each time step. From (14b) and (15b) it is clear that if there is only a single stream, such that x = X(t, q) is invertible for q, the resulting f c is of the product form (11) . The assumed initial conditions (13) thus guarantee that there is an early time where
It is also worth mentioning that (12) makes it manifest that the accelerationU (q) of the stream at q is determined by all streams with the same X(q). This is not the case in conventional treatments of the Lagrangian formulation of CDM, where the invertibility of ∂ q i X j (q) is assumed and used in reformulating (12) into an equation local in q. Solutions of this transformed equation lead necessarily to unphysical behavior after shell-crossing [39] . We discuss this further in App. C.
D. Coarse-grained Vlasov
General case
The coarse-grained phase space densitȳ
is obtained from f through convolution with a Gaussian filter with width σ x and σ u in x and u space. For notational simplicity we will use a shorthand operator representation of the gaussian smoothing defined in the second line of (16) . The corresponding coarse-grained Vlasov equation can be obtained by applying the smoothing operator on (4), see [23, 40] . 8 Due to the assumed initial conditions (13), the map X(t, q) belongs to the homotopy class of the identity, whose degree is one. The degree of a function X(q) at a regular point x is the natural number of points q for which x = X(q). In our case this is the number of streams. A point x is regular if it does not lie on a shell-crossing caustic. Now, according to a theorem of differential topology, see §4 of [38] , the parity of the degree is independent of the regular point x and also independent of the representative X(q) of the homotopy class. Therefore, the number of streams is always finite and odd, excluding the zero-measure subset of x on caustics.
The momentsM (n) off are simply obtained from the moments of f asM
The cumulantsC (n) are obtained from theM (n) in the standard fashion according to (8) with all quantities barred. Note that in particularū i e σx 2 2 ∆ x {u i }, and insteadū i =M (1) i /n. The second term in (17c) arises through the spreading of the velocity distribution by the gaussian with variance σ u . Note that the first two moments are not affected by σ u .
The coarse-grained phase space densityf has many desirable features that f does not have. For instancef is no longer exactly conserved along phase space trajectories which allows us to properly define phase mixing, virialization and entropy production [40, 41] . This also makesf better behaved from a numerical point of view sincef cannot develop structures below the scales σ x and σ u , in contrast to f which continues to develop ever smaller structures over time.
Thus a method allowing direct computation off without first computing f is of practical interest. Sincef can be approximated by coarse graining f K directly without taking the limit that brought us to the Vlasov equation (4), a straightforward method to produce an approximation tof is to run a N-body simulation [2, [8] [9] [10] [11] [12] [13] 37] and sample the phase space density using the particles. 9 
CDM
The coarse-grained continuum limit of CDM (14) is obtained by inserting (14a) into (16) 
Similarly, inserting (15a) into (17) shows that the coarsegrained CDM moments
involve X(q) and U (q), just likef c , only in a threedimensional integral over Lagrangian space. Alternatively 9 The actually achieved resolution σ x σ u is hard to estimate since it strongly depends on the method and usually is not constant in space and time.
one might chose not to simplify (16) and (17) and perform the smoothing only after the sum over streams in (14b) and (15b) has been calculated. It is the second method that we will use in Sec. IV.
E. The Schrödinger method
The Schrödinger method is an alternative way to approximatef . In the ScM one constructs a phase space distribution f h (t, x, u) at a given time from a smooth complex field ψ(t, x) that satisfies the Schrödinger-Poisson equation. The function f h (t, x, u) is called the Husimi distribution and is the absolute square of the Husimi-representation of the wave function ψ. The transformation ψ → f h is local in time, but involves one quasi-local integral over Eulerian space. Thus, to evaluate f h (t, x, u) at points x,u one only has to consider a single time snapshot of ψ(t, x ) and only points x in a small neighbourhood around x.
The phase space resolution of f h is constant in phase space and time. In some applications of simulations of LSS formation, for instance the investigation of voids or ray-tracing, a spatially and temporally fixed resolution might be desirable.
The ScM offers a compact way to store the entire sixdimensional phase space information in f h (x, u) in two threedimensional degrees of freedom contained in ψ(x). Although the phase space density f h can be easily constructed from ψ, the most useful feature of the ScM is that all moments and cumulants of the phase space distribution, like the density, velocity and velocity dispersion as well as the stress-energymomentum tensor, can be constructed directly from ψ and its spatial derivatives without the need to first construct the phase space density and subsequent cumbersome projections in velocity space. Constructing moments and cumulants involves only taking spatial derivatives of ψ and using a gaussian filter, which is very efficient to calculate since both processes are quasi-local in space.
This should be contrasted with the case of CDM, where the dynamics of f (t, x, u) can be compressed into two threedimensional vector field X(t, q), U (t, q) satisfying first order differential equations. Therefore one needs to take care of 6 degrees of freedom rather than 2. Similar to ψ(t, x) the phase space density f c and moments M c can be directly constructed from X(t, q) by a single spatial integration. The integration is, however, non-local, whereas the construction of f h and M h is quasi-local. Lastly while the reduction of degrees of freedom from f (t, x, u) to X(t, q) and U (t, q) only works for dust initial conditions (11), the ScM works for general initial f (t ini , x, u).
The Schrödinger-Poisson equation
The non-relativistic Schrödinger-Poisson equation (SPE) in a ΛCDM universe with scale factor a can be derived from the following action
upon variation with respect toψ and is given by
see for instance [15, 23, 42] . We have defined
which simplifies the SPE and can be interpreted as the phase space resolution in coordinates x and u. The SPE can also be derived by observing that from the action (20a) it follows that
is the Hamiltonian and i ψ is the canonically conjugate momentum of ψ. Following the rules of Hamiltonian mechanics the SPE is obtained as
where {..., ...} is the Poisson bracket. 10 This shows the close analogy to the Hamiltonian system (1) of N-particles 11 and is of practical use since E will be employed later to test the accuracy of the numerical solution of the SPE (21) .
The extra −1 in the Poisson equation (21b) implements the cosmological boundary conditions and may be derived if one starts with the action of general relativity and a real KleinGordon field upon taking the non-relativistic and small-scale limit in the conformal Newtonian gauge, see [43] . 12 
Madelung representation: relation to the dust fluid
Using the so-called Madelung representation for the wave function
δA δψ(x) . The time evolution of a general A = A[t, ψ] is then given as dA/dt = ∂ t A + {E, A}. For A = ψ(x ) and the rules of functional derivatives one recovers (23b). 11 Since E(ψ,ψ) = E(ψ, ψ) the second Hamiltonian equation for the canonical momentum i ψ is just the complex conjugate of the SPE (23b), see [42] . 12 Note that our normalization of ψ is different from [43] . We chose |ψ| 2 V = 1 for convenience rather than the more natural |ψ| 2
with n ψ and φ real, and n ψ 0 the SPE (21) can be transformed into a set of fluid-like equations upon defining u ψ ≡ ∇φ, the Madelung-Poisson equation [44] 
Comparing them to the dust equations (10) it becomes transparent that the only difference is the single extra term in the Euler equation proportional to˜ 2 , the so-called 'quantum pressure'
Thus, if ∇Q is small compared to the other terms in (25b), one can maintain n ψ = n d and φ = φ d to arbitrary precision during time evolution choosing˜ sufficiently small. The dynamics of the Madelung-Poisson equation is such that sooner or later, barring fine-tuned initial conditions, Q will become important, independent of the chosen˜ . It turns out that for initial conditions where the quantum pressure can be neglected, the locations in time and space where Q becomes large are close to those where shell crossing happens in the dust fluid. Indeed, if Q becomes large it signals the impending breakdown of the Madelung-Poisson equation (25): for initial conditions that make Q small, u ψ diverges at nearly the same locations in space and time where n d of the dust model diverges. It turns out that u ψ = ∞ events are accompanied by n ψ = 0 and thus a vanishing ψ.
This seemingly contrived situation poses no problems in the SPE (21) which can be numerically evolved through these events without any pathologies if one choses to split ψ into real and imaginary parts, (ψ) and (ψ), rather than amplitude and phase. The phase is ill-defined when ψ = 0 and the Madelung equations (25) no longer follow from (21) if n ψ = 0. 13 In Fig. 2 we show part of a simulation snapshot of the same simulation shown in Fig. 1 but at an earlier 13 It is known that Madelung and Schrödinger equations are not necessarily equivalent [45] , see also the discussion of Sec. II A in [22] . We therefore recommend, in contrast to a comment in [46] , not to use the Madelung equations as a replacement for the Schrödinger equation, since the Madelung equations might not give all solutions, or even give wrong solutions [45] . The reason is that even if the singularities [22, 23] are dealt with, for instance, by using the momentum current j ψ = n ψ u ψ as the dynamical variable rather than the velocity u ψ , one still has to implement the constraint (58) that ensures that u ψ is the gradient of a phase, or in other words that that resulting ψ is a single valued complex function. We thus expect that the applicability of a code based on the Madelung equations, like [47] , is limited to situations where nodes do not develop, and therefore is applicable only when the analogue of shell-crossing does not occur in the wave function. See Chapter 15.3 of [48] for an introduction to problems and possible solutions when one choses to stay close to the Madelung equations. time. While our dynamical variables (ψ) and (ψ), shown in the upper panel, are perfectly smooth, the phase φ/˜ of ψ, shown in the lower right panel, has several point-like singularities which persist in time and which coincide with locations where n ψ = 0. The phase has a non-zero winding number around these singularities, observed by following the color gradient around them. This circulation is the analogue of microscopic vorticity in the ScM and is discussed in more detail in Sec. V A.
We now present the definition of the ScM, that is, a procedure to extract approximate solutions to the Vlasov equation (4) from solutions of the SPE for the most general case where f is allowed to exhibit shell-crossing and mutli-streaming.
The Husimi distribution: relation to the Vlasov equation
The so-called Husimi-representation ψ h (x, u) of the wave function ψ(x) in terms of gaussian wave packets gives rise to the (manifestly non-negative) Husimi phase space distribution
The spatial coarse graining scale σ x is the second parameter of the ScM. Together with˜ , it determines the resolution
of the phase space density f h in x and u direction. It can be shown that f h approximatesf in the sense that
where
2 ∆ {Φ ψ }, with Φ ψ from (21b), see [15, 21, 23] and App. F. Defining
we generally have that f h satisfies the Husimi equation
but requiring that f h also solves the coarse-grained Vlasov equation leads to ∂ t f h = S V + S cgV , or even more optimally the Vlasov equation ∂ t f h = S V . Thus we know i) that we can achieve f h f only if quantum corrections to the Vlasov equation are smaller than coarse graining effects
and ii) that f h f , is possible if in addition to condition (32a) the phase space smoothing scales σ x and σ u are much smaller than the smallest features of f h , or more precisely
We present a derivation in App. F. 14 The function f h calculated this way is manifestly non-negative. It may, however, be also obtained from the Wigner quasi-probability distribution f w [ψ] by applying a Gaussian filter with width σ x and σ u =˜ /(2σ x ) such
This second route to f h is, however, numerically inconvenient compared to (27) , see [23] .
In practice, we are more concerned with achieving f h f , or (32a) since it is anyway practically impossible to determine f with sufficient spatial resolution for an arbitrary long time due to phase mixing. Regions where phase mixing occurs become increasingly better approximated over time by a coarse-grained distribution [41] . Thus having f h merely agree withf rather than f is not only acceptable given the finiteness of computational resources, but also from a physical point of view.
On small scales quantum effects can become important as has been demonstrated and discussed in [46, [49] [50] [51] . In those studies it was assumed that dark matter is an axion-like particle in a Bose-Einstein condensate and that in the Newtonian limit this situation can be described by the SPE and ψ more accurately than with the Vlasov equation. Independent of the physical interpretation of ψ, it was shown in [49] [50] [51] that in halo centers, |ψ| 2 has a solitonic profile that transitions around the solitonic core radius r c into the Navarro-FrenkWhite (NFW) profile. Thus outside of r c , the wave function behaves like collisionless matter and we expect f h f c which is consistent with the NFW profile, while inside the solitonic radius we would expect |S˜ | |S V | such that f h f c . Since the soliton core size r c scales as r c ∝˜ , see [50] , the breakdown of the ScM is under control.
Before we close the section on the Husimi distribution, we want to point out the important difference between the relation of f h tof compared to the previously discussed relation between n d , φ d and n ψ , φ in Sec. (II E 2): the left-hand side of (32) can be kept small even well after the first shell crossing, deep in the multi-stream regime [15, 21, 23] by choosing a sufficiently small˜ and sufficiently large σ x . In contrast, the quantum pressure Q in (25b) automatically becomes large once the density contrast n ψ −1 becomes non-linear and hence the mapping between n d , φ d and n ψ , φ breaks down shortly before shell-crossing. A large Q does not invalidate (32) .
Summary for constructing the phase space density: The ScM approximates solutions f (t, x, u) to the Vlasov equation (4) by constructing the Husimi distribution f h (t, x, u) at a given time t via (27) , which involves a spatial integral of the snapshot of a wave function ψ(t, x) that satisfies the SPE (21) . Due to the form of K h the x integration is quasi-local and it is sufficient to use as integration domain a ball centered around x with a radius of a few σ x . The accuracy of the ScM is controlled by the two parameters˜ and σ x via (32).
Moments and cumulants
The extraordinary feature of the ScM is that it allows to analytically evaluate the velocity space integral in (6)
and that this expression is quasi-local in space and, therefore, the resulting moments are efficiently evaluated numerically. This has the be contrasted to CDM, see (14b) and (15b) where the moment generating function is non-local in q-space, or involves a sum over streams. Using (7a), the first three moments of the Husimi distribution are easily obtained by first evaluating the Wigner moments
and subsequent coarse graining
and denote real and imaginary part. Comparing (34f) and (17c) we recognize the same structure and therefore it is the first term of (34f) that should be compared to The nth cumulant C (n)
h (x) of the Husimi distribution can be constructed from the first n moments according to (7b)
All higher cumulants can be constructed in a similar fashion. If ones chooses to work directly with the moments and cumulants without constructing f h then one cannot test the accuracy of the ScM using (32) . We can however calculate the moments of the expressions (30) entering the Husimi equation. The first non-vanishing moment of S˜ is given by´d
where A (i jk) = A i jk + A jki + A ki j . The minimal requirement to satisfy the ScM condition (32a) thus is
and similarly, a requirement for (32b) is
Summary for constructing the moments and cumulants The ScM allows the construction of moments M h(n) (t, x) and cumulants C h(n) (t, x) using the generating function (33) in (7), avoiding the cumbersome 2d-dimensional phase space. The construction of the moments from ψ(t, x) at a given time t, see the results in (34), takes place exclusively in d-dimensional position space and only involves calculating products of the wave function and its spatial derivates at that particular time t, as well as a final gaussian spatial filtering with variance σ x 2 . The spatial derivatives as well as the filtering are quasi-local processes and it is sufficient to perform the convolution in a neighborhood of x of size of a few σ x . The such constructed moments and cumulants approximate those off , see (17) , and therefore solve the full Boltzmann hierarchy off without any truncation by virtue of (36).
Cold initial conditions
The stress tensor T i j , (9c), of a pressureless perfect fluid has the form T 2 ∆ {n ψ ∇ j Q}, see [23] , therefore shows us how to implement dust-like, and therefore nearly cold initial conditions. To implement cold initial conditions, we thus choose
where n d (t ini , x) and φ d (t ini , x) are obtained via (10) before shell-crossing and Q(t ini , x) and Φ ψ (t ini , x) are obtained by evaluating (26) and (25d) with ψ ini (x). This choice of˜ guarantees that f h (t ini ) f (t ini ) = f d (t ini ). 15 Note that ScM does not force us to use cold initial conditions and we leave it for the future to investigate ψ ini that correspond to warm initial conditions. We summarise the main features of the ScM and compare them to two other models of CDM in Table I . 15 If ∇Q ∇Φ ψ everywhere, then f h underestimates the maximal achievable precision with which the SPE can model the dust fluid (10), see [23] . In this case,
III. NUMERICAL IMPLEMENTATION OF THE 2D SCM
In this section we describe the algorithms used to solve the SPE (21) and the implementation of (34) for constructing the Husimi cumulants by avoiding phase space. The twodimensional code can be interpreted to describe 3 dimensional dynamics in special situations where the wave function is shift symmetric in the z-direction, where x = (x, y, z) are the cartesian coordinates.
A. SPE
Following [19, 52, 53] , we use an alternating direction implicit (ADI) method to discretize and split the single twodimensional SPE (38) into three equations:
where is the spatial mesh width of the finite difference mesh, da the temporal step and λ = da/ . Then, one can use the central finite difference approximation of third order accuracy
to replace the second order derivatives in (39) . By defining the operator
expanding the exponentials to the lowest significant order in and replacing the continuous variables with discretised notation, we obtain
where:
These difference equations are in the Crank-Nicolson form which guarantees that they are unconditionally stable and they have an error of O(λ 2 2 ) in time and O( 4 ) in space. Furthermore, the algorithm is manifestly unitary [54] , which means that like in a N-body simulation mass conservation is automatic.
We implemented the SPE on a single Nvidia K20X GPU (Kepler architecture) using CUDA C. Due to the memory constraints of the K20X, that is 6GB of device memory, we solved (42) with a maximum of 8192 2 points on a regular grid with periodic boundary conditions. Finer resolution is not possible without splitting the full simulation box into regions and either simply copying parts of the simulation box to CPU memory and back, or even more efficiently, using multiple GPUs with appropriate communication between them on region boundaries. Substantial speed improvement over a single CPU was observed by ensuring minimal communication between the host (CPU) and the device (GPU), making sure that kernels had coalesced access to global device memory and efficiently using the device local memory. More detailed description of our numerical implementation, as well as the study of scaling with simulation size is left for a more dedicated publication.
To advance the wave function ψ n i j → ψ n+1 i j a single time step we solved the set of cyclic penta-diagonal linear systems (42) using the very efficient algorithm described in [55] . Note that we did not use the first order accuracy formula for the second order derivatives that was used in [19] . From numerical tests we found that it was not sufficient to solve (42) accurately enough for our initial conditions, in particular the LayzerIrvine test, described in the following subsection, failed at significantly earlier times. We also did not use the midpoint value of the potential, Φ n+1/2 ψ,i j in (42) , as suggested in [19] , since in our case the gravitational potential is very slowly evolving. Indeed, although we solved the Poisson equation at every time step, we found very good agreement even if Φ n ψ i j was updated only every 20 time steps. To calculate the gravitational potential, we solved the Poisson equation (21b) in Fourier space, using the CuFFT 16 implementation of the Fast Fourier Transform (FFT) method with periodic boundary conditions on the same grid.
We remind the reader that the dynamical variables are the real part (Ψ ) and imaginary part (ψ) of the wave function ψ. These functions are strongly oscillating but otherwise well behaved, see the top panels of Fig. 2 . While the absolute value |ψ| = √ n ψ is also a smooth function, the phase φ/˜ is not, see the lower panels of Fig.2 . The phase has singular points precisely at locations at which n ψ = 0. The meaning and importance of these phase singularities is discussed in section V A. 16 See http://docs.nvidia.com/cuda/cufft/index.html.
B. Layzer-Irvine test of numerical accuracy
Since our numerical method is manifestly unitary [54] , testing whether the total mass
is conserved at all times does not tell us how accurately we solve the SPE. Instead we consider the total energy per mass (23)
where we defined the kinetic K and potential W energy through
where Φ ψ is the Newtonian potential from (21b). Since E depends explicitly on time through the scale factor a and {E, E} = 0 we have
Inserting the expressions for K and W and taking into account that partial time derivatives act only on the scale factor a(t), since ψ(x) have to be interpreted as canonical position variables we get
This coincides with the Layzer-Irvine equation [1, 13, 56, 57] because we have the same explicit time dependence in the Hamiltonians for N particles (1) and the Schrödinger field (44) . We can rewrite (46) as
Since K ≥ 0 the energy E decays at least as a −1 . We can integrate (46) to define a total conserved energy
where we chose arbitrarliy E tot (a ini ) = E(a ini ). A useful test for the accuracy of numerical integration is thus to check that
remains close to zero. 17 Because (48) 
remains close to zero. Fig. 3 shows δ K for a test simulation of a 2D pancake collapse detailed in Sec. IV A. In the range of times where our comparisons with ColDICE were performed (0.02 < a < 0.088), δ K does not deviate from 0 further than 0.1%. During later times δ K departs further from 0. This happens earlier with decreasing spatial and temporal resolution. By experimenting with the spatial resolution, the derivative approximation scheme, and time resolution we found that spatial resolution and the accuracy of the spatial derivative scheme have the largest impact on the time when δ K starts to deviate from 0, see Fig. 3 . These findings indicate that the use of adaptive mesh refinement (AMR) is imperative in order for a numerical implementation of the ScM to function as a general-purpose tool. We note that an efficient framework for implementing AMR in three dimentions using GPUs is publicly available. 18 The authors of [49] , have used a GAMER add-on called ELBDM (extremely light bosonic dark matter) which solves the SpE, however, ELBDM is at present not publicly available.
C. Moments
We use a 9-stencil finite difference method to calculate the spatial gradients entering the expressions for M w(n) in (34) . To obtain the desired Husimi moments M h(n) we apply a gaussian filter in an efficient way, described in App. B.
D. The choice of
In order to determine the value of˜ for cold initial conditions, we used the condition (37b) and calculated the˜ -independent number
and chosen˜ such that˜ In practice we cannot choose arbitrary small values of˜ due numerical limitations: spatial variations of the wave function |ψ|/|∇ψ| ˜ /|∇φ| need to be well resolved by the spatial mesh width , such that we also requirẽ
The closer one gets to violating these conditions, the earlier during the time evolution will the quantity δ K deviate from 0, such that for a given problem the value of˜ has to be chosen carefully.
IV. TESTS OF THE SCM IN TWO DIMENSIONS
We study two-dimensional cosmological simulations. In terms of three dimensional space, these simulations can be interpreted as having a phase space density that is shift symmetric in the z-direction, where x = (x, y, z), and that vanishes for u z 0, where u = (u x , u y , u z ) are the canonical phase space coordinates. Interpreted in three dimensions, this initial condition leads to a filament that extends indefinitely in z-direction. This restriction, although not of much physical relevance, allows us to run two-dimensional simulations with very high resolution with the goal to disentangle any possible failure of the ScM from simple possible numerical inaccuracies.
The theoretical limitation is twofold, while f c would indefinitely produce ever smaller structures in the winding-up phase space sheet, the ScM with a fixed value of˜ is not able to resolve structures below the phase space scale˜ even if the SPE were solved exactly. Secondly, even on phase space scales larger than˜ , the coarse-grained CDM dynamics, namely that off c , cannot exactly be described by f h since due to (29)
where typical scales, x typ and u typ , are the scale on which f h varies most strongly. Because x typ continues to shrink over time as smaller and smaller phase space structures form, the right-hand side might become too large at which point the ScM breaks down. It is this second point that requires a numerical proof and for this we perform a detailed comparison with the publicly available code ColDICE which solves the Vlasov equation (4). We considered two kinds of cosmological simulations both in a ΛCDM universe where the Hubble parameter is
The first test is a sine wave collapse, which is a traditional test for N-body codes [58] for which we set Ω m = 1. The second test uses a gaussian random field to generate the displacement field, and we chose the value Ω m = 0.312. The translation of the Zel'dovich displacements used to set up the initial conditions in ColDICE into an initial wave function ψ ini is detailed 
A. Sine wave collapse
As we tested the ScM by comparing with ColDICE, we found it convenient to use the same parameters for the initial sine wave and initial integration redshift and units as in the two-dimensional sine wave collapse presented in the ColDICE article [13] . We checked that the initial conditions for ColDICE and the SPE solver agree to better than 0.025%. We ran a number of simulations by changing the number of grid points (either 4096 2 or 8192 2 for the same box size), the value of˜ = {1 × 10 −5 , 2 × 10 −5 , 4 × 10 −5 } and the temporal resolution da/da base = {1×, 4×, 8×}. From this set, we performed numerical accuracy tests in order to decide which simulation to use for our comparison, and at the same time providing a justification. All simulations had the same initial and final times, a = {0.01, 0.3} respectively.
Accuracy considerations
To make sure our comparison does not suffer from numerical inaccuracies, we employed the Layzer-Irvine test (50) for deciding until which time the SPE solver may be trusted. For the particular initial conditions chosen we may observe 19 Such that we measure length in units of H −1 0 c, time in units of H −1 0 and mass in units of H −1 0 c 3 /G. 20 In the sense that n(a ini , x, y)/n ψ (a ini , x, y)−1, u x (a ini , x, y)/∂ x φ(a ini , x, y)−1 as well as the y-component of the velocity agree better than 2.5×10 −4 . Note this test is non-trivial as it involves the extraction of M c(0) and M c(1) from the phase space sheet.
in Fig. 3 (50) is satisfied to better than 0.1% for a < 0.1. For this simulation one can expect that any deviations between the coarse-grained moments of ColDICE and the corresponding ones from the ScM can be attributed to a failure of the ScM due to (29) , rather than numerical inaccuracy and thus constitutes a test of the ScM. In the right panel of Fig. 3 we show that the differential energy test δ K (50) , that can be applied to single snapshots, is a good indicator for the full energy test δ E tot (49) , that requires evaluation of K and W at each time step during numerical integration of the SPE.
We used the publicly available code ColDICE to solve the Vlasov equation (4) for f c (x, u) and to calculate n(x) = M c(0) (x), M c (1) i (x), and M c (2) i j (x) from it. 21 These quantities were then coarse-grained according to (17) with the same values of σ x and σ u =˜ /(2σ x ) used in the ScM and then com- (27) and (34), with ψ satisfying the SPE (21) . We ran ColDICE with a precision setting for the invariant threshold 22 I = 10 −8 , and a force resolution grid with 1024 2 pixels, for which equation (48) is satisfied to better than 0.2%, see the thin jagged curve Fig. 4 . It it thus justified to take the output of ColDICE to represent f c , (14) and its moments (15) .
A comparison of K and W between ColDICE and our SPE solver is shown in the upper panel of Fig. 4 . The agreement between the codes is better than 0.2% in the range 0.01 < a < 0.09 for both variables. In the lower panel we compare the 21 To calculate M c (1) i (x) and M c(2) i j (x) from f c (x, u) we use an add-on for ColDICE that has been kindly provided to us by T. Sousbie. 22 This number determines the refinement with which the phase space sheet is sampled. total energy conservation of ColDICE and the SPE solver for three different values of˜ . We observe that E tot is conserved to a satisfactory level for˜ = 4×10 −5 and˜ = 6×10 −5 , but not so for˜ = 2×10 −5 , where numerical errors start to accumulate too early in the evolution, causing δ E tot to change sign around a = 0.05. We conclude from Fig. 4 that the SPE is solved with sufficient accuracy such that our subsequent comparison of cumulantsC c(n) and C h(n) is a test of the ScM itself, in the sense that observed deviations betweenC c(n) and C h(n) are not due to numerical inaccuracies in either ColDICE or our SPE solver, but due quantum artifacts discussed in Sec. II E 4.
Density
We coarse-grained the output snapshots of the density field n c (x) from ColDICE to obtainn c (x) = e σx 2 2 ∆ {n c }. We then compared this to n h (x) at various times during the simulation. Based on our discussion in Sec. (II E), we expect these quantities to coincide provided we have chosen the same σ x in the calculation of n h andn c , chosen a sufficiently small˜ (37b) and constructed the initial wave function according to (37a).
The top panel (top 3 × 4 matrix of figures) of Fig. 5 exhibits the results for 3 snapshots at times a = 0.023, a = 0.033 and a = 0.088 respectively. In the left column we show n c (x) of ColDICE, and in second column n h (x), both with σ x = 0.0035. In the third and fourth column we show the fractional difference for σ x = 0.0035 and σ x = 0.006 respectively. The first snapshot at a = 0.023 is taken shortly after the first shell-crossing in the y-direction. By a = 0.033 the phase space sheet has wounded round ten times. This process is fully resolved by ColDICE with its adaptive mesh refinement. Although the density is only the projection of the phase space density one can get a feeling for its structure at a = 0.088 where several caustics are clearly visible as spherical shells and lobes. The differences between the first and second columns of Fig. 5, i .e. the coarse-grained result of the Vlasov and the ScM solvers respectively, are impossible to discern by eye.
The accuracy by which the ScM code agrees with the coarse-grained Vlasov solver depends on˜ and σ x and the integration time a − a ini . For fixed˜ the agreement becomes better if σ x is increased above a minimal value that avoids interference fringes to become visible. The value of σ x = 0.0035 is already slightly too small in order to hide all quantum artifacts. Although they are not visible by eye in the second column, they can be seen when looking at the ratiosn c /n h − 1 in the third column. Increasing the coarse graining scale to σ x = 0.006, gives a far better quantitative agreement, at the price of sacrificing some of the small scale structures in the density fields. The fractional difference in the smoothed density field increases from the initial 0.035% to about 10% at the final time for σ x = 0.006, or about twice that much for the smaller smoothing scale σ x = 0.0035. This seems to be mostly due to small offsets in the positions of high density regions and might have partially a numerical origin. We also tested the larger value˜ = 6 × 10 −5 and found a maximum deviation of 20% at the final time for σ x = 0.006.
Since for larger˜ the numerical accuracy is better, the loss of agreement is likely due to the quantum artifacts of the ScM which can be quantified through the magnitude of (S (3) i jk
cgV i jk ) 2 1/2 to test the condition (36a). We plot this quantity for i = j = k = x in the bottom panel of Fig. 7 . Comparing this to the upper panel, showing the mean ofn c /n h − 1, we see that there is good correspondence between the scaling of n c /n h − 1 with time and˜ and the corresponding scaling of our measure of quantum artifacts. In order for the ScM to be in good correspondence with the coarse-grained Vlasov equation we require |S (3) | |S
cgV |. We achieve for (S (3) xxx
cgV xxx ) 2 1/2 only about 10 −2 for˜ = 4×10 −5 and a factor 10 worse for˜ = 6×10 −5 . Yet, as can be seen in the upper panel of Fig. 7 , for˜ = 4 × 10 −5 and σ x ≥ 0.0035, we find n c /n h − 1 1% at all times, such that (S (3) xxx
cgV xxx ) 2 1/2 10 −2 seems to indicate acceptable results and allows us to judge whether we approximate the coarse-grained Vlasov from within the ScM.
For even small values of˜ < 4 × 10 −5 the energy test begins to fail, see the dashed curve in the lower panel of Fig. 4 . Thus smaller values cause our SPE solver to have too large numerical inaccuracies, while larger values lead to too large quantum artifacts and degrade the accuracy with which the coarse-grained Vlasov equation is solved, see the top panel of Fig 7. Hence, for this particular initial condition, SPE integrator and integration time interval, the value˜ 4 × 10 −5 is optimal.
Note that |S˜ | |S cgV | only guarantees that the source term for ∂ t f h (t) − ∂ tf (t) is small. This implies that, in principle, a nonzero yet small value for that source would always accumulate errors through time evolution so that to make the ScM fail at some point in time. Lower panel: Testing for quantum artifacts using (36a) for the component i = j = k = x for the same parameters as for the top panel.
Velocity
We used a code provided to us by T. Sousbie that calculates the first moment M c (1) i (x) from the output phase space density of ColDICE. We coarse-grained it,M c(1) i /n from it. We split the latter into a divergence ∇ ·ū c and a rotation ∇ ×ū c component. We compare the divergence ∇·ū c obtained from the Vlasov solver ColDICE to that obtained from the ScM in the bottom panel of Fig. 5 for the same three snapshots as with the density. In the left column we show results of the coarse-grained Vlasov, in second that of ScM and in the third and fourth column the difference for σ x = 0.0035 and σ x = 0.006. The rotation ∇ ×ū c has only a non-vanishing z-component which we plot in the top panel of Fig. 6 . As was the case for the density, we again observe an astonishing visual agreement between the Vlasov code and the ScM for both of these velocity components. Once more, the quantitative agreement for fixed˜ may be improved by increasing the amount of spatial smoothing as can be seen in the 4th column that compares ScM to Vlasov for a coarse graining scale of σ x = 0.006.
It is worth noticing that the wave function with its mere two degrees of freedom is able produce "vorticity without vorticity." What we mean by this is that ∇ × u h is non-zero, while the naive estimate of the velocity u ψ = ∇φ has vanishing vorticity. This by itself might not seem surprising as
2 ∆ {n ψ u ψ }/n h is the mass-weighted u ψ and thus trivially has some vorticity. The remarkable aspect of this vorticity is that no extra degree of freedom is necessary to correctly describe the vortical degree of freedom of the velocity field present in the CDM in two dimensions. Although this has been anticipated from our theoretical discussion, this is the first time that it has been actually demonstrated. We discuss this and the microscopic origin of vorticity in the ScM further in Sec. V A. In a similar fashion despite having only two degrees of freedom in the ScM, all higher Husimi cumulants C h(n) will automatically be present and should agree with their coarse-grained Vlasov counterpartsC c(n) .
Velocity dispersion
In the bottom panel Fig. 6 we compare the trace of the velocity dispersionC
ii . The asymmetry seen in the ratiosC c (2) ii /C h(2) ii is due to ColDICE. We tested that our results are perfectly mirror-symmetric with respect to the axes x = 0 and y = 0.
B. Gaussian random field
For this test we assumed that the primordial curvature perturbation is a gaussian random field with a power spectrum generated with the publicly available Boltzmann code CLASS, [59] . We smoothed the matter power spectrum with a gaussian filter of width 1 Mpc in order to make the numerical evolution better behaved. The erasure of initial power on the smallest scales postpones the occurrence of shell crossings, reducing in turn the amount of necessary refinements in ColDICE and allowing the numerical solution of the SPE to be accurate over longer time periods.
The relation between conventional initial conditions for Nbody simulations and the initial wave function ψ ini (x) is described in App. A 3. The initial density M c(0) (t ini ) and velocity fields M c (1) i /M c(0) (t ini ) constructed from the ColDICE phase space sheet agree with n ψ (t ini ) and ∇ i φ(t ini ) better than 0.01%.
We followed the evolution from a ini = 1/51 0.0196 to a = 1. We present here the first snapshot at a = 0.02 shortly after the start of the simulation and at a = 1, the final time. The results for˜ = 5×10 −10 are shown in Fig. 8 . The maximal value of the fractional difference in the smoothed density field increases from 0.01% to about 10% at the final time for σ x = 0.006L, or about twice that for the smaller smoothing scale σ x = 0.0035L. This seems to be mostly due to small offsets in the positions of high density regions and might partially have numerical origin.
We also tested the larger value˜ = 10 −9 and found a maximum deviation of 20% at the final time for σ x = 0.006L. Since for larger˜ the numerical accuracy is better, the loss of agreement is due the degrading of the ScM with increasing˜ , reflected in an increased value of quantum artifacts S˜ /S cgV . For the gaussian random field we found values of (S (3) xxx The solid curves show the zeros of (ψ) and dashed curves the zeros of (ψ). (ψ) and (ψ) are depicted in Fig. 2 upper panels. The zeros of ψ are the crossing of both types and encircled by ellipses. The same ellipses are shown on to right panel, which is a reproduction of Fig. 2 showing the phase φ/˜ the wave function. The color and orientation of the ellipses correspond to the orientation of the circulation: blue/horizontal (red/vertical) corresponds to negative (positive) winding number.
before the end of the simulation so that the optimal value of˜ is ∼ 5 × 10 −10 for this particular set of simulation parameters and initial conditions. For this value and σ x ≥ 0.0035L, we find n c /n h − 1 < 1% at all times. We conclude that the ScM can be successfully used to solve the coarse-grained Vlasov equation. The accuracy of that solution is driven by˜ . Joint optimization of |S (3) | |S
cgV | and |δ E tot | 1 lead to an optimal value of˜ .
V. DISCUSSION
A. Vorticity without vorticity
It might appear surprising how the two degrees of freedom contained in the wave function include vorticity. First of all, vorticity is not associated with a new degree of freedom, in contrast to CDM where vorticity is a degree of freedom that cannot be constructed from density and velocity divergence, since it is a multi-stream phenomenon [36, 60, 61] , and moreover satisfies its own equation of motion. Second, the coarsegrained velocity u h = e 1 2 σ x 2 ∆ {n ψ ∇φ}/n h , has some trivial vorticity due to the involved coarse graining which can be seen by rewriting the smoothing as
whereφ = e 1 2 σ x 2 ∆ φ is the coarse-grained phase. Taylor expanding ∇ × u h to leading order in σ x 2 and using that
we find suggesting that the vorticity is a purely smoothing related byproduct in contrast to CDM where ∇ × u c has a component that survives the limit σ x → 0 given by the above mentioned vortical degree of freedom. However it turns out that the innocent looking (56) is in fact not the whole story and there is indeed a microscopic seed for vorticity in the ScM that survives the limit σ x → 0. The right-hand side of (56) does not vanish in general if the phase has singular gradients ∇φ which is known to generally appear during time evolution [23] . If a closed curve C with unit tangent l encloses a singularity, 23 the circulation 1 2π˜
is a non-zero integrer m [45, 62] . In that case the right-hand side of (56) consists of a sum of Dirac delta functions positioned at the singularities of the phase, which in two dimensions is given by
withẑ the unit vector perpendicular to the two dimensional surface [62] . Thus, this contributes to ∇ × u h even at zeroth order in σ x
with the O(σ x 2 ) part given by (57) . In practice it is not necessary to keep track of the creation, motion and merging of quantum vortices located at the x i (t) as well as the varying of their total number N vort (t) and their individual winding numbers m i (t): the real and imaginary part of ψ encode these objects but the vortices are not independent vortical degrees of freedom.
In Fig. 9 we show that vortices are identified with phase singularities, which in turn are identified with zeros of the amplitude. The first panel shows in dashed and dotted the zeros of (ψ) and (ψ). Points where both types of zeros (zeros of (ψ) and (ψ)) cross are places where ψ is also zero. We mark the zeros of ψ with ellipses. Drawing the same ellipses on the right panel of Fig. 9 , that is the plot of the phase φ/˜ , we observe that all these points carry non-zero circulation with precisely |m| = 1. Color and orientation denote the sign of m, with blue/horizontal m = −1 and red/vertical m = 1.
In Fig. 10 we overplot the vortices on the coarse-grained vorticity obtained by the ScM. In the top panel we use a very small smoothing scale, which is clearly too small to be in good correspondence with the CDM one shown on the left. However, it clarifies that reducing σ x to ever smaller values makes ∇ × u h more and more dominated by the vortices (57), whereas letting σ x to flow to large enough values that give good correspondence to the coarse-grained CDM, the vortices are not visible and loose their apparent correlation with ∇×u h . This is yet another variation of our general theme that CDM and ScM are very different UV-completions of the dust fluid, but that once UV physics is smeared out sufficiently, the two theories are in direct correspondence with each other.
B. Pressure of CDM, EFTofLSS and backreaction
The stress tensor is given by T i j = ρ 0M (2) i j /a 3 which vanishes in linear perturbation theory T i j = 0, such that we can interpret
ii /a 5 = 2P eff as the effective pressure P eff [63] . 24 Furthermore, let us define the effective equation of state as w eff ≡ P eff a 3 /ρ 0 such that, when applied to quantities smoothed in phase space we get 24 In the effective stress tensor τ i j , (3.26) of [63] , one should replace ρv i v j by T i j at the right-hand side, see footnote 15 of [63] . The effective stress tensor τ i j contains also gradients of the Newtonian potential. These terms cancel however in the two-dimensional trace that we consider here, such that τ i i = T i i = 2P eff . 
In Fig. 11 we show the time evolution of w eff for a ΛCDM and Einstein-de Sitter universe. We also compare in both cases ScM (solid) with the direct Vlasov solution (dotted), which agree extremely well. Furthermore we plot in dashed const×( f DaH) 2 , where f = d ln D/d ln a and D is the linear growth, which is the estimate for the time dependence of this quantity from perturbation theory. The constant has been fit to match w eff for a < 0.1, where the perturbation theory estimate should be valid.
In Fig. 12 we compare the result of integrating (62) with and without P eff . We denote the result H eff when including P eff and the standard ΛCDM Hubble parameter (54) by H which is a solution to (62) without P eff . We find that the backreaction on the expansion is a small and a likely a negligible effect.
We observe in Fig. 11 that w eff as calculated from the UV complete Vlasov equation is the same as the one from the UV complete ScM. This exemplifies once more that the two degrees of freedom contained in the complex wave function which in the IR are simply related to those of the dust fluid can be used to derive parameters entering an effective field theory of large scale structure (EFTofLSS) based on the ScM. Hence such an EFTofLSS based on the ScM will not require operators associated with missing small scale physics and the field theory itself can be used to measure or derive its EFT parameters. 
C. Entropy production in LSS formation
Lynden-Bell suggested in his seminal work [41] that the entropy functional of the coarse-grained phase space densityf can be used to understand the virialization process as "violent relaxation" and the resulting states as those maximizing the entropy functional. Since the ScM offers an approximation tō f it is interesting to study the entropy density s(x) and entropy S of f h , which can be defined respectively as
Another interesting quantity is the Massieu function [64]
closely related to the free energy F = − in thermal systems. We expect S and J to increase until virialization ends when a quasi equilibrium state is reached for which S and J are extremised. There are no truly stationary states for self-gravitating systems 25 but only long-lived quasistationary states [67] . The free energy functional was also used in [67] [68] [69] to study non-equilibrium phase transitions in systems with long range interactions like gravity. We leave investigating the entropy functional for a future work.
VI. CONCLUSION AND PROSPECTS
We showed that the Schrödinger method (ScM) can be used to solve the Vlasov equation in d = 2 dimensions by comparing our ScM code to the state of the art Vlasov code ColDICE, 25 There are truly stable static configurations for the SPE [42, 65, 66] , but these are purely quantum pressure supported and deep in the regime where the right-hand side of (29) can no longer be expanded in powers of˜ , such that the correspondence betweenf and f h is lost.
see Figs. 5 and 6. We found excellent agreement between the two methods in the cases where an agreement was expected for the ScM to work. The advantages of the ScM over standard methods of solving the Vlasov equation are:
• the information about the phase space distribution in 2d dimensions is compressed in a complex wave function in the d dimensions of Eulerian space.
• The moments of the phase space density, which are of direct relevance for observations, can be constructed from the wave function without dealing with the complications of the 2d-dimensional phase space.
This procedure is summarised in Sec (II E 4) and comprises the definition of the ScM as used in this article.
Another difference compared to conventional methods that solve the Vlasov equation is that the ScM approximates the coarse grained Vlasov equation with fixed phase space resolution. N-body simulations usually have phase space resolutions that depend on time and position in the simulation box as the phase space density is sampled by the clustering particles. In particular, for applications ranging from ray tracing through the simulations, measurement of topological properties of the cosmic web, evaluation of entropy density, or the extraction of metric components, a constant spatial resolution could be a desirable feature. Furthermore, for applications regarding voids or warm initial conditions, which are naturally poorly sampled by N-body simulations, the ScM with its constant resolution might be advantageous.
Another attractive feature of the ScM is that the wave function is a UV completion of the dust fluid [23] , in the sense that that two degrees of freedom n d (t, x), φ d (t, x) that run into infinities and thus cannot describe CDM in the UV, are replaced by ψ(t, x), again 2 degrees of freedom that are finite in the UV and contain all the physics. More importantly, once the finite UV behaviour is coarse-grained over, the ScM produces an approximate solution to the Vlasov equation. This means that an effective field theory of large scale structure (EFTofLSS) based on n d (t, x), φ d (t, x) has to introduce operators that take into account the fact that n d (t, x), φ d (t, x) do not actually describe physics in the UV [70] . On the other hand, since ψ(t, x) is UV complete, an EFTofLSS based on the ScM, will only require operators that arise through integrating out small scales; the type and number of degrees of freedom does not change. We corroborated that claim in Sec. V B where we measure one parameter of the EFTofLSS w eff within ScM which agrees with the same quantity measured using the Vlasov solver.
We note that replacing the dust energy momentum tensor T d µν in the formalism explored in [71] by the ScM counterpart T h µν , using (9) and (34) allow a well defined extraction of the non-Newtonian metric quantities like the gravitational slip, vector and tensor perturbations. We leave this for a future study. Further future tests of the ScM may involve warm initial conditions, further investigating vorticity, entropy builtup, extending the method to three-dimensions and in addition implementing adaptive mesh refinement.
Lagrangian formulation basics
For CDM in the single stream regime, there exists a diffeomorphism between Lagrangian coordinate q of a CDM particle (or dust fluid element) and its Eulerian coordinates
where the trajectories X(t, q), or alternatively the displacement field Ψ (q, τ), are the integral curves of the Eulerian velocity field
where η is superconformal time a 2 dη = adτ = dt. The Jacobian of the coordinate transformation is
and conservation equation (10a) can be integrated exactly to give
In order to evaluate n d and u d at the Eulerian position x one has to invert (A1) and express q = Q(t, x) and insert this into J −1 F and ∂ η q Ψ (q), respectively.
ZA: general initial conditions
In the Zel'dovich approximation Ψ (t, q) separates into
with a purely time-dependent linear growth function, with D(a=0) = 0 and D(a=1) = 1, as well as a time-independent gradient
of some displacement potential φ P (q). First we explore the consequences of (A5), without taking into account further properties of φ P (q) and D(a), which will be the subject of the following paragraphs. Relevant for us are expressions for the Eulerian velocity potential φ d (x) and density n d (x) as they enter the initial wave function
In the remaining section we approximate n d = n ZA and φ d = φ ZA , such that the dust solution is initially given by
where 
which is a total derivative and can be integrated to give φ d (q) in (A6). The necessary inversion of x = q + D(a) P (q) for Q(t, x) appearing in (A6) has to be done numerically given the specific P (q). We thus use on the one hand the field φ P (q) to create initial amplitude n ini d (x) and phase φ ini d (x) of the wave function in Eulerian space, and on the other hand we calculate its gradient (A5) to obtain Ψ ini (q) to get the initial Lagrangian displacements (A1) and velocities (A2). The latter are used as the initial conditions for ColDICE and requires evaluation of Ψ ini (q) on a regular q grid, whereas n In the Zel'dovich approximation ∇ q · P (q) = −δ lin (x=q) where δ lin (q) is the initial linear density field, linearly extrapolated to a = 1. From (10d) it then follows that the velocity potential is a gaussian random field with power spectrum
where P lin (k, z = 0) is the linear matter power spectrum at a = 1. For cosmological simulations φ P (q) is therefore a gaussian random field and can be easily generated from P lin which in turn can obtained from Einstein-Boltzmann codes like class. We choose the following parameters and units
Where L is the size of the periodic box. We also apply a gaussian filter with width R = 1 Mpc to the linear power spectrumP lin (k) = P lin (k)e −R 2 k 2 to prevent the formation of structure on very small scales. In order to avoid sampling a three-dimensional φ P (q) and considering then only some two-dimensional restriction φ P (q x , q y , q z = 0) relevant for our two-dimensional simulations, we can directly sample such a two-dimensional realisation with the same statistics if we use instead a two-dimensional version of that power spectrum
ZA: plane wave initial conditions
For numerical tests we have assumed instead that P (q) consists of 3 perpendicular sine waves with a periodicity of 2L and constant amplitude A such that
The 2-dimensional case studied in this article then corresponds to A 3 = 0. With this definition (A6) simplify to
q=Q(t,x)
.
For our two-dimensional setup we have chosen to match initial conditions presented in [13] .
Appendix B: Gaussian filtering
A convolution of a function f with a filter W
in n-dimensional space can be approximated by
involving only a neighbourhood of a few σ x around the point of interest x, if the filter has an effective support only in a small region 5σ x compared to the size L of the periodic space. This makes the filtering process quasi-local and allows a significant speed up by a factor 10σ x L in one dimension. Furthermore, since we use an isotropic gaussian
that decomposes like
we can apply the one-dimensional filter sequentially which again allows a significant speed up such that we reduce the total operations per pixel from the a priori N to Appendix C: 1D pancake collapse
In this section we extend the analysis of App.B of [23] for the 1-dimensional pancake collapse [58, [75] [76] [77] [78] . In [23] the "Bohmian" trajectories, the closest analogy to the concept of trajectories that exists in the ScM, was compared only to ZA trajectories. Here we also compare it to CDM. We also focus on the difference between ZA and CDM, suggesting a straightforward algorithm to improve the ZA beyond the occurrence of shell crossing.
For plane-parallel initial conditions X(t, q) =: (X(t, q), q y , q z ) and q =: (q, q y , q z ). Without loss of generality we consider the trajectories (X(t, q), 0, 0) such that (12) becomes where dη = a 2 dt is superconformal time and the dot denotes throughout this section a derivative w.r.t. η rather than t. Performing the q y and q z integrals gives X(q) = 2πG ρ 0 aˆdq sgn X(q) − q − sgn X(q) − X(q ) ,
where sgn is 1 if the argument is positive, −1 if it is negative and 0 if the argument vanishes. The first integral can be performed and we arrive aẗ X(q) = 4πG ρ 0 a X(q) − 1 2ˆd q sgn X(q) − X(q )
Before shell-crossing, that is, before any q other than q exists such that X(q) = X(q ), the quantity sgn(X(q) − X(q )) is constant in time and therefore equals sgn(q − q ). Then the second term can be integrated and we obtain
where we used the displacement field Ψ (q) ≡ X(q) − q and attached the label ZA to make clear that the solution to (C4) is the Zel'dovich approximation. 26 We can rewrite (C3) in terms of ΨΨ (q) = 4πG ρ 0 a Ψ (q) + g[Ψ ](q) (C5) g[Ψ ](q) = q − 1 2ˆd q sgn X(q) − X(q ) 26 It is an approximation to (12) in three dimensions and arises in Lagrangian perturbation theory. Only before shell-crossing Ψ ZA (q) is the exact solution in the one-dimensional case. . In both panels are the thick yellow curves CDM trajectories of (C5).
which makes it manifest that before shell-crossing, when g identically vanishes, we recover the ZA, but once CDM undergoes shell-crossing and mixing, g becomes non-zero and the ZA is no longer a solution to (C5).
We could have also arrived to (C4) following the standard treatment of the Lagrangian formulation of CDM that assumes the existence of the inverse of ∂ q i X j and makes use of it, see i.e. App. B of [23] or [39] . Such an assumption, however, does exclude the multi-stream regime from the outset and is therefore useless for our purposes. We thus see that the g-term missing in the Zel'dovich approximation is the "glue" that distinguishes the dispersing and physically wrong behavior of the ZA trajectories (red dotted) from those of CDM (yellow thick) in the upper panel of Fig. 13 . To solve (C5) we discretised the equation using 512 particles. An alternative method that relies on piecewise analytic solutions has been proposed and employed in one-dimensional simulations in [76] [77] [78] .
In the lower panel we reproduced Fig. 8 from [23] showing the Bohmian trajectories, the integral curves of the ∇φ(t, x), overplotted with CDM trajectories. Note that although the Bohmian trajectories approximate those of the ZA before shell crossing and stick together in a similar fashion as CDM after shell crossing, these non-intersecting Bohmian trajectories are not of any direct physical relevance and in particular do not correspond to CDM trajectories after shell-crossing. What the Bohmian trajectories reveal is that the ScM produces "shellcrossing without shell-crossing" in a similar fashion as Newton's cradle allows a ball to apparently cross the center of the cradle.
Since very shortly after shell-crossing Ψ ZA and Ψ do not deviate much from each other it is interesting to investigate an iterated ZA (iZA) in which g [Ψ ] where Ψ iZA(0) = Ψ ZA , can be solved for Ψ iZA(1st) . The such obtained Ψ iZA(1st) could then be used to calculate Ψ iZA(2nd) , leading to the hierarchy (C6). This iterative scheme to improve the ZA has been suggested before [79] , but to our knowledge, has never been explicitly tested. A similar scheme in one dimension has been proposed in [80] and successfully tested [81] .
We plot the first and fourth iteration of the iZA in Fig. 14 . Each iteration significantly delays the time at which iZA trajectories deviate from CDM in the multi-stream regime, such that this method indeed seems to converge to CDM. It should be noted that this improvement of the ZA in one dimension is completely independent from any perturbative improvement of the ZA in three dimensions. Indeed, if we expanded (C5) perturbatively, the g-term vanishes at each order in perturbation theory. Non-perturbative corrections mimicking the glue term g have been suggested to improve mock simulations [82] [83] [84] and also to improve perturbation theory [85] [86] [87] . It would be interesting to investigate whether the iZA is a feasible approach to improve three-dimensional mock simulations or Lagrangian perturbation theory, and how this relates to other Lagrangian schemes that improve the ZA beyond shell-crossing like COLA [88, 89] and PINOCCHIO [90, 91] . Recently an approach to calculate statistical quantities of the displacement field based on the CDM (12) has been developed in [92] which does neither assume invertibility of ∂ q i X j nor a Taylor expansion in Ψ , and thus allows for a proper inclusion of multistreaming effects.
