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Aggregated data commonly appear in areas such as epidemiology, demography,
and public health. Generally, the aggregation process is done to protect the privacy
of patients, to facilitate compact presentation, or to make it comparable with
other coarser datasets. However, this process may hinder the visualization of the
underlying distribution that follows the data. Also, it prohibit the direct analysis
of relationships between aggregated data and potential risk factors, which are
commonly measured at a finer resolution. Therefore, it is of interest to develop
statistical methodologies that deal with the disaggregation of coarse health data
at a finer scale. For example, in the spatial setting, it could be desirable to obtain
estimates, from coarse areal data, at a fine spatial grid or units less coarser than
the original ones. These two cases are known as the area-to-point (ATP) and
area-to-area (ATA) cases, respectively, which are illustrated in the first chapter
of this thesis. Moreover, we can have spatial data recorded at coarse units over
time. In some cases, the temporal dimension can also be in an aggregated form,
hindering the visualization of the evolution of the underlying process over time.
In this thesis we propose the use of a novel non-parametric method that we
called composite link mixed model or, more succinctly, CLMM. In our proposed
model, we look at the observed data as indirect observations of an underlying
process (defined at a finer resolution than observed data), which we want to esti-
mate. The mixed model formulation of our proposal allow us to include fine-scale
population information and complex structures as random effects as parts of the
modelling of the underlying trend. Since the CLMM is based on the approach
given by Eilers (2007), called penalized composite link model (PCLM), we briefly
review the PCLM approach in the first section of the second chapter of this thesis.
Then, in the second section of this chapter, we introduce the CLMM approach
under an univariate setting, which can be seen as a reformulation of the PCLM
iii
into a mixed model framework. This is achieved by following the mixed model
reformulation of P-splines proposed in Currie and Durba´n (2002) and Currie et al.
(2006), which is also reviewed here. Then, the parameter estimation of the CLMM
can be done under the framework of mixed model theory. This offers another al-
ternative for the estimation of the PCLM, avoiding the use of information criteria
for smoothing parameter selection. In the third section of the second chapter,
we extend the CLMM approach to the multidimensional (array) case, where Kro-
necker products are involved in the extended model formulation. Illustrations for
the univariate and the multidimensional array settings are presented throughout
the second chapter, using mortality and fertility datasets.
In the third chapter, we present a new methodology for the analysis of spatially
aggregated data, by extending the CLMM approach developed in the second chap-
ter to the spatial case. The spatial CLMM provides smoothed solutions for the
ATP and ATA cases described in the first chapter, i.e., it gives a smoothed estima-
tion for the underlying spatial trend, from aggregated data, at a finer resolution.
The ATP and ATA cases are illustrated using several mortality (or morbidity)
datasets, and simulation studies of the prediction performance between our ap-
proach and the area-to-point Poisson kriging of Goovaerts (2006) are realized.
Also, in the third chapter we provide a methodology to deal with the overdisper-
sion problem, which is based on the PRIDE (‘penalized regression with individual
deviance effects’) approach of Perperoglou and Eilers (2010).
In the fourth chapter, we generalize the methodology developed in the third
chapter for the analysis of spatio-temporally aggregated data. Under this frame-
work, we adapt the SAP (‘separation of anisotropic penalties’) algorithm of Rodr´ı-
guez-A´lvarez et al. (2015) and the GLAM (‘generalized linear array model’) al-
gorithms given in Currie et al. (2006) and Eilers et al. (2006), to the CLMM
context. The use of these efficient algorithms allow us to avoid possible storage
problems and to speed up the computational time of the model estimation. We
illustrate the methodology presented in this chapter by using a Q fever incidence
dataset recorded in the Netherlands at municipality level and by months. Our
aim, then, is to estimate smoothed incidences at a fine spatial grid over the study
area throughout the 53 weeks of 2009. A simulation study is provided at the end
of chapter four, in order to evaluate the prediction performance of our approach
under three different coarse situations, using a detailed (and confidential) Q fever
iv
incidence dataset.





Datos agregados aparecen comu´nmente en a´reas como la epidemiolog´ıa, demograf´ıa,
y salud pu´blica. Generalmente, el proceso de agregacio´n es efectuado para prote-
ger la privacidad de los pacientes, para facilitar una presentacio´n compacta, o para
hacerlos comparables con otros conjuntos de datos ma´s gruesos. Sin embargo, este
proceso puede dificultar la visualizacio´n de la distribucio´n subyacente que siguen
los datos. Adema´s, prohibe el ana´lisis directo de relaciones entre los datos agre-
gados y factores de riesgos potenciales, los cuales son medidos usualmente en una
resolucio´n ma´s fina. En consecuencia, es de intere´s el desarrollar metodolog´ıas
estad´ısticas que traten la desagregacio´n de datos de salud gruesos a una escala
ma´s fina. Por ejemplo, en el caso espacial, podr´ıa ser deseable obtener estima-
ciones, a partir de datos disponibles en unidades geogra´ficas gruesas, en una malla
espacial fina o en unidades menos gruesas que las originales. Estos dos casos se
conocen como los casos a´rea-a-punto (ATP, ‘area-to-point’) y a´rea-a-a´rea (ATA,
‘area-to-area’), respectivamente, los cuales son ilustrados en el primer cap´ıtulo de
esta tesis. Mas au´n, podemos tener datos espaciales registrados en unidades ge-
ogra´ficas gruesas a lo largo del tiempo. En algunos casos, la dimensio´n temporal
tambie´n puede estar en una forma agregada, dificultando la visualizacio´n de la
evolucio´n del proceso subyecente a lo largo del tiempo.
En esta tesis proponemos el uso de un novedoso me´todo no-parame´trico que
llamamos modelo mixto de enlace compuesto o, ma´s brevemente, CLMM (‘com-
posite link mixed model’). En nuestro modelo propuesto, miramos a los datos
observados como observaciones indirectas de un proceso subyacente (definido en
una resolucio´n ma´s fina que los datos observados), el cual queremos estimar. La
formulacio´n de modelo mixto en nuestra propuesta nos permite incluir informacio´n
de la poblacio´n medida en una escala fina y estructuras complejas como efectos
aleatorios, como partes de la modelizacio´n de la tendencia subyacente. Dado que
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el CLMM esta´ basado en el enfoque dado por Eilers (2007), llamado modelo de
enlace compuesto penalizado (PCLM, ‘penalized composite link model’), revisare-
mos brevemente el enfoque PCLM en la primera seccio´n del segundo cap´ıtulo de
esta tesis. Luego, en la segunda seccio´n de este cap´ıtulo, introduciremos el enfoque
CLMM bajo un marco univariante, el cual puede ser visto como una reformulacio´n
del PCLM en un marco de modelo mixto. Esto es logrado siguiendo la reformu-
lacio´n como modelo mixto de los P-splines propuestos por Currie y Durba´n (2002)
y Currie et al. (2006), el cual es tambie´n revisado aqu´ı. Luego, la estimacio´n de
para´metros del CLMM puede hacerse bajo el marco de la teor´ıa de los modelos
mixtos. Esto ofrece otra alternativa para la estimacio´n del PCLM, evitando el
uso de criterios de informacio´n para la seleccio´n del para´metro de suavizado. En
la tercera seccio´n del segundo cap´ıtulo, extendemos el enfoque CLMM al caso
(array) multidimensional, en donde productos de Kronecker esta´n implicados en
la formulacio´n del modelo extendido. Ilustraciones para los casos univariantes y
(array) multidimensional son presentados a lo largo del segundo cap´ıtulo, usando
conjuntos de datos de mortalidad y fertilidad.
En el tercer cap´ıtulo, presentamos una nueva metodolog´ıa para el ana´lisis de
datos agregados espacialmente, extendiendo el enfoque CLMM desarrollado en
el segundo cap´ıtulo al caso espacial. El CLMM espacial proporciona soluciones
suavizadas para los casos ATP y ATA descritos en el primer cap´ıtulo, es decir,
entrega una estimacio´n suavizada para la tendencia espacial subyacente, a par-
tir de datos agregados, en una resolucio´n ma´s fina. Los casos ATP y ATA son
ilustrados usando diferentes conjuntos de datos de mortalidad (o morbilidad), y
estudios de simulacio´n sobre el desempen˜o de prediccio´n entre nuestro enfoque y
el Poisson kriging a´rea-a-punto de Goovaerts (2006) son realizados. Adema´s, en
el tercer cap´ıtulo proporcionamos una metodolog´ıa para lidiar con el problema de
sobredispersio´n, el cual esta´ basado en el enfoque PRIDE (‘penalized regression
with individual deviance effects’) de Perperoglou y Eilers (2010).
En el cuarto cap´ıtulo, generalizamos la metodolog´ıa desarrollada en el tercer
cap´ıtulo para el ana´lisis de datos agregados espacio-temporalmente. Bajo este
contexto, adaptamos el algoritmo SAP (‘separation of anisotropic penalties’) de
Rodr´ıguez-A´lvarez et al. (2015) y los algoritmos GLAM (‘generalized linear array
model’) dados por Currie et al. (2006) y Eilers et al. (2006) en el contexto de
los CLMMs. El uso de estos algoritmos eficientes nos permite evitar posibles
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problemas de almacenamiento y acelerar el tiempo de co´mputo de la estimacio´n del
modelo. Ilustramos la metodolog´ıa presentada en este cap´ıtulo usando un conjunto
de datos sobre incidencia de fiebre Q registradas en Holanda a nivel municipal y
por meses. Nuestro objetivo, luego, es el de estimar incidencias suavizadas en una
malla espacial fina sobre el a´rea de estudio a lo largo de las 53 semanas del 2009.
Un estudio de simulacio´n es dado al final del cuarto cap´ıtulo, de manera de evaluar
el desempen˜o de prediccio´n de nuestro enfoque bajo tres diferentes situaciones de
agregacio´n, usando un conjunto de datos detallado (y confidencial) de incidencia
de fiebre Q.
Finalmente, el quinto cap´ıtulo resume las contribuciones principales hechas en
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Spatial or temporal data are often collected at several scales. Time series of counts,
histograms, data from satellites, or disease registries are common examples of data
that are recorded at different layers and, in many occasions, they are incompati-
ble. For example, the levels of a certain contaminant may be recorded at several
monitoring stations, while the number of people affected by exposure is provided
at post code level to preserve privacy. Another situation arises when working
with historical death records: they often use wide intervals that narrow down over
time. In this case, the aim might be to estimate a smooth mortality distribution
using population records that are often more precise. We could summarize these
situations under the incompatible data problem. In the case of spatial data, the
aim might be to estimate the distribution of the outcome at a new level of spatial
aggregation. If we are dealing with areal or regional data (i.e., data recorded over
irregular geographical units, like counties, districts, and municipalities), this is
called the modifiable areal unit problem (MAUP) and in the case of data modelled
through a spatial process, it is called the change of support problem (COSP).
Areal data frequently appear in areas such as epidemiology, demography, and
public health. Methodological contributions for the analysis of these type of data
have been benefited by the advances in geographic information systems (GISs),
the access to reliable health data registers, and the disposition of powerful software
capable to processing and analysing large amount of data.
1
2 CHAPTER 1.
Among the types of epidemiological enquiries, disease mapping has received
a great interest in public health, since allows the visualization of the spatial dis-
tribution that a mortality (or morbidity) risk of a disease has in a specific study
area. This is carried out by means of disease maps, which are not only used for
descriptive purposes, but also for surveillance to highlight areas of excess, and to
aid policy formation and resource allocation (Elliott and Wartenberg, 2004).
In general, rates are used as measures of the risk, since they incorporate in-
formation about the population of each geographical unit. A first attempt to
estimate the relative risk within each unit is the so-called standardized mortality




, for i = 1, ..., n, (1.1)
where yi and ei are the observed and expected number of deaths (or incidents cases
of disease) at unit vi, respectively, and n is the total number of units that form the
study area. The SMRs given in Eq. (1.1) can also be provided on a logarithmic
scale (i.e., log(SMRs)), or as percentages (i.e., multiplied by 102). In order to
depict the spatial distribution of SMRs (or any areal data), a choropleth map is
commonly used. This type of disease map uses a color palette to depict different
values of the attribute variable (the SMR in this case) associated with each unit.
Thus, each unit is colored according to the class into which its corresponding
attribute variable falls (Waller and Gotway, 2004).
Figure 1.1 shows a choropleth map of log(SMRs) by sudden infant death syn-
drome (SIDS) in North Carolina, USA, during the period 1974-1978, which are
recorded at county level (100 counties in total). The SIDS dataset (Cressie, 1993)
has been analysed by many researchers and incorporated in several statistical soft-
ware packages, such as (R Core Team, 2015). See Bivand et al. (2008) and the
package (Bivand and Lewin-Koh, 2016) for more information about
this dataset.
For the legend in Figure 1.1, we selected the deciles of the raw log(SMRs) as
the class boundaries. The colors used for the legend classes are based on the
palette developed by Brewer et al. (2003), which is available in the package
(Neuwirth, 2014). Thus, higher log(SMRs) than the median tend to












Figure 1.1: Raw log(SMRs) for the North Carolina SIDS dataset (period 1974-1978).
However, choropleth maps (such as in Figure 1.1) must be interpreted with
caution: ratios calculated from small or sparsely populated units are likely to
be elevated artificially (Waller and Gotway, 2004). This effect, known as the
small number problem, may hinder the detection of meaningful patterns in the
study area. Another problem that can arise is the spatial misalignment between
potential risk factors and health data: in general, the former are available on a
finer spatial resolution than the latter. For example, most deprivation indices are
built on the smallest possible geographical units of a certain region (see Rey et al.,
2009; Salmond and Crampton, 2012) or even on a fine grid (Caudeville et al., 2012).
Environmental agents (such as air pollution) constitute examples of potential risk
factors that vary continuously in space. Consequently, this issue precludes their
direct use in a correlation analysis, which is a critical step for disease control
intervention. Therefore, it is relevant to develop spatial methodologies that filter
the noise caused by the small number problem and allow the creation of mortality
maps, from aggregated data, at a finer spatial resolution.
Different approaches have been used to reduce the noise in spatially aggregated
mortality rates (see Besag et al., 1991; MacNab and Dean, 2002; Fahrmeir et al.,
2004; Goovaerts, 2005; Lee and Durba´n, 2009; among others). However, they give
smoothed mortality estimates that are assumed constant over each unit, yielding a
coarse spatial trend. To obtain a more detailed insight of mortality through units,
several methodologies have been proposed in the literature. In a geostatistical
framework, Kelsall and Wakefield (2002) obtained pointwise posterior medians of
the underlying continuous risk surface, for colorectal cancer mortality in the UK
4 CHAPTER 1.
district of Birmingham, via a Gaussian random field (GRF) model. Goovaerts
(2006) generalized the Poisson kriging algorithm given by Monestiez et al. (2005,
2006), which incorporates the size and shape of the units, as well as the popula-
tion density, into the filtering of noisy mortality rates. This generalization allows
the mapping of the corresponding mortality risk at a fine resolution. The perfor-
mance of his approach, called area-to-point Poisson kriging, was compared with
two geostatistical methods. The first one corresponds to the simple interpolation
of raw rates to the nodes of a fine grid using ordinary kriging. The second one
corresponds to the approach proposed by Berke (2004), in which the raw rates
are replaced by their global empirical Bayes estimates before the interpolation
process. Local Bayes estimates were also considered in the analysis, to attenuate
the smoothing effect produced by the global mean term in the calculation of those
Bayes estimates. Lately, and from a Bayesian inferential viewpoint, Diggle et al.
(2013) used the class of log-Gaussian Cox processes (as models for spatial point
process data) to construct a continuous map of lung cancer mortality risks in the
Castile-La Mancha region of Spain, from spatially discrete data.
On the other hand, the incorporation of the temporal dimension in disease ma-
pping enables the study of mortality risk (or disease incidence) evolution in each
unit, during a certain period of time (generally divided in years). In this case,
a dynamic disease map is used to depict such evolution. However, its inclusion
implies a challenge when it comes to smoothing data, in terms of computational
time and storage. Several techniques has been proposed for the spatio-temporal
smoothing of health data; most of them developed under an empirical Bayes ap-
proach where B-splines are used (MacNab and Dean, 2001; Ugarte et al., 2010) or
a hierarchical Bayesian framework where conditional autoregressive (CAR) struc-
tures are included (Waller et al., 1997; Mart´ınez-Beneito et al., 2008). Within the
latter approach, methods using integrated nested Laplace approximations (INLA,
Rue et al., 2009) has recently been proposed (see Schro¨dle and Held, 2011; Ugarte
et al., 2014; Bauer et al., 2016; among others).
All the works cited above provide smoothed estimates that are assumed cons-
tant over each unit and year. Also, most of them can be extended in order to
include explanatory variables, which must be at the same spatio-temporal reso-
lution as health data. Thus, they restrict the direct incorporation of fine-scale
population information and other relevant risk factors recorded at a finer reso-
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lution. Therefore, it is important to develop spatio-temporal methodologies that
allow the creation of dynamic mortality maps, from spatio-temporally aggregated
data, at a desirable fine resolution. As far as we know, there are no methodologies
addressing the problem of disaggregation of health data both in space and time
(although there exist works about the spatio-temporal disaggregation of Gaussian
data; see, for example, Prairie et al., 2007; Segond et al., 2007; Schleiss and Berne,
2012; Bindhu and Narasimhan, 2015).
1.2 The smoothing approach
In this thesis we propose the use of a novel methodology that we called the com-
posite link mixed model (CLMM) approach. The CLMM allows us to create
mortality risk or disease incidence maps, from aggregated health data, at a de-
sirable fine resolution, and to incorporate fine-scale information into the filtering
of noisy rates. Under the CLMM approach, we look at the observed outcomes as
observations of a latent or underlying process (i.e., as indirect observations) that
we want to estimate. Also, we assume that the latent process behind aggregated
data is smooth.
The flexibility of our approach is provided by the use of B-splines, together with
a discrete penalty on the regression coefficients, following the P-spline methodology
given by Eilers and Marx (1996). The mixed model structure in our proposal
makes it possible to include specific random effects or further correlation structure
if necessary, and to estimate the parameters of the CLMM under the framework
of mixed model theory.
In a spatial context, we can have two types of disaggregation: 1) from coarse
geographical units to a fine grid, i.e., the area-to-point (ATP) case, and 2) from
coarse geographical units to smaller ones, i.e., the area-to-area (ATA) case. The
CLMM approach can handle both cases in a nice way, by defining the spatial
support of the underlying process in one way or another. These cases are illustrated
in Figure 1.2 using two different maps, which we describe below.
Figure 1.2a illustrates the ATP case, where the coarse geographical units co-
rrespond to Scottish counties (56 counties in total). These counties define the
spatial support for the well-known Scottish lip cancer dataset given by Clayton
and Kaldor (1987). The goal, then, is to obtain a continuous surface (i.e., an iso-
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1.2. THE SMOOTHING APPROACH 7
the spatial support for the underlying process at census tract level. Notice that
most of the census tracts in Figure 1.2b are concentrated in the center of the
CM, specifically in the municipality of Madrid. Indeed, this municipality in 2001
had 2358 census tracts. The resulting ATA estimates are, then, displayed in a
choropleth map, which will offer a detailed insight of the process behind aggregated
health data at census tract level.
We have to pointed out that the ATP and ATA cases are specific situations of
the COSP, since in both cases we seek to obtain mortality risk estimates at a fine
resolution from data available at coarse geographical units. Several solutions for
the general COSP have been proposed depending on the following classification
(see Gotway and Young, 2002, for a detailed description):
1) Point-to-point: Observe point data Y (si) at location si, i = 1, ..., n, and
the interest is about the process at new locations s∗j , j = 1, ...,m. This
has been addressed by spatial kriging (Cressie, 1993, Ch. 3) or Hierarchical
geostatistical models (see Wikle et al., 1998, or Banerjee et al., 2015, for a
summary of these methods), or cokriging (Chile´s and Delfiner, 1999).
2) Point-to-area: Observe point data Y (si) at location si, i = 1, ..., n, and the
interest is on the process at a collection of areal units, vj, j = 1, ...,m. The
methods proposed include the use of areal centroids, spatial smoothing (see,
for example, Mu¨ller et al., 1997) or block kriging (Goovaerts, 1997).
3) Area-to-area: We have observations associated with areal units Y (vi), i =
1, ..., n, and we want to infer about observations in other areas Y (v∗j ), j =
1, ...,m. This problem have several ramifications depending on whether the
new areas v∗j are nested within the vi’s (Mugglin and Carlin, 1998) or are a
separate partition (Banerjee et al., 2015).
4) Area-to-point: We have observations associated with areal units Y (vi), i =
1, ..., n, and we seek to infer about the process at certain locations s∗j , j =
1, ...,m. This is the hardest problem and only few solutions (compared with
the other cases) have been proposed, most of them are variations of the
area-to-point kriging introduced by Kyriakidis (2004), and later applied to
the Poisson case by Goovaerts (2006).
8 CHAPTER 1.
In the case of spatial data, the P-spline approach has already being used for the
point-to-point case (see, for example, Lee and Durba´n, 2011) and in the area-to-
area case, when the aim is to predict the outcome of new areas out of the original
region (Opsomer et al., 2008) or forecast future values (Ugarte et al., 2010). In the
point-to-area case, there have been some results when dealing with a point process
by imposing a regular fine grid over a map, counting the number of observations
in each cell, and smoothing over the grid (van der Hoek et al., 2010).
In a spatio-temporal context, we will shows how the CLMM approach can deal
with the simultaneous disaggregation of health data in space and time. For exam-
ple, if we have data aggregated by counties and months, the CLMM is capable to
estimate spatio-temporal trends at a fine spatial grid along weeks. However, this
leads to an increase of the computational burden (in the CLMM estimation) and
problems with data storage. In this thesis we propose solutions for these prob-
lems by using efficient algorithms proposed in the literature, which are adapted
to the CLMM setting. Then, the resulting CLMM estimates are displayed in a
dynamic map, allowing to visualize the evolution of the underlying process behind
aggregated data at a fine resolution.
The CLMM approach and the extensions presented in this thesis were im-
plemented in the statistical software . This free software environment allows to
describe and analyse public health data, using a battery of packages, and to
add additional functionality (provided by the users) by defining new functions.
Thus, it offers a flexible tool for the programming of new statistical methodologies.
1.3 Dissertation structure
This thesis is organized as follows. In Chapter 2 we introduce the composite
link mixed model approach in a univariate setting. We present details about the
estimation of the model, and useful extensions to the multidimensional case. This
part of the thesis generalizes the approach given in Eilers (2007), called penalized
composite link model, into the mixed model framework. In Chapter 3 we present
the composite link mixed model approach for spatially aggregated health data.
Here, we discuss how the our proposal can handle the area-to-point and area-to-
area cases illustrated in Section 1.2. Also, we extend our methodology in order
to deal with the problem of overdispersion, often present in count data, and we
1.3. DISSERTATION STRUCTURE 9
compare our proposal with the area-to-point Poisson kriging of Goovaerts (2006).
Part of the work presented in this chapter is already published in Ayma et al.
(2016). In Chapter 4 we generalize the presented methodology to the spatio-
temporal setting, where efficient algorithms are presented and adapted under our
approach. Finally, in Chapter 5 we summarize the main contributions given in
this thesis and suggest possible future work.
10 CHAPTER 1.
Chapter 2
Composite link mixed models
In this chapter we present the composite link mixed model, which can be seen as a
generalization of the penalized composite link model (PCLM) introduced by Eilers
(2007). In Section 2.1 we introduce the PCLM methodology for the univariate
case, focusing specially on the modelling of indirect observations of counts. In
Section 2.2 we present more details about the methodology and its reformulation
as a mixed model. This section is the heart of this chapter, and will allow us to
understand useful extensions given in the following chapters. Finally, Section 2.3
shows how we can extend the composite link mixed model to the multidimensional
case. All the examples provided in this chapter are used in order to illustrate the
presented methodology.
2.1 Penalized composite link models: an intro-
duction
The PCLM approach of Eilers (2007) is based on the model proposed by Thomp-
son and Baker (1981), called composite link model (CLM). The CLM offers an
elegant way to estimate the underlying or latent process behind observed grouped
data, which can be seen as indirect observations of that process. It extends the ge-
neralized linear model (GLM, Nelder and Wedderburn, 1972) by associating more
than one linear predictor with each observation, using the so-called composite link
functions. These type of functions have been used in forest growth modelling
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2.1. PENALIZED COMPOSITE LINK MODELS: AN INTRODUCTION 23
counts per age-at-death (vertical lines) and the smooth trend that follow these
counts (g = 1). If we artificially aggregate them into two, five, ten, and twenty
age classes, and we apply the PCLM approach to these aggregated counts, we
obtain the smooth colored curves of Figure 2.2 (g = 2, 5, 10, 20). The smooth
curves for the cases g = 2, g = 5 and g = 10 are close to the smooth trend at the
disaggregated scale, whereas the blue smooth curve for the case g = 20 departs
from it (especially between 60 and 90 years old). This is because we have less
precision when the aggregation level increases.
























Figure 2.2: Death counts from respiratory disease of American population in January
1959, from ages 1 to 120 (vertical lines). The black curve represents the estimated trend
based on the ungrouped data. The colored curves represent the estimated distributions
using the PCLM approach, from different aggregations per g age classes, where g denotes
the width of the groups.
The previous example shows the performance of the PCLM for different levels
of aggregation. In Rizzi et al. (2016), the PCLM has been compared with other
non-parametric methods for ungrouping aggregated count data. Specifically, the
methods that are included in their comparison study are: a bootstrap kernel den-
sity estimator (Wang and Wertelecki, 2013), a piecewise cubic Hermite interpo-
lating polynomial (Fritsch and Carlson, 1980), a spline interpolation with Hyman
filter (Smith et al., 2004), and an iterated conditional expectation kernel density






















































































































































































































































































































































































































































y11 y12 ··· y1n2































θ11 θ12 ··· θ1c2

































































































2.3. MULTIDIMENSIONAL EXTENSION OF CLMMS 37
Three-dimensional case
We can also extend the mixed model formulation of P-splines to the multidi-
mensional case. For example, for the three-dimensional case, the transformation
matrix T can be defined as:
T = [U3n : U3s]⊗ [U2n : U2s]⊗ [U1n : U1s]. (2.51)
As in the two-dimensional case, we reorder the block matrices in Eq. (2.51) into
two sub-blocks as T = [Tn : Ts], where:
Tn = U3n ⊗U2n ⊗U1n,
Ts = [ U3s ⊗U2n ⊗U1n : U3n ⊗U2s ⊗U1n : U3n ⊗U2n ⊗U1s :
U3s ⊗U2s ⊗U1n : U3s ⊗U2n ⊗U1s : U3n ⊗U2s ⊗U1s : U3s ⊗U2s ⊗U1s].
Then, the three-dimensional mixed model matrices for the CLMM are given by:
X = X3 ⊗X2 ⊗X1,
Z = [ Z3 ⊗X2 ⊗X1 : X3 ⊗ Z2 ⊗X1 : X3 ⊗X2 ⊗ Z1 :
Z3 ⊗ Z2 ⊗X1 : Z3 ⊗X2 ⊗ Z1 : X3 ⊗ Z2 ⊗ Z1 : Z3 ⊗ Z2 ⊗ Z1],
(2.52)
where Xd = BdUdn and Zd = BdUds, for d = 1, 2, 3.
The block diagonal matrix F for the three-dimensional case is given by:
F = blockdiag (λ3F3u, λ2F2u, λ1F1u,
λ2F22 + λ3F32, λ1F12 + λ3F31, λ1F11 + λ2F21,
λ1F1t + λ2F2t + λ3F3t) ,
(2.53)
where:
F1u = Iq3 ⊗ Iq2 ⊗ Σ˜1, F2u = Iq3 ⊗ Σ˜2 ⊗ Iq1 , F3u = Σ˜3 ⊗ Iq2 ⊗ Iq1 ,
F11 = Iq3 ⊗ Ic2−q2 ⊗ Σ˜1, F12 = Ic3−q3 ⊗ Iq2 ⊗ Σ˜1, F21 = Iq3 ⊗ Σ˜2 ⊗ Ic1−q1 ,
F22 = Ic3−q3 ⊗ Σ˜2 ⊗ Iq1 , F31 = Σ˜3 ⊗ Iq2 ⊗ Ic1−q1 , F32 = Σ˜3 ⊗ Ic2−q2 ⊗ Iq1 ,



































































































































































2.4. SUMMARY OF THE CHAPTER 43
for the 1st, 2nd, 3rd, and 4th birth order, respectively. We observe more detailed
insights of the Canadian fertility, delineating clearly lower and higher fertility
rates. Figure 2.6a shows the estimated fertility rates using the CLMM approach
at age 36, for 1st, 2nd, 3rd, and 4th birth orders. We observe the patterns that the
solid curves exhibit follow closely the true distribution of the fertility rates (dot
points), except perhaps in the left extremes of some curves where we have less
information (recall the aggregation procedure previously done). Figure 2.6b shows
the estimated fertility rates using the CLMM approach for year 1990. In this case,
we have calculated the true and the estimated total fertility rates, obtaining similar
results. Notice here that, in the case of the 1st birth order, the red curve departs
slightly from the raw distribution from ages 15 to 27. This can be improved if we
incorporate more information in the left part of the curve, i.e., fertility information
below 15 years old.
2.4 Summary of the chapter
In this chapter we introduced the composite link mixed model approach for grouped
count data. It is a generalization of the penalized composite link model (Eil-
ers, 2007), which allows us to incorporate a vector of exposures defined at a fine
scale (to analyse rates instead of counts) and more complex structures in terms
of random effects. We have presented a parameter estimation procedure for the
composite link mixed model, and extended the approach to the multidimensional
array case. The latter is achieved by using the Kronecker product operator, thus
allowing the use of GLAM algorithms to speed up computations. Several examples
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1st birth  TFRtrue=0.777 TFRPCLM=0.754
2nd birth TFRtrue=0.586 TFRPCLM=0.581
3rd birth  TFRtrue=0.242 TFRPCLM=0.241







Estimation of latent spatial
trends with the composite link
mixed model approach
In this chapter we develop a novel methodology for the analysis of spatially aggre-
gated data, based on the CLMM approach introduced in Chapter 2. The spatial
CLMM allows us to create mortality risk maps, from these spatially aggregated
data, at a desirable fine resolution. As we have seen in Section 1.2, this fine resolu-
tion can be determined by a fine grid, i.e., area-to-point (ATP) case, or by smaller
geographical units than the original ones, i.e., the area-to-area (ATA) case. The
spatial CLMM can handle this two types of spatial disaggregation in an elegant
way. Moreover, in this chapter we present a methodology to take into account
the problem of overdispersion in count data. Part of the results given here are
published in Ayma et al. (2016).
This chapter is organized as follows. In Section 3.1 we present the extension
of the CLMM approach to develop a new methodology for the ATP and ATA
cases. In Section 3.2 we present a methodology to deal with the problem of
overdispersion in count data, by incorporating individual random effects at the
aggregated scale. In Section 3.3 we illustrate the spatial CLMM approach for the
ATP case, where our methodology is compared with the ATP Poisson kriging of
Goovaerts (2006). Here, we use two datasets related with female deaths by lung





























































































3.2. HANDLING OVERDISPERSION WITH CLMMS 51
formed by the units vi), and the second one where the fine resolution is given
by small geographical units that are contained in the coarser units vi. These
two situations are called the area-to-point (ATP) and area-to-area (ATA) cases,
respectively. Thus, we consider the coordinates (x1,x2) in the ATP case as the
centroids of the grid cells, whereas in the ATA case we consider them as the
centroids of the smaller units. These two cases were previously illustrated in
Chapter 1. Therefore, the elements of the spatial composition matrix Cs for the
ATP and ATA cases are given by:
cij =
 1 if (x1j, x2j) belongs to unit vi0 otherwise (3.5)
for i = 1, ..., n, and j = 1, ...,m, where (x1j, x2j) are the spatial coordinates for
the fine scale resolution.
Since our goal is to analyse rates, the vector ef has to be known in advance;
otherwise, it has to be estimated. If the vector of exposures is only available at
the aggregated level, a naive approach to estimate ef is to assume that these ag-
gregated exposures are evenly distributed throughout the fine resolution. Another
possibility is to apply the CLMM approach to the aggregated vector of exposures
to obtain estimates for ef.
The parameter estimation of the spatial CLMM given in Eq. (3.4) can be
carried out by using the procedure given in Section 2.2. From (3.5), we see that
the spatial composition matrix Cs is sparse (i.e., most of its elements are zero)
and, thus, sparse methods can be used in order to speed up computations (see,
for example, the packages of Bates and Maechler, 2015, and of
Koenker and Ng, 2016).
Before illustrating the spatial CLMM methodology for the ATA and ATP cases,
we will see in the next section how our approach can handle the overdispersion
problem, which frequently appears when we analyse count data.
3.2 Handling overdispersion with CLMMs
The CLMM approach is a useful tool for modelling aggregated or grouped counts.























































































































































3.3. CLMM APPLICATION TO AREA-TO-POINT CASE 55
where δik = 1 if i = k and 0 otherwise, m∗ is the population-weighted mean of
the n observed rates, n(vi) is the size of the population-at-risk in unit vi, and
C¯R(vi, vk) are area-to-area covariances that are approximated in a similar fashion
as the area-to-point covariances (see Eq. 8 in Goovaerts, 2006).
To solve the previous ATP kriging system, the point-support covariance of the
risk C(h), or equivalently a point-support semivariogram γ(h) has to be known
in advance. Since only aggregated data are available, this function cannot be esti-
mated directly from the observed rates. Goovaerts (2008) developed an iterative
procedure to conduct the derivation of γ(h) from the ‘regularized’ experimental
semivariogram computed from areal data (i.e., ‘deconvolution’ process), in pres-
ence of irregular geographical units and heterogeneous population distribution.
See Goovaerts (2008) for a detailed presentation of the deconvolution procedure
and demonstration of its performances in simulation studies.
Once we have briefly presented the PK approach, we proceed to apply the
CLMM, CLMM-P, and PK approaches to two real datasets: female deaths by
lung cancer in Indiana, USA, and male lip cancer incidence in Scotland counties.
3.3.2 Application 1: Lung cancer dataset
The lung cancer dataset comes from the Atlas of Cancer Mortality in the United
States (Pickle et al., 1999), and can be downloaded from http://ratecalc.
cancer.gov. This dataset has been previously analysed by Goovaerts (2006),
and it contains the number of white female deaths by lung cancer and the cor-
responding age-adjusted mortality rates (per 100000 person-years), recorded over
the period 1970-1994 in the state of Indiana at county level (92 counties in total).
The population-at-risk in each county can be estimated with the formula:
Total number of deaths (1970-1994)
Age-adjusted mortality rate (1970-1994) × 10
5 .
Goovaerts (2006) imposed a 55× 94 grid (with grid cells of 25 km2) over the map
of Indiana, leading to 3751 grid points that fall inside the map (see Figure 3.1a).
Next, he allocated the previous county-level population estimates to this fine grid,
according to the 2000 census block level data. Figure 3.1b shows the spatial distri-
bution of the population-at-risk on the fine grid, which reflects the heterogeneous
56 CHAPTER 3.
repartition of population in Indiana. These high-resolution population estimates
were kindly provided by Dr. Pierre Goovaerts (BioMedware Inc., MI, USA) and
we will use them in subsequent analysis.
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(a) Fine grid (b) Population-at-risk on grid
(log10 scale)
Figure 3.1: The left map shows the fine grid obtained by imposing a 55 × 94 grid over
the map of Indiana, leading to 3751 grid points (blue points). The right map shows the
spatial distribution of the population-at-risk on this fine grid (on a log10 scale).
Figure 3.2a shows the spatial distribution of age-adjusted mortality rates (per
100000 person-years) for lung cancer in Indiana. We use a yellow-red color scheme
for data visualization, where the class boundaries correspond to the deciles of the
original rates. Rates higher than the median tend to be more red as they depart
from it, while lower rates tend to be more yellow. Since the sizes of the counties
in Indiana are relatively similar, it is easy to identify areas of excess in this region.
The highest rates are reported for the counties of Clark (30.637), Johnson (30.726),
and Marion (31.624), which is the most populated county in Indiana.
To reduce the noise present in lung cancer mortality rates, we first apply the
PGLMM approach (Lee and Durba´n, 2009) with the spatial coordinates of the
county centroids as covariates, second order penalties, and 22 equally-spaced knots
for each marginal cubic B-spline basis. Figure 3.2b shows the resulting smoothed
mortality risk, with range varying from 13.302 to 31.624. The maximum rates after
smoothing are still located in counties with the highest lung cancer rates. This















































































(a) Lung cancer mortality
(rate / 100000 person-year) (b) PGLMM 






Figure 3.2: Map of lung cancer mortality rates in Indiana, and the risk estimated by
different approaches. The top-left map displays the age-adjusted mortality rates per
100000 person-years recorded over the period 1970-1994, and the top-right map shows
the smoothed mortality risks resulting from the PGLMM approach. The bottom maps
show the smoothed mortality risks estimated using the CLMM (bottom-left) and PK
(bottom-right) approaches. The color legend applies to all maps; the class boundaries
correspond to the deciles of the original rates.
the vector of exposures is unavailable at this fine scale, we estimate it using the
naive approach described in Section 3.1. We denote this vector as eˆnaive. To
set up the CLMM formulation, we use 25 equally-spaced knots for each marginal
cubic B-spline basis and second order penalties. Then, the corresponding spatial













































































































(c) Aggregates of 
CLMM
(d) CLMM-P
(e) Aggregates of 
CLMM-P
(f) PK
(g) Aggregates of 
PK
Figure 3.4: Map of (log) standardized mortality rates in Scotland, and the (log) mortality
risks estimated by different approaches. The top map shows the log(SMR) recorded
over the period 1975-1980 for 56 counties. The middle maps show the smoothed (log)
mortality risks at a selected fine grid, which are resulting from the CLMM, CLMM-P,
and PK approaches. The bottom maps show the resulting aggregation of these point
estimates. The color legend applies to all maps; the class boundaries correspond to the












































3.4. CLMM APPLICATION TO AREA-TO-AREA CASE 65
so that the true error is underestimated. We have included ME criteria in order
to follow the same comparisons as in Goovaerts (2005).
Figure 3.6 shows these resulting errors via box-plots, in which we observe that
our approach gives better prediction accuracy than the PK approach, for each
criterion. Table 3.1 gives the averages and the standard deviations of the resulting
errors (for each criterion) derived from the simulation study. Notice that these
results are obtained from a region where the geographical units (the counties) are
similar in shape and size. We have conducted an additional simulation study, in
which the units vary greatly in shape and size (see Appendix B). For that case,
we have considered the Scottish lip cancer dataset. This simulation study shows
how the performance of the CLMM is also satisfactory for irregular geographical
units.
Approach ME MAE RMSE
avg std avg std avg std
CLMM 0.0000 0.0006 0.9687 0.0005 1.2553 0.0006
PK 0.0062 0.0005 1.0197 0.0011 1.3514 0.0013
Table 3.1: Performance comparison of CLMM and PK approaches, using different cri-
teria: mean errors (ME), mean absolute errors (MAE), and root mean squared errors
(RMSE). These errors are summarized in terms of the average (avg) and standard de-
viation (std).
3.4 CLMM application to area-to-area case
In the previous section we have seen the application of the spatial CLMM on
mortality data recorded at county level, to obtain mortality risk estimates at a
desirable fine grid (i.e., the ATP case). Here we illustrate the case when the aim is
to obtain such estimates but at a finer geographical unit level than the original one.
For that we use a dataset that comes from a large European epidemiological project
called MEDEA (see http://www.proyectomedea.org/), whose aim was to study
the impact of socio-economic and environmental inequalities on mortality rates by
different causes. In particular, we consider deaths by cardiovascular diseases in














































































3.4. CLMM APPLICATION TO AREA-TO-AREA CASE 67
collected at municipality level, where the geocoding of municipalities corresponds
to the year 2001. The cartography used in this section was obtained from the
Statistical Institute of the Community of Madrid (see http://www.madrid.org/
nomecalles/DescargaBDTCorte.icm).
Figure 3.7 shows the spatial distribution of raw female log(SMR) at municipal-
ity level. In 2001, the CM was conformed by 179 municipalities, which vary greatly
in shape and size (the largest municipality in terms of surface area is the munic-
ipality of Madrid, located at the center of the community). We use a sequential
map color scheme with ten equally-weighted classes, where the class boundaries
correspond to deciles of raw log(SMR). For 1996-2003 period, the number of ob-
served female deaths varies from 0 to 34884, whereas the number of expected











Figure 3.7: Spatial distribution of raw log(SMR) for 179 municipalities of the Com-
munity of Madrid over the period 1996-2003. The class boundaries of the color legend
correspond to deciles of raw log(SMR).
Since crude log(SMRs) varies abruptly between municipalities, we use the
PGLMM approach of Lee and Durba´n (2009) to reduce the noise present in these
rates and thus to enhance the visualization of underlying trends. For this ap-
proach we use the centroid coordinates of the municipalities as covariates, second
order penalties, and 20 equally-spaced knots for each marginal cubic B-spline ba-
sis. Figure 3.8 shows the resulting smoothed log(SMRs) from PGLMM approach.
We observe that most of the higher rates are in the boundaries of the CM, espe-
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select the class boundaries for these maps as the cuts of the range of all errors
in ten equal parts. We observe that these error maps are very similar and both
present high values in the northern area of the CM. The later is due the fact that
both smoothed maps are unable to capture more precise mortality trends over the
census tracts in this part of the map, where we have less information.






















Figure 3.9: Smoothed log(SMR) and their approximate standard errors at census tract
level, using the spatial CLMM approach with the true number of expected deaths at
census tract level (top-left) and its naive estimator (top-right). The color legend applies
to all the maps that show the same quantity; the class boundaries for the smoothed
log(SMRs) correspond to the deciles of raw log(SMRs) at municipality level, and the
class boundaries for standard errors correspond to the cuts of the range of all errors in
ten equal parts.
It is clear that the municipalities of the CM vary greatly in shape and size,
especially when we compare the municipality of Madrid (located at the center of
the CM) with the rest of them. Figure 3.10 displays the district and census tract
boundaries for this municipality, which was conformed by 21 districts and 2358
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census tracts in 2001, and the spatial distribution of raw log(SMRs) at district
level. The zoom in on the center of this municipality provides a more detailed





















Figure 3.10: Spatial distribution of raw log(SMRs) for the 21 districts in the municipality
of Madrid. The zoom shows 7 centric districts of interest and their 780 census tracts.
The class boundaries correspond to the deciles of raw log(SMRs) at district level.
Suppose that we only have the number of observed female deaths by cardio-
vascular diseases for each district in the municipality of Madrid, and we want
to estimate mortality rates for the selected districts at census tract level, using
the additional information of the number of expected deaths at this level. The
CLMM approach for the ATA case is adequate for this situation, in which we want
to move from district to census tracts. Figure 3.11 shows the resulting smoothed
log(SMRs) using the CLMM approach (20 equally spaced knots for each dimen-
sion) with the true vector of exposures. For the area of interest, we observe a more
detailed spatial distribution of mortality, where the highest log(SMR) are mostly
concentrated around Madrid Centro.
3.4.3 Composite link additive mixed models
In many occasions a researcher may encounter a frequent problem: the covari-
ates to be included in the model are recorded at a different scale of the response
variable, or we have different covariates measured at different scales. The CLMM
provides a framework in which both situations can be resolved, yielding what























































































3.4. CLMM APPLICATION TO AREA-TO-AREA CASE 73
ATA case. For that, we use two socio-economic explanatory variables related with
labour market and employment, which are available at census tract level in the
CM, which were also of interest in the MEDEA project in order to stablish the
relationship between different socio-economic indicators and mortality rates. The
first covariate is an indicator of manual workers whose ages are greater or equal
than 16 years old; the second one is an indicator of unemployment for people whose
ages are greater or equal than 16 years old. All these indicators are expressed as
percentages and were obtained from Census 2001 given by the National Statistics
Institute (Instituto Nacional de Estad´ıstica, INE). We followed the definitions
given in Domı´nguez-Berjo´n et al. (2008, p. 182) to construct these indicators.
The spatial distribution of percentages of manual workers and unemployed people























Figure 3.12: Percentage of manual workers (left) and unemployed people (right) greater
or equal than 16 years old (the class boundaries correspond to deciles of each percentage).
We use 20 equally spaced knots for the cubic B-spline basis of each spatial
coordinate (i.e., the centroids of the census tracts) and 12 equally-spaced knots for
the cubic B-spline basis associated with each covariate. The resulting fitted curves
for the explanatory variables are shown in Figure 3.13 (effects are centered), where
95% confidence intervals (dashed lines) are also depicted. The relationship between
the percentage of manual workers and the mortality rates is linear (the estimated
degrees of freedom associated to the estimated curves were approximately one).
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As expected, the slope of that line is positive, therefore the higher the level of
manual workers, the higher the mortality. This makes sense since the percentage
of manual workers is a proxy for low income in the households in the area. On the
contrary, the relationship between the percentage of unemployed people and the
mortality rates is non-linear. The effect of unemployment is null until we reach
18% percent of unemployment (close to average unemployment rate in Spain).
When unemployment is over 20% there is a clear, rapid, and linear increase of
mortality rates.
Figure 3.14 shows the remaining spatial effect after accounting for the effects
of the covariates. As we can see patterns are similar to those given in Figure 3.9
(when covariates were not included).
Values for AIC for the model with and without covariates were 459.07 and
464.08, respectively, indicating a better goodness of fit when covariates were in-
cluded. Some work is already been done on adapting the approximate F test used
in Wood (2006a) to the case in which covariates are measured at different scale to
the one in which the response variable is measured.












































Figure 3.13: Smoothed fitted curves for the covariates: percentage of manual workers
and percentage of unemployed people.
3.5 Summary of the chapter
In this chapter we presented the spatial CLMM approach for the area-to-point
and area-to-area cases discussed in Section 1.2. For the first case, we obtain











Figure 3.14: Remaining spatial effect after accounting for the effects of the covariates
at census tract level.
smoothed estimates that can be depicted in an isopleth map, and for the second
one, we obtain smoothed estimates at a finer areal resolution than the observed
data resolution. Moreover, we extend the model in order to include covariates that
can be measure at different levels of aggregations. We compared our approach with
the area-to-point Poisson kriging of Goovaerts (2006) through simulation studies,
where geographical units have similar shape and size or not. The simulation
results suggest that the spatial CLMM performs better than this geostatistical
technique. Moreover, we developed a methodology to deal with the overdispersion
problem, which frequently appears when we are working with count data. This
methodology, called CLMM-P, was also compared with the previous approaches




disease incidence with the
composite link mixed model
approach
This chapter introduces the extension of the CLMM approach to the spatio-
temporal case, where count data are grouped in both space and time. In this
new context, the mixed model matrices and the composition matrix will contain
Kronecker product structures, whose components take into account the spatial
and temporal aggregation processes. Also, three smoothing parameters will con-
trol the amount of smoothness: two for the spatial coordinates and one for the
temporal component. However, this extension leads to the increase in data stor-
age and computational time during the CLMM estimation. To overcome these
problems, we propose the use of GLAM algorithms (Currie et al., 2006; Eilers
et al., 2006), together with an adaptation of the SAP (‘separation of anisotropic
penalties’) algorithm (Rodr´ıguez-A´lvarez et al., 2015) for fast estimation of the
amount of smoothness, in the spatio-temporal setting.
This chapter is organized as follows. In Section 4.1 we introduce the CLMM
approach for spatio-temporally grouped count data. The use of GLAM methods
for the spatio-temporal CLMM is presented in Section 4.3, and the adaptation






































































Z=[Z3⊗(X2 X1):X3⊗(Z2 X1):X3⊗(X2 Z1):





















































































































































































Matrixproduct Times(s)withoutGLAM Times(s)withGLAM Ratio
CΓX 1.95 0.08 24:1
CΓZ 183.09 8.74 21:1
Table4.1:UserCPUtimestocalculateCΓXandCΓZ.
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4.4 Application: Q fever outbreak in the Nether-
lands
In this section we illustrate our proposal using data related with Q fever outbreaks
in the Netherlands. First we briefly describe these data, and then we analyse them
using the spatio-temporal CLMM approach described in Section 4.1.
4.4.1 Q fever data
Q fever is a widespread zoonotic disease caused by the bacterium Coxiella burnetii.
The transmission to humans of C. burnetii is primary associated with ruminants
like cattle, sheep, and goats. During parturition or abortion of infected animals,
high numbers of C. burnetii are shed within the amniotic fluids and the placenta.
These organisms end up in the environment where they may survive for long
periods of time due by their resistant to heat, drying, and many common disinfec-
tants. Humans are often very susceptible to the disease, and very few organisms
may be required to cause infection. More information about this infectious disease
is provided in Maurin and Raoult (1999).
The south of the Netherlands faced large outbreaks of human Q fever from 2007
to 2010. In this country, local municipal health services (MHSs) are responsible for
recording every confirmed diagnosis of acute Q fever. The information collected is
then entered into the electronic national infectious diseases surveillance database.
Due to confidentiality, these data are not publicly available and, in some cases,
may be provided in an aggregated form.
Figure 4.1 shows the temporal distribution of Q fever cases (in months) from
January 2007 to July 2010. A total of 3807 acute Q fever cases were registered
in this period: 192 in 2007, 980 in 2008, 2309 in 2009, and 325 in 2010. The
epidemic peaks of each year are observed every spring, specifically during May.
This coincides with small ruminants (sheep and goats) birth period — a fact that
was pointed out in several studies about this exceptionally large Q fever outbreaks
in the Netherlands (see, for example, van der Hoek et al., 2010; Roest et al., 2011).
Since the largest outbreak was observed during 2009, we will study the distribution
of Q fever incidence in this year.
Figure 4.2a shows the geographical distribution of the residential addresses of
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Figure 4.1: Human Q fever cases in the Netherlands grouped per months, from January
2007 to July 2010.
human Q fever cases (red points) in 2009. If we select a 60 × 60 km area in
the south of the Netherlands (see black square in Figure 4.2a), 72 municipalities
overlap with this study area. The total number of Q fever cases reported in
these municipalities is 1798. Aggregating these cases per municipality, and taking
into account the number of inhabitants of each municipality, we can calculate
the Q fever incidence (per 100000 inhabitants). Figure 4.2b shows the spatial
distribution of the resulting Q fever incidence, where higher incidence values are
observed around the municipalities of Landerd (1439.676), Lith (562.546), and
Heusden (295.006).
4.4.2 Detailed smooth incidence maps
Figure 4.2b shows the choropleth map of raw Q fever incidences at municipality
level. However, our aim is to estimate latent incidence maps at detailed periods
of time, in order to obtain a better insight of the evolution of the incidence. The
spatio-temporal CLMM approach, developed in Section 4.1, allows to visualize the
Q fever incidence at a finer spatio-temporal resolution, and also to incorporate
population information at fine scale into the estimation of the latent process.
















a) Q fever outbreaks 
in 2009
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a) Fine grid (cells of size
1000x1000 m)
b) Population on grid
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Figure 4.3: The left map shows the fine grid of cell sizes 1000×1000 m in the study area
showed in Figure 4.2b. The right map shows the spatial distribution of the population
on this fine grid.
respectively), and 8 equally-spaced knots for the marginal cubic B-spline basis B3
(associated to the temporal covariate x3). We assume here that the population
at the fine grid is constant over the time period; thus ef in Eq. (4.4) is considered
as a vector obtained by repeating the fine-scale population fifty three times. The
spatial composition matrix is obtained as is described in Eq. (3.5), whereas the
temporal composition matrix for this case has the following form:
Ct =

1 1 1 1 1
1 1 1 1
1 1 1 1 37
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7 1 1 1 1
1 1 1 1 27
5
7 1 1 1 1

,
where Sunday is considered as the first day of the week. As opposed to the spatial
composition matrix, matrix Ct has some entries that are fractions, this is because
some months share parts of a specific week (for example, some days of week 14
belong to March and other to April).
Figure 4.5 shows the resulting CLMM Q fever incidence (per 100000 inhabi-
tants) at the desired fine spatial resolution, for six selected weeks. These incidences
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Figure 4.5: Smoothed Q fever incidence at a detailed spatio-temporal scale, resulting
from the CLMM approach, for six selected weeks.
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Figure 4.6: Approximate standard error maps associated to the smoothed Q fever inci-
dence maps in Figure 4.5.
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4.5 Simulation study
In this section we perform a simulation study in order to examine the prediction
performance of the spatio-temporal CLMM approach described in Section 4.1.
For that we use a detailed dataset, where the full postal code of the home address
and the date of onset of illness of the patients suffering from acute Q fever in
the Netherlands, 2009, are available. This dataset is publicly restricted due to
confidentiality reasons, and it is only used here to asses how well the CLMM
approach recovers the true latent Q fever incidence, when data are available at a
specific coarse scale.
Using the full postal code of home address of patients, we can determine the
number of cases occurred per week and in each cell of the fine grid depicted in
Figure 4.3a. Thus, using the population on the fine grid depicted in Figure 4.3b
(and assuming that is constant over weeks), we can obtain a smoothed Q fever
incidence surface at this fine spatio-temporal scale using the PGLMM approach,
where the spatial coordinates of the fine grid in Figure 4.3a are used as spatial
covariates, and the number of weeks is used as temporal covariate. This smoothed
incidence surface is considered here as the true latent incidence trend at the fine
resolution. We denote these smoothed incidences as inc(uj), where uj, j = 1, ..., J ,
with J = 4371 × 53 = 258163, represents the spatio-temporal coordinates at fine
resolution. To study the prediction performance of the spatio-temporal CLMM
approach, we artificially aggregate these Q fever incidence estimates by munici-
palities and by several coarse periods of time.
The simulation study was conducted as follows:
1. The fine-scale smoothed incidences described above and the population on
the fine grid depicted in Figure 4.3b (assumed constant over weeks) were
used to calculate the Q fever incidence for each municipality vi, i = 1, ..., 72
(which are depicted in Figure 4.2b), and in different coarse temporal resolu-
tions: 1) fortnights (two weeks); 2) months; and 3) bimesters (two months).
Thus we have three types of spatio-temporal aggregation: g = 1 where data
are summarized over municipalities and fortnights, g = 2 where data are
summarized over municipalities and months, and g = 3 where data are sum-



















































































aggregation avg std avg std
g=1:fortnights 0.3856 0.0321 1.3413 0.2774
g=2:months 0.3935 0.0276 1.3933 0.2327













mation at a fine resolution into the estimation process. Here we illustrated the case
when this fine scale population is available at a fine regular grid. We performed
a simulation study to see the prediction accuracy of the spatio-temporal CLMM
using Q fever data recorded at different temporal resolutions (keeping fixed the
spatial support). As it was expected, our approach was able to properly capture
the underlying trend when the original spatio-temporal resolution is not so coarse.
It is important to acknowledge the use of the SAP algorithm in Section 4.2,
together with the GLAM methods (whose usage was described in Section 4.3), to
avoid storage problems and to speed up computations. However, we are aware
that the disaggregation of grouped data into a very detailed resolution could lead
to storage problems and the increase of the computational burden. The sparsity of
the marginal composition matrices can be exploited here to deal with these issues.
Chapter 5
Conclusions and further work
Summary of contributions of the thesis
Aggregated data frequently appear in areas such as demography, epidemiology,
and public health. For example, it is common to encounter death counts grouped
by five-year age classes, followed by an open-ended age class that contains all of
the elderly starting at age 80 year or more. In a spatial setting, vital rates are
usually collected at a coarse spatial scale formed by irregular geographical units,
like counties, districts, and municipalities. Moreover, these rates can be recorded
over time, making their analysis more challenging.
In general, data aggregation is done to protect the privacy of patients, to facil-
itate compact presentation, or to make it comparable with other coarse datasets.
This aggregation process may, however, hinder the visualization of the underlying
pattern that follow the data. Also, it prohibit the direct analysis of relationships
between aggregated data and potential risk factors, which are commonly measured
at a finer resolution. Therefore, suitable statistical methodologies are needed in
order to estimate the underlying distribution behind aggregated data at a desir-
able fine scale. In a spatial context, for example, the goal might be to obtain
mortality or morbidity estimates, from observed areal data, at a fine spatial grid
or at finer areal unit level. These cases are called the area-to-point (ATP) and
area-to-area (ATA) cases, respectively, which were illustrated in Chapter 1. To
estimate such underlying distribution behind aggregated data, in this thesis we
proposed the use of the composite link mixed model (CLMM) approach, which
generalizes the penalized composite link model (PCLM) of Eilers (2007) into a
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mixed model framework. Our proposal allows to include fine-scale population in-
formation (to analyse rates instead of counts) and complex structures as random
effects as parts of the modelling of the underlying trend.
Chapter 2 is devoted to present the main aspects of the CLMM approach. First,
we briefly reviewed the PCLM of Eilers (2007), which can be seen as a combination
of the composite link model approach of Thompson and Baker (1981) and the P-
spline methodology of Eilers and Marx (1996). Thus, the flexibility of the model
is provided by the use of a B-spline basis as a regression basis, together with
a discrete penalty matrix. Then, the CLMM approach is obtained by following
the mixed model reformulation of P-splines (proposed by Currie and Durba´n,
2002, and Currie et al., 2006), which is based in the use of the singular value
decomposition of the penalty matrix. Once the CLMM was presented, we provided
a model estimation procedure in Section 2.2, where estimates for the fixed and
random effects coefficients of the model were obtained by using the penalized quasi-
likelihood (PQL, Breslow and Clayton, 1993) method, and an optimal smoothing
parameter value by maximizing the approximate REML given in (2.37). Then,
in Section 2.3 the CLMM approach was extended to the multidimensional (array)
setting, where the two and three-dimensional cases were illustrated using datasets
related with mortality and fertility, respectively.
In Chapter 3 we presented a new methodology for spatially aggregated data,
which extends the CLMM approach given in Chapter 2 to the spatial setting. Here,
we provided solutions for the ATA and ATP cases previously discussed, and we
illustrated them by using several datasets that commonly appear in public health.
The spatial CLMM provides a flexible descriptive tool for epidemiological or de-
mographical studies, when the aim is to visualize the spatial distribution of certain
rates at a desirable fine resolution. The CLMM approach filters the existing noise
in raw rates, which is caused by the small number problem, and allows the cre-
ation of more refined mortality or (morbidity) maps by including the distribution
of the exposure variable at fine resolution. The resulting CLMM estimates may
be linked with potential risks factors that are available over the fine resolution,
allowing a posterior correlation analysis between them. Under this framework, we
included individual random effects at the aggregated scale to take into account
the overdispersion problem, commonly occurring in count data. These individual
random effects can be easily included at the fine scale (for graphical representa-
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tion) by means of the Moore-Penrose inverse of the composition matrix. Since the
CLMM is flexible, no assumptions about the covariance structure of the spatial
process should be made (in contrast to kriging methods). The penalty on the co-
efficients accounts for estimating the spatial trend and the amount of smoothing
on each longitude and latitude dimensions. For irregular domains (such as it was
the case of the northern Scottish counties and the presence of discontinuities or
islands), a possible solution in the CLMM approach is the use of special penalties
over complex domains as in Wood et al. (2008), where smoothers are designed to
not smooth across boundary features.
We performed a simulation study to compare the ATP Poisson kriging of
Goovaerts (2006) with our proposal in Chapter 3, using aggregated data measured
over the 92 counties of Indiana and the high-resolution population estimates over
a fine grid. The simulation results showed that our proposal is competitive with
respect to this geostatistical technique. An additional simulation study using the
Scottish lip cancer dataset, where the counties greatly vary in shape and size, is
detailed in Appendix B. Here, while the accuracy of the CLMM model is bet-
ter than the ATP Poisson kriging, further research can be done to improve the
smoothing in irregular domains.
In Chapter 4 we generalized the methodology presented in Chapter 3 to the
disaggregation of grouped data both in space and time. The resulting spatio-
temporal model enables to estimate disease incidence or mortality trends at a fine
spatio-temporal resolution, from health data recorded at coarse geographical units
and time intervals (for example, from counties and months, to a fine spatial grid
and weeks). These estimates, then, can be displayed as a dynamic map, allowing
the detailed visualization of the evolution of incidences and mortality trends over
time. However, the addition of the temporal dimension in our approach leads to
the incrementation of the computational burden (into the model estimation pro-
cedure) and storage problems (when we are dealing with a considerable amount
of data, or when we want to disaggregate data into very detailed resolution).
Thus, in Section 4.3 we provided an alternative procedure for smoothing parame-
ter estimation (into the CLMM framework) based on the SAP algorithm given by
Rodr´ıguez-A´lvarez et al. (2015). In the adapted SAP algorithm, the smoothing
parameters are seen as ratios of variance components and closed-form expressions
are derived for them. In combination with the use of adapted GLAM algorithms
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presented in Section 4.2, we provided an efficient CLMM estimation procedure
under a spatio-temporal context. Moreover, the sparsity of the marginal composi-
tion matrices can be exploited here to speed up computations even more (see, for
example, Bates and Maechler, 2015). Finally, we performed a simulation study to
see the prediction accuracy of the CLMM using Q fever data (which was described
in Section 4.4.1) recorded at different temporal resolutions (keeping fixed the spa-
tial support). As it was expected, our approach is able to properly capture the
underlying trend when the original spatio-temporal resolution is not so coarse.
Further research
In this thesis we showed the usefulness of the composite link mixed model approach
for the estimation of latent trends, from spatially or spatio-temporally aggregated
health data. Thus, our approach provides a solution for the indirect observation
(or inverse) problem in statistical modelling, in the two and three-dimensional
settings. In some cases, however, solutions for the inverse problem to the four-
dimensional case are needed. For example, consider mortality data recorded over
coarse units and age classes (with different lengths) over time. In this case, a
researcher would be interested in to analyse the evolution of the mortality risk on
a detailed spatio-temporal scale for each single year old. The composite link mixed
model approach can be generalized in order to deal with these complex situations.
In Section 3.2 we presented a methodology to deal with the problem of overdis-
persion within the (Poisson) composite link mixed model context, where individual
random effects have been included at the aggregated scale. Another alternative
to deal with that problem would be to develop the composite link mixed model
approach under the Negative Binomial framework. The Negative Binomial distri-
bution enables a more flexible modelling of the variance than the Poisson distribu-
tion, which can be derived through a Poisson-Gamma mixture (see, for example,
Cameron and Trivedi, 1998)
In the area-to-point case, the prediction performance of the composite link
mixed model approach for spatially aggregated data was compared with the area-
to-point Poisson kriging of Goovaerts (2006). The simulation results showed that
our approach is competitive with respect to this geostatistical technique, when the
geographical units are similar in shape and size or not. However, further compar-
isons have to be done, specially with respect to hierarchical Bayesian techniques.
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Recently, Taylor et al. (2015) developed an package called , where a contin-
uous log Gaussian Cox process model (Diggle et al., 2013) for areal count data is
incorporated within a Bayesian inferential framework. A future goal, then, is to
compare our approach with this methodology.
In the illustrations and applications presented in this thesis, we do not have
included factor variables such as sex into the analysis. Therefore, it would be of
interest to incorporate the factor variable sex in the proposed methodology, in
order to simultaneously obtain fine-scale mortality (or morbidity) estimates for
each sex. This implies an increment of the number of smoothing parameters to
be estimated (if we assume different amounts of smoothness for each sex). The
adapted SAP algorithm presented in Chapter 4 will be play a useful role for the
smoothing parameter estimation in those cases, specially when we are working
with spatially aggregated health data.
In most of the spatio-temporal modelling methodologies existing in the lit-
erature, the boundaries of the geographical units are assumed fixed along time.
However, this assumption is not always accomplished. For example, when data are
collected by postcode, it is common practice to aggregate or disaggregate postcodes
over the years depending on the change in population or the urban development;
therefore, the geographical units that summarize the data change and in many
cases overlap. This issue is known in the literature as the temporal misalignment
problem, where some works were proposed to solve it (see, for example, Zhu et al.,
2000; Zhu and Carlin, 2000; Hund et al., 2012). As future work we plan to extend
the composite link mixed model approach in order to handle this problem, where
the marginal composition matrices will play an important role.
From the formulation of the composite link mixed model given in Eq. (2.25),
the sum of the latent expectations γ is equal to the sum of the aggregated counts
y. However, the sum of the corresponding latent expectations of each group is not
the same as the aggregated count. A solution would be to impose restrictions into
the composite link mixed model formulation by means of Lagrange multipliers.
To use the composite link mixed model approach to estimate latent trends from
grouped data, we have to know the structure of the composition matrix in advance
(which is usually sparse). If its sparse nature is not taken into account (specially in
a multidimensional setting), it would lead to an increase in computational time and
storage problems. In Chapter 4 we presented efficient algorithms to overcome these
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issues under a spatio-temporal context. In order to avoid the explicit construction
of the composition matrix, we plan to explore other alternatives such as an adapted
version of the Expectation-Maximization (EM) algorithm (Dempster et al., 1977).
This idea was explored under a univariate case (see, for example, Uh and Eilers,
2011), but, as far as we are aware, not in the spatial or spatio-temporal case.
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r × c2c3 · · · cd; then H(X,A) is the d-dimensional array of size r × c2 × · · · × cd
that is obtained from XA∗ by reinstating dimensions 2-d of A.
If A is a vector, i.e., A = a, then we have that H(X,A) = Xa, whereas if A is
a matrix, H(X,A) = XA. Thus, the H-transform generalizes premultiplication of
vector and matrices by a matrix. The following definition generalizes the transpose
of a matrix.
Definition A.4. The rotation of the d-dimensional array A of size c1×c2×· · ·×cd
is the d-dimensional array R(A) of size c2 × c3 × · · · × cd × c1 that is obtained by
permuting the indices of A.
Combining the last two definitions, we obtain:




Appendix to Chapter 3
In this appendix we include an additional simulation study to compare the pre-
diction performance among CLMM, CLMM-P and PK, when the geographical
units vary considerably in shape and size. For that, we use the Scottish lip can-
cer dataset described in Section 3.3.3. Here we use the estimated vector of naive
exposures as the true exposures at fine grid (that is, ef = eˆnaive).
The simulation study was conducted in a similar fashion as in Section 3.3.4,
where the continuous mortality risk surface obtained with the PK approach was
considered here as the true underlying mortality trend (see Figure 3.4f). Thus, for
the resulting 100 realizations, the predicted risks r(l)P (uj) obtained from the three
approaches were compared to the true underlying mortality risk, using the ME,
MAE and RMSE criteria. Figure B.1 shows these resulting errors via box-plots,
in which we observe the CLMM and CLMM-P approaches give better prediction
accuracy than PK, for each criterion. Note that, in this simulation setting, we did
not include any overdispersion, and hence both CLMM and CLMM-P approaches
are very similar. Table B.1 gives the averages and the standard deviations of











































































Approach ME MAE RMSE
avg std avg std avg std
CLMM-P 0.0040 0.0464 0.1523 0.0232 0.2748 0.0512
CLMM 0.0012 0.0463 0.1493 0.0216 0.2749 0.0505
PK 0.0552 0.0423 0.2041 0.0277 0.3191 0.0460
TableB.1:PerformancecomparisonofCLMM-P,CLMMandPKapproaches,usingdif-
ferentcriteria:meanerrors(ME),meanabsoluteerrors(MAE),androotmeansquared
errors(RMSE).Theseerrorsaresummarizedintermsoftheaverage(avg)andstandard
deviation(std).
AppendixC
AppendixtoChapter4
Inthissectionweprovidetheprooffortheclosed-formexpressionsofthevariance
componentsgiveninEq.(4.6). Weshouldnotethatthefolowingproofissimilar
tothatgiveninRodr´ıguez-´Alvarezetal.(2015),butnowthe‘working’mixed
modelmatricesX˘andZ˘(aswelasrelatedmatriceslikeVandN)appear.Here
theinverseofthecovariancematrixGgivenin(2.53)withλd= 1τ2d (d=1,2,3)isused.
ConsidertheapproximateREMLversionofPattersonandThompson(1971)
(whichisequivalentto(2.37)):
l∗REML=−12log|V|
PartI
−12log|˘XV
−1X˘|
PartII
−12(z−X˘β)V
−1(z−X˘β)
PartIII
, (C.1)
inwhichthedependenceofthematrixofweightsW onτ2d(d=1,2,3)isignored.
ToobtaintheREMLestimatesofthevariancecomponentsτ2d,weﬁrstdiﬀerentiate
eachpartofEq.(C.1)withrespecttothem. Usingthefactthat∂V∂τ2d =Z˘∂G∂τ2dZ˘,withVdeﬁnedinEq.(2.35),weobtain:
PartI:Hereweuseproperty(8.6)giveninHarvile,1997,p.305:
∂log|V|
∂τ2d =trace V
−1∂V
∂τ2d =trace V
−1˘Z∂G∂τ2dZ˘
PartII:Hereweuseproperties(8.6)and(8.18)giveninHarvile,1997,pp.305,
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308:
∂log|˘XV−1X˘|
∂τ2d =trace (˘XV
−1X˘)−1∂(˘XV
−1X˘)
∂τ2d
=−trace(˘XV−1X˘)−1X˘V−1∂V∂τ2dV
−1X˘
=−traceV−1X˘(˘XV−1X˘)−1X˘V−1∂V∂τ2d
=−traceV−1X˘(˘XV−1X˘)−1X˘V−1˘Z∂G∂τ2dZ˘
PartIII:Hereweuseproperty(8.6)giveninHarvile,1997,p.308:
∂(z−X˘β)V−1(z−X˘β)
∂τ2d =−(z−X˘β)V
−1∂V
∂τ2dV
−1(z−X˘β)
=−(z−X˘β)V−1˘Z∂G∂τ2dZ˘V
−1(z−X˘β)
=−b∂G∂τ2db
=−αG−1∂G∂τ2dG
−1α
AddingthederivativesobtainedfromPartIandPartII,weobtain:
∂log|V|
∂τ2d +
∂log|˘XV−1X˘|
∂τ2d =trace (V
−1−V−1X˘(˘XV−1X˘)−1X˘V−1)˘Z∂G∂τ2dZ˘
=trace NZ˘∂G∂τ2dZ˘
=trace Z˘NZ˘∂G∂τ2d ,
Itfolowsthat:
∂l∗REML
∂τ2d =−
1
2traceZ˘NZ˘
∂G
∂τ2d +
1
2αG
−1∂G
∂τ2dG
−1α, (C.2)
where: ∂G
∂τ2d=−G
∂G−1
∂τ2d G=−G −
1
τ4dΛd G=
1
τ4dGΛdG, (C.3)
121
ford=1,2,3.
ByreplacingEq.(C.3)inEq.(C.2),weobtain:
∂l∗REML
∂τ2d =−
1
2τ2dtraceZ˘NZ˘G
Λd
τ2dG +
1
2τ4dαΛdα.
Therefore,theREMLestimatesofthevariancecomponentsτ2darefoundbyequat-
ingtheexpressionabovebyzero.Theseestimatesaregivenby:
τˆ2d= αΛdαtraceZ˘NZ˘GΛdτ2dG
,ford=1,2,3.
Noticethatifweaddthedenominatorsofthepreviousexpressions,weobtain:
3
d=1
traceZ˘NZ˘GΛdτ2dG =trace
3
d=1
Z˘NZ˘GΛdτ2dG
=trace Z˘NZ˘G
=trace Z˘G˘ZN ,
whereZ˘G˘ZNisthehatmatrix(HastieandTibshirani,1990)oftheunpenalized
(orrandom)partoftheﬁttedCLMM(seeEq.(2.33)).
