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分散型 DBMSにおける分散メタ情報のー管理方式と実装
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This paper presents a scheme to realize “location-transparency" with which DBMS 
users are not necessary to be aware of each data location. Many distributed DBMSs 
realize the “location-transparency" only within a single database. However they 
never guarantee it within a set of databases on a network. 
Meta database management system (Meta-DBMS) has been newly designed and 
implemented to manage location information of tables spread over scveral machines. 
Meta-DBMS employs client-server mechanism. The “fault transparency" of the 
DBMS is achieved by the strategy to hold meta data replication on more than one 
machine on a network. In such a strategy， itis essential for the Meta-DBMS server 
to ensure the consistency among the replications placed on the machines. In our 
Meta-DBMS， the consistency is assured by locking， version numbering and majority 
consensus schemes. 
1 序論
一般に分散型のデータベース管理システム(以下、分散DBMS)は、格納したいデータをネット
ワーク上の複数の計算機に分散させることで、システムの応答速度の高速化や効率の良い計算機
資源、の利用などの利点を実現している O しかし、データベースのユーザがデータの分散を完全に
把握することは、データベースの規模が大きくなるに従い困難なものになる O 一般ユーザがデー
タベースを操作する時に実際のデータの格納場所を意識する必要があるような状況では、ユーザ
に余分の負担をかけることになり、かつ、システムの効率良い利用を妨げることにもなる O した
がって、データベースのデータが、どの計算機上に格納されているかといった情報(以下、位置情
報)をシステムが管理することで、データベースのユーザが分散を意識することなくデータベー
スを利用できるという性質、すなわち位置透過性を実現することが重要になってくる。
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一般に分散型DBMSは、個々のデータベース内において、データの分散を意識せず論理的に扱
える必要がある O しかし、多くの分散型 DBMSは単一データベース内での位置情報しか管理し
ていないため、ネットワーク上の複数のデータベースの集合であるデータベース系を対象とした
場合、ユーザは、例えば、あるデータベースに接続しようとすると、ネットワーク上でのデータ
ベースの位置を意識する必要がある C
そこで本研究では、データベース系全体の位置情報である分散メタ情報を管理する機構を、当
研究室で作成されてきたシステム [1]に付加することで、データベース系を対象とした位置透過
性を実現することを目的とする O 分散メタ情報は大部分のデータベース操作において必要な情報
であり頻繁にアクセスされるため、それらの参照は効率良く行われる必要がある O そのために本
システムでは分散メタ情報の管理部に対してレプリケーション [2]の手法を採用する。また、分散
メタ情報を管理する機構に障害が発生するとデータベース系に属するデータベース全てが使用で
きなくなる危険性があるが、レプリケーションによりこの最悪の自体を回避することが可能であ
る。これにより、障害に対する耐久性が向上する。
ところが分散メタ情報のレプリカを数多く用意した場合、それらの間での一貫性を確保してデー
タベース系全体を正しく運用する事が必要になる O 本システムでは、ロック、バージョン番号、
多数決といった手法を採用しレプリカの一貫性を保証している。また、本研究では障害に対する
耐久性の向上をはかることに重点をおいて一貫性保証のアルゴリズムを考える O なお一貫性を保
証するためのサーバ間の通信手段として、新たに、 RPCをベースとして汎用的な通信ライブラリ
[3]を設計、作成して使用した。
以下では、第2節でシステムの概要について、第3節でシステムの設計方針について説明しす
る。そのあと第4節で本システムで用いたレプリケーションについて、第 5節で通信ライブラリ
について述べ、最後に第6節で本研究の結論を述べる O
2 システムの概要
関係型の DBMSは情報をテーブルの形で格納するが、一般には論理的に関係のあるテーブル同
士を一つのデータベースの中で管理する。本システムでも論理的に関係のあるテープルの集合を
一つの論理データベースとし、ユーザは論理データベースを単位としてデータを管理する O この
場合、 DBMSのユーザは複数の論理データベースからなるデータベース系を対象とすることにな
るが、以下のような問題点が生じる O
-論理データベースの数が増えてくると DBMSが管理しているデータベース系の状態(どの
ような論理データベースがデータベース系に存在しているかなど)を把握することが難しく
なる Q
-分散型の DBMSにおいて、データベースのデータは複数の計算機上に分散されて格納され
ており、その位置情報は DBMSの内部の操作にとって必須のデータである。しかし、ユー
ザにとっては論理データベースがデータベースを認識する単位であり、論理データベース中
の実データの分散を意識することは、ユーザの負担を大きくするだけでなく、システムの効
率よい使用を妨げる O
これらの問題を解決するために、データベース系全体を通しての論理データベースの一覧、その
位置情報、論理データベース中のテーブルの一覧、その位置情報などをシステムで管理し、デー
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タベース系を利用するユーザに対して提供する O その際にこれらの情報を管理する機構を、ユー
ザのデータを管理する DBMSとは別に作成する O これについては第 3.2節を参照して頂きたい。
2.1 データベース系の構成と分散の概念
データベース系は以下のような構成要素からなり、この構成要素を用いる事で分散を実現して
いる O
論理データベース 論理テープルの集合から物理テープルの集合への写像(図 1)。
物理データベース 物理テープルの集合である、主データベースまたは副データベース O
物理データベース集合 物理データベースの集合。 1個の主データベースと 0個以上の副デー
タベースからなる。ただし、論理データベースの論理テーブルの集合を L、主データベー
スを M、副データベース iをSiとする時、
U f(l) = M U Sl U S2 U S3 U ωn 
iεL 
を満足する O ここでfは論理データベースである O
メイン・システムテープル 論理データベースによって写像される全ての物理テープルを管理
する物理テープル。
サブ・システムテーブル 論理データベースによって写像される物理テーブルのうち、副デー
タベース中の物理テープルのみを管理している物理テープル。
主データベース 論理データベースにより写像される物理テーブルの集合である物理データ
ベースのうち、メイン・システムテープルをもっ物理データベース O 主データベース中
の全ての物理テープルは同一計算機上に存在する O
副データベース 主データベース以外の物理データベースO 物理データベース集合の構成要
素である O 主データベースがある計算機以外の計算機にデータを格納したい時に使用す
るC 副データベース中の全ての物理テーブルは同一計算機上に存在する O
論理テーブル ユーザに解放されるテーブル名C これによりユーザはテープルを認識する O
物理テーブル 物理データベース中のテーブルである O 論理データベースにより写像される論
理テープルの実体を格納する c
内部論理テーブル 主データベース中の物理テーブルに写像される論理テープル(図 2)。
外部論理テーブル 副データベース中の物理テープルに写像される論理テーフソレ。
参照論理テーブル 他の論理データベースに所属している物理テープルに写像される論理テー
プル。テーブルの書き換えを伴うような操作は参照テープルに対してはできない。
内部物理テーブル 論理データベース中の内部論理テーブルの写像先の物理テープル。主デー
タベース中に存在する。
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図1:論理データベース
外部物理テーブル 副データベース中に格納されている物理テープル。
参照物理テーブル 参照論理テーブルの写像先の物理テーブル。
本システムにおけるデータベースの分散はテープル単位であり、副データベースの分散テーブ
ルや参照テーブルを用いて実現する O しかし、副データベースと主データベースは同じ論理デー
タベース名を持っている C したがって、一般のユーザは主データベースと副データベースの違い
を意識することはない。
2.2 分散メタ情報
序論で述べたように、データベース系を対象としたシステムを構築する際には、データベース
系金体の位置情報を管理する機構が必要である O このデータベース系全体の位置情報のことを、
本システムでは分散メタ情報と呼ぴ、データベース毎に個々のシステムテープル (3.1節参照)で管
理されている、テーブルの位置情報とは区別する。分散メタ情報には、 (1)データベース・サーバ
がインストールされている計算機名 (2)データベースに関する情報 (3)データベース中のテーブ
ルに関する情報の三つの情報があるO この分散メタ情報を管理し、利用するシステムを構築する
ことにより、ユーザはデータベースに接続する際にも分散を意識することなく、例えば、現在管
理されているデータベースの一覧から、接続したいデータベースを選択するだけで接続できるよ
うになる O また、データベースやテープルのマイグレーションなども簡単に行える機能を、デー
タベースのユーザインターフェースに付加することも可能になる O
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3 システムの設計方針
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物理データベース集合1
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図 2:テープルの種類
本システムは当研究室で作成された分散型 DBMSに、分散メタ情報を管理する機構を付加す
ることでデータベース系を対象とした位置透過性を実現する C また、システムのユーザインター
フェースとして、 X-Window上で動作する操作系を独立したプロセスとして用意する O したがっ
て、本システムは (1)ユーザのデータを管理する既存の分散型DBMS(2)分散メタ情報を管理
する機構 (3)ユーザインターフェースといった 3つの大きなモジ、ユールにより構成される(図 3)。
以降ではこれらのモジュールのうち (1)と(2)に関して述べる O
3.1 分散型DBMS
既存の DBMS[l]はマルチクライアント・マルチサーバ方式で動作する分散型の関係データベー
スシステムであり、分散の単位はテープルである O クライアントはデータベースの操作言語とし
てSQLを採用しており、サーバとクライアント間の通信は RPCを用いて実現されている。また
データベースは、実際には l個の主データベースとネットワーク上の計算機に分散配置可能な0
個以上の副データベースから構成されているが、位置透過性の実現によりユーザには l個のデー
タベースとして認識される O さらにデータベースは別のデータベースに所属するテーブルをリン
クし、あたかも自分に所属するテープルであるかのように参照することができるO これらのテー
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図 3:3つのモジュールの関係
プルの分散や参照における位置透過性は、システムテーブルと呼ばれるデータベース内の特別な
テープルでデータベースのテープルの位置情報を管理することで実現しているO
この DBMSには、 「テーブルの分散情報をデータベース毎に管理しているj、 「データベース
自体の情報を管理していないJという 2つの問題点がある O 前者は、テープルの位置情報を得る
ためには、まずテーブルが所属しているデータベースに接続しなければならないということを意
味し、後者は、データベースに接続する際にユーザがデータベースの所在を認識する必要がある、
データベースの管理者がDBMSで管理されているデータベースの情報が全く得られない、とい
うことを意味する O これら 2つの問題点は、系内のデータベースやテーブルの位置情報がDBMS
によって全く把握されず、それらの位置透過性が実現されていないことに起因している O
3.2 メタ・データベース管理システム
分散メタ情報を管理する機構を付加する際に、分散メタ情報の管理自体を既存の DBMSで行う
方法が考えられる O しかし、分散メタ情報は大部分のデータベース操作において頻繁にアクセス
され、そのデータの形式も本来ユーザがDBMSで管理するようなデータと違い一般には不変であ
るなどの性質を持つため、ユーザのデータと一様に管理することは効率の点やセキュリティ保護
の点からも好ましくない。そこで、本システムでは分散メタ情報を管理する専用のDBMSとして
メタ・データベース管理システム(以降、 Meta-DBMS)を作成し、本来のデータベースの管理を
行なう DBMS(以後、 User巴DBMS)と協調してデータベース系における位置透過性を実現する O
Meta-DBMSはUser-DBMSと同じく、クライアント・サーバ方式で動作する o Meta-DBMS 
のクライアント(以下、 MDC)は、ユーザインターフェースからのコマンドを解析し、データベー
スのクライアントに渡すべき SQL構文と Meta-DBMSのサーバに渡すコマンドを生成したあと、
それぞれを目的のプロセスに送信し、結果を得ることが役割である。また、ユーザインターフェー
ス、 User-DBMSのクライアントと協調して動作し、本システムのクライアント部分を構成して
いる oMeta-DBMSのサーバ(以下、 MDS)は実際に分散メタ情報を管理しており、 MDCのコマ
ンドを処理し操作結果を返す。
ここで分散メタ情報は重要な情報であるため、その管理部は障害耐久性と応答速度の高速化を
考慮する必要がある C 本システムでは MDSを複数の計算機上で動作させ、 4節で述べるレプリ
ケーションの手法を用いてこれらの問題を解決する O 図 4に本システムのモジュール構成とそれ
らの関係を示す。
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MDSは協調動作
図 4:システムのモジュール構成
4 レプリケーション
レプリケーションとは、異なるデータを複数の計算機上に分散させてさまざまなメリットを得
るのではなく、全く同じデータ(データのレプリカ)を複数の計算機に待たせることで、システム
の応答速度の高速化や、計算機やネットワークの障害に対するシステムの信頼性の向上をはかる
ものである O レプリカを作ることで障害に対応できるシステムを実現する際には、次の二つの点
が問題となる O
1.レプリカの問での一貫性をどのように保証するか。
2.インプリメントの際に、一貫性を保証しようとするために必要になる複数の MDS同士の
ネットワーク通信をどのように行なうか。
1については 4.2節で述べるようなアルゴリズムを用いることで解決する o 2については、訪日で述
べる、 RPCを用いて実現した通信ライブラリを使用することで実現している O
4.1 レプリカの一貫性保証
複数の計算機上に存在する分散メタ情報のレプリカの一貫性保証は、システムの障害に対する
耐久性の向上の実現にとって重要な問題であるO 例えば、分散メタ情報のレプリカを管理してい
るMDSのうち、一つが何らかの障害により停止した場合、 Meta-DBMS自体は他の MDSが動作
しているため、問題なく機能することができる O しかしその後、何の対策もなしに停止した MDS
を再起動すると、他の MDSとは異なる誤った分散メタ情報を持った MDSがMDCに対してサー
ビスを行うことになり、システム全体に重大な影響を及ぼす危険がある O
本システムのレプリケーションは、元になるマスタレプリカ(マスタコピー)を持ち、それを他
の計算機上にコピーするマスタ・スレーブ方式ではなく、レプリケーションのために分散更新制御
を個々の MDSに提供する方式で実現する O すなわち個々の MDSはそれぞれ自立しており、 MDS
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同士の必要な情報の交換は各々の意志でそのタイミングや方法を決定する O 本システムではデー
タの更新が頻繁に行われる可能性があるため、マスタ・スレーブ方式ではマスタレプリカを管理
している MDSに障害が発生した場合に許容できない影響を受けるためである O そこで本システ
ムでは多数決、ロック、パージョン香号といった手法で分散更新制御を実現しレプリカの一貫性
を保証する O
多数決 分散メタ情報の参照を行う場合、第一に必要なことは現在の正確な分散メタ情報を保持
しているレプリカを特定することである c また、更新を行う場合には更に、更新後に確実に更新
後の正確な分散メタ情報を参照できることを保証することも必要になる O そのために本システム
では分散メタ情報を参照、更新する操作を、レプリカを管理している MDSのうち過半数の MDS
から合意を得られた場合にのみ許す。 MDSから合意を得られない要因としては、 rMDSが障害に
より停止しているJrネットワークに障害があり MDSと通信が行えないJF既に他の MDCから
の要求を処理するためのロックがかかっている」といった要因がある O 過半数の MDSの合意が
得られた場合にのみ参照、更新の操作を許可すれば、更新は必ず過半数の MDSに対して同時に
行われるため、参照時にはどのような組合せであっても、最低一つは現在の正確な分散メタ情報
を保持しているレプリカが含まれ、常に正確な分散メタ情報を参照することができる(図 5)。参
照に対して合意した MDSは参照要求を処理するまで他の更新の要求を受け付けないようにリー
ドロックを掛ける O また、更新に対して合意した MDSは更新要求を処理するまで他の参照や更
新の要求を受け付けないようにライトロックを掛ける O
分散メタ情報の更新は、必ず過半数のMDSに対して行なわれるo
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過半数のMDSから合意が得られなければ、
正しい分散メタ情報を得ることが保証できない。
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過半数のMDSから合意を得られれば、現在の最新情報が得られる。
図 5:多数決
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ロック MDCが分散メタ情報の参照、更新をともなう操作を MDSに要求する場合に、レプリ
カの一貫性保証のために、他の MDCの分散メタ情報へのアクセスに制限をするロックを掛ける C
ロックにはリードロックとライトロックの 2種類がある C リードロックは分散メタ情報の参照の
際に掛けられるロックであり、複数のリードロックの重複が許される C ライトロックは分散メタ
情報の更新の際に掛けられるロックであり、リードロック、ライトロックのどちらとも重複が許
されない。このロックを用いて分散メタ情報の更新時における排他制御を実現する O
バージョン番号 複数の MDSの持つ分散メタ情報の一貫性を検査するために、各レプリカにパー
ジョン番号をつける O 合意した MDSが保持しているレプリカのうちから、最低一つは含まれる
現在の正確な分散メタ情報を保持しているレプリカを特定するために、レプリカのパージョン番
号を利用する。これは更新の際に過半数の MDSから合意を得た上で更新を行っていることから、
それらのレプリカのうち最新のパージョン番号を持つレプリカが正しいことが保証できるためで
ある O バージョン番号は更新操作のたびにカウントアップされるι
以上のような手法を用いてレプリカの一貫性を保証するが、 MDCは分散メタ情報の参照や更
新の要求を、ある一つの MDSに伝えるだけである O 実際にロックや多数決の処理を行い、レプ
リカの一貫性を保証しつつ分散メタ情報の提示や更新を行うのは MDCからの要求を受け取った
MDSであり、 MDCはその結果を得るだけで一貫性の保証に関する処理は行わない(図 6)。この
MDCからの処理要求を受け取った MDSを以後MDSリーダー (MDS・leader)とよぶ。
4.2 一貫性保証のアルゴリズム
多数決、バージョン番号、ロックといった手法を用いてレプリカの一貫性を保証するが、一貫
性を保証しなければならない事象としては以下のようなものがある O
・分散メタ情報を参照する場合
・分散メタ情報を更新する場合
-新たにシステム全体を立ち上げる場合
・障害により停止していた MDSを立ち上げ直す場合
4.2.1 分散メタ情報の参照
分散メタ情報を参照する際の一貫性保証のアルゴリスムは以下の通りである O
1. MDSリーダーは、他の MDSに対して参照の合意をとりつけるとともに、自らにリードロッ
クをかける。
2.自分も含めて過半数の MDSから合意を得れれば参照を許可する O 合意した MDSにはリー
ドロックがかかる O 過半数の合意を得られなかった場合には合意した MDSのリードロック
を外し，MDCに対して参照不許可のメッセージを返す。
3.過半数の MDSのうち異なるバージョン番号を持つレプリカを保存している MDSが存在す
れば、最新のバージョン番号の分散メタ情報で統一する O
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結果
図 6:一貫性保証における MDCとMDSの関連
4. MDSリーダーが管理する分散メタ情報のレプリカを用いて MDCの参照要求を処理する O
5.参照要求の処理が終了すれば、全ての MDSのリードロックを解除した後、自らのリード
ロックを解除して終了O
4.2.2 分散メタ情報の更新
分散メタ情報を更新する際の一貫性保証のアルゴリズムは以下の通りである O
1. MDS リーダーは、他の MDSに対して参照の合意をとりつけるとともに、自らにライトロッ
クをかける O
2.自分も含めて過半数の MDSから合意を得れれば更新を許可する O 合意した MDSにはライ
トロックがかかる O 過半数の合意を得られなかった場合には合意した MDSのライトロック
を外し，MDSに対して更新不許可のメッセージを返す。
3.過半数の MDSのうち異なるパージョン番号を持つレプリカを保存している MDSが存在す
れば、最新のバージョン番号の分散メタ情報で統一するO
4. MDSリーダーがまず、自分が管理する分散メタ情報を更新する O 続いて他の MDSに対し
て更新要求を出すO
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5.過半数の MDSから更新完了のメッセージを受け取ればMDSに掛けられているライトロッ
クを解除し、 MDCに更新完了のメッセージを送る O
4.2.3 MDSの再起動
何らかの障害により停止していた MDSを再起動する場合には次のようなアルゴリズムを用いる O
1.再起動する MDSを立ち上げるの
2.既に起動している MDSに合意要求を出し、 MDSの総数の過半数の MDSから合意を得ら
れた場合は次のステップへ進む。(ここで MDSの総数とは現在稼働している MDSの総数
ではなく、インストールされている MDSの総数を表す。)得られなかった場合は再起動を
中止する O この場合次のシステム全体の立ち上げ時のアルゴリズムで停止した MDSの立ち
上げを行う O
3.合意を得られた MDSからレプリカのパージョン番号を元に最新の分散メタ情報を保持して
いる MDSを特定し、そのデータをコピーする O
4.2.4 システム全体の立ち上げ‘
新たにシステム全体を起動する場合には、立ち上げを行うユーザが自らの責任においてレプリ
カの一貫性を保証する必要がある O
1.立ち上げを行うユーザ、は現在の正確な分散メタ情報を保持している MDSをまず最初に立ち
上げなければならない。
2. 2つ目から MDSの総数の過半数未満までの MDSを立ち上げる場合、その MDSのレプリ
カと既に起動されている MDSのレプリカのパージョン番号が異なっていれば、既に立ち上
がっている MDSの分散メタ情報をコピーする O
3.起動された MDSの数がMDSの総数の過半数に達すれば、後の立ち上げは MDSの再起動
のアルゴリズムにのっとって行われる O
4.3 トランザクション
レプリケーションの実現の際に、トランザクションのサポートは必要不可欠であるO 例えば分
散メタ情報の更新中に稼働中の MDSの一つが障害により停止した場合、一貫性の保障のために
障害の起こっていない MDSの更新を中止し、更新前の状態に戻す必要がある O 本システムでは
ライトロックが掛けられている MDSに対する更新操作に対してトランザクションを実現するこ
とでこの問題を解決する O
4.4 ロック中の障害からの復帰
参照、更新操作のためのロックの最中に MDSなどに障害が発生した場合には、障害からの復
旧を考える前に、その障害がシステム全体にとって致命的な障害にならないようにする必要があ
る(障害の独立性)。例えばロックを管理している MDSリーダーが更新中に停止した場合には、
他の MDSのロックが解除できずにデッドロックになる可能性がある O ロック中に発生する可能
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性がある障害には、 (l)MDSリーダー以外のMDSの停止 (2)MDSリーダーの停止 (3)乱1DC
の停止 (4)ネットワークの障害などが挙げられる O 以下でそれぞれの障害からの復旧方法につい
て説明する O
4.4.1 MDSリーダー以外のMDSの停止からの復旧
MDSリーダ一以外の MDSが停止した場合は、ロックを要求した MDSリーダーが動作してお
り、 MDSリーダーはタイムアウトにより他の MDSの停止を検知する o MDSリーダーが MDS
の停止を検出した時点で、参照要求はそのまま処理を続ける O 更新要求は MDSリーダーを含め
て現在稼働中の MDSの総数がインストールされている MDSの総数の過半数以上を占めている
か、既に必要な分散メタ情報の変更を終了し、残りの処理はライトロックを解除するだけであれ
ばそのまま処理を続行するむ過半数未満であり、分散メタ情報の更新最中であれば各 MDSのト
ランザクションをアボートする O
4.4.2 MDSリーダーの停止からの復旧
ロックをかけた状態で MDSリーダーが停止した場合、他の MDSは、更新要求の処理中であ
れば要求に対する返事を返す時点で MDSリーダーの停止を検知できる O 更新要求の処理が終了
しライトロックの解除要求を待っている段階や、自分にかけられているロックが参照要求のため
のリードロックの場合は、とりあえず他の MDCからの要求が来るまで放置する O 他の MDCか
らの要求を受け取った時点で自分にかかっているロックを要求した MDSの存在を確認し、確認
できなかった場合は他の MDSも含めてロックを強制解除し、トランザクションをアボートする。
4.4.3 MDCの停止からの復旧
ロックをかけた状態で MDCが停止した場合、 MDSリーダーは、ある一定以上の時間処理要求
が来ないことや処理要求に対する返事を返す時点、で MDCの停止を検知する o MDCの停止が検
知できた時点で全ての MDSのロックを解除し、トランザクションをアボートする O
4.4.4 ネットワークの障害からの復旧
ネットワークの障害とは、例えばゲートウェイの停止などがあるが、この場合は障害の影響で
通信できなくなるがMDC，MDSはそれ自身が停止するわけではない。 通信ができなくなったこと
は、メッセージを送信しようとするか、メッセージを受信する際の待ち時間のタイムアウトによ
り判定する(>MDCとMDSリーダーとの通信ができなくなった場合は、 MDCは実行を中止し、
MDSリーダーはその時点でのロックを解除しトランザクションをアボートする o MDSリーダー
とMDSとの通信ができなくなった場合、リードロック中であればそのまま処理を続ける O ライ
トロック中であればMDSリーダーは通信できる MDSの数が過半数を越えているか、既に必要
な分散メタ情報の変更を終了し、残りの処理がライトロックを解除するだけの場合はそのまま処
理を続行する O それ以外の場合は処理を中止しトランザクションをアボートする O
5 通信ライブラリ
本システムでは MDSとMDCとの聞や、複数の MDS同士で通信を行う必要がある O そのた
め、 RPCを用いてネットワークにまたがるプロセス間で通信を行う O しかし、 RPCは基本的に
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クライアント-サーバ方式の通信を実現するものであるため、本システムの MDSのように、状
況によって MDCのサーバにもなり、他の計算機上の MDSに対するクライアントにもなる(図7
参照)、といった仕様のモジュールでの通信には、通信ライブラリを別途実現する必要がある O
5ミ
MDSはMDCのコマンドを受け付ける時
はサーバであるが他のMDSにコマンドを
発行する場合はクライアントの立場で
ある口
図 7:MDCとMDSのつながり
そこで、他の計算機上のプロセスも含めたクライアントプロセスからのメッセージを受けとり、
その宛先のクライアントプロセスに配送するためのメッセージサーバを導入した networkmessage 
library(以下 nmeslib)を設計し作成する(図 8参照)。
メッセージサーバを用いることで、 MDC，MDSの両方ともがメッセージサーバに対するクライ
アント(この場合の MDS、MDCをメッセージサーバに対するクライアントということでメッセー
ジクライアントと呼ぶ。)として位置付けることが可能になり、先に述べたような仕様の MDSも
比較的簡単に実現できるようになる C メッセージサーバを用いたメッセージの受け渡しの概要は
以下の通りである O
-メッセージサーバはメッセージクライアント毎にメッセージボックス(詳細は 5.1節を参照
のこと o )を用意し、受けとったメッセージを宛先のメッセージクライアントが参照してい
るメッセージボックスに書き込むO
-メッセージクライアントは、メッセージサーバに生成してもらったメッセージボックスを参
照することで自分宛のメッセージを受けとることができる O
・メッセージクライアントが他のメッセージクライアントにメッセージを送る動作は、宛先の
メッセージクライアントのメッセージボックスを管理しているメッセージサーバにメッセー
ジ本体と宛先などの情報を送ることで実現している。
• MDSが動作している計算機上には必ずーっのメッセージサーバが動作する O
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メッセージ
ボックス
計算機B
計算機 A
計算機C
図 8:メッセージサーバ
• MDCはMDSとは異なり、任意の計算機上に存在することができるO また、 MDCはメッ
セージボックスを生成したメッセージサーバと接続している MDSとのみ通信を行なうこ
とになる O これはメタ・データベースのレプリケーションなどに伴って発生する通信全て
が、 MDCのコマンドを受けとった MDSの主導のもとに行なわれるためである O すなわち、
MDCは直接にコマンドを送った MDSからコマンドの結果のみを受けとることになる O
5.1 メッセージサーバにおけるメッセージの管理方法
メッセージサーバではメッセージボックスとメッセージセルを用いてメッセージを管理しているO
メッセージセル nmeslibでは、通信を行なう際に、メッセージ(通信の内容そのもの)以外にメッ
セージのサイズや送信元の計算機名、 IDなどさまざまな情報を付加して送信している O このメッ
セージ本体にさまざまな情報を付加したものをメッセージセルと呼ぶが、 nmeslibでの通信の単
位はこのメッセージセルである O メッセージセルは構造体mesとして定義されている O 主なメン
バの意味は以下の通りである c，
mes-Slze メッセージのサイズO
body メッセージの本体。
hostJlame 
fromjd 
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メッセージを送信したメッセージクライアントが接続しているメッセージ
サーバの動いている計算機名。
メッセージを送信したメッセージクライアントの IDである O この IDは
メッセージクライアントの参照しているメッセージボックスの IDでもあ
るので、上の hostJlameと組み合わせることで、受けとり側は返事を送信
することが可能になる O
mesJitatus メッセージの種類を表す。
その他 その他のメンバは、 MDSにおけるレプリケーションの処理のために利用
される変数である C
メッセージボックス メッセージサーバはメッセージをメッセージクライアント毎に用意された
メッセージボックスに格納する O メッセージサーバは、メッセージボックスへのポインタをリス
トで連結して複数のメッセージクライアントのメッセージボックスを管理している(図的。また
メッセージサーバがメッセージクライアントを識別する場合にもこのメッセージボックスへのポ
インタを使用している O つまり、各メッセージクライアントはメッセージセルの宛先やメッセー
ジに対する返事の送り先などをメッセージボックスへのポインタと hostJlameで指定している O
ただし、メッセージクライアント中ではメッセージサーバのプロセスのポインタ値を持っていて
も意味がないのでunsignedintにキャストしているO メッセージボックスは構造体mes_boxとし
て実現されており、その主なメンバは以下の通りである O
read_Pl write_p 
meSJlum 
nng 
リングバッファでのリード、ライト用のポインタO
メッセージボックス中のメッセージセルの数を表す。
メッセージセルはメッセージボックス中でこのリングバッファで管理さ
れる C
メッセージサーバは、上記の2つの構造体を用いてメッセージを管理するが、送り先のメッセー
ジボックスがいっぱいになって書き込めない場合や、メッセージボックスが空の場合などは、特別
な処理を行なわなければメッセージクライアントがビジーウェイトになり、計算機やネットワー
クに与える負荷が大きくなるといった問題点がある心本システムでは RPCのコールパックを用
いてこの問題を解決している O
図9にメッセージボックスとメッセージセルとのつながりを示すO メッセージサーバはメッセー
ジボックスのポインタをリストとして管理しており、その先にメッセージボックスの実体が格納
されている O メッセージボックス内にはメッセージセルへのポインタ配列が確保されており、そ
の先にメッセージセルの実体がある O
6 結論
本研究で分散メタ情報を管理する事で、データベース系での位置透過性を持つシステムが実現
できた。また、レプリケーションによりシステムの障害に対する耐久性の向上も実現できた。し
かし、これまでに述べてきたような本システムの仕様、実現方法では次のような問題点がある O
以降ではそれぞれの対策について検討する。
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メッセージボックスリスト
メッセージセル
. message boxはclienl毎に用意される D
. messageはmessagecellの単位で送受信される O
. MDSのmessagebox はlistに登録せずにglobal変数として管理する O
図 9:メッセージボックスとメッセージセルの管理
-トランザクションの並行性が実現されていないためシステムに必要以上の制限を課してい
るO これにより要求に対する応答速度が低下している O
-システムの立ち上げの際に 4.2.4節で述べたようなアルゴリズムでは、ユーザの立ち上げの
順番の指定ミスにより正確な分散メタ情報が失われる可能性がある O
・信頼できる正確な分散メタ情報が失われてしまった場合、それまでUser-DBMSで管理され
ていたデータベース全てが使用不可能となる。
6.1 トランザクションの並行性
本システムでは複数の MDSに対して更新を行うため、全ての MDSの更新が完了するまでは
他の MDCからのコマンドは一切受け付けない。したがって最も更新処理の遅い MDSの処理能
力がシステムの処理能力となるC しかし、トランザクションの並行性を実現することで、複数の
MDSコマンドを同時に実行しつつ分散メタ情報のレプリカの一貫性を保証することが可能にな
り、処理要求に対する応答速度が向上する。
6.2 システムの立ち上げ‘
システムの立ち上げで既に分散メタ情報を格納している MDSを立ち上げる場合、立ち上げを
行うユーザが、現在の分散メタ情報を格納している MDSを指定する必要がある O この時ユーザの
ミスで誤った MDSを指定すると正確な分散メタ情報が失われシステムが使用不可能となる O こ
れを防ぐにはシステムの立ち上げ時のアルゴリズムを変更する必要があるC 例えば、複数のレプ
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リカを現在立ち上がっている MDSが格納しているレプリカのうち最新のもので統一するといっ
た方法が考えられるが、これには最新のパージョン番号のレプリカが常に現在の正確な分散メタ
情報を反映している事を保証する必要があり、障害により停止する MDSが停止前にトランザク
ションをアボートするような仕組みが必要となる。
6.3 正確な分散メタ情報の収集
システム全体が一斉に停止した場合などで正確な分散メタ情報が失われた場合は、システムは
データベース系を把握できなくなりデータベース系そのものを再構築する必要がでてくるO このよ
うな時に既存のデータベース系の分散メタ情報を収集する機能があれば、最低限のコストでデー
タベース系を再び利mできるようになる c 分散メタ情報の収集は Uscr-DBMSのサーバがインス
トールされている計算機名と主データベース名が分かれば、 Uscr-DsMSのサーバに接続し直接シ
ステムテープルを参照する事でデータベース、テープルに関する分散メタ情報を収集できる。し
たがって、ネットワーク上に接続されている計算機名とその巾の主データベース名との記録にし
たがってデータベースに接続し、システムテーブルから分散メタ情報を集めてくるようなシステ
ム管理者向けのユーティリティーが望まれる O また、 MDSによって管理される分散メタ情報と各
データベースのシステムテーブル内の情報との不整合を発見し修復するようなツールも望まれる。
6.4 今後の課題
上記の問題点を解決する以外に、本研究の今後の課題として次のようなものが挙げられる O
1.テープルマイグレーション、データベースマイグレーションを行うための、分散メタ情報を
月1しhたユーザインターフェースの作成。
2.異種の関係 DBMSへの対応。
1はデータベースの分散の状態を表示するブラウザを作成し、テープルの移動やコピーをその
上でグラフイカルに行えるユーザインターフェースを作成する事である o2は Meta-DBMSを利
用する事で、広域ネットワーク上のデータベースの利用に際し、データベースそのものの情報を
ユーザが得るようになるが、その利用を幅広いものにするために必要である。
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