Alignment of protein structures is a fundamental task in computational molecular biology. Good structural alignments can help detect distant evolutionary relationships that are hard or impossible to discern from protein sequences alone. Here, we study the structural alignment problem as a family of optimization problems and develop an approximate polynomial time algorithm to solve them. For a commonly used scoring function, the algorithm runs in O(n 10 / 6 ) time, for globular protein of length n, when we wish to detect all scores that are at most distance away from the optimum. We argue that such approximate solutions are, in fact, of greater interest than exact ones, due to the noisy nature of experimentally determined protein coordinates. The measurement of similarity between a pair of protein structures used by the algorithm involves the Euclidean distance between the structures, after rigidly transforming them. We show that an alternative approach, which relies on internal distance matrices, must incorporate sophisticated geometric ingredients in order to both guarantee optimality and run in polynomial time. We use these observations to visualize the scoring function for several real instances of the problem. Our investigations yield new insights on the computational complexity of protein alignment under various scoring functions. These insights can be used in the design of new scoring functions for which the optimum can be approximated efficiently, and perhaps in the development of efficient algorithms for the multiple structural alignment problem.
Introduction
Comparison of protein structures is a fundamental task in structural molecular biology. It is well known that protein structure is significantly more conserved in evolution than protein sequence. Furthermore, structural similarity often reflects a common function or origin of proteins [4] . In view of this, structural biologists have been making intensive efforts to systematically classify all known protein structures [8, 24] . Among other things, structural databases like SCOP [22] , FSSP [14] and CATH [25] were created. Automatic methods for structure comparison can be used to generate such databases, and to classify newly determined structures based on similarities with previously classified structures [14] . The rapid growth in the size of the Protein Databank (PDB) [2] requires fast and accurate methods for structure comparison.
The input to the structural alignment problem consists of two protein structures in threedimensional space, R 3 . The desired output is a pair of maximal sub-structures, one from each protein, that exhibit the highest degree of similarity. This is the structural analog of the well-known sequence alignment problem. A sequential alignment of the two sub-structures yields a sequence of atom pairs which is called a correspondence. There are two main ways in which such similarity is quantified. It is possible to consider internal distances between corresponding pairs of atoms in the two proteins and compare these distances in the two proteins under consideration. Alternatively, the actual Euclidean distance between corresponding atoms in the two proteins can serve as a basis for comparison. For the latter, it is also necessary to determine the rigid transformation that optimally positions the two structures visa-vis each other.
This distinction gives rise to two approaches for solving the structural alignment problem. Investigators subscribing to the first approach have developed heuristic algorithms that com-pare the internal distance matrices in search of the optimal correspondence. An advantage of these algorithms is that they do not require finding the optimal rigid transformation (e.g. [10, 13, 21, 29, 32, 33, 36] ). The most commonly used structural alignment server, DALI [13] , is in this group. Along the second approach, heuristic algorithms have been developed to optimize the correspondence and the rigid transformation simultaneously (e.g. [1, 19, 20, 23, 31, 34, 35] ). Excellent reviews of these and other methods can be found in [17, 18, 24] . A prevailing sentiment in both research communities is that structural alignment requires exponential computational resources, and thus investigations should concentrate on heuristic approaches [9, 29] . Indeed, none of the above mentioned heuristics guarantees finding optimal alignments, with respect to any scoring function.
One of the main tenets of the present work is that measurements of proteins coordinates are necessarily noisy, and that consequently there is not much point in seeking exact solutions for the structural alignment problem. Rather, approximate solutions are called for. Coordinates are merely approximations to a "true" position: proteins are flexible, fluctuating about a mean position, and the physical experiment that provides the coordinates is noisy [3, 16] . Distinct solutions to the structural alignment problem that are close to the optimum (depending on measurement errors) are a priori all equally interesting. Furthermore, as noted by Zu-Kang and Sippl [37] , multiple correspondences may exists, all equally viable from the biological perspective, and hence all equally interesting from the computational point of view.
In this paper we present a polynomial time algorithm that optimizes both the correspondences and rigid transformations (i.e. belongs to the second approach), yet, is not heuristic: it guarantees finding -approximations to all solutions of the protein structural alignment problem. We first argue that a major ingredient of the solution space, the size of rotation and translation space, depends polynomially on the proteins' lengths, n, and the approximation parameter, . On the other hand, the number of possible correspondences grows exponentially with the length. This distinction suggests an algorithm for structural alignment: search exhaustively the relatively small space of all rigid transformations for an optimal alignment. Since the algorithm is exhaustive, when it fails to find a good alignment, we are guaranteed that such good alignments simply do not exist. Using our approach we offer a way to visualize the structural alignment score as a function of all rigid transformations; this is useful for developing intuitions for better optimization algorithms and heuristics. We visualize the score for three representative cases: (a) two structures that cannot be aligned, (b) two structures that can be aligned well in a unique way, and (c) two structures with several good alignments.
Our solution applies to a broad class of interesting scoring functions, including, most importantly, STRUCTAL [31] -a commonly used score. It can be implemented to optimize the STRUCTAL score in time complexity O(n 10 / 6 ) for two globular proteins whose length is at most n. We also point out some of the difficulties involved with the (numerous) attempts to solve the structural alignment problem based on the internal distance matrices of the two proteins.
We introduce the necessary terminology in Section 2, and investigate scoring functions in Section 3. In Section 4 we consider the space of alignments for three specific pairs of proteins and summarize our conclusions in Section 5.
Preliminaries
For the present paper, a protein is a chain of atoms residing in three-dimensional space. Consider a proteins A of n A atoms, A = (a 1 , . . . , a n A ) with a i ∈ R 3 . We assume, without loss of generality, that A is positioned so that its center of mass is at the origin, and is bounded by a box of dimensions T x A × T y A × T z A . It is known [11] that the volume of a protein is linear in the number of its residues, that is,
We also let R A denote the radius of the bounding sphere of the protein A. In the special case of globular proteins, the size of the protein along all axis t = x, y, z is
A sub-chain of the protein A is a subset of its atoms, arranged at their order of appearance in A. Denote the k-long sub-chain defined by
Given two proteins, we call two sub-chains of equal length, one from each protein, a correspondence. Thus, a correspondence associates pairs of atoms from two proteins that have the same position in their respective sub-chains. Note that while the two complete proteins can differ in length, the sub-chains cannot. In the world of protein sequences, the analogous term is alignment; at times, it is used here too, interchanged with correspondence.
Definition 1 Structural Alignment Problem:
Given two proteins A and B, find two subchains S A and S B of equal length such that A protein can be rigidly transformed (i.e., rotated and translated) without affecting its inherent structure. Rotations and translations are each described by three parameters [6] . Since we are interested in the relative position and orientation of the two proteins, we can hold A fixed, and only transform B; the rigidly transformed B is denoted byB = (b 1 , . . . ,b n B ). The relative position and orientation of the proteins is useful for solving the protein alignment problem.
There are various measures of similarity, or deviation, between two sub-chains. Among the more commonly used are dRMS (distance root mean squared) deviation and cRMS (coordinate root mean squared) deviation. We list them here for completeness.
For sub-chains of length k, the dRMS is defined as
and the cRMS is defined as cRMS = min
whereB is the image of protein B under a rigid transformation. The transformation that achieves this minimum can be found in closed form, e.g. using Kabsch's procedure [15] .
The general structural alignment problem gives rise to a family of concrete optimization problems. These are specified by the weight given to the (preferably small) deviation of the sub-chains and the (preferably large) length of the correspondence. Note that cRMS and dRMS measure only deviation and must, therefore, be complemented by a score that favors longer correspondences. An important score that plays a key role here is that used by STRUCTAL [31] . It is closer in spirit to cRMS in that it compares "cross pairs" and considers the rotated and translated position of the structures. The STRUCTAL-score(S A , S B ) is
The second term in STRUCTAL-score penalizes for the gaps in the correspondence. A gap is determined by two consecutive indices s i , s i+1 such that s i +1 < s i+1 ; the total number of gaps G counts all such indices in S A and S B . It should be clear that in this definition, we seek a correspondence, and a rigid transformation that maximize the STRUCTAL-score for this correspondence of A andB.
Approximate Structural Alignment
We focus on scores that evaluate the similarity of two structures by explicitly applying a rigid transformation to one, and then comparing the transformed structure with the other. For such scores, the optimization problem is to find transformations and correspondences of (near) optimal score.
The polynomial time algorithm we present, calculates the optimal score for a substantial number of rotations and translations. It then sifts through these scores to find the best ones, i.e., the pairs (transformation, correspondence) with near-maximal scores. For the algorithm to run in polynomial time, two conditions must hold:
• Given a fixed transformation, it should be possible to find in polynomial time an optimal correspondence. We elaborate on this in Subsection 3.1.
• The number of rigid transformations under consideration must be bounded by a polynomial. This issue is addressed in Subsection 3.2.
Next, we define guidelines that can be used in designing novel scoring functions for structural alignment; scores that follow these guidelines come hand in hand with a polynomial time algorithm that finds all near optimal alignments. Researchers are still far from a thorough understanding of the desirable characteristics of scoring functions for this problem. Examples of obvious interesting options that are yet to be investigated include: incorporating variable gap penalties depending on the gap's location within the structure (e.g., higher penalty inside a helix), and scores that take into account sequence information.
Separability of Scoring Function
As mentioned above, we are assuming that for a fixed rotation and translation, the optimal correspondence can be determined in polynomial time. This requirement strongly points to scores that can be optimized using dynamic programming. When applicable, a dynamic programming algorithm finds in polynomial time an optimal solution among an exponential number of potential correspondences. Score functions that are amenable to dynamic programming satisfy two requirements: (1) Optimal substructure: in that an optimal correspondence to a substructure is itself optimal.
(2) The space of relevant subproblems is small (polynomial). For more details, see [5] . Scores that satisfy these conditions are called separable. The STRUCTAL score is separable and the optimal correspondence can be determined using dynamic programming in O(n 2 ) time (and O(n 2 ) space) [7, 31] .
Lipschitz Condition on Scoring Functions
Here, we provide conditions on a scoring function which allow its overall behavior to be approximated by evaluating it polynomially many times. Recall that the scoring function assigns a score value for every correspondence and rotation and translation. We present a scheme for approximating all rotations and translations whose (local) optimal correspondence is near the global optimum. This scheme works for any scoring function that satisfies the above condition.
Assume that the correspondence between the two proteins is fixed, i.e., consider two specific sub-chains S A and S B of equal length. Fixing protein A in space, for every rotation and translation of protein B one can compute the correspondence-dependent scoring function using the distances between corresponding atom pairs in space. We index the correspondence-dependent scoring function, denoted CDS function, by the correspondence, namely we consider the real-valued function Score S A ,S B of six parameters (three rotations and three translations). Notice that there are exponentially many correspondences and thus exponentially many CDS-functions defined in this manner (specifically, there are
functions). In this presentation, we are concerned with a scoring function of the form:
This is the upper envelope of all CDS-functions (see Figure 1 ). For obvious reasons it suffices to have each of the three rotation parameters range over [0, 2π] . Similarly, it suffices to have the x, y, z translations range over [
A and T t B are the sides of A and B's bounding boxes, where t = x, y, z).
The following lemma gives sufficient conditions on the scoring function under which it is possible to derive good approximations of its global maxima from only polynomially many evaluations of it. 
For every > 0, there exists a finite set G = G( ) of rotations and translations such that: 2. For every choice of a translation and a rotation p, there is a point p G ∈ G with
We refer to the set G as an -net for the scoring function.
Proof: The set G( ) is the product of 6 sets of equally spaced points in each of its six dimensions. In the 3 dimensions of rotations, the spacing is δ r = /3c r ; the size of the set in each dimension of rotation is O(3c r / ). Similarly, in the 3 dimensions of translation the spacing is δ t = /3c t and the size of the set is O((T t A + T t B )c t / ). Taking into account that a protein of n residues satisfies T x ·T y ·T z = O(n), the total size of G follows.
The
The above lemma suggests the following algorithm to find all points with near-maximal values of the scoring function F . Let M be the global maximum of F , and call a point pmaximal if F (p) ≥ M − . For every point p that is -maximal, there is a nearby point p G ∈ G with F (p G ) ≥ F (p) − . We would like everymaximal point to be accounted for by a nearby point in G. Given , evaluate F on all points of G( ) defined above. Next, select the subset of these points with 2 -maximal values. This will guarantee finding approximations to allmaximal points, satisfying our requirement.
STRUCTAL Type Scores
Consider the family of STRUCTAL-type scores:
where C 1 ,C 2 , C 3 are positive constants and G the number of gaps. In the STRUCTAL score they are set to be C 1 = 100, C 2 = 5 and C 3 = 10. We show that all such functions are well behaved and can thus be approximated by a polynomial sized net.
STRUCTAL-type scoring functions can be approximated to -accuracy with a net of size O( of the three rotation axes a change of δ can change a − b by at most max{Rδ, δ} = Rδ; along each of the three translation axes a change of δ can change a − b by at most δ. The function φ(x) := C 1 /(C 2 + x 2 ) has a bounded derivative |φ (x)| ≤ M (C 1 , C 2 ) = M . By the mean value theorem, it follows that a change of δ in any of the six coordinates will result in a change of at most M Rδ + M in the scoring function, the first term being due to rotations and the other to translations. There are at most n contributions to a CDS-function, so the total change is bounded by nM Rδ from rotations and nM δ from translations. For globular structures, R = O(n 1/3 ), and in general R = O(n). We have shown that the dimensionwise Lipschitz condition is satisfied with c r = O(n 4/3 ) for globular proteins and c r = O(n 2 ) for non-globular ones; we have also shown that c t = O(n).
Altogether, finding approximations to allnear optimal points for STRUCTAL type scoring functions takes O(n 10 / 6 ) time for globular proteins. This is due to O(n 8 / 6 ) evaluations of the scoring function at the points of G( ), each evaluation taking O(n 2 ) time. More generally, our scheme is an approximate polynomial algorithm for every separable scoring function that requires only polynomially many evaluation points (see Lemma 3.1). Notice that this scheme gives all near optimal function values, rather than all near optimal alignments. It would be interesting to determine whether the task of finding all near optimal correspondences can be efficiently solved.
A Closely Related NP-hard Problem
Associated with every protein chain A of n A atoms is an n A × n A real symmetric matrix D, where D(i, j) is the Euclidean distance in R 3 between the ith and jth atoms of A. This matrix is called "the (internal) distances matrix" and is invariant under rigid and mirror transformations of the protein. The internal distances matrix that corresponds to a subchain S of the protein A is the sub-matrix (minor) of D consisting of the rows and columns indexed by the elements of S.
The two representations of a protein, by atomic coordinates and by the internal distances matrix, are of course closely related. 300 500 700 900 Figure 5 : Example of a pair of structures with a single meaningful alignment. We plot the ST T (on) score for aligning 5rxn (54 residues) and 1brf (53 residues) over the space of rotations. These proteins have the same SCOP fold classification -Rubredoxin-like, and each has 3 beta-strands and 3 helices. The ST T (on) score function has a single maximum, implying one meaningful way of aligning the pair. The maximal score found is 993, aligning 53 residues to 0.797Å cRMS.
Calculating the distances matrix from the atomic coordinates is easy (and takes quadratic time). It is also known that the protein's coordinates can be recovered in polynomial time from the distances matrix, using distance geometry [12] . This calculation is possible because proteins lie in a 3-dimensional Euclidean space. The recovered atomic coordinates are the original ones, modulo a rigid (and possibly a mirror) transformation.
It follows that any algorithm that uses either of these two representations can be converted into one that uses the other. The conversion is straightforward: add a pre-processing and a post-processing step that translate, in polynomial time, between representations.
The internal distances matrix representation of proteins may seem attractive because it limits the search to the correspondences, without need to optimize on the rigid transformations. Methods that use the internal distance matrix representation directly compare pairs of sub-matrices and optimize a measure that is derived from dRMS deviation. Once the correspondence is found, the rigid transformation that optimally superimposes the two sub-structures can be recovered with Kabsch's procedure [15] . It is generally not considered a problem that the final positioning and orienting of the structures optimizes the cRMS deviation, while the correspondence optimized a different measure (dRMS).
We point out that a correct and efficient solution to the approximate structural alignment problem must exploit the fact that proteins lie in 3-dimensional Euclidian space. In particular we show that a slightly generalized problem, where the internal distances come from a general metric space (not necessarily Euclidean) is NP-hard. We use a particular scoring function to focus the discussion; a similar argument applies to variants of this scoring function. Let the score of two sub-chains S A and S B , of equal length crete rotations. We model rotations using quaternions: each rotation is a 4 dimensional vector of unit length. We consider a net that covers the quaternions' space, or the unit hypersphere S 3 in R 4 . We use a net that is the union of nets on a discrete set 3D hyperspheres. For each 3D hypersphere we use a Cartesian product of longitude and latitude values and plot it in 2D. The width of the 2D plot varies with the radius of its corresponding sphere. The scores are described using color (specific values and colors are omitted from this figure, but used in Figures 4-6 ). Notice that there is a distortion associated with this display, especially around the poles. Two spheres, overlayed with their net points and their corresponding 2D plots are shown above.
to find sub chains that are within from the optimal score.
Proof: Intuitively, the problem is hard because all (exponentially many) pairs of submatrices are potential solutions. The CLIQUE problem is well-known to be NP-hard [26] : the input is a graph and an integer k, the output should be either a k-clique, or if there is no such clique, the answer "no". We now reduce the CLIQUE problem to the problem at hand to demonstrate its hardness, that is we show how an algorithm that finds a correspondence with a score within < 1 of the optimal score, can be used to solve CLIQUE. Given a graph G = (V, E), |V | = n we "construct" two chain structures and use the algorithm for finding correspondences of near-optimal scores. The first structure, denoted S A , has n 'atoms' and encodes the graph G: each vertex is associated with an atom (using some ordering) and the distance between two atoms is the shortest path in G of the two corresponding vertices. The internal distances matrix associated with this structure is an n × n matrix D A where D A (i, j) is the length of the shortest path from v i to v j . The second structure, denoted S B , has k 'atoms'; it aims at encoding a clique of size k. The internal distances matrix in this case, denoted D B has zeros on the diagonal and ones elsewhere. If the score is strictly greater than 2(k 2 −k)−1 return the subset of S A (a k-clique); otherwise return "no." The score must be an integer because it is a sum of twos and ones. Thus, if a good score is found it is greater or equal to 2(k 2 − k). Since the second structure has only k atoms, the score is at most 2(k 2 −k). This optimal value is achieved when a k-clique in S A is found; otherwise, there is clearly no k-clique.
An algorithm that solves the approximate structural alignment problem using only the metric properties (and not the fact that is a 3 dimensional Euclidean metric) also solves the above generalized problem. This implies that it either fails to find optimal approximations, or it is inefficient (or that P=NP which is generally viewed as unlikely).
To summarize, the problem in finding good correspondences is that there are (exponentially) many potential candidates. The number of possibilities can be greatly reduced because the structures lie in 3 dimensional Euclidian space and the scores are separable. However, if these restrictions are removed, an exponential blow-up in complexity seems unavoidable.
Results
We examine the properties of the STRUCTAL score for structural alignment of various pairs of proteins; we use a variant score ST T that reduces the dimensionality of the domain to 3.
Recall that under a fixed rigid transformation, the STRUCTAL score is STRUCTAL(r 1 , r 2 , r 3 , t x , t y , t z ) = max
150 250 350 450 Figure 6 : Example of a pair of structures with two meaningful alignments (this example was noted by Zu-Kang & Sippl [37] ). We plot the ST T (on) score for aligning 1mjc (69 residues) and 1shf (59 residues). The two maxima can be clearly seen, as well as additional less significant maxima. These proteins are of the same SCOP class -all-beta, and a different SCOP fold (OB and SH3-like barrel respectively).
and requires O(n 2 ) time to calculate. By the above observations, it suffices to calculate the STRUCTAL score on a net of transformations. Let R be a net for rotations space, T a net for translations and R × T the net for all rigid transformations. Ideally, we would like to visualize the STRUCTAL score over R × T and determine all (near) maxima. Visualizing a function of six parameters is of course very hard. We therefore observe a modified function over the three-dimensional space of rotations:
(STRUCTAL(r 1 , r 2 , r 3 , t x , t y , t z )).
The advantage of focusing on ST T is that it can be visualized; the disadvantage is that multiple maxima due to translation changes alone, are lost from our sight. Choosing r 1 , r 2 , r 3 as the 3 function parameters is somewhat arbitrary; we could have alternatively considered functions over different parameters, e.g.,
In order to reduce the time for exploring the scoring function over the space of rotations we use a heuristic: the maximum score is calculated over a smaller set of translations, denoted T (on). T (on) is the set of translations that positions an atom from protein A on top of an atom from protein B, |T (on)| = O(n A n B ). This speeds up the calculation by a factor of O(n 2 ). The translations in the sets T and T (on) are different; the maximum over T can be higher or lower than the maximum over T (on). However, we assume that the best translation in T positions at least one atom from A on (or close to) an atom from B. This in turn implies that ST T (on) and ST T reasonably approximate each other. Figure 2 shows the results of an experiment that compared of the values of ST T for a set of size 50 × 50 × 50 and ST T (on) for 1000 random rotations. The comparison of two pairs of proteins (5rxn, 1brf) and (1mjc, 1shf) are shown. Qualitatively similar results were observed for other protein pairs and are omitted for brevity. The inserts in Figure 2 show the distribution of values of (ST T − ST T (on) ) / ST T . It seems that the two scores approximate each other well. The net of translations used here is quite fine, probably accounting for the slight advantage of ST T over ST T (on) .
The group of rotations in R 3 , denoted SO(3), can be described by quaternions (unit vectors in R 4 ) [30] . A rotation by an angle θ about the normalized vector (n x , n y , n z ) is described by the quaternion (n x cos θ/2, n y cos θ/2, n z cos θ/2, sin θ/2). Furthermore, SO(3) has a natural metric that is well described by angular separation in quaternion space. Consequently, we study rotations space with a net on the hypersphere S 3 in R 4 (quaternion space). Notice that opposite points in S 3 are identified; this reflects the topology of the group of rotations which is 3D real projective space. For our purposes, this implies that it suffices to place a net only on a half of S 3 .
Notice that a Cartesian product of longitude and latitude nets is a net for a hypersphere S 2 in R 3 . Here, we use a longitude net that is uniformly spaced and a latitude net that uniformly spaces its cosine values. This net can be visualized in the plane by placing the longitude values along the x axis and the lati-tude values along the y axis. Note that unlike the hypersphere, this display does not show the wrapping around of the longitude values; it also has a distortion around the poles of the hypersphere. Figure 3 shows examples of three dimensional hyperspheres, overlayed with their net points and a planar layout of the nets. The two dimensional hyperspheres can be sampled more efficiently (e.g. [27] ); our sampling scheme allows easy planar visualization of the score function values on the hyperspheres.
We visualize the function ST T (on) , for specific pairs of proteins, using short videos. The position in the frame sequence serves as an additional dimension (aside of the two planar coordinates). The data figures show an (ordered) subset of the video frames. The full videos are available on our server 1 . Denote a unit quaternion in R 4 by q = (x, y, z, w) ( q = 1). The set of unit quaternions of a fixed w is a hypersphere S 2 in R 3 of radius √ 1 − w 2 . Each frame in the video has a fixed w value, which also determines the frames order. Since we are only concerned with half of S 3 , w is equally spaced in the interval [−1, 0]. Varying w, we place a net on the corresponding hypersphere and evaluate the scoring function at all net points. Then, the score values are visualized in the plane as described above, using a color scale ranging from blue (low) to red (high). The number of points on a net varies with the area it covers. Lastly, the width of the displayed planar net depends on the radius of the hypersphere, as shown in Figure 3 . There are approximately 10 6 net points in the sampling displayed above.
We examine three types of behaviors of the STRUCTAL scoring function when aligning pairs of proteins. Figure 4 depicts the score when aligning two structurally different proteins: 1jjd and 1dme (both SCOP fold Metallotheionein). As seen in the figure, there are only rotations with low scoring alignments. By exhaustively considering all rotations we prove that there are no good alignments. Figure 5 depicts the score when considering two proteins with a single meaningful maximum: 5rxn and 1brf (SCOP fold classification Rubredoxin-like). This figure shows a clear, single, high-scored maximum yielding a good alignment. Figure 6 shows the scoring function for two proteins 1 http://csb.stanford.edu/rachel/structal alignment with several meaningful maxima: 1mjc and 1shf-a (SCOP fold OB and SH3-like barrel respectively). This example is listed in the work of Zu-Kang & Sippl [37] . A closer examination of the different maxima in Figure 6 shows that the multiple high-scoring orientations are due to an internal symmetry in the structures 1mjc and 1shf-a. This symmetry, coupled with the two structures being fairly similar to each other, accounts for the multiple orientations that position many atoms from one structure near corresponding atoms from the other.
Conclusions
We have presented a polynomial scheme for protein structural alignment. Exploring the space of rigid transformations solves this problem efficiently because it exploits the fact that proteins exist in a 3-dimensional Euclidean space. It seems unclear how to incorporate this crucial information if one poses the problem via internal distances matrices. Unless 3-dimensionality is taken into account the problem becomes significantly harder (NP-hard). We found sufficient conditions for a scoring function so that all optima can be found in polynomial time. Devising novel scoring functions that detect biologically significant sub-structures is still an open area of research.
Experiments with the STRUCTAL scoring function on several pairs of proteins suggest that this scoring function is "well-behaved" on the domain of rotations. Studying the landscape of various scoring functions can prove valuable for the purpose of developing robust and efficient tools for structural alignment.
We call the reader's attention to the fact that multiple structural alignment is an immediate extension of this algorithm. For a fixed, small number of globular proteins, it is a polynomial algorithm (e.g., for three globular proteins it takes O(n 19 / 12 ) time). Multiple alignment is by and large an unsolved problem and, although the direct extension has prohibitive running time, the analysis described in the paper offers means of tackling it. first author is supported by the National Science Foundation (grant number CCR-0086013).
