Abstract. We show that under certain large cardinal requirements there is a generic extension in which the power function behaves differently on different stationary classes. We achieve this by doing an Easton support iteration of the Radin on extenders forcing.
Introduction
This work is part of the general project to understand all possible behaviors of the power set function according to the size of large cardinals in the core model. We deal here with the power function below a strongly inaccessible cardinal or just globally. Usually, there is a club subset with the power function having a uniform behavior along it, see [2, 3, 14] . It is natural to ask if a uniform behavior on a club is necessary. For a singular of uncountable cofinality there are limitations posed by the Silver Theorem. Also [11] provides additional limitations. The present work answers the above question negatively and provides a method of constructing models with different behavior of the power function on different stationary subsets of an inaccessible or on different stationary classes. In [6] other methods are used to deal with the same situation but below a singular of uncountable cofinality.
We demonstrate some possibilities by proving the following theorems. By the results of [10] , the above theorems are optimal for each ξ = ω 1 . By [10] the assumptions are almost optimal.
Theorem 5.5. Let κ be a regular cardinal in K. Suppose that for each ξ < κ the set {λ < κ | o(λ) = λ +3 + ξ} is stationary. Then there is a cardinal preserving generic extension of K in which {λ < κ | 2 λ = λ + or λ is regular} is nonstationary and both sets {λ < κ | 2 λ = λ ++ } and {λ < κ | 2 λ = λ +3 } are stationary.
Theorem 5.6. Suppose that for each ξ ∈ On, {ξ < λ < κ | o(λ) = λ +3 + ξ} is a stationary class. Then there is a cardinal preserving class generic extension of K in which {λ ∈ Cn | 2 λ = λ + or λ is regular} is a nonstationary class and both sets {λ ∈ Cn | 2 λ = λ ++ } and {λ ∈ Cn | 2 λ = λ +3 } are stationary classes.
By [10] the assumptions are optimal. The structure of this work is as follows: In section 2 we review the needed results from the Easton iteration of Prikry type forcing notions theory. In section 3 we review facts about extenders, and the Prikry on extenders forcing notion. In section 4 we present the iteration of the Radin on extenders forcing notion. Section 5 presents the usage of the iterated forcing to control the power set function on stationary sets.
The notation we use is standard. We assume fluency with forcing (p ≤ q means p is stronger than q), iterated forcing, and large cardinals methods (namely, extenders, ultrapowers, and their elementary embeddings).
The Easton iteration
The Easton iteration of Prikry type forcing notions was introduced in [7] , and appears in a simplified form in [5] . In this section we review results from [5] used in the current work, stripped down to the special cases we need. We refer to [5] for the proofs. When we refer to the forcing notion ' P, ≤, ≤ * ', we mean that P is of Prikry type in the above sense. Namely, we force with P, ≤ and ≤ * is the auxiliary order.
Note that, trivially, P, ≤, ≤ is of Prikry type.
Definition 2.2. The Easton iteration of Prikry type forcing notions,
We call s the support of p and write supp p for it. Definition 2.3. For p, q ∈ P κ we say p ≤ * q (p is a Prikry extension of q) if
If the induction terminates, then we have a set of generators for j:
The measures in this work are not on crit(j) but on functions taking values inside crit(j). These objects are named OB in this work.
In the following definition of extender we note that the interesting case is when
Given E, a κ-extender, we let j E : V → M Ult(V, E) be the corresponding elementary embedding.
We use the objects OB and not just κ in order to solve a technicality appearing in the Radin on extenders forcing. That is, if we have a long enough coherent sequence of extenders, and a large set in the sense of all of them, then we cannot know from which extender a specific point from this large set was taken. Hence we will not be able to use the projection of the right extender. Our solution is to use OB, where each 'point' is in fact a function. This function contains all the information we need from the extender, that is the projection and where to project.
Assume d ∈ [j(κ)] ≤κ . As usual, a set T ⊆ OB(d) <ω ordered by end-extension and closed downwards is called a tree. We use the following notation for a tree T :
For our purposes we need special trees called E(d)-trees:
Note that we use the convention Suc T () = Lev 0 (T ).
3.2. The Prikry on extender forcing notion. We review the definition and basic facts about the Prikry on extender forcing notion [9] . The form of the forcing we give is a simplification of the presentation in [15] .
, and let E be the κ-extender derived from j.
We begin by defining the forcing notion P * E , ≤ * :
* is the Cohen forcing adding |j(κ)| subsets to κ + ).
Definition 3.7. A condition p in P E is of the form f, T , where
We write supp p, f p , and T p , for dom f , f , and T , respectively.
Definition 3.9. Let q ∈ P E and ν ∈ T q . We define q ν ∈ P E to be p where
Definition 3.11. Let p, q ∈ P E and n < ω. We say that p is an n-point extension
The properties of P E we need are summarized in the following theorems. The reader is referred to [9] or [15] for the proofs.
Theorem 3.13.
(1) P E , ≤, ≤ * is of Prikry type. 
The Easton iteration of the Radin on extenders forcing
This section is modeled after section 3 of [7] . The major change is that instead of the measures used there we use extenders. The main theorem iterates the Radin on extenders forcing notion [13] along a Mitchell style (i.e., using double indexing) coherent sequence of extenders.
The next definition adopts the general notion of coherency [16, 17] to our context. Note the last requirement is a restriction of the sequence to non-overlapping extenders.
Since dom E consists of pairs of ordinals and we need to access the first coordinate from time to time, we use the notation dom 1 E for the projection of dom E to the first coordinate.
Theorem 4.2. Let E be a coherent sequence of extenders such that
Then there is a cardinal preserving generic extension in which
Proof. The forcing notion we use is the Easton iteration of the Radin on extenders forcing notion. The proof is by induction on the length of the iteration κ ≤ dom 1 E.
• κ = 0: As usual P 0 = 1 and there is nothing to prove.
• κ is a limit ordinal:
an α < κ such that P κ P α and there is nothing to prove. So we assume this is not the case.
Let G κ be a P κ -generic filter, and set ∀α
. By the induction hypothesis we have for each α < κ,
and V and V [G α ] have the same cardinals.
Cardinal above κ are not collapsed by the general Easton iteration theory. Hence V and V [G κ ] have the same cardinals.
• κ + 1: If κ / ∈ dom 1 E then we setQ κ = 1 and P κ+1 = P κ * Q κ , thus there is nothing to prove. So, we are left with κ ∈ dom 1 E: We would have liked to letQ κ be the P κ -name of the Radin on extenders forcing with the extenders E κ,ξ | ξ < o E (κ) . However, after forcing with P κ , the extenders E κ,ξ measure no longer all subsets of OB. We begin by finding a good enough replacement for the lost extenders. So, Let G κ be a P κ -generic filter.
Proof. Observe that ∀ξ ≤ κ P ξ = P N ξ , and thatQ | ζ < κ + and call it a master sequence for Ult(V, E κ,0 ({κ})).
, ≤ * , where
. We factor j κ,0 through the normal measure as follows:
Noting the existence of X ∈ E κ,0 ({κ}) such that
we can define a function f
That is
Retreating to N Ult(V, E κ,0 ({κ})) we get
Thus there is ζ < κ The following definition makes sense since the master sequence ṗ
. Note that:
(1) On the one hand, P κ has added subsets to j κ,0 (κ), hence there are ultrafilters which have no 'original' in the ground model. ≤κ . So we really do not need these orphan ultrafilters.
We defineĖ κ,0 (ḋ) as follows:
(p Pκ Ȧ ⊆ȮB(ḋ) and
Using the Prikry property we find p
Proof. The (⇐=) direction is immediate from the definition. We prove the (=⇒) direction.
(1) Assume p Pκ Ȧ ∈Ė κ,0 (ḋ) : This means that there exists X, a maximal anti-chain below p, such that for each q ∈ X there is ζ q < κ
Proof. We prove the four conditions showingĖ κ,0 (ḋ) is a κ-complete ultrafilter.
(
(2) Assume λ < κ and p P κ ∀µ < λȦ µ ∈Ė κ,0 (ḋ) : That is, for each µ < λ there is ζ µ < κ + such that
Since crit(j) = κ > λ we get 
Proof. The only thing left to be proved is the lifting. We work in V . First we note that
The second thing to note is that if
≤κ such that Pκ ḋ ⊆ď .
When ξ > 0 we cannot lift the extender E κ,ξ to an extender in
. This is because we use the Prikry condition to decide when a set is large. When ξ > 0 we have thatQ
there might be two incompatible conditions (which are nonetheless Prikry extensions of the same condition!), one deciding that some set is large and the other that it is small. What we do is construct an indexed set of filters. The properties of these filters will allow us to work almost as if we had ultrafilters. In fact this system of filters is the name of an extender which is found in a Cohen generic extension of V [G κ ]. 
. We factor j κ,ξ through the normal measure as follows:
Noting the existence of X ∈ E κ,ξ ({κ}) such that
we can define a function f * : X → V such that
and
Retreating to N Ult(V, E κ,ξ ({κ})) we get
Thus there is ζ < κ
. Sending the last equation In order to lift the ultrafilters in E κ,ξ we define a forcing notion which will be used to index the lifting. Definition 4.2.14. Let G κ be P κ -generic. In V [G κ ] we define the forcing notion
is equipped with the partial order 
Note that the above definition relates to our main forcing notion 4.2.26 in the same way as 3.6 relates to 3.7. That is a tree of large sets will be put along side f . The complication here is that now we have filters instead of ultrafilters. Thus in 3.7 the largeness of the sets was dependent on dom f . Now the largeness depends on f (and not only its domain).
The requirement o E (f n−1 (κ)) ≥ o E (f n (κ)) stems from 4.2.26. The f n−1 (κ)'s codes a previously added Radin sequence and o E (f n−1 (κ)) codes the order type of this sequence. If o E (f n−1 (κ)) < o E (f n (κ)) then the sequence coded by f n−1 (κ) is a prefix of the sequence coded by f n (κ), hence giving superfluous information.
We construct the filters which are the lifting of the ultrafilters in E κ,ξ (ξ > 0). The following definition makes sense since j κ,ξ P κ = P κ . Definition 4.2.15. Assume ξ, p,ḟ ,Ȧ, andḋ are such that 0 < ξ < o E (κ) and
We define a P κ -name,Ė κ,ξ (ḋ,ḟ ), as follows:
Lemma 4.2.16. Assume ξ, p,ḟ ,Ȧ, andḋ are such that 0 < ξ < o E (κ), and
Proof. The (⇐=) direction is immediate from the definition. We prove the (=⇒) direction. So, assume ξ, p,ḟ ,Ȧ, andḋ are such that 0 < ξ < o E (κ), and
This means that there exists X, a maximal anti-chain below p, such that for each r ∈ X there are ζ r < κ + ,q r , such that
Hence we can construct a P κ -name,q, such that ∀r ∈ X r Pκ q =q r . We set ζ = r∈X ζ r . Since |X| < κ we get ζ < κ + . Thus
Claim 4.2.17. Assume ξ, p,ḟ , andḋ are such that 0 < ξ < o E (κ) and
Proof. 
.
It is immediate that there areq and ζ < κ + such that p P κ fq =ḟ and
We can view the corollary of the following lemma as a form of 'ultrafilterness'.
Lemma 4.2.18. Assume ξ, p,q,Ȧ, andḋ are such that 0 < ξ < o E (κ), and
is a name of a dense open subset of j κ,
Using the Prikry property we find p * 
Then there is f
such that either
A corollary of 4.2.15-4.2.19 is that the system
this extender is
where the ultrafilters F κ,ξ (d) are defined by
A couple of remarks regarding the last corollary are in order:
(1) Of course we could have taken H * to be aQ
(2) The demand ξ > 0 is not really needed. After all forcing with P * E adds no subsets to κ, hence the lifted extenderĖ κ,0 [G κ ] remains an extender in
The following is the substitute for the intersection of measures used in the Radin on extenders forcing.
Note that we have used E κ,0 (d, f ∅) in the above definition. Obviously we just mean E κ,0 (d). In addition, instead of writing π dom f,dom g we will write π f,g .
After all these liftings, we are ready to define the forcing notion at stage κ of the iteration,Q κ . The definition is by induction on o E (κ). o E (κ) = 1: ThenQ κ [G κ ] is the Prikry on extenders forcing, reviewed in 3.2, with the (lifted) extender
is the Radin on extenders forcing, defined as follows,
<ω is defined as
Note in the above definition that when α = κ we have o E (f n (α)) = 0. In the following couple definitions it is implicitly assumed that if T is a tree then Suc T () is Lev 0 (T ).
and for each ν ∈ T ν 0 ,...,ν k−1
It is useful to observe that different levels in E κ (f )-fat trees are big in the sense of product filters (and hence the different levels in E(f )-trees are big in the sense of all relevant product filters). Recall Definition 4.2.25. Assume F 0 is a filter on A 0 , and for each ν 0 ∈ A 0 , F 1 (ν 0 ) is a filter on A 1 (ν 0 ). Then the product filter
By induction we define
Definition 4.2.28. Let q ∈ PĒ and ν ∈ T q . We define q ν ∈ PĒ to be p where
When we write 
<ω }| ≤ κ + , so we can assume that ∀p, q ∈ X ∀β ∈ d f p (β) = f q (β). Let us fix two conditions, p, q ∈ X, and let
Proof. Assume λ < κ, and 
Pick g ≤ * P * E g such that dom g ⊇ i<k domν i , and set
Since f ν0,...,
Proof. Assume µ < λ and p P E ḟ :μ →κ . For each ξ < µ set 
).
Pick an increasing sequence {λ ζ | ζ < λ} so that o E (κ) = ζ<λ λ ζ . Then for each ξ < µ and ν 0 , . . .
Then we set ζ * = sup{ζ ξ,ν 0 ,...,ν n−1 | ξ < µ, ν 0 , . . . ,ν n−1 ∈ S ξ }, and get ζ * < λ. Hence there τ * such thatλ ζ * < τ * < o E (κ) and for each ξ < µ and ν 0 , . . . ,ν n−1 ∈ S ξ , we have τ (ξ,ν 0 , . . . ,ν n−1 ) < τ * . Let
}.
We note that A ∈ E τ * (f p µ ). We set for each ν ∈ A,
The supremum is taken over less than κ elements hence for each ν ∈ A f * (ν) < κ.
Proof. Assume λ < κ and p P E f :λ →κ . For each ξ < λ set 
Since the supremum is taken over less than κ ordinals we have that for each ν ∈ A, f (ν) < κ. In particular
We construct p * from p λ by shrinking T p λ so as to get that {p λ ν | ν ∈ A} is pre-dense below p * . Thus p * PĒ ∃ ν ∈ A p λ ν ∈ H , and we are done.
All in all we got
This step of the induction terminates by setting P κ+1 = P κ * Q κ .
Applications
In the following examples we use the iteration P κ of the previous section with different coherent sequences E. Proof. For ξ = 0 we iterate the forcing of [8] thus getting that {λ < κ | o(λ) = λ ++ + 1} is stationary. Constructing a coherent sequence E such that {λ < κ | o E (λ) = λ ++ + 1} is immediate. Now force with P κ of the previous section using this E. Since κ is Mahlo, P κ preserves stationary subsets hence Proof. Use class forcing and On instead of P κ and κ in the previous proof, see [12] or [4] , By the results of [10] , the above theorems are optimal for each ξ = ω 1 . are stationaries: Just split S into disjoint stationaries S 2 and S 3 . Then for λ ∈ S 2 restrict the extenders to size λ ++ . Now force with P κ for this E. In the generic extension we have ∀λ ∈ S, cf λ = ω and
Since κ is Mahlo in V , stationary subsets of κ are preserved, thus in the extension Proof. We construct a coherent sequence E such that for each ξ < κ the sets {ξ < λ < κ | o E (λ) = λ ++ + ξ} and {ξ < λ < κ | o E (λ) = λ +3 + ξ} are stationary. Then we force with P κ of the previous section using this E. In the generic extension we get that for each regular ξ < κ, {ξ < λ < κ | 2 λ = λ ++ , cf λ = ξ} and {ξ < λ < κ | 2 λ = λ +3 , cf λ = ξ} are stationary. In this model, as in 5.3, we have that {λ < κ | 2 λ = λ + } is stationary.
We note that the set {λ < κ | 2 κ ∈ {κ ++ , κ +3 }} is fat in the following sense:
Definition 5.5.1. A stationary set S ⊆ κ is called fat if for each ξ < κ and each club C ⊆ κ there is a closed subset of order type ξ in S ∩ C.
By [1] , we can shoot a club through a fat stationary without adding bounded subsets. Thus after shooting the club the power function below κ does not change and in addition we have {λ < κ | 2 λ = λ + or λ is regular} is nonstationary. With the forcing notion of this paper we were not able to eliminate the GCH behavior altogether.
