Abstract-A complete digital audio amplifier has been developed, implemented and tested. The process is entirely computational, and the output load and filter are the only analog components in the system. The process makes use of digital signal processing and a switching power stage to provide both high fidelity and high efficiency, beginning with a digital audio data stream. The advantages of naturally-sampled pulse-width modulation ( 
A. Basis of Switching Amplifiers B. Questions of Fidelity and Distortion
It is known that low-pass filter signal recovery is imperfect for PWM [1] , [2] . In addition, it is natural to expect that the nonlinearities associated with real inverters and switching devices would tend to limit performance. With the extensive growth of digital audio, the digital characteristics of a signal provide a basis for defining high fidelity. For example, the 16-b signal from a CD-Audio (CDA) source has 1-b quantization error as the lower bound on noise and distortion. This is one part in 2 , or 96 dB. A 24-b audio sampling range corresponds to a lower bound of 144 dB. An amplifier that can reach these low levels is effectively perfect by comparison with audio signal quantization error. Commercial audio amplifiers do not achieve these levels in general. A high-end consumer audio amplifier might achieve low-power distortion levels of about 0.05% ( 66 dB). Expensive studio or THX-grade amplifiers can reach 0.02% ( 74 dB). Measured results from an available amplifier with digital input (Sony model STR-DE445) showed 0.2% distortion ( 54 dB) at a 60 W output level. It is important to recognize, however, that for music and similar audio signals, listeners are much more tolerant of harmonic distortion than of nonharmonic noise. An amplifier with 0.2% harmonic distortion, for example, produces good results if its signal-to-noise ratio is high.
In general, a concept of equivalent word length can be used to describe fidelity. Table I shows various bit levels, in comparison with distortion percentages and with distortion dB levels. In audio work, the term total harmonic distortion (THD) is sometimes used loosely: the distortion produced by a nonlinear process need not be harmonic. More generally, the measure at the output is the sum of distortion and noise, even though harmonic distortion has less effect on sound quality than noise. Table I reflects this definition. The equivalent word length is the power of 2 that is close to the inverse of the distortion plus noise fraction. The table only reflects one measure of performance. Dynamic range, intermodulation distortion, channel separation, signal-to-noise ratio and other factors in general favor a high word length in the data stream even if the amplifier linearity (especially in terms of harmonic distortion) is much lower.
Can a PWM process deliver an audio output with total harmonic distortion (THD) and nonharmonic distortion effects that can be considered high fidelity (approximately 60 dB or better)? What are the important distortion effects in a real inverter, and how can they be addressed?
In this paper, it is shown how PWM can indeed be used to provide high fidelity. The distortion effects are analyzed in depth. Noise-shaping processes that reduce quantization errors in the process are described. The process is then implemented in a complete bridge inverter that processes information directly in digital form. The signal processing chain from digital input to the inverter gate drives is entirely digital, and the loudspeaker and its filters represent the only analog components in the system. Experimental results confirm that a PWM inverter can achieve high fidelity in practice. Limitations of dead-time and switching device imperfections can be mitigated to avoid direct effects on system distortion. The experimental circuit delivered 50 W into the load with total distortion plus noise of about 0.022% ( 73 dB) and overall power efficiency of more than 80%.
C. PWM Sampling
In a typical class-D amplifier in an audio application, an analog signal to be amplified is compared against a high-frequency triangle or sawtooth. The resulting switching function drives a bridge or half-bridge inverter. When digital audio signals are available, the conventional approach is to convert first to analog, and then proceed with the comparison process.
Analog PWM is termed natural sampling, since the output time instants represent sample points at which the signal naturally crosses the comparison waveform. It is also possible to apply uniform sampling, in which pulse widths are determined from signal values sampled at a fixed rate. Analysis of natural sampling PWM (NPWM) with a few discrete tones as modulating input [3] has shown that the output spectrum includes the baseband audio signal, the switching frequency and its harmonics, and side bands formed by the analog signal mixing with all harmonics of the switching frequency. Since the switching side bands are unlimited in width, switching distortion extends down into the low frequency baseband range. Thus it is widely accepted that natural sampling generates distortion [4] , [5] . Fortunately, this distortion can be managed with the choice of a high switching frequency.
Uniform sampling PWM (UPWM) also gives rise to the baseband signal, the switching frequency and its harmonics, and switching sidebands. In addition, a UPWM waveform contains harmonics of the signal itself. These are considerably larger than the switching sidebands for practical values of switching frequency. Hence UPWM has more distortion in the audio band than NPWM in practice.
The primary objective of class-D amplifiers is high efficiency. Conventional audio amplifiers rarely exceed 20% efficiency in use. An amplifier based on a PWM inverter, in contrast, can reach 90% efficiency or more. In the past, it has often been assumed that this efficiency improvement benefit comes at the price of distortion. The potential efficiency improvement for battery-powered applications or for miniature amplifiers has driven the study of advanced PWM amplification techniques. It is now known that such a tradeoff is unnecessary. High quality can be achieved with PWM, and distortion can be reduced to acceptable levels.
D. Toward Digital PWM
The connection between natural sampling and distortion is not necessarily relevant for PWM amplification. In power electronics PWM practice, switching frequencies must be set far above the modulating waveform to simplify the filtering process and minimize the size of energy storage components. For a single tone modulating signal, the magnitude of various distortion components is proportional to ordinary Bessel function values [6] , [7] . When the switching frequency is several times the modulating frequency, the baseband distortion is very low. For example, a switching frequency of 88 kHz and modulating frequency of 12 kHz produces distortion in the baseband (12 kHz and below) of a low 111 dB. A switching frequency more than ten times the modulation frequency produces baseband distortion below 144 dB. Considering the audio band to extend to about 20 kHz, a switching frequency of 200 kHz does not produce detectable distortion-based on a single-tone analysis.
An analog PWM process is susceptible to noise. Noise that appears in the modulating signal or the comparison waveform is troublesome, especially since noise causes dc bias effects in an inverter [8] . Another potential source of distortion is the comparison waveform: If the triangle waveform is not perfectly linear, the natural sampling times will contain error, and the end result will be distorted. With the growing use of digital audio in compact disks (CDs), DVDs, movie soundtracks, broadcasting, and computer applications, it is natural to pursue an entirely digital PWM process. Several groups are exploring digital implementations of PWM for audio amplifier applications [9] - [14] .
High-quality digital PWM processes have been considered for more than a decade [15] , although much of the work has not included the switching power stage. Only a few results at the power stage output have been reported [11] , [14] , with significant power levels only in [11] . In any case, it is well established that NPWM can provide the basis for high-fidelity audio processing. Power considerations, such as switch nonlinearities, dead-time requirements, and gate drive delays, are complicating issues that imply additional sources of distortion or other problems. Here the design is carried through to a complete experimental system, with performance that goes beyond the prior results. Fig. 1 shows a progression from an analog PWM process through a fully digital process to the ultimate goal of a "digital speaker." In a so-called digital speaker, an efficient local class D amplifier, combined with a digital processing stream, produces local output in response to both the digital audio input and to network commands such as volume and channel settings. We envision a flexible network-based audio system as the techniques mature.
E. Summary of Contributions
The contributions of this paper are to present the complete process of a high-fidelity inverter for audio applications in the context of power electronics, and to extend the measured performance in prior work to an unambiguous high-fidelity level at significant output power levels. As part of the work, the spectral behavior of UPWM and NPWM is presented for arbitrary modulating signals. A complete digital inverter that begins with a digital audio signal and ends with an inductive load driven by a MOSFET bridge is developed. The signal processing steps begin with an upsampling block to convert relatively slow audio samples to the high switching frequency needed for a practical inverter. The fast samples are then converted with an interpolation approach into a NPWM data stream. The NPWM samples are processed through a noise-shaping filter to move much of the quantization noise out of the audio band, while at the same time allowing a moderate pulse-width resolution to support the full signal fidelity. The noise shaper output is then interpreted as pulse widths and used to generate gate drive signals for the inverter. Gate drive generation addresses dead time. A fourth-order passive low-pass filter augments a loudspeaker load to avoid high-frequency losses in the speaker coil. Experimental results indicate that the approach reaches the distortion and noise performance levels of some of the best available commercial audio amplifiers.
II. NPWM AND UPWM SPECTRAL CHARACTERISTICS FOR
ARBITRARY SIGNALS Fig. 2 shows the difference between UPWM and NPWM. This is trailing edge modulation since the waveform results in switch turn-on at the beginning of each cycle, with modulation applying to the turn-off time later in the cycle. The sawtooth shown represents a hypothetical comparison waveform, needed for the NPWM case. If a sawtooth is used as a comparison waveform, the resulting modulation is called single-edge NPWM. If a triangular waveform is used instead, the result is called double-edge NPWM since both edges will carry information. UPWM is easy to generate. The sample is available, and a direct conversion from amplitude to time is the only step. For NPWM, an intersection point must be located.
A. The General Spectrum
Consider a PWM process with arbitrary input signal , limited in range to . The analysis given here is summarized from [16] . While any PWM approach can be modeled, we will consider trailing-edge, single-sided modulation (TEPWM) in this paper. The results are extended to leading-edge and double-edge cases in [16] . If were identically zero, the pulse-width modulator would produce sq , a 50% duty-cycle square wave that takes on value 1 for and value 1 for . The PWM signal can be represented as a sum of pulses over all time, in terms of the Heaviside step function , as pwm sq
(1) where the th pulse width depends on . The sum in (1) is the signal-dependent part , and consists of a sequence of positive or negative pulses of duration . If , the th pulse is positive, and begins at while if , the th pulse is negative, and ends at . Regardless of the value of , the fixed pulse edges in always occur at .
The signal pwm sq is a finite power signal and thus its Fourier transform PWM exists in the generalized sense. Let SQ and denote the Fourier transforms of sq and respectively. Since the square-wave Fourier series and transform are well known, knowledge of the signal-dependent spectrum will lead to PWM SQ . The pulse has Fourier transform and hence the spectrum of the modulated pulse train is given by (2) The values can be considered for the UPWM and NPWM cases to determine the overall spectral behavior.
B. Spectra of UPWM Signals
In a uniform-sampling TEPWM (UPWM) scheme, the th pulse width equals . Let us use to denote the signal-dependent part of the UPWM signal, and to denote its Fourier transform. From (2) we get (3) (4) where is the Fourier transform of and we have used the discrete-time Fourier transform (DTFT) formula [17] to obtain (4). The overall spectrum PWM of a uniform-sampling UPWM signal is thus SQ where is given in (4). The spectrum of a square wave consists of the carrier signal of frequency and all its odd-order harmonics with amplitudes decreasing inversely with order. However, as shown below, PWM SQ contains all the carrier harmonics with amplitudes decreasing inversely with order.
We consider and in more detail. Let where (5) and (6) Thus includes a signal with spectrum given by (5). It is now apparent that (7) This shows that the UPWM signal contains the modulating signal delayed by as well as distortion arising from the derivatives of the powers of . The distortion terms are reduced in amplitude as increases, and also when period decreases. In addition to derivatives of the powers of , the UPWM signal also includes signal terms , , whose spectra are given by (6) . Note that (8) is a signal at frequency . The above results are general and require only that . More realistically, is strictly band-limited to the signal bandwidth . The carrier frequency will be chosen such that . This condition is required in order to recover from the PWM signal without aliasing effects. Notice that requiring that does not guarantee perfect reconstruction-some residual nonlinear distortion is always present. The distortion performance is better when the value of the switching ratio is large. In [16] , it is shown that if the magnitude of the derivative of is smaller than [which holds whenever is band-limited to where ], then the signal in (8) can be expressed as (9) which can be recognized as the difference of the th carrier harmonic and the phase modulation of the th carrier harmonic by . From (9), the UPWM signal pwm obtained by uniform sampling of can be written as pwm (10) where is given by (7) . Notice that pwm contains every carrier harmonic with amplitude decreasing inversely with order, and also the signal in the baseband together with phase-modulated onto every carrier harmonic.
C. Demodulation of UPWM
Consider now the demodulation process. When is a low-pass signal of bandwidth , much of the distortion represented by the signals can be eliminated by low-pass filtering. That is, a simple demodulator for a PWM signal consists of an ideal low-pass filter with cut-off frequency . In this case, the distortion is dominated by the sum in (7) . Take the demodulated signal to be . The filter output is approximately (11) in the passband. It follows that, ignoring any truncation of the caused by the ideal low-pass filter, the output signal of the demodulator for a uniform-sampling TEPWM signal becomes approximately (12) The approximations indicate that the distortion reduces in amplitude inversely with the carrier frequency . In particular, the power or energy in the distortion signal should reduce at the rate of approximately 6 dB per octave as increases. Now consider NPWM in which derivative distortion does not occur.
D. The Spectra of NPWM Signals
In natural-sampling NPWM, the th pulse width is given by where denotes the solution to the th crossing-point equation:
A useful viewpoint is to consider that the signal resulting from natural sampling of is the same as UPWM sampling of , where is a distorted form of . The UPWM results can be applied to to obtain the spectrum of , where the caret distinguishes this NPWM signal from the UPWM signal studied above.
In order to determine , a solution can be defined for the generalized crossing-point equation (13) where is any fixed real number. Clearly, for each choice of , there must be at least one solution to (13) , and if the derivative of is smaller than , the solution is unique. To have (13) define a one-to-one correspondence between and , must be such that (14) When is a low-pass signal of bandwidth , a theorem of Bernstein (cf. [18, Theorem 6] ) gives that (15) Thus, (14) holds for all possible choices of low-pass functions if it is required that . For some low-pass signals, a carrier frequency as small as the Nyquist frequency will suffice to ensure that (14) is satisfied, but more generally is needed for PWM.
With related to uniquely via (13) , the function can be defined as (16) Notice that the th natural-sampling pulse width for the signal equals , that is, the th uniform-sampling pulse width for the signal . Also, , and thus pwm , the NPWM signal based on , is the same as pwm , the UPWM signal based on . Therefore, (7) leads to the conclusion that pwm includes the signal (17) with spectrum (18) where is the Fourier transform of . More generally, the signal-dependent portion of the natural-sampling TEPWM signal has spectrum (19) where is given in (18) , while for (20) Equations (17)- (20) are unsatisfactory in that the baseband signal as well as the spectra and PWM are specified in terms of and its powers instead of and its powers. The problem can be remedied by showing that, in fact, as given in (17) is precisely : when NPWM is used, there is no harmonic distortion (or delay) in the baseband. The proof that is based on a result due to Lagrange (cf. [19, Section 7.32] ). Details are provided in [16] , where it is shown that (21) The right side of (21) is the same as the right side of (17) and hence, which is the result sought. Thus it has been shown that when natural sampling is used, the modulating signal appears without harmonic distortion or delay in the PWM modulator output. Previously, this result had been proved only for single-tone and double-tone signals.
From this analysis, (19) becomes PWM
We can write the NPWM signal pwm as pwm sq (23) Note that pwm consists of the modulating signal together with every carrier harmonic, and of phase-modulated onto each carrier harmonic, with amplitudes decreasing inversely with . Thus there is an equivalence between a PWM process and a phase modulation process.
To our surprise, we have not found the representation of NPWM shown in (23) in the literature, even though it seems reasonable to assume that such a result must be quite well known. After all, it is well known that phase-modulation of a carrier by a sinusoid produces a spectrum involving Bessel functions, and, of course, so does NPWM with sinusoidal input. Surely someone must already have compared the spectra and discovered that they were identical, and thus deduced that (23) holds for the special case when is a sinusoid.
E. Demodulation of NPWM
Consider demodulation in the case of NPWM. As with UPWM, when is a low-pass signal of bandwidth , an ideal low-pass filter with cut-off frequency can be used to demodulate the natural-sampling TEPWM signal. Most of the statements made in Section II-C are applicable here. In particular, the spectrum of the demodulated signal is (24) where (25) In contrast to UPWM, there is no distortion in the baseband except for the signal components corresponding to , that alias into the filter passband. We can write that (26) which suggests that the NPWM signal can be demodulated without any distortion. This is not strictly true, of course. In fact, it can be shown that the signal components aliasing into the filter passband are much larger in NPWM than in UPWM. In the latter, these components are considerably smaller than the baseband distortion described in (7) and hence do not contribute appreciably to the total distortion. With NPWM, however, these signal components are the only source of distortion in the baseband. Let be the smallest positive integer for which . Then, neglecting the terms for , in (24), we can write (27) Since is a decreasing function of for , the distortion aliasing into the baseband can be reduced by increasing , that is, by choosing . In fact, since , and is small for , the magnitude of the distortion spectrum should decrease as as increases. Numerical results given in the next subsection seem to indicate that asymptotically the distortion might be decreasing as fast as .
F. Example
For UPWM, a distortion signal can be defined as where is the inverse Fourier transform of as given in (11) . For NPWM, a distortion signal is defined as where is the inverse Fourier transform of as given in (24) . The total distortion (TD) is the energy or power of the distortion signal, and the relative total distortion (RTD) is defined as the ratio of the total distortion to the energy or power of the input signal in the filter passband, that is RTD TD (28) where is the energy or power spectral density of , and the integral in the denominator of (28) gives the total signal energy or power in the demodulating filter output.
As an example, consider the finite energy modulating signal which has bandwidth Hz. Choose Hz also, and note that this particular input signal satisfies (14) if . Table II shows the RTD in decibels for different switching ratios for UPWM and NPWM. These results were obtained by numerical integration of (28) . For UPWM, when the switching ratio doubles, the RTD drops by about 6 dB. This supports the conclusion from (12) . In comparison, the RTD of NPWM decreases much faster. For NPWM, the values of the RTD in dB shown in Table II can be approximated by the function , that is, the distortion is decreasing as . For a switching frequency more than about eight times the signal bandlimit, distortion in the NPWM case is below the 24-b equivalent level in Table I .
G. PCM-to-PWM Conversion
So far, it has been demonstrated that NPWM, in the context of a sufficiently high switching frequency, can in principle lead to a high-fidelity result. Now we wish to determine how NPWM can be used in the context of a signal that is already in digital form. The nature of a digital PWM process begins with conversion from the incoming data stream into pulse-width values. Consider the conventional CDA format. The audio information in CDA is stored as two channels of 16-b pulse-code modulation (PCM). Each digital word represents the amplitude of the audio signal at a uniform sampling rate of 44.1 kHz (intervals of 22.7 s). Other digital formats all are fundamentally PCM systems, perhaps with higher rates or longer word lengths. A digital PWM process must convert the uniformly-sampled amplitude information into time information to establish the switching instants.
A straightforward conversion to PWM would be to translate amplitude variation directly into pulse width variation. The 2 possible heights correspond to possible pulse widths. In principle, we could build a PWM signal that switches at 44.1 kHz and has any of these possible widths. This direct approach is not feasible for three reasons. First, Table II shows that the switching frequency is not far enough above the 20 kHz signal band to avoid baseband distortion. Second, this would be a UPWM process, since the waveform information is uniformly sampled. The output would contain harmonic distortion. Third, digital generation of these PWM pulses requires time resolution of (22.7 s) ns, which is difficult to achieve. Since direct amplitude-to-width conversion is not a valid solution, it is more logical to first use a higher switching frequency, then use a process that involves NPWM. Presumably a higher switching frequency would reduce the number of necessary pulse widths without deteriorating the baseband information. A typical inverter might begin with a 10 switching frequency (at least 200 kHz in this context). For more convenient data processing, it would be useful to use a multiple 2 of the CDA sampling rate as the switching frequency. A choice of kHz 176.6 kHz is adequate but a bit low for convenient filtering. A choice of kHz 352.8 kHz should be possible. Higher rates will push the performance of available power MOSFETs. Unfortunately, a higher switching frequency exacerbates the time resolution problem. At 352.8 kHz, time resolution for 2 pulse widths is just 43 ps. A noise-shaping process will be used to reduce the number of distinct pulse widths and bring the time resolution to a practical value.
Given a switching frequency that is a multiple of the sampling frequency, an upsampling process [20] can be used to generate a faster data stream suitable for the higher rate. Upsampling is the process of generating intermediate sample values by interpolation or by sample insertion and filtering. In a typical process, extra zero-value samples are inserted in the original data stream. Since the audio signal is bandlimited, conventional digital filtering can remove the high harmonics and provide extra samples that should track the original waveform. Upsampling is a common step in the signal reconstruction process in commercial digital audio systems. Our implementation starts with an 8 upsampling process, which provides a PCM audio data stream at the target 352.8 kHz switching frequency.
Once the upsampled data are available, it would be straightforward to generate UPWM directly from the samples, but again harmonic distortion would be produced. NPWM generation is computationally more complex, since signal crossings, as in Fig. 3 , relative to a 352.8 kHz sawtooth or triangle must be determined. Our implementation converts from uniform to natural sampling in real time with an interpolation process. To retain high fidelity, a precise interpolation is essential. The issue is illustrated in Fig. 4 , which shows an expanded view of two audio signals over a short time interval. Of interest is the actual value of the signal at the crossing point, . Interpolation provides an estimate of this value. Consider an interpolation that uses just two sample values, and . The logical choice is linear interpolation, which will give the same estimate for both signals in this case. More generally, working from sample values, a logical choice is Lagrange interpolation [21] , in which a polynomial of degree is found to pass through the points.
Lagrange interpolation requires division operations, which can be inconvenient in a DSP implementation, and can be computationally intensive. As a result, there have been many efforts to produce simplified interpolation methods for the purpose of PCM-to-NPWM conversion. Since the upsampled PCM stream can be interpreted directly as UPWM, the process can be considered a UPWM-to-NPWM conversion approach. In [9] and [22] , corrections to linear interpolation are proposed. In [9] , the approach attempts to adjust the sample process along a continuum between UPWM and NPWM, based on certain fitting parameters. The parameters are signal-dependent and must adapt throughout the waveform. In [22] , it is proposed to add a curvature correction to linear interpolation. This can provide improvements for known single-frequency signals, but for random audio signals (as in Fig. 4) there is no consistent way to modify a linear interpolation. In [23] , a predictor-corrector approach is taken to the interpolation process. In [24] , a Newton-Raphson method is applied iteratively to estimate the crossing times. The performance can be made high-if a mathematical representation of the signal is available. The need for such an expression and the iterative process leads to high computational complexity for the Newton-Raphson method.
Lagrange interpolation, used directly, does not provide an error estimate. A Taylor series analysis (which assumes ideal knowledge of derivatives as well as the samples themselves) for linear interpolation suggests that the error magnitude is bounded by about half the square of the sampling interval times the second derivative of the signal. For CDA, the interval is 2.83 s, and the second derivative magnitude can be as high as . For a 20 kHz signal, the product , and an error of several percent is possible. This is pessimistic, however, since audio signals rarely have strong high-frequency content and because harmonic distortion on this fast signal will not be audible. For a modulating frequency of 6.67 kHz (the highest one for which third-harmonic distortion might be audible), the factor , or about 43 dB relative to full scale. The interpolation algorithm introduced previously by our group [25] uses four neighboring uniform samples to estimate each natural sampling point. With samples and Lagrange interpolation, the error should be bounded by . For four samples and 6.67 kHz signals, this gives an error bound of 8.3 10 , or 102 dB. This is a worst-case peak value. In simulation with a 6.67 kHz signal with 90% depth of modulation, a four-point Lagrange interpolation exhibited about 120 dB of distortion [26] . Since 102 dB is better than the CDA equivalent 16-b word length, some simplifications should be possible. The algorithm in [25] uses polynominal approximations to avoid divisions, and leads to a fast interpolation computation process compared to Lagrange interpolation. This is a good match to real-time implementation, at the expense of lower accuracy. This algorithm, as implemented in the experiments below, requires 14 multiplications, 11 additions, and 1 comparison per sample. The performance in simulations was about 6 dB worse than Lagrange interpolation, still providing an equivalent 16-b word length.
More recently, we have used an analysis based on Lagrange's Expansion Theorem [27] , [19] to provide more accurate error estimates and improved algorithms. It can be shown [28] that the width of the th pulse, under trailing-edge NPWM, is given by (29) Since the derivatives are bounded, this series can be truncated to some number of terms to provide increasingly accurate estimates of the crossing point.
The truncation process also provides an error estimate. In this case, truncation to one term represents UPWM, while higher order terms require additional sample points to approximate derivatives. When four terms are used, for instance, derivatives through third-order are required, but no divisions are involved.
An algorithm that uses seven sample points to estimate three derivatives was able to interpolate the crossing point with 16 multiplications and 19 additions, and showed effective distortion of just 114 dB for a 6.67 kHz signal. Algorithms based on the Lagrange expansion process offer excellent promise for future extension to precision digital audio.
III. NOISE SHAPING
The PCM-to-NPWM conversion process preserves the resolution of the data stream if the interpolation is accurate. The natural sampling cross points are computed with the same number of bits as the PCM word length. For CDA signals, the converted results provide 16-b resolution for 352.8 kHz samples-corresponding to a time resolution of 43 ps. In order to avoid an excessive clock rate for PWM generation, the number of bits per pulse and, consequently, per sample, can be reduced. Simple truncation would reduce the word length but would also introduce significant quantization noise. The noise power would be uniformly spread across the spectrum, so much of it would lie inside the audio band and would be audible at the output.
There is a well known way to reduce the number of bits without compromising the signal-to-noise ratio (SNR) inside the audio band. Noise-shaping [15] , [29] , [30] introduces about the same total noise power as truncation, but the noise power spectral density is shaped as part of the process. If the quantization noise is made to be low inside the audio band and high above it, the number of bits can be reduced while retaining the same in-band SNR. Noise-shaping can be performed only if there is a frequency band to which the noise power can be redirected, out from the audio band. Since the signal has already been upsampled, the band to which the noise power can be redirected extends from 20 kHz up to 176.4 kHz (half the sampling rate).
From a power electronics perspective, noise-shaping can be understood in part in terms of fast averaging. Consider a dc-dc converter in which the duty ratio resolution is just 10%, but in which the desired duty ratio is 0.433. If the switching frequency is high, the duty ratio can alternate between 0.4 and 0.5 so as to deliver 40% duty about 2/3 of the time and 50% duty about 1/3 of the time. There will be additional ripple (at a frequency lower than ), but a precise average can be generated if the extra ripple can be filtered or tolerated.
The noise-shaping technique is shown in block form in Fig. 5 . Most of the prior work in noise-shaping deals with a 1-b sample data stream, but this is not a severe limitation. Here, is the 16-b NPWM information coming in at 352.8 kHz and is chosen to be an 8-b representation of the same information at this rate. In general, we need an optimal solution of such that the noise power is minimized in the audio band. To facilitate implementation, a simpler approach is to realize an th-order FIR filter with integer coefficients, to provide the form It can be shown that supports the reduction to an 8-b word length while preserving equivalent 16-b word-length per- is slightly (about 1 dB) better with a similar complexity level.
Other choices of are possible [31] . One challenge is the effect of the noise-shaping process on the crossing-time estimates from the PCM-to-NPWM conversion. In effect, after noise-shaping the crossing times are "contaminated" by the output quantization noise from the noise shaper. We can consider the time estimates for NPWM to be a separate correction function, , with a bandwidth approaching half the switching frequency, to the upsampled UPWM data stream. Although the noise-shaper output does not interfere strongly in the audio band, it does have the potential to interfere with higher-frequency aspects of the correction function. In practice, we have found that noise-shaping filters with actually increase the total in-band noise. This is likely to result from aliasing with the correction function. In the literature, noise shapers with orders no higher than five are usually recommended, although no detailed investigations of the issues have been reported. Noise-shaping effects in PWM processes are a possible area of future study.
The output from the noise-shaping filter is a list of switching times that, thanks to the bit reduction, requires PWM pulses with only 256 different possible widths in each 2.83 s period. Inside the audio band, the 8-b and 16-b representations are almost equivalent, while extra quantization noise is present in the ultrasonic range. The time resolution needed to construct the PWM wave is now 2.83 s/256 11.1 ns. This corresponds to a clock frequency of 90.3 MHz, which at present can be found even in relatively low-cost circuits. So far, the fidelity still corresponds to 16-b word length, with a set of signal processing algorithms that are straightforward to perform in real time on a typical DSP chip. The extension to 24-b audio requires interpolation methods that use a few more sample values and noise-shaping that retains a few more bits for pulse-width resolution. Better time resolution can be supported by techniques such as those in [32] , in which a digital process controls a much faster ring oscillator that provides finer pulse width values.
IV. PWM GENERATOR AND INVERTER
The 8-b signal in Fig. 5 can now be converted to a logiclevel PWM waveform with a simple counter. To avoid PWM saturation, the counter inserts margins at each pulse edge in order to guarantee a minimum and a maximum pulse width. This reduces the dynamic range but minimizes the effect of any nonlinearities in the power stage. Thirty-two extra clock cycles are inserted as margins in each pulse period, and therefore the actual counter clock frequency is kHz MHz. The logic counter also is used to generate dead times that ensure break-before-make (BBM) switch operation and avoid shoot-through currents [33] in the power stage. Fig. 6 shows the PWM inverter power stage. It is a conventional full-bridge complementary MOSFET inverter followed by a passive low-pass filter. Level-shifting circuitry is used for the high-side gate drivers. There is nothing special about the devices-our experimental test unit uses low-cost IRF520 parts for the -channel devices. Because of the dead time, there are two separate signals, A and B, for each audio channel. The MOSFETs never create a direct path from the supply line to ground.
The passive filter is not essential to output performance, since the loudspeaker itself will provide a low-pass function, but the use of an additional filter smooths the speaker current and avoids excess energy loss in the loudspeaker coils and magnetics. It also avoids radiation of the fast PWM waveform. The filter design uses a four-pole Butterworth characteristic, with a corner frequency high enough to avoid both amplitude and phase distortion in the audio band.
The circuit in Fig. 6 does not provide power supply rejection, and indeed adjustment of the power supply rail provides a convenient volume control. Since the output signal is proportional to the inverter rail voltage, it is important that the rail should be free of in-band noise and interference. On the other hand, an adjustable switching power supply, linked to the 352.8 kHz PWM frequency, would not add distortion at the output. It might be expected that device forward-drop would lead to additional distortion. However, this is not the case when MOSFETs are used. Since the devices act as resistors when on, the circuit analysis shows that the drops are exactly equivalent to placing a resistor in series with the loudspeaker. This reduces the available output amplitude based on a voltage-divider effect, but does not introduce distortion. In principle, there would be no distortion at all with matched devices, but in practice even discrete devices give good performance. This effect can be tested by reducing the power supply rail voltage. In our experimental system, audio fidelity is maintained even at rail voltages below 1 V. The loudspeaker output sounds fine even with a rail voltage of 0.1 V or less! It is possible to provide power supply rejection and performance improvement either with an augmented PWM process that takes into account a sensed supply voltage, or by using a special "feedback" approach. In essence, response to power supply variation or other nonlinearities can be viewed as a small correction to the pulse-width provided by the signal-processing algorithm. For signal fidelity, the question is whether the actual switching times observed at the inverter output match the intended switching times into the gate drives (plus some delay). For power supply rejection, the question is whether the volt-seconds delivered to the speaker match the commanded values. In either case, this is a compensation process that involves the "raw" PWM waveform, as opposed to a feedback process based on the intended analog output signal. Through a determination of whether the output should be higher or lower, the pulse widths can be adjusted one bit at a time until optimum performance is obtained. The process is similar in some ways to correction methods described in [13] . 
V. EXPERIMENTAL RESULTS
The hardware stage is shown in Figs. 7 and 8 . Fig. 7 shows a commercial Motorola DSP development board which processes a digital optical signal to produce real-time PWM. An output conversion board comprises an FPGA that implements the PWM counter and creates the square waves. The output is then delivered to the inverter stage at the right. The inverter stage is shown more closely in Fig. 8 . The MOSFETs are in surface-mount packages (two of the four are on the bottom of the board). The four inductors for the output low-pass filter are clearly visible. The banana jacks for input dc power and output audio power provide a scale. This small output circuit is rated to deliver up to about 15 W continuous, with no heat sinking other than the circuit board metallization. An inverter version with through holes for TO-220 MOSFET packages was able to deliver up to 90 W into a 6 load, and was used for the output data given below. The layouts were arranged to avoid crosstalk among the gate drives, but there are no special precautions for shielding. Table III shows measured distortion results for a 1 kHz sinusoidal test signal with the uncompensated system. These are purely open-loop results, with no power supply rejection and no input other than power and the digital signal. At 100% modulation with a 43 V supply, the inverter delivers almost 70 W into an 8 W load with 89% efficiency. The total distortion and noise of 0.2% represents a level of 54 dB, close to the target high-fidelity level, and comparable to the performance of our purchased comparison amplifier. Table IV shows measured distortion for the complete system, including output compensation to eliminate power supply sensitivity. Distortion pulse noise levels of 0.02% harmonic distortion at 51 W output compare favorably with high-end commercial-grade audio amplifiers. The efficiency of 80% or more at these levels is a dramatic departure from commercial hardware. This distortion level demonstrates that a PWM inverter can achieve high fidelity at a significant output power level. Additional work with improved interpolation and adjustments to the correction process has pushed the output distortion plus noise result down to about 80 dB at 50 W. Now that distortion levels better than 0.02% can be demonstrated, it is reasonable to expect PWM inverter technology to make significant inroads into amplifier applications over the next few years.
VI. CONCLUSION
High-fidelity and PWM are not mutually exclusive. It has been shown in this paper that a signal-processing procedure that leads to 8-b resolution NPWM can produce audiophile fidelity at the output of a conventional full-bridge MOSFET inverter. It has also been shown that a fully digital processing sequence is possible, beginning from a digital audio data stream and ending at a PWM output into a filtered load. Prototype circuits have demonstrated 0.02% combined total harmonic distortion plus noise for a standard audio test signal at 51 W output and 82% efficiency, based on conventional low-cost TO-220 power MOSFETs. A smaller version, implemented with surface-mount MOSFETs and capable of about 15 W of audiophile output, was demonstrated at the 2000 IEEE Workshop on Computers in Power Electronics [34] .
