We give an apparently new proof of Stirling's original asymptotic formula for the behavior of ln z! for large z; Stirling's original formula is not the formula widely known as "Stirling's formula", which was actually due to De Moivre. We also show that this old formula is quite effective for numerical evaluation of ln z! over C, when coupled with the sequence acceleration method known as Levin's u-transform.
Introduction
Stirling's original formula for the asymptotics of ln z! has been obscured by the formula popularly known as "Stirling's formula", namely ln z! ∼ (z + 1 2 ) ln z − z + ln
which was actually found by De Moivre after Stirling had found his [2] . Stirling's original formula is
where Z = z + As you can see here, the formulae are quite similar. Stirling's original formula in equation (3) has been rediscovered several times. Some people call it De Moivre's formula! It seems to have been known to both Gauss and to Hermite (see e.g. [8] ). There is a discussion in [22] of one such rediscovery in the physics literature; for a particularly ironic case where the rediscoverer claims the formula is "both simpler and more accurate" than "Stirling's formula", look at [20] . For a thorough exposition of Stirling's actual work see the original, as masterfully translated and annotated by Tweddle [22] .
In this present work we give a short proof of equation (3), which we believe to be new, by deriving an apparently new formula that is similar to the following formula of Binet:
which [24] claims is valid for z > 0. We will see later that this is not quite true in the modern context. This classical formula is proved in, for example, [24] and in [18] . The new formula is quite similar, again using
and is valid for z > − 1 2 . Formula (6) appears as "Theorem 2", without proof, in [4] . In the modern computational world, a new proof of an old mathematical result is rarely of interest for its own sake. Indeed Stirling's original proof of equation (3) was algorithmic in nature and, apart from the use of "recognition" to identify √ 2π and the lack of a "closed formula"-i.e. a relationship to other numbers, the Bernoulli numbers-Stirling's proof was entirely satisfactory. So why record these results? We believe this formula is interesting for the following reasons. First, the rediscovery was identified as such by tracing patterns and citations in Google Scholar, and now there is some hope that the obscurity of the original formula can be lifted. Of course the mathematics history literature has it right, owing to the work of Tweddle, but still. Second, Stirling's original proof used what is now called "Inverse Symbolic Computation," illustrating that a modern technique worth investigation has significant historical roots. As an 'homage' to Stirling we use the same technique in our 'new' proof below. Finally, we test Stirling's original formula in a modern computational context by trying a nonlinear sequence acceleration technique, namely Levin's u-transform; this gives a surprisingly viable method, comparable in cost (for a given accuracy) to the methods discussed in [19] . The separate issue of the complexity of the computation of Γ(1 + z), z!, or n! for n ∈ N, is not addressed here. See for instance [6] , [8] for entry into that literature. See also [14] for the computation of Γ(z). Basic references for Γ include the DLMF (chapter 5), the Dynamic Dictionary, and [11] .
Tools
We will use Fubini's theorem, which justifies the interchange of order of iterated integrals of continuous functions, and we will use Watson's Lemma. Loosely speaking, Watson's Lemma allows the interchange of order of summation of a series and of integration even though the radius of convergence of the series is violated (leaving us with a divergent asymptotic series).
has the asymptotic series
Idea of Proof We haven't even stated all the needed conditions; but the main idea is that
because ∞ u=0 u n e −u du = n! and the change of variable u = tz for z > 0 gives a line of validity. See [24] or [3] for full details.
We will also use Gauss' formula
a proof of which can be found for example in [24] . Alternatively, a more elementary proof can be found in [18] . The next mathematical tool we need comes from a Laplace transform; using ξ + 1 2 instead of the more common symbol s, the Laplace transform of 1 is
by direct integration. The integral converges if (ξ) > − 1 2 . We can then prove the following lemma: Lemma 2.2 (The logarithm lemma).
Proof. Integrate the Laplace transform with respect to ξ from ξ = 1 2
to ξ = z:
Interchange the order of integration-by Fubini's Theorem this this is validand since e −t(ξ+
which proves the lemma.
Proof. We start with Gauss' formula
(see e.g. [24] ), and Lemma 2.2.
Rearranging Gauss' formula using e t/2 − e −t/2 = 2 sinh
Subtracting Lemma 2.2,
Integrating from ξ = α > − 1 2 to ξ = z > − 1 2 and interchanging the order of integration using Fubini again, except for a branch issue that we take up later
We now need to evaluate the α integral. At α = 0 Maple and Mathematica can only find a numerical approximation; likewise at α = 1 2 . The numerical approximation can be identified by (for instance) the Inverse Symbolic Calculator at CARMA 1 :
Simplification then yields our formula.
Remark: According to [22] , this may have been the method Stirling used to identify log 10 √ 2π, except of course all calculations were done by hand. Apparently, he simply recognized the number 0.39908. Nowadays very few people could do that unaided, but with the ISC it's easy. Remark: In [18] we find a trick that could be used to do this integral analytically; we leave this as an exercise. If one desires an actual proof, one can use "Stirling's formula" (by de Moivre) and leverage the tricky identification of √ 2π, as follows. As z → ∞,
Therefore (since the second integral goes to 0 as z → ∞)
But this is, in fact, our desired theorem with z = α.
1 https://isc.carma.newcastle.edu.au/standardCalc 3. Evaluation of Γ using this divergent series 3.1. First attempts It has long been known that "Stirling's approximation" leads to a viable method to evaluate ln Γ(z). The basic idea is to use the asymptotic series to evaluate ln Γ(z + n) for some large n (large enough that the series gives some accuracy) and then work down with the recursive formula ln Γ(z + n − 1) = − ln(z + n − 1) + ln Γ(z + n)
until we have reached ln Γ(z). This naive idea is surprisingly effective. The point of discussion is just how large n should be, and how many terms in "Stirling's series" one should retain, in order to make an effective formula. Given that we now have a different asymptotic formula under consideration (the original, more accurate, but certainly not "new" formula) all of the discussion points are necessarily changed. Just as an example, take (say), z = 10 + i/2. Rather than get into the minutiae of how many terms to take, and how far to push the argument to the right, we take a different tack: we look at automatic sequence acceleration of the original divergent series. If
then we wonder if simple execution of the Maple command evalf(Sum(a(n),n=1..infinity));
where a(n) is defined as (1 − 2 1−2n )B 2n 2n(2n − 1)Z 2n will automatically produce an accurate result.
"Sometimes Maple knows things that you don't know. And then you wonder just what." -Jon Borwein.
Levin's u-transform
What Maple knows here is called Levin's u-transform. This is a method to accelerate convergence of the sequence of partial sums
of the series we consider. For an introduction to sequence acceleration, see [16] and [15] . For an introduction to Levin's u-transform, see [23] .
The basic idea is to replace the sequence S 0 , S 1 , S 2 , · · · with a new one that has the same limit but which converges faster. More precisely, Levin's u-transform for S n is given as:
The parameter β > 0 is "in principle completely arbitrary" [23] . In practice, Maple's routine chooses β = 1. For irregular sequence transforms such as Levin's u-transform, this may even transform divergent series into rapidly convergent ones. The price, however, is that it doesn't always work. It works well enough, though, that it is the default method coded in Maple [12] . It is accessed most simply by applying the "evalf" command to an inert sum (denoted by capital-letter Sum). For instance, evalf(Sum ((-2) n ,n=0..infinity));
yields 0.3333333333 2 . Other sequence acceleration methods or quadratures could be used (see for example chapter 28 of [21] ), but we wanted to show the capabilities of some (under-appreciated) off-the-shelf tools. If we issue the command (with a numerical value for z, say z = 11 + i/2)
we get ln((11 + i/2)!) with really full accuracy: 14 digits if Digits := 15, 28 digits if Digits := 30, 58 digits if Digits := 60, and so on. This divergent series is being accurately, and quickly, summed by Maple's built-in sequence acceleration using the Levin u-transformation method above. If we test this summation by looking at the error
over a range −2 ≤ z ≤ 10, −10 ≤ z ≤ 10, we get the curious result in Figures 1, 2 . Everywhere in the red region (which includes the real axis for x larger than about 2.1) has full accuracy, whatever the setting of Digits. The region in white, on the left hand side, with its scalloped edges, is the region where Levin's u-transform fails and Maple returns an unevaluated Sum, as one can see in the example below: > evalf ( -( z +1/2)*( Sum ((1 -2^(1 -2* n ))*bernoulli(2* n )/ (2* n *(2* n -1)*( z +1/2)^(2* n )) , n = 1 .. infinity ))+ ln ( sqrt (2* Pi ))+ ln ( z +1/2)*( z +1/2) -( z -1/2); (−1.5000000000000000000 − 0.1 i)
n (2 n − 1) (1.5000000000000000000 + 0.1 i)
2 n + 0.02380532679023624382 + 0.04062048632794543180 i
The boundary of this region is very curious, and we return to the proof of theorem 2.3 to try to understand why. After staring at it for some time, we realize that the transition from
depends on the path that Γ(ξ + 1) takes as ξ goes from ξ = 1/2 to ξ = z (a straight line in the ξ variable). But Γ(
2 )) may cross the negative real axis (the branch cut for logarithm) several times as t goes from 0 to 1. writing our answers, as we do, as
obscures the fact that the imaginary part of the logarithm on the left is in (−π, π] while this imaginary part on the right might be anything. To make this actually true, we must subtract a multiple of 2πi. To force the imaginary part of S into (−π, π] there is only one choice: replace S by
where
is the unwinding number of z (see [1] , [10] and [17] ).
This means that ln z! ∼ S − 2πK(S) not ∼ S. Very curiously, this fact seems not to have been noticed before. Of course, if z ∈ R, K(Z) = 0 and this may account for the omission. When we plot the error ln z! − ln S + 2πiK(S) as in Figure 3 we see that whenever the Levin's u-transform actually returns an answer, we have only roundoff error. We get essentially perfect accuracy 3 everywhere to the right of the scalloped boundary in Figure 3 . So far as we know, this result is new. Of course, the detailed accuracy needs a proof: we have only provided experimental evidence, here. Also when we plot the contours of the error Figure 3 . The region of utility for Levin's u-transform. We have essentially perfect accuracy (up to roundoff error) outside the region around the negative real axis and the "lozenge of failure". Curiously, the error increases gradually near the negative real axis.
ln z!−ln S+2πiK(S) as in Figure 4 we see that the Levin's u-transform works as well as could possibly be expected: the visible contours are all less than 10 −28 , and we work in 30 Digits; clearly the error is zero up to roundoff. We have computed the error at 10000 places in the region [0−1000i, 1000+1000i] and the maximum error was 10 −27 . 3.3. Truncating the series without Levin's u-transform At the end, we plot the absolute estimate error of the truncated series T (not using Levin's u-transform) T − ln(Z − 1/2)! where
and u = Z ln(Z) − Z + ln(
. For different contours (10 −3 and 10 −6 ), we get a very curious result as one can see in Figure 5 . The error is small outside the keyhole contour. This is more the kind of error we expect from truncated asymptotic series. We see good accuracy even with very few terms. It may be surprising to see that the error is small even in parts of the left half plane, not near the negative real axis.
Concluding Remarks
The Gamma function and the factorial function, invented in the 1700's, have been very thoroughly studied. Richard Brent's article [7] points out some facts, known to Hermite and to Gauss, that were not covered in the survey [5] , which looked at about 100 references. One learns therefore that it is difficult to claim a result (formula or proof) is truly new; we are worried in particular that Gauss knew of our Binet-like formula proved here. Nonetheless we believe the proof and numerical experiments have some value in the modern literature. The appearance of the unwinding number in the asymptotic series (either Stirling's or De Moivre's) is likely new to this paper.
