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Multi-bubble nodal solutions to slightly subcritical
elliptic problems with Hardy terms
Thomas Bartsch, Qianqiao Guo∗
Abstract The paper is concerned with the slightly subcritical elliptic problem with Hardy term
−∆u− µ u|x|2 = |u|
2∗−2−εu in Ω,
u = 0 on ∂Ω,
in a bounded domain Ω ⊂ RN with 0 ∈ Ω, in dimensions N ≥ 7. We prove the existence of multi-bubble
nodal solutions that blow up positively at the origin and negatively at a different point as ε → 0 and
µ = εα with α > N−4N−2 . In the case of Ω being a ball centered at the origin we can obtain solutions with
up to 5 bubbles of different signs. We also obtain nodal bubble tower solutions, i.e. superpositions of
bubbles of different signs, all blowing up at the origin but with different blow-up order. The asymptotic
shape of the solutions is determined in detail.
MSC 2010: Primary: 35B44; Secondary: 35B33, 35J60, 35J20, 35J70
Key words: Hardy term, critical exponent, slightly subcritical problems, nodal solutions, multi-bubble
solutions, bubble towers, singular perturbation methods
1 Introduction
The paper is concerned with the semilinear singular problem
−∆u− µ u|x|2 = |u|
2∗−2−εu in Ω,
u = 0 on ∂Ω,
(1.1)
where Ω ⊂ RN , N ≥ 7, is a smooth bounded domain with 0 ∈ Ω; 2∗ := 2NN−2 is the critical Sobolev
exponent. We study the existence of nodal (i.e. sign changing) solutions that have multiple blow ups as
0 < ε→ 0 and µ = µ0εα, with µ0 > 0 and α > 0 constants.
The blow-up phenomenon for positive and for nodal solutions to problem (1.1) has been studied
extensively in the case µ = 0. It was proved in [8, 18, 22, 27, 28] that as ε → 0+, the positive solution
uε blows up and concentrates at a critical point of the Robin’s function of Ω. In [3, 29], the existence
of positive solutions with multiple bubbles was considered. In convex domains a positive solution cannot
have multiple bubbles, see [20]. The existence of nodal solutions with k bubbles at k different points was
∗Q.G. was supported by the National Natural Science Foundation of China (Grant Nos.11001221,11271299) and the
Fundamental Research Funds for the Central Universities (3102015ZY069).
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proved in [4] in the case k = 2, in [5] in the case k = 4 when Ω is convex and satisfies a certain symmetry,
and in [6] in the case k = 3 when Ω is a ball. On the other hand, nodal solutions with tower of bubbles
were obtained in [25, 26]. All these papers only treat the regular case µ = 0.
When µ 6= 0, the Hardy potential 1|x|2 cannot be regarded as a lower order perturbation because it
has the same homogeneity as the Laplace operator and does not belong to the Kato class. This makes
the analysis much more complicated compared with the case µ = 0. For the problem with Hardy type
potentials and critical exponents, much attention has been paid to the existence of positive and nodal
solutions, see e.g. [9, 10, 14, 17, 19, 21, 23, 30, 31, 33]. However, few results are known about the existence
of positive or nodal solutions with multiple bubbles to the problem involving Hardy type potentials and
critical exponents. We are only aware of the papers [15, 16], dealing with the problem
−∆u − µ|x|2u = k(x)u
2∗−1,
u ∈ D1,2(RN ), u > 0 in RN \ {0};
(1.2)
here D1,2(RN ) := {u ∈ L2∗(RN )| |∇u| ∈ L2(RN )}. In [16] the existence of positive bubble tower solutions
to (1.2), blowing up at the origin, was proved as ǫ→ 0, when k(x) = 1 + εK(x) with K(x) a continuous
bounded function. These solutions, called fountain-like in [16], are superpositions of positive bubbles. In
[15] the existence of a positive solution to (1.2) blowing up at a critical point of k(x) was obtained as
µ → 0+. In [11] Cao and Peng investigated the asymptotic behavior of positive solutions to (1.1) in a
ball.
In this paper we are interested in the existence of multi-bubble nodal solutions to problem (1.1) as
ε, µ→ 0. Compared with [15, 16] the location of the bubbles does not depend on the shape of a coefficient
function k(x) but on the subtle influence of the geometry of the domain. We obtain two types of solutions
depending on the exponent α in the relation µ = µ0ε
α where µ0 > 0. If α >
N−4
N−2 we prove the existence
of nodal solutions blowing up at different points, positively at the origin and negatively at other points.
The bubble tower solutions exist for α = 1, that is, when µ has the same order as ε when ε→ 0+. In that
case, on any smooth bounded domain, we obtain nodal solutions that are superpositons of bubbles with
different signs, all blowing up at the origin. The proofs are based on the Lyapunov-Schmidt reduction
scheme.
In order to state our results we introduce some notation. By Hardy’s inequality, the norm
‖u‖µ :=
(∫
Ω
(|∇u|2 − µ u
2
|x|2 )dx
) 1
2
is equivalent to the norm ‖u‖0 =
(∫
Ω
|∇u|2dx)1/2 on H10 (Ω) provided 0 ≤ µ < µ. This will of course be
the case for µ = µ0ε
α with ε > 0 small. As in [17] we write Hµ(Ω) for the Hilbert space consisting of
H10 (Ω) functions with the inner product
(u, v) :=
∫
Ω
(
∇u∇v − µ uv|x|2
)
dx.
It is known that the nonzero critical points of the energy functional
Jε(u) :=
1
2
∫
Ω
(
|∇u|2 − µ u
2
|x|2
)
dx− 1
2∗ − ε
∫
Ω
|u|2∗−εdx
2
defined on Hµ(Ω) are precisely the nontrivial weak solutions to problem (1.1).
Next we introduce two limiting problems. The first one is−∆u = |u|
2∗−2u in RN ,
u→ 0 as |x| → ∞.
(1.3)
It is well known that the nontrivial least energy (positive) solutions to (1.3) are the instantons
Uδ,ζ := C0
(
δ
δ2 + |x− ζ|2
)N−2
2
with δ > 0, ζ ∈ RN and C0 := (N(N − 2))N−24 , cf. [1, 32]. These solutions minimize
S0 := min
u∈D1,2(RN )\{0}
∫
RN
|∇u|2dx
(
∫
RN
|u|2∗dx)2/2∗ .
Moreover there holds ∫
RN
|∇Uδ,ζ|2dx =
∫
RN
|Uδ,ζ |2
∗
dx = S
N
2
0 .
The second limiting problem is
−∆u− µ u|x|2 = |u|
2∗−2u in RN ,
u→ 0 as |x| → ∞.
(1.4)
For 0 < µ < µ we know from [12, 33] that all positive solutions to (1.4) are given by
Vσ = Cµ
(
σ
σ2|x|β1 + |x|β2
)N−2
2
with σ > 0, β1 := (
√
µ − √µ− µ)/√µ, β2 := (
√
µ +
√
µ− µ)/√µ, and Cµ :=
(
4N(µ−µ)
N−2
)N−2
4
. These
solutions are minimizers of
Sµ := min
u∈D1,2(RN )\{0}
∫
RN
(|∇u|2 − µ u2|x|2 )dx
(
∫
RN
|u|2∗dx)2/2∗ ,
and they satisfy ∫
RN
(
|∇Vσ|2 − µ |Vσ|
2
|x|2
)
dx =
∫
RN
|Vσ |2
∗
dx = S
N
2
µ .
The Green’s function of the Dirichlet Laplacian can be written as G(x, y) = 1|x−y|N−2 − H(x, y),
for x, y ∈ Ω, where H is the regular part. These functions are symmetric: G(x, y) = G(y, x) and
H(x, y) = H(y, x). We need the map
ϕ(x) := H
1
2 (0, 0)H
1
2 (x, x) +G(x, 0).
If the domain satisfies the symmetry condition
(S1) Ω is invariant under the reflection (x1, x
′) 7→ (x1,−x′), where x1 ∈ R, x′ ∈ RN−1,
then we define a < 0 < b by I := {(t, 0, . . . , 0) : a < t < b} ⊂ Ω and ∂I = {(a, 0, . . . , 0), (b, 0, . . . , 0)} ⊂ ∂Ω.
For a ≤ s, t ≤ b we set
g(t, s) := G((t, 0, . . . , 0), (s, 0, . . . , 0)), h(t, s) := H((t, 0, . . . , 0), (s, 0, . . . , 0)),
3
and
ϕ(t) := ϕ(t, 0, . . . , 0) = h
1
2 (0, 0)h
1
2 (t, t) + g(t, 0).
Observe that ϕ(t)→∞ as t→ a or t→ b. In particular, ϕ has a minimum in (a, b).
Now we state the main results of the paper. Throughout the paper let Ω ⊂ RN , N ≥ 7, be a smooth
bounded domain. We begin with the existence of nodal solutions with bubbles concentrating at different
points, one being the origin.
Theorem 1.1. Let µ = µ0ε
α with µ0 > 0 and α >
N−4
N−2 fixed.
a) There exists ε0 > 0 such that for any ε ∈ (0, ε0), there exist a pair of solutions ±uε to problem
(1.1) satisfying
uε(x) = Cµ
(
σε
(σε)2|x|β1 + |x|β2
)N−2
2
− C0
(
δε
(δε)2 + |x− ξε|2
)N−2
2
+ o(1), (1.5)
where δε = λεε
1
N−2 , σε = λ
ε
ε
1
N−2 , and for some η > 0 small enough, |ξε| > η, dist(ξε, ∂Ω) > η, λε,
λ
ε ∈ (η, 1η ). Moreover, ξε → ξ∗ with ϕ(ξ∗) = minΩ ϕ.
b) If (S1) holds there exist solutions as in a) with ξ
ε = (tε, 0, · · · , 0) and tε → t∗ as ε→ 0 where t∗ is
a (local) minimum of ϕ(t) in (a, b) \ {0}.
We can obtain more solutions if Ω = B(0, 1). More precisely, for k = 2, 3 we obtain the existence of
solutions with k + 1 bubbles, one positive and k negative.
Theorem 1.2. Let Ω = B(0, 1) ⊂ RN , µ = µ0εα with µ0 > 0 and α > N−4N−2 fixed. For k = 2 and N ≥ 7,
or k = 3 and N large enough, there exists ε0 > 0 such that for every ε ∈ (0, ε0), there exist two pairs of
solutions ±u1ε, ±u2ε of problem (1.1) satisfying
ujε(x) = Cµ
(
σεj
(σεj )
2|x|β1 + |x|β2
)N−2
2
− C0
k∑
i=1
(
δεj
(δεj )
2 + |x− (ξεj )i|2
)N−2
2
+ o(1), (1.6)
where δεj = λ
ε
jε
1
N−2 , (ξεj )i = (e
2pii
√−1/k ξ˜εj , 0), ξ˜
ε
j ∈ B(2) := {x = (x1, x2, 0, · · · , 0) ∈ B(0, 1)}, σεj =
λ
ε
jε
1
N−2 , and for some η > 0 small enough, η < |ξ˜εj | < 1− η, λεj , λ
ε
j ∈ (η, 1η ), i = 1, 2, . . . , k, j = 1, 2.
We would like to point out that the idea of Theorem 1.2 is not applicable for k = 4; see Remark 3.6
and Proposition 3.7. It seems very difficult to prove the existence of nodal solutions with the shape as in
(1.6) to problem (1.1) for k ≥ 4. However, for Ω = B(0, 1), the existence of solutions with 5 bubbles, 3
being positive and 2 being negative, can be proved.
Theorem 1.3. Let Ω = B(0, 1) ⊂ RN , N ≥ 7, µ = µ0εα with µ0 > 0 and α > N−4N−2 fixed. Then there
exists ε0 > 0 such that for any ε ∈ (0, ε0), there exist one pairs of 5-bubble solutions ±uε to problem (1.1)
satisfying
uε(x) = Cµ
(
σε
(σε)2|x|β1 + |x|β2
)N−2
2
+ C0
4∑
i
(−1)i
(
δi,ε
(δi,ε)2 + |x− (ξε)i|2
)N−2
2
+ o(1),
where δi,ε = λi,εε
1
N−2 , λ1,ε = λ3,ε, λ2,ε = λ4,ε, (ξε)i = (e
2pii
√−1/k ξ˜ε, 0), ξ˜ε ∈ B(2), σε = λεε 1N−2 , and for
some η > 0 small enough, η < |ξ˜ε| < 1− η, λi,ε, λε ∈ (η, 1η ), i = 1, . . . , 4.
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The assumption that α > N−4N−2 is critical to obtain the existence of nodal solutions with multiple
bubbles concentrating at different points since it can be seen from the reduction procedure in Section 3
that the reduced function has no critical point if 0 ≤ α ≤ N−4N−2 . It is natural to ask, whether there exists
µ˜(ε) > 0 for ε > 0 small, such that problem (1.1) admits positive or nodal solutions with multiple bubbles
concentrating at different points when 0 ≤ µ ≤ µ˜(ε).
Now we state a result about the existence of nodal solutions that are towers of bubbles concentrating
at the origin.
Theorem 1.4. Let µ = µ0ε with µ0 > 0 fixed. For any given integer k ≥ 0 there exists ε0 > 0 such that
for any ε ∈ (0, ε0), there exist a pair of solutions ±uε to problem (1.1) satisfying that, as ε→ 0+,
uε(x) = Cµ(−1)k
(
σε
(σε)2|x|β1 + |x|β2
)N−2
2
+ C0
k∑
i=1
(−1)i−1
(
δεi
(δεi )
2 + |x− ξεi |2
)N−2
2
+ o(1)
where δεi = λ
ε
i ε
2i−1
N−2 , ξεi = δ
ε
i ζ
ε
i , ζ
ε
i ∈ RN , i = 1, 2, . . . , k, σε = λ
ε
ε
2(k+1)−1
N−2 , and for some η > 0 small
enough, λεi , λ
ε ∈
(
η, 1η
)
and |ζεi | ≤ 1η for i = 1, . . . , k.
We assume N ≥ 7 in this paper for technical reasons and in order to not to make the presentation too
heavy. The results can be extended to the case N = 6. For N ≤ 5, there would be technical difficulties.
The paper is organized as follows. In Section 2, we give some notations and preliminary results.
Section 3 is devoted to the proofs of Theorems 1.1 and 1.2, that is, the existence of nodal solutions
with multiple bubbles blowing up at different points. The proof of Theorem 1.4, the existence of nodal
bubble tower solutions, is given in Section 4. At last, some useful technical lemmas are collected in the
appendices.
2 Notations and preliminary results
Throughout this paper, positive constants will be denoted by C, c.
As in [15] let ι∗ : L2N/(N+2)(Ω) → Hµ(Ω) be the adjoint operator of the inclusion ι : Hµ(Ω) →
L2N/(N−2)(Ω), that is,
ι∗(u) = v ⇐⇒ (v, φ) =
∫
Ω
u(x)φ(x)dx, for all φ ∈ Hµ(Ω). (2.1)
This is continuous, i.e., there exists c > 0 such that
‖ι∗(u)‖µ ≤ c‖u‖2N/(N+2). (2.2)
Then problem (1.1) is equivalent to the fixed point problem
u = ι∗(fε(u)), u ∈ Hµ(Ω),
where fε(s) = |s|2∗−2−εs.
To continue, we show an eigenvalue problem first.
Proposition 2.1. Let Λi, i = 1, 2, . . . , be the eigenvalues of−∆u− µ
u
|x|2 = Λ|Vσ|2
∗−2u in RN ,
|u| → 0 as |x| → +∞
(2.3)
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in increasing order. Then Λ1 = 1 with eigenfunction Vσ, Λ2 = 2
∗ − 1 with eigenfunction ∂Vσ∂σ .
Proof. Direct computations give that Vσ and
∂Vσ
∂σ are eigenfunctions corresponding to 1 and 2
∗ − 1,
respectively. Now as in [34], it is enough to prove that the eigenfunction u corresponding to the eigenvalue
Λ ≤ 2∗ − 1 has to be radial.
Denote by ψi, i = 0, 1, 2, . . . , the sequence of spherical harmonics, which are eigenfunctions of the
Laplace-Beltrami operator on SN−1:
−∆SN−1ψi = τiψi.
It is well known that τ0 = 0, τ1, . . . , τN = N − 1, τN+1 > τN . We prove that for every i ≥ 1,∫
SN−1
u(r, θ)ψi(θ)dθ = 0.
Setting ϕi(r) =
∫
SN−1 u(r, θ)ψi(θ)dθ we have:
∆ϕi = ∆rϕi =
∫
SN−1
∆ru(r, θ)ψi(θ)dθ
= −
∫
SN−1
∆θu(r, θ)
r2
ψi(θ)dθ −
∫
SN−1
(
µu(r, θ)
r2
+ ΛV 2
∗−2
σ u(r, θ)
)
ψi(θ)dθ
=
∫
SN−1
τiu(r, θ)
r2
ψi(θ)dθ −
∫
SN−1
( µ
r2
+ ΛV 2
∗−2
σ
)
u(r, θ)ψi(θ)dθ
=
( τi
r2
− ( µ
r2
+ ΛV 2
∗−2
σ )
)
ϕi(r).
This implies for any R > 0:
0 =
∫
BR(0)
∆ϕi
∂Vσ
∂r
+
(( µ
r2
+ ΛV 2
∗−2
σ
)
− τi
r2
)
ϕi
∂Vσ
∂r
=
∫
BR(0)
ϕi∆
(
∂Vσ
∂r
)
+
(( µ
r2
+ ΛV 2
∗−2
σ
)
− τi
r2
)
ϕi
∂Vσ
∂r
+
∫
∂BR(0)
(
∂Vσ
∂r
· ∂ϕi
∂r
− ϕi ∂
2Vσ
∂r2
)
=
∫
BR(0)
N − 1
r2
ϕi
∂Vσ
∂r
+ ϕi
∂
∂r
(
−µVσ
r2
− V 2∗−1σ
)
+
(( µ
r2
+ ΛV 2
∗−2
σ
)
− τi
r2
)
ϕi
∂Vσ
∂r
+
∫
∂BR(0)
(
∂Vσ
∂r
· ∂ϕi
∂r
− ϕi ∂
2Vσ
∂r2
)
=
∫
BR(0)
N − 1− τi
r2
ϕi
∂Vσ
∂r
+ (Λ − (2∗ − 1))V 2∗−2σ
∂Vσ
∂r
ϕi +
2µVσ
r3
ϕi
+
∫
∂BR(0)
(
∂Vσ
∂r
· ∂ϕi
∂r
− ϕi ∂
2Vσ
∂r2
)
.
Now let R be the first zero of ϕi; R := +∞ if ϕi is never zero. Without loss of generality we assume
ϕi(r) > 0 for r ∈ (0, R). Then ∂ϕi∂r (R) ≤ 0, and we finish the proof. 
Let us define the projection P : H1(RN )→ H10 (Ω), that is, ∆Pu = ∆u in Ω, Pu = 0 on ∂Ω.
Proposition 2.2. Let 0 ∈ Ω be a smooth bounded domain. Denote ϕσ := Vσ − PVσ. Then
0 ≤ ϕσ ≤ Vσ, where ϕσ(x) = Cµd
√
µ−√µ−µ
(x)H(0, x)σ
N−2
2 + ~σ; (2.4)
here dinf ≤ d ≤ dsup, dinf = dist(0, ∂Ω) = inf{|x| : x ∈ ∂Ω}, dsup = sup{|x| : x ∈ ∂Ω}, and ~σ satisfies
the uniform estimates
~σ = O(σ
N+2
2 ),
∂~σ
∂σ
= O(σ
N
2 ). (2.5)
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Proof. It is easy to see that ϕσ satisfies∆ϕσ(x) = 0 in Ω\{0},ϕσ(x) = Vσ(x) = Cµ( σσ2|x|β1+|x|β2 )N−22 on ∂Ω.
Then the first part of (2.4) holds by the maximum principle.
Consider the function H satisfying∆H(0, x) = 0 in Ω\{0},H(0, x) = 1|x|N−2 on ∂Ω.
Notice that on ∂Ω,
ϕσ − Cµd
√
µ−√µ−µ
inf H(0, x)σ
N−2
2 = Cµσ
N−2
2 [
1
(σ2|x|β1 + |x|β2)N−22
− d
√
µ−√µ−µ
inf
|x|N−2 ] ≥ O(σ
N+2
2 ),
and
ϕσ − Cµd
√
µ−√µ−µ
sup H(0, x)σ
N−2
2 = Cµσ
N−2
2 [
1
(σ2|x|β1 + |x|β2)N−22
− d
√
µ−√µ−µ
sup
|x|N−2 ] ≤ O(σ
N+2
2 ).
Then the maximum principle and direct computations yield the second part of (2.4) and (2.5). 
Remark 2.3. a) If µ→ 0+, then
ϕσ(x) = C0H(0, x)σ
N−2
2 +O(µσ
N−2
2 ) + ~σ. (2.6)
b) Let us recall the similar results for Uδ,ξ obtained in [28], that is
0 ≤ ϕδ,ξ := Uδ,ξ − PUδ,ξ ≤ Uδ,ξ, ϕδ,ξ = C0H(ξ, ·)δ
N−2
2 + ~δ,ξ, (2.7)
where ~δ,ξ = O(δ
N+2
2 ).
3 Solutions with multiple bubbles concentrating at different
points
3.1 The finite dimensional reduction
We introduce some notation. Fix an integer k ≥ 0. For λ = (λ1, λ2, . . . , λk, λ) ∈ Rk+1+ and ξ =
(ξ1, ξ2, . . . , ξk) ∈ Ωk we define
Wε,λ,ξ :=
k∑
i=1
Ker
(
−∆− (2∗ − 1)U2∗−2δi,ξi
)
+Ker
(
−∆− µ|x|2 − (2
∗ − 1)V 2∗−2σ
)
,
where δi = λiε
1
N−2 , σ = λε
1
N−2 . From [7], the kernel of the operator −∆− (2∗− 1)U2∗−2δi,ξi on L2(RN ) has
dimension N + 1 and is spanned by
∂Uδi,ξi
∂δi
,
∂Uδi,ξi
∂(ξi)j
, j = 1, 2, . . . , N , where (ξi)
j is the j−th component
of ξi. Combining this with Proposition 2.1, we have
Wε,λ,ξ = span
{
Ψji , Ψ
0
i , Ψ, i = 1, 2, . . . , k, j = 1, 2, . . . , N
}
,
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where for i = 1, 2, . . . , k and j = 1, 2, . . . , N :
Ψji :=
∂Uδi,ξi
∂(ξi)j
, Ψ0i :=
∂Uδi,ξi
∂δi
, Ψ :=
∂Vσ
∂σ
.
For η ∈ (0, 1) we define
Oη :=
{
(λ, ξ) ∈ Rk+1+ × Ωk : λi ∈ (η, η−1), λ ∈ (η, η−1), dist(ξi, ∂Ω) > η,
|ξi| > η, |ξi1 − ξi2 | > η, i, i1, i2 = 1, 2, . . . , k, i1 6= i2
}
.
Let us introduce the spaces
Kε,λ,ξ := PWε,λ,ξ,
and
K⊥ε,λ,ξ := {φ ∈ Hµ(Ω) : (φ, PΨ) = 0, for all Ψ ∈Wε,λ,ξ},
and the (·, ·)-orthogonal projections
Πε,λ,ξ := Hµ(Ω)→ Kε,λ,ξ,
and
Π⊥ε,λ,ξ := Id−Πε,λ,ξ : Hµ(Ω)→ K⊥ε,λ,ξ.
Solving problem (1.1) is equivalent to finding η > 0, ε > 0, (λ, ξ) ∈ Oη and φε,λ,ξ ∈ K⊥ε,λ,ξ such that:
Π⊥ε,λ,ξ (Vε,λ,ξ + φε,λ,ξ − ι∗(fε(Vε,λ,ξ + φε,λ,ξ))) = 0, (3.1)
and
Πε,λ,ξ (Vε,λ,ξ + φε,λ,ξ − ι∗(fε(Vε,λ,ξ + φε,λ,ξ))) = 0, (3.2)
where
Vε,λ,ξ = −
k∑
i=1
PUδi,ξi + PVσ (3.3)
or
Vε,λ,ξ =
k∑
i=1
(−1)iPUδi,ξi + PVσ. (3.4)
In the rest of this section, we only consider Vε,λ,ξ as in (3.3) because the argument for the solutions of
the form (3.4) is similar.
We prove (3.1) first. Let us introduce the operator Lε,λ,ξ : K
⊥
ε,λ,ξ → K⊥ε,λ,ξ defined by
Lε,λ,ξ(φ) = φ−Π⊥ε,λ,ξι∗(f ′0(Vε,λ,ξ)φ).
Proposition 3.1. For any η > 0, there exist ε0 > 0 and c > 0 such that for every (λ, ξ) ∈ Oη and for
every ε ∈ (0, ε0):
‖Lε,λ,ξ(φ)‖µ ≥ c‖φ‖µ, for all φ ∈ K⊥ε,λ,ξ.
In particular, Lε,λ,ξ is invertible with continuous inverse.
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Proof. We argue by contradiction, following the same line as in [24]. Suppose there exist η > 0,
sequences εn > 0, (λn, ξn) ∈ Oη, φn ∈ Hµ(Ω) such that εn → 0, λn = (λn1 , . . . , λnk , λ
n
) → (λ1, . . . λk, λ),
ξn = (ξn1 , . . . , ξ
n
k )→ (ξ1, . . . ξk), as n→∞, and
φn ∈ K⊥εn,λn,ξn , ‖φn‖µ = 1, (3.5)
Lεn,λn,ξn(φ
n) = hn,with ‖hn‖µ → 0. (3.6)
Thus we have
φn − ι∗(f ′0(Vεn,λn,ξn)φn) = hn −Πεn,λn,ξn(ι∗(f ′0(Vεn,λn,ξn)φn)). (3.7)
Setting
δni = λ
n
i ε
1
N−2 , σn = λ
n
ε
1
N−2
and
(Ψji )n :=
∂Uδni ,ξni
∂(ξni )
j
for j = 1, 2, . . . , N, (Ψ0i )n :=
∂Uδni ,ξni
∂δni
, (Ψ)n :=
∂Vσn
∂σn
,
where (ξni )
j is the j−th component of ξni , we obtain
wn := −Πεn,λn,ξn(ι∗(f ′0(Vεn,λn,ξn)φn)) =
k∑
i=1
N∑
j=0
cni,jP (Ψ
j
i )n + c
n
0P (Ψ)n
for some coefficients cni,j , c
n
0 . Now we argue in three steps.
Step 1. We prove
lim
n→∞ ‖w
n‖µ = 0. (3.8)
Multiplying (3.7) by ∆P (Ψhl )n + µ
P (Ψhl )n
|x|2 , we get∫
Ω
φn
(
∆P (Ψhl )n + µ
P (Ψhl )n
|x|2
)
−
∫
Ω
ι∗(f ′0(Vεn,λn,ξn)φ
n)
(
∆P (Ψhl )n + µ
P (Ψhl )n
|x|2
)
= −
∫
Ω
hn
(
−∆P (Ψhl )n − µ
P (Ψhl )n
|x|2
)
+
∫
Ω
wn
(
∆P (Ψhl )n + µ
P (Ψhl )n
|x|2
)
and then
k∑
i=1
N∑
j=0
cni,j
(
P (Ψji )n, P (Ψ
h
l )n
)
+ cn0
(
P (Ψ)n, P (Ψ
h
l )n
)
=
(
φn, P (Ψhl )n
)− (ι∗(f ′0(Vεn,λn,ξn)φn), P (Ψhl )n)− (hn, P (Ψhl )n).
From Lemma A.1 we deduce:
cnl,hc˜
n
l,h
1
(δnl )
2
+ o
(
1
(δnl )
2
)
= −(ι∗(f ′0(Vεn,λn,ξn)φn), P (Ψhl )n), (3.9)
where c˜nl,h > 0 is a constant.
Proposition 2.2 implies
0 = (φn, P (Ψhl )n) =
∫
Ω
∇φn∇P (Ψhl )n − µ
φnP (Ψhl )n
|x|2
=
∫
Ω
∇φn∇(Ψhl )n − µ
φn(Ψhl )n
|x|2 + o(1)
=
∫
Ω
f ′0(Uδnl ,ξnl )(Ψ
h
l )nφ
n + o(1),
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and then
− (ι∗(f ′0(Vεn,λn,ξn)φn), P (Ψhl )n) = −
∫
Ω
f ′0(Vεn,λn,ξn)φ
nP (Ψhl )n
≤
∣∣∣∣∫
Ω
(
f ′0(Vεn,λn,ξn)− f ′0(Uδnl ,ξnl )
)
φn(Ψhl )n
∣∣∣∣+ ∣∣∣∣∫
Ω
f ′0(Vεn,λn,ξn)φ
n
(
P (Ψhl )n − (Ψhl )n
)∣∣∣∣+ o(1)
= o(1)
by Lemma A.2 and Lemma A.3.
Combining the above inequality with (3.9) yields cnl,h → 0 as n → ∞. Similar arguments show that
cn0 → 0 as n→∞, and limn→∞ ‖w
n‖µ = 0 follows.
Step 2. Let χ : RN → [0, 1] be a smooth cut-off function, such that χ(x) = 1 if |x| ≤ η/4, χ(x) = 0 if
|x| ≥ η/2, and |∇χ(x)| ≤ Cη . We set
φni (x) :=
(
(εn)α1
)N−2
2 φn
(
(εn)α1x+ ξni
)
χ
(
(εn)α1x
)
, x ∈ Ωni :=
Ω− ξni
(εn)α1
, i = 1, . . . , k,
and
φn0 (x) :=
(
(εn)α2
)N−2
2 φn
(
(εn)α2x
)
χ
(
(εn)α2x
)
, x ∈ Ωn0 :=
Ω
(εn)α2
,
where α1, α2 are positive constants which will be determined later. Since φ
n
i is bounded in D
1,2(RN ), we
may assume, up to a subsequence,
φni ⇀ φ
∞
i weakly in D
1,2(RN ), i = 0, 1, 2, . . . , k.
Now we claim that
φ∞i (x) = 0, i = 0, 1, . . . , k. (3.10)
Firstly we prove (3.10) for i = 1, . . . , k. Notice that
∣∣∇χ((εn)α1x)∣∣ = ∣∣(εn)α1∇χ(·)∣∣ ≤ C(εn)α1η = o(1).
Thus we have for any ψ ∈ C∞0 (RN ):(
(εn)α1
)N−2
2
∫
Ωni
∇χ((εn)α1x)(φn((εn)α1x+ ξni )∇ψ − ψ∇φn((εn)α1x+ ξni )) = o(1). (3.11)
On the other hand, taking α1 =
1
N−2 and noticing N ≥ 7, we get:
(
(εn)α1
) 2−N
2 µ
∫
Ω
ι∗
(
f ′0(Vεn,λn,ξn(y))φ
n(y)
)
χ(y − ξni )ψ
(
y−ξni
(εn)α1
)
|y|2 = o(1). (3.12)
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By (3.11), (3.7), (3.6), (3.8), (3.12) and (2.7), we have for any ψ ∈ C∞0 (RN ):∫
Ωni
∇φni ∇ψ
=
(
(εn)α1
)N−2
2
∫
Ωni
(
∇φn((εn)α1x+ ξni )∇(χ((εn)α1x)ψ)
+∇χ((εn)α1x)(φn((εn)α1x+ ξni )∇ψ − ψ∇φn((εn)α1x+ ξni )))
=
(
(εn)α1
)N−2
2
∫
Ωni
∇φn((εn)α1x+ ξni )∇(χ((εn)α1x)ψ)+ o(1)
=
(
(εn)α1
)N−2
2
∫
Ωni
∇ι∗(f ′0(Vεn,λn,ξn((εn)α1x+ ξni ))φn((εn)α1x+ ξni ))∇(χ((εn)α1x)ψ)
+
(
(εn)α1
)N−2
2
∫
Ωni
∇hn((εn)α1x+ ξni )∇
(
χ((εn)α1x)ψ
)
+
(
(εn)α1
)N−2
2
∫
Ωni
∇wn
(
(εn)α1x+ ξni
)∇(χ((εn)α1x)ψ) + o(1)
=
(
(εn)α1
)N−2
2
∫
Ωni
∇ι∗(f ′0(Vεn,λn,ξn((εn)α1x+ ξni ))φn((εn)α1x+ ξni ))∇(χ((εn)α1x)ψ)
+ o(1)
=
(
(εn)α1
) 2−N
2
∫
Ω
∇ι∗(f ′0(Vεn,λn,ξn(y))φn(y))∇(χ(y − ξni )ψ(y − ξni(εn)α1 ))+ o(1)
=
(
(εn)α1
) 2−N
2
∫
Ω
f ′0
(
Vεn,λn,ξn(y)
)
φn(y)χ(y − ξni )ψ
(
y − ξni
(εn)α1
)
+ o(1)
=
(
(εn)α1
) 2−N
2
∫
|y−ξni |≤η/2
f ′0
− k∑
j=1
PUδnj ,ξnj (y) + PVσn(y)
φn(y)χ(y − ξni )ψ(y − ξni(εn)α1
)
+ o(1)
=
(
(εn)α1
) 2−N
2
∫
|y−ξni |≤η/2
f ′0
(
Uδni ,ξni (y)
)
φn(y)χ(y − ξni )ψ(
y − ξni
(εn)α1
) + o(1)
=
∫
|(εn)α1x|≤η/2
f ′0
(
Uλni ,0(x)
)(
(εn)α1
)N−2
2 φn
(
(εn)α1x+ ξni
)
χ
(
(εn)α1x
)
ψ(x) + o(1)
=
∫
RN
f ′0(Uλi,0(x))φ
∞
i (x)ψ(x) + o(1).
(3.13)
Therefore φ∞i is a weak solution of
−∆φ∞i = f ′0(Uλi,0)φ∞i in D1,2(RN ). (3.14)
In order to continue we denote Ψjλi,0 :=
∂Uλi,0
∂xj for j = 1, . . . , N , and Ψ
0
λi,0
:=
∂Uλi,0
∂λi
. Now we claim
that ∫
RN
∇φ∞i (x)∇Ψjλi,0(x) = 0, j = 0, 1, . . . , N. (3.15)
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In fact,∣∣∣∣∣
∫
Ωni
f ′0
(
Uλni ,0(x)
)
φni (x)Ψ
j
λni ,0
(x)
∣∣∣∣∣ (3.16)
=
∣∣∣∣∣
∫
Ωni
f ′0
(
Uλni ,0(x)
)(
(εn)α1
)N−2
2 φn
(
(εn)α1x+ ξni
)
χ((εn)α1x)Ψjλni ,0
(x)
∣∣∣∣∣
=
∣∣∣∣∣
∫
(εn)−α1Ω
f ′0
(
U
λni ,
ξn
i
(εn)α1
(x)
) (
(εn)α1
)N−2
2 φn
(
(εn)α1x
)
χ
(
(εn)α1x− ξni
)
Ψjλni ,0
(
x− ξ
n
i
(εn)α1
)∣∣∣∣∣ .
Noticing that ∫
(εn)−α1Ω
f ′0
(
U
λni ,
ξn
i
(εn)α1
(x)
) (
(εn)α1
)N−2
2 φn
(
(εn)α1x
)
Ψjλni ,0
(
x− ξ
n
i
(εn)α1
)
= −(εn)α1
∫
Ω
f ′0
(
Uδni ,ξni (y)
)
φn(y)
(
Ψji
)
n
(y) = o(1),
then
(3.16)
=
∣∣∣∣∣
∫
(εn)−α1Ω
f ′0
(
U
λni ,
ξn
i
(εn)α1
(x)
) (
(εn)α1
)N−2
2 φn
(
(εn)α1x
)(
χ((εn)α1x− ξni )− 1
)
Ψjλni ,0
(
x− ξ
n
i
(εn)α1
)∣∣∣∣∣
+ o(1)
≤
∣∣∣∣∣
∫
∣∣∣x− ξ
n
i
(εn)α1
∣∣∣≥ η/4
(εn)α1
f ′0
(
U
λni ,
ξn
i
(εn)α1
(x)
) (
(εn)α1
)N−2
2 φn
(
(εn)α1x
)
Ψjλni ,0
(
x− ξ
n
i
(εn)α1
)∣∣∣∣∣
+ o(1)
≤ C‖φn‖ 2N
N−2
(∫
∣∣∣x− ξ
n
i
(εn)α1
∣∣∣≥ η/4
(εn)α1
(
U
λni ,
ξn
i
(εn)α1
(x)
) 2N
N−2
) 2
N
×
(∫
∣∣∣x− ξ
n
i
(εn)α1
∣∣∣≥ η/4
(εn)α1
(
Ψjλni ,0
(
x− ξ
n
i
(εn)α1
)) 2N
N−2
)N−2
2N
= o(1).
Therefore (3.15) holds. Using this and (3.14) we conclude that (3.10) holds for i = 1, . . . , k.
Now we turn to the proof of φ∞0 = 0. Setting α2 =
1
N−2 we obtain as in (3.13):∫
Ωn0
∇φn0∇ψ =
(
(εn)α2
) 2−N
2
∫
Ω
f ′0
(
Vεn,λn,ξn(y)
)
φn(y)χ(y)ψ
(
(εn)−α2y
)
+ o(1)
=
(
(εn)α2
) 2−N
2
∫
|y|≤η/2
f ′0
− k∑
j=1
PUδnj ,ξnj (y) + PVσn(y)
φn(y)χ(y)ψ((εn)−α2y) + o(1)
=
(
(εn)α2
) 2−N
2
∫
|y|≤η/2
f ′0
(
Vσn(y)
)
φn(y)χ(y)ψ((εn)−α2y) + o(1)
=
∫
|(εn)α2x|≤η/2
f ′0
(
Uλn,0(x)
)(
(εn)α2
)N−2
2 φn
(
(εn)α2x
)
χ
(
(εn)α2x
)
ψ(x) + o(1)
=
∫
RN
f ′0
(
Uλ,0
)
φ∞0 ψ(x) + o(1).
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Therefore φ∞0 is a weak solution of
−∆φ∞0 = f ′0(Uλ,0)φ∞0 , in D1,2(RN ). (3.17)
Similarly to (3.15) there holds∫
RN
∇φ∞0 (x)∇Ψjλ,0(x) = 0, for j = 0, 1, . . . , N, (3.18)
where Ψj
λ,0
:=
∂Uλ,0
∂xj , for j = 1, . . . , N , and Ψ
0
λ,0
:=
∂Uλ,0
∂λ
. This shows that φ∞0 = 0 as claimed.
Step 3. We obtain a contradiction.
First we claim that
lim
n→∞
∫
Ω
f ′0
(
Vεn,λn,ξn(y)
)
(φn(y))2 = 0. (3.19)
In fact, (2.6) and (2.7) imply:
∫
Ω
f ′0(Vεn,λn,ξn(y))(φ
n(y))2 =
∫
B(0, η4 )∪
k⋃
i=1
B(ξi,
η
4 )
f ′0
− k∑
j=1
Uδnj ,ξnj (y) + Vσn(y)
 (φn(y))2 + o(1).
Notice that f ′0(Uλni ,0) ∈ L
N
2 (RN ) and (3.10) imply
∫
B(ξi,
η
4 )
f ′0
− k∑
j=1
Uδnj ,ξnj (y) + Vσn(y)
(φn(y))2 = ∫
B(ξi,
η
4 )
f ′0
(
Uδni ,ξni (y)
)
(φn(y))2 + o(1)
=
∫
|(εn)α1x|≤η4
f ′0
(
Uλni ,0(x)
)
(φni (x))
2 + o(1)
= o(1).
(3.20)
Similarly we obtain:
∫
B(0, η4 )
f ′0
− k∑
j=1
Uδnj ,ξnj (y) + Vσn(y)
 (φn(y))2 = o(1). (3.21)
Now we obtain (3.19) from (3.20) and (3.21).
On the other hand, (3.7), (3.6), and (3.8) imply:∫
Ω
|∇φn|2 =
∫
Ω
∇ι∗(f ′0(Vεn,λn,ξn)φn)∇φn +
∫
Ω
∇hn∇φn +
∫
Ω
∇wn∇φn
=
∫
Ω
∇ι∗(f ′0(Vεn,λn,ξn)φn)∇φn − µ ∫
Ω
ι∗(f ′0(Vεn,λn,ξn)φ
n)φn
|x|2 + o(1)
=
∫
Ω
f ′0
(
Vεn,λn,ξn(y)
)
(φn(y))2 + o(1),
which contradicts (3.19) using (3.5). 
Proposition 3.2. For every η > 0 there exist ε0 > 0 and c0 > 0 with the following property: for every
(λ, ξ) ∈ Oη and for every ε ∈ (0, ε0) there exists a unique solution φε,λ,ξ ∈ K⊥ε,λ,ξ of equation (3.1)
satisfying
‖φε,λ,ξ‖µ ≤ c0
(
ε
N+2
2(N−2) + ε
1+2α
4
)
, (3.22)
and Φε : Oη → K⊥ε,λ,ξ defined by Φε(λ, ξ) := φε,λ,ξ is C1.
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Proof. As in [4] solving (3.1) is equivalent to finding a fixed point of the operator Tε,λ,ξ : K
⊥
ε,λ,ξ → K⊥ε,λ,ξ
defined by
Tε,λ,ξ(φ) = L
−1
ε,λ,ξΠ
⊥
ε,λ,ξ
(
ι∗
(
fε(Vε,λ,ξ + φ)− f ′0(Vε,λ,ξ)φ
) − Vε,λ,ξ).
We claim that Tε,λ,ξ is a contraction mapping.
First of all, Proposition 3.1, Lemma A.4 and (2.2) imply
‖Tε,λ,ξ(φ)‖µ ≤ C‖ι∗(fε(Vε,λ,ξ + φ)− f ′0(Vε,λ,ξ)φ) − Vε,λ,ξ‖µ
≤ C
∥∥∥∥∥ι∗
(
fε(Vε,λ,ξ + φ)− f ′0(Vε,λ,ξ)φ−
(
−
k∑
i=1
f0(Uδi,ξi) + f0(Vσ)
))∥∥∥∥∥
µ
+
∥∥∥∥∥ι∗
(
−
k∑
i=1
f0(Uδi,ξi) + f0(Vσ)
)
− Vε,λ,ξ
∥∥∥∥∥
µ

≤ C
∥∥∥∥∥fε(Vε,λ,ξ + φ)− f ′0(Vε,λ,ξ)φ−
(
−
k∑
i=1
f0(Uδi,ξi) + f0(Vσ)
)∥∥∥∥∥
2N/(N+2)
+
k∑
i=1
O(µδi) +O
(
(µσ
N−2
2 )
1
2
))
≤ C
∥∥fε(Vε,λ,ξ + φ)− fε(Vε,λ,ξ)− f ′ε(Vε,λ,ξ)φ∥∥2N/(N+2) + C∥∥(f ′ε(Vε,λ,ξ)− f ′0(Vε,λ,ξ))φ∥∥2N/(N+2)
+ C
∥∥fε(Vε,λ,ξ)− f0(Vε,λ,ξ)∥∥2N/(N+2)
+ C
∥∥∥∥∥f0(Vε,λ,ξ)−
(
−
k∑
i=1
f0(Uδi,ξi) + f0(Vσ)
)∥∥∥∥∥
2N/(N+2)
+
k∑
i=1
O(µδi) +O
(
(µσ
N−2
2 )
1
2
)
.
(3.23)
By using Lemma (A.5) and noticing that
‖fε(Vε,λ,ξ + φ) − fε(Vε,λ,ξ)− f ′ε(Vε,λ,ξ)φ‖2N/(N+2) ≤ C‖φ‖2
∗−1
µ ,
we deduce
‖Tε,λ,ξ(φ)‖µ ≤ C‖φ‖2
∗−1
µ + Cε‖φ‖µ + Cε+O(σ
N+2
2 ) +
k∑
i=1
O
(
δ
N+2
2
i
)
+
k∑
i=1
O(µδi) +O
(
(µσ
N−2
2 )
1
2
)
= C‖φ‖2∗−1µ + Cε‖φ‖µ +O
(
ε
N+2
2(N−2)
)
+O
(
ε
1+2α
4
)
.
The remaining argument can be obtained by standard arguments, see e.g. [4]. 
Now we consider the reduced functional
Iε(λ, ξ) = Jε(Vε,λ,ξ + φε,λ,ξ).
Proposition 3.3. Let (λ0, ξ0) with λ0 = (λ01, . . . , λ
0
k, λ
0
) and ξ0 = (ξ01 , ξ
0
2 , . . . , ξ
0
k) be a critical point of
Iε(λ, ξ). Then there exists a family of solutions to problem (1.1) of the form
uε = Vε,λ,ξ + φε,λ,ξ.
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Proof. It is enough to prove that (3.2) holds. Let ∂s denote one of ∂λi , ∂λ, ∂(ξi)j , i = 1, . . . , k,
j = 1, . . . , N . As in [25], equation (3.1) implies:
∂sIε(λ, ξ) = J
′
ε(Vε,λ,ξ + φε,λ,ξ)(∂sVε,λ,ξ + ∂sφε,λ,ξ)
=
k∑
i=1
N∑
j=0
ci,j
(
PΨji , ∂sVε,λ,ξ + ∂sφε,λ,ξ
)
+ c0
(
PΨ, ∂sVε,λ,ξ + ∂sφε,λ,ξ
)
.
Now it remains to prove that ci,j = 0 for i = 1, . . . , k and j = 0, . . . , N , and c0 = 0, provided ε > 0 is
small enough.
If (λ, ξ) is a critical point of Iε(λ, ξ), then
k∑
i=1
N∑
j=0
ci,j(PΨ
j
i , ∂sVε,λ,ξ + ∂sφε,λ,ξ) + c0(PΨ, ∂sVε,λ,ξ + ∂sφε,λ,ξ) = 0. (3.24)
Observe that
∂λiVε,λ,ξ = −ε
1
N−2PΨ0i , ∂λVε,λ,ξ = ε
1
N−2PΨ, ∂(ξi)jVε,λ,ξ = −PΨji , j = 1, . . . , N. (3.25)
On the other hand, (PΨji , φε,λ,ξ) = 0 for j = 0, 1, . . . , N , Proposition 3.2 and Lemma A.6 imply
(PΨji , ∂sφε,λ,ξ) = −(∂sPΨji , φε,λ,ξ) = O(‖∂sPΨji‖µ‖φε,λ,ξ‖µ) = o(‖∂sPΨji‖µ) = o(δ−2i ).
Similarly,
(PΨ, ∂sφε,λ,ξ) = o(‖∂sPΨ‖µ) = o(ε 1N−2σ−2).
Now Lemma A.1, (3.24) and (3.25) yield
0 =
k∑
i=1
N∑
j=0
ci,j(PΨ
j
i , ∂λVε,λ,ξ) + c0(PΨ, ∂λVε,λ,ξ) + o
(
ε
1
N−2σ−2
)
= ε
1
N−2
 k∑
i=1
N∑
j=0
ci,j(PΨ
j
i , PΨ) + c0(PΨ, PΨ)
+ o(ε 1N−2σ−2)
= c0c˜0ε
1
N−2σ−2
(
1 + o(1)
)
,
which implies c0 = 0. Similar arguments show that ci,j = 0 for i = 1, . . . , k, j = 0, 1, . . . , N . 
3.2 Proofs of Theorems 1.1 and 1.2
In this part, we consider Vε,λ,ξ = −
k∑
i=1
PUδi,ξi + PVσ. The reduced energy is expanded as follows.
Lemma 3.4. For ε→ 0+ there holds
Iε(λ, ξ) = a1 + a2ε− a3εα − a4ε ln ε+ ψ(λ, ξ)ε + o(ε) (3.26)
C1-uniformly with respect to (λ, ξ) in compact sets of Oη. The constants are given by a1 = 1N (k+1)S
N
2
0 ,
a2 =
(k+1)
2∗
∫
RN
U2
∗
1,0 lnU1,0 − k+1(2∗)2S
N
2
0 , a3 =
1
2S
N−2
2
0 Sµ0, and a4 =
k+1
2·2∗
∫
RN
U2
∗
1,0. The function ψ is given
by
ψ(λ, ξ) = b1(H(0, 0)λ
N−2
+
k∑
i=1
H(ξi, ξi)λ
N−2
i + 2
k∑
i=1
G(ξi, 0)λ
N−2
2
i λ
N−2
2
− 2
k∑
i,j=1,i<j
G(ξi, ξj)λ
N−2
2
i λ
N−2
2
j )− b2 ln(λ1λ2 . . . λkλ)
N−2
2 ,
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with b1 =
1
2C0
∫
RN
U2
∗−1
1,0 and b2 =
1
2∗
∫
RN
U2
∗
1,0.
Proof. Observe that
Jε(Vε,λ,ξ) =
1
2
∫
Ω
(|∇Vε,λ,ξ |2 − µ |Vε,λ,ξ|
2
|x|2 ) (3.27)
− 1
2∗
∫
Ω
|Vε,λ,ξ|2
∗
(3.28)
+(
1
2∗
∫
Ω
|Vε,λ,ξ|2
∗ − 1
2∗ − ε
∫
Ω
|Vε,λ,ξ|2
∗−ε). (3.29)
By Lemma A.7, Lemma A.10, and noticing µ = µ0ε
α, ε→ 0+, we obtain
(3.27) =
1
2
∫
Ω
(
|∇PVσ|2 − µ |PVσ|
2
|x|2
)
+
k∑
i=1
(
|∇PUδi,ξi |2 − µ
|PUδi,ξi |2
|x|2
)
−
k∑
i=1
∫
Ω
(
∇PVσ∇PUδi,ξi − µ
PVσPUδi,ξi
|x|2
)
+
k∑
i,j=1,i<j
∫
Ω
(
∇PUδi,ξi∇PUδj ,ξj − µ
PUδi,ξiPUδj ,ξj
|x|2
)
=
1
2
(k + 1)S
N
2
0 −
N
4
S
N−2
2
0 Sµ0ε
α +
1
2
C0
∫
RN
U2
∗−1
1,0
(
−H(0, 0)σN−2 −
k∑
i=1
H(ξi, ξi)δ
N−2
i
−2
k∑
i=1
σ
N−2
2 δ
N−2
2
i G(ξi, 0) + 2
k∑
i,j=1,i<j
G(ξi, ξj)δ
N−2
2
i δ
N−2
2
j
+ o(ε).
By Lemma A.8 and Lemma A.10, and again observing µ = µ0ε
α, ε→ 0+ we obtain:
(3.28) = − 1
2∗
(k + 1)S
N
2
0 +
N − 2
4
S
N−2
2
0 Sµ0ε
α + C0
∫
RN
U2
∗−1
1,0
(
H(0, 0)σN−2 +
k∑
i=1
H(ξi, ξi)δ
N−2
i
+2
k∑
i=1
σ
N−2
2 δ
N−2
2
i G(ξi, 0)− 2
k∑
i,j=1,i<j
G(ξi, ξj)δ
N−2
2
i δ
N−2
2
j
+ o(ε).
Next Lemma A.8, Lemma A.9 and Lemma A.10 yield:
(3.29) = − ε
(2∗)2
∫
Ω
|Vε,λ,ξ|2
∗
+
ε
2∗
∫
Ω
|Vε,λ,ξ|2
∗
ln |Vε,λ,ξ|+ o(ε)
= − ε
(2∗)2
(k + 1)S
N
2
0 +
ε
2∗
(−N − 2
2
lnσ ·
∫
RN
V 2
∗
1 −
N − 2
2
ln(δ1 . . . δk) ·
∫
RN
U2
∗
1,0
+
∫
RN
V 2
∗
1 lnV1 + k
∫
RN
U2
∗
1,0 lnU1,0) + o(ε)
= − ε
(2∗)2
(k + 1)S
N
2
0 −
(N − 2)ε
2 · 2∗
∫
RN
U2
∗
1,0 · ln(δ1 . . . δkσ)
+
(k + 1)ε
2∗
∫
RN
U2
∗
1,0 lnU1,0 + o(ε).
Arguing similarly to Lemma 6.1 in [25], we deduce from Proposition 3.2, (2.6), (2.7), and Lemma A.5,
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that
Jε(Vε,λ,ξ + φε,λ,ξ)− Jε(Vε,λ,ξ) = 1
2
‖φε,λ,ξ‖2µ +
∫
Ω
(∇Vε,λ,ξ∇φε,λ,ξ − µVε,λ,ξφε,λ,ξ|x|2 )
− 1
2∗ − ε (
∫
Ω
|Vε,λ,ξ + φε,λ,ξ|2
∗−ε − |Vε,λ,ξ|2
∗−ε)
= o(ε).
(3.30)
Now (3.27), (3.28), (3.29) and (3.30) imply (3.26). Actually, (3.26)) also holds C1-uniformly with
respect to (λ, ξ) in compact sets of Oη; see for example [25, Lemma 7.1]. We omit the details here. 
Proof of Theorem 1.1. The reduced function ψ(λ, ξ) from Lemma 3.4 becomes (here k = 1):
ψ(λ, ξ) = b1
(
H(0, 0)λ
N−2
+H(ξ1, ξ1)λ
N−2
1 + 2G(ξ1, 0)λ
N−2
2
1 λ
N−2
2
)
− b2 ln(λ1λ)
N−2
2 .
Now the first part is almost the same as the one in [4, Theorem 1]. We therefore omit it here.
Now we prove the second part. The symmetry assumption (S1) and the principle of symmetric
criticality (see e.g. [5, Lemma 2.4]) allow us to consider the constrained function of ψ(λ, ξ) as follows:
ψ(λ, t) = b1
(
h(0, 0)λ
N−2
+ h(t, t)λN−21 + 2g(t, 0)λ
N−2
2
1 λ
N−2
2
)
− b2 ln(λ1λ)
N−2
2 .
For t ∈ (a, b) \ {0}, let
∂ψ(λ, t)
∂λ1
= (N − 2)b1
(
h(t, t)λN−31 + g(t, 0)λ
N−4
2
1 λ
N−2
2
)
− (N − 2)b2
2λ1
= 0, (3.31)
and
∂ψ(λ, t)
∂λ
= (N − 2)b1
(
h(0, 0)λ
N−3
+ g(t, 0)λ
N−2
2
1 λ
N−4
2
)
− (N − 2)b2
2λ
= 0. (3.32)
Then it is easy to obtain a unique λ1(t) > 0 and a unique λ(t) > 0 with
(λ1(t))
N−2
2 =
√
1
h(t, t) + g(t, 0)( h(t,t)h(0,0))
1
2
· b2
2b1
(3.33)
and
(λ(t))
N−2
2 =
√
1
h(0, 0) + g(t, 0)(h(0,0)h(t,t) )
1
2
· b2
2b1
. (3.34)
Now an easy computation using (3.31) and (3.32) shows that:
∂2ψ(λ, t)
∂λ21
∣∣∣
λ1=λ1(t),λ=λ(t)
= (N − 2)b1
(
(N − 3)h(t, t)λN−41 +
N − 4
2
g(t, 0)λ
N−6
2
1 λ
N−2
2
)
+
(N − 2)b2
2λ21
= (N − 2)b1
(
(N − 2)h(t, t)λN−41 +
N − 2
2
g(t, 0)λ
N−6
2
1 λ
N−2
2
)
,
and
∂2ψ(λ, t)
∂λ
2
∣∣∣
λ1=λ1(t),λ=λ(t)
= (N − 2)b1
(
(N − 3)h(0, 0)λN−4 + N − 4
2
g(t, 0)λ
N−2
2
1 λ
N−6
2
)
+
(N − 2)b2
2λ
2
= (N − 2)b1
(
(N − 2)h(0, 0)λN−4 + N − 2
2
g(t, 0)λ
N−2
2
1 λ
N−6
2
)
,
∂2ψ(λ, t)
∂λ∂λ1
∣∣∣
λ1=λ1(t),λ=λ(t)
=
(N − 2)2
2
b1g(t, 0)λ
N−4
2
1 λ
N−4
2 .
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It follows that the Hessian matrix D2
λ1,λ
ψ(λ, t)|λ1=λ1(t),λ=λ(t) is positively definite and therefore nonde-
generate.
Now we consider the reduced function
ν(t) := ψ(λ1(t), λ(t), t) = b2 − b2 ln
(
λ1(t)λ(t)
)N−2
2 = b2 − b2 ln b2
2b1
+ b2 lnϕ(t),
where we used (3.31), (3.32), (3.33), and (3.34). Now observe that
ν′(t) = b2
ϕ′(t)
ϕ(t)
, ν′′(t) = b2
ϕ′′(t)ϕ(t) − (ϕ′(t))2
ϕ2(t)
,
so, using that t∗ is a (local) minimum of ϕ(t) in (a, b)\{0}, then it is also a (local) minimum, and therefore
a nondegenerate critical point of ν(t). 
When Ω = B(0, 1), we consider the existence of solutions with k + 1 bubbles, one positive and k
negative for k = 2, 3. We also show that the idea for k = 2, 3 is not applicable for k = 4. Notice first
that the principle of symmetric criticality (see e.g. [5, Lemma 2.4]) allows us to constrain the problem on
B(2) = {x = (x1, x2, 0, . . . , 0) : x ∈ B(0, 1)} and then to place the bubbles at
ξi, ξi+1 ∈ B(2), ξi+1 = e2pi
√−1/kξi for i = 1, . . . , k − 1. (3.35)
Here we used complex coordinates in B(2) ⊂ R2 × {0}.
For x, y, z ∈ Ω, x 6= y 6= z, let
α1(x, y) =
−G(x, 0) +
√
G2(x, 0) + 4H(0, 0)(H(x, x)−G(x, y))
2H(0, 0)
,
β1(x, y) = H(x, x) −G(x, y) +G(x, 0)α1(x, y),
α2(x, y) =
−2G(x, 0) +
√
4G2(x, 0) + 4H(0, 0)(H(x, x)− 2G(x, y))
2H(0, 0)
,
β2(x, y) = H(x, x) − 2G(x, y) +G(x, 0)α2(x, y),
α3(x, y, z) =
−3G(x, 0) +
√
9G2(x, 0) + 4H(0, 0)(H(x, x)− 2G(x, y)−G(x, z))
2H(0, 0)
,
β3(x, y, z) = H(x, x) − 2G(x, y)−G(x, z) +G(x, 0)α3(x, y, z).
Then we have the following lemma.
Lemma 3.5. Let Ω = B(0, 1) and k = 2, 3, 4. If (λ, ξ) = (λ1, . . . , λk, λ, ξ1, . . . , ξk) is a critical point of
ψ(λ, ξ) such that (3.35) holds, then
λ1 = . . . = λk. (3.36)
Moreover we have for k = 2:
λ
N−2
2 = α1(ξ1, ξ2)λ
N−2
2
1 , λ
N−2
2
1 =
√
1
β1(ξ1, ξ2)
· b2
2b1
, H(ξ1, ξ1)−G(ξ1, ξ2) > 0; (3.37)
for k = 3:
λ
N−2
2 = α2(ξ1, ξ2)λ
N−2
2
1 , λ
N−2
2
1 =
√
1
β2(ξ1, ξ2)
· b2
2b1
, H(ξ1, ξ1)− 2G(ξ1, ξ2) > 0; (3.38)
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and for k = 4:
λ
N−2
2 = α3(ξ1, ξ2, ξ3)λ
N−2
2
1 , λ
N−2
2
1 =
√
1
β3(ξ1, ξ2, ξ3)
· b2
2b1
, H(ξ1, ξ1)− 2G(ξ1, ξ2)−G(ξ1, ξ3) > 0. (3.39)
Proof. If k = 2 and (λ, ξ) is a critical point of ψ(λ, ξ), then the equations ∂ψ(λ,ξ)
∂λ
= ∂ψ(λ,ξ)∂λ1 =
∂ψ(λ,ξ)
∂λ2
= 0,
imply
H(0, 0)λ
N−2
+G(ξ1, 0)λ
N−2
2
1 λ
N−2
2 +G(ξ2, 0)λ
N−2
2
2 λ
N−2
2 =
b2
2b1
, (3.40)
H(ξ1, ξ1)λ
N−2
1 +G(ξ1, 0)λ
N−2
2
1 λ
N−2
2 −G(ξ1, ξ2)λ
N−2
2
1 λ
N−2
2
2 =
b2
2b1
, (3.41)
H(ξ2, ξ2)λ
N−2
2 +G(ξ2, 0)λ
N−2
2
2 λ
N−2
2 −G(ξ1, ξ2)λ
N−2
2
1 λ
N−2
2
2 =
b2
2b1
. (3.42)
Notice that (3.35) yields
H(ξ1, ξ1) = H(ξ2, ξ2), G(ξ1, 0) = G(ξ2, 0),
so (3.41) and (3.42) imply(
λ
N−2
2
2 − λ
N−2
2
1
)(
H(ξ1, ξ1)
(
λ
N−2
2
2 + λ
N−2
2
1
)
+G(ξ1, 0)λ
N−2
2
)
= 0.
Since H(ξ1, ξ1) > 0, G(ξ1, 0) > 0, λ1 > 0, λ2 > 0, and λ > 0, we obtain λ1 = λ2, and (3.37) follows by
an easy computation.
If k = 3 and (λ, ξ) is a critical point of ψ(λ, ξ), then
H(0, 0)λ
N−2
+G(ξ1, 0)λ
N−2
2
1 λ
N−2
2 +G(ξ2, 0)λ
N−2
2
2 λ
N−2
2 +G(ξ3, 0)λ
N−2
2
3 λ
N−2
2 =
b2
2b1
, (3.43)
H(ξ1, ξ1)λ
N−2
1 +G(ξ1, 0)λ
N−2
2
1 λ
N−2
2 −G(ξ1, ξ2)λ
N−2
2
1 λ
N−2
2
2 −G(ξ1, ξ3)λ
N−2
2
1 λ
N−2
2
3 =
b2
2b1
, (3.44)
H(ξ2, ξ2)λ
N−2
2 +G(ξ2, 0)λ
N−2
2
2 λ
N−2
2 −G(ξ1, ξ2)λ
N−2
2
1 λ
N−2
2
2 −G(ξ2, ξ3)λ
N−2
2
2 λ
N−2
2
3 =
b2
2b1
, (3.45)
H(ξ3, ξ3)λ
N−2
3 +G(ξ3, 0)λ
N−2
2
3 λ
N−2
2 −G(ξ1, ξ3)λ
N−2
2
1 λ
N−2
2
3 −G(ξ2, ξ3)λ
N−2
2
2 λ
N−2
2
3 =
b2
2b1
. (3.46)
The ansatz (3.35) gives
H(ξ1, ξ1) = H(ξ2, ξ2) = H(ξ3, ξ3), G(ξ1, 0) = G(ξ2, 0) = G(ξ3, 0), G(ξ1, ξ2) = G(ξ2, ξ3) = G(ξ1, ξ3).
We can see from (3.44) and (3.45) that(
λ
N−2
2
2 − λ
N−2
2
1
)
(H(ξ1, ξ1)(λ
N−2
2
2 + λ
N−2
2
1 ) +G(ξ1, 0)λ
N−2
2 −G(ξ1, ξ2)λ
N−2
2
3 ) = 0.
Assume that
H(ξ1, ξ1)
(
λ
N−2
2
2 + λ
N−2
2
1
)
+G(ξ1, 0)λ
N−2
2 −G(ξ1, ξ2)λ
N−2
2
3 = 0. (3.47)
Multiplying this by λ
N−2
2
1 and combing it with (3.44), we obtain
−H(ξ1, ξ1)λ
N−2
2
1 λ
N−2
2
2 −G(ξ1, ξ2)λ
N−2
2
1 λ
N−2
2
2 −
b2
2b1
= 0
which is obviously impossible. Therefore λ2 = λ1, and similarly λ3 = λ1. Finally, (3.38) can be computed
directly.
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If k = 4 and (λ, ξ) is a critical point of ψ(λ, ξ), then
H(0, 0)λ
N−2
+
4∑
i=1
G(ξi, 0)λ
N−2
2
1 λ
N−2
2 =
b2
2b1
, (3.48)
H(ξ1, ξ1)λ
N−2
1 +G(ξ1, 0)λ
N−2
2
1 λ
N−2
2 −
∑
i6=1
G(ξ1, ξi)λ
N−2
2
1 λ
N−2
2
i =
b2
2b1
, (3.49)
H(ξ2, ξ2)λ
N−2
2 +G(ξ2, 0)λ
N−2
2
2 λ
N−2
2 −
∑
i6=2
G(ξ2, ξi)λ
N−2
2
2 λ
N−2
2
i =
b2
2b1
, (3.50)
H(ξ3, ξ3)λ
N−2
3 +G(ξ3, 0)λ
N−2
2
3 λ
N−2
2 −
∑
i6=3
G(ξ3, ξi)λ
N−2
2
3 λ
N−2
2
i =
b2
2b1
, (3.51)
H(ξ4, ξ4)λ
N−2
4 +G(ξ4, 0)λ
N−2
2
4 λ
N−2
2 −
∑
i6=4
G(ξ4, ξi)λ
N−2
2
4 λ
N−2
2
i =
b2
2b1
. (3.52)
The ansatz (3.35) gives
H(ξ1, ξ1) = H(ξ2, ξ2) = H(ξ3, ξ3) = H(ξ4, ξ4), G(ξ1, 0) = G(ξ2, 0) = G(ξ3, 0) = G(ξ4, 0),
and
G(ξ1, ξ2) = G(ξ2, ξ3) = G(ξ3, ξ4) = G(ξ4, ξ1), G(ξ1, ξ3) = G(ξ2, ξ4).
Then using the same argument as the one in case k = 3, (3.49) and (3.51) imply λ1 = λ3. Similarly we
obtain λ2 = λ4. Substituting this into (3.49) and (3.50), we then get λ1 = λ2. At last, (3.39) follows by
direct computation. 
Proof of Theorem 1.2. For k = 2, by (3.35) we can assume ξ1 = −ξ2 = (t, 0, . . . , 0), 0 < t < 1. Then
by (3.36) in Lemma 3.5, the reduced function ψ(λ, t) becomes
f1(λ1, λ, t) = b1
(
h(0, 0)λ
N−2
+ 2h(t, t)λN−21 + 4g(t, 0)λ
N−2
2
1 λ
N−2
2 − 2g(t,−t)λN−21
)
− b2 ln
(
λ21λ
)N−2
2 .
The remaining argument is the same as the one in [6].
Now we consider the case k = 3. As a consequence of (3.35) we may assume ξ1 = (t, 0, . . . , 0),
ξ2 =
(
− t2 ,
√
3t
2 , 0, . . . , 0
)
, ξ3 =
(
− t2 ,−
√
3t
2 , 0, . . . , 0
)
, 0 < t < 1. Then Lemma 3.5 allows us to consider
the function
f2(λ1, λ, t) = b1
(
H(0, 0)λ
N−2
+ 3H(ξ1, ξ1)λ
N−2
1 + 6G(ξ1, 0)λ
N−2
2
1 λ
N−2
2 − 6G(ξ1, ξ2)λN−21
)
− b2 ln
(
λ31λ
)N−2
2 .
Setting
γ1(t) := H(ξ1, ξ1)− 2G(ξ1, ξ2) = 1
(1− t2)N−2 −
2
(
√
3t)N−2
+
2
(t4 + t2 + 1)
N−2
2
and
τ1(t) := G(ξ1, 0) =
1
tN−2
− 1,
a direct computation shows that γ′1(t) > 0, γ1(t) → −∞ as t → 0+, and γ1(12 ) > 0. Thus there exists
t∗ ∈ (0, 12 ) such that
γ1(t
∗) = 0, γ1(t) > 0 for all t ∈ (t∗, 1). (3.53)
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Then for t ∈ (t∗, 1) there exist unique λ1(t), λ(t) such that
∂f2(λ1, λ, t)
∂λ1
= 0,
∂f2(λ1, λ, t)
∂λ
= 0, (3.54)
where λ1(t), λ(t) are from (3.38). Moreover, a direct computation shows that
∂2f2(λ1(t), λ(t), t)
∂λ21
= 3(N − 2)b1
(
(N − 3)γ1(t)λN−41 +
N − 4
2
τ1(t)λ
N−6
2
1 λ
N−2
2
)
+
3(N − 2)b2
2λ21
= 3(N − 2)b1
(
(N − 2)γ1(t)λN−41 +
N − 2
2
τ1(t)λ
N−6
2
1 λ
N−2
2
)
,
∂2f2(λ1(t), λ(t), t)
∂λ
2 = (N − 2)b1
(
(N − 3)H(0, 0)λN−4 + 3(N − 4)
2
τ1(t)λ
N−2
2
1 λ
N−6
2
)
+
(N − 2)b2
2λ
2
= (N − 2)b1
(
(N − 2)H(0, 0)λN−4 + 3(N − 2)
2
τ1(t)λ
N−2
2
1 λ
N−6
2
)
,
∂2f2(λ1(t), λ(t), t)
∂λ∂λ1
=
3(N − 2)2
2
b1τ1(t)λ
N−4
2
1 λ
N−4
2 .
It follows that the Hessian matrixD2
λ1,λ
f2(λ1(t), λ(t), t) is positively definite and therefore nondegenerate.
Then it is enough to consider the function
ν1(t) := f2
(
λ1(t), λ(t), t
)
= 2b2 − b2 ln
(
λ31(t)λ(t)
)N−2
2 .
As in [6, (3.4)] there holds
lim
t→(t∗)+
ν1(t) = −∞ and lim
t→1−
ν1(t) = +∞. (3.55)
Now we prove ν′1(
1
2 ) < 0 for N large. Setting
α2(t) := α2(ξ1, ξ2) = −τ1(t) +
√
τ21 (t) + γ1(t),
where we used H(0, 0) = 1, we obtain
ν′1(t) =
∂f2(λ1(t), λ(t), t)
∂t
= 3b1 (γ
′
1(t) + 2α2(t)τ
′
1(t)) λ
N−2
1 .
Then by letting ι1(t) := γ
′
1(t) + 2α2(t)τ
′
1(t), we need to show ι1
(
1
2
)
< 0 for N large enough. Since
γ1(
1
2 )
τ21 (
1
2 )
< 1 for N large we see as in [6, (3.9)] that
ι1(
1
2 ) ≤ γ′1(12 ) +
4γ1(
1
2 )
5τ1(
1
2 )
τ ′1(
1
2 ).
A direct computation gives for N large:
γ′1(
1
2 ) = (N − 2)
(
(43 )
N−1 + 4( 2√
3
)N−2 −
3
2
( 116 +
1
4 + 1)
N
2
)
<
11(N − 2)
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(43 )
N−1,
τ ′1(
1
2 ) = −(N − 2)2N−1,
γ1(
1
2 )
τ1(
1
2 )
=
(43 )
N−2 − 2( 2√
3
)N−2 + 2
( 116+
1
4+1)
N−2
2
2N−2 − 1 >
11
12
· (
4
3 )
N−2
2N−2
,
which yield ι1(
1
2 ) < 0 for N large enough. Then we have t1, t2 ∈ (t∗, 1), t1 6= t2 such that ν′1(t1) = 0,
ν′1(t2) = 0, and we conclude as in [6]. 
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Remark 3.6. a) For k = 3, N = 7, numerical computations show that one cannot find t0 ∈ (t∗, 1) such
that ν′1(t0) = 0. Therefore we can only consider N large enough in this case.
b) For k = 4, the idea above also cannot give the existence of solutions with k + 1 bubbles, one
positive at the origin and k negative. In fact, following the above idea, with the ansatz (3.35) we may
assume ξ1 = (t, 0, . . . , 0), ξ2 = (0, t, 0, . . . , 0), ξ3 = (−t, 0, . . . , 0), and ξ4 = (0,−t, . . . , 0), 0 < t < 1. As a
consequence of Lemma 3.5 we need to consider the function
f3(λ1, λ, t) = b1
(
H(0, 0)λ
N−2
+ 4H(ξ1, ξ1)λ
N−2
1 + 8G(ξ1, 0)λ
N−2
2
1 λ
N−2
2
−8G(ξ1, ξ2)λN−21 − 4G(ξ1, ξ3)λN−21
)− b2 ln(λ41λ)N−22 .
Now let τ1(t) be the same as above and define
γ2(t) := H(ξ1, ξ1)− 2G(ξ1, ξ2)−G(ξ1, ξ3)
=
1
(1− t2)N−2 −
2
(
√
2t)N−2
+
2
(t4 + 1)
N−2
2
− 1
(2t)N−2
+
1
(t2 + 1)N−2
.
A direct computation shows that
γ′2(t) = (N − 2)
(
2t
(1− t2)N−1 +
2
(
√
2)N−2tN−1
− 4t
3
(t4 + 1)
N
2
+
1
2N−2tN−1
− 2t
(t2 + 1)N−1
)
> 0.
Clearly γ2(t)→ −∞ as t→ 0+, and γ2
(
1√
2
)
> 0. Then there exists t∗ ∈ (0, 1√
2
) such that
γ2(t
∗) = 0, γ2(t) > 0, ∀ t ∈ (t∗, 1). (3.56)
Set ι2(t) := γ
′
2(t) + 2α3(t)τ
′
1(t), where α3(t) := α3(ξ1, ξ2, ξ3) =
−3τ1(t)+
√
9τ21 (t)+4γ2(t)
2 . If we can prove
that ι2(t0) = 0 for some t0 ∈ (t∗, 1), then problem (1.1) admits a solution with 5 bubbles, one positive at
the origin and 4 negative. But the following proposition shows that t0 does not exist.
Proposition 3.7. For any t ∈ (t∗, 1), N ≥ 7, it always holds that ι2(t) > 0.
Proof. We first show that t∗ >
√
6−√2
2 , where t
∗ is from (3.56). In order to see that we prove
γ2
(√
6−√2
2
)
< 0. Since 22/5 · 2(
√
6−√2
2 )
2 < 1 < (
√
6−√2
2 )
4 + 1, we have
1
(
√
2 ·
√
6−√2
2 )
N−2
>
2
((
√
6−√2
2 )
4 + 1)
N−2
2
, for all N ≥ 7.
On the other hand, it is easy to see that
1
(1− (
√
6−√2
2 )
2)N−2
=
1
(
√
2(
√
6−√2
2 ))
N−2
,
1
(2(
√
6−√2
2 ))
N−2
>
1
((
√
6−√2
2 )
2 + 1)N−2
,
and we conclude γ2(
√
6−√2
2 ) < 0.
Now we prove ι2(t) > 0 for t ∈ (t∗, 1) ⊂ (
√
6−√2
2 , 1). It is easy to see that for t ∈
(√
6−√2
2 , 1
)
there
holds
γ′2(t) ≥ (N − 2) ·
2t
(1− t2)N−1 , γ2(t) ≤
1
(1 − t2)N−2 .
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Then for all t ∈ (t∗, 1) and N ≥ 7:
ι2(t)
N − 2 ≥
2t
(1− t2)N−1 − 3
(
1
tN−2
− 1
)
· 1
tN−1

√√√√1 + 4 · 1(1−t2)N−2
9( 1tN−2 − 1)2
− 1

≥ 2t
(1− t2)N−1 −
3
t2N−3
·
(√
1 +
4
9
(
t2
1− t2 )
N−2 · 1
(1− tN−2)2 − 1
)
.
Setting T := t
2
1−t2 it is enough to prove that
2
3
· TN−1 + 1 >
√
1 +
4
9
· TN−2 · 1
(1− tN−2)2 ,
which is equivalent to
(TN + 3T ) · (1− tN−2)2 > 1. (3.57)
It is easy to see that
3T · (1− tN−2)2 ≥ 3(1− t5)2 > 1 if t ∈ [ 1√
2
, 45 ) (3.58)
and
TN · (1− tN−2)2 ≥ TN · (1− t)2 = t
4
(1 + t)2
· TN−2 > (
4
5 )
4
4
(
(45 )
2
1− (45 )2
)5 > 1 if t ∈ [ 4
5
, 1). (3.59)
Now it is left to prove (3.57) for t ∈
(
t∗, 1√
2
)
. First of all, if t ∈
(√
6−√2
2 ,
1√
2
)
, then T ∈
(√
3−1
2 , 1
)
.
Setting
f(T ) := 3T (1− tN−2)2 = 3T (1− ( T
1 + T
)
N−2
2 )2,
a direct computation shows that
f ′(T ) =
(
1−
(
T
1 + T
)N−2
2
)(
3− 3
(
T
1 + T
)N−2
2
− 3(N − 2)
(
T
1 + T
)N−2
2 1
1 + T
)
≥
(
1−
(
1
2
)N−2
2
)(
3− 3
(
1
2
)N−2
2
− 3(N − 2)
(
1
2
)N−2
2 1
1 +
√
3−1
2
)
≥
(
1−
(
1
2
)N−2
2
)(
3− 3
(
1
2
) 5
2
− 15
(
1
2
) 5
2 1
1 +
√
3−1
2
)
> 0,
where in the second inequality we use the fact that 3 − 3(12 )
N−2
2 − 3(N − 2)(12 )
N−2
2
1
1+
√
3−1
2
is increasing
in N . Now we conclude that
f(T ) > 3 ·
√
3− 1
2
1−( √3−12
1 +
√
3−1
2
) 5
2
2 > 1 for all N ≥ 7. (3.60)
Combining (3.57), (3.58), (3.59), and (3.60), the proof is finished. 
Remark 3.8. Let µ = µ0ε
α, µ0 > 0, α >
N−4
N−2 , N large enough. For k = 2, 3, we can also consider smooth
bounded domains with the following symmetry condition.
(S2) If (x˜, x
′) ∈ Ω ⊂ R2 × RN−2 then (e2pi
√−1/kx˜, x′) ∈ Ω, and (x˜,−x′) ∈ Ω.
We assume further that
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(S3) The map ϕk : Ω
(2) := {x˜ ∈ R2 : (x˜, 0) ∈ Ω} → R, defined by
ϕk(x˜) :=
αk−1
(
(x˜, 0), (e2pi
√−1/kx˜, 0)
)
β
k+1
2
k−1
(
(x˜, 0), (e2pi
√−1/kx˜, 0)
) ,
admits a nondegenerate critical point at ξ˜∗ ∈ Ω(2) such that
H
(
(ξ˜∗, 0), (ξ˜∗, 0)
)
− (k − 1)G
(
(ξ˜∗, 0), (−ξ˜∗, 0)
)
> 0.
Then for k = 2, 3, and using the same methods as in Theorem 1.2, one can show that there exists ε0 > 0
such that for any ε ∈ (0, ε0), there exists a pair of solutions ±uε to problem (1.1) satisfying
uε(x) = Cµ
(
σε
(σε)2|x|β1 + |x|β2
)N−2
2
− C0
k∑
i
(
δε
(δε)2 + |x− ξεi |2
)
N−2
2 + o(1),
where δε = λεε
1
N−2 , ξεi = (e
2pii
√−1/k ξ˜ε, 0), ξ˜ε ∈ Ω(2), σε = λεε 1N−2 , and for some η > 0 small enough,
η < |ξ˜ε| < 1− η, λε, λε ∈ (η, 1η ). Moreover ξ˜ε → ξ˜∗ as ε→ 0.
The question is what kind of domain, besides B(0, 1), satisfies the assumption (S3)?
3.3 Proof of Theorem 1.3
In this part, we turn to solutions of the form Vε,λ,ξ =
k∑
i=1
(−1)iPUδi,ξi + PVσ. Then the reduced
function in Lemma 3.4 becomes
ψ˜(λ, ξ) = b1
(
H(0, 0)λ
N−2
+
k∑
i=1
H(ξi, ξi)λ
N−2
i + 2
k∑
i=1
(−1)i−1G(ξi, 0)λ
N−2
2
i λ
N−2
2
+2
k∑
i,j=1,i<j
(−1)i+j−1G(ξi, ξj)λ
N−2
2
i λ
N−2
2
j
− b2 ln(λ1λ2 . . . λkλ)N−22 ,
where b1, b2 are as in Lemma 3.4.
Proof of Theorem 1.3. Here we have k = 4. Due to the ansatz (3.35) we may assume ξ1 = (t, 0, . . . , 0),
ξ2 = (0, t, 0, . . . , 0), ξ3 = (−t, 0, 0, . . . , 0), ξ4 = (0,−t, 0, . . . , 0), 0 < t < 1. It is obvious that
H(ξ1, ξ1) = H(ξ2, ξ2) = H(ξ3, ξ3) = H(ξ4, ξ4), G(ξ1, 0) = G(ξ2, 0) = G(ξ3, 0) = G(ξ4, 0),
and
G(ξ1, ξ2) = G(ξ2, ξ3) = G(ξ3, ξ4) = G(ξ4, ξ1), G(ξ1, ξ3) = G(ξ2, ξ4).
As in the proof of Lemma 3.5 we have
λ1 = λ3, λ2 = λ4,
which allows us to consider the function
f4(λ1, λ2, λ, t) = b1
(
H(0, 0)λ
N−2
+ 2H(ξ1, ξ1)(λ
N−2
1 + λ
N−2
2 ) + 4G(ξ1, 0)
(
λ
N−2
2
1 − λ
N−2
2
2
)
λ
N−2
2
+8G(ξ1, ξ2)λ
N−2
2
1 λ
N−2
2
2 − 2G(ξ1, ξ3)λN−21 − 2G(ξ1, ξ3)λN−22
)
− b2 ln
(
λ21λ
2
2λ
)N−2
2 .
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Now suppose ∇λ1,λ2,λf4(λ1, λ2, λ, t) = 0. Then we have
H(0, 0)λ
N−2
+ 2G(ξ1, 0)(λ
N−2
2
1 − λ
N−2
2
2 )λ
N−2
2 =
b2
2b1
, (3.61)
(H(ξ1, ξ1)−G(ξ1, ξ3))λN−21 +G(ξ1, 0)λ
N−2
2
1 λ
N−2
2 + 2G(ξ1, ξ2)λ
N−2
2
1 λ
N−2
2
2 =
b2
2b1
, (3.62)
(H(ξ1, ξ1)−G(ξ1, ξ3))λN−22 −G(ξ1, 0)λ
N−2
2
2 λ
N−2
2 + 2G(ξ1, ξ2)λ
N−2
2
1 λ
N−2
2
2 =
b2
2b1
. (3.63)
From (3.62) and (3.63) we deduce
λ
N−2
2
2 − λ
N−2
2
1 =
G(ξ1, 0)
H(ξ1, ξ1)−G(ξ1, ξ3)λ
N−2
2 , (3.64)
which combined with (3.61) implies:
λ
N−2
=
H(ξ1, ξ1)−G(ξ1, ξ3)
H(ξ1, ξ1)−G(ξ1, ξ3)− 2G2(ξ1, 0) ·
b2
2b1
. (3.65)
As a consequence of (3.64) we get
λN−21 + λ
N−2
2 − 2λ
N−2
2
1 λ
N−2
2
2 =
(
G(ξ1, 0)
H(ξ1, ξ1)−G(ξ1, ξ3)
)2
λ
N−2
,
and then (3.62) and (3.63) yield:
λ
N−2
2
1 λ
N−2
2
2 =
1
H(ξ1, ξ1)−G(ξ1, ξ3) + 2G(ξ1, ξ2) ·
b2
2b1
(3.66)
and
λN−21 + λ
N−2
2 =
1
H(ξ1, ξ1)−G(ξ1, ξ3) + 2G(ξ1, ξ2) ·
b2
b1
+
(
G(ξ1, 0)
H(ξ1, ξ1)−G(ξ1, ξ3)
)2
λ
N−2
. (3.67)
Let τ1(t) be as above, and set
γ3(t) := H(ξ1, ξ1)−G(ξ1, ξ3) = 1
(1− t2)N−2 −
1
(2t)N−2
+
1
(t2 + 1)N−2
and
γ4(t) := G(ξ1, ξ2) =
1
(
√
2t)N−2
− 1
(t4 + 1)
N−2
2
.
A direct computation shows that γ′3(t) > 0, γ3(t) → −∞ as t → 0+, γ3(t) → +∞ as t → 1−, and
γ3(
1
2 ) > 0. Thus there exists t
∗
1 ∈ (0, 12 ) such that
γ3(t
∗
1) = 0, γ3(t) < 0 for all t ∈ (0, t∗1).
On the other hand, (γ3(t) − 2τ21 (t))′ > 0, γ3(t) − 2τ21 (t) → −∞ as t → 0+, γ3(t) − 2τ21 (t) → +∞ as
t→ 1−, and γ3(12 )− 2τ21 (12 ) < 0. Thus there exists t∗2 ∈ (12 , 1) such that
γ3(t
∗
2)− 2τ21 (t∗2) = 0, γ3(t)− 2τ21 (t) > 0 for all t ∈ (t∗2, 1).
It follows that for every t ∈ (0, t∗1) ∪ (t∗2, 1) there exist unique λ1(t), λ2(t), λ(t) such that
∇λ1,λ2,λf4(λ1(t), λ2(t), λ(t), t) = 0,
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where λ1(t), λ2(t), λ(t) satisfy (3.64), (3.65), (3.66) and (3.67). Moreover, a direct computation using
(3.61), (3.62), and (3.63) shows that
∂2f4(λ1, λ2, λ, t)
∂λ21
= (N − 2)b1
(
2(N − 3)γ3(t)λN−41 + (N − 4)τ1(t)λ
N−6
2
1 λ
N−2
2
+2(N − 4)γ4(t)λ
N−6
2
1 λ
N−2
2
2
)
+
(N − 2)b2
λ21
= (N − 2)2b1
(
2γ3(t)λ
N−4
1 + τ1(t)λ
N−6
2
1 λ
N−2
2 + 2γ4(t)λ
N−6
2
1 λ
N−2
2
2
)
,
∂2f4(λ1, λ2, λ, t)
∂λ22
= (N − 2)b1
(
2(N − 3)γ3(t)λN−42 − (N − 4)τ1(t)λ
N−6
2
2 λ
N−2
2
+2(N − 4)γ4(t)λ
N−6
2
1 λ
N−2
2
2
)
+
(N − 2)b2
λ22
= (N − 2)2b1
(
2γ3(t)λ
N−4
2 − τ1(t)λ
N−6
2
2 λ
N−2
2 + 2γ4(t)λ
N−2
2
1 λ
N−6
2
2
)
,
∂2f4(λ1, λ2, λ, t)
∂λ
2 = (N − 2)b1
(
(N − 3)H(0, 0)λN−4 + (N − 4)τ1(t)(λ
N−2
2
1 − λ
N−2
2
2 )λ
N−6
2
)
+
(N − 2)b2
2λ
2
= (N − 2)2b1
(
H(0, 0)λ
N−4
+ τ1(t)(λ
N−2
2
1 − λ
N−2
2
2 )λ
N−6
2
)
,
∂2f4(λ1, λ2, λ, t)
∂λ∂λ1
= (N − 2)2b1τ1(t)λ
N−4
2
1 λ
N−4
2 ,
∂2f4(λ1, λ2, λ, t)
∂λ∂λ2
= −(N − 2)2b1τ1(t)λ
N−4
2
2 λ
N−4
2 ,
∂2f4(λ1, λ2, λ, t)
∂λ1∂λ2
= 2(N − 2)2b1γ4(t)λ
N−4
2
1 λ
N−4
2
2 .
For simplicity, we introduce the notation
X := λ
N−2
2 , Y := λ
N−2
2
1 , Z := λ
N−2
2
2 .
In order to show that the Hessian matrixD2
λ1,λ2,λ
f4(λ1, λ2, λ, t) is nondegenerate for any t ∈ (0, t∗1)∪(t∗2 , 1),
it suffices to show that the matrix
X + τ1(t)(Y − Z) τ1(t)Y 2N−2X
N−4
N−2 −τ1(t)Z 2N−2X
N−4
N−2
τ1(t)Y
N−4
N−2X
2
N−2 2γ3(t)Y + τ1(t)X + 2γ4(t)Z 2γ4(t)Y
N−4
N−2Z
2
N−2
−τ1(t)Z
N−4
N−2X
2
N−2 2γ4(t)Y
2
N−2Z
N−4
N−2 2γ3(t)Z − τ1(t)X + 2γ4(t)Y

is nondegenerate. Using (3.61), (3.62) and (3.63) this is equivalent to show that the matrix
X
2 +
b2
4b1
· 1X τ1(t)Y
2
N−2X
N−4
N−2 −τ1(t)Z
2
N−2X
N−4
N−2
τ1(t)Y
N−4
N−2X
2
N−2 γ3(t)Y +
b2
2b1
· 1Y 2γ4(t)Y
N−4
N−2Z
2
N−2
−τ1(t)Z
N−4
N−2X
2
N−2 2γ4(t)Y
2
N−2Z
N−4
N−2 γ3(t)Z +
b2
2b1
· 1Z

is nondegenerate. A direct computation, using (3.66), shows that the determinant of the above matrix
has the same sign as γ3(t), and hence is nondegenerate.
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Now in order to finish the proof, we look for t0 ∈ (0, t∗1) such that ν′2(t0) = 0, where
ν2(t) := f4
(
λ1(t), λ2(t), λ(t), t
)
.
Observe that
ν′2(t) =
∂f4(λ1(t), λ2(t), λ(t), t)
∂t
= 2b1
(
γ′3(t)
(
λN−21 + λ
N−2
2
)
+ 2τ ′1(t)
(
λ
N−2
2
1 − λ
N−2
2
2
)
λ
N−2
2 + 4γ′4(t)λ
N−2
2
1 λ
N−2
2
2
)
where λ1, λ2, λ satisfy (3.64), (3.65), (3.66) and (3.67). Therefore, ν
′
2(t) = 0 for t ∈ (0, t∗1) is equivalent
to
ι3(t) := γ
′
3(t)
(
2γ3(t)(γ3(t)− 2τ21 (t)) + τ21 (t)(γ3(t) + 2γ4(t))
)− 2τ ′1(t)τ1(t)γ3(t)(γ3(t) + 2γ4(t))
+ 4γ′4(t)γ3(t)
(
γ3(t)− 2τ21 (t)
)
= 0.
It is easy to check that ι3(t)→ −∞ as t→ 0+ and ι3(t∗1) > 0 since γ′3(t∗1) > 0, γ4(t∗1) > 0 and γ3(t∗1) = 0.
Hence there exists t0 ∈ (0, t∗1) such that ι3(t0) = 0, which finishes the proof. 
Remark 3.9. It seems that there also should exist t0 ∈ (t∗2, 1) such that ι3(t0) = 0. This is not considered
here because the computations get enormous.
4 Solutions with tower of bubbles concentrating at the origin
In this section we prove Theorem 1.4 where α = 1. We use the same notations in similar settings as
Section 3.
4.1 The finite dimensional reduction
We fix an integer k ≥ 0. For λ = (λ1, . . . , λk, λ) ∈ Rk+1 we set δi = λiε
2i−1
N−2 , for i = 1, . . . , k, and
consider ζ = (ζ1, . . . , ζk) ∈ (RN )k such that
ξ = (ξ1, . . . , ξk) = (δ1ζ1, . . . , δkζk) ∈ Ωk.
We also set σ = λε
2(k+1)−1
N−2 . Now we define for η ∈ (0, 1):
Oη =
{
(λ, ζ) ∈ Rk+1+ × (RN )k : λi ∈ (η, η−1), λ ∈ (η, η−1), |ζi| ≤
1
η
, i = 1, . . . , k
}
.
We also recall the sets Wε,λ,ξ, Kε,λ,ξ, K
⊥
ε,λ,ξ, and the projections Πε,λ,ξ, Π
⊥
ε,λ,ξ as in Section 3. Now we
want to find η > 0 ,ε > 0, (λ, ζ) ∈ Oη and φε,λ,ξ ∈ K⊥ε,λ,ξ such that:
Π⊥ε,λ,ξ (Vε,λ,ξ + φε,λ,ξ − ι∗(fε(Vε,λ,ξ + φε,λ,ξ))) = 0, (4.1)
Πε,λ,ξ (Vε,λ,ξ + φε,λ,ξ − ι∗(fε(Vε,λ,ξ + φε,λ,ξ))) = 0, (4.2)
where
Vε,λ,ξ =
k∑
i=1
(−1)i−1PUδi,ξi + (−1)kPVσ. (4.3)
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Next we take ρ > 0 small enough and let
Ak+1 := B(0,
√
δk+1δk), Ai := B(0,
√
δiδi−1) \B(0,
√
δiδi+1) for i = 1, . . . , k; (4.4)
here δ0 =
ρ2
δ1
, δk+1 = σ; cf. [25]. Finally recall the operator Lε,λ,ξ from Section 3.
Now we first solve (4.1).
Proposition 4.1. For any η > 0, there exist ε0 > 0 and c > 0 such that for every (λ, ζ) ∈ Oη, and for
every ε ∈ (0, ε0):
‖Lε,λ,ξ(φ)‖µ ≥ c‖φ‖µ for all φ ∈ K⊥ε,λ,ξ. (4.5)
Consequently, Lε,λ,ξ is invertible with continuous inverse.
Proof. Arguing by contradiction, we assume that there exist η > 0, sequences εn > 0, (λn, ζn) ∈ Oη,
φn ∈ Hµ(Ω) with εn → 0, λni → λi, λ
n → λ, ζni → ζi, as n→∞ and such that
φn ∈ K⊥εn,λn,ξn , ‖φn‖µ = 1, (4.6)
and
Lεn,λn,ξn(φ
n) = hn with ‖hn‖µ → 0; (4.7)
here λn = (λn1 , . . . , λ
n
k , λ
n
), ζn = (ζn1 , . . . , ζ
n
k ), ξ
n = (ξn1 , . . . , ξ
n
k ) = (δ
n
1 ζ
n
1 , δ
n
2 ζ
n
2 , . . . , δ
n
k ζ
n
k ) ∈ Ωk, δni =
λni ε
2i−1
N−2 for i = 1, 2, . . . , k, σn = λ
n
ε
2(k+1)−1
N−2 . We need the sets
Ank+1 := B
(
0,
√
δnk+1δ
n
k
)
, Ani := B
(
0,
√
δni δ
n
i−1
) \B (0,√δni δni+1) , i = 1, 2, . . . , k,
where δn0 :=
ρ2
δn1
, δnk+1 := σ
n.
Thus we have:
φn − ι∗ (f ′0(Vεn,λn,ξn)φn) = hn −Πεn,λn,ξn (ι∗(f ′0(Vεn,λn,ξn)φn)) . (4.8)
Then we obtain as in Proposition 3.1
wn := −Πεn,λn,ξn(ι∗(f ′0(Vεn,λn,ξn)φn)) =
k∑
i=1
N∑
j=0
cni,jP (Ψ
j
i )n + c
n
0P (Ψ)n
for some coefficients cni,j , c
n
0 , where (Ψ
j
i )n, j = 1, . . . , N, (Ψ
0
i )n, and (Ψ)n are defined as in the proof of
Proposition 3.1.
Step 1. We claim that
lim
n→∞
‖wn‖µ = 0. (4.9)
Multiplying (4.8) by ∆P (Ψhl )n + µ
P (Ψhl )n
|x|2 , using Lemma B.1, Lemma A.2, Lemma B.2, and arguing as
in the proof of Proposition 3.1, we deduce cnl,h → 0, for l = 1, . . . , k, h = 0, 1, . . . , N , and cn0 → 0, as
n→∞. The claim lim
n→∞ ‖w
n‖µ = 0 follows.
Step 2. As in [25], we use cut-off functions χni , i = 1, . . . , k + 1, with the properties
χni (x) = 1 if
√
δni δ
n
i+1 ≤ |x| ≤
√
δni δ
n
i−1;
χni (x) = 0 if |x| ≤
√
δni δ
n
i+1
2
or |x| ≥ 2
√
δni δ
n
i−1;
|∇χni (x)| ≤
1√
δni δ
n
i−1
and|∇2χni (x)| ≤
4
δni δ
n
i−1
,
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for i = 1, . . . , k, and 
χnk+1(x) = 1, if |x| ≤
√
δnk+1δ
n
k ;
χnk+1(x) = 0, if |x| ≥ 2
√
δnk+1δ
n
k ;
|∇χnk+1(x)| ≤
1√
δnk+1δ
n
k
, and |∇2χnk+1(x)| ≤
4
δnk+1δ
n
k
.
The function φni defined by
φni (y) := (δ
n
i )
N−2
2 φn(δni y)χ
n
i (δ
n
i y), for y ∈ Ωni :=
Ω
δni
, i = 1, . . . , k + 1.
is bounded in D1,2(RN ). Therefore we may assume, up to a subsequence,
φni ⇀ φ
∞
i weakly in D
1,2(RN ), i = 1, 2, . . . , k + 1.
Now we prove
φ∞i = 0 for i = 1, . . . , k + 1. (4.10)
As in Proposition 3.1, using (4.8), (4.7), (4.9), we have for any ψ ∈ C∞0 (RN ), and for i = 1, . . . , k:∫
Ωni
∇φni (y)∇ψ(y) = (δni )
2−N
2
∫
Ω
∇ι∗ (f ′0(Vεn,λn,ξn(x))φn(x))∇
(
χni (x)ψ
(
x
δni
))
+ o(1)
= (δni )
2−N
2
∫
Ω
f ′0 (Vεn,λn,ξn(x)) φ
n(x)χni (x)ψ
(
x
δni
)
+ o(1)
= (δni )
2
∫
Ωni
f ′0 (Vεn,λn,ξn(δ
n
i y))φ
n
i (y)ψ(y) + o(1)
=
∫
RN
f ′0 (U1,ζi(y))φ
∞
i (y)ψ(y) + o(1).
Hence φ∞i is a weak solution of
−∆φ∞i = f ′0(U1,ζi)φ∞i , in D1,2(RN ).
Setting Ψj1,ζi :=
∂U1,ζi
∂(ζi)j
, for j = 1, . . . , N , and Ψ01,ζi :=
∂Uδ,ζi
∂δ |δ=1 we obtain as in [25, Lemma 3.1]:∫
RN
∇φ∞i (x)∇Ψj1,ζi(x) = 0, j = 0, 1, 2, . . . , N, i = 1, 2, . . . , k.
Then (4.10) holds for i = 1, . . . , k. The proof of φ∞k+1 = 0 is similar.
Step 3. A contradiction arises as in Proposition 3.1 and [24]. 
Proposition 4.2. For any η > 0, there exist ε0 > 0, c0 > 0 such that for every (λ, ζ) ∈ Oη and every
ε ∈ (0, ε0), there exists a unique solution φε,λ,ξ ∈ K⊥ε,λ,ξ of equation (4.1). Moreover, we have
‖φε,λ,ξ‖µ ≤ c0(ε
N+2
2(N−2) + ε
2k+3
4 ), (4.11)
and the map Φε : Oη → K⊥ε,λ,ξ defined by Φε(λ, ξ) := φε,λ,ξ is of class C1.
Proof. As in [4], we define the operator Tε,λ,ξ : K
⊥
ε,λ,ξ → K⊥ε,λ,ξ by
Tε,λ,ξ(φ) = L
−1
ε,λ,ξΠ
⊥
ε,λ,ξ(ι
∗(fε(Vε,λ,ξ + φ)− f ′0(Vε,λ,ξ)φ) − Vε,λ,ξ).
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Now we prove that Tε,λ,ξ is a contraction mapping. Proposition 4.1, (2.2) and Lemma B.3 imply as in
(3.23):
‖Tε,λ,ξ(φ)‖µ ≤ C‖fε(Vε,λ,ξ + φ)− fε(Vε,λ,ξ)− f ′ε(Vε,λ,ξ)φ‖2N/(N+2)
+ C‖(f ′ε(Vε,λ,ξ)− f ′0(Vε,λ,ξ))φ‖2N/(N+2)
+ C‖fε(Vε,λ,ξ)− f0(Vε,λ,ξ)‖2N/(N+2)
+ C
∥∥∥∥∥f0(Vε,λ,ξ)−
(
k∑
i=1
(−1)i−1f0(Uδi,ξi) + (−1)kf0(Vσ)
)∥∥∥∥∥
2N/(N+2)
+
k∑
i=1
O(µδi) +O
((
µσ
N−2
2
) 1
2
)
.
Using Lemma (B.4) and observing that
‖fε(Vε,λ,ξ + φ) − fε(Vε,λ,ξ)− f ′ε(Vε,λ,ξ)φ‖2N/(N+2) ≤ C‖φ‖2
∗−1
µ ,
we have
‖Tε,λ,ξ(φ)‖µ ≤ C‖φ‖2
∗−1
µ + Cε‖φ‖µ + Cε+O
(
ε
N+2
2(N−2)
)
+
k∑
i=1
O(µδi) +O
((
µσ
N−2
2
) 1
2
)
= C‖φ‖2∗−1µ + Cε‖φ‖µ +O
(
ε
N+2
2(N−2)
)
+O
(
ε
2k+3
4
)
.
The remaining part of the argument is standard. 
For λ = (λ1, . . . , λk, λ) and ζ = (ζ1, . . . , ζk) we now consider the reduced functional
Iε(λ, ζ) = Jε(Vε,λ,ξ + φε,λ,ξ).
Proposition 4.3. If (λ0, ζ0) is a critical point of Iε then there exists a family of solutions uε to problem
(1.1) having the shape
uε(x) = Vε,λ,ξ + φε,λ,ξ, (4.12)
where Vε,λ,ξ is the one stated in (4.3).
Proof. We omit the proof because it is similarly to the one of Proposition 3.3. 
4.2 Proof of Theorem 1.4
For convenience, we use the notation λk+1 := λ in this subsection.
Lemma 4.4. For ε→ 0+, there holds
Iε(λ, ζ) = a1 + a2ε− a3ε ln ε+ ψ(λ, ζ)ε + o(ε) (4.13)
C1-uniformly with respect to (λ, ζ) in compact sets of Oη. The constants are given by a1 = k+1N S
N
2
0 ,
a2 =
(k+1)
2∗
∫
RN
U2
∗
1,0 lnU1,0− k+1(2∗)2S
N
2
0 − 12S
N−2
2
0 Sµ0, and a3 =
(k+1)2
2·2∗
∫
RN
U2
∗
1,0. The function ψ is given by
ψ(λ, ζ) = b1λ
N−2
1 +
k∑
i=1
b2(
λi+1
λi
)
N−2
2 h1(ζi)−
k∑
i=1
b3h2(ζi)− b4 ln(λ1 . . . λk+1)
N−2
2 ,
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with b1 =
1
2C0
∫
RN
U2
∗−1
1,0 , b2 = C
2∗
0 , b3 =
1
2C
2
0µ0, b4 =
1
2∗
∫
RN
U2
∗
1,0, and
h1(ζi) =
∫
RN
1
|y + ζi|N−2(1 + |y|2)N+22
, h2(ζi) =
∫
RN
1
|y + ζi|2(1 + |y|2)N−2 .
Proof. Observe that
Jε(Vε,λ,ξ) =
1
2
∫
Ω
(
|∇Vε,λ,ξ |2 − µ |Vε,λ,ξ|
2
|x|2
)
(4.14)
− 1
2∗
∫
Ω
|Vε,λ,ξ|2
∗
(4.15)
+
(
1
2∗
∫
Ω
|Vε,λ,ξ|2
∗ − 1
2∗ − ε
∫
Ω
|Vε,λ,ξ|2
∗−ε
)
. (4.16)
For k ≥ 1 Lemma B.5 and Lemma A.10 yield
(4.14) =
1
2
(k + 1)S
N
2
0 −
N
4
S
N−2
2
0 Sµ0ε−
1
2
C2
∗
0 H(0, 0)λ
N−2
1
∫
RN
1
(1 + |z|2)N+22
· ε
− 1
2
k∑
i=1
µ0C
2
0
∫
RN
1
|y|2(1 + |y − ζi|2)N−2 · ε
− C2∗0
(
λk+1
λk
)N−2
2
∫
RN
1
(1 + |y|2)N+22
· 1
(1 + |ζk|2)N−22
· ε
−
k−1∑
i=1
C2
∗
0
(
λi+1
λi
)N−2
2
∫
RN
1
(1 + |y|2)N+22
· 1
(1 + |ζi|2)N−22
· ε+ o(ε).
From Lemma B.6 and Lemma A.10 we deduce:
(4.15) = − 1
2∗
(k + 1)S
N
2
0 +
N − 2
4
S
N−2
2
0 Sµ0ε+ C
2∗
0 H(0, 0)λ
N−2
1
∫
RN
1
(1 + |z|2)N+22
· ε
+ C2
∗
0
k∑
i=1
(
λi+1
λi
)N−2
2
∫
RN
1
|y|N−2(1 + |y − ζi|2)N+22
· ε
+ C2
∗
0
k∑
i=1
(
λi+1
λi
)
N−2
2
∫
RN
1
(1 + |y|2)N+22
1
(1 + |ζi|2)N−22
· ε+ o(ε).
By Lemma B.7 and Lemma A.10,
(4.16) = − ε
(2∗)2
(k + 1)S
N
2
0 −
(N − 2)ε
2 · 2∗
∫
RN
U2
∗
1,0 · ln(δ1 . . . δkσ)
+
(k + 1)ε
2∗
∫
RN
U2
∗
1,0 lnU1,0 + o(ε)
= − ε
(2∗)2
(k + 1)S
N
2
0 −
(N − 2)ε
2 · 2∗
∫
RN
U2
∗
1,0 · ln(λ1 . . . λkλ)
− (k + 1)
2
2 · 2∗
∫
RN
U2
∗
1,0 · ε ln ε+
(k + 1)
2∗
∫
RN
U2
∗
1,0 lnU1,0 · ε+ o(ε).
Using Proposition 4.2, (2.6), (2.7)), Lemma B.4, we get:
Jε(Vε,λ,ξ + φε,λ,ξ)− Jε(Vε,λ,ξ) = o(ε). (4.17)
Now we conclude the proof for k ≥ 1 by (4.14), (4.15),(4.16), and (4.17).
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The case k = 0 can be easily dealt with using (A.27), (A.47) and (4.17). Observe here that (4.13)
holds C1-uniformly with respect to (λ, ζ) in compact sets of Oη; see [25, Lemma 7.1]. 
Proof of Theorem 1.4. By the change of variables
λ
N−2
2
1 = s1,
(
λ2
λ1
)N−2
2
= s2, . . . ,
(
λk+1
λk
)N−2
2
= sk+1,
ψ(λ, ζ) can be rewritten as
ψ̂(s, ζ) = b1s
2
1 +
k∑
i=1
b2si+1h1(ζi)−
k∑
i=1
b3h2(ζi)− b4 ln(sk+11 sk2 . . . sk+1),
where s = (s1, s2, . . . , sk+1).
Suppose ψ̂(s,ζ)∂si = 0 for i = 1, . . . , k + 1, and let ŝ(ζ) = (ŝ1(ζ), . . . , ŝk+1(ζ)) be the corresponding
critical point. Then
ŝ1 =
√
(k + 1)b4
2b1
, ŝ2 =
kb4
b2h1(ζ1)
, . . . , ŝk+1 =
b4
b2h1(ζk)
,
and it is easy to show that ŝ(ζ) is non-degenerate. Plugging these into ψ̂(s, ζ) gives
ψ̂(ŝ(ζ), ζ) =
(k + 1)2b4
2
−
k∑
i=1
b3h2(ζi)− b4(k + 1
2
ln
(k + 1)b4
2b1
+
k∑
i=1
i ln
ib4
b2
) +
k∑
i=1
b4(k + 1− i) lnh1(ζi)
= C1 +
k∑
i=1
gi(ζi),
(4.18)
where
C1 =
(k + 1)2b4
2
− b4
(
k + 1
2
ln
(k + 1)b4
2b1
+
k∑
i=1
i ln
ib4
b2
)
,
and
gi(ζi) = b4(k + 1− i) ln
∫
RN
1
|y + ζi|N−2(1 + |y|2)N+22
− b3
∫
RN
1
|y + ζi|2(1 + |y|2)N−2 .
A direct computation shows that ζi = 0 is a critical point of gi(ζi) such that
∂2gi(ζi)
∂ζji ∂ζ
l
i
|ζi=0 = 0 if j 6= l;
and
∂2gi(ζi)
∂(ζji )
2
|ζi=0 =
2N − 8
N
∫
RN
b3
|y|4(1 + |y|2)N−2 > 0.
Consequently ζi = 0 is a nondegenerate local minimum of gi, hence ζ = 0 is a C
1-stable critical point of
ψ̂(ŝ(ζ), ζ). In particular, small C1-perturbations of ψ̂(ŝ(ζ), ζ) still have a critical point, close to 0. Thus
we conclude the proof. 
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A Appendix
In this part, we give the lemmas used in Section 3.
Take 0 < η < min{|ξi|, dist(ξi, ∂Ω), |ξi1 − ξi2 |, i, i1, i2 = 1, 2, . . . , k}. Similarly to Lemma A.5 in [25],
we obtain the following.
Lemma A.1. For i, l = 1, 2, . . . , k, and j, h = 0, 1, . . . , N , it holds
(PΨ, PΨ) = c˜0
1
σ2
+ o(
1
σ2
); (A.1)
(PΨ, PΨji ) = o(
1
σ2
)(and o(
1
δ2i
)); (A.2)
(PΨji , PΨ
j
i ) = c˜i,j
1
δ2i
+ o(
1
δ2i
); (A.3)
(PΨji , PΨ
h
l ) = o(
1
δ2i
)(and o(
1
δ2l
)) if i 6= l or j 6= h, (A.4)
where c˜0 > 0, c˜i,j > 0 are constants.
Proof. We only prove (A.1) and (A.2) as j = 0. (A.2) as j 6= 0 is similar. (A.3) and (A.4) are from
Lemma A.5 in [25].
To prove (A.1), noticing that Ψ is an eigenfunction to (2.3) with Λ = 2∗− 1, by Proposition (2.2), we
have
(PΨ, PΨ) =
∫
Ω
|∇PΨ|2 − µ |PΨ|
2
|x|2
=
∫
Ω
∇Ψ∇PΨ− µΨPΨ|x|2 − µ
(PΨ−Ψ)PΨ
|x|2
= (2∗ − 1)
∫
Ω
V 2
∗−2
σ Ψ
2 − (2∗ − 1)
∫
Ω
V 2
∗−2
σ Ψ(Ψ − PΨ)− µ
(PΨ−Ψ)PΨ
|x|2
= (2∗ − 1)
∫
Ω
V 2
∗−2
σ Ψ
2
+O(σ
N−2
2 )
=
(N2 − 4)C2∗µ
4
∫
Ω
σ2
(σ2|x|β1 + |x|β2)2 · σ
N−4 (|x|β2 − σ2|x|β1)2
(σ2|x|β1 + |x|β2)N +O(σ
N−2
2 )
=
(N2 − 4)C2∗µ
4
∫
Ω
σ
√
µ√
µ−µ
1
σ2
(|y|β2 − |y|β1)2
(|y|β1 + |y|β2)2+N +O(σ
N−2
2 ) (x = σ
√
µ√
µ−µ y)
=
(N2 − 4)C2∗µ
4
∫
RN
1
σ2
(|y|β2 − |y|β1)2
(|y|β1 + |y|β2)2+N + o(
1
σ2
)
= c˜0
1
σ2
+ o(
1
σ2
),
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for a positive constant c˜0. Similarly,
(PΨ, PΨ0i ) =
∫
Ω
∇PΨ · ∇PΨ0i − µ
PΨ · PΨ0i
|x|2
=
∫
Ω
∇Ψ∇PΨ0i − µ
ΨPΨ0i
|x|2 − µ
(PΨ −Ψ)PΨ0i
|x|2
= (2∗ − 1)
∫
Ω
V 2
∗−2
σ ΨΨ
0
i +O(σ
N−2
2 )
= C0C
2∗−1
µ (2
∗ − 1)
∫
Ω
σ2
(σ2|x|β1 + |x|β2)2 ·
N − 2
2
σ
N−4
2
(|x|β2 − σ2|x|β1)
(σ2|x|β1 + |x|β2)N2
·N − 2
2
δ
N−4
2
i
(|x− ξi|2 − δ2i )
(δ2i + |x− ξi|2)
N
2
+O(σ
N−2
2 )
= o(
1
σ2
)(and o(
1
δ2i
)).

Lemma A.2. For i = 1, 2, . . . , k, and j = 0, 1, . . . , N , it holds
‖PΨji −Ψji‖2N/(N−2) =
O(δ
N−2
2
i ) if j = 1, 2, . . . , N,
O(δ
N−4
2
i ) if j = 0;
(A.5)
‖PΨ−Ψ‖2N/(N−2) = O(σ
N−4
2 ). (A.6)
Proof. (A.5) can be proved as Lemma B.4 in [24]. (A.6) can be obtained similarly by using Proposition
2.2. 
Lemma A.3.
‖(f ′0(−
k∑
i=1
PUδi,ξi + PVσ)− f ′0(Uδl,ξl))Ψhl ‖2N/(N+2) (A.7)
≤

O(σ
N−2
2 ) +
k∑
i=1
O(δ
N−2
2
i ) if h = 1, 2, . . . , N,
O(σ
N−2
2 ) +
k∑
i=1,i6=l
O(δ
N−2
2
i ) +O(δ
N−4
2
l ) if h = 0;
‖(f ′0(−
k∑
i=1
PUδi,ξi + PVσ)− f ′0(Vσ))Ψ‖2N/(N+2) (A.8)
≤ O(σN−42 ) +
k∑
i=1
O(δ
N−2
2
i ).
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Proof. We only prove (A.7).∫
Ω
|(f ′0(−
k∑
i=1
PUδi,ξi + PVσ)− f ′0(Uδl,ξl))Ψhl |2N/(N+2)
=
∫
B(ξl,
η
2 )
|(f ′0(−
k∑
i=1
PUδi,ξi + PVσ)− f ′0(Uδl,ξl))Ψhl |2N/(N+2)
+
∫
B(0, η2 )
⋃ k⋃
i=1,i6=l
B(ξi,
η
2 )
|(f ′0(−
k∑
i=1
PUδi,ξi + PVσ)− f ′0(Uδl,ξl))Ψhl |2N/(N+2)
+
∫
Ω\(B(0, η2 )
⋃ k⋃
i=1
B(ξi,
η
2 ))
|(f ′0(−
k∑
i=1
PUδi,ξi + PVσ)− f ′0(Uδl,ξl))Ψhl |2N/(N+2).
First of all, by (2.4), (2.7),∫
B(ξl,
η
2 )
|(f ′0(−
k∑
i=1
PUδi,ξi + PVσ)− f ′0(Uδl,ξl))Ψhl |2N/(N+2)
≤
∫
B(ξl,
η
2 )
|(f ′0(PUδl,ξl)− f ′0(Uδl,ξl))Ψhl |2N/(N+2) +O(σ
N(N−2)
N+2 ) +
k∑
i=1,i6=l
O(δ
N(N−2)
N+2
i )
≤ O(σN(N−2)N+2 ) +
k∑
i=1
O(δ
N(N−2)
N+2
i ).
For i 6= l, we have∫
B(ξi,
η
2 )
|(f ′0(−
k∑
i=1
PUδi,ξi + PVσ)− f ′0(Uδl,ξl))Ψhl |2N/(N+2)
=
∫
B(ξi,
η
2 )
|(f ′0(PUδi,ξi) +O(σ
N−2
2 ) +
k∑
j=1,j 6=i,j 6=l
O(δ
N−2
2
j ) +O(δ
2
l ))Ψ
h
l |2N/(N+2)
=
O(δ
N(N−2)
N+2
l ) if h = 1, 2, . . . , N,
O(δ
N(N−4)
N+2
l ) if h = 0.
At last, ∫
Ω\B(0, η2 )
k⋃
i=1
B(ξi,
η
2 )
|(f ′0(−
k∑
i=1
PUδi,ξi + PVσ)− f ′0(Uδl,ξl))Ψhl |2N/(N+2)
≤

O(δ
N(N−2)
N+2
l )(O(σ
4N
N+2 ) +
k∑
i=1
O(δ
4N
N+2
i )) if h = 1, 2, . . . , N,
O(δ
N(N−4)
N+2
l )(O(σ
4N
N+2 ) +
k∑
i=1
O(δ
4N
N+2
i )) if h = 0.
Then (A.7) follows. 
Lemma A.4.
‖ι∗(−
k∑
i=1
f0(Uδi,ξi) + f0(Vσ))− Vε,λ,ξ‖µ ≤
k∑
i=1
O(µδi) +O((µσ
N−2
2 )
1
2 ). (A.9)
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Proof. By Definition (2.1), there holds∫
Ω
∇ι∗(f0(Vσ))∇(ι∗(f0(Vσ))− PVσ)− µ
∫
Ω
ι∗(f0(Vσ))(ι∗(f0(Vσ))− PVσ)
|x|2 (A.10)
=
∫
Ω
f0(Vσ)(ι
∗(f0(Vσ))− PVσ).
It also has −∆PVσ = −∆Vσ = µ
Vσ
|x|2 + f0(Vσ) in Ω,
PVσ = 0 on ∂Ω.
Then ∫
Ω
∇PVσ∇(ι∗(f0(Vσ))− PVσ)− µ
∫
Ω
Vσ(ι
∗(f0(Vσ))− PVσ)
|x|2 (A.11)
=
∫
Ω
f0(Vσ)(ι
∗(f0(Vσ))− PVσ).
Combining with (A.10) and (A.11) it holds∫
Ω
|∇(ι∗(f0(Vσ))− PVσ)|2 = µ
∫
Ω
(ι∗(f0(Vσ))− Vσ)(ι∗(f0(Vσ))− PVσ)
|x|2 . (A.12)
By (2.4),
‖ι∗(f0(Vσ))− PVσ‖µ = (µ
∫
Ω
|(Vσ − PVσ)(ι∗(f0(Vσ))− PVσ)|
|x|2 )
1
2 ≤ O((µσN−22 ) 12 ). (A.13)
Similarly to (A.10), (A.11), we also have∫
Ω
∇ι∗(f0(Uδi,ξi))∇(ι∗(f0(Uδi,ξi))− PUδi,ξi) (A.14)
−µ
∫
Ω
ι∗(f0(Uδi,ξi))(ι
∗(f0(Uδi,ξi))− PUδi,ξi)
|x|2
=
∫
Ω
f0(Uδi,ξi)(ι
∗(f0(Uδi,ξi))− PUδi,ξi)
and ∫
Ω
∇PUδi,ξi∇(ι∗(f0(Uδi,ξi))− PUδi,ξi) =
∫
Ω
f0(Uδi,ξi)(ι
∗(f0(Uδi,ξi))− PUδi,ξi). (A.15)
Then ∫
Ω
|∇(ι∗(f0(Uδi,ξi))− PUδi,ξi)|2 = µ
∫
Ω
ι∗(f0(Uδi,ξi))(ι
∗(f0(Uδi,ξi))− PUδi,ξi)
|x|2 . (A.16)
Therefore, by Ho¨lder’s inequality and Hardy’s inequality,
‖ι∗(f0(Uδi,ξi))− PUδi,ξi‖µ = (µ
∫
Ω
PUδi,ξi(ι
∗(f0(Uδi,ξi))− PUδi,ξi)
|x|2 )
1
2
≤ (µ(
∫
Ω
(PUδi,ξi)
2
|x|2 )
1
2 (
∫
Ω
(ι∗(f0(Uδi,ξi))− PUδi,ξi)2
|x|2 )
1
2 )
1
2
≤ C(µδi‖ι∗(f0(Uδi,ξi))− PUδi,ξi‖µ)
1
2 ,
which implies
‖ι∗(f0(Uδi,ξi))− PUδi,ξi‖µ ≤ O(µδi). (A.17)
Hence, (A.9) follows from (A.13) and (A.17). 
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Lemma A.5.
‖(f ′ε(Vε,λ,ξ)− f ′0(Vε,λ,ξ))φ‖2N/(N+2) = Cε‖φ‖µ; (A.18)
‖fε(Vε,λ,ξ)− f0(Vε,λ,ξ)‖2N/(N+2) = Cε; (A.19)
‖f0(Vε,λ,ξ)− (−
k∑
i=1
f0(Uδi,ξi) + f0(Vσ))‖2N/(N+2) = O(σ
N+2
2 ) +
k∑
i=1
O(δ
N+2
2
i ). (A.20)
Proof. (A.18) and (A.19) can be seen in [4].
By (2.6), (2.7),
(
∫
B(0, η2 )
|f0(Vε,λ,ξ)− (−
k∑
i=1
f0(Uδi,ξi) + f0(Vσ))|2N/(N+2))(N+2)/2N
≤ C(
∫
B(0, η2 )
|(PVσ)2
∗−1 − V 2∗−1σ |2N/(N+2))(N+2)/2N +
k∑
i=1
O(δ
N+2
2
i )
≤ CσN−22 (
∫
B(0, η2 )
|(Vσ)2
∗−2|2N/(N+2))(N+2)/2N +
k∑
i=1
O(δ
N+2
2
i )
= O(σ
N+2
2 ) +
k∑
i=1
O(δ
N+2
2
i ),
(
∫
B(ξi,
η
2 )
|f0(Vε,λ,ξ)− (−
k∑
i=1
f0(Uδi,ξi) + f0(Vσ))|2N/(N+2))(N+2)/2N
≤ C(
∫
B(ξi,
η
2 )
|(PUδi,ξi)2
∗−1 − U2∗−1δi,ξi |2N/(N+2))(N+2)/2N + O(σ
N+2
2 ) +
k∑
j=1,j 6=i
O(δ
N+2
2
j )
= O(σ
N+2
2 ) +
k∑
i=1
O(δ
N+2
2
i ),
(
∫
Ω\(B(0, η2 )
k⋃
i=1
B(ξi,
η
2 ))
|f0(Vε,λ,ξ)− (−
k∑
i=1
f0(Uδi,ξi) + f0(Vσ))|2N/(N+2))(N+2)/2N
= O(σ
N+2
2 ) +
k∑
i=1
O(δ
N+2
2
i ),
then we deduce (A.20). 
Lemma A.6. For i = 1, 2, . . . , k, there hold
‖∂λiPΨji‖µ = O(ε
1
N−2 δ−2i ), j = 1, 2, . . . , N ; (A.21)
‖∂(ξi)jPΨji‖µ = O(δ−2i ), j = 1, 2, . . . , N ; (A.22)
‖∂(ξi)lPΨji‖µ = O(δ−2i ), j, l = 1, 2, . . . , N, j 6= l; (A.23)
‖∂λiPΨ0i ‖µ = O(ε
1
N−2 δ−2i ); (A.24)
‖∂(ξi)jPΨ0i ‖µ = O(δ−2i ), j = 1, 2, . . . , N ; (A.25)
‖∂λPΨ‖µ = O(ε
1
N−2σ−2). (A.26)
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Proof. We only prove (A.21) and (A.26) here.
‖∂λiPΨji‖2µ = ε
2
N−2 ‖∂δiPΨji‖2µ
≤ Cε 2N−2
∫
Ω
∇∂δiΨji∇∂δiPΨji
= Cε
2
N−2
∫
Ω
((2∗ − 1)(2∗ − 2)U2∗−3δi,ξi Ψ
j
iΨ
0
i + (2
∗ − 1)U2∗−2δi,ξi ∂δiΨ
j
i )∂δiPΨ
j
i
= O(ε
2
N−2 δ−4i ),
then (A.21) is obtained.
‖∂λPΨ‖2µ = ε
2
N−2 ‖∂σPΨ‖2µ
= ε
2
N−2
∫
Ω
∇∂σΨ∇∂σPΨ− µ∂σΨ∂σPΨ|x|2 + µ
∂σPΨ(∂σΨ− ∂σPΨ)
|x|2
= ε
2
N−2 (
∫
Ω
((2∗ − 1)(2∗ − 2)V 2∗−3σ (Ψ)2 + (2∗ − 1)V 2
∗−2
σ ∂σΨ)∂σPΨ+ o(1))
= O(ε
2
N−2σ−4),
which yields (A.26). 
Lemma A.7. As µ→ 0+,∫
Ω
|∇PVσ|2 − µ |PVσ|
2
|x|2 (A.27)
= S
N
2
µ − C0C2
∗−1
µ H(0, 0)σ
N−2
∫
RN
1
(|z|β1 + |z|β2)N+22
+O(µσN−2) +O(σN );∫
Ω
∇PVσ∇PUδi,ξi − µ
PVσPUδi,ξi
|x|2 (A.28)
= C0C
2∗−1
µ σ
N−2
2 δ
N−2
2
i
∫
RN
G(ξi, 0)
(|z|β1 + |z|β2)N+22
+O(µσ
N−2
2 δ
N−2
2
i ) + o(σ
N−2
2 δ
N−2
2
i );
µ
∫
Ω
|PUδi,ξi |2
|x|2 = µ
C20δ
2
i
|ξi|2
∫
RN
1
(1 + |z|2)N−2 +O(µδ
4
i ); (A.29)
µ
∫
Ω
PUδi,ξiPUδj ,ξj
|x|2 = O(µδ
N−2
2
i δ
N−2
2
j ); (A.30)∫
Ω
|∇PUδi,ξi |2 = S
N
2
0 − C2
∗
0 H(ξi, ξi)δ
N−2
i
∫
RN
1
(1 + |z|2)N+22
+ o(δN−2i ); (A.31)∫
Ω
∇PUδi,ξi∇PUδj ,ξj = C2
∗
0 G(ξi, ξj)δ
N−2
2
i δ
N−2
2
j
∫
RN
1
(1 + |z|2)N+22
+ o(δ
N−2
2
i δ
N−2
2
j ), (A.32)
where i, j = 1, 2, . . . , k, i 6= j.
Proof. The proofs of (A.31) and (A.32) are from [2]. We prove the remaining.
(1). Proof of (A.27).
Integration by parts yields∫
Ω
|∇PVσ|2 − µ |PVσ|
2
|x|2 =
∫
Ω
(−∆Vσ)PVσ − µ |PVσ|
2
|x|2
=
∫
Ω
V 2
∗−1
σ PVσ + µ
VσPVσ − |PVσ|2
|x|2
=
∫
Ω
V 2
∗
σ −
∫
Ω
V 2
∗−1
σ ϕσ + µ
∫
Ω
ϕσ(Vσ − ϕσ)
|x|2 .
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As (B.19) in [2], to continue, let us first show the following.∫
Ω
V 2
∗−1
σ H(0, x) (A.33)
=
∫
B(0, η2 )
V 2
∗−1
σ H(0, x) +O(σ
N+2
2 )
= H(0, 0)
∫
B(0, η2 )
V 2
∗−1
σ +O(σ
N+2
2 )
(expanding H(0, x) near x = 0)
= H(0, 0)C2
∗−1
µ
∫
B(0, η2 )
σ
N+2
2
(σ2|x|β1 + |x|β2)N+22
+O(σ
N+2
2 )
= H(0, 0)C2
∗−1
µ
∫
B(0, η2 ·σ
−
√
µ√
µ−µ )
σ
µ√
µ−µ
(|z|β1 + |z|β2)N+22
+O(σ
N+2
2 ) (σ
−
√
µ√
µ−µx = z)
= H(0, 0)C2
∗−1
µ σ
µ√
µ−µ
∫
RN
1
(|z|β1 + |z|β2)N+22
+O(σ
N+2
2 ).
So, by using (2.6),∫
Ω
V 2
∗−1
σ ϕσ = C0C
2∗−1
µ H(0, 0)σ
√
µ(
√
µ+
√
µ−µ)√
µ−µ
∫
RN
1
(|z|β1 + |z|β2)N+22
(A.34)
+O(µσ
√
µ(
√
µ+
√
µ−µ)√
µ−µ ) +O(σN )
= C0C
2∗−1
µ H(0, 0)σ
N−2
∫
RN
1
(|z|β1 + |z|β2)N+22
+O(µσN−2) +O(σN ).
On the other hand, since
|
∫
Ω
d
√
µ−√µ−µ
(x)H(0, x)
|x|2 (
1
(σ2|x|β1 + |x|β2)N−22
− 1|x|√µ+√µ−µ )| (A.35)
≤ C
∫
B(0,σ
√
µ√
µ−µ )
| 1|x|2 (
|x|
√
µ+
√
µ−µ − (σ2|x|β1 + |x|β2)N−22
(σ2|x|β1 + |x|β2)N−22 |x|√µ+√µ−µ
)|
+C
∫
Ω\B(0,σ
√
µ√
µ−µ )
| 1|x|2 (
|x|
√
µ+
√
µ−µ − (σ2|x|β1 + |x|β2)N−22
(σ2|x|β1 + |x|β2)N−22 |x|√µ+√µ−µ
)|
≤ C
∫
B(0,σ
√
µ√
µ−µ )
| 1|x|2
σN−2|x|
√
µ−√µ−µ
σN−2|x|√µ−√µ−µ|x|√µ+√µ−µ |
+C
∫
Ω\B(0,σ
√
µ√
µ−µ )
| 1|x|2
|x|
√
µ+
√
µ−µσ2|x|−2
√
µ−µ√
µ
|x|√µ+√µ−µ|x|√µ+√µ−µ |
= O(σ
√
µ(
√
µ−√µ−µ)√
µ−µ ) +O(σ2),
then
µ
∫
Ω
ϕσVσ
|x|2 = (1 + o(1))µC
2
µσ
N−2
∫
Ω
d
√
µ−√µ−µ
(x)H(0, x)
|x|2|x|√µ+√µ−µ (A.36)
= O(µσN−2).
It is also easy to see that
µ
∫
Ω
ϕ2σ
|x|2 = O(µσ
N−2), (A.37)
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∫
Ω
V 2
∗
σ = S
N
2
µ +O(σ
N ). (A.38)
Hence (A.34), (A.36), (A.37), (A.38) yield (A.27).
(2). Proof of (A.28).
By using (2.7), integration by parts yields∫
Ω
∇PVσ∇PUδi,ξi − µ
PVσPUδi,ξi
|x|2
=
∫
Ω
V 2
∗−1
σ Uδi,ξi −
∫
Ω
V 2
∗−1
σ ϕδi,ξi + µ
∫
Ω
ϕσ(Uδi,ξi − ϕδi,ξi)
|x|2 .
∫
Ω
V 2
∗−1
σ Uδi,ξi = (
∫
B(0, η4 )
+
∫
B(ξi,
η
4 )
+
∫
Ω\B(0, η4 )∪B(ξi, η4 )
)V 2
∗−1
σ Uδi,ξi (A.39)
= (
∫
B(0, η4 )
+
∫
B(ξi,
η
4 )
)V 2
∗−1
σ Uδi,ξi +O(σ
N+2
2 δ
N−2
2
i ).
As µ→ 0+,∫
B(0, η4 )
V 2
∗−1
σ Uδi,ξi = C0C
2∗−1
µ σ
N+2
2 δ
N−2
2
i
∫
B(0, η4 )
1
(σ2|x|β1 + |x|β2)N+22
· 1
(δ2i + |x− ξi|2)
N−2
2
= C0C
2∗−1
µ σ
N+2
2 δ
N−2
2
i
∫
B(0, η4 )
1
(σ2|x|β1 + |x|β2)N+22
(
1
(δ2i + |ξi|2)
N−2
2
+O(|x|2))
= C0C
2∗−1
µ σ
µ√
µ−µ δ
N−2
2
i
∫
RN
1
(|z|β1 + |z|β2)N+22
1
|ξi|N−2 + o(σ
µ√
µ−µ δ
N−2
2
i ),
∫
B(ξi,
η
4 )
V 2
∗−1
σ Uδi,ξi = C0C
2∗−1
µ σ
N+2
2 δ
N−2
2
i
∫
B(0, η4 )
1
(σ2|x+ ξi|β1 + |x+ ξi|β2)N+22
· 1
(δ2i + |x|2)
N−2
2
≤ O(σN+22 δ
N−2
2
i ),
then
(A.39) = C0C
2∗−1
µ σ
µ√
µ−µ δ
N−2
2
i
∫
RN
1
(|z|β1 + |z|β2)N+22
1
|ξi|N−2 + o(σ
µ√
µ−µ δ
N−2
2
i ).
On the other hand, ∫
Ω
V 2
∗−1
σ ϕδi,ξi (A.40)
=
∫
B(0, η2 )
V 2
∗−1
σ ϕδi,ξi +O(σ
N+2
2 δ
N−2
2
i )
= C0C
2∗−1
µ σ
N+2
2 δ
N−2
2
i
∫
B(0, η2 )
H(ξi, x)
(σ2|x|β1 + |x|β2)N+22
+O(σ
N+2
2 δ
N−2
2
i )
= C0C
2∗−1
µ σ
N+2
2 δ
N−2
2
i
∫
B(0, η2 )
H(ξi, 0)
(σ2|x|β1 + |x|β2)N+22
+O(σ
N+2
2 δ
N−2
2
i )
= C0C
2∗−1
µ σ
µ√
µ−µ δ
N−2
2
i
∫
RN
H(ξi, 0)
(|z|β1 + |z|β2)N+22
+ o(σ
µ√
µ−µ δ
N−2
2
i ).
Similarly to (A.35), we have
|
∫
Ω
d
√
µ−√µ−µ
(x)H(0, x)
|x|2 (
1
(δ2i + |x− ξi|2)
N−2
2
− 1
(|x− ξi|2)N−22
) ≤ O(δ2i ), (A.41)
40
which yields
µ
∫
Ω
ϕσUδi,ξi
|x|2 (A.42)
= µCµC0σ
N−2
2 δ
N−2
2
i
∫
Ω
d
√
µ−√µ−µ
(x)H(0, x)
|x|2|x− ξi|N−2 + o(µσ
N−2
2 δ
N−2
2
i )
= O(µσ
N−2
2 δ
N−2
2
i ).
It is also easy to see that
µ
∫
Ω
ϕσϕδi,ξi
|x|2 = O(µσ
N−2
2 δ
N−2
2
i ). (A.43)
By (A.39), (A.40), (A.42), (A.43), we conclude (A.28).
(3). Proof of (A.29).∫
Ω
U2δi,ξi
|x|2 (A.44)
= C20δ
N−2
i
∫
Ω
1
|x|2(δ2i + |x− ξi|2)N−2
= C20δ
N−2
i (C +
∫
B(ξi,
η
4 )
1
|x|2(δ2i + |x− ξi|2)N−2
)
= C20δ
N−2
i (C +
∫
B(0, η4 )
1
|x+ ξi|2(δ2i + |x|2)N−2
) = C20δ
N−2
i (C +
∫
B(0, η4 )
1 +O(|x|2)
|ξi|2(δ2i + |x|2)N−2
)
= C20δ
N−2
i (C +
1
|ξi|2 (−
∫
RN\B(0, η4δi )
+
∫
RN
)
δ4−Ni
(1 + |z|2)N−2 +
1
|ξi|2
∫
B(0, η4 )
O(|x|2)
(δ2i + |x|2)N−2
)
=
C20
|ξi|2 δ
2
i
∫
RN
1
(1 + |z|2)N−2 +O(δ
4
i ).
On the other hand, ∫
Ω
ϕ2δi,ξi
|x|2 = O(δ
N−2
i ); (A.45)∫
Ω
ϕδi,ξiUδi,ξi
|x|2 = O(δ
N−2
i ). (A.46)
Then (A.44), (A.45), (A.46) yield (A.29).
(4). Proof of (A.30).
We omit it here since it is similarly to (A.29). 
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Lemma A.8. As µ→ 0+,∫
Ω
|PVσ|2
∗
= S
N
2
µ − 2∗C0C2
∗−1
µ H(0, 0)σ
N−2
∫
RN
1
(|z|β1 + |z|β2)N+22
(A.47)
+O(µσN−2) +O(σN );∫
Ω
|PUδi,ξi |2
∗
= S
N
2
0 − 2∗C2
∗
0 H(ξi, ξi)δ
N−2
2
i
∫
RN
1
(1 + |z|2)N+22
+ O(δNi ); (A.48)
∫
Ω
| −
k∑
i=1
PUδi,ξi + PVσ|2
∗
(A.49)
= S
N
2
µ − 2∗C0C2
∗−1
µ H(0, 0)σ
N−2
∫
RN
1
(|z|β1 + |z|β2)N+22
−2∗
k∑
i=1
C0C
2∗−1
µ σ
N−2
2 δ
N−2
2
i
∫
RN
G(ξi, 0)
(|z|β1 + |z|β2)N+22
+
k∑
i=1
[S
N
2
0 − 2∗C2
∗
0 H(ξi, ξi)δ
N−2
i
∫
RN
1
(1 + |z|2)N+22
+2∗
k∑
j=1,j 6=i
C2
∗
0 δ
N−2
2
i δ
N−2
2
j
∫
RN
G(ξi, ξj)
(1 + |z|2)N+22
−2∗CµC2
∗−1
0 σ
N−2
2 δ
N−2
2
i
∫
RN
G(ξi, 0)
(1 + |z|2)N+22
]
+
k∑
i=1
(o(σ
N−2
2 δ
N−2
2
i ) +
k∑
j=1,j 6=i
o(δ
N−2
2
j δ
N−2
2
i ) +O(δ
N
i )) +O(µσ
N−2) +O(σN ).
Proof. (A.48) is from [2].
By (A.34), ∫
Ω
|PVσ|2
∗
=
∫
Ω
V 2
∗
σ − 2∗
∫
Ω
V 2
∗−1
σ ϕσ +O(σ
N )
= S
N
2
µ − 2∗C0C2
∗−1
µ H(0, 0)σ
√
µ(
√
µ+
√
µ−µ)√
µ−µ
∫
RN
1
(|z|β1 + |z|β2)N+22
+O(µσ
√
µ(
√
µ+
√
µ−µ)√
µ−µ ) +O(σN ).
Now we turn to (A.49). By (2.6), (2.7), (A.39), (A.40),∫
B(0, η2 )
(PVσ)
2∗−1PUδi,ξi =
∫
B(0, η2 )
(V 2
∗−1
σ +O(V
2∗−2
σ ϕσ))(Uδi,ξi − ϕδi,ξi) (A.50)
=
∫
B(0, η2 )
V 2
∗−1
σ (Uδi,ξi − ϕδi,ξi) +O(σ
√
µ(N−2+√µ−µ)√
µ−µ δ
N−2
2
i )
= C0C
2∗−1
µ σ
N−2
2 δ
N−2
2
i
∫
RN
G(ξi, 0)
(|z|β1 + |z|β2)N+22
+ o(σ
N−2
2 δ
N−2
2
i ).
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Then by (A.47),∫
B(0, η2 )
| −
k∑
i=1
PUδi,ξi + PVσ|2
∗
(A.51)
=
∫
B(0, η2 )
(PVσ)
2∗ − 2∗
k∑
i=1
∫
B(0, η2 )
(PVσ)
2∗−1PUδi,ξi +
k∑
i=1
O(
∫
B(0, η2 )
(PVσ)
2∗−2(PUδi,ξi)
2)
= S
N
2
µ − 2∗C0C2
∗−1
µ H(0, 0)σ
N−2
∫
RN
1
(|z|β1 + |z|β2)N+22
−2∗
k∑
i=1
C0C
2∗−1
µ σ
N−2
2 δ
N−2
2
i
∫
RN
G(ξi, 0)
(|z|β1 + |z|β2)N+22
+
k∑
i=1
o(σ
N−2
2 δ
N−2
2
i ) +O(µσ
N−2) +O(σN ).
We also have ∫
B(ξi,
η
2 )
| −
k∑
i=1
PUδi,ξi + PVσ|2
∗
(A.52)
=
∫
B(ξi,
η
2 )
|PUδi,ξi +
k∑
j=1,j 6=i
PUδj ,ξj − PVσ|2
∗
=
∫
B(ξi,
η
2 )
(PUδi,ξi)
2∗ + 2∗
k∑
j=1,j 6=i
(PUδi,ξi)
2∗−1PUδj ,ξj − 2∗(PUδi,ξi)2
∗−1PVσ
+O(
∫
B(ξi,
η
2 )
(PUδi,ξi)
2∗−2(−
k∑
j=1,j 6=i
PUδj ,ξj + PVσ)
2)
= S
N
2
0 − 2∗C2
∗
0 H(ξi, ξi)δ
N−2
i
∫
RN
1
(1 + |z|2)N+22
+O(δNi )
+2∗
k∑
j=1,j 6=i
C2
∗
0 δ
N−2
2
i δ
N−2
2
j
∫
RN
G(ξi, ξj)
(1 + |z|2)N+22
+
k∑
j=1,j 6=i
o(δ
N−2
2
j δ
N−2
2
i )
−2∗CµC2
∗−1
0 σ
N−2
2 δ
N−2
2
i
∫
RN
G(ξi, 0)
(1 + |z|2)N+22
+ o(σ
N−2
2 δ
N−2
2
i ),
where the last equality was obtained by the results in [2] and∫
B(ξi,
η
2 )
(PUδi,ξi)
2∗−1PVσ (A.53)
=
∫
B(ξi,
η
2 )
U2
∗−1
δi,ξi
(Vσ − ϕσ) + o(δ
N−2
2
i σ
N−2
2 )
= CµC
2∗−1
0 σ
N−2
2 δ
N−2
2
i
∫
RN
1
(1 + |z|2)N+22
(
1
|ξi|
√
µ+
√
µ−µ − d
√
µ−√µ−µ
(x)H(0, ξi)) + o(σ
N−2
2 δ
N−2
2
i )
= CµC
2∗−1
0 σ
N−2
2 δ
N−2
2
i
∫
RN
G(ξi, 0)
(1 + |z|2)N+22
+ o(σ
N−2
2 δ
N−2
2
i ).
At last, ∫
Ω\B(0, η2 )
⋃ k⋃
i=1
B(ξi,
η
2 )
| −
k∑
i=1
PUδi,ξi + PVσ|2
∗ ≤
k∑
i=1
O(δNi ) +O(σ
N ). (A.54)
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Then (A.51),(A.52),(A.54) yield (A.49). 
Lemma A.9. ∫
Ω
| −
k∑
i=1
PUδi,ξi + PVσ|2
∗
ln | −
k∑
i=1
PUδi,ξi + PVσ| (A.55)
= −N − 2
2
lnσ ·
∫
RN
V 2
∗
1 −
N − 2
2
ln(δ1δ2 . . . δk) ·
∫
RN
U2
∗
1,0
+
∫
RN
V 2
∗
1 lnV1 + k
∫
RN
U2
∗
1,0 lnU1,0 + o(1).
Proof. Similarly to [13],∫
B(0, η2 )
| −
k∑
i=1
PUδi,ξi + PVσ|2
∗
ln | −
k∑
i=1
PUδi,ξi + PVσ| (A.56)
= − µ√
µ− µ lnσ ·
∫
RN
V 2
∗
1 +
∫
RN
V 2
∗
1 lnV1 + o(1)
= −N − 2
2
lnσ ·
∫
RN
V 2
∗
1 +
∫
RN
V 2
∗
1 lnV1 + o(1),∫
B(ξi,
η
2 )
| −
k∑
i=1
PUδi,ξi + PVσ|2
∗
ln | −
k∑
i=1
PUδi,ξi + PVσ| (A.57)
= −N − 2
2
ln δi ·
∫
RN
U2
∗
1,0 +
∫
RN
U2
∗
1,0 lnU1,0 + o(1),∫
Ω\B(0, η2 )
k⋃
i=1
B(ξi,
η
2 )
| −
k∑
i=1
PUδi,ξi + PVσ|2
∗
ln | −
k∑
i=1
PUδi,ξi + PVσ| (A.58)
= o(1),
then we conclude (A.55).

Lemma A.10. As µ→ 0+, ∫
RN
V 2
∗−1
1 =
∫
RN
U2
∗−1
1,0 + o(1); (A.59)∫
RN
V 2
∗
1 =
∫
RN
U2
∗
1,0 + o(1); (A.60)∫
RN
V 2
∗
1 lnV1 =
∫
RN
U2
∗
1,0 lnU1,0 + o(1); (A.61)
Cµ = C0 − C0
N − 2µ+O(µ
2); (A.62)
Sµ = S0 − Sµ+O(µ2), (A.63)
for some positive constant S independent of µ.
Proof. The equalities can be obtained by direct computations. 
B Appendix
The lemmas used in Section 4 are listed below.
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As Lemma A.1, we have the following.
Lemma B.1. For i, l = 1, 2, . . . , k, and j, h = 0, 1, . . . , N , it holds
(PΨ, PΨ) = c˜0
1
σ2
+ o(
1
σ2
); (B.1)
(PΨ, PΨji ) = o(
1
σ2
)(and o(
1
δ2i
)); (B.2)
(PΨji , PΨ
j
i ) = c˜i,j
1
δ2i
+ o(
1
δ2i
); (B.3)
(PΨji , PΨ
h
l ) = o(
1
δ2i
)(and o(
1
δ2l
)) if i 6= l or j 6= h, (B.4)
where c˜0 > 0, c˜i,j > 0 are constants.
Lemma B.2.
‖(f ′0(
k∑
i=1
(−1)i−1PUδi,ξi + (−1)kPVσ)− f ′0(Uδl,ξl))Ψhl ‖2N/(N+2) = o(
1
δ
2N
N+2
l
), (B.5)
‖(f ′0(
k∑
i=1
(−1)i−1PUδi,ξi + (−1)kPVσ)− f ′0(Vσ))Ψ‖2N/(N+2) = o(
1
σ
2N
N+2
). (B.6)
Proof. We only prove (B.5) for h 6= 0.∫
Ω
|(f ′0(
k∑
i=1
(−1)i−1PUδi,ξi + (−1)kPVσ)− f ′0(Uδl,ξl))Ψhl |2N/(N+2) (B.7)
=
k+1⋃
i=1
∫
Ai
|(f ′0(
k∑
i=1
(−1)i−1PUδi,ξi + (−1)kPVσ)− f ′0(Uδl,ξl))Ψhl |2N/(N+2)
+
∫
Ω\B(0,ρ)
|(f ′0(
k∑
i=1
(−1)i−1PUδi,ξi + (−1)kPVσ)− f ′0(Uδl,ξl))Ψhl |2N/(N+2).
As Lemma A.3 in [25], by (2.6), (2.7),∫
Al
|(f ′0(
k∑
i=1
(−1)i−1PUδi,ξi + (−1)kPVσ)− f ′0(Uδl,ξl))Ψhl |2N/(N+2) (B.8)
≤ C
∫
Al
|U2∗−3δl,ξl ϕδl,ξlΨhl |2N/(N+2) + C
∑
i6=l
∫
Al
|U2∗−3δl,ξl Uδi,ξiΨhl |2N/(N+2)
+C
∫
Al
|U2∗−3δl,ξl VσΨhl |2N/(N+2)
≤ o( 1
δ
2N
N+2
l
),
since ∫
Al
|U2∗−3δl,ξl ϕδl,ξlΨhl |2N/(N+2)
≤ C
∫
Al
| δ
N+2
2
l (x
h − ξhl )
(δ2l + |x− ξl|2)3
|2N/(N+2) = O(δ
2N(N−3)
N+2
l ),
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for i 6= l, ∫
Al
|U2∗−3δl,ξl Uδi,ξiΨhl |2N/(N+2)
= C
∫
Al
| δ
2
l (x
h − ξhl )
(δ2l + |x− ξl|2)3
δ
N−2
2
i
(δ2i + |x− ξi|2)
N−2
2
|2N/(N+2)
≤ C(
∫
Al
| δ
2
l (x
h − ξhl )
(δ2l + |x− ξl|2)3
|N2 ) 4N+2 (
∫
Al
| δ
N−2
2
i
(δ2i + |x− ξi|2)
N−2
2
|2N/(N−2))N−2N+2
= o(
1
δ
2N
N+2
l
),
and similarly, ∫
Al
|U2∗−3δl,ξl VσΨhl |2N/(N+2) = o(
1
δ
2N
N+2
l
).
The same arguments as (B.8) give that, for i 6= l,∫
Ai
|(f ′0(
k∑
i=1
(−1)i−1PUδi,ξi + (−1)kPVσ)− f ′0(Uδl,ξl))Ψhl |2N/(N+2) = o(
1
δ
2N
N+2
l
). (B.9)
At last, ∫
Ω\B(0,ρ)
|(f ′0(
k∑
i=1
(−1)i−1PUδi,ξi + (−1)kPVσ)− f ′0(Uδl,ξl))Ψhl |2N/(N+2) (B.10)
=

O(δ
N(N−2)
N+2
l )(O(σ
4N
N+2 ) +
k∑
i=1
O(δ
4N
N+2
i )) if h = 1, 2, . . . , N,
O(δ
N(N−4)
N+2
l )(O(σ
4N
N+2 ) +
k∑
i=1
O(δ
4N
N+2
i )) if h = 0.
Then (B.5) follows. 
Lemma B.3.
‖ι∗(
k∑
i=1
(−1)i−1f0(Uδi,ξi) + (−1)kf0(Vσ))− Vε,λ,ξ‖µ ≤
k∑
i=1
O(µδi) +O((µσ
N−2
2 )
1
2 ). (B.11)
Proof. It is similarly to Lemma A.4. 
Lemma B.4.
‖(f ′ε(Vε,λ,ξ)− f ′0(Vε,λ,ξ))φ‖2N/(N+2) = Cε‖φ‖µ; (B.12)
‖fε(Vε,λ,ξ)− f0(Vε,λ,ξ)‖2N/(N+2) = Cε; (B.13)
‖f0(Vε,λ,ξ)− (
k∑
i=1
(−1)i−1f0(Uδi,ξi) + (−1)kf0(Vσ))‖2N/(N+2) = O(ε
N+2
2(N−2) ). (B.14)
Proof. The first two, as Lemma A.5, are from [4]. The last one can be proved as (4.5) in [25]. 
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Lemma B.5. Let k ≥ 1. Then∫
Ω
|∇PVσ|2 − µ |PVσ|
2
|x|2 = S
N
2
µ + o(ε); (B.15)∫
Ω
∇PVσ∇PUδi,ξi − µ
PVσPUδi,ξi
|x|2 (B.16)
=

C2
∗
0 (
λ
λk
)
N−2
2
∫
RN
1
(1+|y|2)N+22
1
(1+|ζk|2)
N−2
2
· ε+ o(ε) if i = k,
o(ε) if i 6= k;
µ
∫
Ω
|PUδi,ξi |2
|x|2 = µC
2
0
∫
RN
1
|y|2(1 + |y − ζi|2)N−2 + o(ε); (B.17)
µ
∫
Ω
PUδi,ξiPUδj ,ξj
|x|2 = o(ε), i 6= j; (B.18)∫
Ω
|∇PUδi,ξi |2 (B.19)
=

S
N
2
0 − C2
∗
0 H(0, 0)λ
N−2
1
∫
RN
1
(1+|z|2)N+22
· ε+ o(ε) if i = 1,
S
N
2
0 + o(ε) if i 6= 1;∫
Ω
∇PUδi,ξi∇PUδj,ξj (B.20)
=

C2
∗
0 (
λi+1
λi
)
N−2
2
∫
RN
1
(1+|y|2)N+22
1
(1+|ζi|2)
N−2
2
· ε+ o(ε) if j = i+ 1,
o(ε) otherwise,
where we assume, without loss of generality, 1 ≤ i < j ≤ k.
Proof. (B.15) and (B.19) can be obtained by (A.27) and (A.31), respectively.
(1). Proof of (B.16).
By using (2.7), integration by parts yields∫
Ω
∇PVσ∇PUδi,ξi − µ
PVσPUδi,ξi
|x|2 =
∫
Ω
V 2
∗−1
σ (Uδi,ξi − ϕδi,ξi) + µ
∫
Ω
ϕσ(Uδi,ξi − ϕδi,ξi)
|x|2 . (B.21)
It is easy to show, by using (2.6) and (2.7), that∫
Ω
V 2
∗−1
σ ϕδi,ξi ≤ Cδ
N−2
2
i
∫
Ω
σ
N+2
2
(σ2|x|β1 + |x|β2)N+22
(B.22)
≤ Cσ µ√µ−µ δ
N−2
2
i
∫
RN
1
(|y|β1 + |y|β2)N+22
= O(σ
N−2
2 δ
N−2
2
i ),
and
µ
∫
Ω
ϕσ(Uδi,ξi − ϕδi,ξi)
|x|2 ≤ µ
∫
Ω
ϕσUδi,ξi
|x|2 ≤ O(µσ
N−2
2 ). (B.23)
On the other hand,∫
Ω
V 2
∗−1
σ Uδi,ξi =
k+1⋃
j=1
∫
Aj
V 2
∗−1
σ Uδi,ξi +O(σ
N+2
2 δ
N−2
2
i ). (B.24)
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If i = k, j = k + 1, ∫
Ak+1
V 2
∗−1
σ Uδk,ξk (B.25)
= C2
∗−1
µ C0σ
N+2
2 δ
N−2
2
k
∫
Ak+1
1
(σ2|x|β1 + |x|β2)N+22
1
(δ2k + |x− ξk|2)
N−2
2
= C2
∗−1
µ C0
σ
µ√
µ−µ
δ
N−2
2
k
∫
Ak+1
σ
√
µ√
µ−µ
1
(|y|β1 + |y|β2)N+22
1
(1 + |σ
√
µ√
µ−µ
δk
y − ζk|2)N−22
= C2
∗
0 (
λ
λk
)
N−2
2
∫
RN
1
(1 + |y|2)N+22
1
(1 + |ζk|2)N−22
· ε+ o(ε)
If i 6= k or j 6= k + 1, similar arguments as (B.25) give∫
Aj
V 2
∗−1
σ Uδi,ξi = o(ε). (B.26)
Then we conclude by (B.21)-(B.26).
(2). Proof of (B.17).
(B.17) = µ
∫
Ω
|Uδi,ξi |2
|x|2 +O(µδ
N−2
i )
= µC20
∫
Ω
δi
1
|y|2(1 + |y − ζi|2)N−2 +O(µδ
N−2
i )
= µC20
∫
RN
1
|y|2(1 + |y − ζi|2)N−2 + o(ε).
Similar arguments give that (B.18) = o(ε)
(3). Proof of (B.20).
Without loss of generality, let 1 ≤ i < j ≤ k. Then as (B.24),
(B.20) =
∫
Ω
U2
∗−1
δj ,ξj
Uδi,ξi + o(ε) (B.27)
=

C2
∗
0 (
λi+1
λi
)
N−2
2
∫
RN
1
(1+|y|2)N+22
1
(1+|ζi|2)
N−2
2
· ε+ o(ε) if j = i+ 1,
o(ε) otherwise.

Lemma B.6. Let k ≥ 1. Then∫
Ω
|
k∑
i=1
(−1)i−1PUδi,ξi + (−1)kPVσ|2
∗
(B.28)
= kS
N
2
0 + S
N
2
µ − 2∗C2∗0 H(0, 0)λN−21
∫
RN
1
(1 + |z|2)N+22
· ε
−2∗C2∗0
k∑
i=1
(
λi+1
λi
)
N−2
2
∫
RN
1
|y|N−2(1 + |y − ζi|2)N+22
· ε
−2∗C2∗0
k∑
i=1
(
λi+1
λi
)
N−2
2
∫
RN
1
(1 + |y|2)N+22
1
(1 + |ζi|2)N−22
· ε+ o(ε),
where λk+1 = λ.
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Proof.
(B.28) =
k+1⋃
j=1
∫
Aj
|
k∑
i=1
(−1)i−1PUδi,ξi + (−1)kPVσ|2
∗
+O(δN1 ). (B.29)
First of all, ∫
Ak
VσU
2∗−1
δk,ξk
(B.30)
= CµC
2∗−1
0 σ
N−2
2 δ
N+2
2
k
∫
Ak
1
(σ2|x|β1 + |x|β2)N−22
1
(δ2k + |x− ξk|2)
N+2
2
= CµC
2∗−1
0
σ
N−2
2
δ
√
µ−µ
k
∫
Ak
δk
1
(( σδk )
2|y|β1 + |y|β2)N−22
1
(1 + |y − ζk|2)N+22
= C2
∗
0 (
λ
λk
)
N−2
2
∫
RN
1
|y|N−2(1 + |y − ζk|2)N+22
· ε+ o(ε),
and ∫
Aj
VσU
2∗−1
δi,ξi
= o(ε), if i 6= k, or j 6= k. (B.31)
From [25], we also have, for 1 ≤ i < j ≤ k,∫
Al
Uδj ,ξjU
2∗−1
δi,ξi
+ o(ε) (B.32)
=

C2
∗
0 (
λi+1
λi
)
N−2
2
∫
RN
1
|y|N−2(1+|y−ζi|2)
N+2
2
· ε+ o(ε) if j = i+ 1, i = l,
o(ε) otherwise.
Noticing (B.25), (B.27) and the above three equalities, then the proof of (B.28) is actually involved
by Lemma 6.2 in [25]. 
Lemma B.7. ∫
Ω
|
k∑
i=1
(−1)i−1PUδi,ξi + (−1)kPVσ|2
∗
ln |
k∑
i=1
(−1)i−1PUδi,ξi + (−1)kPVσ| (B.33)
= −N − 2
2
lnσ ·
∫
RN
V 2
∗
1 −
N − 2
2
ln(δ1δ2 . . . δk) ·
∫
RN
U2
∗
1,0
+
∫
RN
V 2
∗
1 lnV1 + k
∫
RN
U2
∗
1,0 lnU1,0 + o(1).
Proof. The proof is similarly to Lemma A.9. 
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