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1.1 Challenges in structural biology 
 
The past decades, macromolecular X-ray crystallography (MX) has been the standard 
for protein structure determination from single three-dimensional (3D) crystals. 
Diffraction experiments require a crystalline sample of sufficient size and quality, 
which is usually the most critical step in successful structure elucidation. A crystalline 
sample consists of an orderly and repeated stack of the same molecule, where 
individual molecules are related by translational and rotational symmetry operators. 
Constructive interference occurs when waves that are diffracted by the crystal lattice 
are in phase, and because of the many identical copies of the same molecule being 
present in the crystal, the signal gets amplified giving a Bragg boost to the total signal 
(Fig. 1.1). In diffraction, this gives rise to the reciprocal lattice that is the Fourier 
transform of the real space lattice of the crystal. 
 
X-rays can be scattered either elastically or inelastically by the electron clouds 
surrounding the nuclei (see Fig. 2.1)1. Elastic scattering causes the incoming X-rays to 
diffract at a scattering angle 2𝜃, with only a negligible loss of energy (Fig. 1.1). 
However, in case of an inelastic scattering event, all the energy of the X-ray photon is 
deposited into the sample, resulting in the complete absorption of the X-ray photon 
(see Fig 2.1). On average, 12 keV X-rays are expected to scatter elastically only 1 out 
of 20 scattering events on an average protein atom, thus coming at a substantial cost 
of about 200 keV of collateral damage per useful diffracted quantum (Helliwell, 1988; 
Henderson, 1995; Nave & Hill, 2005). Radiation damage is a major concern in 
crystallography, as it will deteriorate the crystal, and subsequently decrease the 
diffracting intensity. Half the diffraction intensity is lost when the total exposure dose 
received by the crystal exceeds the critical dose limit of 10.0 e-.Å-2 (Henderson, 1995; 
Owen et al., 2006). Owing to the considerable amounts of radiation damage caused 
by inelastic X-ray scattering, crystals need to be approximately a few micrometre in 
size for successful structure determination. Size restrictions on the minimum required 
crystal volume can be relieved to a certain extent by using micro-focused beam lines 
(Hedman et al., 1985; Holton & Frankel, 2010; Sanishvili et al., 2011; Evans et al., 
2011). 
 
 Unfortunately, obtaining sufficiently sized 3D crystals remains a major 
limiting factor in X-ray crystallography as proteins, especially membrane proteins, are 
often difficult to crystallise (Terwilliger et al., 2009; Grimes et al., 2018). However, 
many seemingly unsuccessful crystallisation trials, failing to yield crystals of 
sufficient size and quality for X-ray diffraction, do actually contain smaller 
nanometre-sized crystals (nanocrystals) (Stevenson et al., 2014, 2016). These small 
crystals can be obtained using crystallisation methods that are standard in X-ray 
crystallography (Georgieva et al., 2007; Nederlof et al., 2011; Calero et al., 2014), 
and small crystals may even have fewer defects and better order than macro-sized 
crystals (Cusack et al., 1998). Although these nanocrystals are too small for 
                                                
1 The introduction was written with the intent of providing the necessary basis for the forthcoming 
chapters and to highlight the coherency between the different topics that are discussed. Certain key 
concepts are therefore already briefly introduced here, while a more detailed discussion is featured in 
the forthcoming chapters. Each chapter is presented as reprint of a peer-reviewed manuscript that has 
been previously published, or is accepted for publication. Therefore several concepts touched upon in 
the introduction are reintroduced in the forthcoming paragraphs of this work. 
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synchrotron experiments, they can be used for structure elucidation in time-resolved 
serial crystallography using an X-ray free-electron laser (XFEL) (Chapman et al., 
2011; Schlichting, 2015; Spence, 2017). However, determining the protein structure 
from snapshots of individual crystals requires large quantities of sample that are often 
not available, and require access to large-scale XFEL facilities.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1 Electrons (or X-rays) are scattered by the crystal lattice with a scattering angle 2𝜃, which is 
defined as the angle between the incident beam 𝑆! and the scattered wave 𝑆!. Constructive interference 
occurs when the path length difference between two outgoing waves is equal to an integer number of 
wavelengths, which holds true when 𝑛𝜆 = 𝐵𝐶 + 𝐶𝐸 , where 𝑛  is an integer number and 𝜆  is the 
wavelength. From the trigonometry, we can then derive that 𝐵𝐶 = 𝐶𝐸 = 𝑑 sin 𝜃, where 𝑑 is the lattice 
spacing in real space that is equal to the distance 𝐴𝐶, and 𝜃 is half the scattering angle that is equal for 
the incident beam 𝑆! and the outgoing wave 𝑆!. After substitution, we then derive what is known as 
Bragg’s law, defined as 𝑛𝜆 = 2𝑑 sin 𝜃 (see also Equation 2). 
 
 
1.2  Electrons as alternative to X-rays 
 
Alternatively, electrons can be used to obtain structural information from nanometre-
sized 3D crystals. Electrons are negatively charged particles that interact with the 
electrostatic potential from the electron clouds and the atomic nuclei. On average, 200 
keV electrons are expected to scatter elastically 1 out of 5 times on an average protein 
atom, and per inelastic scattering event only 40 eV of energy is deposited on average 
into the sample as collateral damage (see Fig 2.1). Each useful elastically diffracted 
quantum therefore comes at the cost of about 200 eV of collateral damage. Thus, 
electrons are several orders of magnitude less damaging compared to X-rays 
(Henderson, 1995). As a result, even very small 3D nanocrystals can successfully be 
used for structure determination.  
 
Another major benefit of electron diffraction is an improved contrast for 
hydrogen atoms, which are difficult but not impossible to resolve in X-ray 
crystallography (Woińska et al., 2016). The atomic scattering cross sections in X-ray 
crystallography are proportional to 𝑍! , whereas in electron diffraction the cross 
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sections are proportional to approximately 𝑍!!  (Egerton, 2011). The contribution of 
the lighter atoms to the overall signal is thus stronger in electron diffraction, implying 
an increased contrast for the hydrogen atoms (Cowley, 1953a,b; Vainshtein, 1964; 
Dorset, 1995, 2007). Hydrogen atom positions in organic and inorganic samples could 
recently be refined by reducing the effects of dynamical scattering using precession 
electron diffraction combined with dynamical refinement (Palatinus, Petříček et al., 
2015; Palatinus, Corrêa et al., 2015; Palatinus et al., 2017). 
 
Furthermore, high-energy electrons are generated in a transmission electron 
microscope (TEM), and no large-scale facilities such as synchrotrons or XFELs are 
required. Another advantage the TEM offers is that it can be operated in both 
diffraction as well as imaging mode (Williams & Carter, 2009; Zou et al., 2011). 
Whereas the phases are lost in diffraction (see §1.10), the spatial phase information is 
retained in imaging (see §2.2.3). The combination of imaging and diffraction has 
successfully been applied in two-dimensional electron crystallography of membrane 
proteins (Henderson & Unwin, 1975; Grigorieff et al., 1996; Gonen et al., 2005; 
Abeyrathne et al., 2010; Schenk et al., 2010; Stahlberg et al., 2015).  
 
More recently, single-particle cryo-EM imaging emerged as a powerful 
method for structure determination of macromolecules, owing to the introduction of 
highly sensitive direct electron detectors (DEDs) and novel processing algorithms 
(Kuehlbrandt, 2014; Cheng et al., 2015; Fischer et al., 2015; Bartesaghi et al., 2015; 
McMullan et al., 2016). The phases do however come at a cost, and an improvement 
in signal-to-noise ratio (𝑆𝑁𝑅) of several orders of magnitude can be expected when 
moving from imaging to diffraction (see §2.3.4), e.g. in diffraction the diffracting 
waves are separated from the direct beam, thus most of the noise is left out and not 
spread across the entire image, diffraction is shift-invariant and therefore only slightly 
affected by sample drift, and the signal in diffraction is not affected by dampening 
from the contrast transfer function (CTF). 
 
 
1.3  Signal-to-noise ratio and radiation damage 
 
Electron diffraction makes 3D nanocrystals of macromolecules accessible for 
structure determination. However, the reduced crystal volume makes data acquisition 
more challenging as it decreases the intensities 𝐼!"#(ℎ𝑘𝑙) of the reflections that are 
measured experimentally during data acquisition. The measured signal is proportional 
to the volume of the crystal and inversely proportional to the volume of the individual 
unit cells (Holton & Frankel, 2010). Thus in macromolecular electron 
crystallography, substantially reduced intensities can be expected because of the small 
crystal volume and the relative large unit cells commonly found for proteins. This has 
a negative effect on the 𝑆𝑁𝑅 that is substantially worse than that of macro-sized 
crystals. The 𝑆𝑁𝑅 can be improved by increasing the intensity of the incident beam, 
which will subsequently increase the reflection intensities.     
  
However, increasing the intensity of the incident electron beam comes with a 
considerable increase in radiation damage. Although electrons are several orders of 
magnitude less damaging than X-rays, they can still cause major damage to 
nanometre-sized crystals of beam-sensitive organic samples (Henderson, 1995). The 
smaller the crystalline sample, the more sensitive it will be to exposure from the 
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incident beam. The critical dose limit, were half the intensity from the crystal is lost, 
is reached when the total exposure dose exceeds 10.0 e-.Å-2 (Henderson, 1995; Owen 
et al., 2006). It is thus important to outrun the radiation damage, before reflection 
intensities reduce even further and high-resolution Bragg peaks start to fade. To 
reduce the effects of radiation damage sand preserve them in the vacuum of the TEM, 
crystals are flash-cooled in liquid ethane to preserve them in a thin layer of vitreous 
ice, and are kept cryo-cooled with liquid nitrogen throughout data acquisition (Adrian 
et al., 1984; Dubochet et al., 1988; Garman & Owen, 2006). 
 
 
1.4  Inelastic and multiple scattering 
 
Inelastic electron scattering occurs predominantly on the electron clouds and is 
characterised by only very low scattering angles (see Fig. 2.1, 2.2). For an average 
protein atom, the atomic scattering cross section for inelastic electron scattering is 
approximately 4.2 times larger than that of elastic electron scattering (see §2.2.1). 
Inelastic scattering has thus a much higher probability and therefore dominates over 
elastic scattering. Furthermore, multiple scattering events are likely to occur 
frequently as high-energy electrons are scattered very efficiently by the crystal. These 
multiple scattering events can be elastic, inelastic, or a combination of both (see Fig. 
2.3), and the probability of multiple scattering events increases with crystal thickness 
(see Fig. 2.4). In contrast to X-ray diffraction, inelastically  scattered electrons are not 
absorbed by the crystal and thus interfere with the kinematic signal (§1.5). Inelastic 
scattering is negatively affecting the 𝑆𝑁𝑅  and leads to an increased diffuse 
background and a broadening of the Bragg peaks (see §2.3.2). Zero-loss energy 
filtering can experimentally remove most of the inelastically scattered electrons on the 
basis of their reduced energy, resulting in a decrease of the diffuse background and a 
sharpening of the Bragg peaks, thereby improving the 𝑆𝑁𝑅  and revealing high-
resolution Bragg peaks that previously were hidden in the background (Yonekura et 
al., 2002; Egerton, 2011; Gemmi & Oleynikov, 2013). 
 
 
1.5  Dynamical scattering 
 
Elastic scattering predominalty occurs on the nuclei and is characterised by a 
relatively high scattering angle (see Fig. 2.2). When the sample is sufficiently thin, the 
probability that an elastically scattered electron will scatter a second time is small, 
resulting in essentially kinematical diffraction. However, as high-energy electrons are 
scattered very efficiently, electrons can scatter elastically more than once, known as 
dynamical scattering (Fig. 1.2, see also §2.2.3). Factors influencing the probability of 
dynamical scattering include the accelerating voltage of the microscope, crystal 
alignment in the beam, sample composition (e.g. presence of light or heavy atoms, 
organic or inorganic material, solvent content), and thickness of the crystal. Structure 
determination in crystallography is based on the accurate measurement of the Bragg 
peak intensities that result from coherent kinematic scattering that is focused by the 
crystal lattice. The electrostatic scattering potential map, basis for model building, is 
calculated by a Fourier transform of the phased structure factor amplitudes, using a 
purely kinematic approximation where the amplitudes are proportional to the 
measured and scaled intensities: 
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 𝐹!"#$%(ℎ𝑘𝑙) ∝ 𝐼!"#$%(ℎ𝑘𝑙) (1) 
In presence of dynamical scattering, this kinematic approximation is no longer 
valid. Dynamical scattering affects the reflection intensities as illustrated in Figure 1.2 
(Cowley & Moodie, 1957; Glaeser & Downing, 1993; Dorset, 1995; Weirich et al., 
2000). Electrons that scatter elastically more than once will appear to have originated 
from a different lattice point then where they originally scattered first, and as a result 
the electron will end up being measured at a different Bragg peak. As the scattering 
angles in electron diffraction are relatively low (§1.9), dynamical scattering is 
expected to mainly affect neighbouring peaks in close proximity. Since strong peaks 
have much higher intensities than weak peaks, the overall effect is that electrons leak 
over from strong peaks into weaker adjacent peaks that thus become more intense 
(Weirich et al., 2000). As dynamical scattering is coherent and focused within the 
Bragg peaks, it is indistinguishable from the kinematic signal. Since there is also no 
loss of energy, it is not possible to separate dynamical from kinematical scattering 
experimentally by using an in-column energy filter (Yonekura et al., 2002; Egerton, 
2011). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.2 Kinematical scattering are single elastic scattering events, depicted here by the incident 
beam 𝑆! that is scatted at lattice point 𝐴 in the direction of 𝑆! at a scattering angle of 2𝜃!. Dynamical 
scattering are multiple elastic scattering events, illustrated here by the incident beam 𝑆! that is initially 
scattered at lattice point 𝐵 along the direction 𝑆!  at an angle 2𝜃!, and then scatters a second time at 
lattice point 𝐶 along the direction 𝑆!  at 2𝜃! (the scattering angle between 𝑆!  and 𝑆! ). As a result, the 
electron that originally scattered at lattice point 𝐵 actually appears to originate from lattice point 𝐶 
where the scattering angle between the actual incident wave 𝑆! and 𝑆!  is equal to 2𝜃!, and thus 𝑆!  is 
equal to the outgoing diffracted wave 𝑆! (Fig. 1.1). In this scenario, 𝑆!  acts as an apparent secondary 
incident beam that is then scattered at 𝐶. As the scattering angles in electron diffraction are generally 
very small, dynamical scattering only tends to affect neighbouring peaks. Thus on average, dynamical 
scattering will result in leaking of electrons from strong peaks into weaker adjacent peaks (see §2.3.3).  
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For a typical protein crystal of 100 nm, 300 keV electrons are expected to 
scatter dynamically about 1 out of 10 elastic scattering events (see Fig. 2.4). Although 
dynamical scattering affects structure determination, structures can still be solved 
successfully when the crystalline sample is sufficiently thin, thereby minimising the 
contribution of dynamical scattering (Cowley & Moodie, 1959a; Dorset et al., 1992; 
Dorset, 2007; Subramanian et al., 2015). However, as discussed in §1.3, moving to 
thinner samples means that the diffracting intensity of the crystal is reduced, and 
offsetting the reduced diffracting power due to the small crystal size by increasing the 
electron dose can result in reduced resolution due to an increase of radiation damage. 
Modelling of dynamical scattering is far more complicated than a purely kinematic 
approximation as given in Equation 1 (Cowley & Moodie, 1959a; Dorset et al., 1992; 
Jansen et al., 1998; Egerton, 2011; Subramanian et al., 2015), but initial results from 
dynamical refinement of inorganic and organic small molecules look very promising 
(Palatinus, Petříček et al., 2015; Palatinus, Corrêa et al., 2015; Palatinus et al., 2017). 
 
 
1.6  Small molecule electron crystallography 
 
The potential of electron crystallography for structure determination was recognised 
several decades ago (Cowley, 1953a,b, Cowley & Moodie, 1957, 1959a,b; 
Vainshtein, 1964; Dorset, 1995). As radiation damage is a major issue in electron 
crystallography of biological samples, early electron diffraction studies focused 
mainly on crystals of more radiation-hard materials and inorganic compounds. 
Electron diffraction data were collected on photographic film from carefully aligned 
crystals oriented along a zone axis with selected-area electron diffraction (SAED) 
(Vainshtein, 1964; Weirich et al., 1996, 2000; Hovmöller et al., 2002; Zou et al., 
2011). Alternatively, non-aligned crystals were tilted and multiple consecutive 
diffraction patterns at discrete tilt angles were collected as a tilt series (Vainshtein, 
1964; Zou et al., 2004, 2011). 
 
 Structure determination benefits from collecting highly complete data and 
reducing dynamical scattering. This was achieved more recently by using precession 
electron diffraction (PED) which increases sampling of reciprocal space, and 
decreases the contribution of dynamical scattering by tilting the beam off-axis at a 
fixed angle which is then rapidly precessed around the optical axis (Vincent & 
Midgley, 1994; Midgley & Eggeman, 2015). In electron diffraction tomography, 
rapid beam precession is combined with tomography where the sample is tilted with 
discrete goniometer tilt steps (Kolb et al., 2007, 2008; Mugnaioli et al., 2009; Gemmi 
et al., 2013, 2015). Alternatively, in rotation electron diffraction discrete goniometer 
tilt steps are combined with fine steps of beam tilt (Zhang et al., 2010; Zou et al., 
2011; Wan et al., 2013; Yun et al., 2015). Rotating the crystal in a random orientation 
combined with precessing and/or tilting the electron beam increases data 
completeness by sampling the missing information between discrete goniometer tilt 
steps, and reduces dynamical scattering from merging symmetry related reflections 
averaged over multiple random orientations. Advances in data collection and the 
introduction of charged coupled device (CCD) detectors for faster and automated data 
collection led to ab initio structure determination of inorganic samples, metal-organic 
frameworks, and even small organic compounds (Dorset et al., 1992; Dorset, 1992, 
2007; Kolb et al., 2010; Gorelik et al., 2012; Mugnaioli et al., 2011; Guo et al., 
2015).  
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1.7  Macromolecular electron crystallography 
 
Nanometre-sized 3D crystals of macromolecules are highly beam-sensitive, making 
data acquisition more challenging. To outrun the radiation damage, crystals need to be 
cryo-cooled, and data should be acquired fast and under low-dose conditions. 
However, low-dose conditions will result in a poor 𝑆𝑁𝑅, which is rapidly getting 
worse from exposing the crystal to the electron beam. The 𝑆𝑁𝑅 can get a boost from 
recording diffraction data using novel hybrid pixel detectors (HPDs) that are highly 
sensitive, have fast pixel-based read-out with minimal dead-time, a high dynamic 
range, are radiation-hard, and have reduced background as they can discriminate in 
energy of incoming particles and count only single electron hits for each individual 
pixel (Georgieva et al., 2011; Nederlof, van Genderen et al., 2013; van Genderen, 
Clabbers et al., 2016; Casanas et al., 2016; Tinti et al., 2018).  
 
 The preferred strategy for collecting diffraction data of macromolecular 
crystals is the rotation method (Arndt & Wonacott, 1977), which is suitable for large 
unit cells and has become standard in X-ray crystallography (Dauter, 1999). Data are 
acquired of non-aligned crystals that are continuously rotated about a single rotation 
axis. The rotation method is the most efficient way of measuring (near) complete data 
by continuous sampling of reciprocal space (Dauter, 1999). These considerations also 
apply to electron diffraction. Furthermore, a reduction of dynamical scattering can be 
expected as the crystal in not aligned and captured in random orientations. The 
rotation method can be adapted for electron crystallography when data are acquired 
using a TEM that is aligned for parallel beam illumination. The crystal should be 
centred on the rotation axis such that the sample is at the correct eucentric height and 
will stay in the beam during continuous crystal rotation.  
 
Data acquisition using the rotation method on the TEM benefits from a stable 
goniometer with reliable rotation movement (Yonekura et al., 2015; Shi et al., 2016), 
and from fast and highly sensitive detectors (Georgieva et al., 2011; Nederlof, van 
Genderen et al., 2013). Continuous rotation data are preferably acquired by fine-
slicing through reciprocal space with an angular increment (Δ𝜑) of half the crystal 
mosaicity2 (Pflugrath, 1999). Hybrid pixel detectors have fast read-out, minimal dead-
time and are operated in shutterless mode, thus making it feasible to record fine-sliced 
data (Mueller et al., 2012). By collecting data with a small Δ𝜑, partial reflections are 
recorded thus increasing the sampling frequency of the spot profiles, thereby 
separating the background and improving accuracy of the intensity estimations from 
data integration (Dauter, 2010; Mueller et al., 2012). 
 
                                                
2 Crystals are often imperfect and have disorder and defects, a crystal can be described as a 
combination of perfect mosaic blocks in slightly different orientations. Mosaicity (in degrees) is the 
distribution size of the orientations of the mosaic blocks and high mosaicity leads to broadening of 
Bragg peaks as spots of highly mosaic crystals stay longer in Bragg condition and are smeared out over 
a wider rotation range. Mosaicity is defined in XDS and DIALS as the standard deviation of the 
Gaussian intensity distribution used to model the reflecting range. The reflecting range is also known 
as the rocking curve, and is defined as the total rotation range required for a single reflection to fully 
pass through the Ewald sphere. 
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 The rotation method in combination with cryo-cooling the sample makes it an 
attractive tool for structure determination of 3D nanocrystals from beam-sensitive 
organics and macromolecules. As data from crystals are acquired in random 
orientation there is no need for crystal alignment, and by rotating the crystal 
continuously at slow speed near complete data can be collected. Recently, the rotation 
method was successfully applied in macromolecular electron crystallography and led 
to structure determination of proteins from micrometre- and nanometre-sized 3D 
crystals (Nederlof, van Genderen et al., 2013; Shi et al., 2013; Nannenga, Shi, Leslie 
et al., 2014; Nannenga, Shi, Hattne et al., 2014; Yonekura et al., 2015; Clabbers et 
al., 2017; De La Cruz et al., 2017). The same considerations that make the rotation 
method attractive for protein crystallography also apply to other (beam-sensitive) 
samples such as organic pharmaceutical and peptide filaments that were successfully 
solved by electron diffraction using continuous sample rotation (van Genderen, 
Clabbers et al., 2016; Gemmi et al., 2015, 2016; Rodriguez et al., 2015; Sawaya et 
al., 2016; Gruene et al., 2018). 
 
 
1.8  Diffraction geometry and data integration 
 
In data integration the reflections are indexed and the experimental intensities 𝐼!"# ℎ𝑘𝑙  are extracted from the recorded frames by counting of individual electron 
hits after background subtraction. Integrating electron diffraction data is very similar 
to routines that were originally developed for processing X-ray diffraction data 
(Kabsch, 1988a,b, 2010b; Leslie, 1999; Waterman et al., 2016; Winter et al., 2018). 
Hybrid pixel detectors count single electron hits and because there is no dark-current 
they have a reduced background. This required modifying the error model that has a 
Poisson distribution instead of a Gaussian distribution as is used for data recorded 
with CCD detectors, and a background estimation that is optimised for weak data with 
low-background (Parkhurst et al., 2016; Kabsch, 2010b).  
 
Data integration programs like XDS (Kabsch, 2010b) and DIALS (Waterman 
et al., 2016; Winter et al., 2018) can be used to successfully integrate electron data 
diffraction recorded with the rotation method with only some minor adaptations (see 
§2.5.1, §3.2.2, §4.2). These programs allow for scaling the intensities based on a error 
model to put all reflections on the same scale and obtain 𝐼!"#$% ℎ𝑘𝑙  (Evans, 2006, 
2011; Kabsch, 2010a). They also apply 3D profile fitting to allow extraction of weak 
intensities at or even below the noise level (French & Wilson, 1978; Oatley & French, 
1982; Kabsch, 2010b). 
 
The relative short wavelength of electrons affects the diffraction geometry. In 
general, constructive interference of diffracted waves occurs when Bragg’s law is 
satisfied (see Figure 1.1 for a derivation)3: 
 𝑛𝜆 = 2𝑑!!" sin𝜃 (2) 
From Equation 2 we can derive that the maximum scattering angle 2𝜃!"# is 
only 1.44° for a 200 keV electron at 1.0Å resolution. The low opening angle for even 
                                                
3 Here 𝑛 is an integer number, 𝜆 is the electron wavelength, 𝑑 is the lattice spacing [Å], and 𝜃 is the 
diffraction angle. 
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high-resolution reflections requires a relatively long detector distance, which is 
defined as the path length between the sample and the detector (see Fig. 2.6). Another 
representation of Bragg’s law in reciprocal space is given by constructing the Ewald 
sphere with a radius of 𝑆! = 𝑆! = 1 𝜆. The Bragg condition for constructive 
interference is satisfied when the incident beam vector 𝑆! is equal to the scattered 
wave vector 𝑆! as sketched in Figure 4.2. Thus, the difference in reciprocal space 
between the two vectors 𝑆! − 𝑆! = 2 sin𝜃 𝜆 should be equal to the length of the 
reciprocal lattice vector4 𝑔!!" = 1/𝑑!!" , resulting in Bragg’s law as given by 
Equation 2.  
 
The Ewald sphere is thus a geometrical representation of Bragg’s law in 
reciprocal space, describing which reflections are in Bragg condition. Because of the 
short wavelength in electron diffraction, the Ewald sphere is virtually flat (see Fig. 
4.2). In electron diffraction, we therefore see mostly only reflections from the plane 
perpendicular to the incident beam and reflections from higher-order Laue zones are 
rarely observed at low resolution. Furthermore, the detector distance is highly 
correlated with the unit cell dimensions because of the flat Ewald sphere5. Therefore 
the detector distance should not be refined simultaneously with the unit cell 
dimensions (see also §2.5.1, §4.2.6, §5.2.3.2).  
 
 
1.9  Structure solution and refinement 
 
Reconstructing the electrostatic potential map of the crystal is the basis for structure 
determination. The electrostatic scattering potential 𝜑 𝑥𝑦𝑧  of the crystal can be 
described as a sum of cosine wave functions6: 
 𝜑 𝑥𝑦𝑧 =  𝜆𝜎𝑉!"## 𝐹(ℎ𝑘𝑙) 𝑐𝑜𝑠 2𝜋 ℎ𝑥 + 𝑘𝑦 + 𝑙𝑧 − 𝜙(ℎ𝑘𝑙)!!"  (3) 
In electron diffraction we measure the intensities of the reflections, which are 
proportional to the structure factor amplitude 𝐹(ℎ𝑘𝑙)  as defined in Equation 1. 
However, the structure factor phases 𝜙(ℎ𝑘𝑙) are lost in diffraction and need to be 
retrieved before the structure can be solved. 
 
Provided highly complete data up to (sub-)atomic resolution are available, and 
the molecule of interest is not too complex, the structure can likely be solved ab initio 
using direct methods (Sheldrick, 1990, 2008, 2015b; Morris & Bricogne, 2003). The 
                                                
4 The reciprocal lattice vector is described as 𝑔!!" = ℎ𝑎∗ + 𝑘𝑏∗ + 𝑙𝑐∗, here ℎ, 𝑘, 𝑙 are the Miller indices 
and 𝑎∗, 𝑏∗, 𝑐∗ are the reciprocal unit cell vectors. 
5 As the diffraction angle 𝜃 → 0, arctan (𝜃) ≃ arcsin (𝜃) ≃ 𝜃. Substituting this into Bragg’s law 
(Equation 2) and the geometry of the diffraction (see Figure 2.6 where 𝐷 is the detector distance and 𝑟 
is the distance between the central beam position and a Bragg spot with resolution 𝑑!!") results in a 
linear correlation where 𝐷/𝑟 = 𝑑/𝜆. 
6 Here 𝜑 𝑥𝑦𝑧  is the electrostatic scattering potential in real space, 𝜆 is the electron wavelength, 𝑉!"#! 
is the unit cell volume, 𝜎  is the interaction constant 2𝜋𝑚𝑒𝜆 ℎ! , 𝐹(ℎ𝑘𝑙)  is the crystallographic 
structure factor amplitude, and 𝜙(ℎ𝑘𝑙) are the structure factor phases in reciprocal space, see also Zou 
et al., 2011. 
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only assumption made by direct methods is the atomicity of the sample, i.e. that a 
molecule is composed of atoms. With an electrostatic scattering potential that is 
positive everywhere, atom positions are described as sharp peaks in an otherwise 
empty unit cell that has a close to zero potential. The atoms are described by three 
positional coordinates, and one additional parameter describing a single isotropic 
atomic displacement parameter, totalling a number of four unknowns to solve per 
atom. When the number of measured reflections is substantially higher than the 
number of independent atoms, interdependency between the phases of strong 
reflections due to the atomicity restraint can be exploited by direct methods. Since 
strong reflections are not independent, their phases can be improved iteratively using 
statistical correlations between structure factor amplitudes, starting with an initial set 
of random phases. Direct methods have shown to be successful in solving structures 
of inorganic and organic crystals (Dorset et al., 1992; Dorset, 1992, 1995, Weirich et 
al., 1996, 2000; Zou et al., 2011), including model building and refinement 
(Sheldrick, 2008, 2015a; Mueller, 2009; Thorn et al., 2012). Because of the high-
resolution information, individual atoms can be visualised and structure refinement is 
largely unrestrained.  
 
As macromolecules are generally much more complex than (in-)organic small 
molecules and diffract to low-resolution, direct methods are insufficient to solve the 
phases. In these cases, molecular replacement (MR) can be used to solve the phase 
problem as experimental phasing of macromolecular 3D crystals is not yet feasible 
(Hovmöller et al., 2002; Zou et al., 2011; Wan et al., 2012; Nederlof, Li et al., 2013; 
van Genderen, Li et al., 2016). Molecular replacement does however require prior 
structural information from a related model to preform a rotational and translational 
search to get the best fit of the potential map to the target structure (Vagin & 
Teplyakov, 1997; Evans & McCoy, 2007; McCoy et al., 2007; Read & McCoy, 
2016). Routines that were originally developed for X-ray crystallography can be used 
with minor adaptations for all subsequent steps of structure determination, including 
data reduction (French & Wilson, 1978; Evans, 2006; Evans & Murshudov, 2013), 
automated and manual model building (Cowtan, 2006; Emsley et al., 2010), 
refinement (usually heavily constrained) (Murshudov et al., 2011; Kovalevskiy et al., 
2018), and validation (Brunger, 1997; Luebben & Gruene, 2015; Joosten et al., 2014).  
 
 
1.10  Aim and scope of the thesis 
 
The rotation method is in principle well suited for acquiring electron diffraction data 
of three-dimensional nanometre-sized crystals. However, the small crystal volume 
severely limits the 𝑆𝑁𝑅, and increases sensitivity to beam-induced radiation damage 
that reduces the 𝑆𝑁𝑅 even further. Therefore it is necessary to boost the 𝑆𝑁𝑅 and 
outrun the radiation damage by cryo-cooling the crystal and using fast and highly 
sensitive detectors.  
 
Here I review the advantages and disadvantages of electron diffraction for 
structural biology. I illustrate how electron crystallography can successfully be 
applied to solve protein structures from 3D nanocrystals, yielding high quality data 
and structural model with a geometry comparable to that of X-ray diffraction. I show 
that many routines originally developed for X-ray crystallography can also be applied 
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in electron diffraction, and discuss the different aspects of the data processing that 
needed to be modified for processing electron diffraction data.  
 
Electron crystallography is also of interest for related beam-sensitive samples 
such as small organic pharmaceuticals. These have the advantage of routinely 
diffracting to (sub-)atomic resolution, allowing visualisation of individual hydrogen 
atom positions after solving the structure by direct methods, even before manual 
model building. Furthermore, the data allowed for unrestrained positional refinement 
of the hydrogen atoms. Although the routines illustrated here can successfully be 
applied for electron crystallography, certain abnormalities remain that are discussed in 
this work. Most notably, electron diffraction data are affected by dynamical 
scattering. I discuss the problems related to dynamical scattering, and introduce a 
straightforward method to computationally reduce the negative effects of dynamical 
scattering on structure elucidation.  
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CHAPTER 2 
 
 
 
Electron diffraction and three-dimensional crystallography for 
structural biology 
 
 
 
Electron crystallography is increasingly becoming a viable alternative for structure 
elucidation of three-dimensional, multi-nanometre sized crystals of beam-sensitive organics 
and macromolecules. Because electrons interact with matter strongly, crystals cannot be much 
more than 200 nm thick. Diffracted volumes are therefore small, leading to a poor signal-to-
noise ratio (𝑆𝑁𝑅) as beam damage limits the total electron dose. Data can be collected in 
diffraction – and imaging mode. Imaging has the advantage of providing spatial phase 
information, but comes at a substantial cost in 𝑆𝑁𝑅. Highly sensitive hybrid pixel detectors 
push the limits of high-quality diffraction data acquisition even further. Data integration, 
structure solution and refinement are feasible with existing software after minor adaptations. 
We review the current state of electron diffraction for structural biology, including 
instrumentation, data acquisition, and structure determination.  
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2.1  The limits of X-ray crystallography 
 
Single crystal X-ray crystallography is the dominant method in structural biology for 
structure determination of macromolecules. Since the average diffracted Bragg 
intensity is a function of the internal order and diffracted volume of the crystal, the 
method requires crystals of sufficient quality and size. Obtaining such crystals is often 
the most critical step in successful structure elucidation. Unfortunately, growing 
protein crystals that are of sufficient size can be challenging, especially for membrane 
proteins (Terwilliger et al., 2009). But nanocrystals may be far more common than 
expected, and many seemingly failed crystallization experiments may contain 
nanocrystals (Stevenson et al., 2014, 2016). Furthermore, smaller crystals may be 
better ordered, have fewer defects and lower mosaicity that macro-sized crystals 
(Cusack et al., 1998). 
 
X-ray radiation damage determines the minimum size of crystals that can be 
studied by synchrotron radiation. Advances in data collection, including data 
collection at cryogenic temperatures and the development of micro-focused beam 
lines, allowed study of smaller crystals (Holton & Frankel, 2010; Sanishvili et al., 
2011; Evans et al., 2011). The introduction of hybrid pixel detectors (HPDs) also had 
a major positive impact due to their high speed, increased sensitivity and wide 
dynamic range (Broennimann et al., 2006). Only X-ray photons that are scattered 
elastically 7  provide high-resolution information. However, this useful diffraction 
cannot be measured without substantial collateral damage due to unrelated, but 
inevitable inelastic events (Helliwell, 1988; Henderson, 1995). This collateral damage 
is mainly caused by the photoelectric effect, in which the energy of an X-ray photon 
is transferred to a photo-electron. Typically, X-rays with a wavelength of 1.0Å are 
used for protein crystallography, which dislodge 12 keV photo-electrons (Fig. 2.1). 
Such a photo-electron then gradually loses its energy through multiple inelastic 
collisions with other atoms. These collisions increase in frequency as the photo-
electron slows down, and in a protein crystal, most of the energy of a 12 keV photo-
electron is deposited within a micrometre from where is was emitted (Nave & Hill, 
2005). The average amount of collateral damage per elastic scattering event is 
determined by the average elastic and photoelectric scattering cross section of the 
atoms of the sample.  
 
In practice, high-quality synchrotron X-ray data acquisition is only feasible 
when crystals are at least a few micrometres in size. For sub-micron sized 
macromolecular crystals, serial femtosecond crystallography using free-electron 
lasers is a viable alternative (Chapman et al., 2011; Schlichting, 2015; Spence, 2017). 
In serial crystallography, randomly oriented crystals are each illuminated to 
destruction with a single, short and intense X-ray burst. Thus, each crystal produces a 
single diffraction pattern with the highest resolution allowed by its internal order and 
size. Serial crystallography requires merging diffraction data from thousands of 
individual nanocrystals (White et al., 2013). 
 
 
                                                
7 Here we use the term ‘scattering’ for both elastic and inelastic events. We reserve the term 
‘diffraction’ exclusively for elastic events in which the particle does not lose energy and causes no 
radiation damage. Diffraction does not require the sample to be crystalline. 
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Figure 2.1 On average, X-ray photons of 12 keV (λ=1.0332Å) are scattered elastically by a hydrated 
protein crystal once every 20 scattering events, resulting in an average damage of about 200 keV per 
elastic event. High-energy electrons of 200 keV (λ=0.0251Å) scatter elastically once every five 
scattering events, depositing on average only 200 eV energy into the hydrated protein crystal. Electrons 
are therefore several orders of magnitude less damaging than X-rays (Henderson, 1995). 
 
 
2.2  The case for electrons 
 
2.2.1  Reduced collateral radiation damage  
Diffraction of 200 to 300 keV electrons provides an alternative approach to X-ray 
diffraction. These high-energy electrons can be scattered inelastically by the atomic 
electron clouds (Fig. 2.1). Inelastic electron scattering is characterised by a minute 
scattering angle and a small, but measurable loss in energy averaging 40 eV for 
typical protein atoms. Elastic electron scattering occurs mainly on the positively 
charged atomic nuclei, has a much higher scattering angle and an energy loss that is 
too small to be measured experimentally, but which can be calculated from the 
electron’s change in momentum. The angular distributions of elastic and inelastic 
electron scattering can be approximated by Lorentzian functions. Especially for the 
lighter atoms (𝑍 < 40), the Lenz equations for elastic and inelastic scattering allow 
calculating these angular distributions with reasonable accuracy (Egerton, 2011). 
 
The average angular distributions of elastic and inelastic scattering of a 
hydrated protein can be estimated by a weighted summation of Lenz equations over 
its atomic composition. The average atomic composition of protein8 and the average 
protein density of 1.35 g.ml-1 (Fischer et al., 2004), imply that a protein has a density 
of approximately 106 atoms.nm-3. Similar considerations indicate water to contain 
about 100 atoms/nm-3. The fractional atomic composition of a typical protein crystal 
containing 50% (v/v) solvent in the form of H2O, is therefore 
H0.57C0.165N0.045O0.21S0.01. This allows calculating the average angular distributions of 
elastic and inelastic scattering of a hydrated protein by weighted summation of their 
respective Lenz equations. Within the energy range of 80 to 1000 keV, the full width 
                                                
8 We assume a typical protein to have an atomic composition of 48% H, 32% C, 9% N, 9% O and 2% 
S, and a protein crystal to contain ±50% solvent. 
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half maxima of elastic (𝐹𝑊𝐻𝑀!) and inelastic (𝐹𝑊𝐻𝑀!) scattering of a typical 
hydrated protein turn out to be linearly related9: 
 
 𝐹𝑊𝐻𝑀! ≈ 166×𝐹𝑊𝐻𝑀! 𝑐𝜈 (4) 
 
At 300 keV (where v/c = 0.78), the angular distribution of electrons scattered 
elastically by a hydrated protein is typically more than two orders of magnitude wider 
than that of the inelastically scattered electrons (Fig. 2.2). 
 
The overall probabilities of elastic and inelastic scattering by an atom are 
proportional to its scattering cross sections 𝜎!  and 𝜎! , respectively. These can be 
calculated by integrating the Lenz equations over the scattering angle, resulting in: 
 
 𝜎! ≈ 𝑍!! 𝑐𝜈 !  1.87 10!! Å! (5) 
Summation over 𝑍 weighted by fractional atomic composition 𝑓!, implies the 
elastic scattering cross section of an average atom of a hydrated protein: 
 𝜎!",! ≈ 𝑓! 𝑍!!!!!"!!! 𝑐𝜈 ! 1.87 10!! Å! ≈ 6.7 𝑐𝜈 ! 1.87 10!! Å! (6) 
The virtual, average atomic number 𝑍!"  for calculating the elastic atomic 
cross section of a hydrated protein is therefore about 6.7!! ≈ 4.16. For energy 
ranges between 50 to 1000 keV, and atoms with 𝑍 < 40, the ratio between the elastic 
and inelastic scattering cross sections is reasonably approximated by 0.05𝑍 (Egerton, 
2011). For a typical protein crystal, the average inelastic scattering cross section is 
therefore: 
 𝜎!",! ≈ 20 𝑓! 𝑍!!!!"!!! 𝑐𝜈 ! 1.87 10!! Å2 ≈ 28 𝑐𝜈 ! 1.87 10!! Å2 (7) 
These calculations indicate that the average inelastic cross section of a protein 
atom is about 4.2 times larger than its elastic scattering cross section within an energy 
range of 80-1000 keV, so within this range about 20% of all scattering events are 
elastic. An earlier analysis based on a carbon-only sample suggested about 30% of 
events are elastic (Henderson, 1995). Clearly, the increased inelastic scattering by 
hydrogen atoms relative to carbon cannot be ignored. Given the average amount of 
damage per inelastic event of about 40 eV, every elastically scattered electron is 
therefore accompanied on average by about 170 eV of collateral radiation damage.  
 
Similar calculations using X-ray scattering cross sections10 indicate that elastic 
scattering is 18 times less prevalent in hydrated proteins than inelastic scattering for 
                                                
9 𝑐 is the speed of light, 𝑣 is the relativistic speed of the electron. 
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X-rays with a wavelength of 1.0Å. Since X-rays of this wavelength deposit 12 keV 
per inelastic scattering event, every elastically diffracted X-ray photon is 
accompanied on average by about 200 keV of collateral damage. Including the 
contributions of all atoms, and not just carbon, confirms the observation that X-rays 
are about three orders of magnitude more damaging than electrons to biological 
samples (Henderson, 1995). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2 The angular spread for an average hydrated protein crystal atom (𝑍 = 4.16) showing the 
relative scattering intensity as a function of the scattering angle 2𝜃 for 300 keV electrons considering 
(a) elastic scattering, and (b) inelastic scattering. Note the order of magnitude difference in scale 
between graphs (a) and (b). 
 
 
 
 
                                                                                                                                      
10 Atomic scattering cross sections were taken from W.H. McMaster N.K. Del Grande, J.H. Mallett 
and J.H. Hubbell, "Compilation of X-ray cross sections", Lawrence Livermore National Laboratory 
Report UCRL-50174 (section I 1970, section II 1969, section III 1969 and section IV 1969) 
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2.2.2  Increased low-Z contrast 
Another potential advantage of electrons is that their atomic scattering cross sections 
are proportional to 𝑍!! , instead of being proportional to 𝑍! as for X-rays (Egerton, 
2011). This implies that the reduced scattering potential of the lighter atoms is less 
pronounced in the case of electrons (Cowley, 1953a,b; Vainshtein, 1964; Dorset, 
1995, 2007). This difference should contribute to increased contrast of H-atoms when 
observed with electrons, as their diffraction signal represents a larger fraction of the 
total signal, compared X-ray diffraction. When dynamic scattering is modelled by 
Bloch waves (Palatinus et al., 2017), but even in straightforward structure 
determination hydrogen positions can be made visible (see also §5.3.1). 
 
 Neutron diffraction can deliver even higher contrast for lighter elements. 
Neutrons scatter on the atomic nuclei and the neutron scattering potential of hydrogen 
atoms does not differ greatly form heavier atoms. Compared to X-ray diffraction, this 
implies an increased signal coming from hydrogen atoms. Therefore, even at 
moderate to low resolution, hydrogen positions can be visible in neutron 
crystallography (Blakeley, 2009). Even more so, exchanging hydrogen atoms for 
deuterium can further enhance contrast. Because of the relatively low flux of even the 
most intense neutron beams, neutron crystallography requires large crystals (~0.03 
mm3) and long exposure times (~24h) (Henderson, 1995; Blakeley, 2009). 
 
 
2.2.3  Phasing electron diffraction data by imaging 
Electron lenses are much more efficient than X-ray lenses, and phase information of 
diffracted electrons is mostly retrieved by real space imaging (Williams & Carter, 
2009). These properties allow single-particle cryo-EM imaging in which thousands of 
individual particles are imaged in random orientations in a thin layer of vitreous ice. 
Structures can be solved by a 3D reconstruction from the captured views, after 
classification and averaging to increase their inherently poor contrast (De Rosier & 
Klug, 1968). High-resolution imaging requires macromolecules to be of sufficient 
size (Merk et al., 2016; Glaeser, 2016), but new developments including phase plates 
are relaxing these restrictions (Danev et al., 2014). The high detective quantum 
efficiency of direct electron detectors significantly boosts image contrast (McMullan 
et al., 2016), which benefits particle classification and 3D reconstruction, and 
therefore the maximum resolution that can be obtained. Their fast readout also 
enables data acquisition in movie-mode, allowing the correction of beam-induced 
specimen motion (Campbell et al., 2012; Li et al., 2013). These developments are 
now allowing single-particle cryo-EM to become a very powerful alternative for 
studying macromolecular complexes to near-atomic resolution (Bartesaghi et al., 
2015; Fischer et al., 2015; Kuehlbrandt, 2014; Cheng et al., 2015). 
 
Imaging of crystals can be used for determining their crystallographic phases. 
For proteins, this has so far only succeeded with two-dimensional crystals (Henderson 
& Unwin, 1975; Henderson et al., 1990; Gonen et al., 2005; Stahlberg et al., 2015), 
but three-dimensional crystals of radiation-hard materials could also be phased by 
imaging (Zou et al., 2011; Hovmöller et al., 2002; Wan et al., 2012). Phasing protein 
crystals by electron imaging seems an attractive option when neither a molecular 
replacement model, anomalous dispersion data, nor isomorphous heavy atom 
derivatives are available. However, for 3D protein crystals, so far only projection 
structures could be phased by imaging (Valpuesta et al., 1994). One of the unresolved 
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problems is the determination of a common origin of the various projection views. 
Finding a common origin is greatly facilitated by the presence of high crystal 
symmetry within a projection image. Radiation resistant crystals with small, highly 
symmetric unit cells allow careful orienting and selecting such high-symmetry 
projections, but proteins do not survive such a procedure due to their radiation 
sensitivity. This problem is compounded by the lower symmetry found in protein 
crystals. We assume that this problem is not insurmountable: instead of having to 
determine the phase of each structure factor, imaging reduces the problem to having 
to determine only two phases (shifts in 𝑥 and 𝑦) for each projection image.  
 
However, experimental evidence indicates that the phase information that 
imaging can provide comes at a cost. Data collected in imaging mode demonstrate a 
significantly poorer 𝑆𝑁𝑅  than corresponding data collected in diffraction mode. 
Electron diffraction patterns of 2D bacteriorhodopsin crystals at 100 to 120 keV show 
substantially higher resolution than corresponding images (Henderson et al., 1990). 
Using 200 keV electrons and a dose of 0.017 e-.Å-2.s-1, allowed measuring diffraction 
data of 3D protein crystals with a substantially higher resolution than images of the 
same crystals, measured at Scherzer focus using a dose that was 100 times higher 
(Nederlof, Li et al., 2013; Clabbers et al., 2017).  
 
 
2.3  The caveats of electrons 
 
2.3.1  The strong interaction of electrons with matter 
Even the lightest atoms have a relatively large electron scattering cross section. This 
implies that the sample must be very thin and must be placed in a high vacuum, to 
prevent unwanted absorption. This affects the experimental design considerably. For 
instance, hydrated samples must be frozen to prevent evaporation in the vacuum of 
the microscope. Increasing the energy of the electrons decreases the atomic scattering 
cross sections, and this allows thicker samples to be studied. It also enables 
environmental microscopy, in which a non-frozen sample is separated from the 
microscope’s vacuum by a cell with thin silicon nitrate windows.  Biological samples 
that can be studied with high-end 300 keV transmission electron microscopes (TEMs) 
are up to 500 nm thick. But for such thick samples, it is often essential to also employ 
an energy filter to remove inelastically scattered electrons, which do not contribute 
useful spatial information, yet compromise the data by increasing the background 
noise. 
 
 
2.3.2  Inelastic and multiple scattering  
Inelastically scattered electrons continue through the sample and can reach the 
detector. So, unlike X-rays – which are absorbed by the sample when interacting 
inelastically – the inelastic signal contaminates the coherent signal that provides 
information on the spatial structure of the sample. Furthermore, as a typical protein 
sample scatters high-energy electrons very effectively, multiple scattering interactions 
must be taken into account. The path length travelled by the electron through the 
sample, determines the prominence of such multiple scattering. For calculating the 
probability distribution of diffraction angle and energy of an electron as a function of 
sample thickness, we distinguish (see also Fig. 2.3):  
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i. the coherent direct beam that is unaffected by the sample,  
ii. coherent kinematic diffraction: an electron scattered elastically a single 
time,  
iii. incoherent kinematic scattering of electrons that first scatter elastically and 
then one or more times inelastically,  
iv. diffuse kinematic scattering of electrons that first scatter inelastically and 
then elastically,  
v. coherent dynamic diffraction: an electron scattered elastically multiple 
times11, 
vi. mixed multiple scattering where an electron scatters multiple times both 
elastically and inelastically.  
 
Note that in scenarios iii. and iv., electrons are scattered at an angle that is determined 
by the elastic scattering event. These electrons have lost a small fraction of their 
energy compared to electrons in scenario ii. and are no longer coherent. In protein 
crystals, inelastic electron scattering is five times more likely than elastic electron 
diffraction, causing mixed multiple scattering (vi.) to dominate over dynamical 
diffraction (v.).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3 Electron scattering by a typical hydrated protein crystal can not solely be described in terms 
as single elastic (depicted as a large scattering angle) and inelastic (depicted as white dots with only a 
very small change in direction) scattering events, but also multiple scattering events have to be taken 
into account. Here, we describe the following scattering interactions: i. the coherent and incoherent 
direct beam, ii. coherent kinematic scattering, iii. incoherent focused kinematic scattering, iv. 
incoherent diffuse scattering, v. coherent dynamic scattering and vi. mixed multiple scattering.       
                                                
11 It can be argued that all elastic electron scattering is essentially dynamical to a varying degree. 
However, we make a distinction between scenarios ii. and v. for practical purposes, and define the 
kinematic signal as that fraction which is linearly related by a Fourier transform to the scattering 
potential of the sample.   
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Provided scattering probabilities are independent, Poisson statistics allow 
calculating the prevalence of these various types of (multiple) scattering as a function 
of sample thickness, composition and electron energy. This approach is not valid for 
oriented, highly ordered crystals with small unit cells. In such crystals, the increased 
probability of electron scattering within columns of atoms that line up with the 
incident beam causes electron channelling (van Aert et al., 2007). However, for a 
typical protein crystal, this is not the case. So, the probability of an electron being 
scattered either elastically or inelastically (𝑝! and 𝑝!, respectively) by a 1 nm3 cube of 
a hydrated protein crystal, is the product of its expected projected atomic density (in 
nm-2) and its average atomic scattering cross section (in nm2). For instance, assuming 
a total electron dose 𝐷!" and a sample thickness 𝜏 (in nm), the number of electrons 
that pass through the sample without interacting equals 𝐷!"𝑒! !!!!! !. Similarly, we 
can calculate the probabilities of other (multiple) scattering events as a function of 
sample thickness and energy (Fig. 2.4).  
 
Zero-loss filtering removes most of the inelastically scattered electrons, and 
results in a reduced diffuse background and sharpened Bragg spots (Yonekura et al., 
2002; Gemmi & Oleynikov, 2013). At first sight, this is surprising given the minute 
effect of inelastic scattering on the scattering angle: why do inelastically scattered 
electrons spread diffusely and either end up very close to the direct beam, or very 
close to a Bragg spot? The reason is that, when a multiple scattered electron scatters 
inelastically, its wave function collapses at the site of the inelastic event. This causes 
the electron to become incoherent and its new wave function now emanates from the 
site of the collision. In this fashion, an inelastic event turns the electron wave function 
from a coherent planar wave into a narrow ray that continues in almost the same 
direction, but with a coherence width that is many times smaller. Therefore, if such a 
localised electron ray scatters a second time, but now elastically at a higher angle, it 
will no longer be focussed by the crystal lattice into a Bragg spot, because its 
coherence width is many times smaller than the unit cell of the crystal. It is these 
multiple, inelastically and elastically scattered electrons that cause the diffuse, 
radially symmetric background in electron diffraction patterns that energy filtering 
can remove.  
 
When an electron first scatters elastically and then inelastically, it also 
collapses from a plane wave function into a narrow ray, but now travelling in the 
direction determined by the preceding elastic event. Thus, it is still focussed in a 
Bragg spot, but has only interacted coherently with the top part of the sample, since 
its wave function interacted with the sample as a plane wave up to the location of the 
inelastic event. It is as if it was diffracted by a thinner crystal.  
 
Energy filtering cannot remove diffuse diffraction caused by the crystal 
disorder or phonon scattering. Phonon scattering in proteins is not anticipated to 
contribute significantly to the scattering power. For 100 keV electrons, the phonon 
mean free path in a sample of an averaged hydrated protein at 300 K, can be 
extrapolated to be more than 1 µm, whereas it is only about 30 nm for all other types 
of scattering combined. Plasmon scattering has been reported to be more significant 
for the lighter atoms and also causes a diffuse background, whilst it is not necessarily 
radially symmetric (like inelastic scattering followed by elastic scattering). Since 
plasmon scattering is accompanied with an appreciable energy loss, it can be filtered 
out.  
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Figure 2.4 Fraction of each scattering event expected to occur for a typical hydrated protein crystal as 
a function of the crystal thickness [nm] at 300 keV. The total kinematic scattering curve corresponds to 
electrons that have scattered elastically once and subsequently may or may not have scattered 
inelastically (so scenarios ii. and iii. as in Figure 2.3 combined). A similar graph at other electron 
energies (100-1000 keV) can be obtained by scaling the horizontal axis by (ν/ν300)2, where ν and ν300 
are the relativistic speed of the electron with  he desired energy, and of a 300 keV electron.    
 
 
2.3.3  Dynamical diffraction  
When all incoherent electrons are removed by energy filtering, only kinematical and 
dynamical scattering are observed (scenarios ii. and v.). Factors that affect dynamical 
diffraction include the accelerating voltage of the microscope, crystal thickness, 
sample composition (heavy atoms scatter more than light atoms), solvent content, and 
crystal alignment in the beam. Dynamical diffraction affects the structure factor 
amplitudes and phases, but does not affect the Bragg peak positions or energy of 
diffracted electrons. Hence, dynamically diffracted electrons cannot be separated 
experimentally from kinematically diffracted electrons, which have scattered 
elastically and only once. The dynamic and kinematic components of the diffraction 
signal can be separated computationally by multi-slice or Bloch wave approximations, 
but these methods require prior knowledge of the sample (Cowley & Moodie, 1959a; 
Dorset et al., 1992; Subramanian et al., 2015; Egerton, 2011), so these methods are 
useful in structure refinement, but less so for structure solution. Dynamical diffraction 
affects the Bragg peak intensities of the diffraction pattern, causing strong peaks to 
become weaker, and weak peaks to become stronger (Weirich et al., 2000). This leads 
to a consistent overestimation of the lower intensity peaks, affecting the observed 
structure factor amplitudes (Clabbers et al., 2017).  
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The electrostatic scattering potential map correlates to the Fourier transform of 
the structure factors of the kinematically diffracted electron wave function. Current 
phasing methods rely on this equivalence. Because the signal of dynamically scattered 
electrons reduces this correlation, structure solution is compromised. Dynamic 
refinement of diffraction data is promising, but far more complicated than a purely 
kinematic approximation (Jansen et al., 1998; Palatinus, Petříček et al., 2015; 
Palatinus, Corrêa et al., 2015; Palatinus et al., 2017), and there are currently no 
practical implementations for protein crystals. So, for initial phasing, it is important to 
reduce dynamical scattering. For the electrons to predominantly scatter kinematically, 
the crystal needs to be very thin.  
 
It has been argued from multi-slice simulations that structure solution is still 
feasible for protein crystals of about 100 nm thickness with 200 keV electrons 
(Subramanian et al., 2015). However, these simulations did not take into account 
inelastic scattering. The calculations presented previously in §2.3.2 imply that for 300 
keV electrons, the thickness of a protein crystal should not exceed much more than 
200 nm (about 20% of all elastic events is dynamic), but ideally no more than 100 nm 
(about 10% of all elastic events is dynamic). Increasing the energy of the electrons 
extends this size limitation and would allow structure determination from thicker 
crystals. Often, dynamical scattering is thought to inhibit any structure determination 
by electron diffraction. However, numerous structures have been solved by electron 
diffraction from 3D crystals of small compounds, materials and proteins despite the 
presence of dynamic scattering, in the case of proteins even for crystals that were 
more than 200 nm thick (Nannenga, Shi, Leslie et al., 2014; Nannenga, Shi, Hattne et 
al., 2014; Yonekura et al., 2015; Hattne et al., 2015; De La Cruz et al., 2017; 
Clabbers et al., 2017).  
 
 
2.3.4 Low imaging contrast  
 
2.3.4.1 Signal-to-noise in diffraction and imaging  
The major advtage of measuring data in imaging mode is that it allows retrieving 
phase information. Yet experimental evidence suggests that the signal-to-noise ratio12  
(𝑆𝑁𝑅) in imaging mode is worse than in diffraction mode (see §2.2.3). In order to 
understand and quantize these observations, we introduce the detective quantum 
efficiency (𝐷𝑄𝐸 ) of imaging. The 𝐷𝑄𝐸  of a measuring device is an effective, 
established measure for the contrast that can be achieved. It is defined as the 𝑆𝑁𝑅 of 
the output signal, divided by the 𝑆𝑁𝑅 of the input signal13. The input signal is 
determined by the scattered electrons, and the output signal is the image:  
                                                
12 The signal-to-noise ratio is defined here as the ratio of the power of the signal and the power of the 
background noise: 𝑆𝑁𝑅 = 𝑠𝑖𝑔𝑛𝑎𝑙!𝑛𝑜𝑖𝑠𝑒!  
Note that this is the signal-to-noise ratio can also be defined as the square root of this value (equivalent 
to the average signal divided by its standard deviation). Both definitions are found in the literature. The 
advantage of the definition used here, is that also applies to signals that can become negative and to 
complex-valued signals. When the 𝑆𝑁𝑅 is determined by counting statistics, it is linear with the 
number of counts (i.e. doubling the dose also doubles the 𝑆𝑁𝑅).  
13 If the 𝑆𝑁𝑅 is alternatively defined as the expected signal divided by its standard deviation (see 
footnote 12), the 𝐷𝑄𝐸 is defined as 𝑆𝑁𝑅!"#! 𝑆𝑁𝑅!"! . 
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 𝐷𝑄𝐸!"# 𝒓 = 𝑆𝑁𝑅! 𝒓𝑆𝑁𝑅! 𝒓  (8) 
Here, 𝑆𝑁𝑅! 𝒓  and 𝑆𝑁𝑅! 𝒓  are the signal-to-noise ratios of imaging and 
diffraction, respectively. We express both in Fourier space, as they both depend on 
the scattering angle and hence of resolution. We also ensure they are both expressed 
on the same scale: that of the kinematically scattered structure factor 𝐹 𝒓 . We do not 
consider as a source of noise any real features of the sample that are not included in 
the model. For instance, diffuse scatter due to crystal imperfections is not considered 
to be noise. It would affect 𝑆𝑁𝑅! 𝒓  and 𝑆𝑁𝑅! 𝒓  in a similar fashion. Furthermore, 
dependent on the research question, such real features can also be treated as signal 
rather than noise. 
 
Kinematic diffraction decomposes the scattering potential 𝜌 𝒙  of a sample 
into complex-valued structure factors 𝐹 𝒓  describing the wave functions of 
elastically, singly scattered electrons. The corresponding mathematical operation is a 
Fourier transform, indicated below by the symbol 𝔉(). The spatial phase distribution 
of 𝐹 𝒓  equals the phase difference between the diffracted electron wave 𝜓 𝒙′ , and 
the undiffracted wave function 𝜓 0,0, 𝒙′ . The probability of detecting an electron 
scattered in the direction defined by 𝒓, is determined by the squared amplitude of 𝜓 𝒙′  or its equivalent 𝐹 𝒓 . In the Fraunhofer diffraction geometry, the phase of 𝐹 𝒓  is lost when measured in the far field; only the kinematic real-valued intensity 𝐼!"# 𝒓  is observed: 
 𝐼!"# 𝒓 = 𝐹 𝒓 ! + 𝑁 𝒓  (9) 
  
If we consider counting statistics as the only source of noise (here denoted as 𝑁 𝒓 ), error propagation theory implies that when we measure 𝐼!"# 𝒓  in diffraction, 
the variance of 𝐹 𝒓  (which is the square root of 𝐼!"# 𝒓 ) equals ¼. The 𝑆𝑁𝑅 of 𝐹 𝒓  in diffraction is therefore: 
 𝑆𝑁𝑅! = 4 𝐹 𝒓 ! (10) 
Any TEM can be switched at the flick of a button from diffraction and 
imaging mode, which yields near-field intensities 𝐼!"#$ 𝒙′ . A Fourier transform of 
the measured, background-corrected intensities allows calculating 𝐹 𝒓 , the complex 
structure factor14: 
 
𝔉 𝐼!"#$ 𝒙! − 𝐸 𝐼!"#$ 𝒙!≈ 𝐹 𝟎 ! + 2𝐹 𝟎 𝐹 𝒓 CTF 𝒓 + 𝔉 𝑁 𝒙′  (11) 
                                                
14 𝐸 𝐼!"#$ 𝒙′  is the expected, average near-field intensity, representing the constant background of 
the measurement; 𝐹 𝟎  is the structure factor of the coherent, undiffracted electrons, which has a zero 
phase by definition; CTF 𝒓  is the contrast transfer function, which equals zero at 𝒓 = 𝟎 and oscillates  
with increasing frequency between -1 and +1 as a function of 𝒓 : 𝐶𝑇𝐹 𝒓 = − sin 𝜋 𝒓 !𝜆 𝐶! 𝒓 ! !! +∆! , where 𝐶! is the spherical aberration coefficient; 𝔉 𝑁 𝒙′  is the Fourier transform of the noise 
due to counting statistics.  
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This approximation is conditional on the following assumptions: 
 
i. The diffracted wave functions only interfere with the undiffracted wave, 
and mutual interference between diffracted electron wave functions 
originating from different atoms is insignificant, so dynamic diffraction is 
excluded.  
ii. The sample is an ideal weak phase object: 𝜓!" 𝒙 = 0. 
iii. The resolution is sufficiently low to allow Ewald sphere curvature and 
defocus variation to be ignored: 𝜆 ∆!,!"# − ∆!,!"# ≪ 𝑑! (where 𝑑 is the 
resolution and ∆!,!"#  and ∆!,!"#  are the maximum and minimum 
defocus)15. 
 
If we consider counting statistics to be the only source of noise 𝑁 𝒙′ , the 
variance of the noise in imaging equals the expected, average near field intensity 𝐸 𝐼!"#$ 𝒙′  by definition14. Parseval’s theorem implies that the variance of the noise 
in Fourier space therefore also equals 𝐸 𝐼!"#$ 𝒙′ . If only kinematically scattered 
electrons are considered, 𝐸 𝐼!"#$ 𝒙′ = 𝐹 𝟎 !. Disregarding inelastic, dynamical 
and multiple scattering, the 𝑆𝑁𝑅 of the Fourier transform of the electron image of a 
phase object is therefore: 
 
 𝑆𝑁𝑅! = 4 𝐹 𝟎 ! 𝐹 𝒓 !𝐶𝑇𝐹! 𝒓𝐹 𝟎 ! = 4 𝐹 𝒓 !𝐶𝑇𝐹! 𝒓  (12) 
 
This equation suggests that 𝑆𝑁𝑅! 𝒓  and 𝑆𝑁𝑅! 𝒓  are equivalent if the 𝐶𝑇𝐹! 𝒓 -term in Equation 12 is ignored. This assumes an ideal phase plate. However, 
also other factors affect the 𝑆𝑁𝑅!, and these will be discussed later. Each of their 
effects (quantised below as 𝑄 𝒓 -factors) scales down 𝐷𝑄𝐸!"# 𝒓 . 
 
 
2.3.4.2 Elastic momentum transfer  
The energy loss of a 300 keV electron (𝜆 ≈ 1.97×10!!" m) upon elastic nuclear 
scattering can be calculated. It depends on the scattering angle; at 3 Å resolution, the 
energy loss, which is absorbed as a phonon, is about 0.01 eV. This far too small to be 
measured directly. Yet this partial coherency loss is real as it follows from first 
principles. It increases the wavelength of the diffracted electron by ∆𝜆 ≈ 0.44×10!!" 
m. This effect does not affect diffraction mode. But in imaging mode, the diffracted 
electron wave interferes with the undiffracted wave. Here, the difference in 
wavelength must cause a beating pattern. The period of this beating pattern can be 
calculated: it equals 𝜆! ∆𝜆, so for 300 keV electrons scattered at 3 Å resolution, it 
                                                
15 The thickness of the sample (𝐷) determines the maximum defocus variation: 𝐷 = ∆!,!"# − ∆!,!"#  
and defines the rectangular envelope function of the sample in the direction of the beam. The Fourier 
transform of this rectangular envelope (a normalized sinc()-function) determines delocalization of 
diffraction in reciprocal space and has its first zeros at ~ 𝐷!!. Ewald sphere curvature can therefore 
only be ignored if (𝑑!! sin 𝜃 ≪ 𝐷!!). Combining this limiting condition with the Bragg equation and 
substituting 𝐷 with the focus variation, results in the boundary condition given in the text. 
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would be about 10 µm. All current electron detectors are thicker than this beat 
frequency, so no electrons are lost by coincidence of the detector with one of the 
beat’s zero nodes. However, the beating interference does attenuate the average 
squared amplitude of the wave function by 𝜋!! sin! 𝑥 𝜕𝑥!! = 𝜋!! , so scales 
down the 𝑆𝑁𝑅! 𝒓  and hence the 𝐷𝑄𝐸!"# 𝒓  by this same factor, defined here as 𝑄! 𝒓 = 𝜋!!.  
 
 
2.3.4.3 Friedel symmetry in diffraction vs. Hermitian symmetry in imaging 
In diffraction mode, the two reflections that make up a Friedel pair are measured 
independently. This is not the case in the Fourier transform of an image that shows 
perfect Hermitian symmetry: 𝐹 𝒓  is the complex complement of 𝐹 −𝒓 . This is a 
fundamental property of the Fourier transform of any real-valued function and 
therefore these symmetry equivalents are not independent. If we assume a flat Ewald 
sphere (required for 𝑆𝑁𝑅 equivalence between imaging and diffraction), there are two 
independent real-valued measurements in diffraction for every single, complex-valued 
measurement in imaging. By summing the independent Friedel mates in diffraction, 
we double 𝑆𝑁𝑅! 𝒓 , thus scaling down 𝐷𝑄𝐸!"# 𝒓  by a factor 𝑄! 𝒓 = 1 2. 
 
 
2.3.4.4 Focal gradient & ambiguity 
Either defocus or a phase plate is required to achieve contrast in imaging. An ideal 
phase plate changes the phase of 𝐹 𝟎  by exactly −𝜋 2. Combined with a perfect Cs 
corrector, which removes spherical aberration of the electron optics, the ideal phase 
plate modifies the CTF 𝒓  in equation (11) into 𝐶𝑇𝐹! ! 𝒓  according to: 
 
 𝐶𝑇𝐹! ! 𝒓 =  cos 𝜋 𝒓 !𝜆∆!  (13) 
 
At ∆!= 0 an object is in ideal focus and 𝐶𝑇𝐹! ! 𝒓 = 1 for all 𝒓 in Equation 
13, resulting in maximal contrast. However, when 2𝜆∆!= 𝑑! all contrast is obliterated 
(where the resolution 𝑑 = 𝒓 !!). Any object with a thickness that is larger than 𝑑! 2𝜆 will therefore have at least one plane that has resolution range without contrast 
in imaging. For instance, for a protein complex with a diameter of 20 nm of which the 
core is in focus, top and bottom will be +10 and -10 nm out of focus, respectively. At 
these defocus levels, 𝐶𝑇𝐹! ! 𝒓  drops to zero at 2 Å resolution for 300 keV electrons, 
reducing the 𝐷𝑄𝐸!"# 𝒓  for top and bottom of the particle also to zero at 2 Å 
resolution.  
 
For a crystal with a thickness of 100 nm and 300 keV electrons, the effect 
occurs at 4.5Å resolution. However, when dealing with crystals, the situation is 
somewhat different. For instance, when Friedel mates no longer appear on the same 
diffraction pattern, only half their signal would be measured in the corresponding 
image, compared to what was assumed in the derivation of Equation 10, which 
reduces the 𝐷𝑄𝐸!"# 𝒓  for such crystals only by a factor of four beyond 4.5Å 
resolution.  
 
For biological samples, it may not be possible to determine the defocus level 
with an accuracy that was assumed for the above calculations. For single particle 
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analysis, the molecular complexes are embedded in a layer of ice that is thicker than 
the size of the complex. When the film of ice is too thin, this can for instance lead to 
protein denaturation at the air-water interface (Glaeser & Han, 2017). Typically, good 
data are collected from vitrified aqueous films with a thickness between 50 and 100 
nm. High resolution requires establishing the exact defocus level of each complex that 
can reside at any height within this sheet of vitreous ice. But it is difficult to 
determine the defocus of a complex on the basis of a single, partially defocussed, low 
dose projection that may be moving due to charging effects in the direction of the 
electron beam. This problem causes many views of particles that have the same 
orientation, but a potentially different z-height, to be averaged in order to improve 
contrast. As a result, differences in defocus are also averaged out, which deteriorates 
the resolution. However, averaging over a range of defocus levels also corrects for the 
defocus gradient within each particle. So, for cyro-EM of single molecular 
complexes, resolution loss due to uncertainty of defocus levels will in practice 
dominate errors due caused by ignoring Ewald sphere curvature.  
 
Since diffraction is translationally invariant, also in the z-direction, these 
considerations do not apply to measurements in diffraction mode. Defocus uncertainty 
therefore reduces the DQE!"# r  of a sample embedded in an ice film with a thickness 
or focal ambiguity τ by: 
 
 𝑄∆! 𝒓 = cos 𝜋𝜆 𝒓 2𝜏′ 𝜕𝜏′∆!!!∆! 𝜋𝜆 𝒓 2𝜏 ! = 𝐸∆! 𝒓 cos! 𝜋2 𝜆 𝒓 2 𝜏 + 2∆!  (14) 
 
Regardless of the defocus, 𝑄∆! 𝒓  can never be larger than its envelope 
function 𝐸∆! 𝒓 = sinc! 0.5𝜆 𝒓 2𝜏 , where sinc() is the normalized sinc-function16. 
This optimal contrast is achieved by focusing on the middle of the ice layer, where 𝜏 + 2∆!= 0, and therefore the cos!() term is unity over all 𝒓 !: 
 
 𝑄∆!,!"# 𝒓 =  sinc! 0.5𝜆 𝒓 2𝜏  (15) 
 
For 300 keV electrons and a focal ambiguity of 70 nm, the envelope function 𝐸∆! 𝒓 ≈ 0.1  at 3Å resolution. As none of these defocus effects apply to 
measurements in diffraction mode, even for a Cs corrected 300 keV microscope with 
an ideal image plate and a sample embedded in ice of virtually ideal thickness, focal 
ambiguity can cause 𝑄∆! 𝒓 ≤ 0.1 beyond 3Å. 
 
 
2.3.4.5 Loss of coherency 
Inelastically scattered electrons continue through the sample and can reach the 
detector. This inelastic signal will increase noise due to counting statistics if it is not 
filtered out. But even when all inelastically scattered electrons are filtered out, the 
reduction of the signal corresponding to coherent, unscattered electrons still 
deteriorates the measured electron image. Imaging relies on coherent interference 
                                                
16 sinc(𝑥) = sin (𝜋𝑥)/𝜋𝑥 
 32 
between all the electrons that passed through the sample (Equation 11). For a weak 
phase object, the signal that is measured in imaging is proportional to the product of 
the wave functions of the coherent, undiffracted electron and the diffracted electron. 
In imaging, loss of coherency of the undiffracted electrons reduces 𝐹 𝟎 , and thereby 
somewhat paradoxically also reduces the measured signal of the diffracted electrons, 
which is proportional to 2𝐹 𝟎 𝐹 𝒓 . This effect does not occur when measuring in 
diffraction mode. 
 
We can quantise this effect using the analysis of scattering probabilities 
discussed in §2.3.2. These scattering probabilities refer to detected electrons, hence to 
intensities and not structure factor amplitudes. The reduction of the overall 𝑆𝑁𝑅! (and 𝐷𝑄𝐸!"#) caused by coherency losses within the sample, therefore is determined by 
the product of the curves corresponding to coherent direct beam (scenario i.) and the 
coherent kinematically diffracted electrons (scenario ii.), divided by total number of 
kinematically scattered electrons (scenarios ii. and iii.). The signal of coherent 
undiffracted electrons decays exponentially as it passes through the sample, for 300 
keV electrons halving with every additional 60 nm of sample thickness. The signal of 
kinematically diffracted electrons is likewise negatively affected by subsequent partial 
coherence loss through secondary inelastic scattering. These two effects combined, 
halve the 𝐷𝑄𝐸!"# 𝒓  every 40 nm for 300 keV electrons. At other electron energies, 
the halving distance turns out to be given by 70 𝜈! 𝑐!. This results in an attenuation 
factor of 𝐷𝑄𝐸!"# 𝒓  defined by: 
 
 𝑄! 𝒓 = exp − ln 2 𝑐!70𝜈! 𝜏 = exp − 𝜏𝑐!100𝜈!  (16) 
 
For a sample that is 100 nm thick, the coherency losses of 300 keV electrons within 
the sample attenuate the 𝐷𝑄𝐸!"# by a factor of 5. 
 
 
2.3.4.6 The cost of the phase 
In the previous paragraphs, we discussed fundamental limitations to the 𝑆𝑁𝑅! 𝒓  
under optimal imaging conditions. Not all of these conditions can be realized in 
practice yet, and some may never be achievable. Nevertheless, the analysis reveals 
specific limitations to imaging that do not apply to measuring diffraction data. As 
these limitations of imaging are mutually independent, their effects must be 
multiplied: 
 𝐷𝑄𝐸!"# 𝒓 ≤ 𝑄! 𝒓 𝑄! 𝒓 𝑄∆! 𝒓 𝑄! 𝒓  (17) 
After substituting, assuming an ideal phase plate, the following equation results: 
 
 𝐷𝑄𝐸!"# 𝒓 ≤ sinc! 0.5𝜆 𝒓 2𝜏2𝜋 𝑒! !!!!""!! (18) 
 
Figure 2.5 shows how the 𝐷𝑄𝐸!"# at 300 keV is affected by sample thickness 
as a function of resolution. Clearly, the phase information of electron imaging comes 
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at a cost. When data are collected by an electron detector with a 𝐷𝑄𝐸!"# that is unity 
over the entire relevant resolution range, using a 300 keV Cs corrected microscope 
with an ideal phase plate, with a fully coherent, parallel beam and with an energy 
filter with 100% efficiency, the signal at 3Å resolution of a molecular complex in an 
ice layer that is only 50 nm thick, has a 50 times lower 𝑆𝑁𝑅 in imaging mode 
compared to data collected in diffraction mode. Yet in diffraction mode, neither phase 
plate, energy filter or Cs correction are required. We would need to measure the data 
with a parallel beam that has a diameter not larger than the particle, as any additional 
scattering interferes with the diffraction signal of the particle. For crystals the latter 
limitation does not apply. We conclude that there is agreement between first 
principles and experimental evidence obtained from protein crystals that show 
imaging to have a significantly lower 𝑆𝑁𝑅 than measuring in diffraction mode. 
 
 
 
 
Figure 2.5 𝐷𝑄𝐸 of imaging at 300 keV is affected by the sample thickness as function of resolution; 
factors that were taken into account influencing the image contrast are elastic momentum transfer, 
Fourier symmetry, focal ambiguity, and loss of coherency due to inelastic scattering. 
 
 
2.4.  Data acquisition 
 
2.4.1  Crystallisation 
When sufficiently thin crystals cannot be produced by fracturing large crystals (De La 
Cruz et al., 2017), nanocrystals need to be grown and identified specifically for the 
purpose of electron diffraction studies. One obvious approach is to limit the volume 
of the mother liquor but this has the disadvantage that fewer crystals grow, as the 
probability of homogeneous crystal nucleation is linearly related to the volume of the 
mother liquor (Bodenstaff et al., 2002). To grow nanocrystals, similar strategies for 
crystallization trials that are standard in X-ray crystallography can be adapted 
(Georgieva et al., 2007; Nederlof et al., 2011). Confirming the presence of 
nanocrystals is less straightforward, as they fall beyond the resolution limit of light 
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microscopy used for screening. This can be overcome by additional detecting 
methods such as second harmonic generation (Wampler et al., 2008), UV-
fluorescence of predominantly tryptophan residues that can distinguish protein 
crystals from salt (Judge et al., 2005), dynamic light scattering, in situ diffraction 
analysis, and electron microscopy (Calero et al., 2014; Stevenson et al., 2014, 2016) 
 
 
2.4.2  Crystal mounting and cryo-preservation 
For macromolecular electron diffraction, the 3D crystals need to be transferred to an 
electron microscope (EM) grid and vitrified in liquid ethane in order to reduce 
radiation damage and prevent their disintegration in the vacuum of the electron 
microscope (Nederlof, van Genderen et al., 2013; Shi et al., 2016). An EM grid is 
coated with a thin layer of carbon, and is glow-discharged prior to sample preparation 
to make it hydrophilic with a plasma cleaning system. The nanocrystals are in their 
buffer solution, of which 2-3µl is then deposited onto an EM grid. Excess liquid is 
blotted away from one or both sides of the grid with blotting paper, followed by 
plunging the grid into liquid ethane to vitrify the sample and prevent ice crystal 
formation, a common procedure in single-particle cryo-EM (Adrian et al., 1984). The 
sample is then stored in liquid nitrogen prior to loading into the microscope. Cryo-
protectants are often used in X-ray crystallography to prevent crystal damage through 
the formation of crystalline water ice (Garman & Owen, 2006). In EM imaging, cryo-
protectants are usually not added since they are often viscous, which can interfere 
with blotting and lead to samples that are too thick. Cryo-protectants can also 
decrease contrast. In diffraction mode, such a loss of contrast would not be a problem 
and the use of cryo-protectants may be beneficial for diffraction studies, but this has 
not systematically been investigated so far.  
 
 
2.4.3  Diffraction data acquisition 
The rotation method has been the standard mode of data acquisition in 
macromolecular X-ray crystallography for over four decades (Arndt & Wonacott, 
1977). The method involves continuously rotating a randomly oriented crystal about a 
single rotation axis that is normal to the direction of the X-ray beam. The crystal is 
centred on the rotation axis to prevent it from rotating out of the beam during data 
collection, so no crystal re-alignment during data acquisition is required. The rotation 
method is the most efficient way of measuring (near) complete data of crystals with 
large unit cells (Dauter, 1999). These considerations equally apply to electron 
diffraction. No specific adaptations to the electron microscope are required when 
applying the rotation method to electron diffraction (Nederlof, van Genderen et al., 
2013; Nannenga, Shi, Leslie et al., 2014; Yonekura et al., 2015; Shi et al., 2016; 
Clabbers et al., 2017). It benefits from a sensitive, radiation hard electron detector 
with a high dynamic range (see also §2.4.4) (Georgieva et al., 2011; Nederlof, van 
Genderen et al., 2013), and a stable goniometer with a reliable tilt movement 
(Yonekura et al., 2015; Shi et al., 2016). However, unlike in X-ray diffraction, the 
goniometer usually only has a -70° to +70° tilt range, which for lower symmetry 
space groups can lead to incomplete data. In those cases, data from multiple crystals 
in multiple orientations need to be merged. However, protein 3D nanocrystals 
regularly show a preferred orientation on the grid, compromising data completeness, 
especially for low symmetry space groups (Clabbers et al., 2017; Nannenga, Shi, 
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Leslie et al., 2014; Nannenga, Shi, Hattne et al., 2014), in which case experimental 
persistence is essential for acquiring a complete data set. 
 
 
2.4.4  Measuring high-energy electrons 
Bragg spot intensity is a linear function of the variance of the correlated electron 
scattering potential of coherently illuminated unit cells. Radiation damage reduces the 
correlation between unit cells and half of the diffracted intensity is lost when the total 
exposure exceeds the critical dose limit of 10.0 e-.Å-2 (Henderson, 1995; Owen et al., 
2006). Since the crystal size must be limited to avoid excessive dynamical and 
multiple scattering, and since the total dose that the crystal can take is also is limited 
to 10.0 e-.Å-2, electron diffraction data are inherently weak for protein crystals. Here, 
preventing inelastically scattered electrons from hitting the detector by zero-loss 
energy filtering improves the signal (Yonekura et al., 2002; Gemmi & Oleynikov, 
2013; Gemmi et al., 2016; Mugnaioli et al., 2016). However, the high background of 
X-ray photons inside the microscope compromises the accuracy of data acquisition. 𝐷𝑄𝐸 measurements of electron detectors that do not discriminate between the high X-
ray background that exists in any electron microscope, and high-energy electrons, 
tend to overestimate the accuracy of the detector if no corrections are applied. 
 
Hybrid pixel detectors (HPDs) can discriminate energies of impacting quanta 
(Heijne, 2001)  A hybrid pixel detector operated in counting mode will only count an 
incoming quantum as a hit when its energy is above a user-defined threshold (Llopart 
et al., 2002, 2007). This has the advantage of separating the signal of highly energetic, 
monochromatic electrons from the background X-ray photons, which predominantly 
have a much lower, broad-spectrum energy distribution. Thus, HPDs offer a distinct 
advantage over photographic film, CCD and CMOS detectors  
 
Top-end electron detectors measure electrons directly, discriminating and 
localising the signal of each single high-energy electron hitting its surface (Faruqi et 
al., 2015; McMullan et al., 2016). This concept allowed a revolution in cryo-EM 
structure determination that started a few years back (Kuehlbrandt, 2014), which 
culminated in the Nobel prize for Chemistry in 2017. These monolithic pixel detectors 
(MPDs; like the Gatan K2/3, or the Thermo Fisher Falcon detector family) have small 
pixels (5 to 15 µm). Separating and locating the individual signal of each high-energy 
electron (‘electron counting’), requires a low electron flux, whilst reading out frames 
at a high rate that is so high that the total number of electrons per frame does not 
exceed about 1/20th of the total number of pixels. Because of this, high frame rates are 
required, with each frame capturing the signals of relatively few electrons. Because 
the individual frames capture only so few electrons, the number of accumulated 
exposures that can be acquired by the very fastest MPDs in single electron counting 
mode, is only about 100 images per hour (Biyani et al., 2017). There is no technology 
foreseen for MPDs that will significantly alter this situation in a critical manner. 
 
Hybrid pixel detectors operate on a different principle (Broennimann et al., 
2006). Each pixel has an internal logic circuitry that quantifies the number of 
electrons landing at its location, without having to read out the whole frame. This 
allows frames to accumulate a much higher number of electrons prior to read-out. 
Fast HPDs have minimal dead-time since the counting is done before writing out the 
frame. Timepix3 can reach frame rates of up 1300 frames per second, whilst EIGER2 
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(which has 50% larger pixels) can reach frame rates of up to 4500 frames per second, 
with an 8- to 16-bit counting depth. Effectively, this allows an increase in data 
collection speed by multiple orders of magnitude, compared to monolithic detectors. 
HPDs have been proven to be highly effective for X-ray and electron diffraction data 
collection, reaching very high data collection throughputs, orders of magnitude higher 
than what can be achieved by MPDs (Llopart et al., 2002, 2007; Johnson et al., 2012). 
 
The sophisticated logic on each pixel of a HPD requires more space than the 
more straightforward integrating logic of a MPD, hence the pixel size of the former is 
substantially larger than that of the latter. Because the resolution of an image is 
determined by the effective pixel size of the detector, HPDs have so far not been used 
for imaging: in current setups, the resolution offered by HPDs is insufficient.  
 
HPDs have a high dynamic range and are radiation hard, making them ideal 
for measuring diffraction from high intensity electrons (Nederlof, van Genderen et al., 
2013; van Genderen, Clabbers et al., 2016; Clabbers et al., 2017). The high dynamic 
range is a direct result of having a counting detector that has a high linear detection 
range; accurate as well for low intensity Bragg peaks at high resolution with only a 
few counts as for high intensity Bragg peaks at low resolution. Because the logic 
circuitry of the detector ASIC is not exposed to the direct electron beam, HPDs are 
much more radiation hard than MPDs. This allows efficiently collecting frames, 
without the need for a beam-stop, with a small angular increment to finely sample 3D 
reciprocal space (Mueller et al., 2012; Casanas et al., 2016). Rotation data collected 
from a single protein nanocrystal can be sufficient for structure determination 
(Clabbers et al., 2017). Merging of multiple rotation datasets can increase the data 
completeness, and – depending on crystal dimensions – multiple datasets may be 
recorded at different locations on the same crystal (Nederlof, van Genderen et al., 
2013; Clabbers et al., 2017). However, the limited tilt range of the goniometer, and an 
increasing ice thickness at higher tilt angles are complicating factors.   
 
For data acquisition, the optimal virtual detector distance is mainly determined 
by the desired experimental resolution, i.e. the maximum expected resolution of the 
diffraction, and the minimal separation needed between adjacent Bragg peaks to 
prevent overlapping. For macromolecular crystallography, distances in reciprocal 
space are relatively small and sufficient spacing between peaks is needed for accurate 
intensity measurements. For an optimal 𝑆𝑁𝑅 ratio, the virtual detector distance should 
always be chosen to be as long as feasible, with the highest resolution allowed by the 
sample at the edge of the detector (Fig. 2.6). Then, the diffuse background will be 
spread over the largest possible area, while the diffraction peak remains focussed, 
which leads to a better 𝑆𝑁𝑅. Note that in a TEM, the physical sample-to-detector 
distance remains fixed, it is the virtual detector distance that is changed by adjusting 
the magnetic lenses (Williams & Carter, 2009). Calibration of the virtual detector 
distance is commonly performed with well-characterised standard samples that have 
known and well defined unit cell parameters.  
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Figure 2.6. The short wavelength in electron diffraction implies a low scattering angle that affects the 
diffraction geometry (see also §4.2.3, Fig 4.2), X-ray photons of 12 keV (λ = 1.0332Å) have a 
scattering angle 2θ of 62.2° for a 1.0Å reflection, requiring a short detector distance and benefiting 
from a large detector (e.g. PILATUS3 X 6M, 2463x2527 pixels, 172 µm2 pixel size), in contrast, 200 
keV electrons (λ = 0.0251Å) have a scattering angle 2θ of only 1.44° for the same 1.0Å reflection, and 
thus require a longer detector distance and can do with a smaller sized detector (e.g. Timepix 1MP, 
1024x1024 pixels, 55 µm2 pixel size). 
 
 
2.5.  Data processing 
 
2.5.1  Data integration 
Data integration of randomly oriented, single-shot diffraction patterns can be 
challenging (Jiang et al., 2009). When diffraction patterns are acquired by continuous 
rotation with a small angular increment, reconstruction in reciprocal space is much 
more straightforward since all frames share a common rotation axis. Data integration 
profits from 3D profile fitting algorithms specifically for the weaker reflections 
(Kabsch, 1988a, 2010b; Leslie, 2006; Battye et al., 2011). Determining the rotation 
axis can be less straightforward in electron diffraction, as the apparent rotation axis of 
the diffraction pattern is pivoted about the central beam by electron lenses, and the 
pivot angle depends on the lens settings. The rotation axis can be estimated by 
identifying reflections close to the rotation axis from their wider rocking curve 
(Dorset, 1976). Beam drift during data collection can be observed. When the sample 
has accumulated charge, the electron beam can be deflected upon sample rotation, 
often in a direction perpendicular to the rotation axis. Centring of diffraction frames 
prior to data integration can correct for beam drift (Wan et al., 2013). Alternatively, 
data can be integrated whilst simultaneously refining the direct beam position 
(Kabsch, 2010b).   
 
The diffraction geometry in electron crystallography is rather different from 
X-ray diffraction. The wavelength of a 200 keV electron, typically used in electron 
diffraction, is much smaller (λ=0.0251Å). This affects the Ewald sphere 
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reconstruction, which now is virtually flat (see also §4.2.3, Fig 4.2). An almost flat 
Ewald sphere implies that we only have a very low scattering angle, e.g. 2θ ≈ 1.44° 
for a high-resolution Bragg peak at 1.0Å. Therefore, the effective detector distance 
required in electron diffraction has to be much longer than what is common in X-ray 
crystallography to still have sufficient separation between adjacent spots (Fig. 2.6). 
Because the scattering angles are very small, the dimensions of the detector surface 
area can also be much smaller without losing high-resolution information.   
 
The simultaneous refinement of unit cell parameters and detector distance 
during data integration can be difficult for lower symmetry space groups. The flatness 
of the Ewald sphere causes a strong correlation between detector distance and unit 
cell parameters, and generally both cannot be reliably refined at the same time (van 
Genderen, Clabbers et al., 2016). Furthermore, lens distortions may interfere with 
determining the correct detector distance in diffraction, and can introduce spatial 
distortions (Capitani et al., 2006; Clabbers et al., 2017). Nevertheless, these problems 
can be surmounted once one is aware of them by careful calibration and data 
integration. In that case, software originally developed for X-ray data integration can 
be used successfully for electron diffraction data too (Kabsch, 2010b).  
 
 
2.5.2  Phasing by direct methods 
When samples are highly ordered and relatively resistant against radiation damage, 
they allow high resolution data collection, sufficient for phasing by direct methods 
(Dorset, 1991). Direct methods are based on constraints and probability, and the 
knowledge that when structure factors are normalised, the scattering potential consists 
of discrete point-like atoms that is always positive. This universal feature that is 
shared by all well-ordered crystals, implies that strong reflections are not independent, 
and relations between strong reflections can be used to estimate initial phases. This 
enables the complete workflow from structure solution to model building and 
refinement purely from the measured intensities (Zou et al., 2011).   
 
Direct methods do require high-resolution diffraction data, and generally 
require highly complete data to succeed (Sheldrick, 1990; Morris & Bricogne, 2003). 
Furthermore, dynamic scattering contributions should be reduced to minimise their 
effect on the measured structure factor amplitudes. Data collection by precession 
electron diffraction (PED), where the central beam is tilted off-axis at a fixed angle 
and then is rapidly precessed around the optical axis, increases sampling of reciprocal 
space and decreases the contribution of dynamically scattered electrons (Vincent & 
Midgley, 1994; Midgley & Eggeman, 2015). In electron diffraction tomography, 
precession is often combined with sample rotation by tilting it with discrete 
goniometer tilt steps (Kolb et al., 2007, 2008; Mugnaioli et al., 2009; Gemmi et al., 
2013, 2015). At each angle diffraction patterns are collected with rapid beam 
precession that fills in the information of the missing wedges between the tilt steps 
and decreases the contribution of dynamic scattering. Alternatively, coarse 
goniometer tilt steps are combined with fine steps of beam tilt in rotation electron 
diffraction (Zhang et al., 2010; Zou et al., 2011; Wan et al., 2013; Yun et al., 2015). 
These new strategies in data collection made it feasible to solve inorganic and organic 
structures ab initio from nanocrystals (Weirich et al., 1996; Kolb et al., 2010; Gorelik 
et al., 2012; Guo et al., 2015), and were accompanied by various improvements in 
hardware such as the advent of hybrid pixel detectors (van Genderen, Clabbers et al., 
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2016; Wang et al., 2017). These approaches appear not to be essential for protein 
crystals where the rotation method is the preferred strategy for data collection (see 
§2.4.3) (Arndt & Wonacott, 1977; Dauter, 1999; Nederlof, van Genderen et al., 2013; 
Nannenga, Shi, Leslie et al., 2014). 
 
 
2.5.3  Molecular replacement 
For macromolecular structures, molecular replacement can effectively be used to 
retrieve phase information. Indeed, all macromolecular structures solved so far by 
electron diffraction of 3D crystals have been solved using this method (Nannenga, 
Shi, Leslie et al., 2014; Nannenga, Shi, Hattne et al., 2014; Yonekura et al., 2015; 
Hattne et al., 2015; De La Cruz et al., 2017; Clabbers et al., 2017). Molecular 
replacement and refinement routines that are standard in macromolecular X-ray 
crystallography are also relevant for electron diffraction data (Vagin & Teplyakov, 
1997; McCoy et al., 2007; Adams et al., 2002; Winn et al., 2011). Existing software 
does not necessarily require any major modifications as electron atomic scattering 
factors have already been implemented for structure solution and refinement (Adams 
et al., 2002; McCoy et al., 2007; Murshudov et al., 2011; Joosten et al., 2014). 
 
 
2.5.4  Heavy atom derivatives and anomalous scattering 
These techniques that allow experimental phasing in macromolecular X-ray 
crystallography, do not apply to electron diffraction. The main reason is that the 
scattered intensity of electrons scales with 𝑍4/3, instead of scaling with 𝑍2, which is 
the case for X-ray diffraction. Therefore, the signal of (for instance) an Au atom in 
electron diffraction is only about 5% of the signal of the same Au atom in X-ray 
diffraction. High-energy electrons do not scatter anomalously, so X-ray methods 
based on this phenomenon do not work either.  
 
 
2.6  Conclusions 
 
Electron crystallography of beam-sensitive samples is a relatively novel alternative to 
established methods in structural biology. Since the crystal (and unit cell) volume is 
inversely proportional to the diffracted intensity, protein 3D nanocrystals require 
sensitive electron detection. Furthermore, even at low dose conditions the crystals 
deteriorate quickly owing to radiation damage. Recent hardware improvements, i.e. 
faster and more sensitive detectors, made it feasible to collect diffraction data using 
the rotation method. This enabled structure determination from very thin protein 
crystals that provided sufficient high-resolution information. These detectors are 
available on standard TEMs that can be operated in diffraction mode and require no 
additional adaptations. However, data acquisition could further benefit from 
improving goniometer stability, using zero-loss filtering to get rid of inelastic 
scattering, and automation of the data collection that is currently mostly manual.  
 
Processing electron diffraction data is very similar to routines that are standard 
in single crystal X-ray crystallography. While structure determination can be 
accomplished with only minor adaptations, there are still potential improvements in 
the way we treat our data. For example, data integration could be optimised by a 
better characterisation of the experiment, more accurate treatment of low intensity 
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spots, and treating the effects of multiple scattering that electron diffraction data 
inevitably suffer from. Electrons are charged particles and thus interact differently 
with the sample than X-rays, resulting in an electrostatic scattering potential map. 
Therefore, we would also need to take charge effects into account, next to multiple 
scattering. Anisotropy of electron clouds is probably less important, as electron 
scattering of these electron clouds is inelastic anyway, whilst its effect on anisotropic 
shielding of the atomic nuclei is probably only observable at very high resolution. 
When such changes are incorporated into existing software we could expect to get 
models that better represent the data. 
 
Another key part of the structure determination is solving the phase problem. 
At present, all protein structures determined form 3D crystals by electron diffraction 
were solved using molecular replacement. Unfortunately, de novo structure 
determination from experimental phasing is currently not yet feasible. High-resolution 
EM images however retain both amplitude and phase information. Retrieving phase 
information from EM images is the basis for single-particle cryo-EM and 2D 
crystallography (Henderson & Unwin, 1975; Cheng et al., 2015). This has also 
successfully been applied to electron diffraction data from nanocrystals of relatively 
radiation hard inorganics (Hovmöller et al., 2002; Wan et al., 2012). For three-
dimensional beam-sensitive macromolecular crystals, phasing through imaging is less 
straightforward. Contrast of randomly oriented images of three-dimensional protein 
crystals can be improved with a lattice filter (van Genderen, Li et al., 2016), while 
averaging highly correlated patches can enhance contrast for different mosaic blocks 
within the crystal (Nederlof, Li et al., 2013). Initial phase information can be 
extended to higher resolution with density modification software (Bricogne et al., 
2003; Thorn & Sheldrick, 2013; Wisedchaisri & Gonen, 2011).  
 
We conclude that electron diffraction is a promising technology that opens 
new applications in crystallography. So far, procedures and software from X-ray 
crystallography have been applied successfully on electron diffraction data. We 
anticipate that with the development of data analysis packages that also model effects 
that are specific for electron diffraction, the quality of the structure determinations by 
electron diffraction will improve. We also predict that phasing diffraction data of 3D 
(nano-)crystals by electron imaging will become more prominent for the cases where 
no molecular replacement model is available.  
 
The significant improvement in 𝑆𝑁𝑅 that is offered by acquiring data in 
electron diffraction, rather than imaging mode, opens the way towards more powerful 
methods for structure determination of non-crystalline samples by electron 
diffraction.  
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CHAPTER 3 
 
 
 
Protein structure determination by electron diffraction using a 
single three-dimensional nanocrystal 
 
 
 
Three-dimensional nanometre-sized crystals of macromolecules currently resist structure 
elucidation by single crystal X-ray crystallography. Here, a single nanocrystal with a 
diffracting volume of only 0.14 µm3, i.e. no more than 6×105 unit cells, provided sufficient 
information for determining the structure of a rare dimeric polymorph of hen egg-white 
lysozyme by electron crystallography. This is at least an order of magnitude smaller than 
previously was possible. The molecular replacement solution, based on a monomeric poly-
Ala model, provided sufficient phasing power to show side chain density, and automated 
model building was used to reconstruct the side chains. Diffraction data were acquired using 
the rotation method with parallel beam diffraction on a Titan Krios transmission electron 
microscope, equipped with an in-house designed 1024×1024 pixel Timepix hybrid pixel 
detector for low-dose diffraction data collection. Favourable detector characteristics include 
the ability to accurately discriminate single high-energy electrons from X-rays and count 
them, fast readout to finely sample reciprocal space, and a high dynamic range. This work, 
with other recent milestones, suggests that electron crystallography can provide an attractive 
alternative in determining biological structures. 
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3.1  Introduction 
 
Electron crystallography can be used for structure determination of macromolecules 
from crystalline samples. Originally the method concentrated on diffracting and 
imaging 2D crystals (Raunser & Walz, 2009; Stahlberg et al., 2015), and resulted in 
important structures of membrane proteins (Henderson & Unwin, 1975; Gonen et al., 
2005). Electron diffraction of 3D crystals allowed structure solution of organic and 
inorganic samples (Vainshtein, 1964; Dorset, 1995; Weirich et al., 1996; Mugnaioli et 
al., 2009; Kolb et al., 2010; Gorelik et al., 2012; Zou et al., 2011; Guo et al., 2015). 
Crystallographic data are collected most efficiently by continuously rotating the 
crystal (Dauter, 1999). The rotation method has been the standard approach for data 
collection in protein crystallography for the last four decades (Arndt & Wonacott, 
1977). In electron crystallography, alignment of the crystal with the rotation axis is 
not always straightforward and the rotation stages are not always as accurate as 
desired, which prompted enhancing the method, with either conical beam precession 
(Vincent & Midgley, 1994; Kolb et al., 2007, 2008; Gemmi et al., 2013) or beam tilt 
(Zhang et al., 2010; Wan et al., 2013; Yun et al., 2015). Recently, continuous 3D data 
collection from protein nanocrystals was accomplished (Nederlof, van Genderen et 
al., 2013). The first protein structure of a micron-sized crystal was determined soon 
after, using discrete rotation steps (Shi et al., 2013). More recently, continuous 
rotation became the preferred method in protein electron crystallography (Nannenga, 
Shi, Leslie et al., 2014; Nannenga, Shi, Hattne et al., 2014; Yonekura et al., 2015). 
The attractiveness of electron crystallography for macromolecular samples is further 
encouraged by the observation that a large fraction of seemingly failed crystallization 
attempts contains nanocrystals (Stevenson et al., 2014, 2016). Nanocrystals may also 
contain fewer defects than micrometre-sized crystals and lead to better data quality 
(Cusack et al., 1998; De La Cruz et al., 2017).  
 
The electrostatic scattering potential map, basis for model building, is 
calculated by a Fourier transform of the phased structure factor amplitudes and 
assumes kinematic scattering. Dynamic scattering affects (Cowley & Moodie, 1957; 
Dorset et al., 1992; Glaeser & Downing, 1993), but does not prevent structure 
solution using electron diffraction data (Dorset, 1995; Glaeser & Downing, 1993; 
Palatinus et al., 2017). In presence of multiple scattering, the diffraction data can no 
longer be interpreted with a purely kinematic approximation where I(hkl) α |F(hkl)|2. 
Structure refinement against electron diffraction data using dynamical scattering 
theory (Jansen et al., 1998; Palatinus, Petříček et al., 2015; Palatinus, Corrêa et al., 
2015; Palatinus et al., 2017), is not yet available for protein crystals. However, if the 
crystalline sample is sufficiently thin, this ensures that the measured data are 
predominantly kinematic, and should not hamper the structure solution too severely 
(Cowley & Moodie, 1957). The small crystal volume directly affects data acquisition; 
smaller crystals require longer exposure to get the same signal-to-noise ratio (SNR) as 
larger crystals, which results in more radiation damage. Radiation damage is a major 
limiting factor in the study of macromolecules (Henderson, 1995; Owen et al., 2006), 
thus diffraction data need to be collected under low dose cryo-conditions, and 
sensitive, low-noise electron detection is imperative.  
 
Previously, we used a single quad Medipix detector (Georgieva et al., 2011; 
Nederlof, van Genderen et al., 2013), and Timepix detector (van Genderen, Clabbers 
et al., 2016) of 512×512 pixels (55×55 µm2 pixel size). For very well ordered crystals 
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this detector size is sufficient for resolving up to 50 orders of diffraction. However, 
for protein crystals with larger unit cells, preventing overlap between adjacent Bragg 
spots may impose a (virtual) detector distance that limits the resolution of the 
diffraction patterns17. Tiling of multiple Timepix quad detectors to bigger arrays can 
overcome these difficulties. Therefore, we developed a novel in-house designed 
1024×1024 pixel Timepix hybrid pixel detector (55×55 µm2 pixel size).  
 
Detector features that are of particular interest for electron diffraction are the 
absence of read-out noise, a high dynamic range and the ability to distinguish between 
the signal of diffracted electrons and that of the high X-ray background that is 
inherently present in any TEM (Georgieva et al., 2011; Nederlof, van Genderen et al., 
2013; van Genderen, Clabbers et al., 2016) These features require a counting detector, 
a concept that has recently also been introduced in monolithic and CMOS detectors. 
The hybrid pixel detectors (like the one employed here) only count high-energy 
electron hits in counting mode if the energy deposited in the silicon sensor layer for a 
single pixel is higher than a user-defined threshold during a clock cycle (Llopart et 
al., 2002, 2007). This allows a linear detection range of more than 106 electrons per 
pixel per second in counting mode. Monolithic and CMOS detectors count after the 
frame has been read out. So, for these detectors, the dynamic range per pixel in 
counting mode cannot exceed about 1/10th of the number of frames that can be read 
out per second. This dynamic range is many orders of magnitude smaller than the 
dynamic range of hybrid pixel detectors.  
 
Monolithic detectors are also more radiation sensitive than hybrid pixel 
detectors, because the electrons directly hit the integrating read-out electronics of the 
detector. Since electron diffraction data can have spikes of high intensity at low 
resolution and in Bragg peaks, monolithic detectors are currently not used for 
measuring electron diffraction data. However, in hybrid pixel detectors, the high-
energy electrons are stopped by the silicon senor layer that is bump-bonded to the 
counting and integration electronics (McMullan et al., 2007, 2009; Faruqi & 
McMullan, 2011). The integrating electronics of CMOS detectors can be shielded by 
a phosphor, at the expense of an increased point spread. So, the hybrid pixel detectors 
sacrifice pixel size to achieve radiation hardness, a high dynamic range and MHz 
counting mode. Pixel size is less important in diffraction data acquisition than in 
imaging, since the resolution of the data is not determined by the level of detail on the 
detector, but by the number of diffraction orders that can be resolved (Nederlof, van 
Genderen et al., 2013). 
 
Here we present structure determination from a very thin single protein 
nanocrystal with a diffracting volume of only 0.14 µm3. Diffraction data were 
acquired using the rotation method on a novel Timepix hybrid pixel detector electron 
                                                
17 Just as an example: assuming a unit cell with 100Å axes in a well ordered protein crystal, and a 
preferred minimum distance of 5 pixels between adjacent Bragg peaks, the maximum attainable 
resolution for a single quad is approximately 3.5Å, if the direct beam is centered on the detector. For 
the same crystal, tiling four quads as presented here would increase the maximum resolution at which 
Bragg spots can be identified to beyond 1.0Å, again assuming a central direct beam. 
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diffraction camera, designed for electron crystallography. Standard data processing 
procedures and software as commonly used in macromolecular X-ray crystallography 
were adopted for electron diffraction data with minor adaptations. We discuss 
instrumentation and data acquisition throughout structure solution, model building 
and refinement. 
 
 
3.2 Methods 
 
3.2.1 Data acquisition 
Electron diffraction data were acquired on a FEI Talos TEM (Center for Cellular 
Imaging and NanoAnalytics, Basel, Switzerland) and a FEI Titan Krios TEM 
(NeCEN, Leiden, the Netherlands). Both microscopes were equipped with a Timepix 
hybrid pixel detector (1024×1024 pixels, 55×55 µm2 pixel size). We developed a 
prototype of such a tiled detector camera of 2 by 2 Timepix quad detectors (see 
Appendix A1), which gave an effective array of 1024x1204 pixels (Fig. 3.1). The 
Timepix quad cannot be abutted without gaps of ~35 pixels (horizontal) and of ~175 
pixels (vertical). The former gap is imposed by the sensitive silicon layer being 
slightly larger than the pixel array, and the latter imposed by the presence of the 
readout wire-bonds on opposing sides of the detector chip.  
 
 Because high electron fluxes may be focused in Bragg spots, the energy of the 
incident electron should be completely deposited in the sensor layer to prevent any 
damage to the readout ASIC that is underneath. For 200 keV and 300 keV electrons 
the potential scattering distance is approximately 225 µm and 450 µm respectively 
(McMullan et al., 2007, 2009; Faruqi & McMullan, 2011). For the prototype, we used 
a 300 µm sensitive silicon layer. A thicker sensitive layer was considered which 
would allow the use of 300 keV electrons. However, because of the perpendicular 
impact of a 300 keV incident electron with the detector, on average the first pixel and 
the last pixel of its track get the highest deposited dose. This means that at the energy 
threshold used for each pixel (~60keV), the electron is counted one time (70%) or two 
times (30%) (McMullan et al., 2007, 2009; Faruqi & McMullan, 2011). This means 
that the Brag spot is spread out over a larger area. To reduce this effect, we opted for 
200 keV electrons. 
 
 Hen egg-white lysozyme nanocrystals were prepared as described earlier 
(Nederlof, van Genderen et al., 2013). The microscope was operated at 200 kV and 
aligned for diffraction with a parallel beam that had a diameter of 2.0 µm and 1.7 µm 
in microprobe mode for respectively the Talos and the Titan Krios TEMs. EM grids 
were scanned for nanocrystals in imaging mode at 4k-10k magnification. Once a 
suitable crystal was found, the crystal was centred on the rotation axis and the beam 
was centred on the crystal. Diffraction data were collected with the rotation method 
(Arndt & Wonacott, 1977), with continuous crystal rotation  and shutterless data 
acquisition (Hasegawa et al., 2009). A constant rotation of the goniometer was set 
using the TADui (FEI) and TEMspy (FEI) interfaces of respectively the Talos and the 
Titan Krios. Independently, a fixed frame exposure time was set with the SoPhy 
software (Amsterdam Scientific Instruments) for controlling the detector readout. 
Hence each frame received the same electron dose and captured a constant rotation 
increment, like in the rotation method for X-ray crystallography. Datasets were 
collected with different fixed frame exposure times (see Appendix A2). The dead time 
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of the detector during read-out amounted to 4-10% of the exposure time. During data 
acquisition, the dose rate on the Talos was ~0.017 e-.Å-2.s-1. The electron flux on the 
Titan Krios was approximately 20 million electrons per second, amounting to a dose 
rate of ~0.08 e-.Å-2.s-1 on the crystal (see Appendix A2).  
 
 
 
Figure 3.1 The flange design of the camera housing, including the Timepix hybrid pixel detector in the 
centre (see Appendix A1). The tiled detector assembly holds four Timepix-quads (512×512 pixels 
each). The dark grey top layers pointed out by the arrows, represent the sensitive silicon layers of a pair 
of Timepix quads and the light grey slabs below represent the chip board. The gaps between the chips 
are necessary to accommodate the wire bonds to the read-out boards. 
 
 
3.2.2 Data processing 
Output frames from the tiled detector were interpolated on an orthogonal grid and 
converted into PCK format (Abrahams, 1993) based on positioning and orientation of 
the four individual Timepix-quads (Fig. 3.1, 3.3). We observed a small but significant 
elliptical distortion from powder diffraction patterns of an aluminium diffraction 
standard, both before and after acquiring data. The distortion could not be modelled 
by a detector tilt. We determined the magnitude and orientation of the distortion (Fig. 
3.3A). Correction tables for XDS were generated by first creating a fake brass plate 
pattern based on the distortion parameters, using the program geocorr.f90 kindly 
provided by Dr. Wolfgang Kabsch. The calculated geometric correction tables were 
used with the PILATUS template from XDS, with keywords X-GEO_CORR and Y-
GEO_CORR (Kabsch, 2010b). 
 
 The effective detector distance was calibrated using aluminium powder 
diffraction patterns, after correcting for the elliptical distortion (Fig. 3.3A). The 
orientation of the rotation axis was initially estimated by identifying reflections close 
to the rotation axis, which have a wider rocking curve. The angular frame width was 
assumed to be constant and was determined by dividing the total rotation range by the 
number of frames. Data were processed with XDS (Kabsch, 2010b). Since the unit 
cell parameters are unusual for lysozyme, and quality indicators of electron 
diffraction data are very different to X-ray diffraction, we confirmed the experimental 
parameters with RED (Wan et al., 2013) that enables quick, routine inspection of 
electron diffraction patterns in 3D reciprocal space. After applying corrections for the 
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elliptical distortion, XDS found the unit cell dimensions with sufficient accuracy for 
data processing. Without applying these corrections, the elliptical distortion was too 
large for XDS to home in on the correct unit cell. The rotation axis parameters were 
refined during data integration. The angular frame width was refined by minimising 
the deviation of the unit cell angles from an orthorhombic cell (see Appendix A2). 
With this, XDS suggested Laue group mmm, consistent with space group P21212 (see 
Appendix A2). 
 
 
3.2.3  Structure solution  
Data sets were scaled with XSCALE (Kabsch, 2010b), converted to MTZ format with 
POINTLESS (Evans, 2006) and merged with AIMLESS (Evans & Murshudov, 2013). 
Structure factor amplitudes were obtained with TRUNCATE (Winn et al., 2011). A 
poly-Ala model of tetragonal lysozyme (2ybl) (De La Mora et al., 2011) was created 
using CHAINSAW (Winn et al., 2011). The poly-Ala monomer was used for a search 
in all orthorhombic primitive Sohncke groups in molecular replacement with 
PHASER (McCoy et al., 2007). The Matthews coefficient suggested that the crystal 
contained two monomers per asymmetric unit and PHASER unequivocally identified 
the rotation and translation parameters of both monomers and confirmed the space 
group P21212. Side chains were placed by automated model building with 
BUCCANEER/REFMAC5 (Cowtan, 2006; Murshudov et al., 2011). For the merged 
data three side chains were missing after autobuilding, although in all three instances 
clear difference potential was observed in the map (see Appendix A4). Thus after 
inspecting the model and map, these three missing residues where fitted using COOT 
(Emsley et al., 2010). We did not further enhance the models by manual rebuilding, to 
evaluate to what extent refinement was able to correct errors in the model. 
 
 
3.2.4  Refinement  
The model was optimized by PDB_REDO (Joosten et al., 2014), where electron 
scattering factors were set by placing ‘EXPDTA ELECTRON CRYSTALLOGRAPHY’ 
into the PDB header. The model was then refined with (Murshudov et al., 2011) using 
NCS restraints. To ensure convergence, the input model was refined for 1,000 cycles 
by REFMAC5 (see Appendix A5). Electron scattering factors were set in REFMAC5 
with the keyword ‘SOURCE ELECTRON MB’. To calculate the map coefficients, 
REFMAC5 was set to not restore unobserved reflections with the keyword ‘MAPC 
FREE EXCLUDE’.  
 
We validated refinement in REFMAC5 with Rcomplete instead of Rfree. When 
considering data sets with less than about 10,000 unique reflections, which is the case 
for our data, calculating Rcomplete is preferred (Brunger, 1997). The Rcomplete validation 
method allows all reflections to be used for refinement, and thus our Rwork is 
equivalent to R1. R1 defines how well the model explains all observed reflections. 
Like Rwork, it is likely to be affected by model bias. The Rcomplete was calculated 
afterwards according to standard procedures with a 0.2% test set size (Luebben & 
Gruene, 2015). Briefly, first all non-measured observations were removed from the 
reflection file with SFTOOLS (Winn et al., 2011). Then 500 separate, non-
overlapping and unique test sets were randomly created with FREERFLAG (Winn et 
al., 2011), each containing 0.2% of the observed structure factor amplitudes. So, 
when combined, these test sets represent all data. Then, 500 independent refinements 
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were performed until convergence, each time omitting a different test set. Each 
refinement started with the same (final) model from which R1 had been calculated. 
After each of the 500 validation refinement cycles had converged, the values of 𝐹! 
were calculated from the resulting model. Only 𝐹!(ℎ)  values corresponding to 
reflections that had been omitted from that particular cycle (and thus were not biased 
by that cycle) were extracted. Then, all these extracted reflections from each of the 
500 independent refinement cycles were combined into a single reflection file 
representing the unbiased 𝐹!(ℎ) values corresponding to all observed structure factor 
amplitudes. Finally, Rcomplete was calculated by comparing these excluded data with 
the observed structure factor amplitudes. Rcomplete is therefore not biased by the model, 
just like in standard Rfree calculations, yet it is a more robust measure of model bias, 
especially for incomplete and/or sparse data, because all reflections contribute to its 
value. 
 
 
3.3 Results 
 
3.3.1 Data integration 
Data were acquired from a single cryo-cooled lysozyme nanocrystal with dimensions 
200×500×1400 nm3 (Fig. 3.2). The crystal was found in a thin layer of vitreous ice 
over a hole in the carbon support film of the EM grid. The crystal was continuously 
rotated for 38.2° with an angular increment of 0.076° per frame in a 2 µm diameter 
beam. The central beam was positioned such that during data collection only the tip of 
the crystal over the hole was illuminated, thus eliminating any background noise from 
the amorphous carbon in the support film. In our experience, it was favourable to 
collect data from crystals that were still attached on one end to the carbon support. 
Crystal bending upon exposure to the beam was observed in cases where the crystals 
were suspended in vitreous ice, but not attached to the carbon, probably due to 
charging effects. The total dose received by the crystal did not exceed ~4.4 e-.Å-2. 
Data of the single crystal were integrated to 2.1Å resolution (Table 3.1, Fig. 3.3). The 
single crystal data had a completeness of only ~50%, but were sufficient for full 
structure solution (Table 3.1). To investigate the inter-crystal consistency of the data 
with that of other nanocrystals, we collected additional diffraction data (Table 3.1). 
After merging with diffraction data from six other nanocrystals (Appendix A2), 
diffracting to 2.5-3.0Å rather than 2.1Å, overall completeness increased to ~60% 
(Appendix A3). The limiting factors were radiation damage and preferred orientation 
of the crystals, combined with the limited rotation range of the goniometer holding 
the EM grid. At higher angles, the distance that the electrons have to travel through 
the surrounding amorphous ice and the protein crystal can become too large for 
accurate data acquisition. These limitations are inherent to current implementations of 
electron diffraction: others have collected up to ~44 degrees (Nannenga, Shi, Leslie et 
al., 2014), ~61 degrees (Nannenga, Shi, Hattne et al., 2014), and ~40 degrees 
(Yonekura et al., 2015). These data were collected on crystals that were significantly 
larger than our nanocrystals, and in case of Yonekura et al. needed merging from 58 
and 99 crystals (Table 3.2). Further, we compared the differences in measured 
intensities of Friedel pairs after scaling but before merging of the single crystal 
dataset (Fig. 3.4). The variation in Friedel pair intensities for the single crystal data is 
low, even when compared with X-ray data from a small macrocyclic depsipeptide 
crystal that could be solved by direct methods.  
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Figure 3.2 Micrographs of a single three-dimensional lysozyme crystal (200×500×1400nm3) in a thin 
layer of vitreous ice across a hole on the Lacey carbon EM grid at (a) +20° tilt angle, and (b) +50° tilt 
angle. Diffraction data were acquired with a 2.0 µm diameter parallel beam in microprobe mode 
indicated by a circle in (a). During data collection only the tip of the crystal was kept in the central 
beam to limit noise from the carbon support. The width of the crystal at both tilt angles was used to 
derive its dimensions, the length was measured from the tip of the crystal to the edge of the carbon that 
was the maximum size of the crystal within the central beam at any point during rotation. 
 
 
3.3.2  Structure determination 
Molecular replacement with a monomeric poly-Ala lysozyme model derived from a 
different, tetragonal space group, successfully located a single monomer in the 
asymmetric unit. Then it also placed the second one. A Z-score of 22.5 is sufficiently 
high above the threshold of 8.0, indicating a successful structure solution (McCoy et 
al., 2007). Automated model building with BUCCANEER/REFMAC5 (Cowtan, 2006; 
Murshudov et al., 2011) was used for reconstructing the side chains (Fig. 3.6A,B). 
The densities that are shown were not refined. Hence, they look poor. Yet they show 
that the molecular replacement was successful, as they demonstrate that the phases 
from a poly-Ala MR solution, allow placing side-chain density of atoms that were not 
included in the MR model. Subsequent refinement using only the observed reflections 
improved the quality of the map, e.g. the refined density suggests that residue Ala9 is 
a cis-peptide, different from the tetragonal MR model (Fig 3.6C). However, the 1.9Å 
resolution X-ray structure of the same orthorhombic polymorph confirms that in this 
crystal form, the peptide is cis. This strongly validates the quality of our structure 
solution. Density that was refined according to standard, default protocols shows 
continuous, high-resolution density (Fig. 3.6D). At 2.1Å resolution, and in particular 
with incomplete data, maps are prone to model bias. To estimate how much 
information our data contain, we calculated rmsd values between an X-ray model of 
orthorhombic lysozyme in the same space group and with a similar unit cell (4r0f) 
(Sharma et al., 2016) and i. our refined model with autobuilt side chains (rmsd=0.7Å), 
and ii. our model with side chain rotamers that are statistically preferred in proteins 
(rmsd=1.1Å) (Appendix A6). This indicates that placing of side chain residues is 
based on real information contained in the single crystal data. These results 
demonstrate the validity of the diffraction data, despite relatively poor merging and 
model statistics compared to complete X-ray data (Table 3.1).  
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Figure 3.3 Electron diffraction data acquisition; (a) measured powder pattern of an aluminium 
diffraction standard after correcting for the tiling offsets of the Timepix quad ASICs. An elliptical 
distortion can be observed with a deviation of 1.043 (=A/B) at an angle of φ=21.3°. Diffraction from 
the single lysozyme crystal summed over 1.0° of rotation (b) from -17.0° to -16.0°, and (c) from -6.0° 
to -5.0°. Crosses on individual quads are due to corrections for larger border pixels as described 
(Nederlof, van Genderen et al., 2013; van Genderen, Clabbers et al., 2016), those pixels were not taken 
into account for processing of the protein diffraction data. Note that due to radiation hardness of the 
detector, no backstop was required. Resolution rings were plotted with ADXV (http://www.scripps.edu/ 
tainer/arvai/adxv.html), (d) a typical spot profile of a high intensity peak at 16.33Å resolution recorded 
on a single frame with an angular increment of 0.076° per frame, at a dose rate of ~0.01 e-.Å-2 per 
frame, shown in a 10×10 pixel array with 0.055×0.055 mm2 pixel size. 
 
 
3.4  Discussion and conclusions 
 
Here we show the structure determination from electron diffraction data of a single 
continuously rotated cryo-preserved protein 3D nanocrystal with a diffracted volume 
of at least an order of magnitude smaller than was previously possible. For all steps of 
the structure elucidation, we used standard procedures and software that were 
originally developed for X-ray protein crystallography. Completeness of the data is 
low, but because there are two molecules in the asymmetric unit we could apply non-
crystallographic symmetry restraints. This NCS was exploited during refinement, and 
the deleterious effects of data incompleteness could be mitigated. Completeness is 
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also determined by crystallographic symmetry. For instance, if the lysozyme 
nanocrystal would have had tetragonal symmetry, instead of orthorhombic symmetry, 
completeness with the same rotation range would have been 84% or more. 
 
Dynamical scattering has been a longstanding objection against electron 
crystallography of 3D protein crystals. It causes the intensity of each Bragg peak to be 
affected by the structure factors of the other Bragg peaks that are recorded in the same 
exposure. When recorded in a different crystal orientation, its measured intensity will 
therefore be different even after scaling and Lorentz corrections.  This effect also 
causes differences between measured intensities of symmetry equivalent reflections 
(Glaeser & Downing, 1993). Dynamical scattering can compromise structure solution 
of crystals of macromolecules, since current phasing methods and refinement 
procedures do not account for its effects. Thin crystals minimize the effects of 
dynamic scattering and on the basis of multi-slice simulations, it has been suggested 
that the maximal thickness of a protein crystal still allowing structure solution, is 
about 100 nm for 200 keV electrons (Subramanian et al., 2015), but these calculations 
ignore inelastic scattering, which for organic samples is three times more prevalent 
than elastic diffraction.  
 
X-ray data where the intensities of Friedel pairs correlated as poorly as in our 
electron diffraction data have been solved and refined using standard procedures (Fig. 
3.4), indicating that the noise that our data suffered due to dynamically scattering, was 
tolerable. Furthermore, we show a 𝐹! vs. Fc graph of our electron diffraction data after 
model refinement (Fig. 3.5). It shows a linear correlation for the higher intensity, but 
at lower intensity the value of 𝐹! is overestimated. On average, dynamical diffraction 
is anticipated to affect weaker reflections more than strong reflections. So on average, 
weak spots close to intense spots will become more intense, whereas intense spots 
close to weak spots will hardly be affected (Weirich et al., 2000). Assuming an 
expected complex-valued error Ε(ℎ), that is uncorrelated to F(ℎ), we can infer a 
hyperbolic relationship between the expected value of |𝐹!|  and |𝐹!|:  
 
 |𝐹!| =  |𝐹!|! + |𝐸 ℎ | ! (19) 
 
Out data indeed show such a relationship (Fig. 5.6). Merging reduces the 
random errors of the data, and should also reduce some of the dynamical effect, 
provided the merged crystals have different orientations. However, the fitting 
parameters from the 𝐹! vs. 𝐹! graph for the merged data are similar compared to the 
single crystal data (Appendix A7). The expected error increases at lower resolution 
(Appendix A7), indicating an increased dynamic effect within this resolution range. 
These observations suggest weak spots to become relatively more affected by other 
sources of noise with increasing resolution. Nevertheless, although the data were very 
weak and compromised by dynamical scattering, they were of sufficient quality for a 
realistic molecular replacement solution. 
 
Radiation damage and the small volume of the crystal presented here severely 
limit the SNR and make data acquisition more challenging. We could improve the 
SNR substantially with a more accurate and sensitive detector. Previously, we 
measured 3D nanocrystals, similar to the polymorph presented here, using CCD 
detectors and image plates (Georgieva et al., 2007, 2011). For protein crystals that 
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were of similar diffracting volume as reported here, we could never measure more 
than a few diffraction patterns of high resolution data with a CCD detector or image 
plate before radiation damage became too severe. A quantitative comparison between 
image plates and a Medipix hybrid pixel detector indicated a substantial improvement 
offered by the latter (Georgieva et al., 2011; Nederlof, van Genderen et al., 2013). 
Hybrid pixel detectors like Timepix and Eiger (Llopart et al., 2002, 2007; Johnson et 
al., 2012), are well suited for measuring high-energy electrons (McMullan et al., 
2007), and can overcome difficulties in detecting weak peaks, e.g. for CCD and 
CMOS detectors (Hattne et al., 2016; Rodriguez & Gonen, 2016). An inherent 
drawback of the detector design is the loss of information in the gaps between 
individual tiles, each tile being a 512×512 quad Timepix. Because quads are 
connected by wire bonds to their readout electronics, these gaps are unavoidable. 
Without the gaps the data would have been more accurate, but not much more 
complete, as the geometry of the experiment allowed collecting the data of the Friedel 
equivalent of most of the missing reflections (Fig. 3.3). The deleterious effect of the 
gap on data completeness can be further mitigated by aligning the rotation axis with 
the large gap. This would mainly loose reflections with Lorentz factors that are so 
high that they would be discarded by the data processing software anyway (Fig. 3.3). 
 
The total illuminated volume of the single nanocrystal we used for data 
acquisition described here was only ~0.14 µm3 (Fig. 3.2). The data provided sufficient 
information for structure solution, model building and refinement (Table 3.1, Fig. 
3.6). The total diffracting volume of the crystal is no more than 6×105 unit cells 
(Table 3.2). A comparison with previously solved structures of macromolecules by 
electron diffraction recorded on CCD and CMOS detectors show that these used 
significantly larger crystals (Nannenga, Shi, Leslie et al., 2014; Nannenga, Shi, 
Hattne et al., 2014; Yonekura et al., 2015; Hattne et al., 2015). Since the quality of 
diffraction data of protein crystals is in the limiting case determined by the 
crystallinity of the sample, these data need to be interpreted with great care and 
should only be used to infer trends. To correct for differences in unit cell volumes, we 
determined the number of unit cells used for structure solution. Resolution and crystal 
symmetry will also affect the amount of unique data within a data set. After correcting 
for these effects, the hybrid pixel detector allowed structure solution using at the very 
least an order of magnitude less unique diffracted intensity than obtained previously 
with other detectors (Table 3.2).  
 
Additional hardware modifications may further benefit electron diffraction 
studies of macromolecular compounds, e.g. reliable and well-integrated goniometer 
tilt (Yonekura et al., 2015), and using an in-column energy filter (Yonekura et al., 
2015). The data presented here show that with a highly sensitive and accurate hybrid 
pixel detector, now also nanometre-sized crystals of macromolecules are possible 
targets for 3D protein electron crystallography, which has the advantage of reducing 
the effects of dynamical diffraction. Perhaps also data from micron-sized crystals can 
be measured more accurately, although it needs to be investigated further if for such 
crystals data accuracy is limited by detector sensitivity or the amount of dynamical 
diffraction.  The introduction of hybrid pixel detectors had a major positive impact on 
protein X-ray crystallography due to their high speed, increased sensitivity and high 
dynamic range (Broennimann et al., 2006). Based on the results we present here, we 
suggest that specialized hybrid pixel detectors may have a similar impact on electron 
diffraction studies of protein crystals. 
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Figure 3.4 Differences in intensities of Friedel pairs after scaling plotted for: (a) single lysozyme 
crystal used for structure solution with RFriedel = 0.329, and (b) X-ray data of hormaomycin, a 
macrocyclic depsipeptide in space group P1 with RFriedel = 0.151 (Gruene, Sheldrick et al., 2014). 
 
 
 
 
 
Figure 3.5 𝐹! vs. 𝐹! graphs for (a) electron diffraction of a single lysozyme nanocrystal and (b) an X-
ray dataset at 1.6Å of cubic (bovine) insulin. The data were LS fitted with a hyperbolic function 
described by |𝐹!| =  |𝐹!|! + |𝐸 ℎ | !. 𝐹! vs. 𝐹! graphs for only the low resolution part of the single 
crystal data, and for the merged crystal data are shown in Appendix A7. 
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Figure 3.6 Automated model building using the single crystal data; (a) after molecular replacement 
with the poly-Alanine monomer (yellow carbon), the difference map shows the position of bulky side 
chain residues as Trp28 as placed during autobuilding by BUCCANEER (turquoise carbon), and (b) for 
Tyr20 and Arg21. The map is stretched, which is typical for incomplete data; as always with poor map 
quality, careful interpretation of the region is required. The map improves after side chain 
reconstruction with BUCCANEER and refinement with REFMAC5, (c) the refined density suggests that 
Ala9 (yellow carbon) is a cis-peptide, this is confirmed by the X-ray structure of the same polymorph 
(turquoise carbon, PDB ID 4r0f) the peptide is cis. Refinement using standard protocols can further 
improve the map and shows continuous density, (d) for a Trp108 side chain residue in the A chain of 
the single crystal model. All density is shown at a standard contour level of 1.2σ.  
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Table 3.1 Data integration and refinement statistics 
 Single crystal (5o4w) Merged data (5o4x)18 
Data integration  
Space group P21212 
Unit cell dimensions  
   a, b, c [Å] 104.56, 68.05, 32.05 
   α, β, γ [°] 90.0, 90.0, 90.0 
   
Number of crystals 1 7 
Resolution [Å]19 41.46-2.11 (2.17-2.11) 57.03-2.11 (2.17-2.11) 
Rmerge [%] 26.3 (56.6) 39.8 (64.0) 
I/σI 2.6 (1.0) 2.7 (1.0) 
Completeness [%] 49.5 (49.8)  61.7 (49.8) 
Reflections 12601 (1462) 41191 (1462) 
Unique reflections 6749 (545) 8560 (545) 
   
Structure solution   
TF Z-score 22.5 26.7 
LLG score 395 535 
   
Refinement   
Reflections  6717 8503 
R1 [%]20 33.5 26.4 
Rcomplete  [%]
21 35.0 27.9 
<B> [Å2] 24.0 27.0 
RmsZ bonds 0.92 0.85 
RmsZ angles 1.27 0.97 
Ramachandran    
   Favoured, allowed, outliers [%] 93.7, 5.9, 0.4 98.4, 1.6, 0.0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                
18 Data integration statistics for individual crystals used for merging are shown in Appendix A2, data 
merging statistics are presented in Appendix A3. 
19 Values in parentheses correspond to the highest resolution shell, the data were truncated at I/σI > 1.0 
(Diederichs & Karplus, 2013). 
20 𝑅1 =  𝐹! ℎ𝑘𝑙 − 𝐹! ℎ𝑘𝑙!!" 𝐹! ℎ𝑘𝑙!!"  
21 We present R1 and Rcomplete instead of Rwork and Rfree. With less than 10,000 unique reflections 
Rcomplete is preferred over Rfree since it is calculated from all reflections (Brunger, 1997; Luebben & 
Gruene, 2015). Since all structure factors are used in turn this leads to a more robust calculation than 
Rfree. With this validation method, the actual refinement uses all reflections; hence Rwork is equivalent to 
R1. 
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Table 3.2 Relative crystal volume used for structure determination in recent macromolecular electron 
diffraction studies 
 PDB 
ID 
Detect
or 
d [Å] Space 
group 
Unit cell 
dimensions 
[Å] 
No. 
of 
xtals 
Individual 
crystal size and 
total diffracted 
volume [µm3]
22
 
No. 
of unit 
cells
23
 
(×106) 
Relative 
unique 
diffracted 
intensity
24
 
(×106) 
Lysozyme  5o4w Hybrid 
pixel 
2.1 P21212 105x68x32 1 0.2x0.5x1.4 
(0.14 µm3) 
0.6 1.4 
Lysozyme 
(Nannenga, 
Shi, Leslie et 
al., 2014) 
3j6k CMOS 2.5 P43212 76x76x37 1 0.5x2.0x2.0 
(2 µm3) 
9.4 18 
Catalase 
(Nannenga, 
Shi, Hattne et 
al., 2014) 
3j7b CMOS 3.2 P212121 68x172x182 1 0.15x4.0x6.0 
(3.6 µm3) 
1.7 14 
Catalase  
(Yonekura et 
al., 2015) 
3j7u CCD 3.2 P212121 69x173x206 58 0.1x2.0x2.0 
(23 µm3) 
9.4 77 
Ca2+ATPase 
(Yonekura et 
al., 2015) 
3j7t CCD 3.4 C2 166x64x147 
(β=98) 
99 0.1x2.0x2.0 
(40 µm3) 
25 490 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                
22 The illuminated crystal size used for data acquisition is estimated from reported crystal dimensions 
and used aperture sizes; for the structures with PDB accession code 3j7u and 3j7t (Yonekura et al., 
2015) we assumed that the plate-like crystals had a surface area of 2×2 micron. The total diffracted 
volume (indicated by the number between brackets) takes the number of crystals required for the 3D 
dataset into account.  
23 The required number of unit cells was calculated by dividing the total diffracted volume by the unit 
cell volume.  
24 We calculated the relative unique diffracted intensity by dividing the number of required unit cells 
(given in the previous column), by the number of asymmetric units in the unit cell and multiplying the 
result with the cube of the resolution of the dataset. 
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CHAPTER 4 
 
 
 
Electron diffraction data processing with DIALS 
 
 
 
Electron diffraction is a relatively novel alternative to X-ray crystallography for the structure 
determination of macromolecules from three-dimensional nanometre-sized crystals. The 
continuous-rotation method of data collection has been adapted for the electron microscope. 
However, there are important differences in geometry that must be considered for successful 
data integration. The wavelength of electrons in a TEM is typically around 40 times shorter 
than that of X-rays, implying a nearly flat Ewald sphere, and consequently low diffraction 
angles and a high effective sample-to-detector distance. Nevertheless, the DIALS software 
package can, with specific adaptations, successfully process continuous-rotation electron 
diffraction data. Pathologies encountered specifically in electron diffraction make data 
integration more challenging. Errors can arise from instrumentation, such as beam drift or 
distorted diffraction patterns from lens imperfections. The diffraction geometry brings 
additional challenges such as strong correlation between lattice parameters and detector 
distance. These issues are compounded if calibration is incomplete, leading to uncertainty in 
experimental geometry, such as the effective detector distance and the rotation rate or 
direction. Dynamic scattering, absorption, radiation damage and incomplete wedges of data 
are additional factors that complicate data processing. Here, recent features of DIALS as 
adapted to electron diffraction processing are shown, including diagnostics for problematic 
diffraction geometry refinement, refinement of a smoothly varying beam model and 
corrections for distorted diffraction images. These novel features, combined with the existing 
tools in DIALS, make data integration and refinement feasible for electron crystallography, 
even in difficult cases. 
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4.1 Introduction 
 
Electron diffraction (ED) allows the structural analysis of nanometre-sized samples of 
crystalline material. Since the maximal radiation dose is proportional to the sample 
volume, electron diffraction of organic and macromolecular compounds was long 
limited to two-dimensional samples (Henderson & Unwin, 1975). In contrast to X-ray 
crystallography, the three domains, inorganic, organic and macromolecular electron 
crystallography, developed rather independently of each other (Vainshtein, 1964; 
Dorset, 1995; Glaeser et al., 2007; Zou et al., 2011). Physical and instrumental 
limitations, such as miniature sample size or dynamic scattering effects and lens 
distortions affect data precision. However, several studies show that the model 
accuracy compares with that of X-ray structures (Weirich et al., 1996; Dorset, 1995; 
Palatinus et al., 2017). Only about one and a half decades ago, electron diffraction of 
three-dimensional crystals was pioneered with automated diffraction tomography 
(ADT) and was further refined with rotation electron diffraction (RED) (Kolb et al., 
2007, 2008; Zhang et al., 2010; Gemmi et al., 2015). Recently, single-crystal three-
dimensional electron diffraction has also been applied to protein crystals by using the 
standard rotation method (Arndt & Wonacott, 1977; Nederlof, van Genderen et al., 
2013; Hattne et al., 2015; Yonekura et al., 2015; Clabbers et al., 2017). The only very 
recent use of integration software with profile fitting and scaling is indicative of the 
independent development of electron diffraction. These methods have been in use for 
decades in X-ray crystallography, improving the quality of diffraction intensities and 
their standard uncertainties, whilst enabling heuristic correction for systematic errors 
(Pflugrath, 1999; Leslie, 1999). 
 
DIALS is a relatively new package for diffraction integration (Winter et al., 
2018), designed as an extensible toolkit for the implementation of algorithms relevant 
to diffraction data analysis. The core set of algorithms is presented as a suite of 
command-line programs that can be used following simple protocols to integrate data 
sets collected using the rotation method (Arndt & Wonacott, 1977). Many of these 
algorithms are implementations of tried and tested methods described in numerous 
publications over the past three decades (Leslie, 1999; Bricogne, 1986a,b, Kabsch, 
2010a,b). However, the toolkit design of DIALS facilitates the construction of new 
algorithms (Gildea et al., 2014; Parkhurst et al., 2016, 2017). DIALS is an open-
source project, allowing scientists from outside the core collaboration to contribute 
software or to use DIALS within their own projects. 
 
To date, DIALS development has focused on macromolecular (MX) and 
chemical crystallography data sets and has been optimized for continuous-rotation 
data collected in fine slices using photon-counting detectors at synchrotron light 
sources. Despite this emphasis, with suitable modification of the parameters at certain 
steps, high-quality results have also been obtained for wide-sliced X-ray data sets 
recorded on CCD detectors (Keegan et al., 2016; Khasnis et al., 2016). The common 
fundamental assumption is that reciprocal-lattice points pass through the Ewald 
sphere by constant-velocity rotation around a single axis. No artificial restrictions on 
the diffraction geometry are imposed, allowing the modelling of diffraction 
experiments using a generic vectorial description (Waterman et al., 2016). By default, 
two measurements, summation integration and three-dimensional profile fitting, are 
made for each reflection along with estimated errors (Winter et al., 2018). The 
simplicity of this approach, avoiding the assumptions inherent in the details of any 
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particular technique, means that DIALS is readily adapted for analysis beyond the 
original scope of its design. 
 
A common feature shared between DIALS programs is the global modelling of 
an experiment, in which data are assumed to be complete before analysis begins. This 
has some advantages over the traditional approach of processing data by means of a 
moving window that passes over the complete data set in blocks of a local range of 
images. One is that the expensive step of integration can be performed with a high 
level of parallelism, as the experimental model is determined completely ahead of 
time. A second is that the programs can consider multiple experiments simultaneously 
without losing track of the connections between them. This feature has particular 
relevance to the global refinement of diffraction geometry, for which experiments 
may share some models (Waterman et al., 2016), certain parameters may be 
constrained to shift together, or restraints may be applied between multiple crystal 
models. These features can be important for the analysis of electron diffraction data 
sets, for which determining accurate diffraction geometry may be challenging (Yun et 
al., 2015), and current technology usually imposes the collection of incomplete 
wedges of data for each crystal. Here, we discuss the use of DIALS for the analysis of 
electron diffraction data that have been collected using the rotation method. As a 
motivational example, we describe the stages of data processing with reference to 
seven data sets collected at 200 keV from orthorhombic crystals of a dimeric form of 
hen egg-white lysozyme, as previously reported in Clabbers et al. 2017 (see §3.3)25. 
 
 
4.2  Methods and results 
 
4.2.1  Image formats 
The first stage in processing rotation data with DIALS is to import the images 
constituting the data set to form a DataBlock using the dxtbx library (Parkhurst et al., 
2014). This library contains format-reading classes for the majority of common file 
formats used in X-ray crystallography. The classes are arranged in a hierarchy from 
generic classes that contain code to read image data and construct an experimental 
model solely from metadata contained in the image headers to specific classes that 
may recognize a particular instrument and can override for incorrect or missing 
metadata. This feature is important for reading the file formats used in electron 
microscopy because current instruments usually do not transfer all of the information 
that is required to reconstruct the experimental geometry. There are three main 
approaches that can be taken to import electron diffraction data into DIALS: 
 
i. Externally convert the native format into a format more common for MX. This 
is the usual approach adopted for data processing with other programs such as 
MOSFLM (Leslie & Powell, 2007) and XDS (Kabsch, 2010b). For example, 
data sets have been converted to SMV (Hattne et al., 2015), PCK (Clabbers et 
al., 2017), or CBF images (Gruene et al., 2018). Where external conversion 
programs exist, this has the advantage that no coding or understanding of the 
original file format is required by the user. Often, missing metadata can be 
                                                
25 A detailed tutorial on processing electron diffraction data using DIALS is available online at 
https://dials.github.io/documentation/tutorials/dials_for_ed.html and can be used to reproduce the 
results presented here in §4.2 using the experimental data which are available online at 
https://dx.doi.org/10.5281/zenodo.1250447 
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supplied during the conversion so that the resulting images contain a proper 
description of the experiment and no additional overrides are required when 
importing the data set into DIALS. The same set of images can then also be 
used with other data-processing packages. However, the reliance on an 
external conversion tool has some drawbacks. There is the scope for errors 
when metadata are introduced manually during the conversion. The 
proliferation of conversion tools adds complication for the user and the fidelity 
of the conversion process must be checked. For example, image-export 
functions within microscope vendor-supplied software to common formats 
such as TIFF might not preserve the real pixel intensities, and this fact may 
not be clear to the user. Even when data are properly converted, the generic 
readers for standard MX formats may contain assumptions that are not 
appropriate for electron diffraction, such as the creation of a polarized beam 
model. Generic readers might also not allow the desired interpretation for 
sophisticated cases, such as splitting a data array for a multiple-panel detector 
model or defining masks for certain regions of images. 
 
ii. Extend the dxtbx library to recognize native data formats. This approach 
entails writing a format class (typically a single, small Python module) to 
contribute to dxtbx, following the published description (Parkhurst et al., 
2014), and existing examples. This requires knowledge of the native data 
format and conventions used by dxtbx, as well as co-ordination with the 
DIALS developers. The advantage of investing this effort is that once included 
in the library, the native data format will be supported for all users with no 
additional conversion steps. In practice, however, where native formats lack 
the metadata describing the diffraction experiment, this will have to be 
supplied each time during data import, either by providing parameters at the 
command line or in a file in the PHIL format, a simple data-interchange 
format used within cctbx (Grosse-Kunstleve et al., 2002). Appendix B1 
contains an example of such a file. Format classes for native file types that 
have now been added to dxtbx include image stacks in the TIA Series Data 
(ESD) format used by software provided with Thermo Fisher (FEI) 
microscopes and image stacks in Gatan DM4 format. 
 
iii. For local installations, testing or one-off developments for a particular data-
processing problem it may be more appropriate to create a format class as a 
plugin rather than contributing to the dxtbx library. There is no difference in 
the procedure required to implement the class; the resulting Python module 
should simply be placed in a .dxtbx directory in the user's home area and this 
will automatically be picked up at runtime when required. Various plugins for 
electron diffraction are collected and can be downloaded and modified 
freely26. 
 
 
 
 
 
                                                
26 Plugins are available online at https://github.com/dials/dxtbx_ED_formats 
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Figure 4.1 A diffraction image from data set 1 using dials.image_viewer. The four quads have 
independent geometry, such that hey are not forced to align on a single pixel grid. The upper inset 
panel shows a zoomed region of the upper left quad where a clear row of diffraction spots is visible. 
The middle inset panel shows the ‘threshold’ image with the default spot-finding settings, which 
indicates which pixels well be marked as strong during the spot-finding procedure. The lower inset 
panel shows the same region after spot-finding settings were adjusted for this data set. In this case, this 
amounted to setting gain=0.833, sigma_strong=1.0, and global_threshold=1 as 
command-line options for the dials.find_spots program. The detector gain of 3.0 determined by the 
format class is already applied before the spot-finding operation; hence the spot-finding gain acts as a 
multiplier for this value.  
 
 
The seven lysozyme data sets discussed here consist of diffraction images 
from a 1024×1024 pixel detector composed of a 2×2 array of Timepix quad detectors 
(Clabbers et al., 2017). Large gaps between the Timepix quads are imposed by the 
form factor of each quad. For the original processing of these data by XDS, the images 
were converted into PCK format, in which pixel values were interpolated onto an 
orthogonal grid, with the gaps forming ‘dead’ areas of the image array. For processing 
with DIALS we chose a multiple-panel description instead (Parkhurst et al., 2014). 
The images were converted to CBF without interpretation of the gaps27. We created a 
dxtbx format class specific for these images, which represents each quad as a separate 
panel of a composite detector. In this way, no interpolation is required because each 
panel has an independent position and orientation; thus, sub-pixel shifts and rotations 
can be represented precisely. The dials.image_viewer takes account of the relative 
position and orientation of independent panels and displays a composite image 
projected onto a viewing plane, as shown in Figure 4.1. 
 
A 512×512 pixel Timepix quad is an assembly of four abutting Timepix 
ASICs, each with 256×256 55 µm pixels. However, the distance between two 
abutting Timepix ASICs is 350 µm, corresponding to a pitch for the abutting pixels 
that is about three times that of the other pixels. Since these pixels have a larger 
surface, they also have a higher probability of collecting more electrons. To correct 
                                                
27 https://strucbio.biologie.uni-konstanz.de/xdswiki/index.php/Timepix2cbf 
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for this non-uniformity, the conversion to CBF splits pixels with an x (and/or y) 
coordinate that equals 256 or 257 into three pixels that are 55 µm wide (or high). This 
results in 516×516 pixel frames with a discernible, six-pixel wide cross, in which the 
pixels have a gain that is about three times higher than that of the other pixels outside 
the cross. This was corrected by multiplying the counts of the unaffected pixels by a 
factor of three. As the Timepix detector is operated in electron-counting mode, the 
converted images therefore model a detector with Poisson response and a 
multiplicative gain of 3.0. This was recorded in the dxtbx format class so that the 
correct gain value would be used automatically, for example in the calculation of 
error estimates for integrated intensities. 
 
 
4.2.2  Spot finding 
The spot-finding algorithm used in DIALS is rather sensitive to the detector gain. No 
automatic evaluation of the gain is performed prior to spot finding, although a value 
can be determined using the program dials.estimate_gain. This uses the mean and 
variance of pixels within a region of interest (Leslie, 2006), and may significantly 
underestimate the true gain for detectors that have a non-negligible point spread or 
corrections applied that reapportion signal between neighbouring pixels (Waterman & 
Evans, 2010). If the correct gain is known it is usual for this to be set by the format 
class used to import images. Otherwise, a suitable value should be passed to 
dials.find_spots for use by the spot-finding algorithm. In difficult cases it may be 
necessary to optimize the gain and other spot-finding parameters, the effects of which 
can be explored interactively using dials.image_viewer. For the seven example data 
sets discussed here we typically found that it was necessary to increase the sensitivity 
of spot finding and then reduce additional noise by using a global threshold. 
Appropriate spot-finding settings were determined manually for each data set 
separately. The effect of these settings for data set 1 is shown in Figure 4.1. 
 
 
4.2.3  Experiment geometry 
The most substantial difference between the processing of rotation data from electron 
diffraction compared with X-ray diffraction lies in the modelling of the diffraction 
geometry. The short wavelength of an electron beam (0.02508 Å for 200 keV 
electrons compared with 1.0332 Å for 12 keV X-rays) implies a correspondingly large 
Ewald sphere with a small 2𝜃  scattering angle even for the highest resolution 
reflections. 
 
The low diffraction angles imply that a large effective sample-to-detector 
distance is needed to magnify the diffraction pattern and achieve sufficient spatial 
separation between peaks. Large detectors are advantageous for crystallography 
because they allow the sample-to-detector distance to be increased, which both 
reduces diffuse background and improves the spatial separation of the peaks (Stanton, 
1993). However, the detector distance is limited in a transmission electron microscope 
(TEM) by the largest possible magnification and the relatively small size of the 
detectors. Whilst the true camera position underneath the TEM column is always at a 
fixed distance, the effective detector distance is set by the projector lens system and 
does not correspond directly to a quantity that can be measured mechanically. Similar 
to an X-ray beamline, the sample-to-detector distance in a TEM is easily calibrated 
with reliable test crystals. However, inaccuracy in the recorded effective distance may 
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be difficult to correct by the usual process of diffraction geometry refinement owing 
to the high correlation between unit-cell parameters and the detector distance when 
2θmax is small, in which case the Ewald sphere is almost invariant with respect to 
linear scale (see §4.2.6). In addition, imperfections in the lens system may introduce 
distortions in the recorded diffraction images. By disregarding such defects, which are 
discussed further in §4.2.4, the processing software ignores the lens system and 
models the experiment with an effective detector distance. 
 
The relatively extreme geometry of electron diffraction is unfamiliar to many 
X-ray crystallographers. It is instructive to compare graphical schematics, such as 
Figure 2.6 for the real-space geometry of the instruments, and Figure 4.2 for a 
comparison of the Ewald construction in reciprocal space for the two cases. 
 
Another potential source of inaccuracy in the initial model for the diffraction 
geometry arises because of the relatively poor characteristics of the sample-
positioning stage of electron microscopes compared with X-ray goniometers for the 
purpose of rotation-method experiments. Improved setups are possible, but are not 
widely available (Yonekura et al., 2015; Shi et al., 2016). The rotation range per 
image is generally assumed to be constant and accurate. Instruments used for electron 
diffraction should therefore be well calibrated (Gemmi et al., 2015). Small, smooth 
deviations from the expected rotation angle can then be modelled in DIALS as part of 
the scan-varying refinement of the crystal. 
 
Generally, there may be uncertainty regarding the orientation of the rotation 
axis, the direction of rotation and the rotation range per image. Procedures have been 
developed to identify rotation-axis orientation for electron diffraction studies (Dorset, 
1976; Kolb et al., 2009); however, there is no implementation of an automated 
algorithm for this in DIALS. Nevertheless, for macromolecular samples there are a 
relatively large number of spots found throughout a data set and these can be used to 
obtain a reasonable estimate of the rotation-axis orientation in the plane of the 
detector by inspecting the images. This axis forms a line through the beam centre 
along which reflections have the widest reflecting range, and few reflections are 
found. As long as the initial estimate is good enough for successful indexing, the 
remaining error may be corrected by the geometry refinement procedure described in 
§4.2.6. The direction of rotation around the axis is more difficult to determine. For an 
X-ray experiment the curvature of the Ewald sphere makes the incorrect choice 
obvious, for example using a visual tool such as dials.reciprocal_lattice_viewer 
(Winter et al., 2018). By contrast, the flatness of the Ewald sphere in electron 
diffraction ensures that either choice of handedness of rotation will produce regular 
reciprocal-lattice positions, as shown in Figure 4.3. If indexing is successful, it is 
likely to work either way. For any case where there is ambiguity, the inverse direction 
should also be tested and the results compared. The correct solution will have a lower 
rmsd for the angular residual between the predicted and observed positions of the 
reflections. 
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Figure 4.2 The Ewald constructions for the electron diffraction and X-ray cases are compared. The 
crosshatched circle represents a reciprocal lattice within a limiting sphere of 1Å resolution. The Ewald 
sphere for 12 keV X-rays with a wavelength of 1.0332Å is represented as a complete circle, with the 
scattering vector 𝑆! drawn at the 1Å limit, forming an angle of 2𝜃! = 62.2° from the incident beam 
direction along 𝑆!. At this scale, the Ewald sphere for 200 keV electrons, with a wavelength of 
0.02508Å cannot be shown as a complete circle as it has a radius over 40 times greater. The equivalent 
scattering vector 𝑆! for 1Å diffraction forms an angle of only 2𝜃! = 1.44° from the incident beam 
direction. It is worth noting that the reciprocal lattice is sampled along an almost planar surface, 
implying that data from a single image contain no information about the reciprocal lattice dimension in 
the direction along the incident beam.  
 
 
4.2.4  Image distortion owing to lens effects 
Image distortion is not unique to electron crystallography. In X-ray crystallography, 
geometrical distortions may be present owing to components of the detector system. 
A familiar example of these are spatial distortions introduced by the fibre-optic taper 
in a phosphor-taper CCD area detector (Stanton et al., 1992). In this case, the 
distortion is a fixed property of the detector and it is usual for images to be corrected 
by manufacturer-supplied routines prior to analysis. Nevertheless, data-processing 
packages such as XDS have facilities for applying a distortion correction in the form 
of look-up tables. Even with the advent of hybrid pixel-array detectors, which have a 
direct coupling between the detector surface and the counting electronics, geometrical 
distortion may be used to correct for subpixel shifts and misorientations between the 
modules of the detector array. In electron crystallography, geometrical distortions of 
the detector are no less relevant, while there is the additional factor of the possibility 
of distortion of the diffraction pattern itself owing to effects of the electron optical 
system. Possible distortions include anisotropic magnification, where the diffraction 
pattern is elongated in one direction, transforming a circular powder pattern into an 
ellipse (Capitani et al., 2006; Clabbers et al., 2017). Care must be taken to investigate 
the presence of these effects in electron diffraction data sets and, as they are not 
mechanical properties of the instrument, it is necessary to recalibrate when instrument 
settings are changed. 
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Figure 4.3 Five reciprocal lattice points are shown (in black and labelled) along the a* axis for a crystal 
with unit-cell dimension a = 10Å. Arcs representing the surface of the Ewald sphere with a typical X-
ray wavelength of 1.0332Å intersect these points at rotation angles between 15.0° for h=1 and 27.0° for 
h=5, where rotations are assumed to be clockwise from vertical in the plane of the figure. If the 
modelled rotation axis is inverted then φ centroids of observed spots would be mapped onto Ewald 
spheres rotated between -15.0° and -27.0°, resulting in a distinct curvature to the reconstructed 
reciprocal lattice (points shown in blue). In the case of electron diffraction at a wavelength of 
0.02508Å the spots are observed almost simultaneously at rotation angles between -12.1° and -12.4°. 
For clarity a single Ewald arc is shown for h=3. If the assumed axis is inverted then φ centroids 
between -12.1° and -12.4° still result in almost a straight line (points shown in green). It is therefore 
difficult to determine the correct direction of rotation from the appearance of the reconstructed 
reciprocal lattice alone.   
 
 
Despite the fact that the distortion occurs in the direction of the scattered rays 
rather than as a property of the detector, it is reasonable to correct images using the 
same means as for other sources of distortion. Within DIALS, we implemented a 
similar mode for distortion correction as used in XDS. A pair of distortion maps 
encode the pixel offset across the detector for both the fast and slow directions. These 
maps are equal in size to the pixel array of the detector (for a multiple-panel detector 
the correction files encode a list of separate maps for each panel). No interpolation is 
performed during the application of the distortion maps. In principle, sharp changes to 
correct for shear defects would be possible; however, for the case of lens aberration 
the offset varies slowly over the face of the detector so that neighbouring values in the 
look-up table are similar. The distortion maps are applied during the conversion 
between detector pixel coordinates and virtual detector millimetre coordinates. During 
the transformation from millimetre coordinates to pixel coordinates, the uncorrected 
pixel coordinate is first calculated and the correction is applied to obtain the 
distortion-corrected pixel coordinate. Likewise, during the transformation from pixel 
coordinates to millimetre coordinates the reverse correction is first applied and the 
millimetre coordinate is calculated from the reverse corrected pixel coordinate. 
 
Data sets 2-7 in our examples all showed a significant elliptical distortion, 
which was constant across these data sets. The parameters of this distortion were 
determined using a well known diffraction standard, as described previously 
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(Clabbers et al., 2017). The use of an independent standard for calibration is good 
practice that would become essential in the case where the sample of interest has an 
unknown unit cell. We extended the program dials.generate_distortion_maps to 
produce X and Y distortion maps for the four-panel detector model based on the 
known parameters. These maps were registered for each relevant data set during the 
dials.import step, after which they were loaded and applied automatically whenever 
required by DIALS programs. 
 
 
4.2.5 Indexing 
Provided that a sufficient number of strong spots have been collected (§4.2.2), 
indexing of electron diffraction works with similar reliability as for X-ray diffraction 
data. Difficulties mostly arise from systematic errors such as the stability of the 
rotation axis and the often large variation in the oscillation width Δφ. The default 
method for determining the unit-cell basis vectors in the dials.index program is based 
on the three-dimensional FFT of found spot positions, which works well even when 
the scan consists of a relatively narrow wedge, as is typical for an electron diffraction 
data set. The program dials.index performs refinement of the initial solution; therefore 
the guidance listed in §4.2.6 for refinement of ED geometry is also relevant and it is 
possible to pass options for the dials.refine program into dials.index where required. 
 
Unless a model space group was chosen by the user, the indexing results are 
presented with triclinic symmetry. The compatibility of other choices of Bravais 
lattice with the triclinic solution can be tested using the program 
dials.refine_bravais_lattice (Winter et al., 2018; Sauter et al., 2006). There is no 
difference in usage compared with X-ray data; however, for electron diffraction the 
results might be more difficult to interpret. In particular, the metric fit reported for 
each trial solution (Le Page, 1982) may be large (for example greater than 1°) even 
for a correct solution, whereas much smaller values are expected for good-quality X-
ray data. The correlation coefficients between intensities related by symmetry 
operations of the lattice are affected by low multiplicity of the data and by factors that 
cause deviation from expected intensities such as dynamic diffraction. As a result, 
these are not as useful in deciding on the correct lattice as they are in X-ray 
experiments. The key criterion is then the rmsd between predictions and observations. 
A pool of solutions with rmsd’s similar to the original triclinic solution are good 
candidates. Any solution resulting in a significant increase in rmsd is suggestive of an 
over-constrained lattice and should be discarded. 
 
For six of the seven example data sets, indexing followed by the selection of 
an orthorhombic lattice was successful with default options apart from fixing some 
detector parameters, as described in §4.2.6. For data set 6 we additionally fixed the 
beam orientation parameters and provided the expected unit cell and a restraint to this 
target cell during refinement. This data set shows relatively poor diffraction. Rather 
few spots were successfully indexed and rmsd’s between the predicted and observed 
rotation angles remained high after refinement (see Table 4.1). The action of both 
constraints and restraints help to stabilize and guide refinement in such difficult cases. 
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4.2.6  Global refinement of the unit cell and instrument parameters 
Following indexing, the model for the diffraction experiment geometry is further 
refined. This consists of the joint refinement of global parameters, including the beam 
direction, the unit-cell parameters, the cell orientation and the detector position and 
orientation. The choice of refined parameters is left to the user, with the default set 
being appropriate for typical X-ray data sets (for details, see Waterman et al. 2016). 
The flexible geometry description and refinement procedures of software such as XDS 
or DIALS is of great importance in electron diffraction studies, where the initial 
geometry may be quite poor. The radius of convergence of these procedures is high 
enough to correct large errors, as long as the indexing of spots is correct. In common 
with X-ray data processing with DIALS, it is usual to first refine a ‘static’ model for 
the whole data set, in which parameters such as the crystal unit cell and orientation 
angles are not allowed to vary across the scan. The global refinement of a data set 
improves the stability of the refinement procedure. However, the geometry of an 
electron diffraction experiment raises particular issues that should be taken into 
account, especially if the data quality is limited by low-resolution diffraction for some 
or all of the scan or poor-quality spot centroids, or if the scan is an especially narrow 
wedge. In this section, we offer some practical advice for DIALS refinement tasks 
with challenging electron diffraction data. 
 
It is more difficult to refine unit-cell parameters using electron diffraction data 
than using X-ray data. This is mainly caused by the weaker signal and the much 
smaller diffraction angles 2𝜃!"# in electron diffraction28. A weak diffraction signal 
implies fewer diffraction spots and lower accuracies in determining their centroids, 
compromising the accuracy of the refinement. The small diffraction angle implies a 
low Ewald sphere curvature and a very high correlation between detector distance and 
a uniform unit-cell scale factor. In the limiting case the relative accuracy of the unit 
cell scales linearly with the relative accuracy of the detector-distance calibration. In 
cases where unit-cell imprecision does not prevent structure solution, the parameters 
can be adjusted during model refinement (Gruene et al., 2018). Automatic options for 
performing this have recently been implemented in REFMAC5 (see §4.2.10). 
 
The high level of correlation between parameters in diffraction geometry 
refinement problems has long been recognized. The method of eigenvalue filtering 
was proposed to allow refinement to proceed in such cases (Reeke, 1984; Bricogne, 
1986b) by automatically selecting only those parameters, or linear combinations of 
parameters, that have the greatest effect at each step of refinement. This was deemed 
to be necessary at the time to refine crystal parameters using data from a single 
oscillation film. Within DIALS, all available data are used for a global refinement. 
This reduces correlations and provides a better determination for parameters when the 
scan range is wide; thus, the default behaviour is to refine the beam, crystal and 
detector parameters simultaneously, which works well for X-ray data. We have seen 
that when limited to a narrow wedge of data recorded with the geometry of the 
electron diffraction experiment, high correlations are again problematic. DIALS 
refinement does not use the eigenvalue-filtering method, but by default uses a 
Levenberg–Marquardt algorithm, which provides an alternative approach for dealing 
                                                
28 As the diffraction angle 𝜃 → 0, arctan (𝜃) ≃ arcsin (𝜃) ≃ 𝜃. Substituting this into Bragg’s law 
(Equation 2) and the geometry of the diffraction (see Figure 2.6 where 𝐷 is the detector distance and 𝑟 
is the distance between the central beam position and a Bragg spot with resolution 𝑑!!") results in a 
linear correlation where 𝐷/𝑟 = 𝑑/𝜆. 
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with near-singular least-squares problems. In practice, we find that this algorithm is 
robust even in the presence of very high parameter correlations. However, experience 
shows that the most challenging problems with electron diffraction geometry may 
need many steps before convergence is achieved, where this is defined as a negligible 
further reduction in rmsd’s For this reason, from DIALS v.1.8 the maximum number 
of iterations before refinement terminates has been raised to 100 from 20 for the 
Levenberg–Marquardt algorithm (the limit can always be adjusted by the user via the 
max_iterations parameter). 
 
If a good estimate for the unit cell is available as prior knowledge, this can be 
incorporated into refinement by the use of restraints, tying the unit-cell model to an 
external target. Unit-cell restraints are currently available for static refinement of unit-
cell models but not scan-varying refinement, as they were originally developed for 
XFEL serial crystallography where scan-varying refinement is irrelevant. The unit-
cell parameterization in DIALS is expressed with reciprocal metrical matrix elements 
as parameters (Waterman et al., 2016). However, for ease of use, restraints are 
specified in terms of the real-space cell, as shown by the example given in Appendix 
B1. Each crystal included in refinement can add up to six restraint terms (for the 
triclinic case). Irrelevant restraints for unit-cell parameters that are already 
constrained by lattice symmetry are automatically excluded. Every restraint term adds 
a pseudo-observation to refinement. Taking the unit-cell parameter a as an example, 
the pseudo-observation term Ra consists of the squared residual between this 
parameter and its target value a with a weighting factor. In common with the real 
observations, the first derivatives of the pseudo-observations with respect to the 
refinable parameters (here arbitrarily denoted p) are also required for refinement by 
nonlinear least-squares methods: 
 𝑅! = 𝑎 − 𝑎! !𝑎!!  (20) 
 
 
𝜕𝑅!𝜕 = 2𝜕𝑎𝜕𝑝 𝑎 − 𝑎! !𝑎!!  (21) 
 
In principle, statistical weighting could be achieved by setting the weights 
equal to the inverse variance of the target unit-cell parameter values. However, 
numerical uncertainties from refinement are known to be underestimated (Dauter & 
Wlodawer, 2015). For X-ray diffraction refinement we usually try values between σ ≈ 
0.001 for qualitatively ‘strong’ restraints and σ ≈ 0.1 for ‘weak’ restraints, 
monitoring the effect on the refined rmsd’s. In the electron diffraction case setting 
even very weak restraints to a target cell can avoid issues with the unit cell and 
detector distance drifting when these are refined simultaneously. Nevertheless, the 
high correlation between these parameters means that the problem of distinguishing 
between cell volume and detector distance remains salient, and indeed the unit cell 
can be driven towards a target cell of incorrect volume with a minimal increase in 
refined rmsd’s if the detector distance is also refined. It is generally advisable to 
accurately calibrate the effective detector distance prior to ED data collection and 
then to fix this during data processing. Other parameters that it may be prudent to fix 
include the detector τ2 and τ3 values, which describe rotations around axes in the 
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plane of the detector, similar to MOSFLM's TILT and TWIST. Joint refinement of 
these parameters along with the beam direction and detector translations within the 
detector plane can be unstable. 
 
For six of the example data sets, fixing the detector distance, τ2 and τ3 gave 
acceptable results for joint refinement of the beam, crystal and detector in-plane 
translation and rotation parameters. For the more difficult case, data set 6, no 
additional parameters were fixed, but a restraint to the target cell as given in 
Appendix B1 was used. Only 139 reflections were available for refinement in this 
case after outlier rejection. The use of the restraint ensured that the refined cell 
remained reasonable. In particular, without the restraint the long axis dimension 
drifted to above 108 Å. Including the restraint increased the rmsd’s in X and Y by less 
than 0.07 and 0.14 pixels, respectively, and had a negligible effect on the rmsd in the 
rotation angle, demonstrating a case in which this feature can be used to guide 
refinement without resulting in a model that stands in dispute with the centroid data. 
 
 
4.2.7  Scan-varying refinement of crystal and beam parameters 
In a typical use of DIALS, the global static model for a data set is used as a starting 
point for scan-varying refinement. As originally implemented (Waterman et al., 
2016), this was intended to capture changes to the crystal unit-cell and orientation 
parameters during data collection. These parameters were allowed to vary in a smooth 
manner by evenly distributing sample points across the scan and interpolating values 
at any one position using a Gaussian smoother. The beam and detector parameters 
could be jointly refined to global, static values alongside the scan-varying crystal. 
 
The analysis of electron diffraction images raises a new issue in that 
instrument stability during the course of data collection cannot be simply assumed, as 
it is for MX data. In some cases, there is significant drift of the beam centre during 
data collection caused by instability of the alignment or charging effects. Previous 
methods to handle this involve procedures to identify the shift for each image and 
write out corrected images in which the beam centre remains constant, effectively 
describing the drift in terms of shifts of the detector (Wan et al., 2013; Nederlof, van 
Genderen et al., 2013; Hattne et al., 2015). The procedures differ in the way that the 
beam centre is determined for each image. In the simplest case, the high scattering 
cross-section for electrons allows, for some instrumentation, the direct beam to be 
recorded simultaneously with diffraction spots, avoiding the need for a beam stop. 
When images are not corrected, software such as MOSFLM or XDS can be set to 
independently refine the beam centre for each image or within small blocks of 
images. The focus on global refinement in DIALS means that an alternative approach 
was sought. Beam drift in electron diffraction experiments, at least those collected by 
a continuous rotation protocol, appears to occur gradually. Therefore, it seems 
reasonable to assume that a smoothly varying model for the beam-direction vector 
would suffice to represent this effect. For small magnitudes of the total drift, the 
difference between correction by implicit detector shifts and modelling of a drifting 
beam will be negligible. For the purposes of ED data processing, we extended the 
scan-varying refinement methodology from crystal parameters to optionally also 
apply to the beam parameters; this is available from DIALS v.1.9 onwards. 
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The difficulties with refinement inherent to electron diffraction geometry are 
exacerbated during scan-varying refinement. Like static refinement, scan-varying 
refinement in DIALS is also global, in that data from the full rotation scan are used in 
a single optimization procedure. However, at any point in the scan the local values for 
the crystal unit cell, angular misset and potentially the beam direction parameters are 
dominated by the data close to that point. Spot centroids at rotation angles further 
from that point have a diminishing effect on the local model, controlled by a Gaussian 
smoother. While this allows the model to express genuine smooth changes, it reduces 
the stability of the refinement procedure. This has been seen in cases where a static 
crystal model allows global refinement of both the detector and crystal parameters to 
reasonable values, but scan-varying refinement of the crystal results in a drift of the 
average unit-cell volume and detector distance. Despite these observations, scan-
varying refinement is still preferable to static refinement of the beam, crystal and 
detector models within local narrow wedges, which suffers even more from high 
parameter correlations. To stabilize a problematic scan-varying refinement task we 
must either restrain or constrain (fix) some parameters of the model. There is no 
automatic determination of a suitable parameterization for refinement in dials.refine. 
Diagnostics (see §4.2.8) may help to understand the details of a particular case and 
guide choices; however, ultimately the user must inspect the resulting models for 
reasonable geometry as well as the final rmsd values. 
 
We performed scan-varying refinement prior to integration for the seven 
example data sets. A variety of protocols was tested, and the best was chosen for each 
data set according to merging statistics after scaling of that data set in isolation by 
AIMLESS (Evans & Murshudov, 2013). In each case, we fixed all detector parameters 
so that the detector maintained the geometry from the static refinement step. For data 
set 1 a significant drift of the beam centre was observed. We enabled scan-varying 
refinement of both beam direction angles µ1 and µ2 in the nomenclature of Waterman 
et al. 2016 Remarkably, the simplest model consisting of two refineable 
sub-parameters for each angle resulted in the best merged data set, rather than models 
with more subparameters that are smoothed less in order to track higher frequency 
changes to the beam drift. Scan-varying refinement of the beam was tested for each of 
the other data sets. For two cases, data set 4 and data set 5, merging statistics favoured 
static refinement of the beam direction. In the other cases, the simple two-
subparameter model for each beam angle was used. For each data set, the three crystal 
orientation ‘misset’ angles were refined in a scan-varying manner, using default 
smoother parameters. A scan-varying unit cell was refined for each case, except for 
data sets 3, 4 and 6, for which refining a global, static cell stabilized refinement and 
produced better merging statistics. Further details of the diffraction geometry 
modelling for each data set are given in Table 4.1. 
 
 
4.2.8  Diagnostics for problematic diffraction geometry refinement  
§4.2.6 and §4.2.7 describe parameters that need to be adjusted in difficult cases. To 
date, even electron diffraction data sets from standard proteins may be found to be 
difficult (Clabbers et al., 2017; Hattne et al., 2015). At this early development stage, 
diagnostic tools are important for fine-tuning parameters. The program dials.refine 
provides some facilities for investigating the main issue that we have identified, 
namely the high level of correlation between the effects of different parameters on the 
model. This information is contained within the Jacobian matrix built up as part of 
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each step taken by the nonlinear least-squares optimization algorithm. In this section, 
we present two diagnostics based on analysis of the Jacobian matrix and pick out the 
salient differences that occur simply as a feature of the refinement of geometry at the 
very short wavelength typical for electron diffraction. 
 
Each step of the nonlinear least-squares problem is expressed as a linearized 
subproblem of the form: 
 𝑱∆𝒑 = ∆𝒓 (22) 
By convention, the three-dimensional observations are split so that Δr, the 
vector of residuals, contains first the (X − Xo) components, followed by the (Y − Yo) 
components and finally the (φ − φo) values. J, the Jacobian matrix of first partial 
derivatives of the residuals with respect to each parameter of the problem, is thus 
similarly formed in blocks, with the upper third of the matrix corresponding to 
∂X/∂p values, the second to ∂Y/∂p and the lower third to ∂φ/∂p. The vector Δp is the 
parameter shift vector to be determined for the step. 
 
The first diagnostic consists of graphical ‘corrgrams’, which are a way of 
rapidly assessing correlations between the parameters of refinement in a visual 
manner. The data represented by a corrgram consist of the matrix of pairwise 
correlation values calculated between columns of the Jacobian. Since its introduction, 
described in (Waterman et al., 2016), this diagnostic has been improved. Rather than 
calculating a single corrgram using correlation between each full column of the 
Jacobian, the three-dimensional nature of the centroid data is respected and three 
corrgrams are produced: one for each of the blocks of the Jacobian, corresponding to 
the dimensions X, Y and φ. These separate figures are more appropriate for assessing 
the levels of correlations between parameters implied by the data, whereas a single 
corrgram can obscure these features. This is because the derivatives of calculated 
centroid positions with respect to some parameter ∂X/∂p, ∂Y/∂p and ∂φ/∂p come from 
different distributions and thus should not be combined in a meaningful calculation of 
correlation. 
 
While the corrgram diagnostic qualitatively identifies which parameters are 
the least distinguishable from each other, it might still not give a clear indication of 
which refinement cases will actually cause problems. Certain correlations are high 
anyway even in unproblematic cases. For this reason we also investigated an 
alternative, quantitative, diagnostic with a simpler interpretation, namely the 
condition number of the Jacobian matrix J. This provides a measure of how well 
posed the subproblem given by (22) is, but does not pick out which parameters are 
culpable. A condition number κ(J) of infinity means that J is singular, while a finite 
value of κ(J) gives a bound on the accuracy of the solution to Equation 22. 
 
The Jacobian used to calculate both the corrgram and the condition-number 
diagnostics does not include any additional blocks related to pseudo-observations that 
may be used as restraints in refinement. For this reason, it should be noted that the 
diagnostics give information about the underlying degeneracy of parameters 
determined only by the geometry of the problem, not including the effects of 
modifications to the problem that may have been introduced to improve the 
robustness of the procedure. Similarly, the diagnostics inform us directly about 
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properties of the normal equations of the Gauss–Newton problem implied by 
Equation 22 rather than the modified normal equations of the Levenberg–Marquardt 
algorithm that is typically in fact used to find the solution. This ensures that these 
diagnostics can be used to warn us of problems with the setup of the diffraction 
geometry refinement itself, without conflation with factors relating to implementation 
details of the algorithm used to perform the optimization. 
 
To investigate the difficulties faced with refinement problems that are solely a 
result of the electron diffraction geometry, we elected to perform refinement against 
simulated data. In this way, we could compare two refinement procedures using an 
identical crystal model, beam direction and rotation axis, while altering the 
wavelength and detector distance to match typical values for electron diffraction in 
one case and X-ray diffraction in the other. Details of how the simulated data were 
constructed are presented in the Supporting Information. Refinement was performed 
for the same sets of reflections with both versions of the geometry, using default 
settings in dials.refine. In each case 13 parameters were refined in total: six to 
describe the detector position and orientation, one beam orientation angle, three 
crystal orientation angles and three reciprocal metrical matrix elements for the unit 
cell. For the final step of refinement prior to termination at rmsd convergence, 
corrgrams were produced and the condition number calculated for comparisons. 
 
The complete two sets of three corrgrams (see Appendix B2) The pattern of 
high correlations between parameters that affect the predicted reflection positions (X, 
Y) on the detector plane are similar in the cases of electron and X-ray diffraction 
geometries. However, in general, the absolute values of correlations are higher for the 
electron diffraction geometry. The most striking difference between the two cases is 
shown on the corrgram for the parameters that affect the predicted rotation angle φc. 
None of the detector parameters affect φc, so only the beam and crystal parameters are 
of interest. The relevant subset of the corrgram is reproduced in Figure 4.4. This 
figure shows that absolute correlations between certain parameters are high in either 
case, but that the electron diffraction geometry shows increased absolute correlations 
between φ3, the crystal orientation around the Z axis, and other parameters. In general, 
absolute correlations are smallest between the parameter g*11, here corresponding to 
the short axis of the cell, and other parameters for either version of the geometry. For 
this data set, the short cell axis was aligned closest to the rotation axis. As a result, 
this dimension is relatively well determined by centroid data from images throughout 
the data set. However, even for this parameter the electron diffraction geometry 
produces larger absolute correlations with other parameters, except one, g∗33, which 
parameterizes the long axis of the cell. Detailed interpretation of these plots is 
difficult and requires complete knowledge of the definitions of each of the 
parameters, including the directions about which they are defined and the order in 
which they act to compose the final model. Broadly, however, we can immediately 
see a pattern of greater magnitude correlations for the electron diffraction case and 
would expect a correspondingly more challenging refinement problem. 
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Figure 4.4 Geometry refinement against simulated data was performed assuming either typical 
electron diffraction geometry or X-ray diffraction geometry, as described in the text (see also Appendix 
B2). Corrgrams were produced for the final step of refinement to provide immediate visual feedback 
regarding correlations between the effects of refined parameters on the model. The colours and areas of 
the circles are related tot the values of the correlation coefficient, with large blue circles indicating 
strong correlation and large red circles indicating strong anticorrelation. This plot shows the correlation 
between the effects of different parameters on the angular residuals (φ – φ0), with the refined detector 
parameters excluded from the plots as they have no effect on the φ residuals. Here parameter label µ2 
defines the beam orientation angle, 𝜑! define the crystal orientation angles along x, y, and z, and 𝑔!,!∗  
describes the crystal unit cell by reciprocal vectors 𝑎∗, 𝑏∗ and 𝑐∗ (Waterman et al., 2016). The upper 
panel shows the corrgram for the electron diffraction geometry and the lower panel shows the 
equivalent corrgram for the X-ray diffraction geometry.  
 
 
The second diagnostic provides a measure to quantify this effect. The 
condition number at the final step of refinement for the electron diffraction 
geometry κ(JED) ≈ 8×105, while for the X-ray diffraction geometry κ(JMX) ≈ 2×103. 
This clearly indicates that the electron diffraction geometry presents a considerably 
less well posed problem for refinement. With the simulated data we jointly refined 13 
parameters simultaneously; however, for the processing of the seven real example 
data sets we fixed the detector distance, τ2 and τ3 parameters to stabilize refinement 
and avoid the cell volume drifting away from reasonable values. The condition 
number quantifies this stabilization. When the same parameters are fixed 
during refinement of the electron diffraction geometry against simulated data this 
reduces to κ(JED) ≈ 8×103, a two order-of-magnitude improvement of the problem 
condition. 
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The diagnostics presented here can help to design protocols for successful 
diffraction geometry modelling in difficult cases. However, there is much variation 
between data sets, and not yet enough experience to allow generalization or 
automated selection of an optimal protocol. For the example data sets, the best 
procedure we found was to rely on careful, independent calibration of distance and fix 
that during refinement. Other parameters were additionally fixed for individual cases. 
Small errors in the cell can be tolerated for the purposes of integration and improved 
later at the stage of model refinement. 
 
 
4.2.9  Integration and data reduction 
Following global modelling of an experiment using dials.refine, data are integrated 
with dials.integrate. No special options are required for integrating electron 
diffraction data. For the examples we specified options only to run multiple processes 
in parallel and to specify resolution limits within which all spots will be predicted for 
integration. The integrated data sets were then exported to MTZ format using 
dials.export and combined by POINTLESS (Evans, 2006) for scaling and merging 
together with AIMLESS (Evans & Murshudov, 2013). This procedure included a 
reindexing step to convert the orthorhombic cell used for integration, with a < b < c, 
to the conventional space group P21212. Merging statistics are summarized in Table 
4.2, while Appendix B3 summarizes statistics for data sets scaled individually. 
 
 
4.2.10  Structure solution and refinement 
The structure was determined as described in Clabbers et al. 2017 with the exception 
of using the intensities for molecular replacement in PHASER (McCoy et al., 2007; 
Read & McCoy, 2016), and with the additional step of refining the lattice in 
REFMAC5 (Murshudov et al., 2011). Lattice refinement allows the unit cell to be 
refined by a single scaling factor independent of the sample-to-detector distance, thus 
removing the ambiguity between detector distance and lattice parameters. The newly 
found unit cell was then used for subsequent structure refinement and validation 
(Murshudov et al., 2011; Joosten et al., 2014; Luebben & Gruene, 2015). 
 
 
4.3 Discussion and conclusions 
 
Electron diffraction from three-dimensional crystals has recently been used to solve 
the structures of macromolecules such as proteins. Previous authors have shown that 
where data are collected using the rotation method, as is standard in X-ray 
crystallography, data-processing software such as MOSFLM and XDS can be 
employed to successfully integrate the Bragg peaks. Here, we show that the DIALS 
package, with appropriate adaptations, is also a viable alternative, even for difficult 
data sets with problematic features such as distortions caused by microscope lens 
systems and drift of the direct beam position. A set of seven example data sets was 
successfully processed using DIALS, and the specific decisions required at each step 
are described in detail. The quality of data integrated with DIALS is very similar to 
what could be achieved with XDS (Table 3.1) (Clabbers et al., 2017).  
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A major focus of the DIALS software is the global modelling of an 
experiment. The experimental geometry is optimized using all available data. Where 
components such as the crystal or the beam are expected to change during the course 
of the experiment, these changes are described using smoothly varying 
parameterizations, avoiding discontinuities in the model and stabilizing 
the refinement procedure. Other aspects of interest in global experiment modelling 
include unit-cell restraints and refinement diagnostics, which enable an exploration of 
the effects of different parameterizations on refinement stability. A demonstration 
using simulated data shows that problematic refinement is caused to a significant 
level simply by the short wavelength and large effective detector distance of electron 
diffraction experiments, even before additional factors such as instrumental 
instabilities are considered. 
 
Besides errors occurring from instrumentation, there are additional issues 
specific to electron crystallography that will need to be addressed. The measured 
kinematic signal in ED is obscured by inelastic, dynamic and mixed multiple 
scattering events (Dorset, 1995; Zou et al., 2011; Clabbers & Abrahams, 2018). Zero-
loss energy filtering is an instrumental solution to this problem that can filter out most 
of the inelastically scattered electrons, reducing the diffuse background and 
sharpening Bragg peaks (Yonekura et al., 2002). This should improve the accuracy of 
the intensity estimations from the recorded three-dimensional spot profiles. However, 
it is not possible to discriminate between kinematic and dynamic scattering 
energetically. On average, dynamic scattering increases the intensity of weak spots, 
which become stronger, and the stronger spots become weaker (Weirich et al., 2000). 
This directly affects the measured intensities, which form the basis for any further 
structure determination. These adverse effects are currently not taken into account 
during data integration. 
 
Electron diffraction of macromolecular crystals is still developing and is 
confronting crystallographers with new and sometimes unexpected problems. The 
extensive diagnostics offered by DIALS, in terms of corrgrams and its user-friendly, 
interactive tools for visual inspection of data and parameters, should help in 
identifying and solving the new challenges specific to optimally integrating electron 
diffraction data. The toolkit design philosophy of the software, including an 
extensible image-format reading system and permissive open-source licensing, lowers 
the barrier to entry for use and future development by scientists interested in this 
technique. 
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Table 4.1 Details relevant to the modelling of diffraction geometry are collated here for the seven 
example datasets. 
 1 2 3 4 5 6 7 
Detector distance [mm] 1890 2055 2055 2055 2055 2055 2055 
Distortion correction No Yes Yes Yes Yes Yes Yes 
No. of images 503 263 587 419 422 421 421 
Image width [°] 0.076 0.1615 0.0344 0.0481 0.0481 0.0481 0.0481 
No. of indexed spots 1624 1239 218 598 634 174 211 
Condition no. κ(J)
29
 1.1x10
4 9.2x103 2.0x104 2.7x104 2.8x104 1.1x104 2.3x104 
Static cell
30
 [Å] 
   a 31.967(7) 31.217(4) 31.56(5) 32.36(2) 31.841(11) 31.70(15) 31.63(2) 
   b 69.41(3) 68.59(2) 65.0(2) 67.25(6) 65.81(3) 65.6(4) 69.08(5) 
   c 104.62(3) 104.88(2) 106.4(3) 105.71(7) 103.2(3) 106.7(6) 104.07(4) 
Average varying cell [Å] 
   a 32.0 32.2 31.5 - 31.8 - 31.7 
   b 68.3 68.5 67.1 - 64.7 - 68.8 
   c 105.1 104.9 104.2 - 103.5 - 104.1 
Beam centre 
   Panel ID 2 
 
0 0 0 0 0 0 
   X [pixels] 485.4-
487.7 
420.4-
420.9 
400.5-
400.6 
428.0 406.3 405.5-
406.0 
399.1-
399.2 
   Y [pixels] 1.7-2.5 478.8-
478.9 
475.1-
477.0 
478.3 479.0 480.0-
480.6 
490.9-
491.6 
Final rmsd 
   X [pixels] 0.93 0.42 0.94 0.67 0.53 0.65 0.51 
   Y [pixels] 0.83 0.59 0.95 0.85 0.66 0.58 0.63 
   Z [°] 0.06 0.08 0.09 0.11 0.04 0.48 0.04 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                
29 The condition number diagnostic is shown for the final step of static refinement. 
30 Errors as reported by dials.refine refer to precision estimated by the least-squares refinement 
procedure and are not indicative of the accuracy of the unit cell. The unit cell for data set 6 was refined 
with a restraint to an external target. 
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Table 4.2 Data processing and refinement statistics for seven merged datasets. 
Data processing 
Space group P21212 
Unit cell parameters  
   a, b, c [Å] 104.57, 67.62, 31.87 
   α, β, γ [°] 90.00, 90.00, 90.00 
Resolution [Å]31 56.78-2.10 (2.16-2.10) 
Rmerge  0.313 (0.460) 
Rmeas 0.356 (0.574) 
Rp.i.m. 0.160 (0.337) 
No. of observations 31650 (1504) 
Completeness [%] 59.2 (51.5) 
Multiplicity 3.9 (2.7) 
I/σI 3.0 (1.9) 
CC1/2 [%] 90.9 (62.6)  
Refinement 
Space group P21212 
Unit cell parameters32  
   a, b, c [Å] 104.45, 67.54, 31.84 
   α, β, γ [°] 90.00, 90.00, 90.00 
Resolution [Å] 56.72-2.10 
No. of reflections 8143 
R1 [%]33 25.2 
Rcomplete  [%]
34 29.2 
<B> [Å2] 18.3 
RmsZ bond lengths 0.48 
RmsZ bond angles 0.72 
Ramachandran   
   Favoured, allowed, outliers [%] 97.6, 2.0, 0.4 
 
 
 
 
 
 
 
 
 
 
                                                
31 Individual data sets 1-7 were truncated at CC1/2 ≥ 50% and I/σI ≥ 1.0 (Diederichs & Karplus, 2013); 
the merged data set was limited to 2.1Å resolution based on the model refinement results. For 
processing statistics of individual dataset see Appendix B3. 
32 Unit cell dimensions after lattice parameter refinement in REFMAC5 (Murshudov et al., 2011). 
33 𝑅1 =  𝐹! ℎ𝑘𝑙 − 𝐹! ℎ𝑘𝑙!!" 𝐹! ℎ𝑘𝑙!!! , where the sum includes all data 
34 Rcomplete is a robust validation method, especially in cases where the data completeness is limited, 
making use of all reflections (Brunger, 1997), and Rwork is thus equivalent to R1. Rcomplete was 
calculated with a 0.2% test size as described in Luebben & Gruene (2015) and §3.2.4. 
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CHAPTER 5 
 
 
 
Experimental and computational reduction of dynamical 
electron scattering allows visualising hydrogen atoms 
 
 
 
Compared to X-rays, electron diffraction faces a crucial challenge: dynamical electron 
scattering compromises structure solution and its effects can only be modelled in specific 
cases. Dynamical scattering can be reduced experimentally by decreasing crystal size – but 
not without a penalty, as it also reduces the overall diffracted intensity. Here we show that 
nanometre-sized crystals from organic pharmaceuticals allow positional refinement of the 
hydrogen atoms, even whilst ignoring the effects of dynamical scattering during refinement. 
To boost the very weak diffraction data, we employed a highly sensitive hybrid pixel detector. 
We also introduce a general likelihood-based computational approach for further reducing the 
adverse effects of dynamic scattering, which significantly improved model accuracy – even 
for protein crystal data at substantially lower resolution. 
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5.1 Introduction 
 
Electron crystallography allows solving structures of beam-sensitive macromolecules 
and organic compounds using sub-micron sized three-dimensional crystals. The 
minute sample volumes used in electron diffraction are limiting the maximum 
radiation dose and the diffracted intensity (Henderson, 1995). Electrons interact with 
matter so strongly, that the majority of 300 keV electrons will have scattered either 
elastically or inelastically after having passed through only 50 nm of organic matter 
(Clabbers & Abrahams, 2018). Because this was considered to prevent successful 
analysis of three-dimensional protein crystals, macromolecular electron 
crystallography was limited until recently to two-dimensional crystals (Henderson & 
Unwin, 1975; Gonen et al., 2005). Chemical electron crystallography using inorganic 
and organic crystals developed independently from protein crystallography (Cowley, 
1953a,b; Vainshtein, 1964; Dorset, 1995; Kolb et al., 2007; Mugnaioli et al., 2009; 
Zhang et al., 2010; Zou et al., 2011). Recently, the rotation method that has been the 
standard for decades in X-ray protein crystallography (Arndt & Wonacott, 1977; 
Dauter, 1999), was adapted to electron crystallography for determining the structure 
of beam-sensitive macromolecules (Nederlof, van Genderen et al., 2013; Nannenga, 
Shi, Leslie et al., 2014; Nannenga, Shi, Hattne et al., 2014; Yonekura et al., 2015; 
Clabbers et al., 2017), organics and inorganics (Gemmi et al., 2015; van Genderen, 
Clabbers et al., 2016; Gruene et al., 2018).  
 
Analogous to similar developments in X-ray crystallography and single-
particle cryo-EM (Broennimann et al., 2006; Kuehlbrandt, 2014; McMullan et al., 
2016), the introduction of new camera technologies, such as the advent of hybrid 
pixel detectors, were of vital importance for the development of electron diffraction of 
beam-sensitive crystals, as they offer high sensitivity, fast read-out and reduced 
background (van Genderen, Clabbers et al., 2016; Tinti et al., 2018). Electron 
diffraction data integration is feasible with existing X-ray crystallography packages, 
including profile fitting and scaling (Leslie, 1999; Kabsch, 2010b; Winter et al., 
2018),  and require only minor adaptations (Clabbers et al., 2018). The introduction of 
electron counting detectors required a Poisson error model and background estimation 
optimised for weak data with low-background, which were implemented for 
integrating very weak, few photon X-ray diffraction data as measured by hybrid pixel 
detectors (Kabsch, 2010b; Parkhurst et al., 2016).      
 
In general, crystallographic structure determination assumes single, 
kinematical scattering. Given the strong interaction of electrons with matter, multiple 
elastic or dynamical scattering is a major concern in electron crystallography, as it 
changes the observed structure factor amplitudes (Cowley & Moodie, 1957; Glaeser 
& Downing, 1993; Dorset, 1995; Weirich et al., 2000). Dynamical scattering cannot 
be removed by zero-loss energy filtering, and coincides with at the kinematic Bragg 
scattering angles. On average, dynamical scattering increases the intensity of weaker 
reflections, whereas the strong reflections become less intense. Typically, dynamical 
scattering out of intense Bragg reflections into the weaker ones predominantly affects 
adjacent reflections when low resolution terms dominate (Weirich et al., 2000).  Thus, 
it depends on the diffraction geometry and can therefore be reduced by averaging 
corresponding intensities obtained from multiple crystal orientations. This explains 
why precessing or tilting the electron beam and/or rotating the crystal in a random 
 81 
orientation, combined with averaging symmetry related reflections, reduces the 
effects of dynamical scattering (e.g. Vincent & Midgley, 1994).  
 
Crystal size is an important factor affecting dynamical scattering as the 
probability of multiple scattering events increases with sample thickness 
(Subramanian et al., 2015; Clabbers & Abrahams, 2018). A small crystal size, 
combined with data acquisition using the rotation (or precession) method reduces 
dynamical scattering. This approach allows full integration of the Bragg reflections 
resulting in a better estimate of the kinematic scattering intensity (Arndt & Wonacott, 
1977; Dauter, 1999; Vincent & Midgley, 1994). It benefits from an electron counting 
quantum area detector with a high dynamic range to optimize the weak diffraction 
signal. Dynamical refinement of electron diffraction data is an effective, independent 
approach for dealing with dynamical diffraction (Jansen et al., 1998; Palatinus, 
Petříček et al., 2015; Palatinus, Corrêa et al., 2015; Palatinus et al., 2017). It requires 
knowledge of the atomic crystal structure, the crystal shape or thickness, and the 
three-dimensional orientation of the crystal for each unmerged reflection. Because it 
models the electron wave function travelling through the entire crystal, dynamical 
refinement is computationally demanding and has so far only been implemented for 
relatively straightforward cases with small unit cells.  
 
A potential benefit of electron diffraction is the improved contrast of hydrogen 
atoms. For the lighter elements (up to about sulphur) the atomic scattering cross 
sections are approximately proportional to 𝑍!! , instead of 𝑍! as for X-ray diffraction 
(Egerton, 2011). The increased contrast of light atoms relative to heavier ones implies 
a larger contribution from the H-atoms to the overall signal (Cowley, 1953a,b; 
Vainshtein, 1964; Dorset, 1995; Clabbers & Abrahams, 2018). Localising hydrogen 
atoms can be notoriously difficult in X-ray crystallography, even with high-resolution 
data. However, recently hydrogen positions in organic and inorganic samples could be 
refined by reducing the effects of dynamical scattering by precession electron 
diffraction combined with dynamical refinement (Palatinus et al., 2017).  
 
Here, we present electron diffraction data of three-dimensional nanocrystals of 
two pharmaceutical organic compounds, recorded at cryogenic temperature using the 
rotation method and a Timepix hybrid pixel detector.  The small size of the crystals 
reduced dynamical scattering, whilst the highly sensitive hybrid pixel detector 
boosted the weak diffraction signal. This combination allowed localising the positions 
of individual hydrogen atoms already at a very early stage of the refinement, and 
allowed unconstrained refinement of the hydrogen atoms, without any modelling of 
dynamical scattering. Furthermore, we introduced a likelihood-based approach for 
correcting dynamical scattering that down-weights overestimated reflection intensities 
as function of intensity and resolution in an approach similar to Wiener filtering. 
These corrections significantly improved the quality of the data and the model 
accuracy, and even work for protein crystal data with a substantially lower resolution. 
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5.2 Methods 
 
5.2.1 Data acquisition 
Diffraction data were acquired of two pharmaceutical organic compounds 35 
(Appendix C1), kindly provided by Novartis, corresponding to CCDC entries 
IRELOH (C16O5H18) (Dai et al., 2010) and EPICZA (C18O6N2S2H16) (Deffieux et al., 
1977) in the Cambridge Structural Database (CSD). Data were acquired by 
continuous rotation at cryogenic temperature with a ~2.0 µm diameter parallel beam 
using a FEI Polara TEM, operated at 200 kV and equipped with a 512×512 pixel 
Timepix hybrid pixel detector (van Genderen, Clabbers et al., 2016; Gruene et al., 
2018). The effective detector distance was determined with an aluminium powder 
standard (Ted Pella).  
 
 
5.2.2  Data processing 
The raw data recorded from the detector were corrected for the pixel offsets between 
individual chips and converted to CBF format as described36 (Gruene et al., 2018). 
Data were integrated and scaled using XDS (Kabsch, 2010b). The Laue group was 
constrained to mmm. Multiple crystal datasets were merged, scaled, and converted to 
SHELX format within XDS (Kabsch, 2010b). Data were truncated where there was 
still significant correlation at approximately I/σI ≥ 1.0 and CC1/2 ≥ 50% (Karplus & 
Diederichs, 2012; Diederichs & Karplus, 2013). 
 
 
5.2.3  Structure determination 
 
5.2.3.1 Structure solution and model refinement 
Structures of both organic compounds were solved using SHELXT with default 
settings (Sheldrick, 2015b). The models were refined using SHELXL (Sheldrick, 
2015a), and built in SHELXLE (Hübschle et al., 2011). Hydrogen atoms were placed 
automatically when possible using HFIX. For anisotropic refinement against 
incomplete data, mild restraints were applied in SHELXL to ensure similarity (RIGU) 
(Thorn et al., 2012) and positivity (XNPD 0.001) of the atomic displacement 
parameters. Electron atomic scattering factors were fitted to the nine Cromer-Mann 
coefficients as used by SHELXL (Appendix C6) (Peng, 1999; Gruene et al., 2018). 
 
 
5.2.3.2 Lattice parameter refinement 
In electron diffraction, the unit cell dimensions and sample to detector distance are 
highly correlated because of the short electron wavelength. Therefore, both cannot be 
refined reliably at the same time from the diffraction data alone. However, the lattice 
can also be refined independently from the detector distance by minimising the 
deviation from ideal model geometry (Gruene et al., 2018). Geometrical restraints on 
bond lengths (DFIX) and bond angles (DANG) for IRELOH and EPICZA were 
generated using the GRADE server37 (Appendix C5). The unit cell parameters were 
then refined against the idealised interatomic distances using SHELXL and the 
                                                
35 Experimental data are available online at https://doi.org/10.5281/zenodo.1407682 
36 https://strucbio.biologie.uni-konstanz.de/xdswiki/index.php/Timepix2cbf 
37 http://grade.globalphasing.org/cgi-bin/grade/server.cgi  
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program CellOpt38. The geometrical restraints were only used for lattice refinement. 
After the geometrical restraints were removed from the instruction file, the model was 
refined in SHELXL against the new unit cell parameters.  
 
 
5.2.3.3 Refining hydrogen positions 
To illustrate the quality of the data and the stability of the hydrogen positions, we 
refined their positions by subsequently removing the constraints on the hydrogen 
atoms (AFIX), which are normally refined using the riding-model in SHELX. The 
hydrogen positions were then refined isotropically in SHELXL until convergence.  
 
 
5.2.3.4 Validation 
The models were validated using Rcomplete (Luebben & Gruene, 2015), as a more 
robust alterative to Rfree (Brunger, 1997). Since all reflections are used to calculate 
Rcomplete, the model can be refined against all data; hence Rwork is equal to R1. The 
Rcomplete was calculated with at test set size of 0.2%, running 10 refinement cycles for 
each run, using the R_complete graphical user interface39. 
 
To compare the quality of the model geometry, we calculated the rmsd of the 
electron diffraction structure bond lengths from the reference X-ray models (Deffieux 
et al., 1977; Dai et al., 2010). We assessed the stability of the refined hydrogen atoms 
by calculating the rmsd of the hydrogen bond lengths (X-H) compared to the idealised 
hydrogen bond length tables generated by SHELXL using the NEUT command 
(Sheldrick, 2015a). Using NEUT will list the inter-nuclei distances as neutron 
scattering occurs on the nuclei, and since idealised hydrogen bond lengths determined 
by X-ray diffraction are generally too short, it is therefore appropriate to use the more 
accurate X-H distances for neutron diffraction as described previously (Gruene, Hahn 
et al., 2014). 
 
 
5.2.4  Dynamical scattering corrections 
 
5.2.4.1 Dynamical scattering increases intensity of weaker reflections 
We previously observed an overestimation of the weaker reflection intensities in our 
electron diffraction data (van Genderen et al., 2016; Clabbers et al., 2017). We 
confirmed that this was also the case for the two organic samples presented here by 
plotting of the observed structure factor amplitudes 𝐹!  against the structure factor 
amplitudes calculated from the model 𝐹!  (Fig. 3, 4). On average, dynamical 
scattering increases the intensity of weaker reflections at the expense of the strong 
reflections, so we can expect the observed structure factor amplitudes 𝐹!  to be 
overestimated for the weaker reflections (Dorset, 1995; Weirich et al., 2000; 
Subramanian et al., 2015; Clabbers & Abrahams, 2018).  Assuming that we have a 
complex-valued dynamical scattering component 𝐹! , which is uncorrelated to the 
kinematical structure factor 𝐹(𝒉), we can describe the expected value of 𝐹!  using 
a hyperbolic function defined as:  
 
                                                
38 https://github.com/JLuebben/CellOpt  
39 https://github.com/JLuebben/R_complete 
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 𝐹! =  |𝐹!|! + 𝐹! ! (23) 
 
Using least squares fitting, we can derive the expected dynamical error term 𝐹! !  over all observations, where the plot 𝐹!  vs. 𝐹! , intercepts the y-axis at 𝐹!  (Fig. 5.3, 5.4).  
 
We determined 𝐹! !  as a function of resolution by dividing the data in 10 
equally sized resolution bins (in terms of number of reflections), and within each bin 
determined the corresponding, resolution dependent dynamical scattering error 𝐹!,!"# !  using least squares fitting. Using the curve fitting tool in MATLAB we 
established the relation between 𝐹!,!"# !  and the resolution 𝑑 (Fig. 5.3C, 5.4C), 
resulting in the continuous function 𝐹! 𝑑 ! . 
 
In the absence of dynamical scattering (when 𝐹! 𝑑 ! = 0), the measured 
and calculated structure factors should be linearly correlated. Thus, as a function of 
resolution 𝑑, we can infer the scale 𝜖! 𝑑  by which an expected observed intensity 𝐹! 𝒉 ! is increased due to dynamical scattering, as a function of (i) the resolution 𝑑, (ii) the strength of the dynamic effect 𝐹! 𝑑 ! , and (iii) the intensity 𝐹! 𝒉 ! 
that would be observed in the absence of errors:  
 
 𝜖! 𝑑 = 𝐹! 𝒉 ! + 𝐹! 𝑑 !𝐹! 𝒉 !  (24) 
 
Thus, 𝜖! 𝑑  is essentially equivalent to a reciprocal generalised Wiener filter40.  
 
 
5.2.4.2 Dynamical scattering corrections for high-resolution data 
Refinement in SHELX uses scaled, observed intensities, which are assumed to be 
kinematic, i.e. 𝐼(ℎ𝑘𝑙) ∝ 𝐹(ℎ𝑘𝑙) ! . Instead of refining against the measured 
intensities, we refined against corrected intensities 𝐹!,!!"" 𝒉 !, according to: 
 
 𝐹!,!"## 𝒉 ! = 𝐹! 𝒉 !𝜖! 𝑑   (25) 
 
These corrections were applied to each reflection, on both the intensities and their 
sigma values, using a single line of Awk commands that also writes the corrected HKL 
file with the standard formatting required for SHELX. The model was refined in 
SHELXL against the corrected data. The positional accuracies of the hydrogen atoms 
were assessed as before by refinement without any constraints on the hydrogen bonds.  
 
 
 
                                                
40 Equation (10) in W.K. Pratt (1972) “Generalized Wiener Filtering Computation Techniques” IEEE 
Trans. On Computers C21, 636-641 
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5.2.4.3 Dynamical scattering corrections for low-resolution protein diffraction data 
In a similar fashion, the likelihood-based corrections for dynamical scattering were 
applied to low-resolution data. Previously, we observed the same apparent 
overestimation of the weaker reflections for hen egg-white lysozyme nanocrystals, 
solved up to a resolution of 2.1Å (5o4x)41 (Clabbers et al., 2017). As protein data are 
generally refined against the amplitudes instead of intensities, we corrected structure 
factors as:  
 
 𝐹!,!"## 𝒉 =  𝐹! 𝒉𝜖! 𝑑   (26) 
 
The resolution dependency of 𝜖! 𝑑  was determined from the dynamical scattering 
errors 𝐹!,!"# !  within 10 equally sized resolution bins (in terms of number of 
reflections). Here a discrete correction was applied for each resolution bin 
independently in the absence of a continuous function to accurately describe the 
observed curve of 𝐹!,!!" !  as function of  resolution 𝑑 (Fig. 5.5B). In all cases, the 
models were refined until convergence.   
 
 
5.3  Results 
 
5.3.1  Structure determination 
 
5.3.1.1. IRELOH 
Diffraction data were acquired of three IRELOH nanocrystals over a combined tilt 
range of 144° using the rotation method (Appendix C2). Merging resulted in 85% 
completeness up to a resolution of 0.82 Å, which allowed phasing by direct methods 
(Table 5.1, Appendix C3). The resulting model after phasing reveals the presence of 
individual hydrogen atoms as indicated by the difference map (Fig. 5.1A).  
 
Automated fixing of the hydrogen atoms can place all but one, indicating the 
quality of the model (Fig. 5.1B). Although there was clear difference potential, 
position H5 was not placed automatically based on the model geometry and had to be 
set manually using AFIX 148, (Fig. 5.1B). The final model after anisotropic 
refinement shows a well-resolved map (Fig. 5.1C) and high-quality model geometry 
(Fig. 5.1E), although the standard crystallographic quality indications are rather poor 
(Table 5.2).  
 
Removing the constraints on the 18 hydrogen atoms allowed refining their 
positions and bond lengths despite increasing the number of free parameters from 196 
to 245, with a total of 156 restraints (Table 5.3). The resulting structural model shows 
a remarkably high consistency of the hydrogen atoms (Fig. 5.1D).  
 
 
 
 
                                                
41 Experimental data are available online at https://doi.org/10.5281/zenodo.1250447 
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5.3.1.2. EPICZA 
Data were acquired of four EPICZA nanocrystals using the rotation method, with a 
total tilt range of 213° (Appendix C2). Merging yielded close to complete data up to a 
resolution of 0.83 Å (Table 5.1, Appendix C3). Although the EPICZA molecule has 
two-fold symmetry, this was not used or imposed for structure solution or refinement. 
Direct methods allowed calculating a map revealing difference potential peaks for 
localising individual hydrogen atoms (Fig. 5.2A).  
 
Most hydrogen atoms could be placed automatically, indicating good data 
quality (Fig. 5.2B). Hydrogen atoms H3, H5, and H5B were placed with the 
coordinates of the corresponding difference peaks observed during refinement with 
respectively AFIX 147, 23 and 147 (Fig. 5.2B).  After anisotropic refinement, the 
final model shows high quality of the map and accurate model geometry (Fig. 5.1C, 
E), but again with relatively poor quality indicators (Table 5.2).  
 
In contrast to the X-ray model, we did not observe any density indicating the 
presence of water molecules. Perhaps this was due to evaporation after inserting the 
sample into the vacuum column. This would also explain the observed shrinkage of 
the unit cell by 90 Å3 compared to the X-ray model. Given the P212121 crystal 
symmetry, this shrinkage corresponds to a cube with sides of 2.83 Å per missing H2O 
molecule, which is very close the volume of one H2O molecule in liquid water, which 
on average occupies a cube with sides of 3 Å. 
 
All 16 hydrogen atom positions and bond lengths were refined by removing 
the constraints, increasing the number of free parameters from 259 to 305, with a total 
of 267 restraints (Table 5.3). Almost all refined hydrogen atom positions are stable, 
but H7 and H10 are unstable and move away too far to have a bonding interaction 
with the non-H atom (Fig. 5.1D).  
 
 
5.3.2  Dynamical scattering corrections  
 
5.3.2.1 IRELOH  
We observed considerable dynamical scattering, leading to a clear overestimation of 
the lower intensities (Fig. 3A, B). The overestimation decreased with increasing 
resolution. We fitted an exponential curve to the data, thus defining 𝐹! 𝑑 !  a 
continuous function of the resolution (Fig. 3C). This allowed likelihood-based 
corrections of the intensities dependent on both intensity and resolution using 
Equation 25.  
 
The likelihood-based corrections for dynamical scattering significantly 
improved the fit of the model to the data, with an R1 of 13.2% and an Rcomplete of 
15.1% (Table 5.2). Furthermore, the gap between R1 and Rcomplete decreases after the 
likelihood-based corrections were applied, indicating reduced bias. Although the 
model geometry of non-H atoms was unaffected (Table 5.2, Appendix C4), the rms 
deviations from the idealised hydrogen bond lengths did improve considerably (Table 
5.3, Appendix C4). The improvement can also be inferred from the structure factor 
plots that show an almost linear correlation when least squares fitting the same 
hyperbolic curve (Fig. 5.3D).  
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5.3.2.2 EPICZA  
Dynamical scattering affected the observed intensities of the structure factors (Fig. 
5.4A,B). Again, the dynamical scattering error 𝐹! 𝑑 !  decreased with the 
resolution, and a linear curve was fitted to the resulting plot (Fig. 5.4C). Using 
Equation 25 we then made likelihood-based corrections of each reflection as function 
of intensity and resolution.  
 
The likelihood-based corrections improved the fit between the model and the 
experimental data, leading to a significant improvement in R1 and Rcomplete (Table 
5.2). The model geometry also improved significantly. The rms deviations of bond 
lengths of the non-H atoms decreased (Table 5.2, Appendix C4), as did the deviations 
from idealised hydrogen bond lengths (Table 5.3, Appendix C4). After applying the 
likelihood-based corrections, the 𝐹!  versus  𝐹!  plot improved and showed linear 
correlation also for the weaker reflections with a much lower value for 𝐹! 𝑑 !  
(Fig. 5.4D). 
 
 
5.3.2.3 Lysozyme 
The effect of dynamical scattering on the intensities was already observed previously 
from protein data at 2.1Å (5o4x)6 (Clabbers et al., 2017). Again, the weaker 
reflections in the 𝐹! versus 𝐹! plot were overestimated (Fig. 5.5A). We plotted the 
dynamical scattering error 𝐹! 𝑑 !  as function of resolution, showing a non-linear 
relation (Fig. 5.5B). We assume this non-linearity resulted from the presence of 
secondary structural elements and solvent contribution (Fig. 5C). We made discrete 
likelihood-based corrections per resolution bin as described in §5.2.4.3. 
 
The likelihood-based correction resulted in a significant improvement of the 
model, as indicated by the reduction of Rcomplete from 29.1% to 26.2%. It also reduced 
model bias, as witnessed by the smaller gap between R1 and Rcomplete. Furthermore, 
the 𝐹! versus 𝐹! plot improves with a lower dynamical error value (Fig. 5.5D). It is 
unclear why the average B-factor increased upon correcting for dynamical scattering. 
However, the model geometry after applying the corrections showed a significant 
improvement, since rms deviations from ideal bond lengths and bond angles dropped 
by about 10% (Table 5.4). 
 
 
5.4 Discussion and conclusions 
 
Electron diffraction allows structure solution even when only small crystals are 
available, and results in increased contrast of hydrogen atoms compared to X-ray 
diffraction. Here, we show that scattering potential at individual hydrogen atom 
positions can be visualised after solving the structure by direct methods, even before 
interactive model improvement (Fig. 5.1, 5.2). The refined coordinates are of 
comparable quality to the respective X-ray structures, indicating that organic 
structures can be solved with electron diffraction at sufficient quality to allow for 
further interpretation, e.g. for drug development by modelling. The positions of the 
individual hydrogen atoms are remarkably stable, allowing unconstrained refinement 
of the hydrogen atoms.  
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Dynamical scattering was reduced experimentally by selecting for minimal 
crystal size, and by collecting rotation data from multiple crystals in random 
orientations. The signal-to-noise ratio (SNR) was further boosted by measuring at 
cryogenic temperatures and using a highly sensitive hybrid pixel detector. Profile 
fitting of weak intensities allowed data to be extracted at or even below the noise level 
(French & Wilson, 1978; Oatley & French, 1982; Kabsch, 2010b).  
 
Acquiring more data to further increase multiplicity will always benefit data 
accuracy. Although it would allow a more accurate estimation of the kinematic 
intensity by averaging out orientation-dependent dynamical deviations, it cannot 
completely eliminate overestimation of weaker reflection intensities. Dynamical 
scattering effects could in principle also be further reduced by increasing the 
acceleration voltage, whilst data quality and structure refinement benefit from 
additional calibrations of the experiment (Gemmi et al., 2015; Yonekura et al., 2015), 
zero-loss energy filtering to remove inelastically scattered electrons (Yonekura et al., 
2002) and modelling of partial charge (Yonekura & Maki-Yonekura, 2016; Yonekura 
et al., 2018). We consider these additional, independent measures to be important, but 
beyond the scope of our paper, as they are enhanced, rather than replaced by the 
methods we discuss here. 
 
Existing methods of structure refinement that compensate for the effects of 
dynamical scattering rely on knowledge of the atomic crystal structure. 
Comprehensive modelling of dynamical scattering by either multi-slice or Bloch 
waves simulations is computationally challenging. Current implementations assume 
perfect crystallinity and small unit cells with a limited number of atoms; increasing 
data multiplicity also increases the computational burden (Jansen et al., 1998; 
Palatinus, Petříček et al., 2015; Palatinus, Corrêa et al., 2015; Palatinus et al., 2017). 
There is currently no implementation for correcting protein data.  
 
Here, we introduced a likelihood-based approach, akin to the Wiener filter, 
that applies a straightforward scaling factor 𝜖! 𝑑  for down-weighting overestimated 
intensities as function of intensity and resolution. It is computationally undemanding, 
has no underlying assumptions concerning crystal quality or – thickness, and is 
sufficiently general to be implemented straightforwardly even for very complex cases. 
It is sufficiently general to even allow corrections of single particle cryo-EM data. We 
show it can substantially improve the fit between the model and experimental data, at 
the expense of only a few extra parameters, reduce bias (as witnessed by a smaller 
difference between R1 and Rcomplete), and has a positive effect on the model geometry 
(Table 5.2). In the absence of a predictive theory for the dependency of 𝐹! on 𝑑, the 
resolution dependency of 𝐹!  needs to be determined heuristically. For plate-like 
crystals or needle-shaped crystals that are rotated about an axis normal to their longest 
dimension, 𝐹! vs. 𝐹! curves should be checked also as a function of rotation angle, as 
higher at higher angles the electron beam travels through the crystal for a longer 
distance. This implies stronger dynamical scattering. In theory, the relationship 
between 𝐹!  and 𝑑 can be derived for each crystal by means of a full dynamical 
simulation. However, in that case it would be preferable to use the simulation results. 
Where dynamical calculations are not possible or practical, we therefore suggest 
determining 𝐹!  as a function of resolution by analysing 𝐹! vs. 𝐹! curves for different 
resolution bins.  
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Like the other approaches, the implementation of our method requires an 
initial model to calculate its structure factor amplitudes. It has frequently been 
observed that the accuracy of structure factor amplitudes is more important for 
refinement than for phasing, so in practice this restriction may not limit the 
application of our and other methods. However, it may be possible to infer the 
required error parameters even in the absence of an initial model, using intensity 
statistics such as the Wilson plot, but a brute force strategy could also be considered, 
since the corrections require only a few parameters. In that case, parameters within a 
reasonable range could be tried, generating corrected data for phasing. In marginal 
cases where dynamical scattering prevents initial phasing, such an approach could be 
helpful. The method could be further improved by implementation at the stage of data 
integration and/or scaling, using the fact that only reflections simultaneously in Bragg 
condition for that particular frame can be affected.     
  
Electron crystallography can produce accurate atomic models that conform to 
expected bonding geometries to a remarkably high degree. Yet, based on the current 
methods of data analysis, these models often do not fit as well to the observed data as 
can be expected from X-ray diffraction data. As the latter result from the diffraction 
of crystals that contain many orders of magnitude more molecules, this observation 
should not be too surprising. Yet, using current methods, X-ray diffraction models fit 
better to the experimental data, compared to models refined against electron 
diffraction data. As X-ray data are obtained from crystals that have many millions 
times more molecules, this observation should not be too surprising. One of those 
components that compromises the fit between model and data is dynamical electron 
scattering. Here we demonstrated that experimental approaches aimed at reducing 
crystal size and computational reduction of the effects of dynamical scattering lead to 
improved refinement statistics and model geometry. As both approaches are 
independent, their combined effects are multiplied, leading to structures with 
improved geometry that are less biased by prior assumptions and fit better to the 
observed diffraction data. 
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Figure 5.1 Structure determination of IRELOH, (a) the model after phasing using direct 
methods in SHELXT, maxima in the difference map are represented by the small colour coded 
icosahedra by SHELXLE where we encircled difference peaks that indicate the positions of 
individual hydrogen atoms, (b) automated placement of the hydrogen atoms by SHELXLE 
confirms the quality of the model's geometry, placing all hydrogen atoms correctly except for 
H5, (c) final model after manual building and anisotropic refinement (RIGU, XNPD 0.001) in 
SHELXL, (d) unconstrained positional refinement of the hydrogen atoms, (e) ORTEP plot 
with the numbering for the non-H atoms of the final model. Figures a-d were made using 
SHELXLE with standard contour levels of 2.7σ for the 𝐹!−𝐹! difference map and 1.2σ for the 𝐹! map. The ADP’s are colour coded black for carbon, red for oxygen, while the hydrogen 
atoms are represented in white. 
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Figure 5.2 Structure determination of EPICZA, (a) the model after phasing using direct 
methods in SHELXT, maxima in the difference map are represented by the small colour coded 
icosahedra by SHELXLE where we encircled difference peaks that indicate the positions of 
individual hydrogen atoms,, (b) automated placement of the hydrogen atoms by SHELXLE 
showing the quality of the model's geometry, placing all hydrogen atoms apart from H3, H5, 
and H5B, (c) final model after building and anisotropic refinement (RIGU, XNPD 0.001) in 
SHELXL, (d) unconstrained positional refinement of the hydrogen atoms where the positions 
of H7 and H10 are unstable and move out of bounds, (e) ORTEP plot with the numbering for 
the non-H atoms of the final model. Figures a-d were made using SHELXLE with standard 
contour levels of 2.7σ for the 𝐹!−𝐹! difference map and 1.2σ for the 𝐹! map. The ADP’s are 
colour coded black for carbon, red for oxygen, blue for nitrogen, yellow for sulphur, while the 
hydrogen atoms are represented in white.  
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Figure 5.3 Likelihood-based corrections for dynamical scattering, (a) 𝐹! versus 𝐹! plot for IRELOH 
where 𝑓 𝐹! =  |𝐹!|! + 𝐹! ! is a hyperbolic function with an expected dynamical scattering error 
term of 𝐹! !  =1.51 as determined by LS fitting, and where 𝑔 𝐹! = 𝐹!  shows a perfect linear 
correlation, (b) zoomed in version on the lower intensity reflections, as marked with a grey box in (a), 
(c) 𝐹!,!"# !  as function of the resolution, where we fitted an exponential curve 𝑓 𝑥 = 𝑎𝑒!" + 𝑐𝑒!" 
with parameters a=3.64, b=0.058, c=-24.67, and d=-2.38,  (d) 𝐹! versus 𝐹! plot after applying the 
likelihood-based corrections shows an improved correlation between 𝐹! and 𝐹! with an error of 𝐹! !  
=0.33. 
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Figure 5.4 Likelihood-based corrections for dynamical scattering, (a) 𝐹! versus 𝐹! plot for EPICZA 
where 𝑓 𝐹! =  |𝐹!|! + 𝐹! ! is a hyperbolic function with an expected dynamical scattering error 
term of 𝐹! !  =2.20 as determined by LS fitting, and where 𝑔 𝐹! = 𝐹!  shows a perfect linear 
correlation, (b) zoomed in version of the same plot on the lower intensity reflections, as marked with a 
grey box in (a), (c) 𝐹!,!"# !  as function of the resolution, where we fitted an linear model 𝑓 𝑥 =𝑎𝑥 + 𝑏 with parameters a=8.61, and b=-6.98, (d) 𝐹! versus 𝐹! plot after applying the likelihood-based 
corrections shows an improved correlation between 𝐹! and 𝐹! with an error of 𝐹! !  =0.43. 
 
 
 
 
 
 
 
 
 
 
 
 94 
 
Figure 5.5 Likelihood-based corrections for dynamical scattering for low-resolution protein data, (a) 𝐹! 
versus 𝐹! plot for hen egg-white lysozyme where 𝑓 𝐹! =  |𝐹!|! + 𝐹! ! is a hyperbolic function 
with an expected dynamical scattering error term of 𝐹! !  =768.13 as determined by LS fitting, and 
where 𝑔 𝐹! = 𝐹!  shows a perfect linear correlation, (b) 𝐹!,!"# !  as function of resolution, (c) 
mean structure factor amplitude 𝐹(ℎ𝑘𝑙)  as function of the resolution, the same resolution bins were 
used as in (b), errors bar indicate the standard deviation, (d) 𝐹! versus 𝐹! plot after applying discrete 
likelihood-based corrections, showing an improved correlation between 𝐹! and 𝐹!  with an error of 𝐹! !  =53.3. 
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Table 5.1 Data merging statistics. 
 IRELOH EPICZA 
Literature42   
Chemical formula C16H18O5 C18H16N2O6S2H2O 
Space group P212121 P212121 
Unit cell dimensions   
   a, b, c [Å] 8.06, 10.00, 17.73 11.11, 12.61, 13.49 
   α, β, γ [°] 90.00, 90.00, 90.00 90.00, 90.00, 90.00 
   
Data integration   
No. of crystals43 3 4 
Space group P212121 P212121 
Unit cell dimensions    
   a, b, c [Å] 8.090(2), 9.940(2), 
17.700(4) 
11.080(2), 12.580(2), 
13.440(3) 
   α, β, γ [°] 90.00, 90.00, 90.00 90.00, 90.00, 90.00 
Resolution [Å]44 17.60-0.82 (0.85-0.82) 12.63-0.83 (0.85-0.83) 
I/σI 6.47 (2.50) 5.93 (1.45) 
CC1/2 [%] 98.2 (46.2) 98.6 (67.7) 
Rmerge [%] 16.6 (50.0) 20.6 (28.6) 
Rmeas [%] 18.5 (61.2) 22.2 (39.8) 
Completeness [%] 84.6 (78.9) 89.6 (36.4) 
Reflections 6096 (352) 12039 (70) 
Unique observations 1332 (135) 1761 (59) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                
42 Reference values of unit cell dimensions for IRELOH were obtained from Dai et al., 2010, and from 
Deffieux et al., 1977 for EPICZA. 
43 See Appendix C2 for the data processing statistics of the individual crystal datasets. 
44  Values in parentheses correspond to the highest resolution shell, data were truncated at 
approximately I/σI ≥ 1.0 and CC1/2 ≥ 50% (Karplus & Diederichs, 2012; Diederichs & Karplus, 2013), 
see also Appendix C3. 
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Table 5.2 Model building and refinement statistics without refining hydrogen atoms. 
 IRELOH EPICZA 
Space group P212121 P212121 
Unit cell dimensions45   
   a, b, c [Å] 8.015(2), 10.015(2), 
17.703(4) 
10.996 (2), 12.452(2), 
13.218(3) 
   α, β, γ [°] 90.00, 90.00, 90.00 90.00, 90.00, 90.00 
Parameters 196  259  
Restraints46 156 267 
Reflections 6096  12039  
Unique  1332  1761  
   
Refinement   
R1 [%]47  16.8 (15.0) 17.2 (15.4) 
Rcomplete [%]
48  19.7 21.0 
wR2 [%] 36.9 39.0  
GooF 1.100 1.109  
Rmsd bond lengths [Å]49 0.022(18) 0.027(19) 
   
Dynamical corrections   
R1 [%]47 13.2 (12.2) 12.7 (11.9) 
Rcomplete [%]
48 15.1 14.3 
wR2 [%] 29.5 29.1 
GooF 0.944 0.879 
Rmsd bond lengths [Å]49 0.022(17) 0.025(13) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                
45 New unit cell dimensions after lattice refinement, see also Appendix C5. 
46 Enhanced rigid bond restraints (RIGU) were applied for refinement in SHELXL (Thorn et al., 2012). 
47 𝑅1 =  𝐹! ℎ𝑘𝑙 − 𝐹! ℎ𝑘𝑙!!" 𝐹! ℎ𝑘𝑙!!"  where the sum is over all reflections, values in 
parenthesis show R1 for reflections 𝐹! > 4𝜎(𝐹!). 
48 Rcomplete was calculated over all reflections with a 0.2% test set size as a robust and unbiased 
validation tool as described (Luebben & Gruene, 2015), since all data are included Rwork is equivalent 
to R1. 
49 Rmsd for all non-hydrogen atoms, calculated against reference values from high-resolution X-ray 
models (Dai et al., 2010; Deffieux et al., 1977), see also Appendix C4. 
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Table 5.3 Model building and refinement statistics after unconstrained refinement of hydrogen atoms. 
 IRELOH EPICZA 
Space group P212121 P212121 
Unit cell dimensions50   
   a, b, c [Å] 8.015(2), 10.015(2), 
17.703(4) 
10.996 (2), 12.452(2), 
13.218(3) 
   α, β, γ [°] 90.00, 90.00, 90.00 90.00, 90.00, 90.00 
Parameters 245 305 
Restraints51 156 267 
Reflections 6096  12039  
Unique  1332  1761  
   
Refinement   
R1 [%]52  15.7 (13.9) 16.6 (14.7) 
Rcomplete [%]
53  19.9 21.5 
wR2 [%] 34.6 37.1 
GooF 1.031 1.051 
Rmsd bond lengths [Å]54 0.024(18) 0.030(20) 
Rmsd H-bond lengths [Å]55 0.180(72) 0.259(80) 
   
Dynamical corrections   
R1 [%]52 12.5 (11.5) 12.2 (11.4) 
Rcomplete [%]
53 15.2 14.5 
wR2 [%] 28.1 28.0 
GooF 0.907 0.851 
Rmsd bond lengths [Å]54 0.022(13) 0.026(13) 
Rmsd H-bond lengths [Å]55 0.073(52) 0.110(56) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                
50 New unit cell dimensions after lattice refinement, see also Appendix C5. 
51 Enhanced rigid bond restraints (RIGU) were applied for refinement in SHELXL (Thorn et al., 2012). 
52 𝑅1 =  𝐹! ℎ𝑘𝑙 − 𝐹! ℎ𝑘𝑙!!" 𝐹! ℎ𝑘𝑙!!"  where the sum is over all reflections, values in 
parenthesis show R1 for reflections 𝐹! > 4𝜎(𝐹!). 
53 Rcomplete was calculated over all reflections with a 0.2% test set size as a robust and unbiased 
validation tool as described (Luebben & Gruene, 2015), since all data are included Rwork is equivalent 
to R1. 
54 Rmsd for all non-hydrogen atoms, calculated against reference values from high-resolution X-ray 
models (Dai et al., 2010; Deffieux et al., 1977), see also Appendix C4. 
55 Rmsd form idealized hydrogen bond lengths after unconstrained refinement of the hydrogen 
positions (Gruene, Hahn et al., 2014; Sheldrick, 2015a), see also Appendix C4. 
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Table 5.4 Refinement statistics and dynamical scattering corrections of low-resolution protein data 
from seven lysozyme datasets recorded56 and solved previously as in §3.3 (Clabbers et al., 2017). 
Data integration  
Space group P21212 
Unit cell dimensions  
   a, b, c [Å] 104.56, 68.05, 32.05 
   α, β, γ [°] 90.0, 90.0, 90.0 
Number of crystals 7 
Resolution [Å]57 57.03-2.11 (2.17-2.11) 
Rmerge [%] 42.1 (57.2) 
CC1/2 [%] 90.4 (60.3) 
I/σI 2.7 (1.0) 
Completeness [%] 62.1 (49.8) 
Reflections 41191 (1462) 
Unique reflections 8560 (545) 
  
Refinement  
Reflections  8503 
R1 [%]58 24.4 
Rcomplete  [%]
59 29.1 
<B> [Å2] 33.02 
Rmsd bond lengths [Å] 0.074 
Rmsd bond angles [°] 1.0706 
Ramachandran   
   Favoured, allowed, outliers [%] 98.4, 1.6, 0.0 
  
Dynamical corrections  
Reflections  8503 
R1 [%]57 24.3 
Rcomplete  [%]
58 26.2 
<B> [Å2] 41.09 
Rmsd bond lengths [Å] 0.066 
Rmsd bond angles [°] 1.0072 
Ramachandran   
   Favoured, allowed, outliers [%] 98.0, 2.0 0.0 
 
 
 
 
 
 
                                                
56 Experimental data are available online at https://doi.org/10.5281/zenodo.1250447  
57 Values in parentheses correspond to the highest resolution shell, the data were truncated at 
approximately I/σI > 1.0 and CC1/2 ≥ 50% (Diederichs & Karplus, 2013). 
58 𝑅1 =  𝐹! ℎ𝑘𝑙 − 𝐹! ℎ𝑘𝑙!!" 𝐹! ℎ𝑘𝑙!!"  
59 We present R1 and Rcomplete instead of Rwork and Rfree. With less than 10,000 unique reflections 
Rcomplete is preferred over Rfree since it is calculated from all reflections (Brunger, 1997; Luebben & 
Gruene, 2015). Since all structure factors are used in turn this leads to a more robust calculation than 
Rfree. With this validation method, the actual refinement uses all reflections; hence Rwork is equivalent to 
R1. 
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CHAPTER 6 
 
 
 
Summary and future perspectives  
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Electron crystallography makes structure elucidation feasible when only small three-
dimensional nanometre-sized crystals are available. Until recently, radiation damage 
inhibited structure determination by electron diffraction from crystals of highly beam-
sensitive material such as organic pharmaceuticals and macromolecules. The 
introduction of novel detectors enabled fast data acquisition to outrun the radiation 
damage, and offered a substantial improvement in signal-to-noise ratio to accurately 
measure weak diffraction data at low-dose conditions. Diffraction data in 
macromolecular crystallography are preferably acquired using the rotation method, 
allowing (near) complete sampling of reciprocal space and reducing dynamical 
electron scattering by tilting the non-aligned crystal in a random orientation.  
 
 Electrons are charged particles that are scattered very effectively by the 
electrostatic scattering potential of the crystal. As each inelastic scattering event 
deposits only a very small amount of energy into the sample, electrons are several 
orders of magnitude less damaging than X-rays per useful kinematic diffracted 
quantum. The scattering angles for inelastic scattering are very low, and therefore 
most inelastic scattering will end up at or close to the incident beam. However, owing 
to the high scattering probability of electrons, multiple scattering events occur 
frequently, including combinations of both elastic and inelastic scattering events. As 
elastic scattering does have a relatively high scattering angle, these multiple scattering 
events leads to an increase in diffuse background and a broadening of the Bragg 
peaks. Furthermore, electrons can scatter elastically more than once, also referred to 
as dynamical scattering. Dynamical scattering affects the reflection intensities as 
strong reflections become slightly less intense, and weaker neighbouring reflections 
are becoming stronger. This affects structure determination, as the measured 
intensities are proportional to the structure factor amplitudes, which holds no longer 
true in presence of dynamical scattering. By minimising the thickness of the crystals, 
dynamical scattering can be reduced experimentally, and structure solution is still 
feasible.  
 
 As presented here, a single three-dimensional nanocrystal with a diffracting 
volume of only 0.14 µm3 (about 6×105 unit cells) provided sufficient information for 
successfully solving the structure of a rare dimeric polymorph of hen egg-white 
lysozyme. The limited number of unit cells that contribute to the signal results in a 
poor signal-to-noise ratio. As protein crystals are highly sensitive to beam-induced 
radiation damage, the signal gets substantially worse during prolonged exposure by 
the incident beam. Therefore it is necessary to enhance the signal-to-noise ratio and 
outrun the radiation damage by cryo-cooling the sample and recording diffraction data 
using novel hybrid pixel detectors that are fast and highly sensitive. The structure 
could be solved by molecular replacement using a monomeric poly-Alanine model. 
Automated model building was then used to successfully place all the side chains in 
the resulting electrostatic potential map. Although the standard quality indicators are 
relatively poor, the resulting map is of high quality and the model geometry compares 
well to those of high-resolution X-ray models. 
 
 As electron diffraction shares many similarities with X-ray crystallography, 
most data processing routines that were originally developed for X-ray diffraction can 
be adapted for electron crystallography. For example, the DIALS and XDS software 
packages can effectively deal with the rather different diffraction geometry. As the 
electron wavelength is almost 40 times shorter than that of X-rays, the Ewald sphere 
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is nearly flat, and the consequently low diffraction angles require a high sample to 
detector distance where the flat Ewald sphere implies a strong correlation between 
lattice parameters and detector distance. Several pathologies encountered in electron 
diffraction further complicate data integration; these include drift of the incident beam 
and distortions arising from lens imperfections. Here, recent features of DIALS were 
introduced, enabling refinement using a smoothly varying beam model and applying 
corrections for distorted diffraction images. These novel features, combined with the 
existing tools in DIALS for problematic geometry refinement, make data integration 
and refinement feasible for electron crystallography, even in difficult cases. 
 
 Besides macromolecular crystallography, electron diffraction is also highly 
effective in structure determination of inorganic and organic small molecules. Here 
the structures of two organic pharmaceuticals are presented that were successfully 
solved from three-dimensional nanocrystals using electron diffraction. Because of the 
relative short unit cell dimensions and the highly ordered dense packing of the organic 
pharmaceuticals, the signal gets a substantial Bragg boost compared to that of a 
protein crystal with similar dimensions. As a result, Bragg peaks can be integrated up 
to (sub-)atomic resolution, allowing phasing using direct methods and largely 
unrestrained refinement of the non-hydrogen atoms. Furthermore, electron diffraction 
has increased contrast for hydrogen atoms when compared to X-ray crystallography. 
Therefore, individual hydrogen atom positions could already be visualised 
immediately following phasing without any manual model building. Even more so, 
the hydrogen atom positions could be refined unconstrained in most cases, indicating 
the high quality of the data and the high level of detail given by the map. 
 
 Despite the high quality of the map and the model geometry, certain 
pathologies remain in electron crystallography. Although the maps reveal high-
resolution detail and allow resolving individual hydrogen positions, standard quality 
indicators are quite poor. An uncorrelated complex-valued component especially 
affecting the weaker reflection intensities was observed when comparing the 
measured structure factor amplitudes to amplitudes that were calculated from the 
model. Dynamical scattering affects the structure factor amplitudes and results in an 
overestimation of the weaker reflection intensities. To reduce the effect of dynamical 
scattering on structure refinement, a likelihood-based method is introduced here that 
down-weights the overestimated intensities using a single scaling factor that is a 
function of both intensity and resolution. Applying the likelihood-based corrections 
improved the fit of the data to the model, as well as the standard quality indicators and 
the model geometry. 
 
 Electron diffraction can thus provide an attractive alternative to X-ray 
crystallography when only small crystals are available of organics and 
macromolecules. However, multiple challenges still remain in sample preparation, 
hardware optimisation, and structure determination.  This includes optimising 
crystallisation of nanometre-sized crystals, improved sample support and grid 
preparation, a better characterisation and careful calibration of the experimental setup, 
stable and reliable goniometer tilt movement, and using zero-loss energy filtering 
which can further boost the signal-to-noise ratio by reducing the diffuse background 
and sharpening the Bragg peaks.  Data quality can further be improved by going to 
higher acceleration voltages, reducing the probability of (multiple) dynamical 
scattering events, and thus improving data quality – and/or allowing studying slightly 
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thicker crystals. Experimental phasing of electron diffraction data from for three-
dimensional crystals is currently not possible, and the feasibility of experimental 
phasing approaches such as extracting spatial phase information from imaging and/or 
isomorphous replacement using heavy-atom derivatives should be further 
investigated. Once an initial set of experimental phases is obtained, the phase 
information can then be extended using existing density modification approaches.  
 
Although data processing, structure solution, model building and refinement 
can be preformed using standard routines from X-ray crystallography, this is not an 
optimal treatment of the electron diffraction data. Electrons are charged particles and 
thus interact differently with the crystal than X-rays, resulting in an electrostatic 
scattering potential map rather than an electron density map. These differences need 
to be addressed in structure determination via a better representation of the map by 
modelling of partial charge and anisotropy, taking into account charge distribution 
and ionic scattering factors. Accurate modelling of dynamical scattering would further 
be beneficial in optimising data quality. Dynamical scattering can be modelled by 
either multi-slice or Bloch wave simulations but are computationally expensive and 
rely on knowledge of the atomic crystal structure. It is considerably more challenging 
to minimise the effects of dynamical scattering without prior knowledge of the model. 
However dynamical scattering might be treated at the stage of data integration based 
on extensive simulations, interpretation of intensity statistics, and the fact that only 
reflections that are simultaneously in Bragg condition during one exposure can be 
affected for that specific diffraction pattern.  
 
Electron crystallography is becoming an increasing relevant research 
technology for structural biology. With the results described in my thesis, I hope to 
have made a significant contribution to this development. 
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A1 Hybrid pixel detector design 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A1: Design drawings of the camera showing (a) bottom to top view of the read-out 
and cooling of the non-vacuum part, (b) side view of a 180° cross section, (c) side view of a 
90° cut-out, (d) 90° cut-out of the bottom vacuum flange showing detector chips, readout, and 
cooling (van Genderen, 2015).  The assembly is holding four 512x512 pixel Timepix quad 
chips, and was developed to fit on-axis underneath a FEI Titan Krios TEM below a FEI 
Falcon direct electron detector. The Timepix chip assembly, read-out, and control software 
were provided by Amsterdam Scientific Instruments (Amsterdam, the Netherlands). The 
detector chips are covered by a single 300 µm thick Silicon sensor layer, allowing extraction 
energies of up to 200 kV on a TEM without having any significant damage to the Timepix 
ASICs (Faruqi & McMullan, 2011). The camera is cooled by a single water loop at four 
different positions from which the detector chips are being cooled (Peltier controlled) in pairs, 
to have a stable temperature of 2 ± 0.1 K below ambient temperature. The Relaxd read-out 
boards (Visser et al., 2011) are directly cooled by the water loop. 
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A2 Data processing of individual lysozyme datasets using XDS 
 
 
Table A2.1: Data acquisition and integration statistics of individual crystals  
 1 2 3 4 5 6 7 
Data collection   
Wavelength [Å] 0.02508 
Frame exposure [s] 0.5 0.5 0.2 0.3 0.3 0.3 0.3 
φtotal [°] 38.15 42.64 20.16 20.11 20.30 20.20 20.15 
Δφ [°/frame] 0.0760 0.1615 0.0344 0.0481 0.0481 0.0481 0.0481 
Exposure dose [e-.Å-2] 4.41 10.97 9.82 10.49 10.59 10.55 10.52 
  
Data integration  
Space group P21212 
Unit cell dimensions  
   a, b, c [Å] 104.56(5), 68.05(8), 32.05(3) 
   α, β, γ [°] 90.0(0), 90.0(0), 90.0(0) 
Resolution [Å]
60
 41.46-2.11 
(2.17-2.11) 
32.05-2.50  
(2.57-2.50) 
41.44-3.08  
(3.21-3.08) 
24.41-2.54  
(2.61-2.54) 
27.33-2.54  
(2.61-2.54) 
57.04-3.06 
(3.22-3.06) 
52.28-3.08  
(3.22-3.08) 
Rmerge [%] 26.3 (56.6) 31.7 (107) 19.3 (65.9) 27.5 (64.9) 25.8 (94.2) 21.1 (37.2) 24.1 (87.1) 
I/σI 2.6 (1.0) 2.92 (1.10) 2.80 (1.14) 2.34 (1.09) 2.73 (1.02) 2.52 (1.25) 2.44 (1.03) 
Completeness [%] 49.5 (49.8)  41.0 (40.5)  28.8 (33.1) 27.5 (28.0) 23.8 (23.5) 21.4 (15.1) 26.0 (25.0) 
Reflections 12601 
(1462) 
9518 (817) 2040 (283) 2141 (361) 3096 (269) 1568 (150) 2092 (270) 
Unique reflections 6749 (545) 3445 (236) 1326 (172) 2210 (164) 1920 (626) 1007 (104) 1199 (142) 
 
 
Table A2.2: Indexing with XDS suggests an orthorhombic lattice without prior knowledge 
about space group or unit cell parameters. The quality of fit makes a large jump before the 
last line, correctly suggesting ‘oP’ as Bravais lattice. 
Lattice- 
character 
Bravais- 
lattice 
Quality  
of fit 
Unit cell constants (Ångström and degrees) 
a b c α β γ 
31 aP 0.0 32.1 67.7 104.5 89.9 89.9 89.9 
44 aP 1.9 32.1 67.7 104.5 90.2 90.1 89.9 
35 mP 6.7 67.7 32.1 104.5 90.1 90.2 89.9 
33 mP 14.7 32.1 67.7 104.5 90.2 90.1 89.9 
34 mP 15.6 32.1 104.5 67.7 90.2 89.9 90.1 
32 oP 17.5 32.1 67.7 104.5 90.2 90.1 89.9 
37 mC 251.0 211.3 32.1 67.7 89.9 90.2 81.4 
 
 
Table A2.3:  XDS correctly suggests Laue group mmm from the processed data without prior 
knowledge about space group or unit cell parameters61, space group number 16 autoselected 
by XDS is marked with a ‘*’. 
Space 
group 
number 
Unit cell constants (Ångström and degrees) Unique
62
 Rmeas
63
 Compared
64
 Lattice- 
character 
Bravais- 
lattice A b c α β γ 
 1 32.0 67.6 104.2 89.8 89.9 89.9 876 16.3 200 31 aP 
* 16 32.0 67.6 104.2 90.0 90.0 90.0 506 28.5 570 32 oP 
 3 67.6 32.0 104.2 90.0 90.2 90.0 589 27.2 487 35 mP 
 3 32.0 67.6 104.2 90.0 89.9 90.0 787 21.5 289 33 mP 
 3 32.0 104.2 67.6 90.0 90.1 90.0 779 25.1 297 34 mP 
 1 32.0 67.6 104.2 90.2 89.9 90.1 876 16.3 200 44 aP 
 
 
 
                                                
60 Values in parentheses correspond to the highest resolution shell, the data were truncated at I/σ > 1.0 
(Diederichs & Karplus, 2013). 
61 XDS only makes suggestions about the Laue group, not the space group.  
62 Number of unique reflections. 
63 Redundancy independent R-factor (Diederichs & Karplus, 1997). 
64 Number of reflections used for calculating Rmeas. 
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A3 Data merging statics using XSCALE 
 
Figure A3.1: Data merging of seven lysozyme nanocrystals (see also Table 3.1), data 
completeness and data quality indicators are plotted against the resolution. Data completeness 
is approximately ~75% for the lower resolution bins but drops around 3.0Å and at 2.5Å since 
not all datasets share the same resolution cut-off (see Appendix A.2). The data were truncated 
at I/σI ≥ 1.0 (Diederichs & Karplus, 2013).  
 
 
Table A3.2: Data merging statistics in tabular form presenting data completeness and quality 
indicators for each resolution bin. The completeness over all data up to 2.1Å increases after 
merging from ~50% to ~60% compared to the single crystal data. The relatively low 
completeness can be attributed to radiation damage, preferred crystal orientation and limited 
goniometer rotation range.  
 
 
Resolution [Å] Completeness [%] Rmerge [%] I/σI CC1/2 [%] 
9.43 79.4 19.8 5.3 88.6 
6.67 77.1 22.2 4.7 96.4 
5.45 75.8 23.2 4.5 95.1 
4.72 76.5 23.6 4.8 93.1 
4.22 78.5 23.0 5.0 92.5 
3.86 77.0 24.8 4.7 95.2 
3.57 76.9 31.0 4.3 89.6 
3.34 75.0 37.0 3.9 87.9 
3.15 72.6 55.0 3.0 74.7 
2.99 67.4 69.3 2.4 71.7 
2.85 61.7 77.6 2.2 54.1 
2.73 61.0 78.6 2.2 64.1 
2.62 62.0 98.1 1.8 49.3 
2.53 60.9 96.4 1.8 35.1 
2.43 51.4 72.0 1.5 72.0 
2.36 48.9 47.7 1.3 76.7 
2.29 50.1 50.0 1.3 69.1 
2.23 51.5 52.9 1.3 69.3 
2.17 49.9 54.7 1.1 70.2 
2.11 49.8 64.0 1.0 54.8 
total 61.7 39.8 2.7 91.1 
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A4 Automated model building using BUCCANEER and REFMAC5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A4: Electrostatic scattering potential maps of the three side chain residues that were 
not placed after autobuilding using the merged crystal data, albeit showing clear difference 
potential in favour of fitting (a) residue His15 in chain A, (b) Asn106 in chain B, and (c) 
Arg112 in chain B. The yellow carbon represents the model after molecular replacement and 
autobuilding; the turquoise carbon model represents the fitted side chain residues. All density 
is shown at a contour level of 1.2 σ. 
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A5 Model refinement using REFMAC5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A5: Model refinement with REFMAC5 for the single and merged diffraction data, 
indicating convergence well before the 1,000 cycles of refinement used for the final models. 
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A6 Model geometry comparison between electron and X-ray diffraction 
 
 
Table A6.1: Model side chain rmsd values calculated for the single and merged lysozyme 
data compared to an X-ray model of orthorhombic lysozyme. A model of the single crystal 
data where every side chain was replaced with the most likely rotamer shows significantly 
higher rmsd values indicative that during autobuilding side chains were placed based on the 
experimental data.  
 
Reference data Superimposed data rmsd [Å]
65
 
Model Chain Model Chain 
2ybl A 4r0f A 0.479 
 
2ybl A 4r0f 
 
B 0.436 
 
Single crystal A 4r0f 
 
A 0.739 
 
Single crystal B 4r0f 
 
B 0.829 
 
Merged data A 4r0f 
 
A 0.555 
 
Merged data B 4r0f 
 
B 0.597 
 
Single crystal with most likely rotamer
66
 A 4r0f 
 
A 1.062 
Single crystal with most likely rotamer
64 B 4r0f 
 
B 0.982 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                
65 Side chain rmsd values were calculated by superimposing a X-ray model of orthorhombic lysozyme 
(4r0f) (Sharma et al., 2016) and our model and tetragonal lysozyme (2ybl) (De La Mora et al., 2011). 
Superposition was carried out for each residue using three main chain atoms, and rmsd values were 
calculated for all atoms using LSQMAN (Kleywegt, 1996) 
66 Here a model was created where every rotamer from our refined single crystal model was replaced 
by the most likely rotamer, ignoring any steric clashes 
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Figure A6.2: Side chain rmsd values plotted for each residue comparing; (a) orthorhombic 
lysozyme (4r0f) (Sharma et al., 2016) superimposed on chain A of the single crystal data, (b) 
4r0f mapped on chain A of the merged data, (c) for comparison 4r0f was superimposed on 
tetragonal lysozyme (2ybl) (De La Mora et al., 2011), which was used for molecular 
replacement. Superposition and rmsd were calculated for each residue with LSQMAN 
(Kleywegt, 1996) 
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A7 Fobs vs. Fcalc graphs for electron diffraction data 
 
 
 
 
Figure A7: 𝐹! vs. 𝐹! graphs show the extent of dynamical scattering for (a) the low resolution 
single crystal data with a 4.0Å resolution cut-off, (b) the merged crystal data obtained from 
merging 7 different crystals (see also Supplement 2). The data were LS fitted with a 
hyperbolic function described by |𝐹!| =  |𝐹!|! + |𝐸 ℎ | !. 
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B1 Example parameter files used with DIALS 
 
The following options were written to a file that was passed to dials.import in order to 
override the initial model for experimental geometry of the example data set 1: 
 
 
 
Unit-cell restraints to an external target cell were created for data set 6 of the example set by 
writing the following lines to a file and passing this in at the dials.index and dials.refine steps: 
 
 
 
The correct format for these PHIL files may be explored interactively using command-line 
switches for DIALS programs. For example, the command dials.import -c -a2 -e2 will show 
all configuration options for this program along with types and help strings up to an ‘expert 
level’ of 2. 
 
Additional parameter files for individual datasets are listed and discussed in the online tutorial 
available at https://dials.github.io/documentation/tutorials/dials_for_ed.html 
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B2 Simulation for comparison of ED versus MX geometry refinement 
 
To generate simulated spot centroid positions, we started with the real electron diffraction 
example data set 1, consisting of a continuous rotation scan over 503 images with an angular 
width of 0.076° per image, for a total scan range of 38.2°. We took the model for the indexed 
experiments and ‘regularised’ the geometry of the beam and detector for the purposes of 
simulation, without changing the crystal model, which had an orthorhombic unit cell with 
dimensions a = 31.97Å, b = 69.41 Å, and c = 104.62 Å. To regularise the beam and detector 
models, we forced the beam direction to be exactly aligned to the -Z direction and reoriented 
the detector model such that the beam intersected the detector in the centre of its square 
window, and the detector plane was orthogonal to the beam vector. The detector distance 
remained at the value of 1890 mm, as previously determined and stored in the CBF headers 
for the images. The real detector consists of 2x2 Timepix quads with large gaps between the 
active regions. For simplicity we replaced this model with a single panel covering the total 
extent of the real detector, with no parallax correction, effectively assuming it consists of a 
perfectly sensitive plane of zero thickness. The updated electron diffraction geometry was 
written to a new dxtbx experiment list and then altered a second time to produce regularised 
geometry for an X-ray experiment. This involved changing the wavelength from 0.02508Å to 
1.0332Å and the detector model such that the total extent and pixel size was equivalent to a 
Pilatus 6M detector at a distance of 200 mm from the sample. This model was also written to 
a dxtbx experiment list. 
 
The regularised models were used alongside the indexed spot list from the real data 
set to simulate observed centroid positions for both versions of the experimental geometry. 
By using the spot list from a real experiment we ensured a realistic distribution of strong spots 
versus resolution. To make sure that the differences in refinement runs are caused only by the 
diffraction geometry and not obscured by different sets of input spots, we selected 1571 
reflections that could be predicted by both versions of the diffraction geometry.  
 
Simulated centroid positions were calculated for each version of the geometry by 
predicting their positions then adding random error. The random errors were drawn from a 
normal distribution with a standard deviation of 0.25 pixels for the X and Y positions and 0.25 
images for the Z position. For real data, the centroid position errors in X, Y and Z are neither 
independent, nor normally distributed. However, the purpose of adding displacements to the 
centroid positions was merely to ensure that refinement would proceed to convergence with 
realistic finals rmsds. The centroid positions from spot-finding result from a centre-of-gravity 
calculation, which also provides estimated errors in these positions that are used to set 
weights in refinement. These errors have a dependence on the found spot intensity. Rather 
than simulating new error estimates, we kept the original error estimates from spot-finding on 
the real data set to give a realistic distribution of weights. The centroid X, Y positions and 
their errors were rescaled to units of millimetres for use in refinement using the pixel sizes of 
55 µm for the electron diffraction detector and 172 µm for the X-ray detector. 
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Figure B2: Corrgrams produced for the final step of geometry refinement for simulated data 
assuming either typical electron diffraction geometry (left column) or X-ray diffraction 
geometry (right column). The top row shows correlation between effects of different 
parameters on the positional residuals (X – Xo), the middle row shows those for (Y – Yo) 
residuals and the lower row contains the corrgrams for the angular residuals (φ – φo).  
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B3 Data processing of individual lysozyme datasets using DIALS 
 
 
Table B3: Processing statics for individual datasets as reported by AIMLESS (Evans, 2006), 
values in parenthesis refer to the highest resolution shell. Datasets were processed 
individually in order to determine suitable resolution cut-offs. These limits were the applied 
to unscaled data, forming the input to the multiple dataset scaling and merging reported in the 
main text.  
 1 2 3 4 5 6 7 
Space group P21212 P21212 P21212 P21212 P21212 P21212 P21212 
Unit cell        
   a [Å] 105.12 104.93 104.25 105.22 103.47 105.00 104.14 
   b [Å] 68.34 68.51 67.17 69.65 64.73 66.50 68.83 
   c [Å] 31.98 32.15 31.55 32.35 31.84 31.71 31.73 
Resolution [Å] 31.18-
2.00 
(2.05-
2.00) 
32.15-
2.89 
(3.07-
2.89) 
41.18-
2.85 
(3.12-
2.85) 
24.61-
2.77 
(2.96-
2.77) 
27.12-
2.64 
(2.80-
2.64) 
28.09-
3.20 
(3.58-
3.20) 
34.71-
3.00 
(3.29-
3.00) 
Rmerge 0.312 
(0.538) 
0.218 
(0.567) 
0.318 
(0.538) 
0.244 
(0.513) 
0.248 
(0.465) 
0.437 
(0.613) 
0.210 
(0.504) 
Rmeas 0.398 
(0.667) 
0.283 
(0.692) 
0.437 
(0.731) 
0.323 
(0.659) 
0.333 
(0.609) 
0.583 
(0.816) 
0.275 
(0.665) 
Rp.i.m. 0.244 
(0.389) 
0.176 
(0.381) 
0.298 
(0.492) 
0.210 
(0.408) 
0.221 
(0.387) 
0.383 
(0.532) 
0.175 
(0.430) 
No. of observations 18907 
(1512) 
4983 
(946) 
2034 
(571) 
2792 
(653) 
3141 
(601) 
914  
(276) 
2012 
(513) 
Completeness [%] 50.1 
(48.4) 
42.0 
(41.7) 
26.4 
(28.6) 
26.6 
(28.7) 
29.7 
(30.2) 
17.3 
(18.1) 
25.9 
(28.1) 
Multiplicity 2.4  
(2.8) 
2.2  
(2.7) 
1.5  
(1.6) 
1.7  
(2.0) 
1.6 
(1.9) 
1.4  
(1.5) 
1.6 
(1.6) 
I/σI 2.0  
(1.4) 
2.7  
(1.5) 
2.0 
(1.1) 
2.2 
(1.5) 
1.8  
(1.4) 
2.1 
(1.0) 
2.2 
(1.0) 
CC1/2 [%] 89.3 
(53.1) 
91.6 
(52.8) 
65.5 
(51.3) 
88.8 
(58.8) 
85.6 
(59.2) 
73.1 
(55.4) 
92.9 
(46.4) 
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C1 Nanocrystals of organic pharmaceuticals 
 
 
 
Figure C1:  Micrographs of a 900 by 200 nm IRELOH crystal (a), and a 300 by 200 nm 
EPICZA crystal (b). Diffraction data were collected with a ~2.0 µm diameter parallel beam 
that was also used for acquiring the images on the Timepix detector, following directly after 
diffraction data acquisition.   
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C2 Data processing statistics of individual datasets using XDS 
 
 
Table C2.1: Data processing statistics of three individual IRELOH crystals 
 1  2 3 
Data acquisition    
Δφframe
67 [°] 0.0652 0.0652 0.0652 
φtotal
68
 [°] 56.46 48.90 38.50 
Detector distance69 
[mm] 
489 489 489 
    
Data integration    
Space group P212121 P212121 P212121 
Unit cell dimensions     
   a, b, c [Å] 8.28(5),  
9.91(6),  
17.84(8) 
8.09(3),  
9.94(8),  
17.70(5) 
8.06(4), 
10.27(7), 
17.59(5) 
   α, β, γ [°] 90.00,  
90.00,  
90.00 
90.00,  
90.00,  
90.00 
90.00,  
90.00,  
90.00 
Resolution [Å]70 9.91-1.01 (1.07-
1.01) 
6.61-0.80 (0.85-
0.80) 
17.60-0.80 
(0.85-0.80) 
I/σI 5.03 (1.07) 5.86 (1.48) 4.94 (1.33) 
CC1/2 [%] 99.6 (77.9) 97.9 (37.9) 98.2 (45.7) 
Rmerge [%] 13.6 (57.1) 11.5 (51.1) 12.0 (51.4) 
Rmeas [%] 16.6 (72.7) 14.3 (67.6) 14.8 (63.8) 
Completeness [%] 53.2 (52.8) 60.03 (59.0) 49.8 (35.7) 
Reflections 1278 (141) 2734 (269) 2252 (185) 
Unique observations 481 (75) 1004 (148) 860 (95) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                
67 Angular per frame increment during data acquisition, defined as the total tilt range φtotal divided by 
the number of frames (data were acquired with an exposure time of 0.1 s). 
68 The total rotation range over which data were acquired. 
69 The path length between the sample and the detector, the detector distance was calibrated using an 
aluminum diffraction standard and was not refined during data processing.   
70  Values in parentheses correspond to the highest resolution shell, data were truncated at 
approximately I/σI ≥ 1.0 and CC1/2 ≥ 50% where the correlation is still significant (Karplus & 
Diederichs, 2012; Diederichs & Karplus, 2013). 
 122
 
 
 
Table C2.2: Data processing statistics of four individual EPICZA crystals 
 1  2 3 4 
Data acquisition     
Δφframe
71 [°] 0.0662 0.0664 0.0664 0.0710 
φtotal
72
 [°] 38.33 57.78 57.78 58.93 
Detector distance73 
[mm] 
489 489 489 489 
     
Data integration     
Space group P212121 P212121 P212121 P212121 
Unit cell dimensions      
   a, b, c [Å] 11.08(4), 
12.58(2), 
13.44(1) 
11.07(7), 
12.63(7), 
13.34(9) 
11.02(10), 
12.78(5), 
13.33(1) 
11.07(1), 
12.13(3), 
13.63(2) 
   α, β, γ [°] 90.00,  
90.00,  
90.00 
90.00,  
90.00, 
90.00 
90.00,  
90.00,  
90.00 
90.00,  
90.00,  
90.00 
Resolution [Å]74 12.58-0.86 
(0.91-0.86) 
12.63-0.82 
(0.87-0.82) 
8.35-0.88  
(0.94-0.88) 
11.07-0.90 
(0.95-0.90) 
I/σI 6.57 (1.21) 6.02 (1.54) 4.90 (1.07) 5.93 (1.57) 
CC1/2 [%] 99.2 (70.8) 99.1 (73.2) 99.2 (53.2) 99.0 (41.9) 
Rmerge [%] 9.7 (41.0) 9.5 (22.9) 11.5 (49.3) 14.2 (51.1) 
Rmeas [%] 12.1 (51.2) 12.0 (32.3) 14.0 (63.8) 16.5 (59.3) 
Completeness [%] 47.4 (49.3) 68.5 (41.1) 71.0 (68.7) 54.0 (41.5) 
Reflections 2198 (226) 3513 (169) 3291 (398) 3068 (315) 
Unique observations 835 (135) 1370 (127) 1173 (178) 824 (97) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                
71 Angular per frame increment during data acquisition, defined as the total tilt range φtotal divided by 
the number of frames (data were acquired with an exposure time of 0.1 s). 
72 The total rotation range over which data were acquired. 
73 The path length between the sample and the detector, the detector distance was calibrated using an 
aluminum diffraction standard and was not refined during data processing. 
74  Values in parentheses correspond to the highest resolution shell, data were truncated at 
approximately I/σI ≥ 1.0 and CC1/2 ≥ 50% if the correlation is still significant (Karplus & Diederichs, 
2012; Diederichs & Karplus, 2013). 
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C3 Data merging statistics using XSCALE 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure C3:  Merging statistics for IRELOH (a) and EPICZA (b), data completeness and 
quality indicators CC1/2 and I/σI are plotted as function of the resolution dmin. Data were 
integrated, scaled and merged using XDS (Kabsch, 2010b). Data were truncated at 
approximately I/σI ≥ 1.0 and CC1/2 ≥ 50% (Karplus & Diederichs, 2012; Diederichs & 
Karplus, 2013). 
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C4 Model geometry comparison 
 
 
Table C4.1: Bond length comparison for IRELOH between the X-ray model, the electron 
diffraction model, and the electron diffraction model after applying the dynamical corrections 
  
X-ray75 
 
ED 
 
ED 
corrected 
  dX [Å] de [Å] de [Å] 
C16 C15 1.513(4) 1.47(2) 1.475(15) 
C15 C14 1.506(3) 1.523(22) 1.534(13) 
C14 C13 1.542(4) 1.54(2) 1.539(15) 
C13 C12 1.526(4) 1.538(18) 1.536(13) 
C12 C11 1.490(3) 1.493(16) 1.481(10) 
C11 C10 1.328(3) 1.348(17) 1.356(10) 
C10 C9 1.441(3) 1.476(16) 1.470(11) 
C9 O9 1.232(3) 1.201(18) 1.205(12) 
C9 C8 1.511(3) 1.503(19) 1.506(13) 
C8 C3 1.389(3) 1.445(18) 1.446(13) 
C3 C2 1.506(3) 1.505(18) 1.498(12) 
C2 C1 1.501(4) 1.517(18) 1.513(12) 
C1 O1 1.193(3) 1.210(19) 1.216(13) 
C1 O16 1.319(3) 1.330(18) 1.329(12) 
C15 O16 1.467(3) 1.461(16) 1.466(11) 
C3 C4 1.402(3) 1.385(19) 1.389(14) 
C4 C5 1.372(3) 1.350(18) 1.357(12) 
C5 O5 1.364(3) 1.382(19) 1.370(13) 
C5 C6 1.395(3) 1.41(2) 1.419(14) 
C6 C7 1.376(3) 1.36(2) 1.345(15) 
C7 C8 1.391(3) 1.393(17) 1.402(11) 
C7 O7 1.369(3) 1.360(17) 1.363(12) 
     
   rmsd [Å] 
76 rmsd [Å] 76 
   0.022(18) 0.022(17) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                
75 Reference bond lengths for equivalent bonds to the electron diffraction model were taken from a 
previously reported X-ray model (Dai et al., 2010) 
76 𝑟𝑚𝑠𝑑 = (𝑑!,! − 𝑑!,!)!!!!! 𝑁  
 125 
  
 
 
Table C4.2: Hydrogen bond lengths after unconstrained refinement of the hydrogen positions 
for the electron diffraction model and the electron diffraction model after applying the 
dynamical corrections. 
   
ED 
 
ED 
corrected 
  dX-H
77 de [Å] de [Å] 
C2 H2A 1.090 1.206(75) 1.085(55) 
C2 H2B 1.090 1.066(71) 0.981(51) 
C4 H4 1.080 1.091(65) 1.096(49) 
O5 H5 0.994 0.906(78) 0.922(56) 
C6 H6 1.080 1.112(68) 1.099(47) 
O7 H7 1.048 1.025(75) 1.034(54) 
C10 H10 1.080 1.258(73) 1.040(52) 
C11 H11 1.080 0.929(71) 0.943(53) 
C12 H12A 1.090 0.955(75) 0.982(54) 
C12 H12B 1.090 0.937(82) 1.088(58) 
C13 H13A 1.090 1.132(70) 1.075(46) 
C13 H13B 1.090 1.445(68) 1.103(52) 
C14 H14A 1.090 1.293(62) 1.178(45) 
C14 H14B 1.090 1.186(73) 1.133(53) 
C15 H15 1.100 1.282(70) 1.213(52) 
C16 H16A 1.060 1.475(75) 1.180(56) 
C16 H16B 1.060 1.296(73) 1.148(57) 
C16 H16C 1.060 1.218(67) 1.084(51) 
     
   rmsd [Å] 
78 rmsd [Å] 78 
   0.180(72) 0.073(52) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                
77 Idealized hydrogen bond lengths were generated in SHELXL using the NEUT command (Gruene, 
Hahn et al., 2014; Sheldrick, 2015a) 
78 𝑟𝑚𝑠𝑑 = (𝑑!!!,! − 𝑑!,!)!!!!! 𝑁  
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Table C4.3: Bond length comparison for EPICZA between the X-ray model, the electron 
diffraction model, and the electron diffraction model after applying the dynamical 
corrections. 
  
X-ray79 
 
ED 
 
ED 
corrected 
  dX [Å] de [Å] de [Å] 
S1 S2 2.083(1) 2.096(11) 2.099(7) 
S1 C1 1.873(3) 1.864(16) 1.863(10) 
S2 C3 1.863(3) 1.876(17) 1.876(11) 
C1 N1 1.450(4) 1.409(19) 1.414(12) 
N1 C2 1.337(4) 1.39(2) 1.387(13) 
C2 C3 1.529(4) 1.529(19) 1.529(12) 
C3 N2 1.455(4) 1.422(19) 1.429(12) 
N2 C4 1.335(4) 1.33(2) 1.322(12) 
C4 C1 1.526(4) 1.554(19) 1.547(11) 
N2 C12 1.471(4) 1.468(17) 1.462(11) 
C12 C13 1.529(5) 1.55(2) 1.550(14) 
C13 C14 1.512(5) 1.47(2) 1.496(12) 
C14 C3 1.522(5) 1.54(2) 1.527(13) 
C12 C18 1.523(4) 1.540(19) 1.523(12) 
C18 C17 1.504(5) 1.48(2) 1.489(13) 
C17 C16 1.344(6) 1.334(25) 1.344(15) 
C16 C15 1.458(6) 1.47(2) 1.472(13) 
C15 C13 1.527(5) 1.52(2) 1.520(13) 
C18 O5 1.425(4) 1.41(2) 1.389(14) 
C15 O6 1.215(5) 1.22(2) 1.218(14) 
C1 C5 1.529(4) 1.53(2) 1.533(13) 
C5 C6 1.527(4) 1.48(2) 1.479(13) 
C6 C7 1.536(4) 1.53(2) 1.530(14) 
C7 N1 1.481(4) 1.504(19) 1.492(12) 
C2 O2 1.235(4) 1.22(2) 1.225(13) 
C4 O1 1.227(4) 1.26(2) 1.267(13) 
C6 C8 1.496(4) 1.52(2) 1.531(14) 
C8 C9 1.491(5) 1.53(2) 1.512(15) 
C9 C10 1.323(5) 1.28(3) 1.293(17) 
C10 C11 1.512(5) 1.53(2) 1.511(15) 
C11 C7 1.511(4) 1.54(2) 1.541(14) 
C11 O3 1.429(4) 1.39(2) 1.397(13) 
C8 O4 1.221(4) 1.17(2) 1.159(14) 
     
   rmsd [Å] 
80 rmsd [Å] 80 
   0.027(19) 0.025(13) 
 
 
 
 
 
 
 
 
 
 
                                                
79 Reference bond lengths for equivalent bonds to the electron diffraction model were taken from a 
previously reported X-ray model (Deffieux et al., 1977). 
80 𝑟𝑚𝑠𝑑 = (𝑑!,! − 𝑑!,!)!!!!! 𝑁  
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Table C4.4: Hydrogen bond lengths after unconstrained refinement of the hydrogen positions 
for the electron diffraction model and the electron diffraction model after applying the 
dynamical corrections.  
   
ED 
 
ED 
corrected 
  dX-H
81 de [Å] de [Å] 
O3 H3 0.980 0.900(56) 0.900(42) 
C5 H5A 1.090 1.244(81) 1.116(52) 
C5 H5B 1.090 1.232(80) 1.106(48) 
O5 H5 0.980 1.021(13) 1.050(64) 
C7 H7 1.100 1.626(84) 1.184(54) 
C6 H6 1.100 0.950(84) 1.118(52) 
C9 H9 1.080 1.434(94) 1.189(60) 
C10 H10 1.080 1.680(106) 1.154(66) 
C11 H11 1.100 1.193(96) 1.128(57) 
C12 H12 1.100 1.103(73) 1.065(46) 
C13 H13 1.100 1.303(85) 1.178(51) 
C14 H14A 1.090 0.910(87) 1.000(69) 
C14 H14B 1.090 1.223(97) 1.154(72) 
C16 H16 1.080 1.429(87) 1.170(51) 
C17 H17 1.080 1.211(80) 1.119(51) 
C18 H18 1.100 1.117(87) 0.744(54) 
     
   rmsd [Å] 
82 rmsd [Å] 82 
   0.259(80) 0.110(56) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                
81 Idealized hydrogen bond lengths were generated in SHELXL using the NEUT command (Gruene, 
Hahn et al., 2014; Sheldrick, 2015a) 
82 𝑟𝑚𝑠𝑑 = (𝑑!!!,! − 𝑑!,!)!!!!! 𝑁  
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C5 Bond length and bond angle restraints used for lattice refinement 
 
 
Table C5.1: Restraints on 1,2-distances (DFIX) and 1,3-distances (DANG) used by SHELXL 
and CellOpt83  for lattice refinement of IRELOH, idealised geometrical restraints were 
generated using the GRADE web server.  
 
DFIX 1.508 0.016 C16 C15 DANG 2.245 0.022 O1 O16 
DFIX 1.518 0.021 C15 C14 DANG 2.406 0.025 C2 O1 
DFIX 1.524 0.019 C14 C13 DANG 2.351 0.026 C2 O16 
DFIX 1.527 0.024 C13 C12 DANG 2.404 0.022 C1 C15 
DFIX 1.497 0.024 C12 C11 DANG 2.405 0.033 C16 O16 
DFIX 1.319 0.017 C11 C10 DANG 2.396 0.036 C14 O16 
DFIX 1.470 0.015 C10 C9 DANG 2.535 0.033 C16 C14 
DFIX 1.238 0.018 C9 O9 DANG 2.524 0.029 C1 C3 
DFIX 1.494 0.022 C9 C8 DANG 2.506 0.024 C2 C4 
DFIX 1.408 0.013 C8 C3 DANG 2.563 0.024 C2 C8 
DFIX 1.512 0.008 C3 C2 DANG 2.419 0.020 C4 C8 
DFIX 1.504 0.009 C2 C1 DANG 2.417 0.016 C3 C5 
DFIX 1.202 0.015 C1 O1 DANG 2.381 0.033 C4 O5 
DFIX 1.341 0.016 C1 O16 DANG 2.411 0.015 C4 C6 
DFIX 1.466 0.010 C15 O16 DANG 2.381 0.033 C6 O5 
DFIX 1.391 0.010 C3 C4 DANG 2.397 0.014 C5 C7 
DFIX 1.387 0.009 C4 C5 DANG 2.372 0.036 C6 O7 
DFIX 1.365 0.014 C5 O5 DANG 2.431 0.019 C6 C8 
DFIX 1.387 0.009 C5 C6 DANG 2.412 0.027 C8 O7 
DFIX 1.385 0.010 C6 C7 DANG 2.499 0.037 C7 C9 
DFIX 1.410 0.013 C7 C8 DANG 2.419 0.019 C7 C3 
DFIX 1.358 0.015 C7 O7 DANG 2.536 0.033 C3 C9 
 DANG 2.364 0.028 C8 O9 
 DANG 2.576 0.042 C10 C8 
 DANG 2.359 0.027 C10 O9 
 DANG 2.451 0.037 C11 C9 
 DANG 2.511 0.031 C10 C12 
 DANG 2.520 0.048 C11 C13 
 DANG 2.562 0.031 C12 C14 
 DANG 2.567 0.038 C13 C15 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                
83 https://github.com/JLuebben/CellOpt 
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Table C5.2: Restraints on 1,2-distances (DFIX) and 1,3-distances (DANG) used by SHELXL 
and CellOpt84  for lattice refinement of EPICZA, idealised geometrical restraints were 
generated using the GRADE web server.  
 
DFIX 1.429 0.011 C11 O3 DANG 2.258 0.020 N1 O2 
DFIX 1.499 0.010 C11 C10 DANG 2.381 0.023 C3 O2 
DFIX 1.326 0.011 C10 C9 DANG 2.426 0.033 C3 N1 
DFIX 1.464 0.013 C9 C8 DANG 2.472 0.036 C2 C1 
DFIX 1.222 0.012 C8 O4 DANG 2.486 0.034 C2 C11 
DFIX 1.507 0.020 C8 C6 DANG 2.413 0.032 C1 C7 
DFIX 1.537 0.012 C6 C5 DANG 2.332 0.026 C5 N1 
DFIX 1.530 0.012 C5 C1 DANG 2.761 0.025 N1 S1 
DFIX 1.876 0.015 C1 S1 DANG 2.483 0.026 C4 N1 
DFIX 2.059 0.026 S1 S2 DANG 2.672 0.031 C4 S1 
DFIX 1.876 0.015 C3 S2 DANG 2.851 0.051 C5 S1 
DFIX 1.530 0.012 C3 C14 DANG 2.557 0.028 C4 C5 
DFIX 1.537 0.012 C14 C13 DANG 2.385 0.030 C1 C6 
DFIX 1.546 0.017 C13 C12 DANG 2.364 0.022 C6 N1 
DFIX 1.525 0.009 C12 C18 DANG 2.476 0.046 C11 N1 
DFIX 1.429 0.011 C18 O5 DANG 2.545 0.045 C11 C6 
DFIX 1.499 0.010 C18 C17 DANG 2.556 0.057 C7 C8 
DFIX 1.326 0.011 C17 C16 DANG 2.433 0.020 C7 C5 
DFIX 1.464 0.013 C16 C15 DANG 2.579 0.071 C5 C8 
DFIX 1.507 0.020 C15 C13 DANG 2.390 0.026 C6 O4 
DFIX 1.222 0.012 C15 O6 DANG 2.520 0.036 C6 C9 
DFIX 1.479 0.011 C12 N2 DANG 2.347 0.024 C9 O4 
DFIX 1.456 0.016 C3 N2 DANG 2.432 0.021 C8 C10 
DFIX 1.348 0.011 C4 N2 DANG 2.479 0.023 C11 C9 
DFIX 1.520 0.011 C4 C1 DANG 2.457 0.026 C7 O3 
DFIX 1.216 0.012 C4 O1 DANG 2.467 0.038 C7 C10 
DFIX 1.520 0.011 C3 C2 DANG 2.397 0.037 C10 O3 
DFIX 1.216 0.012 C2 O2 DANG 2.672 0.031 C2 S2 
DFIX 1.348 0.011 C2 N1 DANG 2.483 0.026 C2 N2 
DFIX 1.456 0.016 C1 N1 DANG 2.557 0.028 C2 C14 
DFIX 1.479 0.011 C7 N1 DANG 2.761 0.025 N2 S2 
DFIX 1.525 0.009 C7 C11 DANG 2.855 0.051 C14 S2 
DFIX 1.546 0.017 C7 C6 DANG 2.332 0.026 C14 N2 
 DANG 2.965 0.026 C3 S1 
 DANG 2.965 0.026 C1 S2 
 DANG 2.472 0.036 C3 C4 
 DANG 2.413 0.032 C3 C12 
 DANG 2.486 0.034 C4 C12 
 DANG 2.258 0.020 N2 O1 
 DANG 2.426 0.033 C1 N2 
 DANG 2.381 0.023 C1 O1 
 DANG 2.459 0.047 C18 N2 
 DANG 2.364 0.022 C13 N2 
 DANG 2.545 0.045 C18 C13 
 DANG 2.457 0.026 C12 O5 
 DANG 2.467 0.038 C12 C17 
 DANG 2.397 0.037 C17 O5 
 DANG 2.479 0.023 C16 C18 
 DANG 2.432 0.021 C15 C17 
 DANG 2.347 0.024 C16 O6 
 DANG 2.520 0.036 C13 C16 
 DANG 2.390 0.026 C13 O6 
 DANG 2.579 0.071 C15 C14 
 DANG 2.556 0.057 C15 C12 
 DANG 2.433 0.020 C12 C14 
 DANG 2.385 0.030 C3 C13 
                                                
84 https://github.com/JLuebben/CellOpt 
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C6 Atomic scattering factors for electron diffraction 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure C6.1: Atomic scattering factors for hydrogen, carbon, oxygen, nitrogen and sulphur 
plotted as function of 𝑠𝑖𝑛𝜃/𝜆 for (a) electron diffraction, and (b) X-ray diffraction85. Atomic 
scattering curves for electron diffraction were plotted using the nine Cromer-Mann 
coefficients with the nine-parameter expansion86 𝑓 sin 𝜃 𝜆 = 𝑎!!!!! 𝑒(!!!!"#!!/!!) + 𝑐 . 
The nine Cromer-Mann coefficients as used by SHELXL were obtained by fitting to the eight-
parameter fitting described previously by Peng, 1999. 
 
 
 
 
                                                
85 Table 6.1.1.1, International Tables for Crystallography (2006), Vol. C, Section 6.1, pp. 555-564 
86 Equation 6.1.1.15, International Tables for Crystallography (2006), Vol. C, Section 6.1, p. 565 
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Figure C6.2: Atomic scattering factors plotted as function of 𝑠𝑖𝑛𝜃 𝜆. Tabulated values for 
the mean atomic scattering factors for X-ray87 and electron88 diffraction were taken from 
literature. Values for the 8-parameter fitting for electron scattering factors were taken from 
Peng, 1999. The atomic electron scattering factors used for modelling and refinement in 
SHELXL are calculated from 9 Cromer-Mann coefficients that were fitted to the 8-parameter 
fitting from Peng, 1999. Plotting of the curve for the 9 Cromer-Mann coefficients confirms a 
consistent fit of the scattering factors to the literature values. 
 
                                                
87 Table 6.1.1.1, International Tables for Crystallography (2006), Vol. C, Section 6.1, pp. 555-564 
88 Table 4.3.1.1, International Tables for Crystallography (2006), Vol. C, Section 4.3, pp. 263-271 
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