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Synopsis
Freight transport is an integral component of the economy, providing benefits to
businesses, consumers and the wider economy. Yet despite its many benefits, freight
transport also contributes disproportionately to the emissions of air pollutants and
greenhouse gases relative to other vehicles. This has necessitated strategies that attempt
to maintain the societal benefits provided by freight transport while limiting the damage
caused to both human health and the environment. Designing policies that can strike this
balance requires an understanding of how firms might adapt to restrictions in how they
operate. However, despite advances in behavioural models, these models still make the
implicit assumption that firms will respond only once to a policy based on their existing
knowledge, in part due to a lack of reliable longitudinal data (data from the same
respondents for multiple points in time). In practice, research on organisational decision
making suggests this is unlikely, meaning more accurate predictions require a better
understanding of how policies induce behavioural changes across time. This thesis
explores the dynamic components of behavioural decision making that drive how freight
firms respond to policies across time with an aim to improving the design of mitigation
policies for intra-urban road freight emissions.
This thesis develops a novel approach to collecting longitudinal data on the behavioural
responses of freight firms to government policies. The approach involves the use of a
survey in which respondents are presented with a simulated scenario where they must
complete a freight delivery task repeatedly over a period of time. The simulation includes
the introduction of a policy designed to restrict how firms can operate (e.g., a Low Emission
Zone) to which respondents can adapt how they choose to complete the freight task over
several time periods. The survey is used to collect a unique longitudinal dataset on how
Australian freight firms adapt to government policies. The dataset is used to investigate
how and when firms adapt to government policies focusing on their choices of routes,
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vehicles and departure time. Using a structural equation modelling approach to growth
models, the adaptation strategies of firms are analysed to see what attributes influence
firms’ decisions, how their influence changes through several stages of a policy’s
introduction and how firms ultimately respond to policies. By adding the time dimension,
these models more accurately reflect the dynamic nature of decision making of freight
firms. Finally, a predictive model is developed that can be used to assess how firms are
likely to respond to policies intended to reduce emissions from urban road freight.
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Resumo
O transporte de carga faz uma parte critica na economia, fornecendo benefícios para
companhias, consumidores e a economia em geral. Apesar de todos os seus benefícios, o
transporte de carga também contribui desproporcionalmente para as emissões de poluição
atmosférica e gases de efeito estufa em comparação com outros tipos de veículos. Por
isso, estratégias são necessárias para combater o estrago à saúde e ao meio ambiente
causado pelo transporte de carga enquanto seus benefícios são mantidos. A criação de
políticas desenhadas para equilibrar esses benefícios e danos requerem uma
compreensão de como companhias irão se adaptar as restrições nas suas operações.
Entretanto, apesar de avanços em modelos comportamentais, esses modelos continuam
fazendo a suposição que companhias respondem a uma política apenas uma vez baseada
no seu atual conhecimento. Em parte esta suposição é feita por causa da falta de dados
longitudinais (dados do mesmo respondente para vários períodos de tempo). Na prática,
pesquisas sobre a tomada de decisões organizacionais sugere que essa suposição é
improvável. Por esta rasão, previsões de como companhias respondem à políticas
requerem um entendimento melhor de como políticas impelem a mudança de
comportamento de companhias. Essa tese investiga os componentes dinâmicos de
tomada de decisões comportamentais que impelem como companhias de transporte de
carga respondem a políticas ao longo do tempo com o objetivo de melhorar o desenho de
políticas para mitigar as emissões do transporte de carga intraurbano.
Esta tese desenvolve um método novo para colecionar dados longitudinais das respostas
comportamentais de companhias à políticas governamentais. Esse método utiliza um
inquérito em que respondentes completam uma simulação envolvendo a entrega de
mercadorias em vários períodos de tempo. A simulação inclui a introdução de uma política
criada para limitar como companhias podem fazer entregas (como uma Zona de Baixa
Emissões) e que respondentes podem trocar como escolhem para fazer as entregas. O
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inquérito é usado para colecionar um banco de dados sobre como companhias de
transporte de carga Australianas se adaptam às políticas governamentais. Os dados são
usados para investigar como e quando companhias se adaptam às políticas
governamentais com foco na escolha de rotas, veículos e a hora de partida. Usando um
tipo de modelagem de equações estruturais, as estrategias das companhias são
analisadas para ver que características influem as decisões das companhias e como a
influência dessas características trocam em vários períodos de tempo. Adicionando tempo,
esses modelos refletem com mais exatidão os processos dinâmicos de tomar decisões
destas companhias. No final desta tese, um modelo preditivo é desenvolvido que pode ser
usado para avaliar como companhias provavelmente responderão à políticas planejadas a
diminuir as emissões de transporte de carga urbano.
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Chapter 1
Introduction
Freight transport plays a critical role in a nation’s economy, particularly those as large and
with population centres as geographically isolated as Australia. Used to deliver goods to both
consumers and businesses, the freight industry undeniably provides substantial benefits to
society including providing consumers with greater choice, increased competition and other
wider economic benefits that together have contributed to improved living standards (Browne
and Allen, 1998). However, in providing these benefits freight transport also imposes a
number of (often significant) costs on society. These societal costs include accidents, road
damage, air pollution and greenhouse gas emissions, amongst others. Although accidents
and road damage are important and impose significant costs of their own, the focus of this
research is primarily on emissions of air pollutants and greenhouse gases.
Freight transport is not unique in producing benefits while imposing costs on society,
something that is seen with the activities of both individuals and firms. These societal (or
external) benefits and costs are collectively known as externalities because they are
external to the entity that undertakes the activity (Pigou, 1932; Coase, 1960). Crucially,
externalities (both positive and negative) are generally not considered when a decision to
undertake an activity is made (Rothengatter, 1994) and as a result the price of the activity
does not reflect its total costs and benefits. According to Coase (1960) this leads to an
overuse of shared resources (the environment can be considered to be one such shared
resource). Although this is not limited to transport, it is particularly problematic in transport
because of the potentially wide-ranging environmental effects and the large number of
individuals who could be adversely affected. Mitigation policies are intended to incorporate
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at least some of these costs into the operating costs of the polluting firm in such a way that
firms either reduce their emissions or provide funding that can then be used to reduce the
negative effects of the emissions.
These issues raise three questions. First, how much does freight transport contribute to the
societal costs of road transport? Second, is it reasonable to expect the freight industry to
reduce the costs they impose on society? Third, how can government policies be designed
to reduce these costs and how would these policies affect how the freight industry operates
and ultimately the negative societal costs it produces?
In Australia and other developed countries, freight vehicles account for only a small
proportion of the vehicle fleet, a vast majority of which are (predominantly private) cars. For
instance, in the state of New South Wales (NSW), only 14.9 percent of registered vehicles
are freight vehicles (including light commercial vehicles) (Australian Bureau of Statistics,
2011). Yet, despite their small number, freight vehicles account for a substantial proportion
of the negative costs associated with road transport including in terms of emissions, far
above their proportion in the vehicle fleet. In NSW, freight vehicles accounted for nearly 40
percent of nitrogen oxide (NOx) emissions and approximately 60 percent of particulate
matter (both PM2.5 and PM10) emissions from road transport (Department of Environment
and Climate Change, 2008). Emissions from freight vehicles are particularly problematic
because unlike emissions from industrial and manufacturing industries, emissions from
freight vehicles are often emitted in residential areas with high population densities. These
proportions are particularly troubling because the NSW Department of Transport (2010)
predicts that by 2036 the number of trips by articulated and rigid freight vehicles will almost
double compared to 2006. It also predicts that the number of trips by light commercial
vehicles will increase by nearly 40 percent during the same period. This large increase
would lead to a significant increase in local air pollutant and greenhouse gas emissions
unless freight vehicles become less polluting and/or are used more efficiently.
Although emissions from freight vehicles, particularly of local air pollutants, have long been
considered a problem (Sever and Fliess, 1899; Ayres and Kneese, 1969; Moseley, 1973)
policies intended to reduce their burden on society have often been difficult to implement
for practical and political reasons. Despite these difficulties, reducing the emissions of
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freight transport remains an important issue and is likely to become even more so as freight
activity continues to increase. Encouragingly, continued concern coupled with recent
advances in technology have brought advances in introducing policies that specifically
target freight vehicle emissions. However, the increasing importance of freight transport in
a globalised economy means that governments must be able to balance the costs these
policies impose on the freight industry (and ultimately the economy) with the benefits they
provide by reducing air pollution and other negative externalities. How this can be done
effectively without unduly burdening the freight industry remains a challenge despite these
recent advancements.
Clearly, freight transport does impose a substantial cost on society through emissions of
air pollutants and greenhouse gases and although this is somewhat offset by the benefits
it provides, the freight industry has for some time had its activities limited or regulated in
other ways to reduce its negative externalities. Governments have increasingly expanded
the regulations targeting freight transport emissions using a variety of policies including an
imposition of emissions standards and various operating restrictions. This suggests that it
is reasonable (or at least accepted by a sufficiently large proportion of the population) to
introduce policies that are designed to reduce emissions from freight transport. However,
it can also be argued that since both freight and passenger transport produce emissions,
policies should be introduced that require both to reduce emissions by introducing policies
that treat both freight and passenger transport equally. This argument has been made by a
number of freight industry associations that have at various times claimed to support policies
for reducing emissions and other negative externalities if the policies are also applied to
private passenger vehicles. However, this ignores a number of factors that mean freight and
passenger transport are likely to respond differently to mitigation policies resulting in generic
policies likely being less effective than targeted policies.
Given these concerns and the continuing challenges involved in reducing the negative
effects of freight transport on society, it is likely that governments will continue to introduce
policies aimed at reducing the emissions from freight transport. However, the introduction
of mitigation policies must result in changes to the business environment in which freight
transport operates in order to be effective. These changes include a number of different
aspects but most importantly, changes to firms’ costs and the environment’s competitive
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forces. Since firms respond to these changes, predicting how freight firms will respond to
the introduction of policies requires an understanding of both how the business
environment changes and how firms adapt their operations to these changes.
Our understanding of how freight firms adapt to changes in the business environment,
particularly in response to emission mitigation policies that have a direct effect on how firms
operate, are currently somewhat limited. In particular, the temporal element of adaptation
strategies has often been neglected in favour of assuming adaptation strategies are
implemented instantaneously and are not revised at a later date. These assumptions, while
useful for providing an indication of how firms would ideally like to respond given a static
business environment, limit their application since they do not account for the changes to
the business environment that occur simultaneously as well as the gradual nature of
adaptation strategies. Furthermore, as the adaptation strategies used by firms are also not
static and may change as firms gain more information about how the “new” business
environment affects their operations and their position in the market, assuming decisions
about how to respond to policies are only made once is at best simplistic and at worst
unrealistic. Incorporating these aspects into a model for predicting how firms operate would
provide researchers and policy makers with a way to assess how firms are likely to adapt
their operations at various time periods and in this way better predict when the full effect of
a mitigation policy will be realised.
Decision makers within organisations make use of a number of different sources of
knowledge and information when making decisions in a process called “organisational
learning” (Diehl and Sterman, 1995). Organisational learning involves the use of these
various sources of information to improve decision making by giving decision makers an
indication of the likely effects of their decisions. One of the primary sources of information
used within firms is the use of firm performance and financial measures. These measures
provide decision makers with crucial information not only on how the firm is currently
performing but also on the outcomes of any previous decisions. Although this information is
useful for most decision making, it is particularly useful when decisions must be made on a
repeated basis or when decisions made affect measurable aspects of a business such as
operational efficiency (Diehl and Sterman, 1995; Leonardi and Baumgartner, 2004).
Applied to decisions on adaptation strategies, organisational learning gives firms the ability
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to make adjustments to their initial strategy based on the outcomes of their initial decisions.
In many ways, organisational learning is similar to decision making by private individuals
who make use of their prior experience and knowledge when making decisions. In
organisations, this individual experience is supplemented by the performance measures
and knowledge of others within the organisation. Although there is substantial evidence
that decision-makers within firms often utilise and benefit from organisational learning, the
evidence also suggests that they do not make full use of the information made available
(Diehl and Sterman, 1995). Nonetheless, organisational learning means that decisions
made in the future as a new policy is implemented may be influenced by a firms’ previous
decisions and experience. This means that models used to predict how firms will respond
to policies need to account for these (potential) influences.
A proper understanding of these issues is crucial to the development of policies that both
effectively reduce emissions and allow the freight industry to continue to provide the services
society has come to rely on. Answering this question requires an understanding not only of
how freight firms are currently operating but also how changes to the business environment
due to the introduction of government policies targeting freight transport is likely to effect
how firms operate in the future. With this in mind, this thesis seeks to answer how and when
firms adapt to environmental policies targeting freight transport.
The following sections outline the contributions to the body of knowledge this thesis aims to
make, the hypotheses that will be tested and the structure of the rest of this document.
1.1 CONTRIBUTIONS TO KNOWLEDGE
How freight firms adapt to environmental policies that impose further restrictions and
requirements on their operations remains an important but relatively under-investigated
area. Although work has been done in various areas related to how firms respond to
government policies, the use of organisational learning within organisations and the
influence of competition and other external forces on firm decisions, they have been studied
in isolation (often outside the transport field entirely) and without accounting for the
influence of time on behavioural change. This means that despite there being clear
evidence that both organisational learning and external forces may influence decisions
made by firms, these effects have not been studied in relation to how firms adapt to
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government policy, particularly in the freight industry. These factors and the time
component of firms’ adaptation strategies are still largely unknown and deserve further
investigation.
These limitations are apparent in freight models currently in use. In large part this is
because freight models with a behavioural component have continued to predominantly be
extensions of those developed for passenger transport. Although passenger transport
models may provide a starting point for freight models, there are substantial differences
between the considerations and decision-making process taken by firms delivering freight,
than for individuals travelling. In addition, while in passenger transport the person making
the decision is often also the one travelling, in freight transport the decision maker is often
not the person making the deliveries nor the one receiving the goods. This means that
although many of these models can be used to predict freight movements under existing
conditions, they often fail to take into account the additional constraints imposed on freight
firms that can either limit or increase the number of available choices. Furthermore, even
when these additional constraints are considered, firms have often been implicitly assumed
to make decisions in the same way as individuals.
There are a variety of reasons for why freight models have these limitations but amongst
the most important has been the inadequacy of disaggregate longitudinal data on freight
movements and decisions of freight firms, particularly in response to policies. Further,
disaggregate data on light commercial vehicles that comprise a substantial proportion of
freight-carrying vehicles (Australian Bureau of Statistics, 2011), has been even harder to
collect than for heavy vehicles (Hunt and Stefan, 2007). Although there is the potential for
technology to be used to facilitate the collection of this data to some extent, it is unlikely to
ever be an easy task. This is only likely to become more important in the near future due to
the growth in online shopping and the resulting increase in home deliveries. In large part
because of the difficulty in collecting revealed preference data on the decisions of freight
firms, the primary method for collecting behavioural data has been stated preference (SP)
surveys. In many ways, SP surveys are able to capture rich behavioural data on decisions
but its use for collecting data on the time-varying aspects of firms’ adaptation strategies is
somewhat limited because they generally do not allow for continued adjustment of
responses based on the consequences of respondents’ initial decisions.
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To overcome these challenges, an adaptive-dynamic approach for collecting disaggregate
freight data will be developed in this thesis. This approach makes use of a web-based
simulation game where respondents are asked to manage a freight firm that needs to make
deliveries to several customers within an urban area. The firm is subject to both customer
requirements (including time-windows and delivery requirements) and (at times) government
regulations. Respondents can make decisions relating to how they run their operations
including the choice of vehicle class, vehicle emissions standard, routes, time of day and
the use of toll roads. A key element of this approach is that the simulation takes place
over a number of simulated time periods and decisions made in one time-period affect the
firm’s (financial and environmental) performance, and potential choices in subsequent time
periods. The simulation game results in a longitudinal dataset of the choices made by freight
firms in adapting to changes in the business situation due to two government policies. The
development of this survey tool will be one of the key methodological contributions of this
thesis since it enables the development of the models incorporating the temporal element of
decisio making.
The second methodological contribution this thesis will make to the literature is the
application of latent curve models to the problem of modelling decision making in freight
firms. Although latent curve models have been used in other fields (particularly psychology)
for some time, recent advances make it a powerful tool for analysing behaviour in a
transport (both passenger and freight) context. This thesis will present a method for
modelling freight transport decision making with latent curve models, providing a
mechanism with which to assess how firms adapt to different policies, in terms of both the
specific decisions and how they change over time.
These methodological contributions are important but they do not address the central
question of this thesis, that being of how firms adapt to policies aimed at mitigating
emissions of air pollutants and greenhouse gases from freight transport. The models will be
used to address policy-related gaps in the literature. Specifically, the effects of policy
design, industry (i.e., competitors’) decisions and performance, internal (within firm)
feedback and firm heterogeneity on the adaptation processes adopted by freight transport
firms in response to environmental policies over a period of time will be evaluated and
assessed. These four areas cover the four primary policy-related contributions of this
7
thesis. Although these effects have been investigated before, including for freight transport,
their effects on the timing of decisions in particular and how quickly firms adapt to the
policies has been generally overlooked. As such, the contributions of this thesis to these
area of research is how these effects change over time as firms adapt (or potentially
choose not to adapt) to the policies that restrict how they can operate.
Addressing these gaps in the literature means that models that reduce the limitations of
many of the freight models currently being used can be developed. This thesis will show
how these effects change over time and what this means for how firms adapt to the policies
to enable policy makers to design policies that account for these issues.
1.2 HYPOTHESES
In light of the contributions this thesis aims to make to the literature, two sets of hypotheses
have been developed. Each set of hypotheses relate to a different aspect of how firms
adapt to mitigation policies for freight transport emissions. Specifically, the hypotheses look
at the influence of firm-specific characteristics on how firms respond to policies, how firms’
previous decisions and any external environmental indicators as well as time, influence the
adaptation strategies of firms.
1.2.1 Hypothesis set I
It is hypothesised that firms with different characteristics respond differently to the same
policy. Although this may appear intuitively correct as each firm has different financial
resources available, flexibility in its operations and other constraints, it is not clear how the
responses differ and which firm-specific characteristic has the greatest effect on responses.
This set of hypotheses relate to how responses differ depending on each firm’s
characteristics and is designed to identify if certain characteristics constrain firms or allow
additional flexibility when responding to policies both in the short and longer term.
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HI: Freight transport operators respond differently to policies depending on firm-specific
characteristics.
HI.i: Firm size
HI.i0: Firm size has no effect on responses.
HI.i1: Firm size has an effect on responses.
HI.ii: Existing vehicle classes
HI.ii0: Mix of existing vehicle classes and emissions standard have no effect on
responses.
HI.ii1: Mix of existing vehicle classes and emissions standard have an effect on
responses.
HI.iii: Relationship between the size of the final change and the cost of making no
changes.
HI.iii0: The size of the final change is not related to the cost of making no changes.
HI.iii1: The size of the final change is related to the cost of making no changes.
HI.iv: Type of deliveries made by the firm
HI.iv0: The shape of the change is not related to the type of deliveries made by
the firm.
HI.iv1: The shape of the change is related to the type of deliveries made by the
firm.
The size of the firm is expected to affect how firms respond to policies. This is because larger
firms generally have better access to capital and are likely to have more spare capacity than
smaller firms. Similarly, the existing vehicle classes are expected to affect both firms’ current
situation and the possibility that firms can switch vehicles if required. The size of the final
change is expected to be related to the cost of making no changes. Specifically, it is expected
because since firms have the option to make no changes, firms where making no changes
will result in only a small additional cost may be more likely to make smaller changes (if any)
than those where making no changes would significantly increase costs.
1.2.2 Hypothesis set II
Two of the policy-related contributions this thesis will attempt to make are on the effects of
internal and external feedback on responses to policies. This set of hypotheses looks at
9
how a firm’s response to the introduction of a policy will change as both the firm and
industry adapt to the changed environment. This includes both how firms’ constraints on
their possible responses change over time as well as how both internal and external
feedback through financial performance and industry benchmarks respectively influence a
firms subsequent responses. Furthermore, these hypotheses have been designed to test
how time influences the responses to policies. More specifically, this means how firms’
responses change as time progresses and the policy comes closer to being implemented,
as well as if when firms respond has an effect on the changes made by the firms.
HII: Freight transport operators’ response to the introduction of policies changes over
time.
HII.i: Size of changes over time.
HII.i0: The size of the change is not time-dependent.
HII.i1: The size of the change is time-dependent.
HII.ii: Firm size and speed of responses.
HII.ii0: The size of the firm has no effect on the speed of the response.
HII.ii1: The size of the firm has an effect on the speed of the response.
HII.iii: Internal feedback and responses.
HII.iii0: Decisions are made independently of any previous decisions.
HII.iii1: Decisions are made taking into account previous decisions.
HII.iv: Peer effects and responses.
HII.iv0: Firms do not take into account industry benchmarks when responding to
policies.
HII.iv1: Firms take into account industry benchmarks when responding to policies.
Replacement of vehicles is likely to be among the most capital intensive responses firms
can make. For this reason, firms are expected to make smaller changes immediately and
(if required) slowly replace vehicles. Although small firms may be more flexible than larger
firms, the lack of spare capacity, inability to reorganise existing vehicles and the likely lower
costs of making no changes means they are hypothesised to respond slower than large
firms. All firms are expected to assess the outcomes of their initial responses (through
10
internal feedback) when deciding to make any further changes. Firms are also expected to
make changes based on external feedback (the industry benchmark) and adjust responses
to match the benchmark as closely as possible.
1.3 OUTLINE OF THESIS
This remainder of this thesis is divided into nine chapters.
Chapter 2 provides the background and context of this thesis. It discusses the negative
externalities produced by freight transport with a particular emphasis on emissions of air
pollutants and greenhouse gases. It continues by reviewing mitigation policies that have
been considered and/or are currently being used for reducing emissions from freight
transport before examining the evidence on how a selection of these mitigation policies
have changed how freight firms operate and ultimately what their effect has been on
emissions.
Chapter 3 introduces the theoretical framework used in this thesis. It looks at the research
undertaken within transport as well as in a variety of other disciplines that are brought
together in a single theoretical framework that forms the basis for the rest of the thesis. The
literature reviewed includes research on the relationship between time and adaptation
strategies, the use of organisational learning and its influence on decision making, the
behavioural heterogeneity between firms and the simulation of business environments for
studies in decision making. It concludes by summarising how the research reviewed in this
chapter are used in the framework and how the framework is used in the thesis.
Chapter 4 discusses the use of latent curve models as the primary statistical technique used
in this thesis. It provides the rationale for the use of latent curve models in this thesis. This
is followed by an introduction to the structure, estimation and interpretation of latent curve
models. Finally, this chapter looks at how they have been used within behavioural research
and how this can be applied to freight operators’ behaviour.
Chapter 5 describes the design of the survey in terms of the rationale for using this method
of data collection, the design itself and how it is used as well as the development process.
This chapter provides readers with an understanding of how the survey tool is used to collect
the data required to use the analytical tools and theoretical framework used in this thesis.
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Chapter 6 discusses the data collection process from recruitment to the study itself. It
includes a discussion on who completed the survey and how it was administered as well as
information on how the survey interface was used by respondents and their perceptions of
the importance of different aspects of decision making.
Chapter 7 describes the development of the independent models used to test the
hypotheses as well as a discussion of the results. In addition, the model structure and form
is shown and discussed. This is followed by a description and discussion of the results of
the simultaneously estimated model in Chapter 8.
Chapter 9 discusses how the model and results described in chapters 7 and 8 can be applied
to policy making by using it to give policy makers a prediction of how firms are likely to
respond to the policies they introduce. Further, how the results of this thesis can be used to
better design policies to make them both more effective and less disruptive are discussed.
This chapter also discusses the implied arc elasticities of the results and concludes with an
example of the application of the models to a policy.
The thesis concludes by providing a summary of the findings and the hypotheses as well as
a discussion of how the thesis has provided a contribution to the literature in Chapter 10.
12
Chapter 2
Background and context
The reliance of the economy on the services provided by the freight industry and its extensive
use of roads and other public infrastructure shared with individuals mean freight transport is
one of the most visible industries people encounter in their daily life. As a result of its visibility
and proximity to society the costs it imposes are (sometimes rightly) considered to be greater
than its benefits. This sometimes results in attempts by local residents to restrict access to
their communities to heavy vehicles at the same time as the same residents make use of
the benefits heavy vehicles provide access to. Resolving this conflict requires society (often
through government policy) to balance the ability of the freight industry to provide substantial
benefits to communities with its potential impacts. This chapter provides an overview of the
costs imposed by freight transport on society with an emphasis on emissions of air pollutants
and greenhouse gases and a review of mitigation policies that can (and have) been used to
try to resolve or at least minimise this conflict.
2.1 EMISSIONS AND OTHER EXTERNALITIES
2.1.1 Air pollution
A number of emissions from freight transport have a substantial impact on air pollution. Six
pollutants in particular, referred to as “criteria pollutants”, are the focus of regulations in
Australia (Department of the Environment and Heritage, 2004). Criteria pollutants are also
regulated in a number of other countries including the United States where the
Environmental Protection Agency (EPA) is responsible for their regulation. Specifically,
criteria pollutants are carbon monoxide (CO), NOX, ozone (O3), particulate matter (PM),
sulphur dioxide (SO2) and lead (Pb) (Federal Highway Administration, 2010). All six
pollutants are produced by heavy vehicles with most being emitted by older vehicles
13
manufactured when environmental legislation was less stringent. In sufficient quantities
these pollutants can have a number of detrimental health effects including increasing the
risk of respiratory illnesses, cardiovascular (heart) disease and stroke (Schwela, 2000;
Curtis et al., 2006). Particulate matter and NOX have also been found to increase the risk
of sudden infant death syndrome (SIDS), preterm birth and generally higher mortaility rates
from a range of diseases, particularly among young children and the elderly (Curtis et al.,
2006). Although these health effects are generally a result of locally emitted pollutants in
urban areas where the concentration is high (Schwela, 2000), these pollutants can be
spread further away (albeit in smaller concentrations) and also have a number of
environmental impacts (such as acid rain) which can affect a much larger area (Swift,
2001).
While these pollutants are emitted by a number of industries and by private vehicles, it
is particularly problematic in freight transport as freight vehicles often travel through (and
in so doing emit pollutants) areas with high population densities (Anderson et al., 2005).
The introduction of regulations for freight vehicles and fuel has resulted in a decrease in
concentrations of criteria pollutants but levels remain high in certain areas (including Sydney)
with particulate matter being one of the main problems (Department of the Environment
and Heritage, 2004). A further limitation of many existing regulations is that they apply to
vehicles at the point of manufacture (Federal Highway Administration, 2010). This means
that in countries with a relatively slow fleet replacement rate and few regulations mandating
emissions checks for older vehicles (like Australia), there are still significant numbers of
older vehicles that do not meet current standards but are still on the road. This is illustrated
in Figure 2.1 on the facing page that shows that across all classes of freight vehicles — light
commercial vehicles (LCV), light rigid vehicles, heavy rigid vehicles and articulated vehicles
— a significant proportion of vehicles in use in 2012 were manufactured before 2001. This
is particularly true of heavy rigid vehicles where a majority of vehicles were manufactured
prior to 2001 with a significant minority manufactured before 1995. Although the number
of older vehicles in use has declined somewhat in recent years, they remain substantially
higher than in areas where government policies were able to increase the replacement rate
for heavy vehicles (see Section 2.3.1 on page 31). This has resulted in freight vehicles
producing a large proportion of air pollutants even though freight accounts for a relatively
14
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small number of vehicles. In the United States, heavy vehicles produce approximately 33
percent of NOX emissions from vehicles and 23 percent of PM10 emissions (Ang-Olson
et al., 2006). Similarly, in NSW approximately 26 percent of NOX emissions and 28 percent
of PM10 emissions are produced by heavy vehicles (Department of Environment and Climate
Change, 2008).
2.1.2 Greenhouse gases
Much of the recent focus on greenhouse gases in transport has been on carbon dioxide
(CO2) emissions, primarily from the use of oil-based fuels (Schipper et al., 1997). In
contrast to air pollution, the effects of greenhouse gases are primarily seen at the macro
level (Kilsby and Laird, 2004). Crucially, this means that even low levels of carbon
emissions can have a significant effect on other areas if the activities which produce them
are repeated frequently. This is further compounded because greenhouse gases can
remain in the atmosphere for between 50 and 200 years (Federal Highway Administration,
2010). Greenhouse gases, although a global problem, are particularly problematic for
Australia due to the high concentration of its population in coastal areas (Walsh et al.,
2004). Estimates from 2004 In Sydney heavy vehicles account for approximately ten
percent of greenhouse gas emissions from transport with LCVs contributing about seven
percent (BTRE, 2004). Although this is a fairly small proportion, the improving fuel
efficiency of private vehicles means freight contributes an increasing proportion of
emissions. More recent estimates are that LCVs account for approximately 16 percent of
road transport emissions with heavy vehicles another 24 percent across Australia (BITRE,
2009). It should be noted that national estimates are likely to be higher due to the number
of articulated vehicles used for interstate freight transport. This gives Australian
governments an added incentive to reduce greenhouse gas emissions from freight.
2.1.3 Other negative externalities
Freight transport also produces a number of other negative externalities, including
increasing noise, putting additional strain on roads (which as a result require more
maintenance), congestion and increasing risks to other road users (Button, 1990).
Although these negative externalities are not the focus of this research, they are briefly
discussed here because of the interaction between policies designed to address air
pollution and greenhouse gases and these negative externalities. These externalities have
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long been identified as potential sources of problems (particularly by residents). The move
from horse-drawn wagons to first electric vehicles and then more powerful diesel and
petrol-fuelled vehicles was initially thought to be likely to reduce these externalities (Sever
and Fliess, 1899) although this was ultimately not the result. Government attempts to
minimise these externalities have generally been tempered by the importance of freight
transport to cities and have fallen short of the measures necessary to reduce overall
externalities substantially (Anderson et al., 2005). It is notable that in a circular addressed
to local councils by the UK Department of the Environment in 1973 these externalities were
the focus of attention (Moseley, 1973). Since then local governments have been involved in
a number of strategies aimed at reducing these externalities. The increasing focus on
greenhouse gas emissions coupled with the substantial economic disbenefits of congestion
and crashes (Maibach et al., 2008) has also provided an opportunity for local governments
to further address these issues through the use of freight transport plans. This can be seen
in both the London Freight Plan and the Paris transport policy (Plan de Déplacement de
Paris) both of which emphasise reducing the impact of noise and reducing the risk to other
road users (Browne, Allen and Attlassy, 2007). It should be noted that although it is
acknowledged that estimates of the costs of negative externalities produced by freight
transport have found the costs of congestion and crashes (and crash-risk) to be
substantially higher than that of air pollution and greenhouse gas emissions (Maibach et al.,
2008), significant benefits can be gained by reducing all types of negative externalities.
2.2 MITIGATION POLICIES
Many policies have been considered by governments to reduce both the quantity and the
effect of freight vehicle externalities. These have been targeted at the receiver, the freight
transport company (operators) and drivers (Holguín-Veras et al., 2007). Although each of
these has a role to play in reducing freight externalities, the focus of this review is on
policies that allow for a response from operators within existing market constraints. In this
review, policies have been categorised by the type of policy. It is important to note that
these policies may also affect externalities other than the targeted externality (Calthrop and
Proost, 1998) and that a number of policies explored here may be contradictory. The four
categories in which the policies have been placed are technology-based policies, voluntary
and information-based policies, regulatory policies, and market-based mechanisms.
17
Technology-based policies, and voluntary and information-based policies include those that
attempt to improve awareness among organisations of how they can benefit from
introducing organisational policies aimed at reducing externalities. In contrast, regulatory
and market-based mechanisms include those which impose penalties (either through fines
or higher costs) for not complying with minimum standards. Each of these is discussed in
the following sections.
2.2.1 Technology-based policies
Technology-based policies are intended to promote, educate and improve access to new
technologies which produce less externalities. These technologies include improved
models of conventional vehicles (and vehicle parts), cleaner and more efficient
conventional fuels (such as low-sulphur diesel), and alternative fuels such as bio-diesel,
hydrogen and a variety of gases (CNG and LPG in particular). These policies also include
those which promote the use of vehicles with alternative engine technologies either as
complements or replacements for existing internal combustion engines. Technology
policies have traditionally focused primarily on reducing local air pollution by reducing the
use of fuels with high levels of polluting compounds including particulate matter. However,
mirroring the larger trend in mitigation policies for externalities more recent policies
primarily target carbon emissions. Unfortunately, some of the policies that reduce one
externality may simultaneously increase another. An overview of technology policies is
available in Table 2.1 on the facing page.
The contribution of the high sulphur content in conventional diesel to problems with air
pollution led many governments to update fuel standards during the previous decade to
reduce the allowable levels of sulphur in fuel, particularly in diesel. Prior to the introduction
of the new standards, the sulphur content of diesel in Australia was approximately 500ppm
(Borken et al., 2007). Although this was significantly lower than many developing countries
where the sulphur content of diesel ranged from 2000ppm to 4000ppm, it was still higher
than both the EU (200ppm) and the United States (350ppm) (Borken et al., 2007). The
development of Ultra-Low Sulphur Diesel (ULSD) and the updating of fuel standards to
reflect their availability resulted in the reduction of the sulphur content in diesel to 50ppm in
2006 and 10ppm from 2009 (Attorney-General’s Department, 2009). The use of ULSD has
resulted in a decrease in the amount of particulate matter produced from heavy vehicles in
18
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Australia (and other countries where ULSD is now in use) (Orbital Australia, 2010). Fuel
standards have also been changed to reduce the amount of other criteria pollutants (such
as NOX and CO) produced by heavy freight vehicles (Piecyk and McKinnon, 2010). Fuel
standards for petrol has also reduced the allowable amount of sulphur in conventional
unleaded petrol. In Australia, fuel standards have limited the sulphur content of
conventional unleaded petrol to 150ppm since 2005. This was further reduced to 50ppm in
2008 for premium unleaded petrol (PULP) (Attorney-General’s Department, 2008).
Although the changes in standards for petrol have mostly affected emissions from private
vehicles (which mostly run on petrol), the large proportion of petrol-fuelled light commercial
vehicles (LCVs) (Greaves, 2009) means emissions of criteria pollutants by freight vehicles
has also likely reduced.
Table 2.2: European Emission Standards for Heavy Vehicles
Emission Standard Year PM10 (g/kWh) NOX (g/kWh)
Euro I 1992 0.61 8.80
Euro II 1996 0.25 7.00
Euro II (updated) 1998 0.15 7.00
Euro III 1999 0.02 2.00
Euro III (updated) 2000 0.10 5.00
Euro IV 2006 0.02 3.52
Euro V 2009 0.02 2.00
Euro VI1 2014 0.01 0.04
Updated standards for vehicles (both LCVs and heavy vehicles) have led to the development
of cleaner and more efficient engines. These standards generally restrict the amount of CO,
NOX and particulate matter as well as hydrocarbons. The European Pollutant Emission
Standards are among the most widely used standards for heavy vehicles and have been
adopted by the Australian Design Rules (ADR) in ADR80/00 (Euro III), ADR80/02 (Euro
IV) and ADR80/03 (Euro V) (Department of Infrastructure and Transport, 2010). The Euro
standards have been progressively updated every few years with emissions requirements
becoming increasingly stringent (see Table 2.2). The upcoming Euro VI standard for heavy
vehicles will reduce the maximum allowable emissions of PM10 and NOx to 1.15 percent and
0.05 percent of the Euro I standard introduced in 1992 (European Commission, 2009). Tests
on ADR80/02 engines have shown that it reduces emissions of both NOX and PM2.5 by
1Emission limits and date of introduction may change.
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between 50 and 65 percent although this is at the expense of slightly increased levels of
CO2 emissions (Orbital Australia, 2010). As vehicle standards are generally imposed at the
point of manufacture, the updating of standards does not mean all older vehicles (which
do not meet the new standards) are removed from use. This means that although strict
standards have been introduced, a significant number of older vehicles are still being used
and will likely continue to be for some time (see Figure 2.1 on page 15). As a result, policies
have been proposed that promote or provide incentives for organisations to switch to newer
vehicles. These policies, known as vehicle scrappage schemes, place restrictions on both
the age and type of vehicles that can be replaced under the scheme. Some schemes (but not
all), also mandate that a vehicle must either be replaced with a vehicle that meets current
standards or not replaced at all (Potter et al., 2000; Palmgren, 2004; Arimura and Iwata,
2006). Vehicle scrappage schemes can be used to reduce both air pollution and green house
gas emissions depending on what limitations are placed on the eligible vehicles. However,
it has been shown that vehicle scrappage schemes are most successful when they are
introduced after a new technology has been introduced that has not yet been widely adopted
(Nemry et al., 2009). This suggests limitations to the applicability of scrappage schemes to
freight transport. Evidence from Arimura and Iwata (2006) suggests that the reduction in
NOX emissions can reach approximately 40 percent. However this varies widely by location
and the effect on other externalities appears to be much smaller.
A number of devices have also been developed to limit the emissions from heavy vehicles
by capturing and filtering the exhaust. These devices can be included both at the time of
manufacture (for newer vehicles) and added to older vehicles. Each device is designed to
reduce one (or a set) of externalities produced by heavy vehicles. They include diesel
particulate filters which capture particulate matter, catalytic converters (for CO and PM),
exhaust gas recirculation and a number of types of NOX catalytic converters (sometimes
combined with particulate filters) (Federal Highway Administration, 2010). It should be
noted that as these devices are designed to reduce a specific externality, some may also
slightly increase another externality including other criteria pollutants, N2O, and CO2 due to
a decrease in fuel efficiency (Hensher, 2008).
In contrast to the technology designed to reduce air pollution, attempts to reduce
CO2 emissions through the use of better technology have generally focused on the type of
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fuel (primarily alternatives to diesel) and on the use of alternative engine technologies. The
four main alternative fuels suggested for heavy vehicles are compressed natural gas
(CNG), liquefied petroleum gas (LPG), biofuels (Federal Highway Administration, 2010) and
Hydrogen (Hensher, 2008). Use of CNG (or liquefied natural gas – a similar fuel) is likely to
result in only a small reduction in CO2 emissions although with a far lower amount of PM
(Federal Highway Administration, 2010). Similarly, LPG does not appear to have any
advantages over diesel regarding emissions of CO2. As with CNG, LPG’s greatest benefit
is that it emits fewer criteria pollutants (OECD, 2010). Although collectively known as
“biofuels” or “biodiesel”, biofuels are generally made from a variety of plant and animal fats.
The emissions from biodiesel (particularly life-cycle emissions) vary widely depending on
what is used to produce the biofuel and can result in reductions in emissions of between 10
to 90 percent (OECD, 2010; Orbital Australia, 2010; Greaves, 2009). The advantages of
biofuels are somewhat reduced because they tend to reduce fuel efficiency over
conventional fuels. This has led to the blending of biofuels with conventional fuels which
allows the advantages of biofuels regarding emissions to be balanced by the better fuel
efficiency of conventional fuels. One difficulty in increasing the use of biofuels (particularly
in the short-term) is that many engines used today are not designed to use pure biofuels or
blends with a high proportion of biofuels (Federal Highway Administration, 2010). However,
biofuels (including biodiesel) can be distributed using existing infrastructure. In contrast to
biofuels, the widespread use of hydrogen would require significant investment in new
infrastructure as well as changes to vehicles.
2.2.2 Voluntary and information-based policies
Often described as the most cost-effective policies for reducing emissions of both criteria
pollutants and greenhouse gases are voluntary and information-based freight transport
programmes. These are policies in which governments and private organisations provide
information to organisations to both encourage changes within organisations and support
those who implement organisational procedures which attempt to reduce air pollution or
greenhouse gas emissions. These can be grouped into two categories, those in which
information on how improvements can be made to company’s operations is made available
(either tailored to each participating organisation or freely available) and those in which
incentives are provided for organisations to introduce certain policies. An overview of the
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voluntary and information-based policies can be seen in Table 2.3 on the next page.
One information-based policy is to make information available on suggested routes for
heavy vehicles in urban areas and information on the location of infrastructure (such as
loading bays, parking and fuelling stations) as well as information on historical traffic levels
(Golob and Regan, 2002; Leonardi and Baumgartner, 2004). Providing organisations with
this information helps organisations make their routes more efficient by facilitating the use
of existing infrastructure. This in turn can lead to a reduction in emissions from idling and
congestion caused by delivery vehicles stopped on busy roads. The primary difficulty with
such a policy (as with many other voluntary policies) are making organisations aware of
their availability and convincing them to make use of the information. This type of policy is
likely most effective when combined with other policies (either voluntary, regulatory or
market-based).
Apart from information on infrastructure availability, policies have also been developed that
provide information to organisations on how best to improve their operational efficiency.
The success of these policies has often been limited by the separation of different aspects
of operational efficiency between government departments. However, consolidating all
relevant information in a single location has seen interest in these policies grow (Mcwilliam
and James, 2007). Amongst the most successful of these policies is the UK Department for
Transport’s Freight Best Practice programme. Freight Best Practice provides information to
operators and drivers on how best to improve their operational efficiency as a method of
reducing costs. Although reducing emissions is among the programme’s aims, it is not the
focus of the information provided (Mcwilliam and James, 2007). Similar programmes exist
in other countries, often modelled on the Freight Best Practice programme. These include
the Freight Efficiency and Technology Initiative in Canada (Steenhof et al., 2006) and
EcoStation, a similar programme developed by the Victorian Environment Protection
Authority and the Victorian Transport Association (EcoStation, 2010). Although EcoStation
is intended primarily as a means of reducing emissions, the operational and cost benefits of
implementing its suggested changes are emphasised. Some of these programmes
(including both Freight Best Practice and EcoStation) provide fleet management and
assessment software that allows freight transport firms to both measure and track their
costs and emissions but also provides an easy mechanism for firms to assess what
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benefits they can receive from making changes to their operations (Rare Consulting, 2010;
Mcwilliam and James, 2007).
Driver training focused on reducing emissions intensive driving such as speeding and hard
acceleration is considered one of the more successful voluntary policies for reducing
emissions. Driver training focused on fuel efficient driving is estimated to reduce fuel
consumption (and by extension emissions) by between three and five percent (Ang-Olson
and Schroeer, 2002; Chen et al., 2007) with some companies achieving reductions of up to
10 percent (Zanni and Bristow, 2010). Although these policies are voluntary, it is possible
for incentives (possibly through tax incentives) to be provided to organisations who provide
driver training to their drivers. Similarly, policies that encourage better maintenance of
vehicles are also commonly promoted as providing significant reductions in emissions (both
air pollution and greenhouse gases). Regular maintenance improves the efficiency of
vehicles which in turn reduces emissions from vehicles (Ang-Olson and Schroeer, 2002). In
addition, regular maintenance is also more likely to find problems early and as a result
reduce the chances of running a vehicle that is less efficient than it should be. It should be
noted that although there are some policies that impose maintenance requirements on
vehicles these are generally in the form of annual inspections. In contrast, freight best
practice programmes generally emphasise much more regular maintenance checks.
2.2.3 Regulatory policies
These policies are designed to reduce air pollution by imposing regulatory requirements on
freight transport operators and fining non-compliers and are sometimes referred to as
command-and-control policies. These requirements include both restrictions and minimum
standards. In contrast to voluntary and information-based policies, regulatory policies are
intended to ensure that all organisations (or as many as possible) comply with certain
restrictions and requirements. Broadly, regulatory policies for freight transport can be
grouped into policies which regulate vehicle ownership (such as vehicle standards and
maintenance regulations), those that regulate vehicle use (such as where and when
vehicles can be used) and infrastructure policies. An overview of regulatory policies can be
seen in Table 2.4 on the following page.
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Regulations on vehicle ownership include requirements for minimum vehicle standards
including some technology policies (discussed in Section 2.2.1 as well as requirements for
maintenance checks. Vehicle standards regulations have primarily been introduced
because of problems with air pollution and other local externalities produced by older, less
well maintained vehicles (Facanha and Horvath, 2007). Some regulations mandate the use
of emissions control devices while others impose these only on vehicles which do not meet
minimum standards. However, minimum standards for new vehicles are often higher than
standards for existing vehicles meaning that these regulations should only affect older
vehicles. Maintenance requirements are often tied to the registration of vehicles in which
vehicles must pass an emissions test prior to registration being renewed. These policies
are similar to those now imposed by some jurisdictions on private cars. These policies
generally impose fines on owners of vehicles which are found not to meet the minimum
standard although these are sometimes limited to vehicles which have had not a
maintenance check within a designated period of time (Arimura and Iwata, 2006).
Regulations on vehicle use are becoming more common as technology to facilitate
enforcement has become more widely available. These regulations range from restrictions
on certain vehicles entering a designated area to a blanket ban on heavy vehicles entering
an area during certain times of day. It must be emphasised that regulatory policies on
vehicle use are sometimes contradictory because of their focus on different externalities.
For instance, regulations that impose restrictions on heavy vehicles entering an area may
also increase congestion in that area by forcing operators to switch to a larger number of
smaller vehicles. Among the regulatory policies on vehicle use is low emission zones (or
LEZs). Low Emission Zones are intended to reduce emissions of local air pollution from
heavy freight vehicles by restricting entry to only vehicles which meet a minimum standard
for emissions of local air pollutants and have been introduced in a number of cities
(primarily European) including London, Berlin and Milan (Greaves, 2009). LEZs have the
potential to reduce emissions of PM by up to 50 percent (Anderson et al., 2005). However,
it should be noted that reductions in CO2 emissions are not the target of LEZs and are
expected to have only a small impact on CO2 emissions (Zanni and Bristow, 2010).
Because LEZs are limited to specific areas it is possible that some operators will choose to
pay a fine if the cost of replacing a vehicle is higher than the fines imposed. A similar policy
27
to LEZs are policies that restrict access to a specific area to specific times of day. These
include both those that allow access only during off-peak periods and those that restrict
access at night. These time restrictions can be imposed in an effort to reduce congestion
by reducing the number of vehicles during peak periods, or to reduce other externalities
(such as noise) (Browne, Allen and Attlassy, 2007). There are also regulatory policies that
impose restrictions on how vehicles must be used regardless of location. Among the most
widely used (although arguably least well enforced) are restrictions on how long vehicles
can idle. Idling restrictions are generally intended to reduce local air pollution by preventing
drivers from keeping their engine running while stopped (such as while making deliveries)
but reduction in idling can also result in fuel savings of between four and eight percent
(Ang-Olson and Schroeer, 2002). Restrictions on the speed of heavy vehicles have
traditionally been used to reduce accident rates but can also result in significant reductions
in emissions (both air pollution and greenhouse gases) and fuel savings of between six and
eight percent (Kolb and Wacker, 1995; Ang-Olson and Schroeer, 2002; Facanha and
Horvath, 2006). Although many heavy vehicles are fitted with speed limiters these are often
set at an above optimal speed for reducing emissions.
Infrastructure policies involve both an investment in freight facilities (such as loading bays)
and policies that restrict vehicles from parking on the street where these are available
(Browne, Allen and Attlassy, 2007). These policies are intended to reduce both congestion
from freight vehicles blocking traffic while making deliveries as well as reducing the
incentive to idle. However, the areas these policies can target are limited due to the lack of
available space, particularly in urban areas (where they are likely to result in the greatest
benefit).
2.2.4 Market-based policies
Market-based policies are designed to reduce externalities by imposing additional costs on
heavy emitters through financial mechanisms. These mechanisms include both
disincentives (such as tolls and other road charges) and incentives (such as tax credits). In
contrast to regulatory policies, market-based policies do not cap emissions at a fixed point.
Instead, they attempt to reduce emissions by increasing the cost of producing emissions by
internalising the cost of externalities. An overview of market-based policies is available in
Table 2.5 on the next page.
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Although tolls have been used for some time, until recently tolls have generally not be linked
to externalities other than road damage. Tolls designed to reduce emissions from freight
include tolled freight lanes. These lanes can only be used by freight vehicles that have paid
a toll (or toll surcharge) to allow them access to a less congested lane. These lanes reduce
emissions both by reducing congestion on the road and by being able to travel at a more
efficient speed. A more advanced form of tolls are road user charging schemes. Road user
charging imposes charges for using all roads (or all roads of a specific type) rather than
only on a single road (to which there are alternatives). Congestion charges are a form of
road user charging that are intended to reduce congestion and externalities. Among the
most common forms of congestion charging are cordon charges in which vehicles are
charged each time they enter the cordon (Hensher and Puckett, 2005). These charges are
in some cases dependent on the engine standard and type of vehicle (with heavy vehicles
being charged more). Distance-based variable user charging schemes impose charges
based on a combination of the distance, time of day, vehicle weight and engine standard.
These schemes (often limited to heavy vehicles) are intended to include more of the costs
of externalities imposed by freight transport on operators themselves (rather than on
society) and in so doing increase the cost of producing emissions. A simple form of road
user charging is used for heavy vehicles and smaller vehicles using diesel (and a number of
alternative fuels) in New Zealand where charges are based only on the distance driven and
the weight of the vehicle (Road User Charges Review Group, 2009). A more advanced
scheme is used in Germany where a device on-board heavy vehicles records the location
and distance travelled from which charges are calculated (Hensher and Puckett, 2007).
A more general market-based policy for reducing emissions that is not targeted specifically
at freight transport are emissions trading schemes (sometimes known as “cap and trade”
schemes). These schemes involve supplying a set number of permits for producing
emissions that are allocated to different organisations. Organisations are then able to
choose to either produce the emissions they have been allocated, sell their permits
(requiring reducing their own emissions) or buy additional permits to allow them to produce
more emissions. These schemes are intended to provide incentives for organisations to
gain a benefit (or reduce the costs) of reducing their emissions. Currently, although some
emissions trading schemes are now in operation (the European system being a notable
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example), emissions trading schemes often exclude transport (OECD, 2010).
Market-based policies also include policies which provide a financial incentive (often through
a tax credit or other discount) for making certain changes. These include vehicles scrappage
schemes (as discussed in Section 2.2.1) and tax incentives for using a more efficient vehicle.
These policies are designed to provide an additional incentive for organisations to switch to
more efficient vehicles. The incentives provided by these policies are sometimes based on
the vehicle that is being replaced (more for higher polluting vehicles) and sometimes on the
cost of the replacement vehicle (particularly for alternative fuel vehicles) (Federal Highway
Administration, 2010).
2.3 EVIDENCE FROM EXISTING POLICIES
Low emission zones have been widely adopted by European cities in the past decade,
particularly in The Netherlands, Germany and Italy as well as London. The details of the
low emission zones generally differ by city with some being restricted only during certain
times and days and other being in effect at all times. Each scheme also enforces different
minimum standards for vehicles entering the zone. Although this means it is not always
straightforward to compare the results from the different schemes, it is possible to identify
common changes (in direction if not magnitude).
2.3.1 London Low Emission Zone2
One of the most prominent examples of an environmental policy targeting freight transport
is London’s Low Emission Zone (LEZ). Introduced in 2008 in an attempt to reduce the
emissions of local air pollutants (particulate matter in particular), the London LEZ primarily
targets diesel-fuelled buses and freight carrying vehicles. Covering an area approximately
bounded by the M25 orbital motorway, it requires freight vehicles to meet minimum
emission standards or pay a fee to operate in almost all of Greater London (Transport for
London, 2008). The large size of the area covered means that almost any business
operating in London is likely to have been affected in some way by the introduction of the
scheme.
Vehicles operating in the LEZ were required to meet a minimum of the Euro III standard
starting in February 2008 for vehicles with a gross vehicle weight (GVW) of more than 12
2Parts of this section have been taken from Ellison et al. 2013a
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Figure 2.2: Proportion of registered pre-Euro III rigid and articulated vehicles
tonnes. This was followed by freight vehicles with a GVW of more than 3.5 tonnes as well as
buses and coaches with a GVW of more than five tonnes in July 2008 (Transport for London,
2008). Owners of vehicles not compliant with the minimum standards who nonetheless
choose to enter the LEZ are required to pay a charge for each day they are in the LEZ.
Currently the charge is £100 for large vans or £200 for heavy vehicles. If these charges are
not paid by midnight on the day the vehicle was in the LEZ, penalty fines of £500 and £1000
for large vans and heavy vehicles respectively are incurred (Transport for London, 2012).
London’s LEZ appears to have had a substantial effect on the composition of the vehicle
fleet in London with the proportion of uncompliant rigid and articulated vehicles dropping
substantially more than in other areas of the United Kingdom during the same time period
(see Figure 2.2). The greatest differences occurred in the year immediately before and
immediately after the introduction of the LEZ with the replacement rate being sustained in the
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years since. Air quality in London appears to have only improved marginally with reductions
in concentrations of both NOX and PM10 however this is likely due to a substantial increase
in the absolute number of vehicles entering the LEZ and without the LEZ air quality would
likely have reduced.
2.3.2 Dutch low emission zones
Beginning in 2007 low emission zones were introduced into several Dutch cities including
Amsterdam, Rotterdam, Den Haag3 and Utrecht. The low emission zones initially allowed
all but the oldest vehicles to enter the zones but requirements have gradually been
increased and from July 2013 require vehicles to comply with the Euro IV standard
(Boogaard et al., 2012). Although requirements for each zone were initially set by the
municipalities, a “national” scheme in which all jurisdictions agreed to standardise the
requirements for vehicles entering into the zones (Goudappel Coffeng, 2010). Fines for
entering the zone with a non-compliant vehicles are currently C220. Following an increase
in enforcement of the LEZs, the vast majority of non-compliant heavy vehicles (Euro 0 and
Euro I) stopped being used within the LEZs with the proportion of Euro II vehicles also
substantially reduced (Boogaard et al., 2012). A 2010 report estimated about 85 percent of
heavy vehicles in low emission zones would meet the minimum standard of Euro IV going
into effect in July 2013. This compared to approximately 70 percent of vehicles in other
areas. (Goudappel Coffeng, 2010).
Estimates of the resulting reduction in emissions of PM10by 2010 was between 16 and 21
percent depending on the specific zone. Reductions in NOX were relatively modest being
lower than two percent in all cases when averaged across areas (Goudappel Coffeng, 2010).
An analysis of the concentration of PM10, PM2.5 and NOX by Boogaard et al. (2012) showed
that when looking at specific locations within the LEZs, reductions in PM2.5 and NOX were
nearly 40 percent in some locations but were generally between 10 and 15 percent. These
results compare reasonably well with the reductions in concentrations of PM10 and NOX in
London.
2.3.3 Italian transport pollution reduction schemes
Rome introduced a hybrid scheme starting in 2001 which includes a small “Limited Traffic
Zone” in the central historic area of the city ringed by a larger “railway ring” low emission zone
3The Hague
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which restricted access to diesel vehicles unless they were fitted with a catalytic converter
(Cesaroni et al., 2012). One study of the effects of the scheme on the emissions of PM10 and
NO2 by Cesaroni et al. (2012) showed a drop of 21 percent and 24 percent in transport-
related emissions respectively from 2001 to 2005. Milan’s “EcoPass” scheme charges all
vehicles entering a central area with the charge depending on the emissions standard of
the vehicle with older vehicles being charged at higher rates. An initial assessment of the
effect on freight vehicles in the zone showed the number of Euro III and below vehicles in
the EcoPass zone reduced substantially (Rotaris et al., 2010). The EcoPass scheme is also
notable because the charges for entering the zones apply equally to passenger vehicles
(although emissions requirements standards are much less strict) and as a result freight
vehicles are estimated to have saved just over 20,000 hours per year or about two hours per
vehicle entry (Rotaris et al., 2010).
2.3.4 German environmental policies for freight
Similar to the Dutch system, in Germany all LEZs share a national framework for Low
Emission Zones. In contrast to the Dutch system, the national scheme defines the
emissions standards of vehicles and provides a central registration process for the
emissions standard but individual municipalities are responsible for determining if and
where the LEZ will be in effect and the minimum emissions standard to allow. Cities in
Germany that have introduced an LEZ include Berlin, Cologne and Hanover (Conway and
Walton, 2009). One of the main differences between the German low emission zones,
including the Berlin LEZ, and those previously discussed in this chapter are that the
German LEZs also apply to cars (Schmutzler, 2011). This may have contributed somewhat
to the larger decrease in particulates and NOXconcentrations than elsewhere. Three years
after its introduction in Berlin, concentrations of PM10are estimated to have been reduced
by 50 percent with NOXreduced by 20 percent (Senatsverwaltung fur Gesundheit, 2011).
Germany is also one of several European countries (others include Switzerland, Austria and
Slovakia) that have introduced distance based charges for heavy vehicles over 12 tonnes
(Schmutzler, 2011). The distance based charge (sometimes referred to as a HGV toll) is
based on a combination of weight, number of axles and the emissions standard with users
of older vehicles required to pay a higher per kilometre rate (Link, 2008). The premium
for Euro I vehicles is approximately 50 percent of the rate for Euro IV and newer vehicles
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(Doll and Schaffer, 2007). The main result of the introduction of the scheme appears to
be a switch to vehicles meeting stricter emissions standards although one survey of firms
suggested many would simply pass the cost onto customers (Link, 2008).
2.4 SUMMARY
Freight transport clearly generates substantial emissions of pollutants and greenhouse
gases, and despite increasingly stringent emissions standards it remains a problem. This
chapter has discussed a variety of policies that have been developed to mitigate the
emissions from freight transport and has shown that some of these (Low Emission Zones in
particular) have been successful in reducing concentrations of air pollutants and emissions
of greenhouse gases in specific urban areas where they have been introduced.
Nonetheless, improving air quality and reducing emissions from freight transport remains of
critical importance and improving the design of policies such that they can both
successfully reduce emissions whilst limiting any negative economic impacts from the
policy remains a priority. The following chapter introduces the framework that will be used
in this thesis to investigate the likely responses of freight operators to the introduction of
mitigation policies to promote the development of a freight industry that is both
economically and environmentally sustainable.
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Chapter 3
A framework for investigating adaptation
strategies
On a planet on which the natural environment is constantly changing in some way, survival
and success depends on the ability of flora and fauna to adapt to the changes in a way that
allows them to continue to perform the same functions with as little cost as possible. Flora
and fauna achieve this through the process of biological evolution where gradual changes
are made until eventually they are perfectly adapted, at least until the environment again
undergoes substantial changes. Organisations are equally dependent on being able to
change their operations to suit changing conditions in a manner that ensures their core
functions can still be completed. Government policies, no less than natural phenomena or
competitive forces, can change the environment in which firms operate, and as a result can
have substantial effects on how firms run their operations. For this reason, finding a way to
adapt to these changes in policy is a key component of a successful business (Duncan,
1973). This is particularly true of mitigation policies for freight transport emissions where
policies can directly affect firms’ core functions and have the potential to severely restrict
their business.
With this in mind, this chapter introduces a framework for investigating the adaptation
strategies of firms to changes in their business environment with a focus on changes
introduced by government policies. Relying on studies, theories and methods developed in
a variety of disciplines, the framework sets out the context and scope of the study, the gaps
in the literature it addresses as well as the methods to be used. In this chapter, dynamic
decision making theory is introduced before the theoretical framework is described, then,
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each of the components of the theoretical framework are discussed with an emphasis on
the application of the literature to freight transport. This is followed by an evaluation of
methods for simulating business environments for studies in decision making and
concludes by summarising the overall framework and the gaps it addresses.
3.1 DYNAMIC DECISION MAKING
The theory of dynamic decision making is based on the principle that decisions made at
one point in time affect the circumstances under which later related decisions are made
(Atkins et al., 2002). This situation arises in many circumstances in both private and
organisational decision making including in freight transport. Dynamic decision making as
described by Edwards (1962) has three fundamental characteristics. First, meeting an
objective (such as continuing to complete the functions of a freight transport firm) requires
a series of decisions each of which are made in the context of the other decisions. Second,
that the decisions are not independent and the possible choices in subsequent decisions
are constrained by the decisions made earlier. Third, the circumstances under which
decisions are made change over time both as a result of earlier decisions and as a result of
external forces. These characteristics are critical to the understanding of decisions made
by freight firms because of the interrelated nature of the decisions required. As well as
accounting for the change in the context of subsequent decision tasks due to specific
choices made earlier, the third characteristic also accommodates the environmental (or
contextual) changes that would occur should a new policy be introduced.
Although these characteristics largely address the interdependence and sequential nature
of many decisions made by freight firms, they lack the factor of when the decisions are
made and how this affects the outcome. Later authors addressed this limitation by adding a
fourth characteristic, that the decisions must “be made in real time” (Brehmer, 1992). This
means that decisions are sometimes made when circumstances warrant rather than when
the decision maker would ideally like. In other words, a change in the market may force a
firm to make certain decisions to continue to operate even when they would otherwise not
make the same decision or a decision at all. It should also be noted that a decision to do
nothing is also a decision although the firm continues to operate in the same way as before.
These four characteristics can be used to define the context and relationship between
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individual decisions. However, the decision making process used for each individual
decision are not specifically addressed. Expanding the principles of the four characteristics
to incorporate the whole decision-making process, Fox et al. (2013) developed a dynamic
ten stage decision making process they describe as a “canonical theory of dynamic
decision processes” (Fox et al., 2013). as shown in Figure 3.1. The ten stages can be
grouped into four categories, namely, problem definition, decision making, implementation
and review. It is important to emphasise that the decision maker in this context is the firm
rather than a specific individual as several people may be involved in the different stages of
the decision making process.
Decision Making
Review Implementation
Problem Definition
Belief 
Maintenance
Generate 
Options
Construct 
Reasons
Aggregate 
Reasons
CommitmentPlan EnactmentActionMonitoringLearning
Raising 
Goals
Figure 3.1: Canonical Theory of Dynamic Decision Making (Adapted from Fox et al. 2013)
The process starts off with belief maintenance, this is the stage in which the decision
maker’s prior knowledge and experience is codified into a set of expectations of the likely
outcomes of certain decisions in the current environment. For freight transport firms this
may include their expectations of access to parking for different classes of vehicles in the
Central Business District (CBD). The second stage uses these ‘beliefs’ to define an
achievable objective (such as making required deliveries) that the decisions will be used to
attain. Apart from an overriding objectives, sub-goals that relate to intermediate goals
needed to achieve the objective can also be defined here (Fox et al., 2013). These two
initial stages are used to understand the dynamic problem that needs to be solved by the
firm.
The second set of stages (decision making), are the stages where the decisions used to
achieve the objective are actually made and roughly correspond to the traditional static
decision making process (Brehmer, 1992). The first of this set of stages is the options
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generation stage. In this stage the goals and beliefs from the first two stages are used to
identify multiple alternatives that could be conceivably used to achieve the objectives. This
is followed by the ‘construct reasons’ stage where reasons for choosing each of the
alternatives are found. This can include both statistical and logical reasons as well as
preferences and intuition (Fox et al., 2013). The ‘aggregate reasons’ stage takes the
reasons for choosing each of the alternatives and compares them to each other based on
the decision maker’s preferences and beliefs on the importance of various reasons in
achieving the objective to select a preferred alternative. Finally, in the ‘commitment’ stage,
the final decision is made and a plan for implementing that decision is created.
The last two sets are the implementation and review sets. The implementation stages are
those where each of the tasks in the plan are scheduled and prioritised and then the
components of the plan are implemented once any prerequisite tasks are completed. The
review set includes the monitoring and learning stages. These two stages are critical to the
dynamic nature of the decisions in that they provide the feedback loop that is used for
subsequent decisions and so are worth further discussion. The monitoring stage involves
the firm assessing the current situation, assessing if any changes are likely to restrict how
the firm can operate or contradict their prior knowledge or experience (Fox et al., 2013).
Should this be the case, the firm will ‘correct’ their knowledge and experience to better
reflect the new information. Furthermore, should the changes mean decisions that have not
yet been implemented are no longer feasible or reasonable then the implementation of
these decisions should be deferred. This monitoring stage is critical for assessing how any
changes to the environment are likely to affect future decisions. The learning stage involves
the updating of knowledge as a result of new experience in the outcomes of previous
decisions (Fox et al., 2013). This contrasts with the monitoring stage as this is specifically
due to the results of previous decisions rather than external changes. The learning stage
uses the outcomes of previous decisions as measured using any number of indicators but
for the purposes of the current study include costs and emissions in particular. The
feedback loop is completed by returning to the problem definition stages after the review
stages.
Dynamic decision making theory and the canonical theory of dynamic decision making can
be used to understand how decisions on how to respond to mitigation policies for road freight
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emissions are made by freight operators. However, given the complexity of the problem,
some simplification and limitation in the scope is required. The following section introduces
a framework through which the context and environment in which the dynamic decisions
discussed here are made.
3.2 INTRODUCTION TO THEORETICAL FRAMEWORK
All firms are constantly influenced by external forces that changes the environment in which
they make decisions and affects how they can operate. When one or more of these forces
changes substantially and in doing so imposes sufficient pressure on the firm’s business,
the firm is forced to adapt. How firms adapt to these changing forces will depend on a
range of factors and importantly for policy makers will ultimately affect how each firm, and
industries as a whole, operate. The interaction between firms and governments as well as
between firms in an industry are amongst the most powerful of these forces and have the
potential to have a substantial effect on the firm’s decisions (Walker et al., 2008). For this
reason, there has been substantial research on general adaptation strategies to
government policies both in terms of direct responses to specific policies and responses as
a result of wider industry changes largely encouraged by the change in government policy
(Shaffer, 1995). This research spans a range of disciplines and often focus on specific
policies (or types of policies) and include studies on policies pertaining to differences in pay
between men and women (Gunderson, 1989), tax regulations for dividends (Brown et al.,
2007), and environmental policies and their effects on small businesses (Revell and
Rutherfoord, 2003) among many others. This wider research, coupled with the theory of
dynamic decision making, informs the theoretical foundation of the framework to be used in
this thesis, providing the basis for the identification of the elements that influence the
adaptation strategies adopted by freight transport firms.
Previous research has identified a large number of forces that can influence the decision
making of firms (Shaffer, 1995). Broadly, these can be placed into three categories
depending on their conceptual distance from the firm. The first, and closest, of these is the
firm itself. The second, is the rest of the industry, through competitive forces. The third (and
potentially most influential) is the external environment which includes both the government
(and other regulatory bodies) and customers as well as the physical environment and wider
society. All three influence each other in different ways and to different degrees. However,
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for the purposes of this study the primary focus is on their influence on the firm and its
operational decision making. A graphical representation of the framework can be seen in
Figure 3.2. The framework includes two different types of forces acting on (and from) the
firm. Direct forces are those in which the force is uniquely influencing the firm’s decisions or
the firm is providing a specific benefit to others. In Figure 3.2, these forces are represented
by narrow black arrows. The other type of forces are indirect (or generic) forces where the
same force acts on the industry as a whole or where the industry (together) has a general
effect on the external environment. These are represented by large green arrows. It is
worth reiterating that although many forces can be potentially included in this framework,
the ones chosen (and shown in Figure 3.2) are those of interest to this study. For this
reason, although there are many potential policies that may affect the freight industry,
including labour and financial regulations, the framework focuses on environmental policies.
Freight Industry
Competition Environmental Policy
External feedback
Emissions and 
Pollution
FirmInternal 
feedback
External 
Environment
Government
Physical 
environment 
and Society
Customers
Customer 
requirementsDecisions
Vehicle class Vehicle age
Routes Departure time
Outcomes
Costs Time
Emissions Risk
Benefits
Figure 3.2: Context of framework and study
The direct forces influencing a firm’s decisions that are addressed in this framework are
internal feedback, external feedback and customer requirements (and constraints). Internal
feedback relates to how the outcomes of a firm’s prior decisions as well as constraints
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imposed by these decisions on their current and future decisions affect how they adapt to
policies. On the other hand, external feedback is how industry standards, best practice and
competitors’ decisions influence a firm’s adaptation strategies. This includes a range of
competitors’ decisions and ultimately the firms’ estimates of their competitors’ costs and
emissions. Customer requirements and constraints include all customer requirements that
are likely to affect how the firm operates such as how much must be delivered and by when.
Although perhaps not immediately apparent, the benefits provided by freight transport,
particularly to specific customers, may also affect a firm’s decisions. This is because the
benefits provided to customers are a result of firm’s decisions on how to balance costs and
service quality (including reliability and speed of delivery). In contrast to the other direct
forces in this framework, this force includes the direct outcomes of their decisions on the
business.
The two indirect forces are environmental policies imposed by the government or other
regulators and include policies like Low Emission Zones,1 and the emissions and pollution
produced by freight transport.2 Policies influence the decisions of all firms in the industry
because they either limit how firms can operate or provide incentives or disincentives for
them to operate in a specific way. In contrast, the emissions and pollution generated by
freight transport has the potential to influence how firms operate due to the possible
negative perception of the public of freight transport’s externalities (Dablanc et al., 2011). It
should also be noted that both forces are related and negative perceptions of the
externalities produced by freight transport can lead to government policies being
introduced.
Together, these direct and indirect forces, represent a closed feedback loop through which
adaptation strategies for freight firms to changes in environmental policies can be
evaluated. Although it must be acknowledged that there are additional factors that influence
how firms may make decisions and ultimately adapt to changes in policy (e.g.,
organisational structure), they are outside the scope of this study. Furthermore, although
the framework provides a mechanism through which these forces can be evaluated, there
are limitations in how they can be analysed because of a lack of available data on certain
1See Section 2.2 on page 17 for more information.
2See Section 2.1 on page 13 for more details.
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components. Similarly, although firms make many decisions relating to their business and
more specifically to their operations, this study focuses on four decisions, namely, the
choice of vehicle class, vehicle age (and emissions standard), routes and departure time
from the warehouse.
The following sections explore research on the various aspects of dynamic decision making
and adaptation strategies in more detail.
3.3 INTERNAL FEEDBACK AND ITS INFLUENCE ON DECISION MAKING
Decision makers within organisations make use of a number of different sources of
knowledge and information when making decisions (Caplice and Sheffi, 1995). One of
these sources is internal organisational feedback through the use of performance and
financial measures relating to previous decisions. Although much has been written on using
performance measures for optimising decisions, the focus here is on the use of
performance measures in making behavioural (i.e., human-controlled) decisions. As
discussed in Section 3.1 above, the final stages after a decision is made and implemented
is to assess the success of the decisions based on the outcomes and use this to improve
their knowledge of the likely implications of decisions they make in the future. This process
is often referred to as organisational learning (Levitt and March, 1988) because it refers to
knowledge held and used by the organisation rather than individuals making private
decisions. However, this does not mean that the decisions and learning of individuals within
the organisation are not important. Rather, it is through individuals learning and then
disseminating their knowledge within the organisation that organisational learning occurs. It
should also be noted that this process often occurs informally and organically within
organisations and not through any formal mechanisms (Levitt and March, 1988).
Nonetheless, organisational learning has been shown to be important to how decisions are
made within organisations (Sinkula, 1994). However, organisational learning does not
mean future decisions (even under unchanged circumstances) will be error-free and the
optimal solution. Instead, organisational learning has been shown to improve but not
perfect future decisions (Gibson et al., 1997). It is therefore important to understand how
firms use organisational learning rather than assuming future decisions will be optimal
because of knowledge of previous outcomes.
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A study conducted by Diehl and Sterman (1995) used an experiment where a number of
internal measures in a hypothetical firm were used to investigate how decision makers
incorporate performance outcomes in making future decisions. Participants in the
experiment were required to make decisions on the required changes to production for a
specific product given information on sales, current inventory levels and costs over a period
of hypothetical time periods. Their main findings were that internal feedback is used when
making decisions but that little historical feedback (from before the current period) is used,
that as the complexity of the feedback measures increases, the number of measures used
decreases to only a few key measures, and that when relying solely on feedback
information responses to a shock to the business environment are non-linear. These
findings suggest that freight transport firms are likely to take into account internal feedback
loops when making decisions. Furthermore, it suggests that the effects of internal feedback
are likely to vary over time.
However, this study has a number of limitations. One limitation of this study was that it
used a sample consisting of 17 students (14 undergraduates and 3 postgraduates) with
no experience or other knowledge of production processes in a firm. This may have had
an impact on the results and their applicability to decision making within actual firms. The
inexperience of the sample as a limitation to the study is highlighted by the authors who
state:
“The role of experience should also be examined. Though subjects played 15
trials of 32 decision rounds each, their experience may have been inadequate.”
(Diehl and Sterman, 1995)
Because decision makers within freight transport firms are unlikely to be inexperienced this
is a crucial limitation. A further limitation of this study is that it imposes restrictions on what
information is seen and available to participants. These restrictions coupled with
participants’ inexperience means that participants had to rely solely on the feedback
information presented. As decision makers in freight transport firms would not be restricted
to only using internal feedback (although they may choose to use only this information)
these results may not be an accurate reflection of these decision makers. Furthermore, this
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restriction means that the study was unable to assess how important internal feedback is to
decision makers within organisations when they have access to several sources of
information. Another limitation of this study is that participants had to make a decision on if
and by how much to change only one variable (production). In contrast, freight transport
firms have a number of possible responses to the introduction of a policy. This means that
internal feedback loops may be more (or less) important than if a choice had to be made
only on the magnitude of a specific response. Despite the limitations of this study it does
provide evidence that internal feedback is used by decision makers and that these
decisions are likely to be non-linear.
A similar study by Gibson et al. (1997) involving 24 students who were required to
manipulate the inputs in a production system in an attempt to meet production targets
showed that decision makers use previous outcomes to learn how to make better (but not
perfect) decisions in the future. Furthermore, it showed that organisational learning has the
greatest effect when the conditions under which the future decisions are made are similar
to the decision maker’s previous experience. This suggests that organisational learning is
likely to be most effective if the change is small or when the decision maker has had time to
gain experience with the new environment. The difference in the use of previous outcomes
in make future decisions depending on experience is further highlighted by a study by
Gonzalez et al. (2003) who found that there is a significant difference not only in the
decisions that are made but in how they make those decisions. Importantly, the study found
that decision makers with experience in the task are more likely to use the outcomes from
previous decisions as well as other contextual cues and alternative details than those with
little or no experience.
Applied to freight firms adapting to a new policy, these findings indicate that firms may need
to make several adjustments before they reach a final decision in how to respond to the
policy. Furthermore, they show that experienced decision makers (as those in freight firms
are likely to be) are likely to use prior knowledge of likely implications of making particular
decisions on their operations in combination with previous outcomes in similar
environments to make decisions. Some evidence for this is provided by Holguín-Veras et al.
(2009) who in a study on shipper-carrier interactions found that given repeated
opportunities to make decisions, carriers learn how to best satisfy customer requirements
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given the market conditions. Although in this study it is customer requirements rather than
government policies that change between iterations, it suggests that the principles of the
use of internal feedback are used in freight transport decisions.
Further evidence of the use of internal feedback is seen in Leonardi and Baumgartner
(2004). As part of a study on the efficiency of freight transport in terms of CO2 emissions,
Leonardi and Baumgartner interviewed decision makers in organisations that made use of
IT systems intended to provide organisations with information on the efficiency of their
fleets. They found that of those decision makers in organisations with these systems in
place, a substantial proportion used them to improve operational decisional making.
Although this study focused primarily on operational efficiency and decision making it
seems likely that the performance measures these systems provide would also be used for
making more long-term decisions. Furthermore, because firms may be required to make
some immediate operational responses when a policy is first introduced it seems likely that
firms would make use of this information when they initially respond to the new policy. How
important these performance measures are to the response of firms to policies and how
this changes over time deserves further research.
3.4 EXTERNAL FEEDBACK AND ADAPTATION TO CHANGE
The influence of other people on individual’s decision making was first studied in the
psychology and sociological literature. This initial work established that individuals often
make decisions based at least in part on the decisions of a ‘reference group’ (Hyman,
1942), a relationship that is generally referred to as “endogenous peer effects” or “social
learning”. Economists later proposed models which incorporated this relationship within
econometric models (Manski, 1993b). Although this work focused primarily on individual
decision makers in private situations, a similar relationship has been observed between
organisational decision makers and the actions of competitors (Gratton and Ghoshal, 2005)
where an organisation’s competitors can be seen as the reference group.
Manski (1993a) proposed a number of models that incorporate the relationship between the
decisions of different individuals for discrete choices. The initial model used a static choice
model where only a single decision is being made based on an individual’s prior knowledge
and on those of other individuals. This model was then extended to include a dynamic
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choice environment where a series of decisions are made over a finite time horizon. The
assumption of a finite time horizon means that decisions are assumed to be made repeatedly
until a final decision is made. A further assumption is that the individual decision maker
is aware both of the decision made by prior individuals and the consequences of these
decisions. Although the first assumption is in many ways similar to how firms operate, the
second assumption can be problematic when looking at firms’ responses to new policies.
This is because when a new policy is first introduced, there are no firms that have previously
made decisions and for which the outcome of those decisions is clear and no industry best
practice will have emerged.
Manski also draws a distinction between two types of social learning, emulation and role
models. In emulation, the decision maker always makes the same decision as the reference
individual (or reference group). In contrast, with role models, the decision maker uses the
decision of the reference individual as a base for their own decisions but makes adjustments
based on their own circumstances. Applied to decision makers within organisations, the
ability for a decision maker to emulate the decision made by another firm is more limited
than for individuals given the many varying constraints imposed on different firms. This
means that generally firms will use role models rather than emulation.
Gratton and Ghoshal (2005) showed that social learning is also used by decision makers
within organisations. This study was based on in-depth case studies of large and
successful organisations (of which none were freight transport firms) which focused on how
organisations make decisions. They found that organisations generally look at best
practices within the industry and apply these best practices to their organisation in
combination with “signature processes” which are unique to that particular organisation.
The case studies were developed through interviews with the CEOs and other executive
management of the companies involved in which senior management discussed how they
made decisions within the organisation. Although this methodology is useful in identifying
the process taken by decision makers, it does not allow for an assessment of how
important external benchmarks are to decision making. Furthermore, it also does not look
at decision making in response to the introduction of externally introduced policies nor how
decisions change over time. However, a study on less than truckload (LTL) carriers and
their use of external sources of information found that information on competitors was
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considered useful or very useful for making decisions by more than half of firms with an
additional 30 percent considering it of medium usefulness (Murphy et al., 1992). Murphy
et al. also found that this varies by the size of firm with smaller firms considering it
somewhat more useful than larger firms.
Industry benchmarking, a mechanism through which social learning can be formalised within
an industry has also been shown to influence decision makers in organistions where it is
used (Hervani et al., 2005). In work by Hervani et al. (2005), benchmarking was shown to be
increasingly important to firms’ decisions, particularly those related to ‘greening’ their supply
chain. It is particularly relevant to the current study that one of the reasons for this increase
in the use of benchmarking is that it can be used as a method of making stakeholders
(including government) aware of their efforts in improving the environmental performance of
the firm’s operations (Hervani et al., 2005). Similarly, another study on supply chains found
that gaining a competitive advantage is a key driver for some firms to invest in improving the
environmental performance of both their own operations as well as those of their suppliers
(Green et al., 1996).
Taken together, these studios show that decision makers within organisations make
decisions that are based at least in part on industry best practice (the decisions of others in
the industry). However, they do not show how freight transport firms are likely to respond to
the introduction of new policies. Furthermore, although they indicate that freight firms are
likely to take industry benchmarks and best practice into account once these become
apparent, it is not clear how much of an influence they are on decision making within freight
firms. These studies also do not make clear what the effects of peer effects are during the
adjustment period.3 Furthermore, the use of benchmarking requires that firms consider the
measures to be comparable between firms which is not always the case (Gudmundsson
et al., 2005).
3.5 BEHAVIOURAL HETEROGENEITY BETWEEN FIRMS
Although a policy may be designed to elicit a specific response, there is some evidence
to suggest that the factors firm take into account when making decisions differ depending
on the characteristics of the firm. Furthermore, firms are likely to be limited by somewhat
different constraints, even within the same industry, such that two firms may make different
3The period after the policy is introduced but before industry best practice is established
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decisions than would be expected were they assumed to be behaviourally homogenous.
The study by Murphy et al. (1992) discussed above showed that firms of different sizes,
even within the same sub-industry (LTL carriers) placed different levels of usefulness on
different sources of information, including from regulatory sources. The same study also
found that a firm’s financial performance has a significant effect on how important they see
economic information when making decisions. In addition, the differences in how decision
makers treat internal feedback when making decisions also appears to have an effect on
how firms actually respond (Holguín-Veras et al., 2009). This suggests that two firms may
have different responses to the same policy even if their requirements are similar. A related
study of shippers’ freight choices showed that firm characteristics are particularly important
in predicting how changes in the attributes of the freight transport service are likely to lead
to a chance in decisions from their current state (Bolis and Maggi, 2003).
This heterogeneity in firm behaviour is clear from one of the most extensive empirical
studies on the response of freight operators to the introduction of environmental policies, by
Anderson et al. (2005). This study looked at how freight operators would respond to four
different policies, specifically low emission zones, congestion charging, vehicle weight
restrictions and vehicle access time restrictions. The results of this study show that the
responses of firms to these policies depended on a variety of firm-specific characteristics
including the firm’s operating area, the type of company and its existing vehicle fleet.
However, while this is an indication of the importance of firm characteristics to their
response to policies, the paper’s methodology limits the conclusions that can be drawn
from its results. The study had a sample of seven firms operating in one of three urban
areas in the United Kingdom and involved the collection of some baseline data and detailed
interviews. To assess the likely effects of the four policies on each firm’s operations,
interviews were held with key personnel during which they were asked to discuss how they
would respond to the introduction of each policy. Estimates of the results of these changes
on VKT, emissions and operating cost was then estimated. Although this provided detailed
data on how these specific firms were likely to respond and is an indication of what factors
are important to firms when they decide how to respond, the limited sample means it was
not possible to confirm these conclusions.
A study on the possibility of switching deliveries to off-peak periods by Holguín-Veras et al.
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(2008) involving a larger number of firms also found that firm characteristics plays a part in
how the company responds. The size of the company (by number of employees), how often
they operate in the affected area and the commodity transported were identified as some of
the primary factors in how a firm responds. Holguín-Veras et al. (2008) surveyed 192 firms
operating in New York. Each firm completed a stated preference survey and the results were
modelled using mixed logit and binary logit models. This study goes some way to confirming
the results of the work done by Anderson et al. (2005). However, because this study looked
only at switching to off-peak deliveries, the study does not confirm if specific characteristics
are particularly important for a number of policies or if the importance of each characteristic
varies by policy.
While both Anderson et al. (2005) and Holguín-Veras et al. (2008) look at how firms respond
to policies, they assume responses to a policy are static once a decision has been made.
This means that the response provided by the participant is assumed to be the only response
a firm will have. Crucially for an assessment of how the heterogeneity of firms affects their
responses to policies, this does not consider if some firm characteristics are particularly
important (or constraining) in the short-term and less important in the long-term. A further
limitation of these studies is that they do not assess how quickly changes are likely to be
made in response to policies nor if firm characteristics influence how quickly firms adjust.
Furthermore, although these studies show that certain factors make a difference to how the
firm responds, they do not explain how these factors make a difference.
3.6 EFFECTIVENESS OF POLICY DESIGN IN PROMOTING BEHAVIOURAL
RESPONSES
The study by Anderson et al. (2005) discussed previously also looked at the effects of
several different policies. The study looked at four policies, specifically low emission zones,
congestion charging, weight restrictions and time of day restrictions. Of these, low emission
zones, weight restrictions and time of day restrictions are regulatory policies while a
congestion charge is a market-based mechanism. As could be expected, Anderson et al.
(2005) found that the impact on emissions of each of the policies is very different. Although
they found that the effects of each policy depend on firm characteristics, they did find that
the regulatory policies had fewer options for avoiding the policy. However, an assessment
of the differences between different types of policies was not possible because of the small
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number of policies tested and the small sample size. Furthermore, it is not known how long
it would take for the full effects of the policies to be realised.
Another study by Browne and Allen (1998) used London as a case study for five policies.
These were a ban on heavy vehicles in urban areas, a generic policy that improves load
consolidation, a combination of a ban on heavy vehicles and an improvement in load
consolidation, a generic policy that reduces empty running and a policy to build and run
urban transhipment centres. This study used a combination of the London Area Transport
Surveys of 1981 and 1991 as well as data on fuel efficiency of freight vehicles to estimate
fuel use and emissions of freight in London. This data was then adjusted based on
estimates of the changes to freight flows and vehicle classes and then used to estimate the
changes to emissions under the different policy options.
Similar to the results from Anderson et al. (2005), this study found that each of the policies
would result in very different changes to emissions. The generic policy for improving load
consolidation resulted in the greatest reduction in emissions while the ban on heavy vehicles
resulted in the largest increase in emissions. This significant heterogeneity between policies
would suggest that some types of policies result in a greater overall change in emissions.
However, because this study used aggregate data it is unable to assess what the effect of
the policies would be on individual firms. Furthermore, because the changes to freight flows
as a result of the policies was estimated using assumptions on how firms would respond,
the reliability of the estimates is questionable. The time required to see the full effects of the
policies was also not modelled in this study (likely because of the lack of data).
In contrast to Anderson et al. (2005) and Browne and Allen (1998), Tsamboulas and
Kapros (2000) looked specifically at the decision making process of freight transport firms
for considering inter-modal transport. By analysing data collected from questionnaires
distributed to 92 companies with freight transport activities in the EU, the authors assessed
the importance of various factors on the decision making process. In the questionnaire,
respondents were required to select the importance of 14 criteria to their decision making
process. The results showed that both national/EU wide transport policies and
regional/local policies are very important to firms when making decisions on using
inter-modal freight transport. This suggests that the type of policy introduced would have a
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significant impact on how firms respond. However, since this study does not look at specific
policies, the exact difference in responses could not be assessed.
3.7 INCORPORATING BEHAVIOUR INTO POLICY MODELLING
One of the primary difficulties in assessing how the introduction of a policy by governments
will change freight transport externalities is understanding the responses of operators both
initially and over time. The distinction between initial responses and ongoing or long-term
responses is important for two reasons. First, operators are constrained in how they can
change their operations, particularly initially. Second, operators may make a number of
decisions over time as they gain knowledge of the policy and how it affects their operations.
One way of modelling these responses is through the use of behavioural models. These
models present a significant improvement over traditional demand models in that demand
is modelled on individual decision makers rather than solely on aggregate economic
measures (such as GDP or employment levels) (Hensher and Stopher, 1979). In contrast
to standard demand models, behavioural models are particularly well suited to examining
the impact of policy and price changes on travel demand. However, while behavioural
models for passenger transport have been used for some time, behavioural models for
freight have been less well developed and particularly those for assessing possible policies
and changes to responses over time (Hensher and Figliozzi, 2007; de Jong and Ben-Akiva,
2007; Puckett, 2009).
Behavioural models for freight have often relied on the use of stated choice experiments
often with a focus on mode or route choice by shippers, operators, or occassionally, both
(Danielis and Rotaris, 1999). One such study of 22 firms in Switzerland and Italy applied
the Leeds Adaptive Stated Preference (LASP) approach (Fowkes and Shinghal, 2002) to
shippers’ decisions on their choice of freight transport services by mode. The study found
that shippers were generally willing to change mode if either service was improved (through
speed, reliability or flexibility) or the cost was reduced (Bolis and Maggi, 2003). Another
study of freight operators in Indonesia that used a standard stated choice experiment found
similar results for switching between rail and road (Norojono and Young, 2003) albeit with
different magnitudes as would be expected given the different economic conditions. Puckett
et al. (2006) used a stated choice experiment to develop a behavioural mode of both
operators and shippers in Australia in a study on road user charges. This behavioural
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model was used to predict what the effects of road user charging would be on freight
operators in Sydney and found that operators would largely benefit from an improvement in
travel times and that these benefits would offset any additional costs from the charges.
Further advances in behavioural modelling for freight have recently been made with the use
of microsimulation and agent-based models (Davidsson et al., 2005). In contrast to
traditional freight models that are based on aggregate data, these models are used to
simulate the decision making of individual ‘actors’ or ‘agents’ (firms in this case) based on
behavioural models estimated from disaggregate data (Liedtke and Schepperle, 2004).
3.8 SIMULATION OF BUSINESS ENVIRONMENTS FOR STUDIES IN DECISION
MAKING
One of the challenges in conducting hypothetical experiments on businesses is the need to
ensure that the behavioural data collected is as close as possible to reality whilst limiting
the complexity of the survey (Jespersen, 2005). An approach that has seen significant use
in the study of decision making in businesses in the past several decades, particularly as
computers have become more powerful, is simulation. The simulations are known by a
variety of names including ‘microworlds’, ‘synthetic task environments’ and ‘interactive
learning environments’ (Gonzalez et al., 2005) but are referred to here by the generic
‘simulations’. Simulation methods involve participants playing a specific role (often as a
manager) who must complete a task by making decisions or answering questions given a
pre-defined scenario (Nees, 1983). Although simulation surveys can be done manually with
an interviewer (or coordinator) or other participants playing the remaining roles,
increasingly the business environment and other roles are simulated by a computer
(Jespersen, 2005). Generally the computer simulation and parameters are designed
specifically for each survey but some applications have used commercial software
(including games) for simulation surveys (Hasewinkel and Lindoff, 2002).
In studies of decision making, simulations are often used when the use of information by
respondents is considered important or when the participant is expected to react to
changing conditions (Nees, 1983). For this reason, simulations have been widely used for
decision making studies, particularly those of dynamic decision making.4 It is important to
emphasise that simulation surveys are surveys in which the data is collected by real
4See Section 3.1 on page 37.
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respondents interacting with a simulation (computer simulator or otherwise) and not where
the data is entirely simulated. This presents an additional challenge for group decisions
(such as many of those made by firms) in that the respondents for the survey must be
chosen carefully to match their position with the decision being studied. Failing to do this
can have a significant impact on the estimation results (Stathopoulos et al., 2012).
3.9 SUMMARY OF FRAMEWORK
Among the gaps in the literature identified in this review a number are of particular
importance. First, previous studies have shown that the effects of policies are likely to differ
based on firm-specific characteristics and that this is likely to lead to different responses.
However, these studies have not been able to show which of these characteristics is most
important to how firms ultimately respond and if the importance of each characteristic
changes over time. Second, there is little known on how organisational feedback loops
affect responses and if these effects change over time. Third, it has been shown that peer
effects from outside the organisation (through the use of industry benchmarks) have an
effect on responses but it is not clear how this changes as industry best practice adjusts
over time. Fourth, although many studies have looked at the different types of mitigation
policies available and their likely effects on externalities, they have not explored how the
success of the different types of policies change over time nor if each type of policy leads to
a different distribution of effects on emissions. As can be seen in Figure 3.3, the
commonality between each of these gaps is time, particularly how the effects of each of
these areas on responses and ultimately emissions changes over time.
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Chapter 4
Latent curve models for behavioural
analysis
There are many statistical methods used for analysing the behaviour of individuals and
decision-makers in firms. The most appropriate method depends on a variety of factors but
includes both the analysis that needs to be undertaken and the constraints of the data to be
used. For this study, where the primary interest is in assessing how firms respond to a
change in government policy over a period of time, it is crucial that the statistical method
can account for changes in both dependent and independent variables over time. One
method that can account for these changes over time and has been widely used to analyse
change in behaviour over time is a growth curve model, a specific form of which is generally
referred to as a latent curve model (LCM) (Bollen and Curran, 2006). Latent curve models
and growth curve models more generally, have been used in a number of disciplines,
particularly psychology and sociology to assess temporal changes in behaviour, physical
characteristics (e.g., height, weight) and many other variables that can be tracked for the
same individual or other entity over time. They are particularly powerful in cases where the
temporal trajectory of the changes are likely to differ between the individuals or firms. This
makes it particularly well suited to the analysis of behavioural changes where individuals
would not be expected to all change in the same way nor to change at the same rate. Since
firms can not be expected to react the same way to government policy, nor are they all likely
to react at the same time due to different constraints and objectives in their businesses,
growth curve models provide a method in which these (likely) differences can not only be
accounted for in the model, but more importantly, analysed in detail to provide a better
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understanding of the changes being made.
Despite its wide use in psychology, other medical disciplines and the social sciences,
growth curve models have only been rarely used in studies of transport (often in
health-related studies). As a result, their potential application to studies on changes in
travel behaviour, and particularly behaviour of freight transport firms, are not well
understood. This chapter introduces a method for applying latent curve models to travel
behaviour analyses by providing an overview of these models and the associated
terminology, and drawing on their use in other scientific disciplines, particularly psychology
as well as exploring how they have been used in transport studies.
4.1 RATIONALE FOR USE OF LATENT CURVE MODELS
Analysis of time-series panel data (behavioural or otherwise) has traditionally made use of
methods like autoregressive integrated moving average (ARIMA), repeated measures
regression, and repeated measures ANOVA and MANOVA (Chan, 2003). All three of these
methods provide mechanisms through which various aspects of longitudinal data can be
investigated yet some of the limitations of these models mean they are not always
appropriate for assessing behavioural changes of firms across time, particularly in
response to a policy intervention.
ARIMA suffers from several limitations that prevent them from being used effectively with
some longitudinal datasets. ARIMA models require a relatively large number of repeated
observations of the same individual (or firm), preferably with only a short, and equal, period
of time between observations (Schinka and Velicer, 2003). Collecting data from freight firms
repeatedly over a length of time when firms could reasonably respond to an intervention is
likely to be time consuming regardless of the method employed. Although some extensions
to ARIMA models have been developed that improve its ability to handle longitudinal data
from intervention studies, these methods generally require more observations than would
otherwise be required (Schinka and Velicer, 2003). Furthermore, ARIMA can be used to
analyse either inter-individual changes or intra-individual changes across time, but not both
in the same model (Chan, 2003). This is a crucial limitation because it means that it is not
possible to identify what are the common (group or industry-level) effects of an intervention
and what are the individual effects.
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Repeated measures regression and repeated measures ANOVA and MANOVA are based on
linear regression techniques and have often been used to model growth curves (Duncan and
Duncan, 2004). These methods rely on comparing the change from one observation to the
next in the case of ANOVA, or over several observations for MANOVA. Repeated measures
MANOVA can be used to model the changes in the sample including the influence of some
covariates (Curran and Muthén, 1999). In contrast to ARIMA, these methods can be used for
datasets with only a small number of repeated observations spaced further apart. However,
although these methods can and have been used to model growth curves, they require that
variances are assumed to be constant across time and as a result, individual changes are
also effectively assumed to be the same across the sample (Chan, 2003). This assumption
means that the differences between individual changes and the mean changes can not be
investigated since these are not estimated (Chan, 2003).
Latent curve models use structural equations to model the changes over time as a function
of several latent variables representing the different components of the initial observations
and any subsequent changes (Chan, 2003). By using structural equation modelling
techniques where the intercept and slope of the changes are measured by latent factors,
the assumption of repeated measures MANOVA of equal variances (errors) over time can
be relaxed and the variances can be estimated and investigated (Duncan and Duncan,
2004). This allows not only for a potentially less biased estimate of the mean change but
also a more thorough investigation of how individual patterns of change have (or have not)
diverged from the mean (Muthén and Curran, 1997). Latent curve models also provide
additional flexibility in the specification of the causal relationships between variables and
time allowing for covariates to be treated as constant over time, varying for each
observation, or a combination of both (Stoel et al., 2004). Similarly, this approach
incorporates the time structure of the dataset in the estimation of the model meaning that
the intervals between observations need not be short nor equal. However, it is important to
note that unlike time-series methods, latent curve models are less well suited to very long
datasets where the observed variables have a cyclical pattern (although these can be
accommodated). This flexibility makes it ideal for use in studies where it is hypothesised
that certain covariates have a constant influence over time and others vary for each
observation. However, this flexibility means that interpretation of model results can be
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challenging, particularly for more complex models, since the estimates must be interpreted
in terms of the factor means, the variances and the specific time structure used in the
model (Bollen and Curran, 2006).
Several methods used in survival analysis (including proportional hazards models and
duration models) have similar capabilities to latent curve models and have been used
extensively in the wider transport literature (Hensher and Mannering, 1994; Madre et al.,
2006). However, these models have two limitations that make them less well suited to this
problem. First, they assume that the likelihood of an event occurring during one time period
is not influenced by the same event occurring during a previous time period. Since, in this
case, repeated “events” (i.e., changed decisions) are likely to occur during nearly every
time period being studies, this is problematic (van Montfort et al., 2010). Although there are
mechanisms that can be used with these models to overcome this to some extent, this
dependence on previous time periods is an integral component of latent curve models. The
second limitation is that they generally rely on a pre-specified shape of the hazard (or
duration) function (van Montfort et al., 2010). Since it is not known what the shape of the
change will be, this means the estimation is likely to be biased. If the aim of this thesis was
to model if and when these events occur rather than how they change over time, these
models would be appropriate to use.
Given the aim of this thesis is to investigate how freight firms adapt to policies targeting
freight transport emissions and pricing, the analysis method must be one where several
decisions can be modelled simultaneously and be analysed both in terms of how they
change over time but also how they are influenced by a variety of measures that may
influence a firms’ decisions. These measures include not only those that are directly related
to the decision itself but also external forces and general firm characteristics. Although
ARIMA and repeated-measures MANOVA could potentially be used for analysing these
changes, the flexibility of latent curve models means the changes can be assessed in terms
of both the individual changes and intra-individual changes simultaneously. Furthermore,
the ability to assess how the influence of predictors changes over time means that latent
curve models can be used to develop a model that can be used to predict how a change in
the levels of a particular attribute will affect decisions differently throughout the adaptation
process. Since latent curve models, like repeated measures MANOVA, need only two
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(although preferably three) repeated measures to define the shape of the change (Pickles
and Croudace, 2010) only enough observations as are needed to ensure data on relevant
decisions are covered is required. This limits the amount of data required to be collected
from firms to complete the analysis. In addition, as firms are unlikely to make cyclical
changes during the time firms are likely to respond to an intervention, the issues with long
datasets are not likely to be a problem. For these reasons, latent curve models are
considered an appropriate method for analysing the longitudinal data required for this
thesis.
The following sections provide a general overview of growth curve modelling before a more
detailed introduction to latent curve models and their estimation.
4.2 GENERAL STRUCTURE OF GROWTH CURVE MODELS
Growth curve models are a set of statistical methods used to estimate the variability between
individual patterns of change (the “growth curve”) across time (Curran et al., 2010a). In its
simplest form the growth curve (or trajectory) is simply the line of best fit where the y values
are the observations of a continuous variable for an individual and the x values are the time at
each of the observations. In this form, the growth curve is a simple linear regression with the
sole difference being the independent variable is replaced with a variable for time defined as
the time when the value on the Y-axis was observed expressed as an ordinal variable where
time at the initial observation is set to one. The time variable may not necessarily be the
actual time (although it often is) but can also be another implicit measure of time including
age, years of schooling, years of driving experience, time period, etc. Adopting the notation
used by Bollen and Curran (2006), this basic growth curve can be expressed as the function
shown in Equation 4.1 where yt is the value of the dependent variable (i.e., the variable for
which the change is being measured) at time t,  is the intercept,  is the slope, t is the
residual (often called a disturbance for latent variables in LCMs) at time t and t is the time
variable.
yt =  + t + t (4.1)
The structure of the time variable is explicitly defined by t, which by convention generally
has an integer value of t   1 when observations are taken at constant intervals. When
observations are not taken at constant intervals, the values are adjusted such that 0
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continues to be zero but values of t for subsequent time periods are set to values that
match the chronological structure. For instance, if observations are taken every two months
for the first four months then every four months for two years the values for t would be
0 1 2 4 6    12

. The time variable can also be coded to match specific events of
interest by coding the time period in which the event occurs as zero with observations
occurring before the event taking a negative value of time and those occur afterwards
taking a positive value. The most appropriate coding of time depends primarily on the
objective of the analysis and if there is a logical “base” time that can be coded to zero. It
must be noted that the parameter estimates must always be interpreted relative to the time
period coded as zero since the intercept and slope estimates are relative to this time period
(Biesanz et al., 2004).
Since each individual has their own growth curve, Equation 4.1 is expanded by indexing y,
,  and  for each individual i resulting in Equation 4.2. A set of six of these growth curves
generated from random data can then be shown graphically as in Figure 4.1.
yit = i + ti + it (4.2)
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Figure 4.1: Multiple individual trajectories
Put simply, the growth curve for each individual is a representation of the expected changes
in their observed value as time progresses in the same units as the dependent variable.
Each individual’s growth curve is likely to differ somewhat in both the intercept and the slope
with the observed value perhaps increasing for some, decreasing for others and remaining
stable for the rest. Growth curve models use these different individual growth curves to
create a mean growth curve representing the sample as a whole where each individual’s
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growth curve is expressed as a function of the sample mean plus the individual’s disturbance
from the sample mean, similar to other multilevel models. The black line in Figure 4.1 shows
the mean growth curve for the six individual growth curves. Again adopting the notation
used by Bollen and Curran (2006), the intercept and slope for the growth curve of individual
i is defined by Equations 4.3 and 4.4 where  and  are the means and i and i are
the disturbances for individual i. Taking these equations together with Equation 4.2, the
estimated value at time t for any individual can then be expressed as Equation 4.5 with the
mean growth curve represented by the variables in the first set of brackets and the individual
variation represented by the variables in the second set of brackets. In these equations
the assumptions of classical regression are maintained with the addition of an assumption
that the disturbances for different individuals are uncorrelated and the parameters can be
estimated using ordinary least squares (OLS) (Bollen and Curran, 2006).
i =  + i (4.3)
i =  + i (4.4)
yit = ( + t) + (i + ti + it) (4.5)
These equations provide the basic structure used for all growth curve models and
modifications are made to allow for non-linear growth curves, different time structures and
variable types. These models are known as unconditional models since they have no
explanatory variables (known as predictors). They can be used to provide estimates of how
the value of the observed value changes over time and how this varies across the sample.
Crucially, unconditional models provide no indication of whether there is anything that
influences the change in the observed values and for this reason are of little predictive use
unless there is very little variation between the individual and mean growth curves as they
imply that the changes are simply a function of time.
A conditional model expands the unconditional model to include one or more predictors. The
time component of growth curve models means there are two types of predictors. The first
type is a variable that has a constant value at all observations for each individual i and are
called time-invariant predictors. The second type are time-varying predictors that, as the
name suggests, are variables that may change between observations for each individual. It
is important to note that the same variable may be time-invariant in the short term and time-
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varying in the long term and for this reason determining if a predictor should be considered
time-invariant or time-varying is dependent on the dataset being used and the analysis being
done. Some time-varying predictors (e.g., residential location, education level, number of
motor-vehicles owned) may not change within the period of the study and so can be treated
as time-invariant. In intervention studies in particular, the initial situation may be thought
to influence the change that occurs after the intervention (e.g., When a Bus Rapid Transit
line is introduced, people who were commuting by train may change in a different way from
those who were driving) and so the initial mode choice should be treated as a time-invariant
predictor. In some cases a variable that does not change across time may still be treated
as a time-varying predictor if it is thought the influence of the predictor is likely to change
across time (Stoel et al., 2004).
The time-invariant predictors are added to the unconditional model by expanding Equation
4.3 and Equation 4.4 to add the additional terms of nxni and nni resulting in Equations
4.6 and 4.7. In the additional term, ni is the time-invariant predictor while n and n are
the coefficients in the intercept and slope equations. Additional time-invariant predictors can
be added simply by including additional predictor variables and their corresponding intercept
and slope coefficients. Once time-invariant coefficients are added, the values of  and 
are no longer the means of the individual growth curves but are the means of the individual
growth curves when the value of all time-invariant predictors are zero. This change means
the intercept and slope must be interpreted slightly differently in conditional models than in
unconditional models.
i =  + 11i + 22i +   + nni + i (4.6)
i =  + 11i + 22i +   + nni + i (4.7)
Incorporating time-varying predictors into the model requires an additional term in Equation
4.2. Similar to the time-invariant predictor, this comprises both the predictor itself indexed
by the individual and time, !it, and a coefficient that is indexed by time, t, for the predictor.
This results in Equation 4.8. Like the time-invariant predictors, additional time-varying
predictors can be added by including the additional predictor and corresponding coefficient
variable. Unlike time-invariant predictors, only a single coefficient is needed for each
predictor. However, the interpretation of the intercept and slope variables are similarly
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changed so that the value of i and i are those when the values of time-varying predictors
are zero. This means the individual intercepts are no longer the value at the initial
observations but are instead a minimum value with the actual predicted value at the initial
time period being the sum of this intercept and the value of t!it where the influence of the
predictor at time t is dependent on the value of t.
yit = i + it + t!it + it (4.8)
A growth model can simultaneously incorporate both time-invariant and time-varying
predictors by using both the modified intercept and slope equations (Equations 4.6 and 4.7)
and the modified upper level equation (Equation 4.8). It must be emphasised that using
both time-invariant and time-varying covariates has an effect on the interpretation of the
model results and care must be taken when comparing model parameters of unconditional
models, models containing only time-varying or time-invariant predictors and models
containing both since the numbers can not be compared directly without accounting for the
difference in the handling of the predictors.
4.3 STRUCTURE OF LATENT CURVE MODELS
Latent curve models are based on the same underlying principles as growth curve models
but apply a structural equation modelling (SEM) approach by treating the intercepts and
slopes of the growth curves as latent variables. This approach has several advantages over
a standard growth curve model. First, heteroscedasticity and autocorrelation can be
incorporated into the models since the assumptions of errors being independent and
homoscedastic (Kaplan, 2009) are no longer required with the errors now fully estimated
from the data. Second, models can be estimated using a variety of different estimators
including Maximum Likelihood (ML) (Bollen and Curran, 2006). Third, the SEM framework
facilitates the use of lagged predictors (Duncan and Duncan, 2004). These advantages
allow for more flexible model specifications that can better handle longitudinal travel
behaviour data that can have both high variability and correlation.
Just as with the standard unconditional growth model, the latent curve model does not
need to include any covariates. However, rather than have separate variables for the
intercept and slope, the SEM notation expresses the latent factors and repeated measures
as vectors. Using a generalised form of the notation used by Bollen and Curran (2006), for
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any individual i, the unconditional growth curve can be shown as in Equation 4.9. The first
vector (to the left of the equal sign) contains the repeated dependent measure, y with a
length of the number of time periods with observations (T ). In the second vector are the
factor loadings (coefficients — ) for each of the latent factors for each time period. The
third vector contains the latent factors. Since in latent curve models the intercept and slope
variables are treated as latent factors, this vector contains i (intercept) and i (slope). The
last vector contains the residuals for each of the time periods, similar to other forms of
structural equation models.0BBBBBBB@
yi1
yi2
...
yiT
1CCCCCCCA
=
0BBBBBBB@
1 1
2 2
...
...
T T
1CCCCCCCA
0B@i
i
1CA+
0BBBBBBB@
i1
i2
...
iT
1CCCCCCCA
(4.9)
The latent factor vector can then be described by a mean and deviation from the general
model such that i and i can be expressed as the group mean () plus a disturbance () for
the individual as shown in Equation 4.10 (Bollen and Curran, 2006). The whole unconditional
latent curve model can then be expressed as in Equation 4.11 where bold characters are
vectors with  being a vector of the latent factors ( and  in this case).0B@i
i
1CA =
0B@

1CA+
0B@i
i
1CA (4.10)
y = ( + ) +  (4.11)
Latent curve models can also be shown graphically using a path diagram where latent
variables are shown in circles, observed variables are shown in rectangles, with
uni-directional arrows representing causal effects and bidirectional arrows representing
correlation (Anderson, 1987). The unconditional model above with a dependent variable (y)
observed at four time points is shown as a path diagram in Figure 4.2.
4.4 ESTIMATION AND INTERPRETATION OF LATENT CURVE MODELS
To demonstrate the estimation and interpretation of latent curve models for firm performance
and behaviour, a longitudinal panel dataset of firms in Ghana is to be used for examples in
this and remaining sections of this chapter. This dataset is a subset of the dataset used by
Rankin et al. (2006) and is available from the Centre for the Study of African Economics at
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Figure 4.2: Path diagram of latent curve model with no predictors
the University of Oxford.1 The dataset includes data from 56 manufacturing firms in Ghana
from which data on production and exports was collected in 1993, 1996, 1999 and 2002.
The most common method of estimating latent curve models requires that the values of 
are specified a priori. By convention, the values of  for all time periods are set to one
since the effect of the intercept on the observed variable is the same at all time periods. In
contrast, the values of  are set to a value of t 1 as the slope has no effect during the first
time period (since it is fully explained by the intercept plus an error term). Since the values
of  are pre-specified, the parameters that are estimated by this unconditional model are
the group mean and variance of  and , the covariance of  and  and the variances of y
(in this example, each firm’s profit to capital ratio) for each time t (Bollen and Curran, 2006).
Estimation is most often done using Maximum Likelihood as implemented in several
software packages including MPlus, LISREL, AMOS and several different R (R
Development Core Team, 2012) packages such as sem, OpenMx and Lavaan. Specific
implementation of estimators differs somewhat between software packages but are
reasonably comparable. Estimates from MPlus are often considered the standard for latent
growth curve modelling (Duncan and Duncan, 2004) so some packages such as Lavaan
provide an option to use an estimator that results in almost identical results to those of
MPlus. In this chapter and the rest of this thesis, the R package, Lavaan using the
mimic=“MPlus” option (Rosseel, 2012) will be used to estimate models. The reason for
1The dataset (Ghana, Kenya, Tanzania, South Africa and Nigeria) can be downloaded from
http://www.csae.ox.ac.uk/datasets/cfld/cfld-main.html.
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using Lavaan for estimation is that in addition to the ability to have similar estimates to
those of MPlus, much of the other statistical analysis conducted for this thesis is to be
conducted in R.
Using the dataset described above, the model shown in Figure 4.2 can be used to investigate
how firms’ profit to capital ratio changed over time from 1993 to 2002. Since there are four
time periods to be used, adopting the convention of setting  = 0 and  = t   1 for a
linear model results in  =

1 1 1 1

and  =

0 1 2 3

. Running the model
results in the parameter estimates shown in Table 4.1 where  and  are the means of
the intercept and slope,   and   are the variance of the intercept and slope,   is the
covariance of the intercept and slope and  yt are the variances of y at each time t.
Table 4.1: Parameter estimates of unconditional model
Estimate Std. Error P-Value
 2.180 0.521 0.000
 -0.477 0.156 0.002
  9.779 2.994 0.001
  0.741 0.310 0.017
  -2.572 0.904 0.004
 y1 16.526 3.862 0.000
 y2 3.960 1.200 0.001
 y3 7.405 1.551 0.000
 y4 0.072 0.558 0.897
With no predictors, the interpretation of these parameter estimates is relatively
straightforward. The estimates for  and  show that across the sample, the mean profit
to capital ratio across the sample is 2.180 and that every three years (the smallest unit of
time used in this model), it changes by a mean of -0.477. The significance of   indicates
that the higher the profit to capital ratio of a firm in 1993, the lower the value of  and as a
result, the greater the decrease in profit to capital ratio over the subsequent time periods.
The estimates of   and   indicate that there is substantial variability around the
means. The variance of y in each time period also suggests that there is substantial
variation in the profit to capital ratio between firms but that this variation decreases over the
nine years. The variance of yt can be interpreted to mean that there are factors influencing
the value of y that differ between the time periods. However, the insignificance of  y4
suggests that the variability between firms in t = 4 (2002) is accounted for in the variance of
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 and .
The parameter estimates must also be interpreted in light of the measures of model fit that
can be used for latent curve models (and structural equation models more generally)
including the 2 (chi-squared) p-value statistic, the Comparative Fit Index (CFI),
Tucker-Lewis Index (TLI), Root Mean Square Error of Approximation (RMSEA) and
Standardised Root Mean Square Residual (SRMR) (Duncan et al., 2006). Lavaan
(Rosseel, 2012) is able to output many of these measures after estimating the model.
There is some debate about the use of these measures of model fit as a means of
evaluating SEM models with the cut-offs used and the importance placed on the 2 test
statistic being particularly contentious (Barrett, 2007; Bentler, 2007; Goffin, 2007).
Furthermore, although specific cut-offs have been widely used as rules of thumb, some
SEM researchers contend that cut-offs for many of the fit indices (including CFI, TLI and
RMSEA) should not be used in isolation as a means for determining the appropriateness of
a particular model (Goffin, 2007). Nonetheless, it is useful to provide some indications of
the cut-offs that are often used.
Arguably the most important test-statistic for SEM is the 2. However, in contrast to the
interpretation of 2 being that models that are significant should be judged to be
acceptable, in SEM, models with a significant value for 2 (often < 0.05) are rejected
(Bentler, 2007). It should be noted that the 2 statistic is often ignored in published
research because some researchers argue that the test is invalid in many cases (Bentler,
2007). Hu and Bentler (1999) suggest that a cut-off of SRMR of < 0.06 should be used for
“good” models if considered by itself although others argue that this is too conservative and
< 0.08 should be used (Barrett, 2007). The cut-off for RMSEA is generally regarded to be
approximately < 0.05. The suggested cut-offs for SRMR and RMSEA should be treated
with caution for models with small sample sizes since they are often much larger when
sample size is small. The CFI is a normalised measure that has a range of zero (worst) to
one (best) with suggested cutoffs generally being > 0.9 at a minimum (Hu and Bentler,
1999). Similarly, Hu and Bentler (1999) suggest the TFI have a cut-off of > 0.9 although
unlike the CFI it is not bounded between one and zero (although it often is). The Akaike
Information Criterion (AIC) and Bayesian Information Criterion (BIC) are also often used to
compare models with “better” models have smaller (relative) values.
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With these suggested cut-offs in mind, the model above can be assessed for goodness of
fit. The model fit measures are shown in Table 4.2. First, since the value of 2 is > 0.05, the
model is not rejected. It should be noted that the 2 test either accepts or rejects the model
and a model with a larger 2 p-value should not be considered to be better if both are > 0.05.
The SRMR is less than 0.08 but greater than 0.06 meaning that the model fit is considered
reasonable but could be better. The values of RMSEA, CFI and TLI all show good model fit.
Table 4.2: Measures of fit for unconditional model
Value Interpretation
2 p-value 0.543 Do not reject
SRMR 0.072 Reasonable fit
RMSEA 0.000 Good fit
CFI 1.000 Good fit
TLI 1.024 Good fit
AIC 1029.792 n/a
BIC 1048.021 n/a
This simple model shows how unconditional latent curve models can be used to model the
changes to an outcome variable over time. However, since the model used values of  of
0 1 2 3

, the model assumes a linear, equal slope for each unit of time. Since this is
often not the case, it is important to see how the change in the choice of  changes the
results and their interpretation. The values of  can be set for a predefined curve including
logistic, logarithmic, exponential and quadratic curves as well as other custom curves that
simply follow a specific pattern. For instance, a logarithmic growth curve can be used by
setting t = log t such that in a model with four time periods  =

0 0:69 1:1 1:39

.
Alternatively, rather than predefining the growth curve, the curve can be partially estimated
by pre-setting the values of  for two time periods and allowing the remainder to be freely
estimated. It is generally suggested that the values of  are preset such that the change
in value for each unit of time that is of interest be equal to one (Muthén and Curran, 1997;
Bollen and Curran, 2006). For instance, if the unit of interest remains the three year periods,
then they should be set as  =

0 1 3 4

or  =

0 2 3 3

.
The differences in the model results due to changes to the values of  can be seen in
Tables 4.3 and 4.4 that show the measures of model fit and parameter estimates of the
model with linear time values (as discussed above), a model with logarithmic time and one
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where two of the four values of  are estimated. The measures of model fit (Table 4.3)
show that for this dataset, the linear model and the model where two of the values of 
are estimated have approximately the same fit with the logarithmic model being somewhat
worse. Although all three models have a p-value greater than 0.05, the other measures show
that the logarithmic model is somewhat worse in some measures (particularly RMSEA).
These measures of model fit suggest that the trajectory of the growth curve is more linear
than logarithmic but may be better described by another non-linear curve.
Table 4.3: Measures of fit for unconditional models with different values of time
Linear Time Logarithmic Time Free Time
2 p-value 0.543 0.221 1.000
SRMR 0.072 0.093 0.003
RMSEA 0.000 0.084 0.000
CFI 1.000 0.958 1.000
TLI 1.024 0.949 1.127
AIC 1029.792 1032.742 1029.756
BIC 1048.021 1050.971 1052.035
The estimates (Table 4.4 on the next page) for the values of  of the model with freely
estimated time scores suggest that the trajectory is one where approximately two thirds of
the change occurs between the third and fourth observation. Were the estimates of 2 and
3 significant, the interpretation of  would be that the relative change since the initial
observation is t where t is the time period (or observation). However, for this model the
estimates of t not being significant coupled with the insignificant estimate of   indicate
that there is substantial variation in the growth curves of firms. This can also be seen in that
the confidence intervals for 2 and 3 are -0.293 to 2.379 and -0.493 to 2.368 respectively.
The importance of  to the parameter estimates are also apparent in the results of the
logarithmic model. These differences are most clearly shown in the estimates of  and
particularly  . However, although the estimate of  is much lower for the logarithmic
model than the linear model, most of the difference is due to a change in the scale of the
slope variable rather than being equivalent to the time between two observations (three
years) is now equivalent to the time between the initial observation and just before the third
observation. Over the four observations, the mean change from the initial observation is
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-1.634 in the logarithmic model compared to -1.431 in the linear model. It must therefore be
emphasised that the parameter estimates must always be interpreted with  in mind.
The extension of these unconditional models to include time-invariant and time-varying
predictors is reasonably straightforward, but changes the interpretation of the parameter
estimates. The path diagram in Figure 4.3 shows a latent curve model with two
time-invariant predictors (x1 and x2) and one time-varying predictor (p). The time-invariant
predictors influence the intercept and slope with the time-varying predictors influencing the
dependent variable (y) for each observation directly.
.
p1 p2 p3 p4
y1 y2 y3 y4
 
x1 x2
1 2 3
4 1
2
3 4
Figure 4.3: Path diagram of latent curve model with predictors
This model can then be expressed by extending Equation 4.11 to include the predictors
resulting in Equation 4.12 where yi is a vector with the repeated observations for individual
(or firm) i and y is a matrix with the factor loadings for  and  equivalent to  in the
unconditional model (Bollen and Curran, 2006). The time-varying predictors are
incorporated with  that is a vector with the latent factor means,  yw, a matrix with
regression coefficients, and wi, a vector of corresponding time-varying predictors. The
time-invariant predictors are incorporated by  yx, a vector with the regression coefficients,
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and xi, the vector with the predictors.
yi = (y +y xxi +  ywwi) + (yi + i) (4.12)
Estimation is similar to that of the unconditional model but with additional parameters for
the predictors. In this model, there are an additional eight estimated parameters, two each
for the time-invariant predictors and one for each time period for the time-varying predictor.
The two time-invariant predictors are the age of the firm in 1993 (x1) and a dummy variable
indicating if the firm has any foreign investment (x2). The time-varying predictor is the log of
real output per worker (p).
Three conditional models have been run with the same values of  as the unconditional
models discussed above. On all measures, these models have considerably worse model
fit (see Table 4.5) than the unconditional models. Some reduction in model fit is not
surprising given the increase in the number of parameters but the dramatic decrease in
model fit suggests there may be problems with some of the chosen predictors. If the
addition of the predictors had improved the prediction of the mean and individual
trajectories, model fit would likely have improved (at least in some measures). Since this
did not occur, it suggests that although some of the predictors are significant, they did not fit
the trajectories as well as the unconditional models where all individual differences are
incorporated into the estimated variances.
Table 4.5: Measures of fit for conditional models with different values of time
Linear Time Logarithmic Time Free Time
2 p-value 0.062 0.034 0.068
SRMR 0.110 0.107 0.118
RMSEA 0.096 0.106 0.096
CFI 0.852 0.818 0.864
TLI 0.788 0.740 0.785
AIC 2024.687 2027.140 2025.816
BIC 2059.118 2061.571 2064.298
Despite the low model fit, it is still useful to see the parameter estimates of the predictors.
The parameter estimates can be interpreted just as they would be interpreted in linear
regression. In Table 4.6 on page 75 the additional parameters are those starting with  .
The time-invariant predictors are shown as  x1 and  x2 for the intercept and  x1 and
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 x2 for the slope. In the linear and logarithmic models, only  x1 is significant to the
p < 0:05 level with no time-invariant predictors being significant in the model with freed time
scores although  x1 and  x2 are significant at the p < 0:1 level in the linear model. These
parameters can be interpreted as modifying  and  by the values of x1 and x2 of each
firm. However, since the model also includes a time-varying predictor,  +  x1 +  x2
and  +  x1 +  x2 must be interpreted as the constant effects. The remaining
component of the trajectory is composed of the sum of the parameter estimates of the
time-varying predictor in each time period. Since this model includes only one time-varying
predictor, there is only a single parameter for each time period. These parameters are
significant for all time periods but interestingly the estimate decreases as time progresses
suggesting the benefit of productivity to improving the profit-to-capital ratio reduces over
time. If the effect of productivity on the profit-to-capital ratio remained constant, the
estimates would be similar (although not necessarily identical) for all values of  p. It is
important to emphasise that the estimates of  p are relative to y at the same time period
and not previous observations or values of  p.
Further extensions to these latent curve models can be used for multivariate models where
more than one dependent variable is included in the same model but the underlying structure
and interpretation remains the same. These models will be discussed in further detail in the
chapter on model development (Chapter 7) where necessary.
4.5 USE OF LATENT CURVE MODELS IN BEHAVIOURAL RESEARCH
Although latent curve models have not been widely used in the travel behaviour field, a
handful of studies, including several intervention studies, have used them. One such study
was a study on improving the neighbourhood quality of life for older adults (65 years and
older) by facilitating walking in their communities (Fisher and Li, 2004). The paper used
latent curve models to assess how the intervention changed the participants’ physical and
mental health as well as their general life satisfaction by collecting a baseline before the
intervention, then the same measures twice more at three months and six months after the
intervention began. In addition to finding that the intervention improved both physical and
mental health over the six month study period, the study found that none of the
neighbourhood characteristics tested influenced how much improvement in physical and
mental health, and satisfaction levels there would be in a neighbourhood because of the
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intervention (Fisher and Li, 2004). Although this study did make use of latent curve models,
it did not include any time-varying covariates (likely due to the relatively small time horizon)
and for this reason did not assess if the influence of neighbourhood characteristics changes
over time. A somewhat similar study in which women were encouraged to walk more using
one of several intervention methods (telephone calls and counseling, only telephone calls,
and videos) also found this intervention increased walking in the target population (Nies
and Partridge, 2006). Similarly, this study also found that none of their predictors were
significant but they also did not include time-varying predictors although the study ran for
one year.
Arguably more relevant to the context of this thesis, a study by Davidov et al. (2006a)
looked at changes in public transport use over time following an intervention that involved
participants receiving information on public transport services in Frankfurt. Participants
completed a questionnaire before the intervention then twice more (approximately six
months apart) afterwards. The models used in this study included both time-invariant
predictors (mostly demographic variables) as well as a time-varying predictor of an
intervention variable. The study found that in general the intervention had no effect on
mode choice and that mode choice remained relatively constant throughout with the
exception of participants who placed a greater importance on cost than time for whom
public transport use increased. Instead, demographic predictors (such as the number of
children) had the greatest effect on mode choice and this did not change over time
(Davidov et al., 2006a).
A more recent study that made use of latent curve models looked at how risky driving by
teenagers changed as a result of the use of a device recording dangerous driving behaviour
(Simons-Morton et al., 2013). In this study teenagers’ cars were fitted with a device that
either showed a light when they were driving dangerously or in addition to showing the light,
allowed their family to look at videos and other information on their risky driving. The study
found that participants whose risky driving data was also available to their parents improved
their driving over time while those who were only shown a light did not. Interestingly, the
study found that although initial improvements appeared to be driven by parents logging in
to look at the data, the reduction continued when parents logged in less often later in the
study. The time-invariant predictors (including sex, sensation seeking or parenting practices)
76
were not significant in their effect on behaviour (Simons-Morton et al., 2013).
Also of relevance to this thesis is a study on the perception of economic risk that has been
shown to influence decision making of both individuals and firms (Burns et al., 2012). This
study used latent curve models to look at what influenced the perception of economic risk
in the United States during 2008 and 2009. Risk perception was found to decrease over
time with the most dramatic decrease from October to November 2008, around the time
of the 2008 U.S. presidential elections (Burns et al., 2012). The study found that support
of the eventual winner of the election, Barack Obama, was a significant predictor of lower
perceptions of risk for every time period but even those who did not support Obama had a
decrease in their perception of risk over time. Another interesting finding was that over time
respondents became more confident that they could achieve their objectives and this was
found to significantly influence their perception of economic risk. Burns et al. (2012) posit
that this is likely due to people adapting to the changed economic conditions. This suggests
that as people (and perhaps firms) adapt to a new environment, they become increasingly
confident of the likely outcomes of their decisions.
4.6 LATENT CURVE MODELS FOR FREIGHT OPERATORS’ BEHAVIOUR
The papers discussed in Section 4.5 provide some examples of how latent curve models
have been used to investigate personal transport decisions and adaptation to changing
conditions by individuals. The same general approach can be used to look at decision
making by freight operators with the primary difference being in the selected dependent
variables and the predictors. The dependent variables for models of firms can either be
outcome variables such as various performance measures as used in the examples in this
chapter, or, alternatively, the decision variables (such as choice of mode) as well as a
combination of both. In contrast, the predictors should include the attributes that are
relevant to the decision making process for each decision variable being analysed. These
include variables like costs, travel time, travel time variability and other risks as well as firm
characteristics and other external measures such as industry benchmarks and aggregate
economic variables. Other predictors may also include some measures of previous
decisions.
As shown in this chapter, estimation of latent curve models requires observations at least
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for two (but preferably three) points in time. More repeated measures further improves the
ability of the model to estimate a trajectory and for this reason is preferred if possible. For
this reason, modelling decisions of freight operators requires a dataset in which data on
decisions are collected at repeated intervals along with data on other likely predictors of
those decisions. Although the ideal data is revealed preference data, a simulated or
hypothetical dataset can be used as long as some measure of time is included in the
simulation or collection of the data. However, it is important to note that the use of a
simulated or hypothetical dataset does introduce the potential for hypothetical bias (Fifer
et al., 2014). Given the challenges involved in the collection of longitudinal data from freight
operators, the following chapter describes a method of collecting data by simulating the
business environment that could conceivably be encountered by a freight operator both
before and following the introduction of a government policy that can then be used for the
estimation of latent curve models.
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Chapter 5
Survey design1
Given the data requirements for latent curve models (discussed in Chapter 4), data from
freight operators had to be collected at several points in time, this chapter describes the
development of a survey tool with which hypothetical longitudinal data could be collected
from freight operators.
The design of this survey was driven by the requirement to collect longitudinal data from
freight firms in situations in which it would be impractical (if not impossible) to collect
detailed data on decision making. Many of the existing methods for collecting data on
freight operators’ decisions rely on stated choice (SC) experiments. Although most widely
used in freight for mode choice models, stated choice experiments have also been used to
investigate freight operators’ preferences for travel times, travel time variability and waiting
time and route choice (Puckett et al., 2007; de Jong et al., 2004). Variations of standard
stated choice experiments, such as adaptive stated choice experiments, have also been
used to study freight operators’ decisions (Fowkes and Shinghal, 2002). One such example
is The Leeds Adaptive Stated Preference (LASP) software that allows the alternatives
shown to respondents in a stated choice experiment to change depending on their choices
in previous choice-sets. It has been used in a number of studies on freight including for
mode choice and journey times (Shinghal and Fowkes, 2002; Bolis and Maggi, 2003;
Fowkes, 2007). Similarly, Hensher et al. developed the interactive agency choice
experiment (IACE) that allows for interdependent decisions with multiple agents (Hensher
et al., 2007a). However, for assessing policy-induced changes to freight operations stated
1Part of this chapter has previously been published in Ellison et al. 2012
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choice experiments do not provide sufficient detail on the adaptation strategies adopted by
freight operators that may include responses not covered by the attributes in the experiment
and may occur over different lengths of time. Similar limitations apply to data collected
using trip diaries which generally collect data only for a single day for each firm and as a
result are unable to capture changes over time (Stefan et al., 2005). These limitations are
understandable given the expense and difficulties associated with collecting disaggregate
freight data but remain a key limitation of existing methods.
To investigate the adaptation strategies adopted by freight operators in response to
government policies, it is clear that an easier and less burdensome method to collect
time-series data on freight operations was needed. This method needs to allow for the
collection of data combining the benefits of stated preference (SP) data and revealed
preference (RP) data as well as reducing the work required by respondents. This chapter
describes the survey’s requirements and design considerations in more detail, the structure
and mechanics of the survey, and the development of the scenarios and alternatives used
in the survey.
5.1 SURVEY REQUIREMENTS AND DESIGN CONSIDERATIONS
The primary requirement for the survey design was to collect longitudinal data from freight
firms on the decisions required to undertake the freight task both prior to and following the
introduction of a government policy imposing additional constraints or costs on their
operations. These decisions involve the interaction of a number of complex decisions
occurring at various points in time and with different time horizons. As such, the survey
instrument needed to be able to collect data on likely decisions of freight operators in a way
that is understandable to respondents and straightforward to complete. However, this
needs to be done while allowing for as large a variation in allowable decisions as possible
without masking time-varying and complementary decisions.
The longitudinal data which the survey had to collect includes both the (multiple) decisions
being made at each point in time but also the values of the different aspects of the decision
being used to evaluate the alternatives.
The target sample of managers in freight firms with responsibility for decision-making
process in operations meant the survey design had to take into account the time-pressures
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many of the managers face as well as the likelihood of interruptions while they were
completing the survey. This led to two important considerations for the survey design. First,
the time required to complete the whole survey had to be at most 20 minutes including the
time to read any instructions. This limited both the number of questions that could be asked
and the manner in which the longitudinal data was collected to a method that allowed for
quick (but reasonable) responses. Second, it had to accommodate respondents starting
the survey and then continuing later in the day (or another day) while ensuring respondents
were able to refer back to their previous decisions as well as any instructions they were
previously shown. Since it was thought most respondents would complete the survey while
they had some time during the work day it was expected that some respondents would be
interrupted and would (reasonably) stop the survey until they had more time to complete it.
For this reason it was crucial that respondents were able to refresh their memory about the
scenario being presented and how they had answered the previous questions. Further,
keeping the survey quite short would reduce the number of times respondents would be
interrupted thereby reducing the drop-out rate.
A further requirement for the survey design was that it limited the amount of confidential
information requested from respondents regarding their operations. This was because some
firms consider their operations to provide them with a competitive advantage and so are
reluctant to divulge specific details. This is particularly true for very large firms of which
the Australian firm participating in the study is a local subsidiary. Limiting confidential data
requested also has the potential benefit of reducing the reluctance of the person (or persons)
actually completing the survey on behalf of the firm to participate due to a fear of providing
information the firm considers to be confidential.
5.2 SURVEY STRUCTURE
To meet the requirements outlined in Section 5.1 above, this survey uses an approach with a
web-based simulation ‘game’ written in PHP: Hypertext Preprocessor (PHP). The simulation
is focused around a hypothetical road freight firm that needs to make deliveries to several
customers subject to a variety of constraints that are typically encountered in reality, with a
particular focus on time windows, delivery requirements and various government policies.
The survey is divided into three parts: the initial section asks respondents to answer some
basic questions about their experience as well as some information about their firm. The
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survey then continues to the main simulation ‘game’ where respondents must complete the
delivery task in a hypothetical scenario using their knowledge of the industry and some
additional information provided on the screen. Lastly, respondents complete some additional
questions on their perceptions and attitudes to the importance of various factors to freight
operations.
5.2.1 Background questions
The initial questions are designed to be straightforward and easy for a manager to
complete and requiring only approximate answers to account for firms with changing
number of vehicles/drivers based on demand. The questions are based on those asked by
Hensher et al. (2013) with some modifications to account for the different focus of the study.
Respondents were first asked for information on their position in their firm as well as the
length of their experience in the industry and their firm. The information requested about
the firm included the number of drivers who worked or were regularly contracted to the firm,
details about the vehicles used and the type of deliveries generally made by the firm
(Figure 5.1). In particular, respondents were asked to enter the approximate number of
vehicles of each class and emissions standard used by their firm for urban deliveries and
(separately) for the entirety of their operations. The distinction between the vehicles used
for all operations and those used for urban deliveries was made since the focus of the study
on urban deliveries meant vehicles that would never (or rarely) be used for urban deliveries
were not relevant to the scenarios presented. Respondents were asked to select one of
four categories of deliveries comprising of large bulk and pallet deliveries or small boxes
and parcels for either perishable or non-perishable goods or general deliveries. The
answers to these additional questions were used to select the scenario presented and to
condition the initial options based on the specific firm’s existing vehicle use.
5.2.2 Simulation game
The main part of the survey is the simulation game in which (based on their responses
to the initial questions) respondents are presented with a hypothetical scenario in which
a firm is required to complete a specific delivery task with deliveries specified for several
customers to be made during specific time windows on an ‘average’ weekday. Given the
complex decisions that must be made only a small number of customers are shown to allow
respondents to focus on the decisions and their implications while not being overwhelmed
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Figure 5.1: Background questions on vehicle fleet and types of deliveries
by information. As a result, respondents are told to think of the customers and deliveries
presented as a representative subset of their firms’ customers and delivery requirements.
After being presented with the scenario the respondent must make decisions about how to
meet these customer demands focused around the choice of vehicle class (articulated/rigid
and light commercial vehicles (LCV)), vehicle emissions standard, routes, time of day, and
the use of toll roads. As decisions are made, the respondent is informed of changes in
operating costs and emissions, such that they are able to change their responses if they
wish.
Following the establishment of an initial ‘base case’ of operations, the respondent is
presented with a government policy targeted at improving the environmental outcomes of
freight operations that is set to go into effect in one year (Figure 5.2). In this study, both a
cordon-based congestion charge and a low emission zone were considered. The
respondent is then presented with updated forecasts for costs and emissions and is then
able to make further adjustments in their fleet purchasing and operational decisions such
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that the impacts of the policy instrument can be assessed. This is repeated for further
six-month periods allowing respondents to delay making changes if desired and to make
further changes based on the outcomes of their previous decisions. The simulation covers
five six-month time periods including the current, base, time-period.
Figure 5.2: Portion of introduction to policy screen
Finding a balance between giving respondents the opportunity to make each decision
individually and constructing a small number of alternatives from which respondents would
need to choose proved a particular challenge. A method where respondents were asked to
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make all the decisions required to serve a set of customers was considered but found to be
too difficult for respondents to complete within a reasonable time, as this would have
required respondents to either assess all the available information and construct a solution
to the task themselves, or, alternatively to try a large number of different combinations and
compare the results. Although it appears this method could have been used as a way to
collect data on actual operations, the use of a hypothetical scenario for the purposes of
policy analysis meant this was not possible. Ultimately, a second method was chosen
which relies on many of the principles of stated choice experiments where a number of
alternatives are listed and from which respondents are asked to choose one (Puckett et al.,
2007). In this method, alternative solutions with which all customer demands are met are
presented to respondents. Each of the solutions differ in how they accomplish the task and
as a result have varying costs, emissions and time requirements. The alternative solutions
are presented to respondents in a manner similar to a standard stated choice experiment
where the different attributes for each alternative are presented and can be compared by
respondents (Figure 5.3) with respondents choosing their preferred solution. In this survey,
respondents were also given the opportunity to indicate which of the non-chosen
alternatives they also considered acceptable by ticking the boxes to the left of each
alternative. For each time period six alternatives are presented.
Although this method is outwardly similar to a stated choice experiment, it has a number of
key differences. First, the survey has a dynamic aspect where choices are made for several
consecutive time periods with information presented to respondents not only for the current
time period but also with simulated forecasts of subsequent time periods. This adds an
additional element to dynamic stated choice experiments where although the choice-sets
are considered to be for different time periods, each is presented separately (Iida et al.,
1992). Furthermore, additional information on the policy is presented to respondents only
after a decision has been made for the ‘base case’ with the alternatives and associated
attributes adjusted accordingly. The second major difference is that both forecasts and
alternatives for subsequent time periods are dependent on the respondent’s previous
decisions, providing the ‘adaptive’ element of the survey. As discussed above, the variation
between the ‘base case’ alternatives are intended to be as large as possible allowing
respondents maximum flexibility in how they satisfy customer demands. However, for
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subsequent time periods some alternatives from the ‘base case’ may no longer be feasible
or relevant depending on which alternative was selected by respondents. For instance, if an
alternative where only newer vehicles (at least Euro III) are used has been selected,
alternatives involving the use of older vehicles can be removed since respondents are
unlikely to switch to older vehicles as a response to the policies being tested. In contrast to
the approach used in adaptive stated choice experiments where subsequent alternatives
depend on the range of the attributes of respondents’ previous choices (Fowkes and
Shinghal, 2002), this approach uses the relationship between possible values of the
underlying decision attributes and adds the additional element of time-dependent changes
to alternatives. Third, the attributes for each alternative are a combination of vehicle and
route attributes and summary attributes (including costs and emissions) calculated directly
from the lower level attributes which represent the choices of interest. A further element is
added by providing respondents with an “industry benchmark” for costs and emissions that
they can use to evaluate the performance of their decisions. In this survey the industry
benchmarks are simulated benchmarks based on the means of a subset of the available
alternatives (including those not shown to a particular respondent).
5.2.3 Closing questions
Following the completion of the simulation game respondents are asked to complete a series
of questions relating to their perceptions of the different attributes and their opinions on the
survey in general. The first two questions relate to their opinion about the attributes of the
alternatives shown to respondents. They were first asked to rank five of the attributes in order
of their importance to their decisions and are then asked which attributes they attempted to
minimise during the simulation (Figure 5.4). Respondents were also given the opportunity
to write in an attribute that was not listed (and not presented to respondents) if desired.
They are then asked three open-ended questions to gain a better understanding of how
they completed the simulation and how well the simulation would translate into their actual
decisions were a similar policy to be introduced in reality. The first of these questions asks
if they employed any strategies in completing the simulation and if so, what these were
(e.g., “attempted to minimise cost when using LCVs”). The second asks if a similar policy
were to be introduced if they would pass any additional costs onto their customers. Lastly,
they were asked to describe their ideal alternative if they were to face a similar scenario in
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Figure 5.4: Portion of final questions screen
reality. Respondents were then given the opportunity to make any further comments about
the survey in general or anything else related to the study.
5.3 DEVELOPMENT OF SCENARIOS AND POLICIES
Given the complexity of the task and the need to collect reliable data from a hypothetical
scenario, it is crucial that the scenario presented to respondents is relevant to their own
experience so their decisions within the game mirror the equivalent decisions that would be
made within their own organisations. To facilitate this, preliminary questions are asked of
the respondent to collect basic data on their experience and the operations of their
organisation. This includes information on the type of commodities and deliveries
undertaken by the respondents’ organisation and the vehicles used to make these
deliveries. This information is subsequently used to create a scenario that is built around
several common elements (such as the number of customers and their geographic
distribution) while simultaneously making the scenario relevant to each respondent.
As discussed above, the scenarios are built around a firm that must make deliveries to
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customers subject to several common constraints including time windows and delivery
requirements. The task is described to participants as a representative sub-set of the daily
freight task of the (hypothetical) firm. To ensure the scenario is both relevant and has scope
for variation of responses, the scenario must satisfy a number of conditions. First, the
number of customers and the delivery requirements must be understandable to
respondents with knowledge of the freight industry but without prior preparation and
information on the specific task presented in the scenario. Second, the delivery
requirements and time windows must be chosen to ensure that several combinations of
decisions (comprising an alternative) are possible and would have different outcomes in the
presence of the policy. Third, the policy to be tested must be a policy where respondents
have some leeway in how they respond. The first of these conditions limits the number of
customers that can be presented to a relatively small number. This limit is imposed
because two of the decisions implied by the alternatives and related attributes are the
number of tours used and the use of toll-roads. Increasing the number of customers will in
turn increase the number of routes which would require more information to be presented to
participants. Since presenting too much (possibly superfluous) information may distract and
overwhelm respondents, limiting the number of customers allows respondents to focus on
the primary decisions rather than on how the task should be completed. Furthermore, since
respondents are unlikely to manually decide on routing and scheduling, the focus of the
information should be on providing the context in which the decisions should be considered.
Delivery requirements and time windows for several commodities have been developed to
correspond with the experience of the respondent. Although the commodities (and the
relevant units) differ for each scenario, they share several commonalities. Specifically, the
delivery requirements and time windows are such that a combination of vehicle classes can
be used to deliver to customers but the deliveries are unable to be made with only one tour.
The delivery requirements have been chosen to ensure respondents must trade off
between using one large vehicle for delivering to several customers and the larger fuel and
operating costs of the larger vehicle. Furthermore, the trade-off between the size of the
vehicle and the cost is changed once policies have been introduced as the policies
(particularly the cordon-based policies being evaluated) have a substantial effect on the
costs of some tours. The geographic context was left deliberately vague in an attempt to
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make the scenarios comparable across different Australian cities. Rather than locate
customers in specific locations, customers were spatially located either inside or outside a
central business district (CBD) and specific distances from the warehouse from which
deliveries were made.
Two scenarios were developed for this study with both having an option of one of two policies.
The first scenario was used for respondents from firms with more experience with large
deliveries and pallets. This scenario was designed to use a small number of customers
all of whom had to receive relatively large deliveries but with different time windows and
delivery requirements (as shown directly to the left of the graph in Figure 5.3). Two of the
three customers were located approximately 10km away from the warehouse within the city’s
CBD while the other was located 2km away from the warehouse in an area outside the CBD.
The delivery requirements were chosen to ensure that neither an LCV nor a rigid vehicle
could be used to make all required deliveries.
Figure 5.5: Scenario for firms delivering parcels and other small deliveries
The second scenario was used for firms primarily focused on parcel deliveries and other
small deliveries. Since parcel delivery companies are likely to make more (but smaller)
deliveries this scenario incorporates a larger number of customers than the scenario for
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pallet deliveries. However, to ensure that the scenario can be quickly understood
respondents are presented with clusters of customers in each location all with similar
time-window requirements as would occur were time-restrictions in place for specific
locations. It must be emphasised that despite the simplification of the delivery task as
presented to respondents the attributes are calculated using the individual customers within
the clusters. This scenario has three clusters of customers of which one cluster (with nine
customers) is located in the city’s CBD. Similar to the other scenario, this one is deliberately
designed so as not to be able to be completed using a single route using an LCV or Rigid
vehicle.
5.3.1 Scenario policies
A large number of possible policies have been identified for reducing the environmental
effects of freight transport (see Chapter 2 for a selection) but some of these can be difficult
to quickly understand and others are outside the control of freight operators to respond to.
Two of the requirements for the policies to be used in this study are that they are simple to
apply to a hypothetical environment and that they are able to be described relatively
concisely. For these reasons, the two policies chosen for this study are a Low Emission
Zone (LEZ) and a cordon-based congestion charge. In addition to satisfying these
requirements these policies also have the benefit of having been previously implemented in
other areas. This means that any results from the analysis can be compared to what has
occurred when these policies have been implemented elsewhere. For this reason the
policies used in the simulation are deliberately similar (albeit not identical) to those
implemented in London where both a congestion charge and a Low Emission Zone have
been introduced. Both policies in use in the simulation have been designed to ensure that
respondents are able to respond in different ways and can make decisions that would
minimise any additional cost or maximise the benefits of the policy.
The LEZ used in the simulation applies to all freight vehicles entering the CBD with vehicles
manufactured before 2006 (equivalent to Euro III) being charged if they enter the zone. The
cost structure is based on the cost structure of the London Low Emission Zone with Rigid
and Articulated vehicles being charged a higher rate than LCVs (see Table 5.1). Just as in
London’s LEZ the charge for non-compliant vehicles entering the LEZ applies at all times
of day and is intended to reduce the emissions of particulate matter and other local air
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pollutants rather than carbon emissions and the charge is a daily charge per vehicle.
Table 5.1: Low Emission Zone cost structure
Simulation LEZ London LEZ 2
Vehicle Class Pre Euro III Euro III+ Non-compliant Compliant
Light Commercial Vehicle $100 $0 £100 ($165) £0
Rigid $200 $0 £200 ($330) £0
Articulated $200 $0 £200 ($330) £0
The congestion charge used in the simulation is similarly based on a cordon around the
CBD. Unlike the LEZ, the congestion charge applies to all vehicles (including cars) being
used in the zone between 7:00 and 18:00 on weekdays.3 A charge of $20 is applied to any
vehicle entering the central business district when it is in effect regardless of the amount
of time spent in the zone. This means a vehicle entering the zone at 6:55 would not pay
the charge. The congestion charge is intended to test how firms would react if they would
need to pay to enter but would in return gain faster and more consistent travel times. This
assumption of increased reliability and reduced travel times are used in the simulation such
that making the same decisions after the introduction of the policy than before would lead to
a reduction in travel times, risk of being early/late and labour costs but a (possible) increase
in operating costs due to the congestion charge.
5.4 DEVELOPMENT AND SELECTION OF ALTERNATIVES
Each alternative is defined as a unique combination of tours, vehicles, toll roads and
departure times which together form a set of attributes which include both the underlying
choices but also the aggregate figures used to provide performance measures to
respondents. These attributes can be grouped into three hierarchical levels, specifically,
trips, tours and alternatives depending on the level of detail. A summary of the attributes
used can be seen in Table 5.2. In addition to the hierarchical position of each attribute, the
type of attribute is also shown. The types are ‘decision’ for attributes which are directly
related to the underlying attribute, ‘fixed’ if the attribute has been pre-defined for the
combination of choices, ‘calculation’ if the attribute is an attribute based on calculations
and/or an algorithm and ‘summary’ if the attribute summarises choices made at a lower
2Transport for London (2012)
3The simulation is based on an average weekday.
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Table 5.2: Summary of Attributes
Attribute Description Type
Trip Attributes
Origin Trip origin Decision
Destination Trip destination Decision
Toll If a toll was used for that trip Decision
Distance Trip distance Fixed
Tour Attributes
Vehicle Class Class of vehicle used Decision
Vehicle Emissions Standard Emissions standard/year of manufacture Decision
Time of Day Departure time from warehouse Decision
Number of stops Number of stops/customers delivered to Decision
Entries into policy zone Number of entries into the zone where a policy
is active (if the policy is spatial).
Decision
Tour Distance Total distance travelled during the tour Calculation
Toll Distance Total distance travelled on toll roads during the
tour
Calculation
Tour Travel Time Total travel time during the tour Calculation
Tour Waiting Time Total waiting time at customers during the tour Calculation
Time-savings (toll) Total time savings from toll roads Calculation
Time-savings (policy) Total time savings from policy Calculation
Loading/Unloading Time Total loading/unloading Time Calculation
Vehicle Cost Vehicle cost for the tour including operating
costs, toll costs and per-km capital cost
Calculation
Labour Cost Cost for driver based on hourly wages Calculation
Greenhouse Gas Emissions Emissions of greenhouse gases Calculation
Air Pollutant Emissions Emissions of local air pollutants Calculation
Alternative Attributes
Number of Tours Number of tours in alternative Decision
Unique vehicles used List of unique vehicles used (class and
standard)
Summary
Unique Times of Day List of unique departure times Summary
Entries into policy zone Total number of entries into the zone where a
policy is active (if applicable).
Calculation
Total Distance Total distance for the alternative Calculation
Toll Distance Total distance for the alternative using toll roads Calculation
Total Travel Time Total travel time for the alternative Calculation
Total Waiting Time Total waiting time for the alternative Calculation
Time-savings (toll) Total time savings from toll roads Calculation
Time-savings (policy) Total time savings from policy Calculation
Total loading/unloading time Total time spent loading/unloading vehicle Calculation
Six-monthly vehicle cost Six-monthly vehicle cost for the alternative
(including tolls)
Calculation
Six-monthly labour cost Six-monthly labour cost for the alternative Calculation
Policy cost Six-monthly policy-specific costs (charges and
fines)
Calculation
Six-monthly greenhouse gas emissions Six-monthly emissions of greenhouse gases Calculation
Six-monthly air pollutant emissions Six-monthly emissions of local air pollutants Calculation
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level. The trip and tour-level attributes are used to generate the alternatives with
respondents shown some of the alternative-level attributes. It must be emphasised that
although respondents are not shown each individual decision underlying the alternatives
the alternative-level attributes provide respondents with a summary of the underlying
decisions.
The selection of alternatives presented to participants follows a two-stage process. The first
stage involves the generation of many possible (feasible and satisfactory) alternatives using
a set of algorithms. Together these algorithms can be considered to be solving an extended
version of the well-known vehicle routing with time windows problem. The second stage
uses data collected from respondents in the background questions and their responses to
each of the prior time period alternatives to select alternatives to show.
5.4.1 Generating alternatives
The algorithms used to generate the alternatives first generate a data structure
representing a set of tours. It is populated with the available values for the decision
attributes varying the values so that a sufficiently large variation in combinations of
decisions is used. Once the data structure has been populated with the required values, it
is used within a second algorithm that tests to see if all customer demands can be met
within the required constraints. This is done by taking the selected vehicle and departure
time window for each tour within the alternative, and the relevant travel times (based on the
time of day and the use of a toll road) to check if each stop on the tour can be served. The
algorithm then makes additional adjustments to departure time (if within the allowed
departure time) and to waiting time (up to a maximum of 30 minutes) if some customers on
the tour cannot be served due to the time windows. Partial deliveries are also used if
required due to vehicle capacity constraints. For each tour, the most efficient (specific)
departure time and waiting times are used to calculate the tour-level attributes before the
alternative-level attributes are calculated using the sum of the tour-level attributes.
To reduce the number of possible alternatives to consider, each of the decision attributes
have been reduced to a set of possible values. The possible values used are summarised
below in Table 5.3. It should be noted that the range for the number of tours has been
chosen based on the set of scenarios used and that for some applications this range may
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Table 5.3: Range of values for decision attributes
Decision Attribute Possible Values
Origin Warehouse, Customers
Destination Warehouse, Customers
Toll Yes / No
Vehicle class LCV, Rigid, Articulated
Vehicle emissions standard Pre Euro III, Euro III or later
Time of day
Before 7:00, 7:00 - 9:00, 9:00 - 16:00, 16:00 - 18:00,
After 18:00
Number of stops 1 - Number of customers
Entries into policy zone 0 or more
Number of Tours 2 - 8
not be appropriate. It should also be noted that of the decision attributes, it is the number of
tours/routes (and the range of possible values) that has the largest effect on the necessary
computing time needed to generate the alternatives.
Even with the (relatively) constrained range of values used for the decision attributes, the
number of possible alternatives (without considering feasibility) is extremely large and can
be potentially problematic even when only a small number of customers are used. For
example, a set of alternatives where there are only three customers and the number of tours
is allowed to vary from two to eight, while ignoring all other decision attributes results in a
number of unique combinations of tours of 490,298. Since each tour could use 30 possible
combinations of vehicles and departure times, the total number of tours to be considered is
over 110 million or more than 15 million unique alternatives. Rather than attempt to check
every possible unique alternative an approach using distributions of each of the decision
attributes in vectors has been used to create the data structure for the potential alternatives.
The data structure is generated in R, an open-source statistical package (R Development
Core Team, 2012) using a set of functions to generate random samples for different
distributions for each of the decision attributes. This is undertaken separately for the
alternatives used in each of the scenarios. A Weibull distribution (Weibull, 1951) with a
shape parameter of 2 and a scale parameter of 2.2 is first used to generate a vector of
random values for the number of routes required for each alternative to ensure there are a
sufficient number of feasible alternatives with a small number of routes. These values are
increased by two and then rounded to the nearest integer to generate the number of routes
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for each alternative to be tested. This results in a distribution with most alternatives having
three or four routes with five routes being the next most common (Figure 5.6). The Weibull
distribution was chosen because the distribution resulting from a shape parameter of two
has a positive slope where the value of x is zero (Weibull, 1951) meaning that the
distribution can easily be transformed to the desired minimum value without affecting the
shape of the distribution.
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Figure 5.6: Probability density function for number of routes
The resultant vector4 can be defined as R =

R1 R2    Rn

where R is the number
of routes and n is the sample size of potential alternatives. Separate vectors of length
max(R)  n are then generated for vehicle classes, emissions standards, number of stops
and departure times by taking a random sample of the available values. These vectors are
then converted into matrices where the rows correspond to an alternative and the columns
correspond to each route in the alternative. Given that not all alternatives have the same
number of routes, any cells for non-existing routes will be ignored in the final data structure.
The resulting matrices can be expressed in the form shown in Equation 5.1 for departure
4Matrices and vectors are indicated by bold text, elements of a vector are indicated by unbolded text with an
index subscript while elements of a matrix are indicated by unbolded text with two index subscripts separated
by a comma.
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timesD.
D =
0BBBB@
D1;1 D1;2    D1;max(R)
D2;1 D2;2    D2;max(R)
...
... . . .
...
Dn;1 Dn;2    Dn;max(R)
1CCCCA (5.1)
The generation of the variables determining the number of stops in each route and which
stops are made on each route differ slightly depending on which scenario the alternative
relates to. For the scenario related to pallets and other large deliveries, the length of the
routes range from one stop to three.5 A random sample of this range is taken and used to
populate a vector for the number of stops in each route with a length of max(R)  n. The
specific routing for each of the routes is then generated by selecting a random permutation
of the set of customers repeated for every route in every alternative with the number of
customers used in each route limited by the (now) defined route lengths.
In contrast, for the courier alternatives a two-stage process is used which first selects the
number of customer clusters the route will stop at with the second stage selecting how many
customers to deliver to during each stop at the cluster. The approach used for selecting
the customers in the pallet scenario alternatives is also used to select those used in the
courier scenario alternatives with the addition of an interim selection of the clusters before
selecting the specific customers to be delivered to within each cluster. Since in this scenario
all customers are in a cluster, each cluster can be expressed asCu =

Cu1 Cu2    Cul

where u is the cluster and l is the number of customers in the cluster. Each route is then
defined using the combination of the clusters and the customers such that each route’s stops
can then be defined as Equation 5.2 for route j in alternative i where the vector of the each
route’s stops is the concatenation of the vectors of the cluster stops (C) in each cluster u.
Qij =
8>>>><>>>>:
0BBBB@
C11
C12
...
C1[l1]
1CCCCA k    k
0BBBB@
Cu1
Cu2
...
Cu[lu]
1CCCCA
9>>>>=>>>>; (5.2)
5The number of customers used in the pallet scenario.
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The last step in generating the data structure for the alternatives is the choice to use a toll
road between each stop. For the scenarios used in this study it was assumed that a toll
route would be available between any two locations (warehouse or customers) at least eight
kilometres apart. Using this criterion limited the number of origin-destination pairs for which
a toll could be paid but still allowed the majority of the distance to be done using a tolled
route. For situations in which a toll route was available a random binary choice was made
that determined if the toll route would be used.
Given the definitions above the alternatives can be defined using Equations 5.3 to 5.13
where n is the total number of alternatives, i is the index of the alternative, and j is the index
of the route. Vector R is the vector with the number of routes in each alternative. Each
alternative Ai is made up of a set of vectors each related to a different decision. Di is a
vector of the departure times for each route in alternative i, V i are the vehicle classes and
Ei are the emissions standards. Gi is a vector of vectors Qij , a vector with the stops for
route j in alternative i. Similarly, P i is a vector of vectors Hij , a vector with each element
representing the use of a toll road for each trip in route j in alternative i. VectorM i contains
the number of stops in each route in alternative i.
A =

A1 A2    An

(5.3)
Ai = fDi;V i;Ei;Gi;P ig (5.4)
Di =

Di1 Di2    Di[Ri]

(5.5)
V i =

Vi1 Vi2    Vi[Ri]

(5.6)
Ei =

Ei1 Ei2    Ei[Ri]

(5.7)
Gi =

Qi1 Qi2    Qi[Ri]

(5.8)
P i =

Hi1 Hi2    Hi[Ri]

(5.9)
R =

R1 R2    Rn

(5.10)
Qij =

Qij1 Qij2    Qij[Mij]

(5.11)
Hij =

Hij1 Hij2    Hij[Mij+1]

(5.12)
M i =

Mi1 Mi2    Mi[Ri]

(5.13)
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5.4.2 Checking alternatives and calculating attributes
Once the data structure has been generated it is converted into a PHP array and run
through a routing and scheduling algorithm to check which of the generated alternatives are
feasible for completing the scenario. The algorithm also calculates the values of the
attributes including costs, travel times and reliability. Feasible alternatives are returned to R
then inserted into a database to be used by the online survey.
The routing and scheduling algorithm iterates through each of the routes for a given
alternative checking if a delivery can be made to each of the stops on the route given
constraints on vehicle capacity, delivery requirements and time windows for the vehicle and
departure time to be used for the route. This is done by calculating the earliest and latest
times the vehicle will be at each point on the route. For each stop spare capacity on the
vehicle is compared to delivery requirements and the minimum and maximum times are
compared to the delivery time windows. The critical scheduling and checking parts of the
algorithm are shown in Algorithm 1 on the next page. The algorithm uses the same
variables as in Equations 5.3 to 5.13 with the addition of dmin being the earliest possible
time, dmax being the latest possible time, and v being the vehicle class for route j in
alternative i.
For each route in an alternative the initial times are set to the beginning and end of the
departure time range selected for that route. For instance, if a route has a departure time of
between 7:00 and 9:00 then dmin is set to 7:00 and dmax is set to 9:00. The travel times to the
first stop are then calculated based on the expected travel times at these times adjusted for
the use of a toll road if selected (and available). If both the capacity of the vehicle (vcapacity)
and the remaining delivery requirements at the stop (Qijkremaining) are greater than zero then
the delivery time windows are compared to dmin and dmax to ensure a delivery can be made
at that time. If the arrival time is less than 30 minutes before the start of a delivery time
window the algorithm will allow the vehicle to wait at a cost of additional labour costs and
time requirements. Further, if the delivery time windows do not encompass both dmin and
dmax then they are adjusted to ensure they fit in the delivery time window. When adjustments
are made to dmin or dmax the algorithm is reset to k = 1 and rerun to test if the change results
in previous deliveries on the route becoming undeliverable. Should this be the case dmin and
dmax are further adjusted until the earlier delivery can be made. A maximum of ten iterations
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Algorithm 1: Scheduling algorithm
1 j = 1;
2 k = 1;
3 while j <= Ri do
4 dmin = min

Dij

;
5 dmax = max

Dij

;
6 v = Vij ;
7 while k <= Mij do
8 Calculate dmin and dmax at this stop;
9 if vcapacity > 0 AND Qijkremaining > 0 then
10 if dmin >=

QijkTime window start   30minutes

AND dmin <= QijkTime window end
then
11 if dmin < QijkTime window start then
12 Adjust dmin and restart route;
13 else
14 Make delivery and update vcapacity and Qijkremaining;
15 end
16 end
17 if dmax >=

QijkTime window start   30minutes

AND dmax <= QijkTime window end
then
18 if dmax > QijkTime window end OR dmax < QijkTime window start then
19 Adjust dmax and restart route;
20 else
21 Make delivery and update vcapacity and Qijkremaining;
22 end
23 end
24 else
25 Continue to next stop without making delivery;
26 end
27 k = k + 1;
28 end
29 j = j + 1;
30 end
31 if
RiP
j
24MijP
k

Qijkremaining
35 == 0 then
32 Add alternative i to database;
33 end
are run for each route until either no further adjustments can be made or the original times
with no adjustments are found to be required. For each stop where no adjustments are made
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to dmin or dmax, vcapacity is reduced by either Qijkremaining or vcapacity, whichever is smaller. It
must be emphasised that this algorithm assumes that multiple vehicles can be used to meet
each customer’s requirements although a single delivery is preferred.
Once the algorithm has found the specific minimum and maximum times for the route the
attributes are calculated using these times. Since the two potential route times will likely
have different costs and travel times, the option with the lowest cost is considered to be
the “preferred” time and is used for the attribute values for that route in the alternative.
Any deliveries made using that route are then removed from the delivery requirements of
subsequent routes such that the vehicle would only stop at customers where previous routes
did not fulfil the delivery requirements. The final attribute values for the alternative are the
sum of the attribute values for each of the underlying routes with an adjustment allowing for
re-use of the same vehicle for multiple routes if applicable.
Once the base attribute values have been calculated and the alternatives checked for
feasibility the algorithm is re-run for each of the possible policies. This results in three sets
of attribute values for each alternative, one for the base (or current) situation, one for the
costs after the implementation of a congestion charge, and one after the implementation of
the LEZ. These fixed attribute values form the basis of the method used to select which
alternatives are shown to respondents for each of the time periods.
5.4.3 Selecting alternatives
The alternative generation algorithms result in thousands of feasible alternatives being
found. Since it is not reasonable to show all of these alternatives and have respondents
choose one, a method of choosing a selection of six alternatives from which respondents
can choose is required. There are several considerations for choosing the six alternatives.
These include that there is sufficient variation in the alternatives to provide respondents
with some flexibility in responses, that the alternatives are reasonably comparable in terms
of the major attributes of total costs or time, and that the alternatives are those which have
the potential to be chosen in reality. In addition, for the base situation the alternatives must
take into account the vehicle fleet of the respondent’s firm and for subsequent time periods,
the alternatives must take into account their previous decisions. One final consideration is
that the respondent must be able to decide to make no changes to their previous decisions
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meaning that the alternative they chose during the previous alternative must still be
available to be chosen with updated attributes after the introduction of the policy. In
addition, because the vehicles available for purchase will vary over time with newer vehicles
becoming a larger part of the metropolitan and national vehicle fleet, the alternatives must
be selected such that newer vehicles comprise a larger proportion of those used in the
potential alternatives as the survey progresses through the time periods.
To allow for alternatives to be selected in real-time depending on respondents’ previous
responses a weighted index was developed that ranks the alternatives based on some of
the critical attributes and respondents’ responses on the vehicle fleet with an adjustment
factor for the current time period. The index is calculated for all possible alternatives
generated for the scenario the respondent is completing each time they continue to the next
time period using Equation 5.14. The equation has two components, wcalculated comprises
the calculated attributes for the alternative and wvehicles is based on the vehicle mix used in
the alternative.
w = wcalculated + wvehicles (5.14)
wcalculated = 1:2i + 0:1i + 0:2pi 

1 +
4t
5

+ 100'i + 0:5!i (5.15)
wvehicles =
3X
v=1
0@ 2X
e=1
BveiRi   Bve[t 1]Rt 1
  550
1A (5.16)
Each of the variables subscripted by i represent variables related to the alternative for which
the index is being calculated in the current time period while variables with subscripts of t 1
represent variables based on a respondent’s previous responses. In Equation 5.15 i is
the greenhouse gas emissions in tonnes per period, i is the total cost of that alternative
in 2013 (Australian) dollars, pi is the cost for the policy in dollars when it is introduced, t
is the current time period (zero being the first time period), 'i is the proportion of distance
using toll roads and !i is the total time required per day in hours. In Equation 5.16, the
value of wvehicles is calculated by multiplying 550 by the sum of the absolute values of the
difference in the proportion of the vehicle mix made up of each combination of vehicle class
(v) and emissions standard (e) in the alternative i compared to the respondents’ previously
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chosen alternative. When t = 0 the proportion of the fleet used for urban deliveries in the
respondents’ firm is used instead of their previous response. This means that for the ‘base’
period, the alternatives are selected to have a similar mix of vehicles as used in the firm they
manage so as to maximise the relevance of the scenario and alternatives to their experience
in the industry.
The parameters of the weighted index equations were chosen based on the median values
of the variables such that the cost variables are the most important and so the additional cost
of the policy becomes more important as time progresses. The influence of emissions, time
and distance was kept low to ensure that a single alternative did not have a substantially
lower cost than the others presented. The vehicle/fleet mix has a comparable influence
to the total costs (i) such that alternatives with a similar vehicle mix to a respondents’
previous or reference (at t = 0) alternative are ranked higher than alternatives with a total
cost several thousand dollars lower but with a substantially different vehicle fleet.
After the weighted index of all potential alternatives are calculated, the six that are actually
shown to respondents are selected by placing the alternatives in ascending order of w then
choosing three pairs of alternatives in the top 15 percent of alternatives with the three pairs
approximately evenly distributed. For each subsequent time period the proportion of the
alternatives considered for selection are gradually decreased resulting in ‘better’ alternatives
being shown for later time periods. This was done to ensure respondents were shown a
range of alternatives which would mitigate against the increased cost of the policy when this
was introduced. Once the three pairs of alternatives were selected they were split into their
two component alternatives and then randomly ordered resulting in the ‘best’ alternative
(according to the index) not always appearing in the same position. With the exception of
the alternatives shown in the base period, the previously selected alternative then replaced
the new alternative in the same position. For instance, if a respondent chose the alternative
shown on the third row during the base time period, the alternative shown on the third row
during the second period would remain the same as that shown during the base period with
the five other alternatives changing.
It must be emphasised that although respondents will most likely be shown different
alternatives because their initial and subsequent responses are different, the set of
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potential alternatives are the same for all respondents completing the same scenario and
as a result more than one respondent can be shown the same alternative. This is not
considered to be a problem since in practice firms may make similar decisions to others in
a similar situation even if their specific circumstances are different.
5.4.4 Summary of survey design
The design of this survey was tailored specifically to the data requirements of this study
that included detailed, disaggregate longitudinal data from freight operators. This resulted in
the use of scenarios that are specific to two different types of freight operators and a highly
specified task for which respondents must choose a preferred solution even if their ideal
solution is not available.
The key feature of this survey method is the simultaneous preservation and updating of
alternatives across different simulated time periods allowing for status quo bias in firm (and
individual) decision-making (Erixon, 2007) to be integrated into the survey. This ability to
take into account how decisions change over time provides a method of collecting data on
decisions that are not made independent of time and the status quo in a way that other
common methods are unable to achieve. Furthermore, the direct linking of the calculated
attributes to the underlying decisions means that the decision of (for instance) vehicle class
has a direct effect on the costs. At the same time choosing an alternative based on cost
limits the available vehicle class options both in the current and future time periods.
The survey method should, in general, be applicable to other scenarios and policies than
those used here. These decisions are not limited to decisions made by freight operators
nor those related only to environmental and other government policies, but are found in
many decisions in which an external force changes the costs and benefits of previous
decisions and for this reason may be useful for other applications outside the scope of this
study. However, it must be emphasised that as with any hypothetical study the description
and context of the scenarios are of crucial importance and other applications may need a
somewhat different approach to the design of the scenarios and alternatives.
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Chapter 6
Survey implementation1
The survey using the design described in Chapter 5 was conducted from late January to
early June, 2013 involving respondents in freight firms from urban areas around Australia.
The survey was divided into a pilot phase in January and February, and a subsequent main
phase from March to June. The recruitment and interviews were conducted with the
assistance of a survey firm specialising in transport surveys who had many existing
contacts in the industry. This chapter discusses the recruitment and overall sample of the
study, the pilot study and outcomes from the pilot, and the main study.
6.1 RECRUITMENT AND SAMPLE
6.1.1 Sample requirements
The subject and design of the survey required that respondents had knowledge and
experience with the operations of a freight firm involved in urban deliveries. This
requirement meant that respondents must be, or have previously been, managers of freight
firms or consultants involved in the freight industry, with managers currently in freight firms
preferred. The requirement that respondents be managers or those in other positions
involved in decision making was imposed because the tasks in the survey involved complex
decisions typically made by those higher up in the organisation. Further, the survey was
intended to collect data on how firms would react under certain conditions and so required
that respondents complete the survey based on how they would anticipate the firm would
react. This required that respondents be in a position where they had both knowledge and
some decision-making or advising power in the firm. In addition, providing enough
information for a person unfamiliar with managing freight operations to understand what the
1Part of this chapter has previously been published in Ellison et al. 2013b
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implications of their decisions would be would require considerable prior explanation and
could even then compromise results.
Latent curve models can be used with relatively small sample sizes provided there are a
sufficient number of repeated observations for each individual. Sample sizes of about 100
individuals with three observations each are generally suggested although they have been
used for much smaller samples (Curran et al., 2010b), with one study using a sample of 22
individuals with most having three observations (Huttenlocher and Haight, 1991). For this
reason, a target sample of 100 respondents was chosen although the number of repeated
observations means a substantially smaller sample could be used if required. The target
sample was limited to freight firms operating in urban areas in Australia with no quota for
specific locations. Since the survey was designed to be geographically neutral the whole
sample did not need to be based in a particular city. However, for some of the pilot
interviews which were completed face-to-face (see Section 6.2 for rationale), the
respondents had to be based in the Sydney area. Only one respondent from a firm could
complete the survey except for very large or franchised companies where each location
operates largely independently. Eligible firms included both third-party logistics companies
and companies handling their own transport operations.
6.1.2 Recruitment
Recruitment of respondents for the survey involved three distinct stages. The first involved
recruitment for the face-to-face and telephone-assisted pilot interviews. This stage of
recruitment targeted managers located in or near Sydney who were willing to complete the
web-based survey with the assistance of an interviewer either in person (a Computer
Assisted Personal Interview - CAPI survey) or over the telephone (a Computer Assisted
Telephone Interview - CATI survey) for the pilot stage of the survey. Contacting
respondents and scheduling a time for them to meet with an interviewer in their office or
other location convenient to them proved to be difficult given many managers’ busy
schedules. Ultimately five respondents completed the survey during the pilot phase. The
second stage of recruitment involved contacting potential respondents from a database2 of
industry contacts to introduce the study and if agreeing to participate, scheduling a time to
2This is a private database collected by the survey firm’s main interviewer for the survey and not publicly
available.
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complete the survey as a CATI. The final stage focused on potential respondents from
LinkedIn, a popular social-networking platform used for professional networking, who were
contacted by telephone (if available) and by e-mail otherwise.
The requirements for the sample meant that only a relatively small number of potential
respondents were eligible to complete the survey. The exact number of people eligible to
participate can not be determined with certainty but can be estimated from ABS data on
Australian businesses and the census. The counts of Australian businesses data released
by the ABS shows a total of 29,000 firms with at least one employee in the “road freight
transport” and “courier pick-up and delivery services” industries operating at the end of
June 2012 (Australian Bureau of Statistics, 2013b). In contrast, only just over 17,000
people working in these industries are classified as managers by the ABS (Australian
Bureau of Statistics, 2013a). Since the counts of Australian businesses data is based on
the existence of a current Australian Business Number (ABN) and remittances of sales tax
(GST) in the previous three years, the true number of potential respondents is likely
somewhere between the 17,000 from the census and 29,000 from the business counts
data. It should be noted that not all these firms will be involved in urban deliveries because
some firms focus primarily on long-haul freight transport, a part of the industry not of
interest for the current study.
S˙urveys of` freight operators generally, with so´me˙ excep´tio`ns, have s´mall sample˙ size´s in´ part˙
due to difficulties in recruitment. Altho`ugh there have been a handful of surveys of fre´ight
operators in˙volvin´g more than 1000 res˙pondents, m`ost have f˙ew`e˙r than 100 (Allen et al.,
2012). A basic paper-based survey conducted in Irela`nd´ had a sample of 64 completed
r˙esponses (32 percent) from operators (Matear and Gray, 1993) wit`h another (somewhat
more complex) paper-based survey sent by post and fax in Ore´gon h˙aving a to`tal´ of 57
re˙sponses (10 percent). Complex surve`y`s such as those in˙volving a` S´tated Preference (SP)
component and oth˙er method`s to collect data on decisions of operators are even more likely
to have small sample sizes since they often req´uire either more time or an interview. In these
surveys there is often a substantial drop in firms willing to participate once they are made
aware of what is involved. One study conducted in Minnesota found that althou´gh˙ 4`41 f´irms
were willing t˙o c`omplete a bas´ic s˙urvey, o`n˙ly 50.9 percent of` t˙hese´ were willing to complete
a˙n SP experiment as a CA`PI with only 40 c˙ompl´eting the SP˙ componen´t bef`ore the stu´dy
107
a`rea was expanded to increase the sample size to 50 completed responses (Smalkoski and
Levinson, 2005). Even reasona´bly˙ successful studies of freight operators have samp`le sizes
that may be c´ons˙idered low for other surveys. One such stu`dy, an SP experiment in Sydney,
had a sample of 108 freight operators from CAPI interviews (Puckett and Hensher, 2008), a
response rate of 45 percent´.
Given the relatively small potential sample and the likelihood a substantial proportion of
those contacted would refuse to participate entirely or fail to complete the survey for other
reasons, recruitment was not expected to be easy. Nonetheless, recruitment of
respondents proved to be considerably more challenging and time consuming than was
initially anticipated requiring many hours of telephone calls as well as subsequent e-mails
and follow-up telephone calls to schedule interviews, provide additional information and
remind respondents to complete the survey. This proved to be the most time-consuming
component of data collection as many of those who initially agreed to participate were
ultimately unavailable or unwilling to complete the survey.
In total, 1,080 firms were contacted initially to see if there was anyone suitable and willing to
complete the survey. Assuming only one manager at each firm could complete the survey,
this is likely to be somewhere between 3.5 and 6.5 percent of managers working in the freight
transport industry in Australia (Australian Bureau of Statistics, 2013b,a). Of those firms
contacted, 700 indicated an interest in participating and had a suitable manager available to
complete the survey. They were sent further information about the survey with 450 nominally
agreeing to participate although many later refused or could no longer be contacted. The
final sample was 62 completed surveys. Although the final sample was only about three
fifths of the target sample of 100, given how time consuming recruitment proved to be this
was considered to be a satisfactory sample and is sufficient for the use of latent curve
models given the number of repeated observations. This response rate is also similar to the
response rate for the studies by Smalkoski and Levinson (2005) and Jessup et al. (2004).
The amount of time required for each completed response is clear when the total time spent
on recruitment and interviewing is divided by completed responses with an average of eight
recruiter/interviewer hours required for each completed response.
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6.2 PILOT STUDY
Following internal testing of the survey design, a pilot study was conducted involving
respondents from five firms based in Sydney completing the whole survey and interview.
There were two primary motivations for the pilot study. The first motivation was to establish
how well the survey design and scenarios were understood by managers in the industry
and what assistance was required for them to complete it. This was intended to provide a
better understanding of whether an interviewer was required to be physically present; the
survey could be completed as a CATI interview, or could be completed as a
self-administered survey. The second motivation was to ensure that the survey design
included the major attributes and decisions important to respondents and that the
alternatives represented decisions firms could (and would) reasonably make.
The pilot interviews were each conducted as a single interview with two components. The
first component was the CAPI (four respondents) or CATI (one respondent) interview where
respondents completed the online survey with the interviewer explaining the scenarios and
what options were available in the survey. The second component was an unstructured
discussion where the interviewer had a discussion with the respondent to gain a better
understanding of the respondents opinion of the mechanics of completing the survey as
well as the scenarios and alternatives presented. The unstructured interview was also used
to try to determine if anything important to the respondent or specific parts of the industry
had not been considered in the survey, and what their perceptions were about
environmental policies and their effects on freight transport decisions.
As would later become a challenge in the main study, recruitment and scheduling of
interviews proved to be extremely difficult and time consuming. Although respondents were
often open to participating in the study, they were reluctant to commit themselves to a
scheduled interview as was needed for the pilot interviews. Even when they did schedule
an interview, last minute meetings and other commitments resulted in scheduled interviews
being cancelled the day before or early the same morning as managers (reasonably)
prioritised work commitments over completing the survey. These cancellations and
recruitment difficulties meant the five pilot interviews were conducted over a period of
nearly one month although three were completed on the first day of scheduled interviews.
Although frustrating the difficulties in scheduling interviews (CAPI and CATI) were a
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precursor of the difficulties faced in the main study.
These interviews proved to be useful both for confirming the suitability of the design as well
as providing insights that wer˙e¯ u¯s¯e¯d¯ t¯o¯ m¯a¯k¯e¯ s¯o¯m¯e¯ im¯p¯r¯o¯v¯e¯m¯e¯n¯t¯s¯ t¯o¯ t¯h¯e¯ s¯u¯r¯v¯e¯y¯ f¯o¯r¯ the
main study an´d¯ in¯t¯e¯r¯p¯r¯e¯t¯in¯g¯ s˙ome of the results. The survey design was found to˙ be
understanda´ble to responde˙nts with little prompting and explanation from the intervie˙wer
over and a´b¯o¯v¯e¯ t¯h¯e¯ d¯e˙script˙ions and instructions shown on the online survey. Given˙ the
need to´ determine if˙ the survey could be completed over the telephone or a˙s a
self-ad´ministered surv˙ey, th˙e pilot interviews showed that the survey design m˙eant
comp´leting the survey as a C˙ATI was feasible. In one case, the respondent completed˙ the
onlin´e component of t˙he sur˙vey before the interviewer had arrived.3 This suggested˙ the
sur˙v¯e¯y¯ c¯o¯u¯l¯d¯ b¯e¯ c¯o¯m¯p¯l˙eted a˙s a self-administered survey if required (something that w˙ould
late˙r become crucial to inc˙reasing the sample size). However, despite the seem˙ing
com˙prehensibility of the des˙ign, it was still a complex survey involving a relatively l˙arge
num˙ber of attributes and a distinctive time component that was potentially difficult to qui˙ckly
u˙n¯d¯e˙rstand. This complexity˙ was most apparent in the difficulty some respondents ha˙d in
u˙n¯d¯e¯r¯s¯t¯a¯n¯d¯in¯g¯ t`hat they wer´e¯ t¯o¯ c¯o¯m¯p¯l¯e¯t¯e¯ t¯h¯e¯ s`urvey usin´g¯ t¯h¯e¯ir` knowledge¯ o¯f¯ t¯h¯e¯ in¯d¯u¯stry
and their firm but` as if they´ were managing the hy`pothetic´al firm in` the scen´ario. This meant
that although the` surve´y could potentially be c`omplete´d solely` as a´ self-administered
interview it was stil¯l c¯o¯n¯sidered preferable to use a C¯A¯T¯I interview me¯t¯h¯od if possible.
The discussion in the unstructured interviews covered the challenges facing the freight
industry in Australia, the perceived importance of the environment to their (and crucially,
their customers’) decisions and more information about preferences in different decisions
presented during the survey. Most of the respondents during the pilot interviews mentioned
that most (but not all) of their customers were increasingly focused on costs and were in
some cases willing to sacrifice improved service quality and reliability to ensure costs were
kept low. Several respondents mentioned this focus on costs had given an opportunity to
companies who were not interested in safety, to undercut companies with good safety
practices, an issue that since then has had some media attention (Whyte, 2013).
Nonetheless respondents said they generally try to compete more on service. While this
does not mean costs can be ignored, they do have some ability to set prices.
3Respondents were sent an e-mail the night before with a link to the survey in preparation for the interview.
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Some of the comments made during the pilot interviews regarding the importance of the
environmental effects, in particular the emissions of local air pollutants and green house
gases, of freight transport are particularly interesting given the context of the study.
Although generally respondents agreed that the environmental effects of their operations
were less important than costs, there was a range of opinions on whether the environment
should be considered at all. One respondent stated that the industry exists to make money
but that although the environment is not explicitly important, efficient operations are
naturally more environmentally friendly. Other respondents stated that environmental
considerations were important but did not override cost and were often driven by customer
requirements (even if this ultimately results in less efficient operations). It was also
suggested that the environmental effects of the freight industry could be most efficiently
reduced by improving warehousing operations rather than transport, an approach that has
been studied by McKinnon and Woodburn (1996). Regarding policies focused on improving
the environment, respondents were generally weary of any potential increase in costs and
in one case claimed the policies can potentially be counter-productive if it forces firms to
use more vehicles and travel longer distances.
Overal˙l the unstructured discussion`s during the pi´lot interviews showed that managers
were aware of the implications of their decisions on the attributes used in this study
including both costs and emissions and given sufficient information can mak˙e´ decisions
that best suit their op`eratio´ns. H`owever, this also emp˙hasises how impo´rtant having
background knowle˙dge of the industry is to completing the surve`y and shows the
im`p´ortance of the sample requ˙irement´s d`iscussed in Section 6.1.1.
6.2.1 Outcomes
Although limited in size the pilot survey had a number of important outcomes that would
affect how the main study would ultimately be conducted. The most important outcome was
the distinct split in the freight industry between firms whose primary business is pallet and
other large deliveries, and firms that primarily make courier deliveries. Since the scenario
used during the pilot survey was focused on deliveries of pallets, some firms contacted for
the pilot that were primarily couriers said the survey was not sufficiently relevant to their
business for them to participate. As a result, the separate scenario focused on a typical
courier was developed to be used in the main study. It is important to emphasise that the
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underlying components of the two scenarios are very similar and that the main differences
between the two are the number of customers and the size of the deliveries.4 Depending on
which type of deliveries the firm had the most experience with (as indicated during the initial
questions), respondents were automatically allocated the relevant scenario.
The other main outcome of the pilot was the focus on the use of CATI interviews as the
primary method of completing the survey for the main part of the study. The ability to
conduct the survey as a CATI allowed for respondents to be interviewed in urban areas
around Australia and also reduced the amount of interviewer time required to travel to and
from respondents’ offices.
The pilot interviews also showed the potential importance of a firm’s ability to pass costs
onto customers as a way of interpreting the results and (potentially) predicting their likely
responses. Although there was variation in the willingness and ability of pilot respondents to
pass costs onto customers, all agreed that the inability to pass costs on (either immediately
or in the longer term) constrained the ways in which they can respond to a policy. The survey
design meant that including the ability to pass costs onto customers could be added as a
supplementary question and did not necessitate any changes to the scenarios or alternatives
presented. There were also a number of small changes to the survey resulting from the pilot
survey including the rewording of some instructions and the addition of a question asking if
respondents would like a copy of a report on the study results when it has been completed.
6.3 MAIN STUDY
Following modifications to the survey in late February, the main study started in March,
2013 with a target sample of 95 respondents to reach the total target of 100. Initially
recruitment was conducted in a similar manner as for the pilot with the exception that those
who agreed to participate were asked when they would be available for a telephone
interview. Unfortunately many potential respondents who were open to participating in the
study were unable or unwilling to commit to a specific time for the telephone interview. The
unwillingness to commit to a time meant interviewers had to make several attempts to
arrange a time for a telephone interview before finding a time when the respondent thought
they were likely to be available. Understandably given the nature of the industry, even after
a specific date and time was agreed for the interview, respondents rescheduled the
4Refer to Section 5.3 for more details.
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interviews (sometimes repeatedly) to take care of urgent problems or other work
commitments. Unfortunately this resulted in only one additional completed interview in the
initial weeks of the main study. Although potential respondents were not willing to commit to
a time, many did indicate they would be willing to complete the survey when they had a
chance if they could complete it themselves (as a self-administered survey). Given the
difficulties in recruitment and the preference of many potential respondents for a
self-administered interview over a CATI, it was decided to allow respondents to opt to
complete it as a self-administered survey although a CATI was still preferred.
The switch to a combination of self-administered and CATI surveys did result in an increase
in the number respondents starting the survey. However, this was accompanied by some
respondents starting and then giving up or stopping for other reasons. Follow-up calls to
these respondents were made to better understand why they had not completed the survey
(after starting) and, if they were still willing to participate, to encourage them to complete
it. These calls showed some respondents who started the survey decided after seeing the
scenario that it was not relevant to their business and so declined to participate further.
Others did not think they were the right person to complete the survey as it focused primarily
on operational decisions and they did not think anybody else in their firm was available to
complete it. Arguably more troubling, a further set of respondents said the survey was too
long or complex and they were only willing to complete “simple” surveys. However, several
of these respondents later completed the survey with the assistance of an interviewer (as a
CATI), suggesting the survey design was (as expected) likely too complex for a significant
minority of respondents to complete without the assistance of an interviewer. Rather than
ask questions or answer the survey on behalf of the respondent, the interviewer introduced
the study and explained the various components of the survey tool. The interviewer was
also instrumental in guiding respondents through the survey to ensure they understood what
was being asked and how to complete it. Despite the advantages to using an interviewer,
allowing self-administered surveys did result in some respondents completing the survey
who otherwise would not have done so because of concerns over committing to a specific
time for the interview.
Ultimately 120 individuals started the survey with 62 respondents completing the survey in
full. Half of the completed responses came from self-administered surveys with the
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remaining half done as a face-to-face CAPI (four, all during the pilot) or as a CATI (27). The
vast majority of the 58 respondents who started but did not finish the survey were from
self-administered surveys although a handful of respondents who started the survey as a
CATI refused to continue once they had decided the survey was not sufficiently relevant to
their business. It must be emphasised that the relatively high drop-out rate for the survey
was likely due to the survey having been designed to be completed with the assistance of
an interviewer and for this reason was more complex than those typically used for a
self-administered surveys of freight firms and had similarities to a recent CAPI survey of
freight firms in Australia which were described as “demanding for the respondents and for
the interviewers” (Hensher et al., 2013).
6.3.1 Final sample
The final sample of 62 respondents spanned a range of sizes, from small firms with fewer
than five drivers to firms with more than 100 drivers (Figure 6.1). The median number of
drivers was 10 for companies involved in pallet and large deliveries and 20 for companies
involved in deliveries of small boxes and packages. Averages were heavily skewed due to a
small number of very large companies in the sample (for both types of deliveries).
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Figure 6.1: Completed responses by size of firm and delivery type
The final sample contains a higher proportion of large firms than in the industry as a whole.
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Figure 6.2: Proportions of companies by size for industry and sample
This is clear when comparing ABS statistics on the number of companies in Australia by
industry and number of employees. Although the numbers are not directly comparable since
the ABS collects data on the number of employees rather than drivers, over 90 percent of
employing firms5 in the road freight and courier industries have fewer than 20 employees
(Australian Bureau of Statistics, 2013b). As can be seen in Figure 6.2, even very large firms
are over represented in this sample compared to the industry and this is particularly true
of couriers. However, it must be emphasised that a handful of large companies operate
a significant proportion of Australia’s heavy vehicles meaning they have a disproportionate
effect on the use of freight vehicles and for this reason are important to include in the sample.
These firms are also potentially more likely to have greater flexibility in how they react to
changes in policy.
At least one firm in each state completed the survey with almost half being based in New
South Wales with 29 responses. Of the remaining responses, 12 were from Victoria, 8 from
Queensland, 5 from Western Australia, 4 from Tasmania, 1 from South Australia plus two in
the Northern Territory and one in the Australian Capital Territory. Although a large minority
5Firms with at least one employee.
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of the responses are from firms based in NSW, the scenarios presented were specifically
designed not to use examples of infrastructure or geographic characteristics that are
unique to (or largely associated with) a particular city in Australia to limit biasing responses
from some locations. However, it must be acknowledged that respondents implicitly used
their experience where they operate when completing the responses and this may have
had an effect on their responses. Nonetheless, it is not thought the disparity in the number
of responses in each state will have a significant effect on the results.6
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Figure 6.3: Completed responses by survey completion method and delivery type
Half the completed responses were from participants who completed the survey as a
self-administered survey. There were four CAPI respondents all of whom worked for firms
delivering pallets and other large deliveries (Figure 6.3).
A table with a summary of the descriptive statistics of the survey sample is available in
Appendix A.
6.4 RESPONDENT REACTION AND ATTRIBUTE PREFERENCES
The survey required some time for many respondents to understand, even with the
assistance of an interviewer. Although intended to take approximately 15 to 20 minutes to
6The model development chapter will include some analysis to confirm geographic differences are not
significant.
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complete, many respondents took slightly longer. Since respondents may have left the
survey open to attend to more urgent matters before later returning to the survey, it is not
possible to accurately tell how long respondents spent actively completing the survey.
However, an approximate time spent can be calculated using timestamped activity logs for
the survey. Excluding pilot respondents who generally took longer due to the more in-depth
discussions during the interviews, this yields a median completion time of 23.68 minutes
and a mean of 28.89. The fastest respondent took approximately 10 minutes with the
slowest taking 77 minutes.
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Figure 6.4: Time taken to complete survey
It should be noted that the nine respondents who took more than 45 minutes to complete
the survey appear to have spent more than 10 minutes on at least one of the information
screens, suggesting they may not have been actively completing the survey during at least
part of that time (all were self-administered respondents). Overall there was very little
difference in the time taken to complete the survey for self-administered responses
compared to interviewer-assisted responses with both the median and mean being
approximately half a minute longer for interviewer-assisted responses although there was a
larger standard deviation for self-administered responses (16.54 minutes compared to
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14.42 minutes). The small time difference between the time taken for the two types of
responses suggests respondents were able to rely predominantly on their prior experience
in the industry, but some required the assistance of an interviewer to understand the
scenarios and survey design.
At the end of the survey, respondents were given the opportunity to provide feedback on
the survey either by entering comments into a form at the end of the survey or providing
comments to the interviewer directly. Feedback of the survey itself from respondents who
completed the survey was generally positive with several respondents saying the survey
was easy to complete once they understood the scenario and the different options and one
respondent saying it would be a useful exercise for training new operations managers.
However, some, particularly those who opted for a self-administered survey, thought the
survey was confusing at times. Other feedback generally focused on the policies presented
in the survey with several saying the policies, if implemented, would cause problems for the
freight industry with any additional costs merely passed onto customers.
Given the large number of respondents who started but did not complete the survey, it is
important to consider why they did not complete the survey. When contacted to see why
these respondents did not complete the survey, a large proportion claimed they did not
think it was sufficiently relevant to their business to be worth the time to complete. Further
discussions revealed that many of the firms felt it was not relevant because their business
focused predominantly on long-haul inter-urban freight transport rather than the urban
deliveries that are the focus of this study and they did not realise this until they read the
initial instructions. Other firms who said it was not relevant to their business were those
focused on niche markets such as the delivery of large industrial equipment and so were
not likely to make repeated deliveries to the same location. These comments are similar to
those reported by Jessup et al. (2004) where 70 percent of those who were able to be
contacted refused to participate citing a lack of relevance to their business or were too busy.
Somewhat encouragingly, one reason for refusing to participate described in the Jessup
et al. (2004) study, that the firms considered the information confidential, was not given as a
reason for refusal in this survey. However, the hypothetical scenarios used to minimise
privacy concerns may have had an effect on the perceived complexity of the survey.
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Of the remaining respondents who did not say the survey was not relevant to their business,
many said they either did not understand the scenario or thought it was too complicated for
them to complete although in some cases this was because they were not actively involved
in managing the fleet. These comments further emphasise the importance of having an
interviewer to assist some respondents in understanding the scenario and what is being
asked of them during each part of the survey particularly when hypothetical scenarios are
used. The complexity of the survey was necessary because of the many simultaneous and
related decisions involved in freight operations which may be affected by a change in policy.
Collecting data on these many decisions in a simpler survey would have required a longer
survey where each decision was made independently and would have to be repeated for
each of the time periods. As a result, a reduction in the number of respondents dropping out
do to complexity would likely be offset by respondents dropping out due to the length of the
survey. Furthermore, although the survey could potentially be somewhat simplified without
lengthening it, this has the risk of possibly over-simplifying what is an inherently complex
problem.
6.4.1 Attribute preferences
The survey design included a final section where respondents were asked to answer
several questions on their attitude to the importance of the different attributes and how they
approached completing the scenarios.7 The responses to these questions provide the
opportunity to assess the quality of the data as well as helping to interpret some of the
results. They can also provide insights into how the perception of the importance of
attributes differ between firms.
In one question respondents were asked to indicate which attributes they had attempted
to minimise while completing the scenarios. They were able to select as many attributes
as they wished as well as enter another attribute which was not listed (and not presented
during the scenario) but which they felt was important. Unsurprisingly, cost emerged as
the dominant factor with almost all respondents indicating they had attempted to minimise
costs when selecting their preferred options during the scenarios (Figure 6.5). For the
few respondents not choosing to minimise costs, daily time and the number of routes were
among the most common attributes minimised. Daily time and distance were also selected
7See Section 5.2.3 on page 87 for more information.
119
by most respondents. Emissions were seen as less important with just under 40 percent
attempting to minimise emissions, a similar proportion to those minimising early and late
arrivals at customers (when taken together). Other than cost, time and distance, two of the
most highly correlated of the remaining attributes were early/late arrivals and emissions with
a correlation coefficient of 0.1988. This suggests that although most firms did not attempt to
minimise emissions or early and late arrivals, those who did attempt to minimise one were
also more likely to attempt to minimise the other. One possible explanation for this is that
firms which compete more on service quality than price are more likely to consider factors
which may increase their total costs.
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Figure 6.5: Proportion of respondents minimising each attribute
Respondents were also asked to rank the attributes shown to them in the scenarios by
order of importance. Given the number of attributes in the scenario, respondents were only
required to rank the five attributes they considered most important. Grouping related
attributes together, cost-related and time savings and reliability-related attributes were
overwhelmingly considered the most important (Figure 6.6 on the next page).
Either costs or time savings/reliability was ranked in the top five most important attributes
by approximately 90 percent of respondents. This is similar to the results of other studies
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Figure 6.6: Proportion selecting in ranking of most important
that have found cost to be the most important factor with transit time or reliability considered
important by some sub-groups of firms (Beuthe and Bouffioux, 2008; Puckett and Rasciute,
2010). However, despite its prominence in the list of the top five most important attributes,
time savings and reliability are ranked in the top three by a considerably smaller proportion
(although still a majority). In contrast, cost-related attributes are considered to be amongst
the top three most important attributes by three quarters of respondents.
It is worth discussing the one quarter of firms that indicated they considered other factors to
be more important than cost. Using the same attribute groupings, time savings and
reliability and departure time were the most likely to be considered more important than
cost with 23 percent and 21 percent of respondents respectively ranking them above cost.
The other attributes were ranked above cost less frequently. It is also of interest that
although vehicle characteristics (class and emissions) were ranked above cost by 11
percent of respondents, this was overwhelmingly due to vehicle class rather than emissions
(although they are somewhat related). This suggests that emissions alone are not deemed
important enough for firms to be willing to increase their costs and ultimately their prices.
This is an indication that a reduction in emissions in vehicles would likely only be desirable
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if the cost of the vehicles does not increase or if there are other improvements to the
vehicles in addition to lower emissions that would improve the attractiveness of
low-emission vehicles to firms.
Answers to an open-ended question on the strategies respondents used when completing
the scenarios provides additional insights into the perception of firms of the importance of
different attributes. Given the clear importance of costs to most firms, the variability of the
strategies employed and the balance between costs and other attributes is particularly
striking. For instance, one respondent described their strategy as “focused on low cost
combined with customer satisfaction and emissions.” This is consistent with their selection
as their most important attributes being cost, time savings and reliability, and then
emissions. Others focused more on service quality with one respondent being particularly
explicit in what level of reliability they considered acceptable, stating “98 percent on time is
the minimum acceptable level of service.” Other strategies included minimising the number
of vehicles and minimising the distance travelled to reduce wear and tear on the vehicles.
Although three quarters of firms consider cost to be the most important attribute, there is
somewhat less consensus as to whether firms are able to pass on any additional costs
imposed on their business by government policies. Approximately one third of firms indicated
they would pass additional costs on in full to their customers either immediately or in the
short term. The remaining firms would try to pass on some of the costs if possible but many
thought this would only be possible in the long-term. This is particularly true for firms who
have long-term contracts in place with large-volume customers but also includes some firms
who do not think their customers would accept any cost increase. The use of long-term
contracts is evident in the difference between firms delivering pallets and firms delivering
small packages in the ability to pass costs on to their customers. However, it is interesting
to note that a small but significant proportion of package delivery companies would not pass
the additional costs onto their customers even though overall these firms are more likely
to pass the costs on than firms delivering pallets. This suggests that some companies may
already be operating with a small profit margin and as a result are unable to raise their prices
and remain competitive. This is supported by Figure 6.7 which shows that firms that indicate
they would pass on any additional costs to their customers are less likely to rank cost as
their most important attribute.
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Figure 6.7: Proportion of companies that would pass costs on
The importance attached to the different attributes by the respondents in this survey show
that although cost is an overriding issue for most, other attributes may influence what
decisions are ultimately made. Further, firms differ in how much they are restricted by cost
in terms of making changes to their operations that may improve other aspects of their
operations and business. This means that predicting how firms will respond to a change in
policy is not as straightforward as finding the lowest cost alternative as this ignores other
fundamental aspects of the industry.
6.5 DATA QUALITY
The design of this survey is unique, particularly in terms of how the alternatives are
generated and selected for use in the scenarios shown to respondents. For this reason, it is
important to ensure that responses to the survey are prima facie reasonable and reflect the
self-reported preferences at the end of the survey. This can be done by comparing the
alternatives chosen by respondents with the “best” alternative for each attribute in each
respondents’ choicesets. For instance, if most respondents were to always select the
alternative with the lowest cost then the proportion of alternatives chosen matching the
lowest cost alternative in the respective choice sets would be close to 100 percent. Should
this be the case, it would be an indication that the data are unreliable likely due to a
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Figure 6.8: Proportion of “best” alternative chosen by attribute
problem with the survey design or implementation. Alternatively, if the proportions are lower
and vary somewhat between attributes, then the data collected would appear (at least
outwardly) reasonable. Figure 6.8 shows that cost is the single attribute for which the “best”
alternative was chosen most often. However, it also shows that alternatives with either the
best travel time and/or reliability are most likely to be selected. Greenhouse gas emissions
appear to be almost as important as costs but this is likely explained by the close
relationship between greenhouse gas emissions and efficient operations. Figure 6.8 also
shows an interesting difference in the proportion of alternatives chosen with the “best”
reliability between couriers and other firms with couriers being more likely to choose the
alternative with better reliability.
Although the initial indications are promising, the adaptive-dynamic aspect of the survey
design means it is also important to see if the data appear reasonable in each time period
as well as if any changes are in the expected time periods. As is apparent from Figure 6.9
on the facing page, the largest changes appear to be in Period 3 and Period 4 for both types
of firms. Since the policy came into effect at the beginning of Period 4, this is consistent
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with when the majority of the change occurred in London when the LEZ was introduced (see
Section 2.3.1). This suggests the survey design was able to capture respondents’ responses
to the policy reasonably well in terms of when firms are most likely to make changes to
their operations. Figure 6.9 also shows that there appears to be a much larger difference
between couriers and other firms when each time period is looked at individually rather than
as an aggregate across all the time periods. Given the different constraints and priorities
of couriers and other freight firms, a difference in responses was expected. This aggregate
data suggests the survey design was able to accommodate the differences in preferences
and likely responses for different types of firms and is considered to be a good indication of
the quality of the data (at least overall).
Despite challenges in recruitment, the survey appears to have been successful at collecting
data on freight firms’ responses to changes in policy over time. The complexity of the
survey does not appear to have been a significant problem for most respondents who
completed the survey although a significant minority of self-administered survey
respondents who did not complete it did indicate it was too complex for them to understand.
Although respondents who reported having difficulties understanding the survey may have
been able to complete the survey with the assistance of an interviewer, they may have
declined to participate entirely if they were prevented from completing the survey as a
self-administered survey. Overall, response rates from firms who were initially interested in
participating were reasonably similar to those in some other freight surveys (Jessup et al.,
2004; Smalkoski and Levinson, 2005). Initial indications of the quality and reliability of the
data are promising with early (aggregate) results being consistent with expectations and
the experience of existing policies elsewhere. In general, although cost is by a substantial
margin considered the most important factor in decisions of freight operators it is clearly not
the sole criterion. Rather, the other attributes, particularly related to time savings and
reliability but also the number of trips required mean the lowest-cost solution is not always
selected. Further, there appears to be a change in which alternatives respondents choose
around the time the policy is introduced.
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Chapter 7
Analysis and discussion: Independent
models
Developing a model that is able to assess the (potentially) varying importance of different
factors on freight operators’ operational decisions as they adapt to government policies
requires a method that can account for both time-invariant and time-varying factors and
how the influence of these changes over time. This and the following chapter discuss the
development and estimation of latent curve models1 for analysing the importance of
attributes to several decisions made by freight operators in making urban deliveries both at
an initial time point and over time as firms adapt to policies. Following an overview of the
final dataset and of a general latent curve model structure, this chapter presents an
analysis using separate latent curve models for each of the decisions captured in the
survey. The next chapter extends the analysis by discussing a simultaneously estimated
model where all the decisions are included in a single nested model and compares the
results with the separate models to be discussed in this chapter. Throughout both chapters,
selected results from the models discussed are provided. Full model results for all models
discussed are available in the appendices.
7.1 DATASET
The dataset is comprised of four categories of data that together measure the decisions
made by each respondent for every time period and the context in which those decisions
were made. The variables used to measure the decisions made by respondents include
1An introduction to latent curve models and a rationale for its use in this thesis are available in Chapter 4
starting on page 56.
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the values of the selected alternative shown to respondents2 in the same format as well as
some of the underlying variables that were shown to respondents as an aggregate measure.
Briefly, these variables describe each alternative in terms of the number of tours/routes, the
vehicle classes and standards used, the times of day in which vehicles leave the depot, the
distance travelled both in total and on toll roads, the time required to complete all the routes
(including loading and unloading time), various measures of time savings compared to the
base options, various cost measures, emissions of air pollutants and greenhouse gases
and a risk of early/late arrival at customers. The variables that describe the vehicles and
departure times in the alternative were shown to respondents as aggregate measures as a
list of vehicles and departure times that were used in that alternative. In this dataset, these
variables are also broken down into the number of each class and standard of vehicle used
and the number of tours starting during each of the departure time periods. In addition to
these variables, the dataset also includes variables indicating the order that the alternative
was shown in the list of six possible alternatives during that time period.
The context in which respondents made the decisions include the attributes of the
alternatives not chosen by respondents, characteristics of the scenario used in the survey
and characteristics of respondents’ own firms and experience. The attributes used to
describe the remaining five alternatives in each time period that the respondent did not
select are the same as those used to describe the decisions made by respondents.
Variables related to the scenario include which policy was presented to a particular
respondent, whether they were shown the “courier” scenario or the “pallet’ scenario, the
status of the policy in each time period (i.e., not announced, announced or implemented)
and the effect of the policy on their costs relative to their base (first) decision. Lastly,
respondents’ answers to the introductory questions about their firm and their own
experience in the industry including how many years they have worked in the industry, the
number of drivers in their firm and their firm’s fleet mix, as well as their answers to the final
questions in the survey (such as if they would pass costs onto their customers) are also
included in the dataset.
A full list of the variables in the dataset as well as summary statistics (when applicable) are
provided in Table B.1 on page 260 in Appendix B.
2These are discussed in more detail in Section 5.4 starting on page 92.
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7.2 GENERAL MODEL STRUCTURE
In common with most predictive models, modelling of decision-making requires a priori
assumptions of the order of events as well as what factors influence the magnitude of the
predicted variable and any possible constraints. However, modelling decision-making
poses an additional challenge because in many decision-making scenarios a variable may
both influence a decision and simultaneously be an outcome of that decision. This is often
the case in purchasing decisions (of both firms and individuals) where the expected initial
purchase cost and subsequent operating costs of the alternative products may influence
the decision that is made and this in turn determines the costs actually incurred (i.e., when
purchasing a car, the fuel efficiency of each car will differ and as a result, the car ultimately
purchased will determine the cost of fuel for the use of the car even if the car is used in
exactly the same way as any other car would be). Other decision-specific attributes may
also have the potential to be both an influence and a result of a decision. A further
complication arises when multiple related decisions are made concurrently and when the
final outcome is determined by the interaction between the decisions. In this study, the
choices available to the (hypothetical) firms including a choice of vehicle class and
emission standard, departure time, number of routes and the use or avoidance of toll roads,
all (to varying extents) determine the outcome of the decisions in terms of costs, emissions
and travel time. Further, one decision may constrain the available choices for another
decision as some combinations of decisions would be infeasible for completing the required
tasks. These complexities mean several model structures may be appropriate for
describing the relationship between the decisions and their attributes. For this reason, the
modeller must make a determination of the relationships between variables using their
knowledge of the scenario and evidence from previous studies to identify potential model
structures to be tested.
In defining the model structure, the response (dependent) variables and covariates must
first be identified. The response variables of interest in this study are the variables that
uniquely identify each decision. Since the dataset includes several inter-related decisions, it
is likely more than one response variable may be required. As discussed in Chapter 3,
studies on the decision-making process have shown that the attributes of the alternatives
under consideration influence the decisions made with the importance of each attribute
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Figure 7.1: General Model Structure
differing depending on the individual (or firm) and their characteristics and any preferences
they may have for a product/service. For this reason although several attributes of the
alternatives shown to respondents in this study including costs, emissions and travel time
are a result of the final decision made, these variables are treated as covariates for the
purposes of the model structure although they cannot be considered truly independent.
Other potential covariates include the characteristics of the firm as well as the external
business environment and competition from the rest of the industry. This results in the
general structure shown in Figure 7.1 where the time-invariant variables, namely those
variables that do not change over time (but may differ between firms) are used to influence
the individual intercepts and slopes. The intercept and slope combined with the
time-varying variables are used to predict the response variables for each time period with
the combined responses being in turn used to calculate the outcome variables.
Although introduced previously in Chapter 4, a brief overview of latent curve models is
provided here for clarity. In a generalised form, the latent curve model can be defined using
equations 7.1 to 7.3. In equation 7.1 Yit represents the value of the response variable for
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each firm i at time t, i represents the intercept for firm i, i represents the slope for firm i
and it is the conditional variance for firm i at time t. t is a variable with a constant value
for the current time period for all responses of t   1. As previously explained in Chapter 4
one of the main benefits of the latent curve model is the ability for the influence of a
time-varying covariate to change across time. This (potentially) changing influence is
included in the model by using the product of the coefficient , specific to each time period
and time-varying covariate k and the value w of the covariate k for firm i at time t.
yit = i + ti +
KX
k=1
tkwitk + it (7.1)
Equations 7.2 and 7.3 define the equation for the intercept () and slope () respectively for
each firm i. Both equations follow a similar general form where  and  are the mean
intercept and slope of all firms and i and i are the conditional variances for each firm for
 and . As in Equation 7.1,  is the mean influence of each of the time-invariant covariates
q on the slope and intercept with the value of x for each firm and time-invariant covariate.
i =  +
QX
q=1
qxiq + i (7.2)
i =  +
QX
q=1
qxiq + i (7.3)
These equations are often shown in matrix form as in Equation 7.4 where y is the observed
variable represented by the combination of the latent factors,  is a vector containing the
latent factors,  is the means of the latent factors,  is the vector of disturbances (individual
deviations from the mean) and  is the vector of error terms. Throughout the rest of this
chapter, the matrix form is used to describe the different components of the models when
appropriate. Most commonly this is used to describe the factor scores with  being the
factor scores for the latent variable,  (intercept), and  being the factor scores for the
latent variable,  (slope). When  and  are subscripted by a number (1 to 5), this
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specifies the factor score (for either  or ) at the time period indicated by the number.
y = ( + ) +  (7.4)
It must be emphasised that this is the general model structure for a latent curve model
with both time-varying and time-invariant covariates but with a single continuous response
variable and a linear slope. These equations form the basis from which further models will
be developed incorporating the interaction between multiple response variables, some of
which may be categorical, and models where the shape of the curve is predetermined to
be nonlinear (quadratic or logistic for instance) or is freely estimated. The modifications
to the general model used to incorporate these elements are discussed for the models in
which they are used. In interpreting the models throughout this chapter it is important to
understand that the use of an adaptive design3 in the survey tool, coupled with the limited set
of alternatives available to choose from, may somewhat influence the results of the models.
Although the effect is thought to be small due to the ability of respondents to choose not
to change their previous decisions, it is possible that this effect may be included in the
disturbance parameters of the models.
Latent curve models, and the SEM framework more generally, has significant flexibility in
how models can be defined. This flexibility provides the opportunity to analyse the data in
different ways using the same underlying methodology. This is particularly powerful in the
analysis of decision making where there is some uncertainty as to the relationship between
different decisions and between decisions and a variety of different (potential) predictors. In
this case, given the dataset’s multiple response variables, two general model structures can
be constructed. The first structure creates separate models for each of the response
variables while the second structure uses a single model where the response variables are
related and the covariates can influence one or more of the response variables. In both
cases, latent intercept and slope variables are defined that describe the growth (or
adaptation in this application) curve of the firms in response to the introduction of the policy.
The following sections describe these two general structures in more detail.
3Where each question or screen is based on previous responses.
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7.3 INDEPENDENT MODELS STRUCTURE
In completing the survey respondents chose a single alternative during each time period
with each alternative describing several related decisions (e.g., number of routes, vehicle
classes and use of toll roads). In this structure, each of these underlying decisions, as
described by the alternative, are modelled separately. In effect, this makes the implicit
assumption that the decisions are made independently of each other with the choice of an
alternative being a collection of the underlying decisions rather than a decision in and of
itself. In this sense, the interaction between the decisions is assumed to be limited to the
influence each has on the attributes that are calculated jointly (Figure 7.2). Furthermore,
the value of the remaining (non-decision) attributes that are used as covariates in the
models, are common between the decisions although different decisions contribute to each
of the attributes to varying degrees. Because each of these models make an independent
prediction of the choice in the relevant decision, this structure mimics that of models with
only a single dependent variable. However, it should be noted that although the decisions
are considered independent, the resulting attributes can not be considered to be
independent since they are a result of the combination of the decisions and as a result
making a different choice for one decision will also change the attributes of all the other
decisions.
Sub-Model 4Sub-Model 3Sub-Model 2Sub-Model 1
Time-invariant 
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Time-varying 
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Use of toll roads
Outcomes
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Figure 7.2: Independent models structure
Since response variables are recorded for four decisions, this structure uses four sub-models
with a single, different, response variable in each. As shown in Figure 7.2, in the first sub-
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model the response variable is the use of toll roads, in the second sub-model it is the number
of routes used to complete the delivery task in the scenario, the third is the choice in vehicle
class and emissions standard and the fourth is the choice of departure time. The results of
each of these sub-models (e.g., toll road use) must then be interpreted assuming that the
other response variables (e.g., number of routes, vehicle class and standard and departure
time) are unobserved. The following sections develop and analyse each of the decisions
using these sub-models.
7.4 SUB-MODEL 1: USE OF TOLL ROADS
This first model looks at the decision regarding the use or avoidance of toll roads when
choosing what routes to take. Although several specifications can be used to measure the
use of toll roads, the unit presented to respondents is thought to be the most appropriate.
Given the survey design where respondents were presented with both the total distance
and the tolled distance, either the tolled distance or the proportion of the total distance
where a toll road was used for each alternative solution may be appropriate. Although this
measure could be collapsed into a simple binary choice of using or not using toll roads,
since respondents were provided with a range of alternatives for which the use of toll roads
was predetermined and that in practice the specific use of toll roads may well be determined
on a day-to-day basis, the magnitude of toll road use appears to be more relevant to the
decision-making process.
The proportion of the total distance for which toll roads were used appears to be fairly
stable across the different time periods although there is a notable increase in the range of
responses in the first time period (i.e., period 4) in which the policy is in effect (Figure 7.3).
However, although the mean is fairly stable over time it is not clear if one of the attributes,
such as travel time or reliability, is driving a decision on the use of toll roads. The inclusion
of predictors will enable these influences to be estimated and provide a measure of how
important each of the attributes are to the choice of toll road use.
7.4.1 Initial linear unconditional model
The first step in developing latent curve models is to use a model with no predictors,
referred to as an “unconditional” model because the estimates of the latent variables are
not conditional on the estimates of the (observed) attributes, that captures the mean
structure of the dependent variable’s growth curve. The unconditional model can be defined
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Figure 7.3: Mean and standard deviation of proportion of distance tolled
as in Equation 7.4 on page 132 where y is the vector of predicted values of the proportion
of the total distance for the selected solution being driven on a toll road for each firm and
time period. To estimate the initial unconditional model, setting  , the slope factor scores
(or time scores) to linear time scores of

0 1 2 3 4

and y to the proportion of distance
in percent (a range of 0 to 100) on toll roads, allows the initial model to be estimated and
evaluated for model fit providing an indication of any overall changes and if a linear model is
appropriate. Model fit can be evaluated using several measures. The most widely used of
these measures are 2 p-value, Root Mean Square Error of Approximation (RMSEA),
Standardised Root Mean Square Residual (SRMR), Comparative Fit Index (CFI) and
Tucker-Lewis Index (TLI). Although what is considered “good fit” is the subject of some
debate4 general rules of thumb are that the 2 p-value should have a value of more than
0.05, RMSEA should be smaller than 0.05, SRMR smaller than 0.08 while CFI and TLI
should have values greater than 0.9. It should also be noted that RMSEA and SRMR are
generally inflated in models with fewer than 200 respondents and for this reason should not
be used in isolation for assessing goodness of fit. With these rules of thumb in mind,
estimation of this unconditional model shows a model with very poor goodness of fit with a
4See Section 4.4 for more detail.
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2 p-value of 0.000, SRMR of 0.158 and RMSEA of 0.229. There are a number of possible
reasons for the poor fit including having a large variation in the trajectories that can not be
explained solely by the intercept and slope, the trajectory not being linear or that the errors
(residuals) are heteroscedastic. Different methods can be used to address each of these
issues.
Since the mean trajectories appear reasonably similar for both firms delivering pallets and
those delivering packages (See Figure 7.3), the most likely reason for the variability in the
trajectories is the two policies included in this dataset. Graphing the trajectories by policy
shows that there is a distinct difference between the trajectories of firms shown the
congestion charge compared to the Low Emission Zone (Figure 7.4). It is also clear from
Figure 7.4 that the mean trajectories are not linear, particularly for firms delivering pallets
shown the Low Emission Zone. This suggests that an improvement in model fit is likely by
estimating the model with two groups (one for each policy) and adjusting the time factor
scores (values of ) to more closely reflect the trajectories.
7.4.2 Evaluation of non-linear trajectories and group estimation models
As previously discussed in Chapter 4, the mean trajectory (i.e., change over time) of the
dependent variable is defined by  plus a variance () to account for differences
between respondents. For this reason, changing the values of  can substantially improve
(or worsen) the goodness of fit of the model. Although the values of  are often fixed to a
linear sequence (i.e., 0, 1, 2, 3, etc.), they can also be fixed to a non-linear sequence (e.g.,
exponential or logarithmic) or, alternatively, freely estimated values. The values of  are
often referred to as “time scores” because they provide a measure of how much of the total
change occurs at each time period. The terms “time scores” and  are used
interchangeably. Models can also be estimated using multiple groups within the sample
where a single model is estimated for the whole sample but the values of  and other free
parameters (e.g.,  and ) can be either group-specific (i.e., separate estimates for each
policy group) or can be constrained to be equal across policy groups. Although the groups
can be defined using any categorical variable, for the purposes of these models the groups
are defined based on the policy the respondents were shown (i.e., congestion charge or
low emission zone) and for this reason are described here as “Policy Groups”. Using
different groups allows for an examination of whether the trajectories as identified by 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Figure 7.4: Mean and standard deviation of proportion of distance tolled by policy
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and  differ between groups or are largely consistent between groups. It must be
emphasised that in unconditional models, although differences in  and  between the
groups are an indication that the policies have different effects on the trajectories of the
dependent variable, it is not possible to determine what feature of the policy is resulting in
the different trajectories without adding predictors to the model.
Estimation of five models with both fixed linear time scores and freely estimated time
scores (values of ) for models with and without policy groups reveals that although some
measures of model fit improve substantially, only one of the models has a 2 p-value
greater than 0.05 (Table 7.1). The estimates of  in all three group models have been
constrained to be equal across policy groups since the policy was not presented to
respondents until the second time period and for this reason should have no effect on 
(Tables C.1 and C.2 on pages 266 and 267). The value of  y (variance of the dependent
variable) for t = 1 has also had to be fixed at zero for the models with estimated values of
 to ensure the models converge in part due to provide a scale for the values of .
Interestingly, although it appears from Figure 7.4 that the trajectories differ depending on
the policy and the grouped models have somewhat better fit, the model with the best fit is
the model where the time scores are constrained to be equal across policy groups (see the
“Groups (shared)” column in Table 7.1). This apparent contradiction between Figure 7.4
and the measures of model fit is likely to be because the magnitude and direction of the
changes are accounted for in the slope factor () and the variances while the values of 
represent the shape of the change. If the shape of the change (curve) is approximately
equal between groups then the values of  will also be similar. Constraining the model to
ensure that the values of  are equal across both policy groups reduces the confounding
effects between the shape () and the magnitude ( and ) of the change.
Since  y (the variance of the observed, or dependent, variable) at t = 1 were initially fixed
at zero for both groups, additional improvements in model fit can be achieved by manually
fixing  y to a non-zero value for one of the groups. This is done using a two-stage approach
where the  y for one group is set to zero with the other allowed to be freely estimated for
all time periods where the estimated residual variance of at least one of the groups is either
negative or insignificant.  yt for the remaining group is then fixed to its estimated variance
in the previous step. With this modification, both grouped models have an insignificant 2
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Table 7.1: Measures of fit for unconditional models of toll road use
Linear Time Free Time
No Groups Groups No Groups Groups (shared) Groups (specific)
2 p-value 0.000 0.000 0.008 0.061 0.042
SRMR 0.158 0.224 0.087 0.144 0.145
RMSEA 0.229 0.219 0.160 0.130 0.146
CFI 0.709 0.751 0.886 0.916 0.910
TLI 0.709 0.763 0.858 0.916 0.894
AIC 2622.217 2595.687 2604.361 2576.023 2579.762
BIC 2643.488 2636.102 2629.887 2618.566 2628.686
p-value with improved measures of model fit (Table 7.2. However, although this results in
improved model fit, this is in part due to the reduction in the residual variances meaning
these models provide less information on the variation within the sample. Despite these
models having values of SRMR and RMSEA higher than would ordinarily be considered
good, this is likely due to having a sample size smaller than 200 respondents since both CFI
and TLI are reasonable.
Table 7.2: Measures of fit for unconditional freed time models of toll road use
No Groups Shared  Specific 
 y0 = 0  y0 = 0 Est.  y0 Fixed  y0  y0 = 0 Est.  y0 Fixed  y0
2 p-value 0.008 0.061 0.083 0.138 0.042 0.049 0.090
SRMR 0.087 0.144 0.150 0.150 0.145 0.146 0.146
RMSEA 0.160 0.130 0.122 0.103 0.146 0.142 0.121
CFI 0.886 0.916 0.926 0.942 0.910 0.915 0.931
TLI 0.858 0.916 0.926 0.947 0.894 0.900 0.927
AIC 2604.361 2576.023 2574.717 2570.717 2579.762 2579.150 2575.150
BIC 2629.887 2618.566 2617.259 2609.005 2628.686 2628.074 2619.820
The parameter estimates of the grouped models with freely estimated values of  show
that there appears to be a distinct difference in the trajectories depending on the policy
(Table 7.3 on the following page) although none of the estimates of  are significant at the
p < 0.05 level and the estimates of  are not significant for the LEZ. However, the residual
covariances of  on  ( ) are significant for the single group model and the congestion
charge group in both grouped models. This suggests that there is some correlation between
 and  that could be explained with the addition of some predictors and that these predictors
are likely to be related to the policy in some way.
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The estimates of  show that in terms of adapting to the policies by changing how much
operators make use of toll roads, there is an initial reaction to the policy immediately after it
has been announced with further adjustments being made over the following time periods.
Furthermore, the larger residual variances at t = 4 and t = 5 for the LEZ group suggests that
there is a much larger variation in how firms adapt to the Low Emission Zone compared to
the congestion charge. This difference may be due to the different effects of the policies on
the calculated attributes or may be a function of the policy design where additional charges
are only imposed if a vehicle does not comply with the emissions standard. For this reason,
the single group model should not be rejected until some predictors have been tested.
7.4.3 Conditional models with time-invariant predictors
Building on the unconditional models, both time-varying and time-invariant predictors can
be added to the models. As discussed in Chapter 4 starting on page 56, time-invariant
predictors, the predictors with values that do not change over time (within the range of the
model), are added to the model by regressing the predictors on the latent factors  and .
As well as showing if any firm characteristics (number of drivers, existing fleet mix, etc.)
influence how the firm is likely to respond to the policies, these time-invariant predictors can
also be used to assess if differences in the location and survey completion method of
respondents had any effect on the results. Running a single-group model with
dummy-coded variables for the three primary states respondents were based in (New
South Wales, Victoria and Queensland) and their method for completing the survey (CAPI,
CATI, Self-Administered) as time-invariant predictors show that none of the states are
significant predictors of  or  but that the self administered survey dummy variable is
significant for  (“State dummies” columns in Table C.3 on page 268). However, an
alternative model with only dummy-coded variables for self-administered respondents and
NSW-based respondents (nearly half of the sample) has similar results with all predictors
being insignificant including self administered surveys (“NSW dummy only” columns in
Table C.3). The remaining parameter estimates are broadly similar although the NSW
dummy variable is even less significant than in the model with all three major States. This
indicates that despite the differences in how the survey was completed (i.e.,
interviewer-assisted versus self-administered), this does not appear to have had a
significant effect on how respondents completed the survey, at least in terms of the choice
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of toll road use. Furthermore, it suggests that given a geographically generic scenario,
responses do not differ substantially depending on the respondent’s location. However, it
must be noted that these models are based only on data from completed responses and as
such do not include data for respondents who started but did not finish the survey (of whom
many were self-administered respondents). Furthermore, since this model has only one
dependent variable (toll-road use), it is not possible to conclude from this model alone that
these differences had no effect at all on respondents’ decisions. Each of the other models
in this chapter will also test for the significance of these predictors to confirm that they did
not have an effect on the responses.
The possible time-invariant predictors for this model are primarily those related to the firm
and respondent characteristics collected in the first part of the survey as well as several
variables derived from these. These include firm size (by number of drivers), different
measures of fleet mix, the primary type of deliveries made by the firm (pallets and other
large deliveries or small boxes and packages) as well as the industry experience of the
respondent and the policy shown to respondents (in single-group models). Another
possible time-invariant variable is if the respondent would pass on any additional costs to
their customers since this appears to have had an effect on how important respondents
considered costs (See Figure 6.7 on page 123) and for this reason may have had an
influence on their decisions.
When models including different combinations of these time-invariant predictors were run,
only a handful of variables were found to be significant and these were generally consistent
across the different models evaluated. The variable indicating whether costs would be
passed on to customers had one of the largest estimates for its influence on slope but it
was always statistically insignificant suggesting that although it may have an effect on some
respondents, overall it appears to make little difference to the decision on toll road use. The
time-invariant variables included in the final conditional models with time-invariant
predictors were the years of industry experience of the decision maker (respondent), the
type of deliveries made by the firm (pallets or packages), the number of pre-Euro III Rigid
vehicles used by the respondent’s firm (for urban deliveries), the number of Euro III and
newer Rigid vehicles used by the respondent’s firm, the number of drivers in the
respondent’s firm, the proportion of vehicles used by the respondent’s firm that are
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pre-Euro III and the policy shown to respondents.
The final models with time-invariant predictors have improved goodness of fit compared to
the unconditional models, particularly for the model without groups (Table 7.4). In addition,
unlike the unconditional models, all these models have an insignificant 2 p-value.
Interestingly, although the AIC and BIC are lower for the grouped models, the remaining
measures of model fit all indicate the model with no groups fits the data best. It should be
noted that although the AIC and BIC values are higher for these models compared to the
unconditional models, this is a result of substantially more complex models with many more
parameters.
Table 7.4: Measures of fit for conditional time-invariant freed time models of toll road use
No Groups Shared  Specific 
2 p-value 0.294 0.107 0.104
SRMR 0.056 0.101 0.102
RMSEA 0.043 0.084 0.085
CFI 0.965 0.901 0.901
TLI 0.954 0.883 0.879
AIC 5869.248 5596.304 5599.185
BIC 5913.918 5664.372 5673.635
The parameter estimates of the models provide additional insights into what influences
respondents’ choices for toll road use (Table 7.5 on the next page). The estimates of  are
very similar to those of the unconditional models with the exception of those for the LEZ in
the model with group specific values of  that have estimates closer to the ungrouped
model and are now statistically significant. This provides some support for the notion that
the differences in trajectories are primarily a result of differences in the attributes due to the
policy rather than the policy itself. However, the influence of the policy on the intercept for
the non-group model and the (in some cases substantial) differences in the estimates of the
predictors on  show that the time-invariant predictors are not sufficient to explain how the
effects of the two policies differ. The parameter estimates for the policy variable in the
non-group model and that of  in the grouped models show that the effect of the LEZ
compared to the congestion charge on toll road use is to reduce toll road use by an
average of two percentage points per six-month period after the ‘base’ period of which the
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majority (six to seven percentage points) occur in the period immediately following the
announcement that a policy will be introduced. In addition, the estimates of  are
statistically significant only for the LEZ groups in the grouped models showing that there is
a general trend of reducing toll road use in response to the LEZ policies. This is supported
by the similarities between the estimates of the policy variable in the non-group model with
the estimates of  in the LEZ groups in the grouped models (particularly for the model with
specific values of ).
Interestingly, the few other statistically significant predictors have a relatively small influence
on both  and . The number of Euro III and newer rigid vehicles used by the respondents’
firm is a significant predictor of both  and . For each additional Euro III vehicle used by
the respondents’ firm, the proportion of distance chosen to be driven on toll roads reduces
by just over one tenth of a percentage point during the base time period. In contrast, the
average change in toll road use due to the number of Euro III rigid vehicles in subsequent
six-month periods is between 0.037 and 0.064 percentage points for the non-group model
and the LEZ groups of the grouped models. There are several possible explanations for the
change in sign. First, it is possible that this is in part simply a result of the experimental
design where the influence of a respondents’ firm becomes less important as they gain a
better understanding of the scenario in the survey. However, were this to be the case it would
be expected that similar patterns would be apparent in the differences between the estimates
of  and  for the other variables and this is not the case. An alternative explanation is that
respondents who selected an alternative with relatively low levels of road toll use in the base
period (regardless of the reason) do not need to reduce their toll road use by as much to
counteract the additional costs of the policy. Since the estimates of the predictors on  are
relative to  , the very small value of the estimate means the overall slope is still negative
for respondents shown the LEZ and whose firms use fewer than 48 Euro III rigid vehicles (all
but one respondent).
The number of drivers in the respondent’s firm and the proportion of pre Euro III vehicles (of
all classes) were also found to be significant for the LEZ groups in the grouped models
(albeit only at the p < 0:1 level for the model with group-specific  values). However, the
estimates are very small and with the exception of very large firms have only a minimal
effect on their trajectories. Also of interest is that the type of deliveries made by the
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respondents’ firm were not significant for the LEZ groups but were significant at the p < 0:1
level for the congestion charge groups. Furthermore, the estimate of about -3.09 is
substantial and suggests that although the congestion charge policy applied equally to
different classes of vehicles, respondents reacted rather differently depending on the type
of deliveries they make. It should be noted that this variable reflects both the deliveries
made by the respondent’s firm and the hypothetical scenario they were presented with in
the survey.
7.4.4 Conditional models with time-varying predictors
Since the models with only time-invariant predictors make clear that the time-invariant
predictors do not substantially explain how respondents responded to the policy, it is of use
to consider models with only time-varying predictors before developing a model with both
time-invariant and time-varying predictors. The potential time-varying predictors include all
the attributes related to the chosen and non-chosen alternatives, including costs and travel
time, as well as the industry benchmarks shown to respondents after the first time period.
Time-varying predictors can be included in several different ways. Two of the more widely
used methods are constraining the estimates of the time-varying predictors to be equal
across time periods, or allowing them to be freely estimated for each time period. The first
method has the benefit of reducing the number of parameters to be estimated but in so
doing it loses the ability to evaluate how the effects of the predictor changes over time, a
key question in this thesis. For this reason, the time-varying predictors have been allowed
to be freely estimated over time.
Estimation of the models reveals that in all cases, the models with only time-varying
predictors have substantially worse fit than the time-invariant models, with all models
having a significant 2 p-value and the other measures of model fit also being worse
(Table C.4 on page 269). Similar to the time-invariant models, the grouped models also
have significantly worse fit than the non-grouped model. Although caution should be used
when interpreting the estimates of these models given the low model fit, they do provide an
indication of the changing influence of each of the predictors on the use of toll roads.
The final time-varying model (Table 7.6) has five significant time-varying predictors of which
only some are significant for each time period. Four of the time-varying predictors are related
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to the values of the attributes of the selected alternative for the relevant time period. These
predictors are operating costs, the log of travel time (in hours), the time savings due to use
of the toll road (relative to the same alternatives with no toll road use) and a index of GHG
emissions and air pollutants. An additional time-varying predictor, the forecasted total cost
of the selected alternative for when the policy is introduced at t = 4, is also included but
fixed to zero for the first (base), fourth and fifth time periods. This is because the policy was
not shown to respondents until after the base period and for this reason would have had no
effect on the use of toll roads during the initial period, and would be equal to the current total
cost in time periods four and five.
One of the most dramatic differences between the time-invariant models and the
time-varying models is the decrease in the variance of y for all the time periods as well as
the intercept and slope. This is an indication that the inclusion of time-varying predictors
improves the ability of the model to account for the effects of the changes in the attribute
levels and that the individual trajectories are in large part due to the change in the values of
the attributes rather than an inherent change in the use of toll roads due to the policy
specifically. This is also supported by the values of  where the highest value is for t = 3
compared to t = 4 in the time-invariant models meaning that the change due to
time-invariant predictors (and the slope factor, if significant) peak during the third time
period rather than the fourth as would be implied by the time-invariant models. Although
this is outwardly a rather small change, it is critical to the understanding of when different
factors influence the decisions of firms as they prepare for and adapt to a new policy.
The individual parameter estimates for the time-varying variables are almost all significant
across all time periods although their estimates vary slightly when they are significant. There
appears to be three distinct phases in the estimates corresponding to time period in which
no policy was in place (i.e., the existing situation), the periods in which the policies had been
announced but not yet implemented, and the periods after they had been implemented. In
the first (base) time period, three time-varying predictors are significant, the operating costs,
time savings from toll roads and the emissions index. In the second and third time periods
(the two periods between the announcement and implementation of the policy), operating
costs become insignificant but the forecasted total costs under the policy become significant.
Similarly, emissions became insignificant but the log of travel time becomes significant. In
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Table 7.6: Parameter estimates of time-varying model of toll road use
Parameter Estimate Z-Value Standardised Estimate P-Value
Time scores ()
1 0.000 0.000
2 3.685 4.796 0.303 0.000
3 5.241 5.146 0.445 0.000
4 4.240 4.841 0.282 0.000
5 4.000 0.290
Intercepts
 31.321 6.244 3.377 0.000
 2.779 1.845 1.763 0.065
Time-varying predictors
Period 1
Operating Costs -1.135 -2.272 -0.137 0.023
Toll road time Savings 3.132 13.273 0.845 0.000
Emissions -2.475 -3.230 -0.177 0.001
ln(Forecast Total Costs) 0.000 0.000
Period 2
ln(Total Time) -22.893 -3.125 -0.145 0.002
Toll road time Savings 3.037 3.953 0.826 0.000
ln(Forecast Total Costs) -6.254 -2.952 -0.053 0.003
Period 3
ln(Total Time) -22.868 -3.330 -0.152 0.001
Toll road time Savings 3.099 3.958 0.828 0.000
ln(Forecast Total Costs) -8.335 -3.588 -0.073 0.000
Period 4
Operating Costs -0.849 -2.717 -0.111 0.007
ln(Total Time) -21.927 -3.268 -0.162 0.001
Toll road time Savings 3.356 3.937 0.794 0.000
Emissions -2.525 -2.536 -0.113 0.011
ln(Forecast Total Costs) 0.000 0.000
Period 5
Operating Costs -1.398 -4.577 -0.181 0.000
ln(Total Time) -25.415 -5.868 -0.254 0.000
Toll road time Savings 3.133 3.945 0.782 0.000
ln(Forecast Total Costs) 0.000 0.000
Variances
  86.007 5.384 1.000 0.000
  2.485 2.796 1.000 0.005
  -7.867 -2.959 -0.538 0.003
 y1 0.000 0.000
 y2 23.947 4.691 0.065 0.000
 y3 8.974 1.346 0.026 0.178
 y4 49.541 4.602 0.088 0.000
 y5 41.824 4.265 0.088 0.000
part this can be explained by the high correlation between travel time and labour costs since
labour costs may have become more important to respondents’ choices due to the expected
increase in future costs as shown by the forecast of total costs.
Since the parameter estimates are relative both to each other and the estimates of  and 
it can be useful to compare the standardised coefficients rather than the raw estimates. The
standardised coefficients show the number of standard deviations the dependent variable
(toll road use in this case) will change due to an increase of one standard deviation of
the predictor when all other predictors are held constant. It must be emphasised that the
standardised coefficients can only be compared between predictors when they are the same
distribution. Since the predictors in this model are all normally distributed, their relative
influence on toll road use can be assessed. Time savings from toll roads has the largest
effect on the use of toll roads although it reduces somewhat over time. In contrast, the
standardised coefficients of (logged) travel time increases over time and is highly negatively
correlated with the coefficients of travel time savings from toll roads. No trend is observed in
the standardised coefficients of the other three predictors but they do vary quite somewhat
between the time periods. Of particular interest is that operating costs were not significant in
the second and third time periods even when the forecasted total costs were not included in
the model. This suggests that decisions regarding toll road use in these time periods were
driven more by the expected costs due to the policy rather than the costs actually incurred at
the time. Once the policy is implemented, the importance of current operating costs reverts
to some extent to the levels in the base period.
7.4.5 Full conditional model
The full model including both time-invariant and time-varying predictors has broadly similar
results to those of the time-invariant and time-varying models (Table C.5 on page 270). The
results show that the number of rigid vehicles that meet or exceed the Euro III standard
and the policy shown to respondents are the two significant time-invariant predictors once
the time-varying predictors have been included in the model. The significant time-varying
predictors are largely similar to those in the model with only time-varying predictors with
the exception that operating costs does not appear to be a significant factor in the first time
period. Of interest is that (as in the time-varying model), the forecast total costs for when
the policy is introduced is a significant predictor of the decisions in the second and third time
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periods despite relatively small changes in the choice of the proportion of toll roads used.
Although this model has relatively low goodness of fit, when the individual variations are
used to simulate the decisions made by respondents (shown in Figure 7.5) and compared
to the observed values (Figure 7.3 on page 135), the similarities are striking.
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Figure 7.5: Predicted proportion of toll road use
The models developed in this section provide evidence for how firms adapt to the introduction
of policies that affect how they can operate. Crucially, these results suggest that, in terms of
their choice in how much to use toll roads, firms do respond to policies that are for the most
part unrelated to toll roads by adjusting how much they are used. Furthermore, their reaction
is related not only to the specific benefits of the toll roads but also to the overall changes
to the attributes (such as operating costs) for which the changes are largely a result of the
policy and not related to the attributes of the toll road that was held constant throughout. The
following section explores the decision of how many routes to use to complete the delivery
task in the scenario.
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7.5 SUB-MODEL 2: NUMBER OF ROUTES
The decision of how many routes to use to complete the delivery task in the scenario is
one in which the other decisions made by respondents are likely to be heavily influential.
In particular, the choice of vehicle class is thought to be heavily influential. However, the
alternatives shown to respondents did not all use the most efficient vehicle routings meaning
that the number of routes was not perfectly related to the vehicles being used. For this
reason, it is of interest to determine if there are other factors that influence the choice in
the number of routes, and how this changes as firms adapt to policies. Employing the
same general procedure used for the models on toll road use, this section explores the
determinates of the choice in the number of routes using unconditional models and models
with time-invariant and time-varying predictors.
The variable recording the number of routes (Rit) selected in each alternative is an integer
with the lower-bound constrained to always be at least two (the minimum number of routes
used in any of the alternatives5). A basic descriptive analysis of the scenario data shows
that the number of routes chosen remains relatively stable with an average of three routes for
firms focusing on pallet deliveries and four for those delivering packages.6 Although some
firms do change how many routes they use over time, the overall trend is fairly consistent.
The unconditional model is consistent with the aggregate statistics with the intercept falling
between three and four and an insignificant slope estimate as well as reasonably large
variances for the intercept and the number of routes at each time period. The model has
reasonably good model fit with an insignificant 2 p-value and high estimates for CFI and
TLI (Table 7.7). Although the grouped model has poorer measures of model fit, the
estimates are broadly similar across the two groups and do not provide any indication that
the different policies have a substantially different effect on the choice of the number of
routes (Table D.1 on page 273).
7.5.1 Conditional models
Like the models for toll road use, three different forms of conditional models were tested for
the number of routes. The best models of all three forms of conditional model have
insignificant p-values and high values for the CFI and TLI fit indices (Table 7.8). This
5See Chapter 5 on page 79 for more information on the reasons for this constraint.
6See Table B.1 for the descriptive statistics for this and other variables.
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Table 7.7: Measures of fit for unconditional freed time models of number of routes
No Groups Shared 
2 p-value 0.438 0.001
SRMR 0.114 0.152
RMSEA 0.000 0.196
CFI 1.000 0.888
TLI 1.001 0.893
AIC 526.973 536.120
BIC 554.626 576.536
compares well to the unconditional non-grouped model with comparable CFI, TLI and
RMSEA estimates. Although the AIC and BIC of the conditional model with both
time-invariant and time-varying predictors has substantially higher values of AIC and BIC, it
is the only model with an SRMR with a value indicating good fit (less than 0.08) and with
the remaining measures of model fit as good as those for the model with only time-varying
predictors. All three models are nonetheless worth discussing in more detail since they can
be used to explore different aspects of the data.
Table 7.8: Measures of fit for conditional models of number of routes
Time-Invariant Time-Varying Both
2 p-value 0.519 0.578 0.500
SRMR 0.100 0.090 0.078
RMSEA 0.000 0.000 0.000
CFI 1.000 1.000 1.000
TLI 1.005 1.012 1.004
AIC 757.870 454.829 950.093
BIC 785.522 488.864 990.508
Models with only time-invariant predictors were tested to explore how differences between
the respondent’s firms influenced their decisions regarding how many routes to use as well
as to confirm that the differences in location and in survey completion methods did not
significantly affect the results. The models showed that with the exception of the type of
deliveries made by the firm, none of the other firm or respondent characteristics are
significant predictors of the number of routes chosen and the type of deliveries is only a
significant predictor of . The parameter estimates of the full time-invariant model are
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shown in Table D.2 on page 274 and the reduced time-invariant model are shown in
Table 7.9 on the following page. These results show that the estimate of the (effects coded)
delivery type is 0.375 meaning that firms making pallet deliveries have an estimate for the
number of routes during the initial period 0.75 lower than those for package delivery firms.
In common with the unconditional models, the estimate of  was insignificant. Given this
model contains no significant parameters that are modified by  , the time scores, of which
only 4 is close to being significant, have no effect on the interpretation of the model
results but are an indication that any changes due to an underlying trajectory are likely to
occur in the fourth time period (i.e., the time period following introduction of the policy).
Although this model shows that the type of deliveries made by the firm is the only significant
time-invariant predictor of the number of routes chosen, the reasonably large variances at
t = 0 show that there is significant variation between respondents. The use of a latent
curve model means that individual estimates of the latent factors (intercept and slope) can
be estimated from the model. This results in estimates of the intercept (i.e., excluding the
effect of the type of delivery) ranging from a low of 2 to a high of 6. However, the estimated
individual slopes vary by substantially less (from -0.289 to 0.265) indicating that only minor
changes to the number of routes are made over time with changes of 1 route at most
over the five time periods. However, it must be emphasised that this does not mean that no
time-varying predictors can be used to improve the model nor that the influence of the time-
varying predictors are likely to be constant over time. To address these issues, models with
only time-varying predictors and models incorporating both time-invariant and time-varying
predictors must be tested.
The time-varying models were developed to determine what attributes in the alternatives
were relevant to the choice of the number of routes as well as if there was any evidence of
autocorrelation between the choice of vehicles between each time period. The results of the
models with only time-varying predictors suggest that the number of routes is, as expected,
predominantly driven by the choice in vehicle class (Table D.3). Specifically, the proportion
of LCVs in the vehicle fleet chosen to complete the delivery task in the hypothetical scenario
was the only significant variable for the first three time periods. Although this was expected,
it is of interest that the estimates of the influence of the proportion of LCVs selected on the
choice of number of routes differs somewhat over time with the highest estimate during the
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Table 7.9: Parameter estimates of conditional models of number of routes
Time-Invariant Time-Varying Both
Est. Z-val. Est. Z-val. Est. Z-val.
Time scores ()
1 0.000 0.000 0.000
2 0.000 0.000 0.000
3 0.000 0.000 0.000
4 4.089 1.954 4.392 3.244 7.151 6.150
5 4.000 4.000 4.000
Intercepts
 3.678 4.058 3.290 3.998 3.460 4.003
 0.011 0.580 -0.533 -2.730 -0.235 -1.925
Time-invariant predictors
Intercept predictors
Delivery Type 0.375 4.598 0.284 3.985
Policy 0.000 0.000
Slope predictors
Policy -0.015 -0.517 -0.000 -0.000
Time-varying predictors
Period 1
Proportion LCV 0.749 2.700 0.670 2.493
Period 2
Proportion LCV 0.512 2.323 0.423 2.060
Period 3
Proportion LCV 0.546 2.565 0.463 2.335
Period 4
Number of routes (at t=3) 0.736 2.428 0.760 3.190
Operating Costs -0.057 -2.985
Period 5
Number of routes (at t=3) 0.671 2.960 0.321 2.200
Variances
  0.312 4.972 0.402 5.074 0.322 4.989
  0.008 1.584 0.030 1.963 0.014 2.008
  -0.021 -1.790 -0.096 -2.807 -0.054 -2.660
 y1 0.543 5.228 0.505 5.203 0.506 5.224
 y2 0.079 3.240 0.060 2.381 0.063 2.726
 y3 0.068 2.961 0.081 3.049 0.077 3.148
 y4 0.137 1.961 0.135 2.082 0.000 4.275
 y5 0.153 2.247 0.153 2.756 0.191 5.354
154
first time period. However, the estimates of the proportion of LCVs in the chosen vehicle fleet
are reasonably small and so limit the influence of the time predictors to (at most) 1 routes
during any individual period. In contrast, the results for the fourth and fifth time periods show
that the only significant predictors are the number of routes chosen in the third time period.
This may be an indication that the choice in the number of routes, although primarily related
to the vehicle fleet mix, is affected by the introduction of the policy. This is supported by
the estimates of the slope and time scores. The estimate of  is significant with a value of
-0.533. The estimates of  are only significant for the fourth time period (with the fifth fixed
to a value of four) meaning that  affects Rit only where t >= 4. The estimates of the effects
of the number of routes at t = 3 on Ri4 and Ri5 must be interpreted as an offset against the
negative estimate of  and the estimate of . This means that despite the changes to the
estimates, the means remain relatively constant after the third time period. However, just
as with the time-invariant model, the means obscure the heterogeneity within the sample.
The individual estimates of  and  reveal that although the standard deviation of  is only
0.162,  has a range of -1.104 to -0.126. The distribution of  is similar with a relatively
small standard deviation and long tails.
These results show the general stability in the number of routes is driven primarily by the
fleet mix of the chosen alternatives but with small changes (in both directions) to the number
of routes in small parts of the sample. Further, despite changes to many of the attributes
(including costs) after the introduction of the policy, respondents’ previous choices heavily
influence their choice after the policy was introduced. This is of interest because it suggests
that in making a decision on the number of routes (i.e., tours) to use, respondents place
more emphasis on their previous choices than in the changes to many of the attributes and
those choices are driven primarily by their chosen fleet mix. Furthermore, although this
suggests that respondents may have made decisions on the proportion of LCVs in the fleet
based on the forecasts of costs and other attributes, the forecast attributes were not found
to be significant predictors of the number of routes. However, it should be noted that the
model on vehicle class and standards may reveal that the forecasted attributes do have an
effect on their choice of fleet mix. This would mean that the effect of the forecasted attributes
in decisions made during the second and third time periods have an indirect effect on their
choice of number of routes. It should be noted that although autocorrelation between the
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number of routes in the initial three periods was also tested, these were not significant. This
suggests that although the number of routes is relatively stable in the first three periods, a not
insignificant proportion of the sample made some changes that were more closely related
to a change in the choice of fleet mix than to previous decisions on the number of routes.
In addition, these changes appear to have been made in anticipation of the policy being
introduced and that this does not continue once it has been introduced. The development
of the third sub-model, related to vehicle class and standards (see Section 7.7), provides
further insight into how the fleet mix changes over time.
Models with both time-invariant and time-varying predictors were tested to assess how the
inclusion in the model of the type of deliveries made by the firm affects the significance
of the time-varying predictors. Overall, this model is very similar to the model with only
time-varying predictors albeit with somewhat different estimates. The primary differences
compared to the other conditional models are the addition of one more time-varying predictor
in the fourth time period and the changes to the estimates of  and 4. The time-varying
predictors have roughly similar, but slightly lower, estimates for the first three time periods.
The combination of the time-varying predictors and  allow the model to incorporate the
different responses to the policy in the final two periods. However, although interpretation of
the first three time periods is relatively straightforward, some explanation of the interpretation
of the parameter estimates in the final two periods is required.
During the fourth period the initial estimate excluding the time-varying predictors for each
individual i, is i + 0:284DeliveryType + 7:151i of which the mean across the sample is
1.507. For every route added during the third period, the estimated number of routes chosen
during the fourth period increases by 0.321. In effect, this means that were operating costs
$0, the minimum number of routes chosen during the fourth period would be three because
the minimum possible number of routes chosen during the third period is two. This is offset
by a decrease in the number of routes of -0.057 for each $1,000 increase in operating costs
during the fourth period. However, it must be noted that the relatively small estimate of
the operating costs means that reducing the estimated number of routes by one requires
operating costs of approximately $18,000.
Interpretation of the single time-varying estimate for the fifth time period is similar to that
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of the fourth time period. Since the value of 5 is fixed to four and this is lower than
the estimate of 4, the initial estimate excluding the time-varying predictor has a mean
value of 2.247 compared to 1.507 in the fourth time period. This difference in time-invariant
components of the model, combined with the lower parameter estimate for the number of
routes chosen in the third period, is an indication that the influence of the choices made in the
third period decrease over time and that the individual trajectories become more important
to the choice of number of routes. The insignificance of the operating costs in the fifth time
period also shows that, similar to the choice of toll road use, there is an initial reaction to the
increased costs of the policies (as captured by the operating costs attribute) that is sufficient
to make some differences to the choice in the number of routes, but that this initial reaction
is somewhat reduced in the following time period.
.
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Figure 7.6: Path diagram of final number of routes model
The final number of routes model is shown graphically as a path model in Figure 7.6 with the
estimates of the time-invariant predictor on the latent factors and the time-varying predictors
on the dependent variable, the number of routes (R1 to R5).7 Circles represent the latent
factors ( and ), squares represent the observed (dependent) variable, R, the number of
routes, and rectangles represent the predictors. Arrows represent the factor scores if going
7The means and residual variances are not shown on this diagram but can be seen in Table 7.9.
157
from a latent factor to an observed variable and regressions if going from a predictor to either
a latent factor or observed variable. Arrows with no label have a fixed value of one.
7.6 MODEL STRUCTURES FOR ORDINAL VARIABLES, MULTIPLE PROCESSES AND
MULTIPLE INDICATORS
The standard model structure used for latent curve models was appropriate for the first two
sub-models discussed in Sections 7.4 and 7.5. However, since there are several discrete
vehicle classes, vehicle standards and times of day for departures from the warehouse,
some extensions to this standard structure are required to accommodate more than one
dependent variable (or indicator) associated with each decision as well as for ordinal and
categorical variables. The extensions to the model structure needed for using ordinal or
categorical dependent variables are distinct from (but compatible with), those used for
models with more than one dependent variable. For this reason, this section discusses
these extensions separately before applying them both to the vehicle class and standard,
and time of day sub-models.
7.6.1 Incorporating ordinal and categorical dependent variables into latent curve
models
Conventional latent curve models and structural equation modelling more generally have
required the core assumptions that the dependent variable is both continuous and normally
distributed. Ordinal data that is either censored (left or right) or where the distances between
the values are not necessarily equal (as in a Likert scale) violate both core assumptions of
SEM. This is problematic for the standard LCM model because this would result in biased
estimates and standard errors if using the standard estimation techniques. Although robust
variants of maximum likelihood can be used to overcome some of the problems with the
standard errors resulting from non-normality of the dependent variables, ordinal data with a
large proportion of values with no observations means even robust ML (MLR) would result
in biased estimates. Categorical data is even more problematic in that it is not possible for
the data to be normally distributed or be treated as a continuous variable.
Estimation of models with ordinal and categorical dependent variables requires
transforming the observed ordinal (or categorical) variables, y, into an unobserved (but
assumed to be underlying) continuous variable, y, that represents the probability of an
observation being in each of the categories. The continuous variable is defined to be
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normally distributed with a mean of zero and a standard deviation of one. Division points
between the ordinal categories, referred to as thresholds (or  ), are then estimated to
match the probability that observed variables will be in each category (Bollen and Curran,
2006). Observations where the estimated value of y is below 1 are then placed in the first
category (zero vehicles/departures in this case), those with a value of y between 1 and 2
are placed in the second category (one vehicle/departure), and repeated for subsequent
thresholds and categories. Since the thresholds do not need to be equally spaced (and
generally are not), the observed (ordinal) variables need not be normally distributed as
larger probabilities in one category are represented by a larger range between thresholds.
Although this procedure is sufficient for the estimation of models involving ordinal variables
in single-group non-longitudinal models, the potential changes over time (or between
groups) require a further modification. Rather than estimate individual thresholds for each
point in time, a single set of thresholds are estimated and constrained to be equal over
time. To account for the differences in the likely probabilities over time, the scale of the
continuous variable and the thresholds are adjusted by a scale factor that is fixed at one for
the initial time period and for subsequent time periods is freely estimated (Mehta et al.,
2004). In this way the underlying continuous variable (and by extension the probabilities)
are allowed to change over time and can then be used within a latent curve model. This
allows the structure of the latent curve models to be maintained and the interpretation of
the latent intercept and slope factors and the time-invariant predictors to remain unchanged
from the standard model. It is important to note that although the thresholds are held
constant between firms, the differences in behaviour between firms are incorporated into
the individual estimates of y
Although there have been some implementations of the estimation of variables with ordinal
dependents using Maximum Likelihood, notably in MPlus (Mehta et al., 2004), a somewhat
more common approach is the use of Diagonally Weighted Least Squares (DWLS) where
only the diagonals of the asymptotic covariance matrix are used in the estimation rather than
the inverse of the full matrix as is used with Weighted Least Squares. DWLS has been found
to perform well in the estimation of models with ordinal variables in SEM with similar results
to those of Maximum Likelihood modified for use with ordinal variables (Yang-Wallentin et al.,
2010). However, the use of ordinal variables has a tendency to bias the model test statistics
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(particularly the 2) and for this reason a scaling procedure is used to scale the 2 and other
test statistics to correct the bias. These scaled test statistics are generally referred to as
“robust” test statistics and when ordinal variables are used in the model, these are reported
rather than the equivalent standard test statistics (Rosseel, 2012). Since only DWLS for
ordinal variables has been implemented in Lavaan (Rosseel, 2012) as of version 0.5-15,
DWLS will be used to estimate these models. The Lavaan package automatically handles
the transformation of the observed variables into y and the estimation of the thresholds and
scale factor and reports these with standard errors and z-scores for any variables declared
as ordinal.
7.6.2 Multiple process models
Multiple decisions (or processes) can be incorporated into latent curve models using what
is commonly referred to as a “Multiple Indicator, Multiple Causes” (MIMIC) model. This
model structure uses separate latent intercept and slope factors for each decision allowing
each decision to be considered separately with different trajectories and different predictors.
Figure 7.7 shows an example of a simple MIMIC model with two decisions where the E
elements are related to the emission standard and the V elements are related to the vehicle
classes. In this model, the interdependence between the decisions are incorporated by
the covariance (double-headed arrow) between the intercept factors (E and V ) and the
predictors (single-headed arrows) between the intercept factors and the slope factors of the
other decisions (V to E and E to V ). The time-invariant predictor in this model (x1) is
regressed on each of the intercept and slope factors separately allowing for different effects
on the different decisions.
Estimation of the MIMIC structure is straightforward using the same procedures used for
the standard (single process) latent curve model with all decisions being estimated
simultaneously. Interpretation of the results is similar to that of the standard latent curve
model with the exception that changes in one decision may affect the other decision’s
intercept or slope factors. As such, the means of the intercept and slope factors must be
interpreted with the covariances between the different decisions in mind. This structure can
be modified further such that decisions can be specified as directly related to only some of
the other decisions.
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Figure 7.7: Vehicle class model with parallel processes
7.6.3 Multiple indicator models
In contrast to multiple process models, multiple indicator models are models where each
decision (or process) is described by more than one dependent variable (an “indicator”)
that together identify a single construct. This means that the dependent variables describe
different aspects of the same construct (i.e., decision). For instance, using the number of
vehicles chosen of only one vehicle class is insufficient to adequately describe the fleet mix
since a fleet can include vehicles of several different classes. It must be emphasised that the
multiple indicator model makes the implicit assumption that only a single decision is made.
The flexibility of SEM means that many structures have been proposed for multiple
indicator models. One of the most widely used multiple indicator models (Figure 7.8) uses a
hierarchical structure where rather than use the observed variables directly as the
dependent variables, latent factors (1 to 5) are defined for each time period with each
latent factor being defined as the sum of the individual (observed) components. The latent
factors  and  then influence the time-dependent latent factors that in turn influence the
dependent variables themselves. Time-invariant predictors influence  and  as with the
univariate models while time-varying predictors can be used for both the latent factors or
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the individual dependent variables. The primary benefit of this model form is that  and 
can be interpreted as showing a trajectory for the decision as a whole rather than for its
individual components. It also facilitates a comparison of how each component contributes
to describing the decision (e.g., fleet mix) relative to each other. However, this makes
interpretation of the overall model results more challenging because the intercept and slope
factors are no longer related directly to the dependent variables but are instead related to
the latent factors describing the decision.
.
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Figure 7.8: Vehicle class model with multiple indicators
An alternative structure for multiple indicator models, generally referred to as an “indicator-
specific growth model” (Geiser et al., 2013) and shown in Figure 7.9, uses separate latent
intercept and slope factors as in the parallel processes structure in Figure 7.7. However,
in contrast to the parallel processes structure, a second set of latent factors (equivalent to
the  factors in Figure 7.8) are added for each time period and covariances are estimated
between the intercept and slope factors rather than regressions. The  factors are used to
measure the common construct measured by the multiple indicators (such as the vehicle
classes or times of day) allowing the intercept and slope factors to measure the levels of the
indicators. This allows the latent intercept and slope factors to be estimated specifically for
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each indicator meaning that the slope factors of each indicator can be of different signs. A
primary benefit of this is that in cases where an increase in one indicator is likely offset by
a decrease in another, the slope factors can be interpreted as in the standard model rather
than as a reference to the other indicator as is required with the more widely used structure
for multiple indicator models. This model is estimated by fixing the factor score for one of the
indicators for the  variables to one, allowing the others to be freely estimated by constraining
the estimates to be equal across time periods. The time scores are then estimated for each
indicator separately meaning that the model can be used to identify if the trajectories of the
indicators differ. This is particularly useful when there may be a gradual switching between
three or more indicators (e.g., vehicle classes).
.
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Figure 7.9: Indicator-specific growth model
Time-invariant predictors can then be added to the model for either one or several of the
latent intercept and slope factors with different factor scores for each. Similarly, time-varying
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predictors can be added for one or more of the dependent variables. The time-invariant
and time-varying predictors can then be interpreted just as in the standard model since the
regressions are specific to each dependent variable.
Although both these model structures can be used, the standard multiple indicator model is
generally used when the construct described by the indicators can conceivably be measured
by a single (albeit latent) value. In contrast, the indicator-specific multiple indicator model is
more appropriate when the construct involves multiple related concepts that are not additive.
However, both model structures can be used in combination with the multiple process model
structure for models where there are multiple constructs of which one (or more) have multiple
indicators.
7.7 SUB-MODEL 3: VEHICLE CLASS AND STANDARD
This model is intended to explore what influences the choice of vehicle class and standard
over time, particularly in response to the policies of which one (the LEZ) is designed to
reduce the number of pre-Euro III vehicles being used. The can be specified using several
different structures with different variable definitions. Broadly, there are three ways to
approach the modelling of these choices. First, the choice of vehicle classes and choice of
vehicle standards can be modelled independently as entirely separate decisions. Second,
the choice of vehicle classes and vehicle standards can be modelled together in a single
model as a single decision. Third, they can be modelled in a single model as two separate,
but related decisions either in parallel or in sequence.
Modelling these decisions independently has the advantage of making the changes to
these decisions over time easier to understand. It also benefits from the reduced
complexity of the model both in terms of computation and interpretation. However,
modelling them as independent decisions imposes the implicit assumption that the changes
to vehicle class and emissions standard are occurring (largely) independently. Although it
can be argued that these decisions have inherently different foci in that the choice of
vehicle class may be driven primarily by the requirements for the deliveries and the choice
of emissions standards may be driven primarily by less operationally constrained indicators
(e.g., “greening the supply chain”, “cost efficiencies”, etc.), it is difficult to argue that these
decisions are entirely independent. Given the likelihood of some interdependence between
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these decisions, modelling them separately would mean that the estimates of one decision
would need to be interpreted as the changes over time given constant levels for the other
decision. This may be considered appropriate (or even desirable) in the context of some
studies, but for the present study where the additional cost imposed by the LEZ policy is
related to both the vehicle class and the emissions standard, it would present a challenge
for how to interpret the overall responses to the policy.
Modelling the choice of vehicle class and emissions standard as a single decision in the
same model appears logically more consistent with the assumption that the decisions are
related. However, modelling the decisions as a single decision imposes the assumption that
the decision maker is making the choice between vehicles of different class and standards
combinations (e.g., between a Euro-3 LCV or pre Euro-III rigid vehicle). This assumption
is potentially problematic because a decision maker may have a preference for one vehicle
class over another but be indifferent regarding the emissions standard. Were this to be
the case, a model where the decisions of vehicle class and standard are assumed to be
the same decision would then potentially over-estimate the importance of the emissions
standard.
The third approach provides a compromise between the assumptions of independence in
the first (separate models) approach and that of equality in the second (single model)
approach. By incorporating both decisions as separate decisions within the same model,
the interdependence between the two decisions can be accounted for without masking the
importance of one decision or the other. Although it is possible to define the model such
that the decisions of vehicle classes and emissions standard are considered in parallel, it
may be more reasonable to define the model such that the decisions are made sequentially
for each time period. Were this to be the case, the choice of vehicle class would influence
the choice of emissions standard for that time period. There would then be two growth
curves (either with their own latent factors for intercept and slope) with the vehicle class
growth curve influencing the emissions standard growth curves. This third approach is
considered most logically consistent with the decision making process employed by freight
transport firms where operational requirements dictating (or excluding) specific vehicle
classes override the potential considerations for use of lower emission vehicles.
Nonetheless, evidence from London’s LEZ suggest that some shift between vehicle classes
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may occur should the incentive of using lower emission vehicles due to the LEZ outweigh
the additional costs incurred by using what, absent the policy, would be considered
sub-optimal (Ellison et al., 2013a). For this reason, the model used must allow for the
effects of policy elements that may be dependent on a combination of the two decisions
whilst maintaining the decision path in which the constraints affecting vehicle class choice
affect both decisions.
To accommodate these requirements, the most appropriate (overall) model structure for
this model is the multiple process model discussed in Section 7.6.2. This structure allows
the interdependence of the two decisions in the model (i.e., vehicle class and vehicle
standard) to be incorporated without treating them as a single decision. This also facilitates
the interpretation of the model results by removing the conflation between the two decisions
that would occur if they were treated as a single decision as in the standard multiple
indicator model structure.
7.7.1 Vehicle emissions standard models
The first step in developing this model is to identify the most likely model structure for each
of the decisions in isolation. Starting with the emissions standard, the dependent variable
can be defined as either the absolute number of vehicles of each type or a proportion of the
vehicles chosen with emissions standard before Euro-3 (for LCVs) and Euro-III (other
classes). Using the proportion means that the emissions standard can be compared more
easily across alternatives with different numbers of each class. This facilitates the
comparison both between individuals and over time and for this reason is the preferred
choice as the dependent variable.
The unconditional model for the emissions standard has reasonably good fit with an
insignificant 2 p-value (0.300), high CFI (0.989) and TLI (0.988) values, and reasonably
low SRMR (0.085) and RMSEA (0.054) values. The grouped model has slightly worse fit
but also has a significant 2 p-value and reasonable CFI and TLI values although with a
somewhat higher SRMR value. The unconditional models of choice of emissions standard
has two primary (if preliminary) results (Table 7.10). First, the values of  are only
significant for the fourth time period, after the introduction of the policy with the fifth time
period fixed to four. The value of 4 (3.495) suggests that although respondents do not
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appear to change their choice of emissions standard for their vehicle fleet until after the
policy takes effect, the vast majority of the changes occur during the fourth time period. The
second, related, result is that the mean decrease in the proportion of vehicles chosen not
meeting the Euro-3/Euro-III emissions standard is fairly small amounting to approximately
six percent over the five time periods for the non-grouped model and 10 for respondents
shown the LEZ with no statistically significant change for the congestion charge.
Table 7.10: Parameter estimates of unconditional model of emissions standards
No Groups Grouped Model
Both Congestion LEZ
Est. Z-val. Est. Z-val. Est. Z-val.
Time scores ()
1 0.000 0.000 0.000
2 0.000 0.000 0.000
3 0.000 0.000 0.000
4 3.495 2.385 2.859 2.289 2.859 2.289
5 4.000 4.000 4.000
Intercepts
 0.511 3.936 0.561 13.739 0.438 14.049
 -0.015 -2.009 -0.009 -0.927 -0.026 -2.378
Variances
  0.042 4.657 0.053 3.624 0.018 2.415
  0.002 1.969 0.002 1.811 0.002 1.415
  -0.002 -1.098 -0.003 -1.305 -0.001 -0.296
 y1 0.029 4.440 0.032 3.456 0.023 2.645
 y2 0.021 4.071 0.023 3.160 0.019 2.505
 y3 0.016 3.561 0.015 2.566 0.019 2.330
 y4 0.022 2.256 0.022 2.239 0.034 2.735
 y5 0.019 1.539 0.016 1.069 0.006 0.306
These results suggest that, ignoring the effects of changes to the vehicle classes, there is a
small but significant effect in terms of reducing the use of more polluting vehicles through
the use of an LEZ but not the congestion charge. Since the congestion charge did not
include exemptions for vehicles meeting the Euro-3/Euro-III emissions standards this
appears reasonable. Furthermore, although this is smaller than the absolute decreases
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seen from London’s LEZ (Ellison et al., 2013a) some of the decrease in London was due to
natural fleet turnover, an effect that was not captured by the survey tool. One difference
between the experience in London and these results are that in London there was some
increased switch to newer vehicles immediately preceding the introduction of the LEZ, a
result that does not appear to be replicated by this model. However, a model that includes
time-varying predictors may show that future costs (or other forecasts) are significant
predictors of the choice of emissions standard in earlier time periods as was the case with
the number of routes model (Section 7.5).
The full time-invariant model shows that the only significant time-invariant predictor appears
to be the policy shown to respondents with the LEZ reducing the proportion of pre Euro III
vehicles by an average of approximately 3.5 percentage points per six-month period (Table
7.11). The estimate of  being insignificant further supports the result of the grouped model
that the congestion charge had no effect on the emissions standard of vehicles chosen by
respondents. The reduced model confirms that the only significant time-invariant predictor
is the policy although the estimate is slightly smaller than the full model with a reduction of
about three percentage points. This model also supports the results of the unconditional
model that the majority of the switching in emissions standard occurs after the policy comes
into effect.
The results of the time-varying models (Table E.1 on page 277) suggest that the primary
predictors of the choice of emissions standard are the labour costs and time savings from the
congestion charge as well as emissions. These results are surprising because neither labour
costs nor time savings (from any source) should have been affected by the introduction of
the LEZ. Furthermore, although these attributes would have been affected by the congestion
charge, the time-invariant models indicate that the congestion charge had no effect on the
choice of emissions standard. One possible explanation is that the switch to newer vehicles
was made in conjunction with one of the other decisions that together resulted in efficiency
gains and a reduction in travel time. However, these results should be treated with caution
since the goodness of fit of both time-varying models is substantially worse than for the time-
invariant models with both time-varying models have a significant 2 p-value and very low
CFI and TLI values (Table 7.12 on page 170) and a result these estimates should be taken
with caution.
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Table 7.11: Parameter estimates of full time-invariant model of emissions standards
Full model Reduced model
Est. Z-val. Est. Z-val.
Time scores ()
1 0.000 0.000
2 -0.102 -4.154 0.000
3 -0.497 -4.513 0.000
4 2.026 5.053 2.537 2.312
5 4.000 4.000
Intercepts
 0.391 5.119 0.510 3.936
 -0.006 -0.283 -0.003 -0.313
Time-invariant predictors
Intercept predictors
Policy 0.000 0.000
Delivery Type -0.047 -1.450
Number of Euro III+ Rigid vehicles -0.001 -0.870
NSW dummy -0.060 -1.098
Self Administered dummy 0.048 0.841
Number of Drivers 0.000 1.131
Industry Experience (yrs) 0.004 1.745
Slope predictors
Policy -0.034 -2.542 -0.030 -2.000
Delivery Type 0.010 1.243
Number of Euro III+ Rigid vehicles 0.000 0.133
NSW dummy 0.001 0.056
Self Administered dummy -0.008 -0.556
Number of Drivers 0.000 0.068
Industry Experience (yrs) 0.001 1.034
Variances
  0.036 4.665 0.042 4.641
  0.002 3.238 0.002 2.018
  -0.002 -1.384 -0.003 -1.400
 y1 0.029 4.642 0.029 4.449
 y2 0.021 4.248 0.021 4.086
 y3 0.014 3.060 0.016 3.514
 y4 0.031 4.785 0.028 3.382
 y5 0.000 0.000 0.008 0.465
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Table 7.12: Measures of fit for conditional models of emissions standards
Time-Invariant Time-Varying Both
Full Reduced Full Reduced Reduced
2 p-value 0.086 0.160 0.000 0.000 0.000
SRMR 0.078 0.119 0.087 0.181 0.139
RMSEA 0.078 0.078 0.157 0.147 0.127
CFI 0.936 0.970 0.624 0.784 0.834
TLI 0.900 0.965 0.519 0.734 0.795
AIC 2261.816 -8.636 5890.469 2386.179 2244.872
BIC 2317.122 16.890 5990.444 2441.485 2302.305
The emissions model incorporating both time-invariant and time-varying predictors has
slightly better fit than the time-varying models but still has a significant 2 p-value and low
values for CFI and TLI as well as RMSEA (Table 7.12). As in the time-varying models, the
results of this model also suggest that efficiency gains from a related decision may have
resulted in a reduction in travel time and labour costs for firms that also switched to newer
vehicles (Table E.2 on page 279). The positive estimate of the effect of the policy on the
latent slope factor is to counteract the relatively greater effect of the emissions produced in
each alternative and should not be interpreted to mean that the LEZ resulted in an increase
in the proportion of pre Euro III vehicles. Taken together, the results of these models
suggest that the LEZ did have a reasonably large effect on the choice of emissions
standards for the vehicles compared to the congestion charge but that this switch occurred
primarily after the LEZ came into effect after the third time period. Furthermore, they
suggest that firms that did switch to newer vehicles also made other decisions that resulted
in reduced travel times.
7.7.2 Vehicle class models
The vehicle class model is somewhat more complex than the emissions standards model
since rather than having only two possible options, there is a choice of three different vehicle
classes, LCVs, rigid vehicles, and articulated vehicles. As such, the dependent variable
can be defined as a set of three variables with each variable being either the number of
vehicles of that class or, alternatively, their proportion in the vehicle fleet. Alternatively, they
can be defined as a set of binary variables indicating if the vehicle class was used in the
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selected alternative, or as a single categorical variable with potential values for each of the
eight possible combinations of binary indicators. This has the benefit of being relatively easy
to implement and straightforward to interpret the results. Since the use of binary indicators
would not allow for an analysis of the switching between vehicle classes when at least one
vehicle is chosen from more than one vehicle class, this is not ideal for this model. In
contrast, using the number of vehicles of each class in the fleet, or more specifically, the
number of routes using vehicles of each class, is consistent with the dependent variable in
the number of routes model and allows for analysis of the switching between vehicle classes.
For this reason, the number of vehicles in each class as a set of three variables will be used
as the dependent variables for vehicle class in this model.
Although the number of vehicles of each class is seemingly similar to the number of routes,
there are some key differences between the distributions of the two variables that mean the
number of vehicles of each class can not be treated as a continuous variable. First, the
distribution of observations for each vehicle class can not reasonably be approximated to a
normal distribution since they are skewed to the left (towards zero). Second, the number of
vehicles is left-censored at zero with 16 percent of observations having no LCVs,
11 percent have no rigid vehicles and 90 percent having no articulated vehicles. This
compares to the distribution of number of routes, that although left censored at two (the
minimum number of routes in the alternatives shown to respondents) can be approximated
to a normal distribution. In addition, having an estimate of a negative number of vehicles
would be nonsensical and is much more likely when the variable is left-censored at zero
than at two. This means that treating the number of vehicles in each class as continuous
would significantly bias the estimates and standard errors. The solution is to treat these
variables as ordinal variables where the number of vehicles is equal to the ordinal value.
However, because there are relatively few observations with higher values, using ordinal
variables in this may result in some problems with model estimation. To overcome this
problem, the higher values (possibly those with three or more vehicles) can be grouped into
a single category whilst maintaining the use of ordinal variables. Grouping of higher values
would not violate the assumptions of the ordinal estimation because although the actual
values for the observation in this group would in some cases by higher than three, they
would still be more than two and the estimation procedure used for ordinal variables does
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not assume that the observed values in the same category are the same, nor that the
difference between each pair of ordinal numbers are equal. The use of ordinal variables
with the upper range grouped would also retain the benefits of the binary indicators whilst
still allowing (almost all of) the switching between vehicle classes to be incorporated into
the model. This has the added benefit of reducing the effects of outliers on the model.
The value to set as the highest category into which any higher values would be included will
differ depending on the vehicle class. The much larger proportion of observations where no
articulated vehicles were chosen means that any value greater than one would have very
few observations for the number of articulated vehicles (essentially collapsing to a binary
variable). In contrast, the value at which it makes sense to group the number of rigid vehicles
is likely somewhat higher. The approach chosen to decide on this value is to use a maximum
value of 1.5 standard deviations above the mean rounded to the nearest integer. This results
in a maximum value of three for LCVs, three for rigid vehicles and one for articulated vehicles.
Since there is more than one dependent variable for vehicle class, there are several
possible model structures that can be used. These are the multiple process model
structure (discussed in Section 7.6.2 above) that is used for the overall structure of this
model incorporating both the vehicle classes and vehicle standards, the standard multiple
indicator structure and the indicator-specific structure (both discussed in Section
7.6.3 above).
It is important to emphasise that these model structures have distinctly different
interpretations. The first model structure is a model with multiple processes meaning that
each of the decisions (how many LCVs to use, how many rigid vehicles to use, etc.) are
considered separate, albeit related, processes. As such, they can have entirely different
trajectories. The second model structure is a single growth model with multiple indicators
and the observed variables of how many (or what proportion) of each vehicle class were
used, are indicators of the value of the latent fleet mix variable. This implies that the choice
of fleet mix is a single construct for which one decision is made at each observation and
that the observed variables describe and that the change is associated primarily with the
latent fleet mix variable rather than the underlying vehicle classes. The third model
structure incorporates elements of both of the two previous structures by using both
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individual latent intercept and slope variables for each vehicle class as well as a second set
of latent variables to capture the time-specific structure and variances. This structure has
the distinct advantage of allowing different trajectories for the different vehicle classes whilst
ensuring that the choice of vehicle classes is modelled as a single decision.
Choosing the appropriate structure requires a decision on if fleet mix, as defined by
potentially changing values for each of the observed values, is a single construct and
decision or alternatively, if it is not a single construct, that the choice of different vehicle
classes are instead parallel decisions. If the former, then one of the multiple indicator
structures should be used and if the latter then the multiple processes structure should be
used. Although the multiple processes structure has the intrinsic benefit of being somewhat
easier to interpret the coefficients and growth factors, its implication that the decision of
how many of each class of vehicles to use is made using separate decisions is not
(particularly given the constraints of this survey) considered to be realistic. On the other
hand, since one of the most likely responses is for respondents to switch between vehicle
classes, it is not reasonable to assume that the trajectories are related to fleet mix rather
than the individual classes. For this reason, the appropriate structure appears to be the
indicator-specific multiple indicators structure.
Although the choices of vehicle class and emissions standard are interrelated, the complexity
of a multiple indicator model means that it is reasonable to construct a model for vehicle
class only. Once there is a satisfactory model for the vehicle class component of the model,
this can be combined with the vehicle standard model discussed above for estimation in a
simultaneously estimated model incorporating choices of both vehicle class and standard.
The results of an unconditional model using the indicator-specific structure suggest that,
although the estimates of  are not significant, as time progresses there is a switch from
articulated to rigid vehicles (Table 7.13 on the following page). One somewhat surprising
result of this unconditional model is that the estimates of  for the vehicle classes suggest
that there are substantial changes in the choice of vehicle class immediately once the
policies are announced with further changes for LCVs and rigid vehicles once they come
into effect. However, the results of  ,  and  should be interpreted with caution
because with no time-invariant predictors, they represent the means of the choices
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between the firms delivering pallets and other large deliveries and those primarily delivering
small parcels (e.g., couriers). Since these firms are likely to have very different
requirements regarding vehicle class, the means provide only a very broad indication of the
general trajectories across the sample and as a result may be a result of contradicting
trajectories between these types of firms. This may also explain the insignificance of the
estimates of  .
Table 7.13: Unconditional vehicle class factor scores, thresholds and scales
LCV Rigid Articulated
Est. Z-val. Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000 0.000
2 4.737 3.347 2.362 2.425 3.890 4.042
3 6.554 3.270 3.102 4.120 3.928 4.084
4 5.766 3.464 4.129 4.108 4.363
5 4.000 4.000 4.000
Intercepts
 0.124 1.059 -0.279 -2.364 0.151 1.188
 -0.047 -1.023 0.104 1.664 -0.078 -0.894
Covariances
Intercepts on Intercepts
LCV -0.201 -2.002 -0.078 -0.490
Rigid -0.201 -2.002 -0.534 -5.455
Articulated -0.078 -0.490 -0.534 -5.455
Intercepts on Slopes
LCV 0.025 0.570
Rigid -0.077 -1.025
Articulated -3.123 -3.619
Slopes on Slopes
LCV -0.015 -1.719 0.004 0.608
Rigid -0.015 -1.719 0.000 0.038
Articulated 0.004 0.608 0.000 0.038
Thresholds
Threshold 1 -1.216 -7.504 -1.070 -9.631 1.171 9.219
Threshold 2 0.094 1.076 -0.528 -8.100
Threshold 3 1.349 8.866 0.431 4.093
Scales
Period 1 1.000 1.000 1.000
Period 2 0.852 7.655 1.273 8.171 0.992 7.028
Period 3 0.788 6.784 1.301 7.566 1.053 7.254
Period 4 0.830 7.203 1.076 6.878 0.975 6.119
Period 5 0.885 7.266 0.912 6.423 0.996 7.257
174
7.7.2.1 Conditional time-invariant models
Estimating the conditional vehicle class model with time-invariant predictors presents a
challenge because firms focused on small deliveries never choose alternatives with
articulated vehicles. The inclusion of the type of firm as a time-invariant predictor means
that there are combinations of delivery type and number of articulated vehicles with no
observations (Table 7.14). This results in a computationally singular model that can not be
estimated. Several approaches can be used to address this issue. One option is to
randomly alter some observations for firms making package deliveries such that their
observations show some articulated vehicles with no other changes made to the attributes
of the chosen alternatives. This would allow the model to be estimated and the estimates of
the effect of delivery type on  would then be ignored for firms delivering small packages.
However, it is not known what effect this would have on the estimates of the other
predictors or on  . Another option is to remove articulated vehicles from the model and
then use the estimates of  from the unconditional model coupled with the predicted
values for the number of routes model to determine the number of articulated vehicles in
each fleet. Although neither of these options is ideal, the second option would provide a
more reliable estimate of the effect on the number of LCVs and articulated vehicles.
Table 7.14: Contingency table of delivery type and articulated vehicles
Articulated Vehicles
0 1
Delivery Type Pallets 199 31Packages 80 0
Estimation of the full time-invariant model (Table E.3 on page 281) using only LCV and rigid
vehicles confirms that (as in the toll road use and number of routes models) there appears
to be no significant effect from the method of completing the survey nor the location. As
expected, the model does show that the type of deliveries made by the firm has a significant
effect on their initial choice of vehicles, specifically the choice of the number of LCVs. It also
shows that the initial number of LCVs chosen to be in the fleet is higher for firms delivering
packages than for those focused on delivering pallets. Interestingly, the delivery type does
not appear to have a significant effect on the initial number of rigid vehicles nor in how they
adapt to the policies. Furthermore, although the estimates of  continue to be insignificant
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and none of the predictors on  were significant, the estimates of  still indicate that what
changes do occur, happen immediately after the announcement of the policies.
The reduced time-invariant model’s results are largely consistent with those of the full
model although with somewhat higher estimates of the effect of the type of deliveries on the
number of LCVs chosen (Table 7.15 on the facing page). The estimates of  in the
reduced model are even closer to the fixed value for the fifth time period (5 = 4) than in
the full model further indicating that the changes to vehicle class occur primarily
immediately after the policies are announced. However, it should be noted that the
estimates of  in this model are also insignificant suggesting that any changes to vehicle
class are relatively minor. Although somewhat counter-intuitively, the small but immediate
changes to vehicle class compared to the later (more substantial) changes to the choice in
emissions standard are reasonably consistent with the experience with London’s LEZ in
which the vast majority of the change occurred with switching between vehicle standards
rather than vehicle classes (Ellison et al., 2013a). It is also of interest that there appears to
be no significant difference between the congestion charge and the LEZ in terms of their
effects on vehicle class.
7.7.2.2 Conditional time-varying models
The full time-varying model suggests that there are few significant time-varying predictors
with only time savings from toll roads being significant in the initial time period for both LCVs
and rigid vehicles (Table E.4 on page 282). The estimates of  are largely consistent with
those from the time-invariant models as well as the (insignificant) estimates of  . One
substantial difference between the time-invariant and time-varying models are the estimates
of the scale variables that in the full time-varying model increase substantially to over three.
The estimates of the scale variables of the rigid vehicles in the time-varying models further
support there being a shift in the choice of rigid vehicles as suggested by the estimates of
 despite the insignificant estimates of  .
The reduced time-varying model provides a somewhat different picture of what time-varying
predictors are significant (Table 7.16 on page 178). Although time savings from toll roads are
still a significant predictor of the number of LCVs and rigid vehicles in this model, operating
costs emerge as the primary predictor of both LCVs and rigid vehicles with the exception of
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Table 7.15: Reduced time-invariant vehicle class factor scores, thresholds and scales
LCV Rigid
Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000
2 3.700 9.036 3.917 4.057
3 4.157 12.013 4.004 4.087
4 4.316 8.476 4.017 4.079
5 4.000 4.000
Intercepts
 0.176 0.109 -0.105 -0.133
 -0.035 -0.044 0.027 0.068
Time-invariant predictors
Intercept predictors
Policy 0.000 0.000
Delivery Type 0.723 4.768
Covariances
Intercepts on Intercepts
LCV -0.192 -2.055
Rigid -0.192 -2.055
Intercepts on Slopes
LCV -0.337 -0.638
Rigid -1.216 -4.033
Slopes on Slopes
LCV -0.013 -1.672
Rigid -0.013 -1.672
Thresholds
Threshold 1 -1.374 -2.465 -1.175 -3.927
Threshold 2 0.018 0.032 -0.622 -2.325
Threshold 3 1.444 2.425 0.363 1.162
Scales
Period 1 1.000 1.000
Period 2 0.955 5.657 1.182 4.686
Period 3 1.006 5.961 1.361 4.494
Period 4 0.979 5.697 1.129 4.657
Period 5 0.872 6.136 0.953 4.427
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Table 7.16: Reduced time-varying vehicle class factor scores, thresholds and scales
LCV Rigid
Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000
2 2.707 1.235 1.836 1.099
3 1.300 1.097 2.655 2.411
4 0.712 0.583 3.995 3.019
5 4.000 4.000
Intercepts
 -0.620 -0.565 -1.579 -0.827
 -0.470 -1.139 1.082 0.350
Time-varying predictors
Period 1
Operating Costs ($,000s) 0.413 2.933 -0.353 -2.657
Time savings from tolls -0.122 -2.951 0.135 2.693
Period 2
Operating Costs ($,000s) 0.355 1.677 -0.294 -2.373
Period 3
Operating Costs ($,000s) 0.400 1.913 -0.221 -1.974
Period 4
Operating Costs ($,000s) -0.160 -2.008
Period 5
Labour Costs ($,000s) -0.704 -3.749
Operating Costs ($,000s) -0.151 -1.788
Covariances
Intercepts on Intercepts
LCV -0.157 -2.905
Rigid -0.157 -2.905
Intercepts on Slopes
LCV 0.106 2.897
Rigid -0.067 -1.059
Slopes on Slopes
LCV -0.008 -0.940
Rigid -0.008 -0.940
Thresholds
Threshold 1 -0.821 -1.551 -0.589 -0.955
Threshold 2 0.383 1.043 -0.041 -0.064
Threshold 3 1.647 3.414 0.835 1.250
Scales
Period 1 1.000 1.000
Period 2 0.990 2.218 1.480 12.790
Period 3 1.537 3.041 1.809
Period 4 1.638 2.913 1.654 6.585
Period 5 0.673 28.350 1.210 7.064
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the final time period for LCVs in which the significant time-varying predictor is labour costs
rather than operating costs. Furthermore, the estimates of the scale variables in this model
are much closer to those in the reduced time-invariant model than the full time-varying model
although the estimates of  show a gradual increase over time for rigid vehicles.
This model has several important results. First, the effects of operating costs on y is positive
for LCVs but negative for rigid vehicles. Furthermore, for the only time period in which labour
costs were found to be a significant predictor of the number of LCVs, the estimate was also
negative. This suggests that operating costs, that includes not only the fuel, maintenance
and capital costs of the vehicles but also toll charges and additional charges (if any) for
the policies, heavily influences the choice of vehicle classes. Specifically, it is an indication
that firms that are particularly concerned about operating costs are more likely to use LCVs
than those focused on other service attributes. In contrast, firms for which higher costs
may not be considered an impediment to making a specific choice of vehicle class in the
presence of other desirable attributes appear more likely to choose more rigid vehicles. This
may be related to the likelihood of higher costs being able to be passed onto customers as
well as other differences between firms focused on larger deliveries and those focused on
package deliveries. It must be emphasised that the scenarios and alternatives developed
for the survey were designed such that no vehicle class was always the cheaper (or more
expensive) choice with the cheapest vehicle class being determined by a combination of the
other decisions and the specific routes used for each alternative.
The second result of interest is that the estimates of operating costs on the choice of vehicle
class remains reasonably consistent for the first three periods before becoming insignificant
for LCVs but increases gradually (approaching zero) over time, including as the policies
come into effect, for rigid vehicles. Despite the (potential) increase in costs from the policies
only applying to the fourth and fifth time periods, the difference in the estimates between the
third and fourth time periods are no larger than for between the first and second, and second
and third time periods. This suggests that there is a gradual adaptation process taking place
in terms of the choice of rigid vehicles but that this adaptation process takes the costs in the
current time period as a reference rather than the (provided) forecasted costs.
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7.7.2.3 Full conditional model
The full model incorporating both time-invariant and time-varying predictors has similar
results to those of the reduced time-varying and reduced time-invariant models with the
exception that the delivery type is not significant (Table E.5 on page 284). Since the
differences between the different types of firms was limited to the effect on the latent
intercept factor for LCVs, this suggests that the differences between the choices of vehicle
class are largely related to the differences in the operating costs and the benefits of toll
roads as a result of their different requirements rather than any underlying differences in
their choice of vehicle class. Because the only time-invariant predictor is insignificant, the
final model is the reduced time-varying model discussed above (Table 7.16).
A model incorporating both the vehicle classes and the vehicle emissions standards will
show the relationship between these two interdependent decisions. This model is discussed
in detail in the following chapter in which the models are estimated simultaneously.
7.8 SUB-MODEL 4: DEPARTURE TIME
The departure time model is intended to determine if the use of the congestion charge or
low emission zone has an effect on when firms choose to make deliveries as well as how
this decision is influenced by the costs and other attributes of the alternatives. The primary
interest is in how (and if) peak-hour deliveries shift to off-peak times and how this changes
over time. In the context of this survey, the respondents were limited in when they could
make deliveries by the time windows imposed by the scenario and for this reason these time
windows are briefly summarised here.8
For the scenario shown to respondents whose primary business is the delivery of pallets
and other large deliveries, there are three customers of which two are located in the central
business district (the area in which the two policies apply). The time windows for these two
customers is 08:30 to 18:00 and 07:30 to 13:00. The remaining customer has two time
windows in which deliveries must be made, one from 8:00 to 9:30 and the other from 14:00
to 15:30. In the scenario shown to respondents whose primary business is package and
courier deliveries, there are a group of nine customers located in the CBD for which the time
window is 08:30 to 18:00 with the remaining customers having time windows of either 8:00
to 16:00 or 7:30 to 16:00. For reasons discussed in Chapter 5, the LEZ is applied at all
8A full discussion of the time windows and the rest of the scenarios are available in Chapter 5.
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times while the congestion charge is in effect from 07:00 to 18:00 but applies based on the
time the vehicle enters the congestion charge zone. This means the LEZ can not be avoided
simply by changing trip times but there is some flexibility in how firms can respond to the
congestion charge by changing delivery times.
Given the time windows for the customers in the CBD, firms must make at least one trip
into the CBD within the time when the congestion charge is in effect but can avoid the
congestion charge if the vehicle arrives in the zone before 07:00. Furthermore, since the
scenarios assume a reduction in congestion because of the policy, travel times are reduced
compared to the pre-policy time periods and this can reduce both labour and operating costs
(excluding the congestion charge itself) as well as improve reliability if respondents make
decisions that maximise the benefit of reduced travel time. However, it should be noted that
since the earliest time window starts at 07:30, respondents choosing to avoid the congestion
charge by entering the zone before 07:00 will need to wait until the first delivery can be made
(an option allowed for in the generation of alternatives). As such, respondents are able to
avoid paying the congestion charge by switching vehicles to leave the depot before 7:00 or
they can minimise its effect on their costs by limiting the number of different vehicles used
in the congestion charge zone and by selecting an alternative that maximises the benefit of
reduced congestion within the zone.
Similar to the vehicle class model, the potential definition of the dependent variable in this
model can be the absolute number of trips made during each time of day period, the
proportion of trips made during each time of day period, or a binary variable indicating if a
trip was made during each of the time of day periods (based on departure time from the
warehouse). Alternatively, the different time of day periods can be collapsed into a peak
period (07:00-09:00 and 16:00-18:00) and an off-peak period (09:00-16:00 and
18:00-07:00). Although using the individual time of day periods may provide additional
information, the overwhelming majority of routes for all time periods depart the warehouse
in either the morning peak (07:00-09:00) for the peak periods, or the interpeak period
(09:00-16:00) for the off-peak periods (Figure 7.10). This suggests that using just two time
of day periods, one for peak departures and one for off-peak departures may be sufficient
for the purposes of assessing if respondents switch to off-peak departures as a result of the
policies. However, since one of the primary responses of respondents to the congestion
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charge is likely to be a switch to departing before 07:00 to avoid paying the congestion
charge, it is considered more appropriate to retain the distinction between the inter-peak
period and the overnight/early morning off-peak period.
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Figure 7.10: Mean proportion of routes departing during each time of day
Nonetheless, it is useful to use peak and off-peak periods to provide an indication of how
the two policies differ in their effects on peak-period departures. Figure 7.11 shows that
there is a distinct difference in the trajectories of firms shown the congestion charge
compared to the LEZ. Firms shown the LEZ appear to increase the proportion of peak-hour
departures and those shown the congestion charge appear to decrease the proportion of
peak-hour departures. It is of interest that in contrast to the choice of vehicle class and
emissions standard where the majority of the changes occurred during the final two time
periods, respondents appear to have made adjustments to their decisions on departure
time primarily during the second and third time periods. This is an indication that firms may
adapt their operations more quickly in some respects that are (arguably) somewhat easier
to change such as departure time than those that require some additional capital
investment or more wholesale changes to their operations. It should be noted that despite
not being shown the policy until the second time period, firms that would be shown the LEZ
have a base proportion of peak-period departures approximately 10 percentage points
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lower than those shown the congestion charge. These individual differences in the initial
period will be accounted for in the model through the use of individual  (intercept)
estimates. The use of time-varying and time-invariant predictors in the model is likely to
shed additional light on the individual differences shown in the base period as well as how
these initial choices influence their later decisions.
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Figure 7.11: Mean and standard deviation of proportion of routes departing during peak
periods
The choice of what specification to use for the dependent variable(s) is complicated by the
left-censored distribution of the variables related to each time of day resulting in variables
(with the exception of binary variables) that are in some cases skewed to the left. Similar
to the vehicle class variables, there are several methods that can be used to approach this
problem. The simplest option is to collapse the observations into a binary variable where
zero is that no vehicles depart during that time of day and one is that one or more vehicles
depart during that time of day. However, using binary variables would mean that the model
would not provide any information on the magnitude of any switching between times of day,
one of the primary benefits of the LCM model over survival analysis for this application.
Even more problematic is that since two times of day (7:00-9:00 and 9:00-16:00) have at
least one vehicle departing for almost all respondents for all observations, any switching
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of vehicles between these two times of day would be masked by the binary indicators and
result in a model that (likely incorrectly) suggests that no changes occurred over time. The
alternative is to adopt the same approach as was used with the vehicle classes and group the
higher values into a single category. For these reasons, ordinal variables are the preferred
approach.
One alternative approach is to use a growth mixture model (GMM) that would allow the
model to be specified with the dependent variable being defined as a combination of a binary
indicator and a continuous variable (Davidov et al., 2006b). This would mean that a binary
indicator would be used for if the time of day was chosen, and for observations where it was
chosen, how many vehicles departed during that time would be a separate (but correlated)
continuous variable. This approach has a subtly different interpretation of the estimates from
the ordinal model. Whereas in the ordinal model the estimates should be interpreted as a
choice in how many vehicles (including zero) should depart the warehouse during that time
of day, the interpretation of the GMM model estimates is that the continuous variable is the
number of vehicles chosen to depart if that time of day is chosen. This distinction may be
important when the decision of interest is one where the firm may choose to use something
(e.g., vehicle, route) but only under certain circumstances. However, for this model this
distinction is not thought to be important. The use of GMM would also require the use of
another R package (or other statistical software) since Lavaan (Rosseel, 2012) does not yet
support GMM estimation.
7.8.1 Independent time of day models
The use of a multiple indicator model means that it is of use to first model each time of
day individually and to confirm that the estimation of the individual models using ordinal
variables and DWLS converge and provide (seemingly) reasonable results and model fit
before developing the general model. The ordinal variables are defined as the number of
vehicles departing during each time period up to a maximum of 1.5 standard deviations
above the mean. This minimises the number of ordinal categories with a small number of
observations and results in two ordered categories for departures at night, three departures
from 07:00 to 09:00, four departures from 09:00 to 16:00 and two departures from 16:00 to
18:00. Estimation of the individual models reveal that with the exception of the afternoon
peak (16:00-18:00) model that could be substantially improved, all have reasonable model
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fit (Table 7.179). The full model results are shown in Table F.1 in Appendix F. This suggests
that the multiple indicator model should be able to be estimated reasonably well. The scale
factors are all significant and do vary somewhat over time indicating that there is a shift in
the probabilities for all the times of day over time.
Table 7.17: Measures of fit for unconditional independent time of day models
Night A.M. Peak Interpeak P.M. Peak
2 p-value 0.177 0.558 0.947 0.008
RMSEA 0.090 0.000 0.000 0.200
CFI 0.995 1.000 1.000 0.953
TLI 0.992 1.001 1.003 0.883
The multiple indicator model can be implemented using several distinct structures. The most
common structure uses the multiple-indicator model as discussed earlier where the different
time periods are modelled as a single latent variable for each time period. This preserves
the structure of the latent curve model where the latent intercept and slope variables are
related to a single variable (albeit latent in this case), for each time period. The alternative
is to define the latent intercept and slope as a combination of all the variables at all points
in time setting the coefficients for one of the dependent variables (for all time periods) to
zero for the intercept and one for the slope. This second structure, the “reference indicator”
structure, means that the factor scores ( and ) can not be used to assess how the
magnitude of the changes progress over time. Instead, they represent the relative values
compared to the variable with the fixed coefficients. The indicator-specific multiple indicator
model provides a good compromise between the two structures such that  and  can
still be used to look at the changes over time individual for each time of day or for comparing
between different times of day.
7.8.2 Confirmatory factor analysis
Regardless of the multiple indicator structure used, first fitting a confirmatory factor analysis
(CFA) with no predictors on the measurement part of the model (i.e., the model not including
the intercept and slope variables) before adding the structural component and estimating
the full latent curve model can be useful to confirm that the different times of day can be
considered a single construct. Furthermore, the CFA can be used to ensure that all the
9SRMR, AIC and BIC are not available for DWLS.
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necessary covariances are included and that the (assumed) relationship between the time
periods is reasonable. The CFA is estimated by setting the factor scores of one indicator
(in this case the A.M. Peak) to one for all time periods. The factor scores for the remaining
indicators are then estimated relative to these values.
Table 7.18: Measures of fit for time of day CFA model
2 p-value 0.286
RMSEA 0.036
CFI 0.999
TLI 0.999
The fitted model has reasonably good fit and confirms that there are lagged effects
between the different time periods, both in terms of the individual variables and the latent
time variables. However, it excludes the afternoon peak period since when included in the
model the model fit decreases substantially. This is due to the substantially lower
correlation between time periods (as shown by the lower model fit in the afternoon peak
model) that is likely due to respondents overwhelmingly choosing alternatives making use
primarily of the earlier time periods. Further, the results of the CFA show that the relative
contribution of vehicles departing during the interpeak period to the latent "Time of Day
mix" (t) compared to the morning peak increases over time by approximately one third
(Table 7.19). In contrast, the contribution of the night time period varies but overall
decreases substantially over time relative to the morning peak.
Table 7.19: Time of day CFA latent factor scores and thresholds
Night A.M. Peak Interpeak
Est. Z-val. Est. Z-val. Est. Z-val.
Factor Scores
Period 1 1.173 3.307 1.000 NA -1.505 -6.329
Period 2 0.349 2.300 1.000 NA -1.307 -6.057
Period 3 0.730 2.522 1.000 NA -1.349 -5.421
Period 4 0.388 1.730 1.000 NA -1.315 -5.715
Period 5 0.229 1.337 1.000 NA -1.045 -6.135
Thresholds
Threshold 1 0.104 1.407 -0.571 -4.782 -1.356 -5.922
Threshold 2 0.555 4.697 -0.038 -0.319
Threshold 3 0.909 6.010
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The thresholds shown in Table 7.19 can be interpreted by comparing the threshold
estimates to the proportion under the curve of a standard distribution with a mean of zero
and a standard deviation of one where the estimate is along the x-axis. This being the
case, an estimate of zero for the first threshold means there is a probability of 50 percent
that a randomly selected observation (across all time periods) will be in the first ordered
category. When the threshold estimate is not statistically significant, the estimate can be
interpreted as zero. These thresholds are held fixed across the different time periods
meaning that changes in y, if large enough, result in different estimates of y. For instance,
if the estimate of y for the interpeak period were to change from -0.1 in the initial time
period to 0.5 in the final time period then the number of vehicles estimated to be departing
the warehouse from 9:00 to 16:00 would increase (for that specific respondent) from one to
two. If the increase from -0.1 to 1.0 then the change would be from one vehicle to at least
three vehicles departing during that time of day.
7.8.3 Unconditional models
The full latent curve model adds the intercept and slope latent factors to the CFA. Perhaps
surprisingly, the addition of the intercept and slope latent factors substantially reduces the
measures of model fit (Table 7.20, “standard multiple indicator” column). Although the factor
scores for the time of day mix variable, , are all significant, they vary substantially over
time by a much larger amount than in the CFA model. This is likely because unlike in many
multiple indicator latent curve models, the direction of the changes in the observed variables
are not necessarily in the same direction. This means that since the influence of the intercept
and slope on the latent factors is applied equally to the observed variables, the factor scores
are adjusted through the estimation process to ensure the overall levels for the combination
of the observed variables match the sample.
To address this, either the reference indicator structure or the indicator-specific structure
rather than the standard multiple indicator model can be used. The reference indicator
model is estimated by fixing the factor score for one of the indicators for the  (the time
period latent factors) variables to one, allowing the others to be freely estimated by
constraining the estimates to be equal across time periods. The resulting model has
substantially better fit than the standard multiple indicator model high values for CFI and
TLI and an acceptable RMSEA value albeit with a significant 2 p-value (“Reference
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indicator” column in Table 7.20). Adopting the indicator-specific structure further improves
the model fit to the point where it has an insignificant 2 p-value, and even better values for
RMSEA, CFI and TLI. These tests of the multiple indicator model structures show that the
indicator-specific structure is the most appropriate for this model.
Table 7.20: Measures of fit for unconditional multiple indicator time of day models
Standard multiple indicator Reference indicator Indicator-specific
2 p-value 0.000 0.005 0.152
RMSEA 0.273 0.092 0.052
CFI 0.810 0.985 0.994
TLI 0.786 0.976 0.992
Estimation of the unconditional model using the indicator-specific structure has several
interesting results (shown in Table 7.21) regarding the overall effects of the policies tested
on the choice of departure times from the warehouse. First, the covariances between the
intercept and slope factors of the different times of day, show that the covariance between
the intercepts of the time periods are all significant but have different signs. The covariance
is positive between night time and the morning peak but negative between the night time
and interpeak periods, and between the morning peak and interpeak periods. This
suggests that respondents who initially choose to make more trips during the morning peak
combine these with making trips during the night (effectively the early morning) compared
to those who make fewer trips in the morning peak who instead make more trips during the
interpeak period and fewer during the night/early morning. In contrast to the covariances
between the intercept factors, the only significant covariances between each of the
intercept factors and each of the slope factors are the positive covariances between the
morning peak intercept and the slope of the interpeak, and the intercept of the interpeak
and the slope of the morning peak. Interestingly, none of the covariances between the
intercept and slope factors for the same time period are significant. This is an indication
that respondents who initially choose to make more trips during the morning peak
subsequently make more trips in the interpeak period relative to the initial number of trips
made in the interpeak period. Similarly, respondents choosing to make more trips during
the interpeak period choose to make more trips during the morning peak in later time
periods. This relationship is also apparent in the significant and negative covariance
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between the slopes of the morning and interpeak periods. This suggests that there is some
switching between the morning peak and interpeak period that, crucially, seems to be
driven at least somewhat by factors influencing the initial decisions.
Table 7.21: Unconditional time of day factor scores, thresholds and scales
Night A.M. Peak Interpeak
Est. Z-val. Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000 0.000
2 0.000 0.000 0.000
3 0.000 0.000 0.000
4 2.641 2.699 2.937 7.183 2.875 7.918
5 4.000 4.000 4.000
Intercepts
 -0.079 -1.257 0.092 1.505 -0.036 -0.424
 0.027 0.513 -0.032 -1.275 -0.009 -0.306
Covariances
Intercepts on Intercepts
Night 0.228 2.573 -0.491 -5.544
A.M. Peak 0.228 2.573 -0.600 -7.033
Interpeak -0.491 -5.544 -0.600 -7.033
Intercepts on Slopes
Night -0.041 -0.343 -0.035 -1.350 0.087 3.174
A.M. Peak -0.067 -1.739 -0.002 -0.094 0.087 3.893
Interpeak 0.098 2.232 0.058 2.478 -0.028 -1.061
Slopes on Slopes
Night 0.022 1.293 -0.060 -1.472
A.M. Peak 0.022 1.293 -0.044 -3.752
Interpeak -0.060 -1.472 -0.044 -3.752
Thresholds
Threshold 1 0.160 2.552 -0.439 -5.291 -1.235 -9.200
Threshold 2 0.623 7.410 -0.034 -0.442
Threshold 3 0.852 8.887
Scales
Period 1 1.000 1.000 1.000
Period 2 1.114 7.739 1.247 8.743 1.152 3.945
Period 3 1.258 7.209 1.346 8.672 1.135 3.947
Period 4 1.084 1.515 1.343 7.600 1.243 11.593
Period 5 0.856 1.017 1.350 6.572 0.994 9.465
Despite the apparent influence of the initial decision on the subsequent changes in choice
of departure time, none of the means of the latent intercept and slope factors are significant
in this model. This is likely the result of a possible split in the decisions made by the different
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types of firms and the policies presented to them in the survey that cancel each other out.
This is supported by Figures 7.10 and 7.11 on page 182 that show that although on average
there is only a relatively small change in the proportion of departure times chosen over time,
when split by the policy presented there is a much more substantial change with the direction
of the change depending on the policy group. Similarly, the time scores on the latent slope
factors are only significant for the fourth time period showing that most of the changes occur
in the fourth and fifth time periods, after the policies were put into effect. Although this
appears to contradict Figure 7.11, these estimates are likely the result of the insignificant
(mean) latent slope factors. However, although the latent slope factors are not significant,
the scale variables are significant and show that once y is scaled for subsequent time
periods and mapped to the thresholds, there is an adjustment over time that reflects some
of the changes reflected in Figure 7.11 on page 183. In addition, it must be noted that since
the scale variables map y to the (common) thresholds, these adjustments do not reflect the
differences observed between the two policies. Nonetheless, the threshold estimates of this
model are broadly similar to those in the CFA (Table 7.19) with the exception that the single
threshold for night time departures is significant.
7.8.4 Conditional time-invariant models
A full time-invariant conditional model was run to assess how the overall trajectories were
influenced by several firm and respondent characteristics including the type of deliveries
made, various characteristics of the respondent’s firm and their location and method of
completing the survey. This model shows an improvement in model fit compared to the
unconditional model (Table 7.22) and confirms that neither the location of the respondent
nor the method of completing the survey appear to have any statistically significant effect
on their choice of departure times (Table F.2). However, the type of deliveries made by the
firm does significantly affect the intercepts of the night time, peak and interpeak departures.
However, none of the intercept or slope factors in this model were significant. This means
that the estimated intercepts (of y) for all three time of day periods in the model are based
only on the type of firm. Also of interest is that the only time period for which the estimated
time factor scores for all time of day periods were significant was the fourth time period.
Although this suggests that there were no changes until the fourth time period, the
insignificant slope factors and the lack of any significant predictors of the slope factors is an
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indication that changes over time (if any) were likely to be driven in large part either by the
time-varying attributes not included in this model, or alternatively, by some of the other
decisions (such as vehicle class). This is supported by the (predominantly) significant scale
variables that vary quite substantially in this model. It should also be noted that the time
windows in the scenario did not change and as a result respondents had to adapt to the
policy without additional flexibility from customers.
Table 7.22: Measures of fit for conditional time-invariant time of day models
Unconditional
(indicator-specific) Full time-invariant Reduced time-invariant
2 p-value 0.152 0.377 0.375
RMSEA 0.052 0.023 0.026
CFI 0.994 0.997 0.998
TLI 0.992 0.995 0.997
The reduced time-invariant model has a goodness of fit comparable to the full time-invariant
model with an insignificant 2 p-value, marginally higher CFI, TLI estimates and a
marginally higher RMSEA value (Table 7.22). Consistent with the full model, the only
time-invariant predictor found to be significant was the (effects coded) delivery type variable
for the intercept factors of all three time of day periods in the model (Table 7.23). The
estimations of the time-invariant predictors show that the firms whose primary focus is the
delivery of pallets and other large deliveries (Delivery Type =  1) are less likely to have
more vehicles leaving the warehouse before 7:00 and during the morning peak period
compared to firms focused on package deliveries. In contrast, they are more likely to have
vehicles leave during the interpeak period. The estimates of  and the thresholds for the
interpeak period suggest that in some cases firms making large deliveries would have at
least two more vehicles (under the scenarios presented) leave during the interpeak period
compared to couriers. This result is an indication that firms making large deliveries may be
more sensitive to reliability rather than travel time since these firms are also slightly more
likely to use toll roads (of which one of the primary benefits is improved reliability).
Furthermore, it shows that over time, the changes required in y to move from one category
to the next increases substantially for night-time departures, decreases substantially for
morning-peak departures and increases only slightly for the interpeak period.
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Table 7.23: Reduced time-invariant time of day model factor scores, thresholds and scales
Night A.M. Peak Interpeak
Est. Z-val. Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000 0.000
2 0.000 0.000 0.000
3 0.000 0.000 0.000
4 0.804 1.851 3.323 7.970 3.160 5.795
5 4.000 4.000 4.000
Intercepts
 0.334 2.437 0.782 8.761 0.331 1.875
 -0.415 -0.817 -0.027 -1.345 0.007 0.246
Time-invariant predictors
Intercept predictors
Delivery Type 0.299 2.023 0.219 2.469 -0.493 -3.518
Covariances
Intercepts on Intercepts
Night 0.151 1.725 -0.448 -4.521
A.M. Peak 0.151 1.725 -0.482 -4.723
Interpeak -0.448 -4.521 -0.482 -4.723
Intercepts on Slopes
Night 1.202 2.733 -0.029 -1.200 0.085 2.644
A.M. Peak -0.053 -0.168 -0.002 -0.149 0.061 2.873
Interpeak -0.354 -0.976 0.050 2.830 -0.007 -0.318
Slopes on Slopes
Night 0.139 1.631 -0.458 -3.309
A.M. Peak 0.139 1.631 -0.035 -3.090
Interpeak -0.458 -3.309 -0.035 -3.090
Thresholds
Threshold 1 -0.253 -1.846 -0.733 -6.396 -1.608 -6.764
Threshold 2 0.227 2.621 -0.169 -1.536
Threshold 3 0.782 6.640
Scales
Period 1 1.000 1.000 1.000
Period 2 1.039 6.944 1.414 5.837 1.239 13.568
Period 3 1.284 7.923 1.539 6.006 1.194 12.824
Period 4 0.340 2.231 1.564 5.472 1.169 10.173
Period 5 0.077 10.494 1.598 5.563 0.881 8.172
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7.8.5 Conditional time-varying models
The full time-varying model has very high goodness of fit with an insignificant 2 p-value, a
CFI and TLI of one and an RMSEA value approaching zero. The results of this model show
that the initial choice of time of day (during the base period) is primarily driven by the costs
and time requirements associated with each alternative. However, in subsequent time
periods, the costs of the alternative chosen in that time period are not a significant predictor
in the choice in time of day although the amount of time required remains significant.
Instead, costs in the base period influence the decisions made in subsequent time periods
indirectly through their influence on the initial decision. Similar to the number of routes
model, the decision made in the third time period (just before the introduction of the policy)
is a significant predictor of decisions in the fourth and fifth time periods in addition to the
time required.
7.8.6 Full conditional models
The full model, including both time-invariant and time-varying predictors, has several
interesting results (See Table F.4 on page 291). First, the estimates of both  and  are
significant for all three time of day periods showing that the means of the model, once all
predictors have been taken into account, decrease for both the night and morning peak
periods and increase for the interpeak period. This suggests that the aggregate trajectory
is a decrease in the departures during the morning peak and an increase during the
interpeak period. However, the estimates of the time-invariant and time-varying predictors
show that the estimates of  and  explain only a relatively small proportion of the
change and much of the remaining change is explained by changes to the values of the
attributes. Interestingly, the type of deliveries made by the firm is only a significant predictor
of  and  for the interpeak period but even for the interpeak period the estimate is small.
This suggests that the differences in how firms making different types of deliveries adapt to
the policies is driven primarily by changes in the attributes and other decisions (such as
choice of vehicle class) rather than the actual type of firm. This is supported by the
estimates of the time-varying predictors that show the differences in the values of the
attributes contribute substantially to the value of y.
The final reduced model (Table 7.24) has somewhat lower goodness of fit compared to the
full model although still with an insignificant 2 p-value, reasonably high CFI and TLI values
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as well as an RMSEA value within the acceptable range. The estimates of  show that
there are three distinct trajectories in how the changes to each time of day are made. The
largest initial effect is on morning peak departures with night time departures being
somewhat similar. In contrast, the changes to the interpeak departures appear to be small
until the final time period. Although the estimates of  seem to suggest that the general
trajectory is of an increase in departures during the morning peak and a decrease in
departures during the interpeak period, care must be taken when interpreting the results.
The small values for  for the interpeak period in the first to fourth time periods of the
interpeak period coupled with the significance of the decisions made during the fourth time
period on the decisions of the morning peak and interpeak departures from the warehouse
means that the predictor of interest is the effect of total costs on the morning and interpeak
departures during the fourth time period (immediately after the introduction of the policy).
The estimate of this predictor shows that for firms with higher costs, the number of
morning-peak departures decreases and of interpeak departures increases. Nonetheless,
the differences in the estimates of  suggest that respondents made gradual changes to
the departure times focusing first on departures potentially most affected by the policies
before making further changes to the remaining time periods.
The reduced model has similar results to the full model in terms of significant predictors with
travel time remaining a key predictor of night time departures, costs for the morning peak,
and the number of rigid vehicles in the afternoon peak. Similarly, respondents’ decisions on
the number of morning peak departures from the warehouse during the initial period continue
to be significant predictors of the number of departures during the second and third periods.
Of interest is that total costs is a significant predictor for the number of departures in the
morning peak and interpeak periods during the fourth time period and that their estimates
have opposite signs. This is an indication that higher costs as a result of the policy results
in a switch from departures during the morning peak to the interpeak period. Since both the
congestion charge and the LEZ applied equally to both these time periods, this suggests that
the additional costs imposed by both policies appear to have resulted in respondents making
decisions that reduced their costs elsewhere (for instance by switching vehicle class) and this
in turn resulted in a switch to primarily off-peak departures. The absence of the policy being
a significant predictor of the latent slope factor suggests that the additional costs imposed
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Table 7.24: Final reduced time of day model factor scores, thresholds and scales
Night A.M. Peak Interpeak
Est. Z-val. Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000 0.000
2 1.076 1.197 2.710 12.965 0.011 1.071
3 0.514 1.518 1.043 4.392 0.058 2.772
4 2.876 2.910 4.004 4.495 -0.115 -2.287
5 4.000 4.000 4.000
Intercepts
 -6.395 -7.423 -0.829 -0.766 3.384 4.643
 3.677 3.627 33.542 4.400 -25.625 -4.660
Time-invariant predictors
Intercept predictors
Policy 0.000 0.000 0.000
Delivery Type -0.974 -2.649
Slope predictors
 (A.M. Peak) 0.153 4.314
 (P.M. Peak) -0.599 -4.440 -0.515 -2.042
 (Night) 4.777 7.577
Time-varying predictors
Period 1
ln(Total Time) 5.395 44.758
Total Costs 0.017 0.270
Rigid vehicles as proportion 1.104 1.443
Period 2
7:00-9:00 Departures (t = 1) -0.321 -3.769
9:00-16:00 Departures (t = 1) -0.195 -0.732
Period 3
ln(Total Time) 3.859 4.019
7:00-9:00 Departures (t = 1) -0.737 -4.457
9:00-16:00 Departures (t = 1) 0.044 0.175
Period 4
ln(Total Time) -11.498 -4.120 20.914 4.299
Total Costs -0.649 -2.184 0.669 2.488
9:00-16:00 Departures (t = 3) 1.516 2.348
Period 5
ln(Total Time) 1295.702 6.964 -590.463 -6.320
Night Departures (t = 4) 118.251 5.311
7:00-9:00 Departures (t = 4) 0.723 2.443
tollTTSavings.4 -14.555 -4.289
9:00-16:00 Departures (t = 4) 39.085 4.546
Thresholds
Threshold 1 -1.560 -1.948 -1.050 -1.407 -3.946 -8.170
Threshold 2 0.510 0.770 -1.995 -8.049
Threshold 3 -0.695 -1.984
Scales
Period 1 1.000 1.000 1.000
Period 2 0.657 3.125 0.488 6.194 1.251 3.042
Period 3 1.547 5.637 1.570 12.445 1.081 3.197
Period 4 0.478 4.029 0.377 4.761 0.305 5.015
Period 5 0.003 4.189 0.200 4.709 0.006 4.281
by the policies had similar effects on the choice of time of day despite the differences in
the charges and exemptions associated with the two policies. One final result of interest is
the significance of the (logged) time taken to complete the delivery task in the number of
night time and interpeak departures from the warehouse. Since the primary benefit of early
morning departures from the warehouse is (under the scenarios presented) substantially
reduced travel times and improved reliability before the start of the morning peak period at
7:00, it is reasonable to expect that this would be a primary driver of the choice to make more
early morning trips. This benefit also applies (albeit to a lesser degree) to routes scheduled
for the interpeak period. Furthermore, since early morning departures would by necessity
involve some travel within the morning peak, reducing the amount of time taken would limit
the effects of the additional congestion and lower reliability on the firm’s deliveries.
7.9 DISCUSSION
The models developed in this chapter were intended to determine if, when analysed in
isolation, each of the decisions of freight operators captured by the survey changed during
the different stages of the policies being introduced. The results of these independent
models show that there are both similarities and differences between the decisions in how
they change as the firms adapt to the policies as well as some variations between firms.
One of the most striking similarities between the models is the repeated appearance of the
decisions made during the first and third time periods being used as “anchors” on which
decisions made in the following two time periods are largely based. That this pattern is
repeated (to varying degrees) for all four models suggests that respondents make decisions
based in large part on their knowledge from the previous circumstances with some
adjustments for the changes to the environment since those decisions were made. This is
an important result for two reasons. First, it confirms that there are different stages of the
adaptation process that align with the policy introduction stages and firms do not simply
wait until the policy goes into effect to make operational changes. Second, it shows that
even with substantial changes to the environment in which they operate, firms still rely
heavily on their previous knowledge and decisions. Furthermore, although the influence of
the earlier decisions decrease somewhat over time (as would reasonably be expected), for
several of the decisions, the (common) underlying trajectory is modified by the previous
decisions.
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The differences between the models also provide some insights into how, despite the
known interdependencies between the decisions, respondents adapt to the policies by
changing their decisions in different ways and at different times. With some decisions, such
as the use of toll roads and vehicle class, firms adapt quickly, making much of the changes
to their operations immediately after the policies are first announced with smaller
adjustments being made later. In contrast, other decisions have trajectories that are
consistent with firms waiting until the policy goes into effect (and in some cases after it
goes into effect) until adapting to the changes (such as the number of routes). Similarly, the
predictors of the decisions also differ somewhat between the decisions with some attributes
(such as cost) being more important to some decisions than others. That cost in particular
was not found to be an overriding concern in all the decisions is, although perhaps initially
surprising, explained in part by the results of the open ended questions discussed in
Section 6.4 and the greater flexibility in some of the decisions. The open ended questions
revealed that although cost was found to be the most important attribute to most
respondents, some of the remaining attributes were also important. Since respondents
were required to meet specific delivery requirements, they were required to use vehicles
that could satisfy those requirements given their other decisions. In contrast, the use (or
avoidance) of toll roads, was a decision in which respondents could differentiate their
business (through greater reliability) with relatively few changes to the rest of their
operations but at an additional cost. The results of the toll road model show that cost was a
significant factor in respondent’s decisions, likely reflecting the reality that although toll
roads provide some benefits to the business, they are not (often) essential to completing
the delivery task.
The independent models developed in this chapter also show that the two policies tested
can have a substantial effect on the operational decisions made by freight transport firms
not only after they have been introduced, but in some cases, in anticipation of the policy
being introduced. However, although the policies result in substantial changes to some of
the attributes of the alternatives (cost in particular but also travel time and reliability), in many
decisions, including the number of routes and the choice of vehicle class and time of day,
earlier decisions to some extent counteract the influence of the changes to the attributes
due to the policies. This is particularly significant because the survey used to collect the
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data imposed no constraints on how quickly respondents could change their decisions. This
meant that respondents were (potentially) able to switch from an alternative that used only
articulated vehicles in one period to an alternative that used only LCVs in the next period.
That this immediate switching did not occur suggests that respondents (and by extension
the firms they manage) would, were similar policies to be introduced, be either unwilling or,
possibly due to customer requirements, be unable to completely change how they operate
even over several years. This also further supports the possibility that although firms are
likely to make some changes to their operations due to the policies, an increase in costs
alone would only result in effective change up to a limit and that this limit would likely differ
depending on the circumstances of each individual firm. This means a policy that increases
costs above this limit would likely result in increased costs to customers rather than inducing
complete alternations to the operations of firms in the way a policy would likely be aimed at
achieving.
In the following chapter these independent models are estimated in a simultaneous model
structure to fully account for the interdependence between the decisions.
198
Chapter 8
Analysis and discussion: Simultaneous
models
In this chapter, the models developed in Chapter 8 are merged into a single, simultaneously
estimated, model that in addition to encompassing the individual decisions, also accounts
for the relationships between the decisions. First, the overall model structure of the
simultaneous model is described. This is followed by the estimation of the unconditional
model (i.e., with no predictors other than the other latent variables) and a conditional model
with time-invariant predictors. Lastly, the results of the simultaneous model are discussed
with an emphasis on the interactions between the decisions and a comparison of these
results with those of the independent models.
8.1 SIMULTANEOUS MODEL STRUCTURE
In contrast to the multiple models structure, this model structure estimates all four decisions
simultaneously. This is done by using separate latent variables for each decision but with
covariances between each latent intercept and regressions between each latent slope. In
this way, the individual decisions are modelled as separate decisions but in a manner that
accounts for the relationship between the decisions both initially and over time. Figure
8.1 shows the general structure of the combined model where double headed dashed
arrows represent (estimated) covariances between variables (both latent and observed)
while single headed solid arrows represent regressions or, if from a latent variable to the
decision variable, a factor definition. The rectangles with the dashed borders represent the
components of the model related to each of the decisions. Within these rectangles, the
models are the same as those in the sub-models of the multiple models structure with the
199
key difference being the relationships between the latent variables of the different
decisions. Furthermore, although Figure 8.1 shows the time-invariant and time-varying
variables separately for each of the decisions, the same variable can be used for more than
one decision albeit with different regression coefficients.
Number of Routes Components
Number of routes
Time-invariant 
variables
Time-varying 
variables
Slope
Intercept
Toll Road Components
Use of toll roads
Time-invariant 
variables
Time-varying 
variables
Slope
Intercept
Departure Time Components
Departure Time
Time-invariant 
variables
Time-varying 
variables
Slope
Intercept
Vehicle Class/Standard Components
Vehicle class/standard
Time-invariant 
variables
Time-varying 
variables
Slope
Intercept
Figure 8.1: Combined model structure
Estimation of the model uses the multiple process structure described in Section 7.6.2 on
page 160 to account for the interactions between the sets of latent factors (intercept and
slope) related to each of the different decisions, with one minor modification. Since two of
the decisions (vehicle class and emissions standard, and time of day) have multiple
indicators and use the indicator-specific model structures for the independent models, the
relationship between the indicators and the latent factors of the other decisions need to be
specified. There are two possible approaches to defining these relationships. One option is
to employ a “composite variable”, a variable that is described by the indicators with no
residual (variance = 0), to combine the multiple indicators into a single latent construct for
which covariances and regressions with the other decisions can be specified. However, this
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approach is better suited to models where the changes in the multiple indicators are in the
same direction. Since this is not the case with these decisions (resulting in the use of the
indicator-specific structure in the independent models), a second option is better suited to
this model. This second approach includes the covariances and regressions between the
latent intercept and slope factors of each of the indicators directly to those of the other
decisions but retains the covariances (as opposed to regressions) between the intercept
and slope factors of the other indicators of the same decision. Furthermore, the latent
factors used to account for the interdependence within each time period () in the individual
models are retained in the simultaneous model. This means there are separate latent
factors, , for fleet mix (for the vehicle class indicators), and for the time of day mix. There
are no covariances (or regressions) between the  latent factors and the intercept and
slope factors of any of the decisions. This structure allows the model to retain the same
structure for each decision as those used in the independent decisions but provides a
mechanism through which the interactions between the decisions (on each of the
indicators) can be observed.
8.2 UNCONDITIONAL SIMULTANEOUS MODEL
The unconditional simultaneous model uses the model structure described above, with no
exogenous predictors. The model retains the variable specifications of the independent
models, including the use of ordinal variables for each of the vehicle classes and time of day
periods, with the single exception of transforming the value of toll road use from a percentage
(range of 0% to 100%) to a proportion (range of 0 to 1). This transformation is necessary
because SEM models struggle to converge when the variances of the variables differ by
several orders of magnitude.
In contrast to the unconditional models of the independent models, this unconditional model
includes endogenous predictors in the form of the other latent factors for the other decisions.
As a result, the estimates of  must be interpreted based on the estimates of  of the other
decisions. However, since this model does not include any exogenous predictors, this model
is otherwise similar to the unconditional models described in Chapter 7. It should be noted
that consistent with the independent models with ordinal dependent variables, this model is
estimated using DWLS with robust errors.
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Although the estimated model has an insignificant 2 p-value (0.001), the remaining
measures of model fit are reasonable with a CFI and TLI over 0.9 (0.991 and 0.989
respectively) and an RMSEA value approaching 0.5 (0.055). The results of the model are
reasonably consistent with the results of the unconditional independent models. Given the
complexity of this model, the model results have been split into several tables. These tables
are available in Appendix G starting on Page 294. The results for toll road use, number of
routes and emissions standard are provided in Table G.1, and those for the vehicle class
and time of day decisions in a further two tables (Tables G.2 and G.3 respectively).
Furthermore, the covariances between all of the decisions are provided in a separate table.
The specific estimates of  for the different decisions differ slightly from those in the
independent models but are still reasonably similar. These estimates confirm that changes
to toll road use (relative to the final time period) largely occur after the initial announcement
with an overreaction in the following time periods before a correction during the final time
period (Table G.1). Similarly, the estimates of  for the vehicle classes also show the
largest change to be immediately following the initial announcement of the policies (Table
G.2). In contrast, the estimates of  for the number of routes, emissions standard and
time of day suggest that the changes to those decisions occur closer to the actual
implementation of the policies (Tables G.1 and G.3). The estimates of  and  for each
of the decisions are also largely similar to those of the unconditional independent models.
The main interest in the results of this simultaneously estimated model compared to the
independent models, are the estimates of the interdependence and relationship between
the different decisions. Given the structure of the model, these interdependencies can be
evaluated by using the covariances between the latent intercept factor of one decision and
those of the other decisions and between the latent slope factor of one decisions and the
other decisions (Table 8.1 on the next page). Furthermore, the influence of the intercept (or
initial decision) in each of the decisions on the subsequent changes in the other decisions
are also of particular interest since this enables the answering of questions such as “do
firms who initially choose a relatively large number of rigid vehicles subsequently reduce
their proportion of pre Euro III vehicles?”
Some of the estimates of the covariances between the latent intercept factors are to be
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expected including that respondents who initially choose a higher number of routes use
more LCVs and rigid vehicles (at the expense of articulated vehicles) as well as have more
routes departing during the night and morning peak periods. Other results are somewhat
more surprising including that respondents who choose to use more routes have fewer
departures leaving during the interpeak period and also tend to have a fewer proportion of
vehicles that do not meet the Euro III emissions standard. Using more routes would
suggest that departures would be spread over a larger number of time periods but this does
not appear to be the case. In contrast, respondents who have a higher proportion of
vehicles not meeting the Euro III emissions standard tend to be those using fewer LCVs
(but not necessarily more Rigid vehicles). Also of interest is that firms that use toll roads for
a greater proportion of their total distance travelled, tend to use fewer LCVs and more rigid
vehicles but do not have any significant differences in how many departures during each
time period they have nor the number of routes. There is also a distinct difference in the
departure times from the warehouse depending on the use of LCVs or rigid vehicles.
Although firms choosing a higher number of routes using LCVs have a larger number of
departures during the night and morning peak (and fewer during the interpeak), firms using
larger number of rigid vehicles tend to have more departures during the night and interpeak
but fewer during the morning peak. The estimates of a number of variances between the
decisions are statistically insignificant including the use of toll roads and the choice of
emissions standard, and the choice of emissions standard and the number of rigid vehicles.
The estimates of the covariances between the latent slope factors show how the changes
over time are related to the changes in the other decisions. In contrast to the covariances
between the intercept factors, very few of the covariances between the slope factors are
significant. Of the few that are significant, the covariance between the slope factors of LCVs
and Rigid vehicles (as in the independent models) suggests that an increase in the number
of LCVs is associated with a decrease in the number of rigid vehicles. Other significant
results are that a larger increase in the number of routes over time is associated with a
decrease in the number of rigid vehicles (or a smaller increase) and that an increase in
the proportion of vehicles not meeting the Euro III standard are related to a (very small)
increase in the number of departures during the morning peak but not to the number of
LCVs or rigid vehicles. Alternatively, since these covariances apply in both directions, this
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is better interpreted as a decrease in the proportion of vehicles not meeting the Euro III
standard are associated with increasing number of departures during the morning peak.
Since firms who switched to compliant vehicles did not pay additional charges for entering
the CBD, this may be a result of respondents choosing to travel during the morning peak
(despite the additional costs compared earlier departures) since the relative differences in
cost were small compared to that of paying to enter the LEZ with a non-compliant vehicle.
However, an increase in the number of rigid vehicle vehicles is associated with an increase
in the number of night time departures.
The differences in the covariances between the latent intercept factors and the latent slope
factors suggest that although initially (and by extension in the status quo) there is clear
interdependence between some of the decisions, there is much less interdependence
between how the decisions change as firms adapt to the policies. This can be explained by
the strong influence of the initial decision on the future choices for the same decision as
was identified in many of the independent models, as well as the relatively small
magnitudes of many of the changes. These results are a further indication that although the
policies have some effect on the decisions made by firms, there is considerable inertia in
how firms operate. Nonetheless, the results of the covariances between the slope factors
show that although a policy may only directly target one decision (e.g., vehicle class and
emissions standard in the LEZ), there are some follow-on effects on some other decisions.
The estimates of the regressions of the latent intercepts on each of the latent slope factors
reveals that the influence of the initial decisions in the subsequent changes to the other
decisions in the presence of a policy is somewhat limited. Neither the change in toll roads nor
the change in the choice of emissions standard is significantly predicted by any of the initial
choices in the other decisions. However, the initial choice of vehicle class and departure time
(morning peak and interpeak only), are significant predictors of the change in the number
of routes. Of interest given the use of a low emission zone is that the proportion of vehicles
not meeting the Euro III emissions standard during the initial period is a significant predictor
of the subsequent changes to the number of LCVs and Rigid vehicles. A higher proportion
of vehicles not meeting the Euro III emissions standard during the initial period increases
the slope of the trajectory of the number of LCVs but reduces it for the number of rigid
vehicles. This is the opposite of the effect during the initial period where higher proportions
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of non Euro III vehicles are associated with lower numbers of LCVs and higher numbers of
rigid vehicles. This is important because it is an indication that for firms with relatively high
proportions of vehicles that would not be compliant with the LEZ, there is a rather substantial
switch from rigid vehicles to LCVs.
The largely similar estimates of  ,  and  in this simultaneous model compared to the
related independent models for the respective decisions show that despite the undeniable
interdependence between the decisions, considerable insights into the trajectories of the
decisions can be gained from evaluating each of the decisions in independent models.
However, in doing so it is easy to overlook some unexpected (and perhaps
counter-intuitive) relationships between some of the decisions.
8.3 CONDITIONAL SIMULTANEOUS MODEL
While the results of the unconditional simultaneous model suggest that the influence of the
predictors on the decisions are likely to be similar to those of the independent models, it is
important to confirm that this is truly the case. This conditional model uses the same model
structure as the unconditional model discussed above in Section 8.2 with the addition of
the predictors. It must be emphasised that although not all the predictors are regressed on
the latent factors of all the decisions, for those that are predictors of more than one latent
factor, the values of the observations will be identical but the regression coefficients will
differ. Estimation of this model is otherwise identical to that of the unconditional model.
The estimated model has reasonably high goodness of fit with an insignificant 2 p-value
(0.602), very high values for the CFI (1) and TLI (1.004) and an RMSEA estimate
approaching zero. Just as for the unconditional model, the full model results are split into
Tables G.4 to G.6 starting on page 298 with the covariances between the latent factors in
Table 8.2 on page 209.
As expected, the results are generally in line with those of the unconditional simultaneous
model and the independent models albeit with the exception that many of the regressions
between latent variables are significant once the exogenous predictors have been added
to the model. It must be reiterated that the differences in the magnitudes of some of the
estimates, including the estimates of ,  and the predictors, are due to the inclusion of
the predictors in the model and the results must be interpreted with this in mind. Although the
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results of this model are largely consistent with those of the independent models, its results
are still important because they provide a cohesive view of the many interactions between
the decisions themselves and the attributes and firm characteristics that encompassed the
survey tool and scenarios. As such, the results show that overall the policies have a small
but significant effect on the operating decisions of firms and confirms that although a policy
may only directly target a specific decision, the flow-on effects on the other decisions are
sometimes just as, if not more, important to how firms adapt to the policies. Furthermore,
these results confirm that (as expected) firms adapt to the two policies tested in this thesis
in different ways.
Arguably of most importance, given the broader context of this thesis, is that the results
show that the LEZ had an appreciably greater effect on the choice of emissions standard
for vehicles than the congestion charge. They show the proportion of vehicles chosen not
meeting the Euro III standard (the minimum standard for the LEZ) decreasing substantially
more for respondents for whom the LEZ was shown (Table G.4). The results also confirm
the differences in how quickly firms change each of the decisions with the decisions on
the number of routes, emissions standard and time of day changing later than for the use
of toll roads and vehicle classes. These differences are particularly interesting because
although the vehicles chosen have a particularly important effect on the number of routes,
the effects are not fully realised until after the policies came into effect although the change
to vehicle classes occurs just after the policies were announced (Table G.4). This suggests
that although firms may change which vehicles they use to complete a specific task, this
does not necessarily lead to an immediate change in their overall routing decisions. This is
supported by the delayed change (relative to vehicle class) of the departure times from the
warehouse, one of the other primary components of the routing decision.
The covariances of this conditional model further demonstrate the considerable interactions
between the different operating decisions of freight firms (Table 8.2 on page 209). The
estimates of the covariances in this model suggest that there is an even greater interaction
between the decisions than is suggested by the unconditional model. In addition, the
interactions between the latent slope factors for the different decisions are significant to a
far greater extent in this model further supporting the strong interaction, not only during the
initial (or current) decision but also in how firms adapt to the policies. Although it was
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expected that the results would show a strong relationship between the different decisions,
the magnitude and breadth of the significant covariances strongly support the contention
that policies targeting any single decision will very likely affect what other decisions are
made.
8.4 DISCUSSION
The models discussed in this chapter do not add substantially to the body of results from
the independent models detailed in Chapter 7, nor do they change the conclusions that can
be drawn from the independent models. However, since the models in Chapter 7 were
estimated independently from the other decisions, these simultaneously estimated models
provide a structure through which the results of the independent models can be
re-evaluated and discussed in the greater context of the overall operating decisions made
by the respondents. For this reason, in this section the results of both the independent
models and the simultaneous models are jointly discussed.
With the context provided by the simultaneous models, it can be seen that the results of the
independent models show that although each of the operating decisions made by firms as
they adapt to new (or updated) policies may change at different points in time, their effects
on other decisions (and indeed on the same decision) in subsequent time periods is not
necessarily immediate. Furthermore, the observations made about the repeated pattern
of the strong influence of previous decisions made during the base period and immediately
preceding the introduction of the policy (i.e., Period 3) on the same decision are given greater
weight when the results of the simultaneous model are taken into account. This is because
although (arguably) outwardly contradictory, the combination of high autocorrelation within
a single decision and of high covariances between decisions, suggest that any changes in
decisions not specifically targeted by a policy are constrained (conceptually if not practically)
by the previous decisions. In contrast, the previous choices made for the decision being
targeted by the policy are much less likely to (at least significantly) affect how firms change
their decision. This is supported by the insignificance of the previous decisions in the choice
of vehicle emissions standard (the primary decision being targeted by the LEZ) and instead
the significance of the policy even once the time-varying predictors (i.e., costs and other
attributes) were included in the model (Tables E.1 and E.2 starting on 277).
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One of the other main conclusions that can be drawn from the results of the simultaneous
models is that the ultimate effects of both a congestion charge and an LEZ as well as
(potentially) many other policies is based in large part on the overall context in which firms
are making their decisions. Since firms are ultimately attempting to service their customers
in a manner that they deem to be the best for the company, the type of deliveries made and
the constraints within which firms operate (either from customer requirements or other
sources) help determine by how much they change their operations. Furthermore, the
results show that even if a constraint only directly affects another decision, the
interdependencies between the decision mean that the decision being targeted by a policy
will also be limited by these factors, albeit to a lesser degree.
Overall, the simultaneous models provide further support for the results of the independent
models and confirm that each of the decisions, however conceptually different from each
other, are interrelated such that any changes in one necessarily affects the others.
Furthermore, these interdependencies are not limited to decisions made during the same
time period but get carried over into the future. The results of both the independently
estimated and the simultaneously estimated models have some important implications for
the design of policies. The next chapter discusses these implications in detail and provides
some implied arc elasticities that can be used to apply the results of the models to practice.
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Chapter 9
Application of results to policy making
The results presented in Chapters 7 and 8 have several important implications for freight
policy decisions including, but not limited to, environmental policies. These implications
are related not only to the details of policy design but also to their implementation. In this
chapter, the policy implications of the results are discussed with a focus on implications for
environmental policies. This is followed by a discussion of the arc elasticities for the main
predictive attributes in each of the decisions and how these can be applied to provide an
indication of the likely effects of policies. The chapter concludes with an illustrative example
of the application of the models developed in this thesis to a policy problem using simulated
data.
9.1 IMPLICATIONS FOR POLICY MAKERS
Broadly, the implications for policy makers can be classified as either pertaining primarily to
the design of the policies themselves (e.g., how charges should be structured or if there
should be any exemptions), or pertaining primarily to how the policy is implemented
particularly in terms of the information provided and timelines. Although both of these
aspects are important, it is the policy design that has the largest effect on how firms
respond to the policy.
Arguably the most important implication of these results is that despite the undoubted
importance of costs to the decisions made by firms, not all decisions are made primarily on
the basis of costs. Furthermore, given the constraints on how firms can operate and the
ability for firms to pass costs onto their customers, cost is not always a sufficient
mechanism through which firms can be encouraged to change their operations. This is
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crucial for the design of policies based primarily on the introduction of a charge (including
both a Congestion Charge and a Low Emission Zone) because it means that there is a limit
to how much firms can change their operations and how quickly they can do so regardless
of the additional costs imposed. For this reason, although imposing an extremely high cost
on a specific action is likely to reduce the prevalence of that action, it will not eradicate it
entirely and will at the same time likely increase prices to customers (both businesses and
individuals). At the same time, results make clear that an increase in costs imposed on one
action (such as choosing a vehicle with a certain emissions standard) is very likely to also
have an effect on the firms’ other decisions, potentially to the detriment of overall efficiency
possibly negating any benefits of the targeted decision.
It is particularly important that these issues are considered for the design of environmental
policies. The results of the models and the responses of participants to the follow up
questions (discussed in Chapter 6) show that emissions considerations have a negligible
effect (if any) on how most firms operate unless a customer specifically requires the firm to
limit emissions. This means that to be most effective policies aimed at reducing emissions
from freight vehicles should incorporate several elements. First, the policies should couple
the decision that would reduce emissions (e.g., using newer vehicles) with a change in at
least one, but preferably more, attributes that influence firms’ decisions. It is reasonable,
given that costs were identified as an attribute of primary importance by most respondents,
that principally this would involve the use of financial incentives and disincentives. However,
costs alone may not be sufficient if the firm has the ability to pass costs onto customers.
For this reason, changes to other attributes including travel time and reliability attributes,
and, arguably most importantly, the benefits (as opposed to costs) of making other, related,
decisions that have only an indirect connection to emissions reduction, could also be
incorporated into a policy. For instance, if a policy is designed to reduce emissions through
a reduction in the use of vehicles not meeting the Euro III (or other) emissions standard,
such as in the LEZ used here, then firms using vehicles meeting the standard should
ideally derive some additional benefits from those vehicles over and above avoiding the
charges or fines associated with using non-compliant vehicles. Although this could
potentially include the implied benefit of lower (ongoing) costs compared to competitors
who do not switch the emissions standard of their vehicles, these may not be a sufficient
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incentive for firms to switch to vehicles complying with the newer emissions standard if they
can simply pass costs onto customers. Furthermore, for a policy like an LEZ that does not
necessarily reduce travel times nor improve reliability, the ability to influence the choice of
emissions standard through indirect benefits may be particularly useful in achieving the
objectives of the policy.
These benefits can include rewards for making the desired choices through exemptions or
reductions in charges associated with other policies through which the firm can benefit in
improved travel times and reliability. One such example is the exemption from London’s
congestion charge for vehicles with very low levels of emissions charges (although it should
be noted that this exemption now applies to LCVs but not heavy vehicles) with which firms
making a decision to use vehicles meeting very strict emissions standards can avoid the
costs of the LEZ. However, the results of the simultaneous models (Chapter 8) suggest that
compliance with an LEZ could be improved by providing some additional benefits for firms
using more LCVs or providing incentives for firms, or perhaps more crucially, their customers,
to switch to early morning deliveries. The results indicate that even if there was no formal link
between the policies, this would improve compliance rates. However, it must be emphasised
that the results indicate that this approach would be most effective if used in conjunction
with a policy directly targeting the emissions standard. This is because it is the ability for an
improvement in a decision that is immediately beneficial to the firm to offset (at least to some
extent) the additional costs and other negatively perceived effects of the policy that is likely to
increase the effectiveness of the policy. Studies that have applied prospect theory to freight
transport support the principle that including clearly defined benefits to complying with a
policy, in addition to imposing fines or charges for not complying, may improve compliance
rates (Li and Hensher, 2011; Masiero and Hensher, 2010). This area is worth further study
to assess if providing specific benefits can be as (or more) effective than using additional
costs to influence behaviour. The results presented here would suggest that they would
have some effect since non-cost attributes form an important part of the decision making
process as as modelled in this thesis.
The second element that the results indicate is an important consideration for environmental
policies, or more generally, policies that impose some additional operational costs, is an
understanding that constraints on firms’ operations mean it is sometimes simply not possible
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for firms to comply with a policy if the requirements of their customers limit the decisions that
can feasibly be made. As a result, firms will sometimes pay whatever charges are necessary
and pass these costs onto their customers. Minimising the possibility of this occurring should
be of paramount importance to policy makers since a policy that has this effect would be
both largely ineffective and economically destructive. The results presented here as well
as evidence from London’s LEZ (Ellison et al., 2013a), suggest that for some decisions
(particularly vehicle class), there is only a relatively small switch between vehicles classes
despite the LEZ shown to respondents having financial penalties that were tied in part to
the vehicle class.1 Although the results of the models show that operating costs have a
significant influence on the choice of vehicle class with higher costs associated with a switch
to LCVs from rigid vehicles, the influence of costs on the choice of rigid vehicles reduces over
time with the final estimate being less than 50 percent of the initial (absolute) value. This is
a result of the inability of some firms to switch between vehicle classes despite the increase
in costs. The decrease in the estimates (accounting for the changes to the scale variables)
mean that operating costs would need to increase substantially for firms to make significant
changes to the number of rigid vehicles they choose to use. This is an indication that this
would only be beneficial if the increase in costs results in substantial (beneficial) changes
to other decisions so as to offset the increased costs resulting from an inability to change
their operations sufficiently for firms to avoid financial penalties. Furthermore, balancing
the financial charges for not complying with the policy to an amount that would encourage
firms that can change to do so whilst minimising the negative effects on those that can’t,
would improve the effectiveness of the policies. One approach to achieve this balance is
to set the charge to be one that would encourage what is determined to be a sufficient
number of firms to switch at the same time as providing some non-financial benefits to all
firms, including those that are unable to comply with the policy (and as a result pay a higher
charge). This approach effectively provides firms with the choice of paying to continue to
operate in the same way with some additional benefits, or complying with the policy and
paying a (potentially) somewhat lower amount.
The final element of effective environmental policies that is suggested by the results of this
thesis is that firms take some time to adapt to policies and do so in several stages depending
1LCVs were charged half the amount of rigid and articulated vehicles. More detail is available in
Section 5.3.1 on page 91.
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on the decision. This means that any policy that is introduced must provide sufficient warning
and information including policy details and forecasted effects on costs, travel times and
other attributes, to enable firms to make the necessary changes to their operations. As
discussed in Chapters 7 and 8, the models show there to be two phases in how firms adapt
to the policy that roughly correspond to when the policy is initially announced and to when it
comes into effect. For some decisions, the majority of the adaptation process occurs during
the first phase (i.e., between the announcement and the implementation) while for others
this occurs primarily during the second phase (i.e., following the implementation). In this
survey, each simulated time period was equivalent to a period of six months meaning that the
elapsed time between the initial announcement of the policy and its implementation was one
year, indicating that for the full effects of the policy to be realised in all (modelled) decisions
takes between one year and six months, and two years (albeit with some variations between
firms). Although it must be acknowledged that the choice of six-month periods means that
it is not possible to determine when during the six month periods respondents would have
chosen to make certain decisions, it is thought reasonable to consider the six month periods
as ranges rather than absolute times. Nonetheless, the results suggest that policy makers
must preferably provide at least six months, but ideally closer to 12 months, between when
the details of the policy are announced and the date they going to effect. Doing so would
provide firms the ability to make incremental changes to their operations that are likely to be
substantially less disruptive to their business as well as providing firms with the opportunity
to renegotiate contracts with customers if necessary.
9.2 IMPLIED ARC ELASTICITIES
Arc elasticities provide a measure of how an increase in the value of one variable is
associated with an increase (or decrease) in the value of another. Since arc elasticities are
a ratio of the change in one variable (in percent) over the change in another, arc elasticities
(and indeed other forms of elasticities) provide a relatively straightforward measure with
which to compare the results of different models. The results of the individual models with
time-varying predictors can be used to calculate the implied arc elasticities for each of the
individual decisions. As previously explained, the costs and other attributes used in the
models are based on the combination of decisions made during the same time period and
as a result can not be divided based on the contribution of each of the decisions to the
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attributes. However, changes in the costs of the inputs of firms’ operations (e.g., fuel,
wages, tolls, etc.) would also change the aggregate costs shown to respondents. The arc
elasticity between the initial time period and the final (fifth) time period is equivalent to the
standard implied arc elasticity from a regression or discrete choice model.
Calculation of the arc elasticities is (relatively) straightforward for the toll road use, number
of routes and vehicle emissions standard decisions since they have (approximately)
continuous variables as the dependent variables. The predicted estimates of the intercept
and slope factors are used to calculate the means of the decision variables that are then
used in the elasticity calculations. Computing the arc elasticities of operating costs, total
costs and total time using the midpoint formula results in the elasticities shown in Table 9.1.
The elasticities for total costs are higher than for operating costs as would be expected
given that operating costs is one component of the total costs. The elasticities also make
clear that over the period represented by the survey, the emissions standard is much more
elastic than toll road use and the number of routes, a result likely related to how changing
the emissions standard of vehicles does not generally require firms to make any other
changes to their operations with the exception of (possibly) incurring additional costs than
they would otherwise. The elasticities show that even relatively moderate changes in the
costs associated with not having compliant vehicles can result in substantial reductions in
the proportion of non-compliant vehicles being used. However, it should be noted that the
results show some variation in the responses and the elasticities reflect the means of the
distribution of likely responses.
Table 9.1: Implied arc elasticities for toll road use, number of routes and vehicle emissions
standard
Toll road use Number of routes Emissions standard
Operating Costs -0.042 -0.053 -0.296
Total Costs -0.058 -0.073 -0.407
Total Time 0.318 0.401 2.245
Calculating the arc elasticities for the vehicle classes and time of day periods is slightly more
complex than for the other models. This is because the results must be translated from the
continuous variable used in the model (y) to the predicted value using the thresholds and
scale variables before they can be used in the elasticities. This is done by first estimating
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the mean value of y, scaling the result by the scale variable and then mapping the resulting
value to the thresholds. This is repeated separately for each vehicle class and time of day
possibility. The resulting elasticities are shown in Table 9.2. Although initially somewhat
counter-intuitive, the cost elasticities for one of the vehicle classes and one of the times
of day have positive signs. This is because these elasticities must be interpreted as the
changes in the overall costs (rather than the costs specific to that decision). This means that
the elasticities show that as the overall costs (based on the combined decisions) increases,
rigid vehicles are replaced with LCVs. Similarly, as the overall costs increase, the number
of night time departures increase whilst the number of departures in the morning peak and
interpeak periods decrease. Critically for policy design, this suggests that there is some
possibility of inducing changes to trip times of freight firms by increasing the costs associated
with peak-time trips or for all trips (regardless of time of day). However, it must be reiterated
that delivery times are amongst the decisions that are most subject to customer demands
that can in some cases provide little leeway with which firms can respond to such pricing
policies.
Table 9.2: Implied arc elasticities for vehicle class and time of day
Vehicle class Time of Day
LCVs Rigids Night A.M. Peak Interpeak
Operating Costs 0.427 -0.132 1.175 -0.133 -0.521
Total Costs 0.587 -0.181 1.616 -0.182 -0.716
Total Time -3.241 0.999 -8.923 1.007 3.956
The arc elasticities provided in this section are indicative of the overall responses to the
policies as measured by the change in the attributes of costs and time. However, although
they are thought to provide a reasonable measure of the likely responses to changes in
the attributes, caution must be used when adopting these elasticities for firms operating in
markets in which customers and regulators impose strict requirements that limit how firms
can operate (such as when deliveries are made and what vehicles are used). Nonetheless,
it is useful to compare the elasticities from this model with those of other studies. These
elasticities are broadly similar (although slightly smaller) than the elasticities from a study by
Hensher et al. (2013) for decisions (and vehicle classes) that are common to both. Since
the study by Hensher et al. used mixed logit models from a more conventional stated choice
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experiment, the similarities between the elasticities suggest that, at least when comparing
the overall change, both discrete choice models and the approach adopted in this thesis
produce similar results.
9.3 APPLICATION OF RESULTS TO NEW POLICIES
The results of the models detailed in this thesis can be applied to other policies using
several methods. Perhaps the simplest method is to adopt the elasticities presented in
Section 9.2 and using this to estimate how different changes in costs and time would
change the decisions being made. However, although using the elasticities is inherently
attractive because of its simplicity, using elasticities overlooks one of the primary benefits of
the SEM framework used for latent curve models. Specifically, this is the ability to
individually estimate the changes for each firm based on their charateristics and the
influence these have on the estimates of the latent intercept and slope factors. This has two
benefits over the use of elasticties. First, the effects of the attributes are moderated by the
(constant) characteristics of the firm. Second, the intermediate changes can be simulated
as well as the final change resulting in predictions that encompass both the magnitude of
the changes and when they occur, providing policy makers with an indication of how long it
will take firms to adjust their operations as a result of a policy.
Predicting the effects of the policy involves several steps. The first step is to establish the
current situation. Ideally this would use data collected on the population (or sample) of firms
that are of interest. As this is often not possible, an alternative is to simulate a sample of
firms with the desired characteristics and use a small subsample to identify the costs and
other attributes associated with their current circumstances. These data can then be used
within the model to calculate the firm-specific estimates of the intercept and slope factors.
It should be noted that the model results are based on a period of one year between the
announcement of the policy and its introduction as well as a further one year for firms to fully
adapt (at least within the range of the model). Prediction of a policy that has a shorter (or
longer) time period between the initial announcement and its implementation would require
some adjustments to the values of  to ensure that the estimates of  each cover a period
equivalent to those used in these models. Simulation of the estimates of  and  can be
completed by repeatedly selecting points along a normal distribution with a mean of the
estimate in the model and a standard deviation calculated from the confidence intervals and
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the original sample size. The means of the simulation results can then be used with the
model.
Changes to costs and the other attributes are incorporated into the model by adjusting the
values of the time-varying predictors compared to the base period. The attributes must be
adjusted with the understanding that the attributes in the model represent the combined
attributes resulting from the combination of decisions. This has both an advantage and a
disadvantage. The advantage in this assumption is that the likely effects of changes in the
attributes can be evaluated without a policy already being designed. This means that an
assumption can be made about how costs and other attributes will be affected using either a
constant value or a distribution. However, this also means that it is not possible to establish
what the policy is that will result in the same changes to the values of the attributes.
The more complex (but likely more useful) approach is to design a policy then estimate how
the attributes of the decisions used in the initial situation (based on either the population or
the subsample as described above) would change the values of the attributes. This is done
by running the sample decisions through an algorithm that checks how the attributes will
change because of the policy then using these attributes to estimate the “new” decisions.
This is then repeated for every subsequent time period using the estimated decisions as
the decisions from which the decisions during the following time period is estimated. For
instance, for a policy that introduces a charge for using heavy vehicles (but not LCVs) in the
CBD during the morning peak period, the charge is added to the total costs and operating
costs attributes for each heavy vehicle in the fourth and fifth time periods. This is the
approach that will be adopted in this section.
Using the data collected from the initial survey tool as the base data for the initial period, a
policy requiring all heavy vehicles to pay a charge of $20 for each entry into the CBD during
the morning peak is modelled. The results of running the models show that the results
are fairly similar to the congestion charge that applied to all vehicles from 7:00 to 18:00 as
was used in the survey (Figures 9.1 to 9.3). As with the original models, there is a distinct
difference between the trajectories of the firms delivering pallets and those delivery small
packages. However, in contrast to the original models where some of the more substantial
changes were made by firms delivering pallets, the results of this model suggest that for this
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policy, there is a larger effect on firms delivering packages. Of particular interest are the
results for the proportion of pre Euro III vehicles that show that firms delivering packages
show a substantial decline in the use of pre Euro III vehicles. This is despite the policy
having exemptions for LCVs (that package delivery firms make more use of). The results
of this simulation suggest that to achieve meaningful reductions in Euro III vehicles, policies
should either provide some benefits (through lower congestion resulting in lower travel times
and higher reliability) and sufficient exemptions for cleaner vehicles or impose substantial
costs on non-compliant vehicles, in the order of those used in London’s LEZ.
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Figure 9.1: Simulated mean and standard deviation of proportion of distance tolled
Both the implied arc elasticities and the application of the models to a somewhat different
policy, provide policy makers with the ability to apply the model results in practice. However,
it is acknowledged that in many cases these models would best be used within a larger
modelling framework that includes not only the (admittedly limited) scope of these models,
but also both passenger and freight transport more generally.
The following chapter summarises the hypotheses tested in this thesis, the contributions to
the literature and some directions for future research.
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Figure 9.2: Simulated mean and standard deviation of number of routes
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Figure 9.3: Simulated mean and standard deviation of proportion of pre Euro III vehicles
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Chapter 10
Conclusions
Freight transport has long been known to contribute disproportionately to environmental
problems caused by motor vehicles, including the emissions of air pollutants and greenhouse
gases. However, although many jurisdictions have adopted policies aimed at reducing the
environmental impacts of freight transport, relatively little is documented about how firms
adapt to the policies, particularly over time. This thesis has examined how freight firms
might hypothetically adapt to these environmental policies (and policies more generally) that
potentially influence how they can operate. The development of a survey tool to facilitate the
collection of longitudinal data on freight operators’ decisions within a simulated environment
provided the mechanism through which data could be collected for use within latent curve
models. The latent curve models were then developed to investigate how firms adapted their
operations to the introduction of a congestion charge and a low emission zone and what
attributes influenced these decisions. The results of the models show that firms adapt to
the policies in stages, generally making substantial changes to some decisions during each
time period after the policy is announced, but not all the decisions at the same time. This is
a result of some decisions being easier to change than others either because they require
relatively little investment or because they do not require as many substantial changes to the
other decisions.
The rest of this chapter reviews the hypotheses that were introduced in Chapter 1 and briefly
summarises the results of each. This is followed by a discussion of the contributions of this
thesis to the literature, and some caveats and limitations of this study. The chapter concludes
with a description of plans for future research arising from the results of this thesis.
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10.1 HYPOTHESES’ OUTCOMES
At the beginning of this thesis, two sets of hypotheses were described. The first of these
sets relate to how the characteristics of the firm affect how they respond to policies. The
hypotheses in this set each address a different characteristic of the firm and how they
influence firms’ responses to the policies. The second set of hypotheses test if firms’
previous decisions and any external environmental indicators influence how firms respond
as well as the influence of time on the decisions, and crucially, when the decisions are
made. Both these hypothesis sets are discussed separately in the following sections.
10.1.1 Hypothesis set I: Freight transport operators respond differently to policies
depending on firm-specific characteristics
The hypotheses in this set tested how different firm characteristics affected the responses
of the firms to the environmental policies tested in this thesis. The first of these hypotheses
relates to firm size.
HI.i: Firm size
HI.i0: Firm size has no effect on responses.
HI.i1: Firm size has an effect on responses.
The size of the firm, as measured by the number of vehicles used for urban deliveries by
their firm, was found to be a significant predictor of the use of toll roads. The number of
drivers, an alternative measure of the size of the firm, was not found to be significant in any
of the reduced models. However, this may be a function of the scenario which had a fixed
number of customers for all respondents, regardless of the size of the firm. Nonetheless,
the null hypothesis is rejected on the basis that the number of rigid vehicles used by the firm
does have an effect on how respondents changed their use of toll roads as they adapted to
the policies.
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HI.ii: Existing vehicle classes
HI.ii0: Mix of existing vehicle classes and emissions standards have no effect on
responses.
HI.ii1: Mix of existing vehicle classes and emissions standards have an effect on
responses.
This hypothesis was tested using a combination of the firm-specific characteristics and the
decisions chosen by respondents during the base time period. The fleet mix used by the
respondents’ firm was found to be a significant predictor of toll road use with the number
of rigid vehicles being significant. The choice of vehicle classes and emissions standard
during the first time period was found to be a significant predictor, not only on the choice of
vehicle classes and emissions standard in subsequent time periods, but also on the changes
to the number of routes and the departure times from the warehouse. The results of the
models provide sufficient evidence that the initial (or current) decisions by firms regarding
their vehicle fleet have a significant effect on how firms respond to the policies meaning the
null hypothesis can be rejected.
HI.iii: Relationship between the size of the final change and the cost of making no
changes.
HI.iii0: The size of the final change is not related to the cost of making no changes.
HI.iii1: The size of the final change is related to the cost of making no changes.
The models show that labour costs, operating costs and (together) total costs, have
significant effects on the decisions (albeit to varying degrees). Although the values of the
other attributes also influence the decisions made by firms, at least one of the costs is a
significant predictor of all the decisions for at least one time period. Operating costs are
particularly important for the choice of vehicle class for which the model results show a
distinct switching between rigid vehicles and LCVs as the operating costs change. In
contrast, labour costs are a significant predictor of the emissions standard (although the
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LEZ adds costs to the operating costs). The answers of respondents to the questions at the
end of the survey regarding their preferences for each of the attributes and the strategies
they employed in the survey also showed that respondents perceive costs to have an effect
on their decisions. Since the mean trajectories describe the average change, the large
estimates for the cost attributes as time-varying predictors in the models show that larger
costs are associated with larger changes in the decisions. For these reasons, this null
hypothesis can be rejected.
HI.iv: Type of deliveries made by the firm
HI.iv0: The shape of the change is not related to the type of deliveries made by
the firm.
HI.iv1: The shape of the change is related to the type of deliveries made by the
firm.
The final hypothesis in this set relates to how specific types of firms and the type of deliveries
they make affects how they respond to policies. In particular, the focus of this hypothesis
was if firms delivering small packages respond differently to the policy than those making
larger deliveries (such as deliveries of pallets). The type of deliveries made by firms was one
of the time-invariant predictors that were significant in several of the modelled decisions. As
well as being one of the key predictors of vehicle class, the type of deliveries was also a
key predictor of the departure time of the warehouse. This supports the suggestion that the
type of deliveries made by firms not only change how firms initially make their decisions,
they also change how firms adapt to the policies. It can reasonably be argued that the
type of deliveries made by the firm affecting the choice of vehicle class should be expected
since package and pallet deliveries have very different requirements. However, this does
not necessarily imply that how firms respond to the policies (as opposed to how they make
their initial decision) should obviously be related to the type of deliveries. Nonetheless, the
results of the models show clearly that the type of deliveries made by a firm does affect how
firms respond to a policy in terms of both the choice of vehicle class and departure times
from the warehouse. Therefore, this null hypothesis is also rejected.
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All four null hypotheses in this set can be rejected, confirming that freight transport operators
do respond differently to policies depending on firm-specific characteristics and how much
firms would be required to pay for making no changes. Furthermore, the quite different
effects of the various firm-specific characteristics on the decisions show that these different
elements of a firm play very different parts in how firms adapt to policies. This means
that although firms may be outwardly similar (and have similar aims and requirements), the
differences in their size, existing vehicles and operations, and type of firm can all result in
quite substantial differences in the eventual outcome.
10.1.2 Hypothesis set II: Freight transport operators’ responses to the introduction
of policies changes over time.
In contrast to the first hypotheses set, the focus of this set of hypotheses is on the longitudinal
aspects of how firms adapt to policies. This set includes four hypotheses, two of which focus
on the time elements and two of which focus on how decision makers in firms learn, both
from themselves (and their firm), and their competition. The first hypothesis in this set is
related to when the majority of the change (if any) occurs.
HII.i: Size of changes over time
HII.i0: The size of the change is not time-dependent.
HII.i1: The size of the change is time-dependent.
One of the main findings of this thesis is that time plays a key role in how large a change from
the base period is evident. There are two components to this. The first of these is that firms
make changes to the decisions at different points in time with some changes being made
relatively early and other coming much later. Although the specific time differs, many of the
decisions see a relatively large change between one pair of observations (i.e., a six month
time period). The second component of this is the use of the time period immediately before
the announcement of the policy (the base period) and the period immediately preceeding the
introduction of the policies as reference points from which following decisions are in large
part based. This is seen across several of the models, showing a clear influence of time on
the size of the change. The results make clear that in predicting the likely effects of a policy
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on freight firms, it can not be assumed that all the changes will occur at a single point in time
nor that the changes will occur immediately after (or before) the introduction of the policies
for all decisions. This null hypothesis is therefore rejected.
HII.ii: Firm size and speed of responses
HII.ii0: The size of the firm has no effect on the speed of the response.
HII.ii1: The size of the firm has an effect on the speed of the response.
Although the size of the firm was found to have an effect on the responses of firms to the
policies, the model results do not suggest that it has an effect on the speed of the response.
Instead, the speed of the change appears to be most closely aligned with the costs during
that time period than with the size of the firm. It can be argued that the changes to the
vehicle class are somewhat easier for larger firms since they likely have access to a larger
pool of vehicles (possibly from outside the local area). However, none of the model results
suggest that this has an effect on when the decisions are made, Instead, as described in the
first hypothesis set, the size of the firm appears to have an effect on what decision is made,
but not when it is made. Despite some limited evidence that the size of the firm may affect
how quickly they respond to a policy, the data collected using this survey does not support
this. As a result, this null hypothesis can not be rejected.
HII.iii: Internal feedback and responses
HII.iii0: Decisions are made independently of any previous decisions.
HII.iii1: Decisions are made taking into account previous decisions.
The model results strongly suggest that previous decisions play a significant role in the
choices made in subsequent time periods. Specifically, decisions made during the first and
third time periods appear to have the largest effect on future decisions (although other time
periods are also represented, they are significant in the model much less frequently). This
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is supported both by the estimated autocorrelations between the time periods and the
regressions that clearly show a significant influence on future decisions. Furthermore, it is
evident for several of the decisions that previous decisions continue to affect the decisions
for several time periods. This means the null hypothesis can be rejected.
HII.iv: Peer effects and responses
HII.iv0: Firms do not take into account industry benchmarks when responding to
policies.
HII.iv1: Firms take into account industry benchmarks when responding to policies.
This hypothesis was tested by seeing if the industry benchmarks provided in the graphs
in the survey were incorporated into firms’ decisions. None of the models showed these
variables to be significant suggesting that although industry benchmarks may (potentially)
be used, they do not appear as likely to influence decisions as expected. Although previous
literature (discussed in this thesis), has suggested that information from competitors is used
when making decisions, the industry benchmarks of costs and emissions may not be a
reasonable measure of the industry benchmarks. This null hypothesis can not be rejected.
The hypotheses in this set show that time is a critical component of when changes to the
decisions occur as firms adapt to the policies. However, neither the industry benchmark nor
the size of the firm are significant predictors of when the changes are likely to occur.
10.1.3 Summary of hypotheses results
Of the eight hypotheses tested in this thesis, evidence was found to reject the null
hypothesis of six of them. The findings presented in this thesis show that as firms respond
to policies, the influence on their decision of firm-specific characteristics, policy design,
existing operations and previous decisions change as time progresses. Further, they show
that despite the introduction of the policies, previous decisions (and the outcomes of those
decisions) have a clear effect on firms’ future decisions.
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10.2 CONTRIBUTIONS OF THESIS
This thesis provides several important contributions to the literature. These contributions
include both methodological contributions, related to the use of the survey tool and latent
curve models for freight transport, and policy-related contributions.
10.2.1 Methodological contributions
The methodolo`g˙ical contribu`tions include´ the deve˙lopment of the survey tool` t´hat provides
a˙ mechanism with w´hich longitudinal data can˙ be c`olle´cted from freight operators while
maintain˙in`g˙ (to as large a˙ degr`ee as possible), the v˙aria`tions betwe´en f˙ir`ms. Furthermore,
the s´urvey to˙ol means that data can be collected from firms using a hypot`he´tica˙l scenario
reducing the need for firms to provide (potentially) confidential data. This also has the
benefit o´f m˙akin´g compar˙is`ons between firms somewhat easier. F˙urthermor´e´, the
integration of a vehicle routing with time windows algorithm` directly into the survey t˙ool
means th´e alterna`tives p˙res`ented to respondents can´ incorporate the actual tradeoffs that
would be required for firms making the decisions. The use of` a˙ general des´ign similar to
that of many stated choice experiments means that respondents can complete the survey
with (relative) ease in what is undoubtedly a complex survey incorporating several
interrelated choices.
The second methodological contribution of this t`hesis˙ was the use of la`t˙ent curve models to´
mode˙l the changes in the different d`ecision variables as a function of b´ot˙h time itse`lf as well
a´s firms’ char˙act`erist´ics˙ and alter`natives’ attrib˙ut`e values´. Th˙is˙ the`sis sho´ws that late`nt´
cu˙rve models can provide a powerful alternative to other modelling techniques employed in
freight transport when ch`an´ges over time are considered important to the a`nalysis.
Methodologically, this thesis showed that given longitudinal data, latent curve models can
be used to provide estimates of how different attributes influence the decision and, crucially,
how this changes over time. Furthermore, the ability to use latent curve models to assess
when firms change different decisions, and how quickly, proved particularly useful for this
thesis, and it is thought may be of use in other studies in which the timing and shape of the
change is not certain (e.g., modelling of vehicle scrappage schemes).
10.2.2 Policy contributions
The review of the literature on policy-induced changes to freight transport firms’ operations
identified four gaps that this thesis (through the hypotheses that have been tested) has
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sought to address. These four gaps are the effects of four areas on the decisions made by
firms. Specifically, these are policy effects, peer effects, internal feedback effects and firm
heterogeneity. Although there has been significant prior research conducted on several of
these factors in freight transport (particularly policy effects and firm heterogeneity), this
prior research has largely overlooked the importance of time in relation to these issues. In
effect, although prior research has identified how the design of the policies and firm
characteristics influence how firms respond to policies, they focus primarily on the final
change. Although this is undeniably important, the implicit assumption is that firms will
change at an indeterminate point in the future (following the policies introduction). This
neglects the various implementation stages of the policy, during which firms can (if they so
choose) decide to switch their operations prior to the policy coming into effect, or
alternatively, delaying the changes until the implications for their operations become clear
once the policy has been implemented. Since in practice, firms’ responses are likely to
cover a range of options between these extremes, it is important that these adaptation
strategies are investigated.
Addressing the first of these gaps, the time component of the effects of the policy design
on freight operations, this thesis describes the analysis undertaken to determine if different
aspects of the policy design affect firms’ decisions over time. The results of the models
make apparent that the design of the policies (and in particular their influence on the costs
and other attributes) have a clear effect on how firms adapt. The models show that there
is a distinct difference in how firms adapt to the congestion charge as opposed to an LEZ.
Furthermore, the models show that the same change in an attribute has a different effect
during each point in time. Crucially, an increase in costs when the policy is introduced has
less of an effect (per dollar or other fixed unit) on different decisions than in the periods
immediately following the announcement of the policy. Furthermore, costs that are forecast
to be substantially higher in a future time period appear to result in firms making changes
earlier (for some decisions) than they may have otherwise done. Overall, the model results
show that the effects of the policy on the attributes has a substantial effect on the decisions
made by firms, even before the policy has gone into effect.
The second of the gaps, peer effects, although hypothesised to have an effect on the
decisions made by firms was not shown to have any effect on the decisions. It should be
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acknowledged that this gap was not fully addressed in the survey tool. This meant that peer
effects were measured solely by two industry benchmarks (one for total costs and another
for emissions). In neither case were they significant for any of the decisions. However,
since previous research using multi-agent models suggests that there does appear to be
some evidence for this (albeit not regarding the influence of time), the insignificance of the
industry benchmarks may simply be a result of their appearance only on a graph rather
than in the table of attributes. This gap is addressed further in Section 10.4 in the context of
future research.
In this thesis, internal feedback effects were tested through hypotheses that evaluated how
firms’ previous decisions influenced their future decisions and how this effect interacted with
the effects of the changing attributes induced by the policies. The results show that for
most decisions, the initial decision and then subsequently the decisions made during the
third period, have a substantial effect on the future decisions made by firms regarding the
same decision. This gap was addressed further in the simultaneous models that showed
that several of the decisions made during the initial (base time period) as measured by the
latent intercept factors, were significant predictors of the latent slope factors, a measure of
the change trajectories in each decision. Importantly, the effect of these previous decisions
(both of the same decision and other, related, decisions) changes over time with decisions
made during the initial time period largely being superseded by those made during the third
time period.
The final gap in the literature addressed by this thesis is how differences between firms’
characteristics and their current situation, affect how they adapt to the new policies. The
models show quite clearly that firm-specific characteristics, including size and the type of
deliveries, do have an effect on how firms respond to policies. Crucially, this means that
a policy may have very different effects on firms depending on what their primary business
is. Furthermore, differences between firms’ initial decisions (before the policy is announced)
were shown to have a substantial effect on how they respond to the policy, even for firms that
are otherwise similar. This addresses the issue of how the adaptation process (as opposed
to the final change) differs between firms with different characteristics, an issue that has
been largely overlooked by previous research.
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The results of this thesis also provided several policy implications that have been discussed
in Chapter 9. Improving the understanding of policy makers of the implications of their design
decisions means that they have greater potential to design policies that limit the negative
effects of the policies on the industry whilst ensuring that the objectives of the policy are
reached.
10.3 CAVEATS AND LIMITATIONS
As with any study, particularly those that rely primarily on hypothetical scenarios, the
results presented in this thesis have a number of caveats and limitations. Probably the most
important of these is that the use of a hypothetical scenario amongst the respondents,
despite its benefits (see Chapter 5), means that the results likely suffer from some
hypothetical bias (Hensher, 2010; Fifer et al., 2014). Although this bias has been mitigated
against somewhat through the use of firm-specific attributes and other tests to assess the
effect of the survey completion method (interviewer-assisted or self-administered), some
bias undoubtedly remains. For these reasons, the results presented in this thesis must be
interpreted as indicative rather than definitive. Furthermore, the use of pre-generated
alternatives, although making the survey substantially more straightforward for respondents
to complete, will have contributed to the hypothetical bias since it is possible that some
respondents would have made decisions outside those presented to them as options.
Nonetheless, the potential for hypothetical bias is not thought to undermine the results of
the models since the latent curve models account for differences within the sample that, if
present, hypothetical bias would likely exacerbate.
The use of only two (very specific) policy instruments mean that although the results of
this thesis can potentially be applied to other policies, caution must be used when applying
the results to policies that have substantially different forms and for situations in different
industries with different requirements. For instance, it would likely be inappropriate to use
the results of these models on extra-urban freight transport or for containerised (bulk) cargo.
It must also be acknowledged that the sample, although sufficiently large for the estimation of
latent curve models, is more heavily weighted towards larger firms than the one vehicle with
a single owner/operator that make up a substantial proportion of the vehicle fleet. Although
this weighting towards larger firms is considered appropriate given the larger context of the
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survey and the (arguably) greater ability to make changes in firms with more resources
(financial and otherwise), this does mean that the results presented can not be reliably
applied to these very small firms. Furthermore, although the sample was sufficient for the
estimation of these models, a larger sample would have been preferred, both to make the
sample more representative of firms in the industry, and allow for larger variations and the
modelling of separate models for each sub-sample. Unfortunately, difficulties in recruitment
meant the target sample of 100 firms completing the survey was not reached, limiting the
ability to model each policy or type of firm separately.
One final limitation is that the cognitive requirements, which were substantial in spite of some
simplifications, of completing the survey and the desired sample of managers with decision
making responsibilities meant that the survey was designed to cover only a relatively short
period of (simulated) time. This meant that although it is acknowledged that it is possible that
firms may have made further adjustments to their decisions following the fifth time period,
if possible, this data was not collected and as a result could not be modelled. As such,
the results of the models are applicable only to the range of (approximately) one year after
the introduction of the policy. Despite this limitation, it should be noted that the majority of
the decisions appear to have had most of the changes occur prior to the final time period.
Furthermore, the cognitive burden of completing the survey means that, in addition to a
relatively low response rate resulting in the smaller than planned sample, it is possible that
some attributes (such as the industry benchmark) were ignored by respondents. Although
this is a common problem, known as attribute non-attendance in stated preference surveys,
it must still be acknowledged as a potential limitation of this study.
10.4 FUTURE RESEARCH
In writing this thesis, the author was given the opportunity to explore a specific area of freight
transport in depth for a extended period of time, an opportunity that may not be repeated in
the near future. Nonetheless, as well as going some way to testing the research question
of how freight firms adapt to the introduction of environmental policies, the results of this
thesis, as well as the process of writing it, have uncovered new questions that warrant further
research.
The first of these areas is the effects of the rest of the industry (either through benchmarks,
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competitive forces or other measures of industry knowledge) in how firms respond to
policies. Although an attempt was made in this thesis to identify the influence of peer
effects on how firms respond to policies, this was not the focus of this thesis and industry
benchmarks were not found to be significant. However, evidence from studies using
multi-agent methods as well as discussions during the pilot phase of the survey suggest
that firms do take what their competitors are doing into account when they make their
decisions although not necessarily as a response to policy-induced changes. This suggests
that encouraging firms to change could potentially be accomplished by enlisting firms with
some market power or industry associations to implement changes that would set industry
expectations. Although this approach is not likely to entirely replace the need for regulation,
the objectives of a policy may be able to be achieved with less regulation and (perhaps)
less opposition from firms. As such, it would be of use to policy makers to gain further
insights into how industries broadly respond to policies and how this influences the
decisions of the firms operating in the industry.
The review of policies that have been proposed for mitigating freight transport emissions
and other externalities (see Chapter 2) uncovered several different types of policies of
which regulatory and market-based policies were two. Other types of policies included
technology-based policies where technology was used to reduce emissions and voluntary
and information-based policies firms are provided with incentives and information to
participate in making certain changes but are not legally required to. Since this thesis
looked at the likely effects of two policies in particular, a cordon based congestion charge,
and a low emission zone, the use of technology-based policies and voluntary policies were
not assessed. In addition, there are many other regulatory and market-based policies that
been proposed that have not been assessed in this thesis. This provides substantial
opportunities for future research both for collecting more longitudinal data using the survey
tool developed for this thesis, and for making modifications to the models developed in this
thesis to accommodate a range of different types of policies include those for which cost
and time may not be the most important attributes. Furthermore, although this policy was
focused on Australia, it would be of interest to assess how well the survey tool and the
results of the models themselves can be replicated in other countries with very different
policy environments to that of Australia.
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Latent curve models provided the methodological foundations of this thesis. Although they
are not often used for studies in transport, the flexibility in defining the model structure as
well as the increasing amount of support for categorical data means that latent curve
models may be of use in other areas of transport research involving the use of longitudinal
panel data. This includes passenger transport as well as other freight transport
applications. Since passenger transport research uses longitudinal datasets (relatively)
more often than in freight transport, latent curve models may provide researchers with the
ability to analyse existing longitudinal datasets using a new method. Throughout the time
taken to complete this thesis, the author has been involved in several projects in which
longitudinal data on passenger transport have been collected. Since the datasets resulting
from these projects include substantial amounts of detail of people’s daily travel habits,
latent curve models may provide a mechanism through which the changes over time can
potentially be modelled.
Lastly, the results of this model would likely be most useful to policy makers if the models
were embedded into a larger model system incorporating passenger transport, freight
transport and land use models in a single system. There is an opportunity to use the
results of this thesis to inform new freight models that can be used within the Institute of
Transport and Logistics Studies’ transport and land use model.
10.5 FINAL REMARKS
During the approximately four years spent writing this thesis, a number of policies (including
a congestion charge) have been proposed by policy makers for reducing congestion and
emissions caused by both freight and passenger transport in Australia’s major cities. In that
time, a law imposing a price on carbon emissions (i.e., the “carbon tax”) was introduced
to limit large emitters of carbon dioxide. Although transport fuels are (largely) exempt from
the carbon tax, plans to include heavy vehicles were initially intended to take effect in July
of 2014. However, a change of government to one that is opposed to a price on carbon
means the future of these plans is in question. During this time a national heavy vehicle
regulator has been created and a heavy vehicle national law taken effect to standardise
regulations involving heavy vehicles. Recently, some freight transport firms have also been
under scrutiny from regulators for lax compliance with safety regulations for heavy vehicles.
Overall, the four years have seen some improvements in the regulatory environment in which
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freight firms operate but also a distinct lack of progress on mitigating emissions of both air
pollutants and greenhouse gas emissions. What little progress has been made may soon be
wound back, in part due to opposition from freight firms and the potential for carbon pricing
to force operators to change. As a result, the topic of this thesis still has the same relevance
as it did at the time when it was first started.
The results of this thesis show that firms adapt to policies in different ways, depending on
both the policy itself and its effects on the attributes, as well as the characteristics of the
firm. Further, the results show that rather than make all the changes to their operations
simultaneously, firms make gradual changes with changes to some decisions being made
earlier in anticipation of the policy being introduced, and others being delayed for as long as
possible until the policy takes effect. Crucially, the results make clear that although costs
are not always the most important attribute for some decisions, they do form an important
part of the decision making process. However, the results also show that increasing costs
does not result in as large a change as might be expected since firms are unable (or
unwilling) to completely change their operations and may opt to simply pass the costs onto
their customers. Depending on a firm’s previous decisions, a policy may be more or less
effective in inducing change but may well increase the firm’s costs without any measurable
benefit to the firm or society as a whole.
The lack of progress means that the same problems that have been a concern for decades
and originally inspired this thesis, continue to be an issue. For this reason, it is important
that policy makers are given the tools with which to design policies that can reduce the
negative externalities produced by freight transport but can gain support from freight firms
for providing benefits to their businesses instead of simply increasing the costs to their
businesses. It is hoped that this thesis provides some benefit to both policy makers and,
through better designed policies, an improved regulatory environment in which freight firms
are able to continue to provide cost effective services, albeit with lower externalities.
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Table A.1: Sample description and summary statistics
Variable Count Min. Max. Median Mean Std. Dev.
Completed responses 62
Completed scenario screens 310
Number of drivers 62 1.00 2000 12 101.39 317.79
Couriers/packages 17
Large deliveries 45
State - NSW 29
State - VIC 12
State - QLD 8
State - WA 5
State - TAS 4
State - NT 2
State - SA 1
State - ACT 1
CAPI 4
CATI 27
Self Administered 31
Industry Experience (yrs) 62 0.5 55 20 20.9 12.49
Years at company 62 0.5 51 9 14.2 12.51
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Table B.1: Dataset description and summary statistics
Variable Time
varying
Data type Min. Max. Median Mean Std. Dev.
Delivery Type No Binary
Policy No Binary
Industry Experience (yrs) No Continuous 0.5 55 20 20.9 12.49
Years at company No Continuous 0.5 51 9 14.2 12.51
Number of drivers No Integer 0 2000 12 101 317.79
Number of pre Euro 3
LCVs
No Integer 0 180 0 9.19 27.7
Number of Euro 3+ LCVs No Integer 0 220 1 13.1 35.84
Number of pre Euro III
Rigids
No Integer 0 660 1 23.6 100.9
Number of Euro III+ Rigids No Integer 0 660 1 23.6 100.9
Number of pre Euro III
Articulateds
No Integer 0 90 0 5.98 15.75
Number of Euro III+
Articulateds
No Integer 0 160 1 11.5 25.32
Number of pre Euro 3
LCVs for urban use
No Integer 0 180 0 9.19 27.7
Number of Euro 3+ LCVs
for urban use
No Integer 0 220 1 13.1 35.84
Number of pre Euro III
Rigids for urban use
No Integer 0 660 1 23.6 100.9
Number of Euro III+ Rigids
for urban use
No Integer 0 642 2 27.2 98.19
Number of pre Euro III
Articulateds for urban use
No Integer 0 90 0 5.98 15.75
Number of Euro III+
Articulateds for urban use
No Integer 0 160 1 11.5 25.32
Importance rank of return
trips
No Integer 1 999 5 417 495.15
Importance rank of vehicle
class
No Integer 1 999 999 623 487.14
Importance rank of time of
day
No Integer 1 999 9 473 501.76
Continued on next page. . .
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Table B.1: Dataset description and summary statistics
Variable Time
varying
Data type Min. Max. Median Mean Std. Dev.
Importance rank of
distance
No Integer 1 999 999 548 500.23
Importance rank of total
time
No Integer 1 999 8 473 501.6
Importance rank of time
savings from toll roads
No Integer 2 999 999 736 442.4
Importance rank of time
savings from congestion
charge
No Integer 1 999 999 642 481.58
Importance rank of
operating costs
No Integer 1 999 4 322 469.35
Importance rank of total
costs
No Integer 1 999 1 152 360.44
Importance rank of early
arrival
No Integer 1 999 999 755 431.57
Importance rank of late
arrival
No Integer 1 999 999 661 475.7
Would pass costs on No Categorical
State (location) No Categorical
Number of routes Yes Integer 2 7 3 3.51 0.75
Unique vehicles Yes Categorical
Unique times of day Yes Categorical
Total distance Yes Continuous 29.5 111 54.2 60.5 16.14
Toll distance Yes Continuous 0 62 26 25.5 11.77
Total Time Yes Continuous 58 155 101 102 16.34
Time savings from toll
roads
Yes Continuous 0 22 11 10.4 5.22
Time savings from
congestion charge
Yes Continuous -22 7 -11 -7.18 8.24
Operating costs Yes Continuous 5120 21500 9830 10600 3236
Labour costs Yes Continuous 3080 9390 6030 6170 1071
Total costs Yes Continuous 9970 26900 16100 16800 3289
Total GHG emissions Yes Continuous 2 6 3 2.93 0.83
Continued on next page. . .
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Table B.1: Dataset description and summary statistics
Variable Time
varying
Data type Min. Max. Median Mean Std. Dev.
Total air pollutants Yes Continuous 5 49 22 23.8 9.35
Probability of early arrival Yes Continuous 2 12 6 5.57 2.38
Probability of late arrival Yes Continuous 2 9 4 4.25 1.67
Number of LCVs Yes Integer 0 7 1 1.43 0.98
Number of Rigids Yes Integer 0 4 2 1.95 1.02
Number of Articulateds Yes Integer 0 3 0 0.135 0.46
Number of pre Euro III
vehicles
Yes Integer 0 4 2 1.69 0.91
Number of Euro III+
vehicles
Yes Integer 0 6 2 1.83 1.06
Number of pre Euro 3
LCVs
Yes Integer 0 4 0 0.626 0.82
Number of Euro 3+ LCVs Yes Integer 0 3 1 0.8 0.84
Number of pre Euro III
Rigids
Yes Integer 0 3 1 0.971 0.83
Number of Euro III+ Rigids Yes Integer 0 3 1 0.981 0.78
Number of pre Euro III
Articulateds
Yes Integer 0 3 0 0.0903 0.39
Number of Euro III+
Articulateds
Yes Integer 0 1 0 0.0452 0.21
Number of vehicle classes Yes Integer 1 4 3 2.55 0.6
Number of times of day Yes Integer 1 4 2 2.31 0.83
Number of peak periods
used
Yes Integer 0 2 1 0.968 0.62
Offpeak periods used Yes Integer 0 1 0 0.426 0.5
Proportion of distance
tolled
Yes Continuous 0 0.969 0.426 0.427 0.19
Proportion pre Euro III Yes Continuous 0 1 0.5 0.488 0.26
Proportion pre Euro 3
LCVs
Yes Continuous 0 1 0.333 0.434 0.44
Proportion pre Euro III
Rigids
Yes Continuous 0 1 0.5 0.49 0.34
Continued on next page. . .
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Table B.1: Dataset description and summary statistics
Variable Time
varying
Data type Min. Max. Median Mean Std. Dev.
Proportion pre Euro III
Articulateds
Yes Continuous 0 1 1 0.597 0.47
Departures before 7:00 Yes Integer 0 2 0 0.31 0.49
Departures 7:00 to 9:00 Yes Integer 0 4 1 1.09 0.88
Departures 9:00-16:00 Yes Integer 0 5 2 1.65 0.98
Departures 16:00 to 18:00 Yes Integer 0 3 0 0.232 0.47
Departures after 18:00 Yes Integer 0 2 0 0.226 0.43
Mean total costs of
alternatives
Yes Continuous 12400 24000 18000 18100 2953
Mean operating costs of
alternatives
Yes Continuous 6890 17400 11700 11600 2704
Mean labour costs of
alternatives
Yes Continuous 4600 8560 6290 6450 865.4
Mean GHG Emissions of
alternatives
Yes Continuous 2.17 5 3.17 3.19 0.64
Mean air pollutants of
alternatives
Yes Continuous 13.7 36.3 22.5 23 4.07
Mean probability of early
arrival
Yes Continuous 3.17 11.5 6.75 6.51 2
Mean probability of late
arrival
Yes Continuous 2.5 8.67 5 4.95 1.43
Mean total distance Yes Continuous 44.8 99.3 61.2 66.5 14.05
Mean distance tolled Yes Continuous 8.5 54.3 27.1 28.3 7.24
Mean proportion of
distance tolled
Yes Continuous 0.215 0.693 0.429 0.442 0.09
Mean total time Yes Continuous 80.7 137 105 107 12.52
Mean toll time savings Yes Continuous 3.83 17 10.7 10.7 2.41
Mean number of routes Yes Continuous 2.83 5 3.5 3.61 0.41
Driver categories Yes Categorical
Difference from industry
benchmark cost
Yes Continuous -43.7 82.1 16.5 18 21.05
Index of emissions (both
GHG and air pollutants)
Yes Continuous 2.34 8.38 4.84 4.55 1.2
Continued on next page. . .
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Table B.1: Dataset description and summary statistics
Variable Time
varying
Data type Min. Max. Median Mean Std. Dev.
Difference from industry
benchmark emissions
Yes Continuous -48.4 158 34.2 32 38.77
Forecast operating costs Yes Continuous 7320 22100 13100 14000 3090
Forecast labour costs Yes Continuous 3080 9390 6030 6170 1071
Forecast total costs Yes Continuous 12200 29200 18800 20200 3288
Forecast GHG emissions Yes Continuous 2 6 3 2.93 0.83
Forecast air pollution Yes Continuous 5 49 22 23.8 9.35
Forecast both emissions Yes Continuous 2.34 8.38 4.84 4.55 1.2
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Table C.1: Parameter estimates of initial unconditional models with linear time scores
No Groups Groups
Both Congestion LEZ
Est. Z-val. Est. Z-val. Est. Z-val.
Time scores ()
1 0.000 0.000 0.000
2 1.000 1.000 1.000
3 2.000 2.000 2.000
4 3.000 3.000 3.000
5 4.000 4.000 4.000
Intercepts
 43.906 3.969 43.889 3.969 43.889 3.969
 -0.463 -0.647 0.901 1.283 -2.542 -2.787
Variances
  130.307 2.973 128.654 1.997 145.648 2.300
  16.359 2.735 12.584 2.112 5.429 0.735
  -12.709 -1.004 -10.085 -0.644 -6.569 -0.366
 y1 161.676 3.633 212.948 2.935 149.211 2.869
 y2 146.681 3.972 234.798 3.253 24.036 1.586
 y3 133.978 4.050 181.299 3.430 31.949 2.014
 y4 269.690 4.730 185.066 3.607 448.420 3.263
 y5 120.797 2.550 8.554 0.252 389.649 3.069
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Table C.3: Parameter estimates of full conditional time-invariant models with free time scores
State dummies NSW dummy only
Est. Z-val. Est. Z-val.
Time scores ()
1 0.000 0.000
2 3.169 6.057 3.165 6.041
3 4.704 7.796 4.699 7.774
4 5.529 7.099 5.555 7.125
5 4.000 4.000
Intercepts
 55.188 9.005 51.341 10.045
 -1.973 -1.079 -1.279 -0.815
Time-invariant predictors
Intercept predictors
Number of drivers 0.005 0.182 0.007 0.235
Respondent in NSW -5.114 -1.128 0.662 0.894
Respondent in Victoria 8.721 1.583
Respondent in Queensland -1.198 -0.194
Self Administered survey -7.888 -2.082 -4.577 -1.203
Industry Experience -0.259 -1.713 -0.204 -1.284
% Euro III vehicles -0.011 -0.190 -0.002 -0.029
Delivery Type -0.115 -0.026 -1.737 -0.386
Pre Euro III Rigid vehicles 0.026 0.391 0.072 1.039
Euro III Rigid vehicles -0.078 -1.035 -0.127 -1.635
Policy 0.000 0.000
Slope predictors
Number of drivers -0.009 -1.117 -0.009 -1.027
Respondent in NSW 1.808 1.332 0.662 0.894
Respondent in Victoria -1.441 -0.877
Respondent in Queensland -0.829 -0.450
Self Administered survey 1.143 1.014 0.647 0.589
Industry Experience 0.041 0.916 0.034 0.755
% Euro III vehicles 0.021 1.212 0.017 0.959
Delivery Type -1.170 -0.894 -1.078 -0.834
Pre Euro III Rigid vehicles 0.006 0.310 -0.002 -0.117
Euro III Rigid vehicles 0.032 1.433 0.039 1.723
Policy -1.784 -2.075 -1.905 -2.232
Variances
  171.849 4.244 195.158 4.247
  13.221 3.577 14.091 3.538
  -30.494 -5.193 -34.799 -5.262
 y1 0.000 0.000
 y2 141.886 4.661 142.886 4.583
 y3 81.057 4.389 83.101 4.355
 y4 233.683 4.969 230.201 4.901
 y5 203.511 4.692 202.293 4.624
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Table C.4: Measures of fit for conditional time-varying freed time score models of toll road
use
No Groups Shared 
2 p-value 0.000 0.000
SRMR 0.066 0.191
RMSEA 0.129 0.321
CFI 0.863 0.512
TLI 0.834 0.411
AIC 3338.332 4495.103
BIC 3397.892 4614.223
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Table C.5: Parameter estimates of time-invariant and time-varying model of toll road use
Parameter Estimate Z-Value Standardised Estimate P-Value
Time scores ()
1 0.000 0.000
2 6.063 4.608 0.297 0.000
3 9.124 7.629 0.468 0.000
4 4.709 2.714 0.194 0.007
5 4.000 0.181
Intercepts
 22.553 5.155 3.036 0.000
 4.105 2.013 4.380 0.044
Time-invariant predictors
Intercept predictors
Policy 0.000 0.000
Euro III Rigid vehicles -0.014 -1.967 -0.170 0.049
Slope predictors
Policy 0.798 3.433 0.420 0.001
Euro III Rigid vehicles 0.004 2.712 0.362 0.007
Time-varying predictors
Period 1
Toll road time Savings 2.924 11.556 0.795 0.000
Emissions -2.194 -3.226 -0.158 0.001
ln(Forecast Total Costs) 0.000 0.000
Period 2
Operating Costs 0.754 1.787 0.079 0.074
ln(Total Time) -23.487 -5.984 -0.149 0.000
Toll road time Savings 3.171 14.578 0.864 0.000
ln(Forecast Total Costs) -11.580 -2.949 -0.099 0.003
Period 3
ln(Total Time) -24.542 -8.821 -0.166 0.000
Toll road time Savings 3.317 3.924 0.900 0.000
ln(Forecast Total Costs) -14.697 -2.535 -0.130 0.011
Period 4
Operating Costs -1.320 -3.031 -0.180 0.002
ln(Total Time) -32.982 -5.392 -0.255 0.000
Toll road time Savings 3.415 3.954 0.844 0.000
ln(Forecast Total Costs) 0.000 0.000
Period 5
Operating Costs -1.280 -3.011 -0.174 0.003
ln(Total Time) -24.588 -6.324 -0.258 0.000
Toll road time Savings 3.152 3.956 0.826 0.000
ln(Forecast Total Costs) 0.000 0.000
Continued on next page. . .
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Table C.5: Parameter estimates of time-invariant and time-varying model of toll road use
Parameter Estimate Z-Value Standardised Estimate P-Value
Variances
  53.585 4.096 0.971 0.000
  0.597 3.137 0.680 0.002
  -1.806 -1.863 -0.319 0.062
 y1 31.176 11.316 0.118 0.000
 y2 24.653 3.222 0.067 0.001
 y3 0.000 0.508 0.000 0.611
 y4 53.976 4.119 0.105 0.000
 y5 36.285 4.508 0.084 0.000
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Table D.1: Parameter estimates of unconditional models of number of routes
No Groups Grouped Model
Both Congestion LEZ
Est. Z-val. Est. Z-val. Est. Z-val.
Time scores ()
1 0.000 0.000 0.000
2 -1.592 -0.579 0.000 0.000
3 0.458 0.369 0.000 0.000
4 3.542 2.694 2.170 1.396 2.170 1.396
5 4.000 4.000 4.000
Intercepts
 3.495 4.054 3.498 4.014 3.499 3.982
 0.006 0.469 0.001 0.033 0.008 0.287
Variances
  0.408 4.442 0.389 3.481 0.473 3.609
  0.008 1.059 0.017 1.503 0.017 1.503
  -0.020 -1.008 -0.029 -1.438 -0.033 -1.937
 y1 0.546 5.253 0.544 5.002 0.544 5.002
 y2 0.015 0.198 0.108 2.401 0.039 1.747
 y3 0.098 3.177 0.076 1.824 0.044 1.895
 y4 0.163 3.183 0.220 2.926 0.196 2.301
 y5 0.127 2.204 0.012 0.069 0.037 0.202
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Table D.2: Parameter estimates of full time-invariant model of number of routes
Est. Z-val.
Time scores ()
1 0.000
2 0.060 11.166
3 1.506 4.458
4 6.699 4.834
5 4.000
Intercepts
 3.472 3.970
 0.023 0.968
Time-invariant predictors
Intercept predictors
deliveryTypeEffects 0.332 3.637
Policy 0.000
Euro III Rigid vehicles -0.004 -1.135
Pre Euro III Rigid vehicles -0.002 -0.777
Respondent in NSW 0.079 0.502
Self Administered survey 0.240 1.541
Number of drivers 0.002 1.346
Slope predictors
deliveryTypeEffects 0.015 1.066
Policy -0.015 -0.715
Euro III Rigid vehicles -0.000 -0.909
Pre Euro III Rigid vehicles 0.001 1.834
Respondent in NSW 0.002 0.071
Self Administered survey -0.001 -0.060
Number of drivers -0.000 -0.670
Variances
  0.307 4.874
  0.006 3.448
  -0.019 -2.488
 y1 0.523 5.209
 y2 0.050 2.139
 y3 0.088 4.185
 y4 0.030 0.635
 y5 0.210 4.954
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Table D.3: Parameter estimates of time-varying model of number of routes
Est. Z-val.
Time scores ()
1 0.000
2 0.000
3 0.000
4 4.392 3.244
5 4.000
Intercepts
 3.290 3.998
 -0.533 -2.730
Time-varying predictors
Period 1
Proportion LCVs 0.749 2.700
Period 2
Proportion LCVs 0.512 2.323
Period 3
Proportion LCVs 0.546 2.565
Period 4
Number of routes (t = 3) 0.736 2.428
Period 5
Number of routes (t = 3) 0.671 2.960
Variances
  0.402 5.074
  0.030 1.963
  -0.096 -2.807
 y1 0.505 5.203
 y2 0.060 2.381
 y3 0.081 3.049
 y4 0.135 2.082
 y5 0.153 2.756
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Table E.1: Parameter estimates of time-varying models of emissions standards
Full model Reduced model
Est. Z-val. Est. Z-val.
Time scores ()
1 0.000 0.000
2 0.000 0.000
3 0.000 0.000
4 3.219 2.094 2.692 4.512
5 4.000 4.000
Intercepts
 0.377 2.250 0.195 1.871
 0.094 1.433 0.165 4.595
Time-varying predictors
Period 1
Operating Costs ($,000s) -0.026 -1.952
Labour Costs ($,000s) -0.081 -3.309 -0.081 -4.048
Time savings from Congestion Charge -0.016 -3.459 -0.021 -4.925
Time savings from tolls 0.004 0.696
Probability of being late 0.013 0.787
Total Emissions (Standardised) 0.142 5.797 0.146 7.084
Period 2
Operating Costs ($,000s) -0.025 -2.705
Labour Costs ($,000s) -0.058 -2.828 -0.087 -5.495
Time savings from Congestion Charge -0.016 -4.158 -0.018 -5.041
Time savings from tolls -0.005 -1.827
Probability of being late -0.000 -0.041
Total Emissions (Standardised) 0.147 10.829 0.158 11.463
Forecasted total costs 0.001 0.103
Proportion of pre Euro III vehicles (t = 0) -0.062 -0.695
Period 3
Operating Costs ($,000s) -0.026 -2.453
Labour Costs ($,000s) -0.083 -4.365 -0.095 -5.995
Time savings from Congestion Charge -0.015 -4.015 -0.017 -4.863
Time savings from tolls -0.004 -1.324
Continued on next page. . .
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Table E.1: Parameter estimates of time-varying models of emissions standards
Full model Reduced model
Est. Z-val. Est. Z-val.
Probability of being late 0.000 0.040
Total Emissions (Standardised) 0.152 10.886 0.169 12.790
Forecasted total costs 0.005 0.713
Proportion of pre Euro III vehicles (t = 0) -0.015 -0.167
Period 4
Operating Costs ($,000s) 0.003 0.343
Labour Costs ($,000s) -0.135 -4.571 -0.126 -6.885
Time savings from Congestion Charge -0.011 -2.559 -0.013 -3.482
Time savings from tolls -0.008 -2.092
Probability of being late 0.021 1.640
Total Emissions (Standardised) 0.100 4.910 0.111 6.178
Proportion of pre Euro III vehicles (t = 2) 0.039 0.263
Period 5
Operating Costs ($,000s) 0.009 1.140
Labour Costs ($,000s) -0.123 -4.486 -0.134 -6.685
Time savings from Congestion Charge -0.014 -2.567 -0.015 -4.101
Time savings from tolls -0.002 -0.405
Probability of being late -0.004 -0.227
Total Emissions (Standardised) 0.046 2.057 0.067 3.837
Proportion of pre Euro III vehicles (t = 2) 0.104 0.473
Variances
  0.048 4.590 0.052 4.945
  0.002 1.586 0.002 3.193
  -0.005 -1.385 -0.004 -2.299
 y1 0.028 4.532 0.027 5.147
 y2 0.003 2.241 0.004 2.707
 y3 0.002 1.712 0.003 2.376
 y4 0.011 1.294 0.013 3.646
 y5 0.006 0.509 0.005 0.839
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Table E.2: Parameter estimates of time-invariant and time-varying model of emissions
standards
Est. Z-val.
Time scores ()
1 0.000
2 0.000
3 0.000
4 2.763 6.522
5 4.000
Intercepts
 0.180 1.764
 0.088 2.662
Time-invariant predictors
Intercept predictors
Policy 0.000
Slope predictors
Policy 0.180 5.914
Time-varying predictors
Period 1
Labour Costs ($,000s) -0.076 -3.829
Time savings from Congestion Charge -0.018 -4.442
Total Emissions (Standardised) 0.146 7.166
Period 2
Labour Costs ($,000s) -0.080 -5.102
Time savings from Congestion Charge -0.015 -4.503
Total Emissions (Standardised) 0.157 11.231
Period 3
Labour Costs ($,000s) -0.088 -5.570
Time savings from Congestion Charge -0.014 -4.296
Total Emissions (Standardised) 0.167 12.442
Period 4
Labour Costs ($,000s) -0.149 -7.987
Time savings from Congestion Charge -0.037 -6.310
Total Emissions (Standardised) 0.105 6.219
Continued on next page. . .
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Table E.2: Parameter estimates of time-invariant and time-varying model of emissions
standards
Est. Z-val.
Period 5
Labour Costs ($,000s) -0.177 -9.623
Time savings from Congestion Charge -0.051 -7.576
Total Emissions (Standardised) 0.075 5.166
Variances
  0.049 5.072
  0.001 3.700
  -0.003 -2.281
 y1 0.027 5.097
 y2 0.004 2.814
 y3 0.003 2.536
 y4 0.012 4.346
 y5 0.000 0.000
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Table E.3: Full time-invariant vehicle class model results
LCV Rigid
Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000
2 3.561 8.475 3.250 3.254
3 2.735 6.126 4.051 6.607
4 2.368 5.071 4.256 5.052
5 4.000 4.000
Intercepts
 -0.225 -0.418 0.027 0.064
 -0.007 -0.022 -0.011 -0.069
Time-invariant predictors
Intercept predictors
Policy 0.000 0.000
Delivery Type 0.479 2.269 0.100 0.471
Num. Euro III+ Rigids -0.003 -0.372 -0.010 -1.340
NSW dummy 0.432 1.451 0.185 0.556
Self Administered dummy 0.356 1.109 -0.030 -0.088
Number of Drivers 0.001 0.293 0.002 1.173
Industry Experience (yrs) -0.004 -0.307 0.003 0.222
Slope predictors
Policy 0.147 1.415 -0.070 -1.103
Delivery Type 0.110 1.350 -0.052 -1.032
Num. Euro III+ Rigids -0.001 -0.339 0.002 1.336
NSW dummy 0.055 0.510 -0.130 -1.736
Self Administered dummy 0.076 0.514 -0.011 -0.145
Number of Drivers 0.000 0.296 -0.000 -1.017
Industry Experience (yrs) 0.003 0.467 -0.000 -0.030
Covariances
Intercepts on Intercepts
LCV -0.232 -2.836
Rigid -0.232 -2.836
Intercepts on Slopes
LCV 0.113 3.448
Rigid -0.096 -0.879
Slopes on Slopes
LCV -0.015 -1.148
Rigid -0.015 -1.148
Thresholds
Threshold 1 -1.196 -4.799 -1.199 -5.304
Threshold 2 0.207 0.915 -0.679 -4.626
Threshold 3 1.709 5.964 0.305 1.272
Scales
Period 1 1.000 1.000
Period 2 0.830 4.389 1.264 3.950
Period 3 1.097 5.868 1.365 3.482
Period 4 1.172 5.920 1.126 3.376
Period 5 0.697 5.067 0.971 3.239
Table E.4: Full time-varying vehicle class model results
LCV Rigid
Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000
2 2.422 2.411 3.893 3.981
3 1.075 0.835 3.953 4.042
4 1.519 0.940 4.033 3.996
5 4.000 4.000
Intercepts
 -0.297 -0.140 -9.204 -4.202
 1.473 1.061 -0.284 -0.449
Time-varying predictors
Period 1
Operating Costs ($,000s) 0.692 1.332 -0.383 -1.402
Labour Costs ($,000s) -0.628 -1.464 -0.075 -0.197
Time savings from Congestion Charge -0.553 -1.586 0.294 1.486
Time savings from tolls -0.257 -2.112 0.241 2.582
Probability of being late -0.670 -1.255 -0.355 -1.119
Period 2
Operating Costs ($,000s) 0.916 2.048 -0.137 -0.825
Labour Costs ($,000s) -1.845 -1.315 0.155 0.464
Time savings from Congestion Charge 0.160 0.390 0.060 0.551
Time savings from tolls -0.013 -0.085 0.079 0.876
Probability of being late 0.012 0.016 -0.296 -1.033
Number of LCVs (t = 0) 0.028 0.190
Number of rigid vehicles (t = 0) -0.033 -0.434
Period 3
Operating Costs ($,000s) 0.730 1.653 -0.178 -0.905
Labour Costs ($,000s) -0.362 -0.499 0.220 0.674
Time savings from Congestion Charge -0.344 -1.015 -0.032 -0.324
Time savings from tolls -0.017 -0.120 0.026 0.625
Probability of being late -0.167 -0.341 0.018 0.134
Number of LCVs (t = 0) 0.045 0.312
Number of rigid vehicles (t = 0) -0.022 -0.316
Period 4
Operating Costs ($,000s) 0.320 1.001 -0.102 -0.855
Labour Costs ($,000s) -0.574 -0.639 0.033 0.229
Time savings from Congestion Charge 0.164 0.393 -0.019 -0.295
Time savings from tolls -0.083 -0.481 0.035 0.673
Probability of being late 0.097 0.123 -0.033 -0.324
Continued on next page. . .
282
Table E.4: Full time-varying vehicle class model results
LCV Rigid
Est. Z-val. Est. Z-val.
Number of LCVs (t = 2) 0.690 1.329
Number of rigid vehicles (t = 2) 0.011 0.064
Period 5
Operating Costs ($,000s) 0.081 0.215 -0.070 -0.593
Labour Costs ($,000s) -1.866 -2.021 0.572 1.083
Time savings from Congestion Charge -0.181 -0.383 0.095 0.795
Time savings from tolls -0.341 -1.772 0.088 1.015
Probability of being late 1.035 1.229 -0.233 -0.845
Number of LCVs (t = 2) -0.089 -0.139
Number of rigid vehicles (t = 2) 0.008 0.050
Covariances
Intercepts on Intercepts
LCV -0.161 -1.336
Rigid -0.161 -1.336
Intercepts on Slopes
LCV 0.180 1.627
Rigid -1.247 -3.938
Slopes on Slopes
LCV 0.002 0.315
Rigid 0.002 0.315
Thresholds
Threshold 1 -5.767 -5.587 -10.445 -12.738
Threshold 2 -3.204 -3.952 -10.058 -13.819
Threshold 3 -0.068 -0.067 -9.408 -10.464
Scales
Period 1 1.000 1.000
Period 2 0.773 7.235 3.503 1.132
Period 3 1.219 2.827 4.056 1.147
Period 4 0.731 8.493 3.265 1.039
Period 5 0.673 7.472 3.325 1.118
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Table E.5: Full time-invariant and time-varying vehicle class model results
LCV Rigid
Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000
2 -0.397 -0.863 -0.327 -0.441
3 -0.108 -0.225 0.665 1.130
4 -0.517 -1.109 1.374 1.652
5 4.000 4.000
Intercepts
 0.079 0.107 0.622 0.585
 -0.208 -0.137 -0.304 -0.374
Time-invariant predictors
Intercept predictors
Policy 0.000 0.000
Delivery Type 0.229 1.613
Time-varying predictors
Period 1
Operating Costs ($,000s) 0.388 2.856 -0.407 -2.981
Time savings from tolls -0.125 -2.688 0.136 2.338
Period 2
Operating Costs ($,000s) 0.168 2.029 -0.296 -2.221
Period 3
Operating Costs ($,000s) 0.258 2.479 -0.219 -2.074
Period 4
Operating Costs ($,000s) -0.175 -1.818
Period 5
Labour Costs ($,000s) -0.848 -2.275
Operating Costs ($,000s) -0.128 -1.346
Covariances
Intercepts on Intercepts
LCV -0.143 -2.441
Rigid -0.143 -2.441
Intercepts on Slopes
LCV 0.076 4.415
Rigid -0.034 -1.069
Slopes on Slopes
LCV -0.034 -2.080
Rigid -0.034 -2.080
Thresholds
Threshold 1 -0.856 -2.223 -1.400 -3.485
Continued on next page. . .
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Table E.5: Full time-invariant and time-varying vehicle class model results
LCV Rigid
Est. Z-val. Est. Z-val.
Threshold 2 -0.014 -0.058 -0.854 -2.386
Threshold 3 0.875 2.979 0.030 0.076
Scales
Period 1 1.000 1.000
Period 2 2.102 3.199 1.476 6.384
Period 3 2.326 3.458 1.783 5.412
Period 4 2.377 2.997 1.570 4.304
Period 5 0.673 35.979 1.417 2.283
285
Appendix F
Time of day models
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Table F.2: Full time-invariant predictors time of day model results
Night A.M. Peak Interpeak
Est. Z-val. Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000 0.000
2 0.000 0.000 0.000
3 0.000 0.000 0.000
4 1.148 1.542 2.997 4.924 2.809 6.057
5 4.000 4.000 4.000
Intercepts
 -0.148 -0.839 0.147 0.778 -0.102 -0.334
 0.351 0.264 -0.068 -0.835 0.025 0.177
Time-invariant predictors
Intercept predictors
Number of Drivers -0.000 -0.043 0.000 0.056 0.001 0.827
Delivery Type 0.352 2.139 0.257 2.105 -0.598 -3.554
Policy -0.109 -0.366 -0.242 -1.073 0.152 0.605
NSW dummy 0.272 0.975 0.093 0.432 -0.070 -0.288
Industry Experience (yrs) 0.007 0.538 0.004 0.473 -0.008 -0.670
Self Administered dummy 0.332 1.122 0.112 0.513 -0.027 -0.092
Num. Euro III+ Rigids -0.001 -0.063 0.000 0.002 -0.004 -0.781
Slope predictors
Number of Drivers 0.010 1.269 -0.000 -0.373 -0.000 -0.743
Delivery Type 0.041 0.069 0.017 0.413 0.069 1.534
Policy -0.070 -0.071 0.105 1.518 -0.135 -1.615
NSW dummy -0.527 -0.544 0.001 0.018 0.014 0.201
Industry Experience (yrs) 0.016 0.378 0.001 0.536 0.001 0.172
Self Administered dummy -1.366 -1.355 -0.030 -0.581 0.050 0.554
Num. Euro III+ Rigids -0.050 -1.625 0.000 0.127 0.000 0.633
Covariances
Intercepts on Intercepts
Night 0.165 1.874 -0.476 -5.249
A.M. Peak 0.165 1.874 -0.503 -5.365
Interpeak -0.476 -5.249 -0.503 -5.365
Intercepts on Slopes
Night 1.391 3.623 -0.035 -1.260 0.092 2.731
A.M. Peak -0.080 -0.250 -0.002 -0.105 0.064 3.156
Interpeak -0.363 -1.011 0.040 1.738 -0.024 -0.867
Slopes on Slopes
Night 0.131 1.554 -0.402 -2.968
A.M. Peak 0.131 1.554 -0.043 -3.188
Interpeak -0.402 -2.968 -0.043 -3.188
Thresholds
Threshold 1 0.229 1.297 -0.492 -3.845 -1.426 -5.647
Threshold 2 0.621 4.763 0.011 0.070
Threshold 3 0.956 5.336
Scales
Period 1 1.000 1.000 1.000
Period 2 0.999 6.737 1.355 7.080 1.221 12.999
Period 3 1.212 9.241 1.422 6.974 1.185 12.366
Period 4 0.277 1.760 1.303 5.650 1.220 8.416
Period 5 0.081 3.912 1.362 5.052 0.996 6.299
Table F.3: Full time-varying predictors time of day model results
Night A.M. Peak Interpeak
Est. Z-val. Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000 0.000
2 -1.963 -0.593 -0.342 -0.919 -4.171 -1.149
3 -4.455 -1.508 0.217 1.681 4.371 2.765
4 2.116 1.932 0.132 0.096 4.060 2.795
5 4.000 4.000 4.000
Intercepts
 -17.010 -12.213 0.318 0.336 1.448 1.170
 3.437 1.363 4.111 0.839 -0.630 -1.011
Time-varying predictors
Period 1
Total Costs ($,000s) -0.448 -0.891 0.462 2.961 -0.653 -2.522
Congestion Charge Savings (min) -0.371 -1.601 -0.099 -0.914 0.065 0.466
Toll time savings -0.041 -0.475 -0.058 -1.272 0.056 1.177
Inverse proportion Pre Euro III 9.274 1.064 2.106 1.035 -1.760 -0.607
Period 2
Total Costs ($,000s) -0.494 -0.435 -2.148 -1.882 0.866 0.518
Congestion Charge Savings (min) -3.037 -1.308 0.778 0.726 0.246 0.147
Toll time savings -0.105 -0.215 -0.294 -0.701 0.116 0.205
Inverse proportion Pre Euro III -27.560 -4.150 -15.577 -4.116 6.686 4.233
Night Departures (t = 1) -0.661 -1.263
7:00-9:00 Departures (t = 1) 3.417 2.603
9:00-16:00 Departures (t = 1) 3.378 1.830
Period 3
Total Costs ($,000s) 0.988 0.748 0.427 1.903 -0.319 -0.958
Congestion Charge Savings (min) -0.532 -0.580 0.120 0.596 -0.103 -0.329
Toll time savings 0.093 0.232 0.033 0.426 0.008 0.063
Inverse proportion Pre Euro III 12.162 4.292 9.706 2.008 -9.559 -1.310
Night Departures (t = 1) -0.873 -2.357
7:00-9:00 Departures (t = 1) 0.726 4.208
9:00-16:00 Departures (t = 1) 0.782 3.936
Period 4
Total Costs ($,000s) -0.057 -0.531 -6.090 -1.101 0.270 0.863
Congestion Charge Savings (min) 0.000 0.003 -7.940 -1.081 -0.024 -0.058
Toll time savings 0.015 0.509 0.450 0.229 -0.026 -0.251
Inverse proportion Pre Euro III 1.366 0.553 179.594 4.935 -13.664 -3.929
Night Departures (t = 3) 0.095 0.735
7:00-9:00 Departures (t = 3) 41.275 3.971
Continued on next page. . .
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Table F.3: Full time-varying predictors time of day model results
Night A.M. Peak Interpeak
Est. Z-val. Est. Z-val. Est. Z-val.
9:00-16:00 Departures (t = 3) 1.982 2.411
Period 5
Total Costs ($,000s) -0.168 -0.262 -2.910 -0.477 0.109 0.598
Congestion Charge Savings (min) -0.651 -1.038 14.230 4.063 -0.198 -0.423
Toll time savings 0.102 0.775 4.366 1.110 -0.149 -0.812
Inverse proportion Pre Euro III -9.682 -5.315 185.871 5.040 -2.701 -0.516
Night Departures (t = 3) 0.528 1.155
7:00-9:00 Departures (t = 3) 66.418 4.205
9:00-16:00 Departures (t = 3) 0.896 1.646
Covariances
Intercepts on Intercepts
Night 0.515 2.743 -0.830 -4.772
A.M. Peak 0.515 2.743 -0.724 -7.444
Interpeak -0.830 -4.772 -0.724 -7.444
Intercepts on Slopes
Night -0.859 -1.344 -2.142 -1.352 0.161 2.343
A.M. Peak -0.288 -1.414 -1.636 -1.781 0.200 3.179
Interpeak 0.414 1.601 3.794 1.979 -0.154 -1.894
Slopes on Slopes
Night 1.385 0.994 -0.091 -1.293
A.M. Peak 1.385 0.994 -1.407 -1.923
Interpeak -0.091 -1.293 -1.407 -1.923
Thresholds
Threshold 1 -12.218 -6.868 -1.251 -0.752 -2.735 -1.223
Threshold 2 0.726 0.466 -0.334 -0.149
Threshold 3 1.468 0.629
Scales
Period 1 1.000 1.000 1.000
Period 2 0.596 1.434 0.254 2.789 0.233 2.035
Period 3 0.293 2.065 1.104 5.250 1.017 3.450
Period 4 2.530 1.130 0.030 5.147 0.487 2.636
Period 5 1.288 1.763 0.021 3.729 0.663 2.592
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Table F.4: Full time of day model results
Night A.M. Peak Interpeak
Est. Z-val. Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000 0.000
2 0.000 0.000 0.000
3 0.000 0.000 0.000
4 5.278 4.119 3.860 11.253 3.933 12.142
5 4.000 4.000 4.000
Intercepts
 -45.572 -4.613 8.632 13.860 1.067 14.148
 -0.292 -2.463 -1.909 -4.073 1.439 2.555
Time-invariant predictors
Intercept predictors
Number of Drivers 0.000 0.188 0.000 0.443 -0.001 -0.786
Delivery Type 0.887 1.458 0.407 1.517 -0.938 -2.780
Policy 3.313 4.107 -1.228 -4.327 0.525 1.323
Slope predictors
Number of Drivers -0.001 -1.055 -0.000 -0.569 0.000 0.950
Delivery Type 0.196 1.549 -0.094 -0.857 0.259 1.946
Policy 1.224 3.460 0.217 0.357 -0.300 -0.461
Time-varying predictors
Period 1
Total Costs ($,000s) -0.924 -0.801 0.512 2.183 -0.851 -2.568
Congestion Charge Savings (min) -0.531 -0.944 -0.301 -1.471 0.122 0.785
Toll time savings -0.225 -1.041 -0.090 -1.224 0.146 1.914
Inverse proportion Pre Euro III 25.348 5.428 5.074 4.233 -3.937 -4.235
Period 2
Total Costs ($,000s) -0.315 -0.537 -0.451 -1.603 0.350 0.766
Congestion Charge Savings (min) -1.973 -4.584 0.219 0.821 0.043 0.129
Toll time savings 0.070 0.244 -0.046 -0.469 0.034 0.283
Inverse proportion Pre Euro III -14.221 -5.734 -0.784 -4.358 0.685 4.495
Night Departures (t = 1) -0.122 -1.858
7:00-9:00 Departures (t = 1) 0.180 1.448
9:00-16:00 Departures (t = 1) 0.300 1.674
Period 3
Total Costs ($,000s) 0.226 0.666 1.167 1.957 -0.945 -1.168
Congestion Charge Savings (min) -0.131 -0.383 0.402 0.632 -0.227 -0.251
Toll time savings 0.009 0.072 0.051 0.252 0.125 0.409
Inverse proportion Pre Euro III 3.801 4.691 21.484 4.876 -19.518 -4.878
Night Departures (t = 1) -0.078 -1.478
Continued on next page. . .
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Table F.4: Full time of day model results
Night A.M. Peak Interpeak
Est. Z-val. Est. Z-val. Est. Z-val.
7:00-9:00 Departures (t = 1) 0.532 2.204
9:00-16:00 Departures (t = 1) 1.126 2.135
Period 4
Total Costs ($,000s) -0.411 -0.763 -0.142 -0.729 0.261 0.818
Congestion Charge Savings (min) 0.098 0.131 -0.059 -0.262 -0.343 -1.270
Toll time savings 0.122 0.901 -0.016 -0.196 0.019 0.210
Inverse proportion Pre Euro III 8.916 4.367 4.847 4.011 -11.388 -4.394
Night Departures (t = 3) -0.298 -2.439
7:00-9:00 Departures (t = 3) 0.386 3.635
9:00-16:00 Departures (t = 3) 0.491 3.066
Period 5
Total Costs ($,000s) 0.274 4.053 -0.041 -0.322 0.097 0.414
Congestion Charge Savings (min) -2.165 -4.122 0.243 0.807 -0.112 -0.235
Toll time savings 0.105 0.153 0.087 0.963 -0.146 -0.706
Inverse proportion Pre Euro III -30.289 -5.123 3.357 4.173 -1.697 -4.399
Night Departures (t = 3) -0.359 -0.890
7:00-9:00 Departures (t = 3) 0.395 3.824
9:00-16:00 Departures (t = 3) 0.410 2.692
Covariances
Intercepts on Intercepts
Night 0.368 2.722 -0.680 -3.679
A.M. Peak 0.368 2.722 -0.125 -1.195
Interpeak -0.680 -3.679 -0.125 -1.195
Intercepts on Slopes
Night 0.077 0.773 -0.115 -2.260 0.215 2.295
A.M. Peak -0.045 -1.543 -0.005 -0.117 0.074 1.145
Interpeak 0.014 0.254 -0.010 -0.148 -0.109 -0.941
Slopes on Slopes
Night 0.026 2.184 -0.037 -1.388
A.M. Peak 0.026 2.184 -0.048 -1.701
Interpeak -0.037 -1.388 -0.048 -1.701
Thresholds
Threshold 1 -42.166 -4.575 17.573 4.075 -15.096 -4.227
Threshold 2 19.508 4.038 -11.914 -4.373
Threshold 3 -10.107 -4.176
Scales
Period 1 1.000 1.000 1.000
Period 2 1.178 11.385 1.277 3.639 0.889 3.965
Continued on next page. . .
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Table F.4: Full time of day model results
Night A.M. Peak Interpeak
Est. Z-val. Est. Z-val. Est. Z-val.
Period 3 1.130 4.564 0.578 4.272 0.431 3.616
Period 4 0.901 2.959 1.454 2.870 0.870 3.265
Period 5 1.064 1.740 1.127 3.580 0.649 3.121
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Appendix G
Simultaneous models
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Table G.1: Unconditional toll road use, number of routes and emissions standard results
Toll roads Number of routes Emissions standard
Est. Z-val. Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000 0.000
2 3.071 4.186 0.000 -11.188 -5.115
3 4.536 4.594 1.187 4.153 -9.152 -5.070
4 5.843 4.403 2.264 4.404 8.962 4.954
5 4.000 4.000 4.000
Intercepts
 0.442 3.961 3.505 4.032 0.485 3.932
 -0.102 -1.572 0.137 1.931 -0.008 -0.511
Time-invariant predictors
Slope predictors
Number of routes () 0.020 1.435 -0.001 -0.181
Emissions standard () 0.094 0.770 -0.013 -0.159
LCVs () 0.021 1.125 0.388 3.191 -0.005 -1.338
Rigids () -0.018 -0.693 0.508 4.775 -0.001 -0.304
Night departures () 0.005 0.138 -0.120 -1.076 0.001 0.248
A.M. Peak departures () -0.022 -0.693 0.633 6.332 0.004 0.848
Interpeak departures () 0.008 0.313 0.609 5.260 0.001 0.367
Toll use () -0.142 -1.968 0.014 0.882
Variances
  0.023 3.392 0.353 5.396 0.036 3.607
  0.001 2.510 0.041 3.161 0.000 0.768
 y1 0.000 0.000 0.379 5.633 0.022 2.503
 y2 0.020 3.730 0.155 5.215 0.018 2.433
 y3 0.011 2.700 0.189 5.562 0.024 3.350
 y4 0.016 2.130 0.231 4.692 0.036 3.429
 y5 0.019 3.551 0.000 0.000 0.040 3.765
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Table G.2: Unconditional simultaneous vehicle class standard results
LCV Rigid
Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000
2 2.350 10.249 1.730 9.833
3 3.187 3.924 2.108 3.928
4 2.885 13.718 1.918 11.542
5 4.000 4.000
Intercepts
 -0.346 -3.400 -0.022 -0.296
 -0.246 -2.073 0.458 4.702
Time-invariant predictors
Slope predictors
Number of routes () -0.001 -0.036 -0.160 -2.699
Emissions standard () 0.625 2.859 -0.584 -2.256
Toll use () 0.426 2.156 -0.161 -0.883
Night departures () 0.217 2.864 -0.271 -2.746
A.M. Peak departures () -0.050 -0.731 0.121 1.362
Interpeak departures () 0.239 3.426 -0.317 -3.574
Thresholds
Threshold 1 -0.848 -9.907 -1.167 -12.199
Threshold 2 0.198 2.356 -0.240 -4.549
Threshold 3 0.648 6.237 0.405 5.823
Scales
Period 1 1.000 1.000
Period 2 1.326 14.863 1.028 14.624
Period 3 1.317 11.321 1.065 13.272
Period 4 1.338 12.538 0.936 12.116
Period 5 1.161 11.680 0.649 4.056
Variances
  0.545 4.911 0.499 3.725
  -0.000 -0.000 0.000 0.000
 y1 0.455 0.501
 y2 0.107 0.322
 y3 0.071 0.179
 y4 0.073 0.480
 y5 0.157 0.999
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Table G.3: Unconditional simultaneous time of day results
Night A.M. Peak P.M. Peak
Est. Z-val. Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000 0.000
2 -0.511 -2.279 -1.385 -4.176 -1.069 -6.027
3 -0.260 -1.418 -2.409 -4.213 -1.011 -5.274
4 1.358 6.969 3.351 4.327 2.687 4.210
5 4.000 4.000 4.000
Intercepts
 -0.643 -4.619 0.224 2.890 -0.226 -2.683
 -0.002 -0.020 0.055 2.685 -0.006 -0.210
Thresholds
Threshold 1 -0.848 -9.907 0.198 2.356 -1.167 -12.199
Threshold 2 0.648 6.237 -0.240 -4.549
Threshold 3 0.405 5.823
Scales
Period 1 1.000 1.000 1.000
Period 2 1.189 7.831 1.108 9.561 1.304 3.912
Period 3 1.302 8.240 1.211 9.664 1.253 3.918
Period 4 0.652 3.335 1.103 8.789 1.091 14.293
Period 5 0.347 2.742 1.043 8.269 0.768 7.752
Variances
  0.663 4.597 0.428 3.915 0.533 6.704
  0.328 1.241 0.000 0.000 0.015 1.765
 y1
 y2
 y3
 y4
 y5
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Table G.4: Conditional toll road use, number of routes and emissions standard results
Toll roads Number of routes Emissions standard
Est. Z-val. Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000 0.000
2 3.676 7.089 0.000 0.078 6.039
3 5.455 7.027 1.902 7.093 0.076 6.034
4 6.625 7.275 4.196 7.950 2.639 6.555
5 4.000 4.000 4.000
Intercepts
 0.450 4.743 3.696 5.448 0.531 4.704
 0.105 4.317 23.597 7.560 -0.163 -4.504
Time-invariant predictors
Intercept predictors
Policy 0.000 0.000 0.000
Num. Euro III+ Rigids 0.000 0.845
Delivery Type 0.375 5.367
Slope predictors
Number of routes () 0.072 4.091 0.019 13.539
Emissions standard () -0.104 -4.465 -12.469 -7.535
LCVs () -0.083 -4.143 13.677 6.297 -0.029 -3.922
Rigids () -0.081 -4.089 19.261 7.130 -0.045 -4.112
Night departures () -0.010 -7.137 -9.192 -6.654 0.014 10.242
A.M. Peak departures () 0.002 1.088 18.640 7.053 -0.031 -4.018
Interpeak departures () -0.029 -3.923 15.215 6.433 -0.004 -3.698
Policy -0.020 -8.877 -0.025 -14.600 -0.051 -9.747
Num. Euro III+ Rigids -0.000 -0.240
Toll use () -107.966 -8.766 0.407 4.905
Variances
  0.007 3.966 0.308 4.531 0.033 3.990
  0.001 4.968 0.177 5.776 0.002 1.667
 y1 0.014 4.346 0.352 7.095 0.019 4.723
 y2 0.021 4.736 0.082 6.486 0.020 4.760
 y3 0.010 4.779 0.163 6.351 0.029 4.940
 y4 0.016 4.703 0.085 6.242 0.026 4.746
 y5 0.020 4.823 0.102 6.632 0.008 4.293
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Table G.5: Conditional simultaneous vehicle class standard results
LCV Rigid
Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000
2 2.728 6.566 1.419 6.339
3 3.264 6.406 1.828 6.408
4 3.139 6.547 1.775 6.539
5 4.000 4.000
Intercepts
 4.295 5.382 -0.430 -4.897
 -1.130 -5.947 1.167 6.908
Time-invariant predictors
Intercept predictors
Policy 0.000 0.000
Delivery Type 0.564 4.573
Slope predictors
Number of routes () 0.029 4.393 -0.074 -4.605
Emissions standard () 0.636 5.181 -1.362 -5.556
Toll use () 1.633 5.595 -0.538 -5.634
Night departures () 0.117 4.643 -0.374 -4.908
A.M. Peak departures () -0.171 -4.498 0.724 5.234
Interpeak departures () 0.110 4.390 -0.023 -4.476
Thresholds
Threshold 1 5.361 7.590 1.250 7.506
Threshold 2 6.288 6.036 2.135 7.026
Threshold 3 6.684 6.066 2.816 7.236
Scales
Period 1 1.000 1.000
Period 2 1.889 6.206 1.059 5.739
Period 3 1.999 6.067 1.090 5.742
Period 4 1.901 6.070 0.921 5.967
Period 5 1.683 6.035 0.649 5.418
Variances
  0.627 4.726 0.799 4.828
  0.005 5.415 0.013 4.177
 y1 0.373 0.201
 y2 0.057 0.220
 y3 0.030 0.103
 y4 0.058 0.452
 y5 0.096 0.506
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Table G.6: Conditional simultaneous time of day results
Night A.M. Peak P.M. Peak
Est. Z-val. Est. Z-val. Est. Z-val.
Time Scores
1 0.000 0.000 0.000
2 0.333 6.086 -6.296 -7.525 -0.286 -5.750
3 0.482 5.925 -3.907 -6.953 0.190 5.625
4 2.854 6.388 3.971 6.104 3.450 6.789
5 4.000 4.000 4.000
Intercepts
 2.356 5.451 0.916 5.243 -0.938 -5.079
 -2.469 -8.461 2.261 5.109 0.755 5.861
Time-invariant predictors
Intercept predictors
Policy 0.000 0.000 0.000
Delivery Type -0.507 -4.532
Slope predictors
Number of routes () -1.146 -5.808 0.424 4.431 -0.167 -4.683
Emissions standard () 0.265 5.679 -1.371 -5.108 0.212 5.224
Toll use () 2.350 6.557 -0.597 -4.986 -2.432 -6.055
LCVs () 1.423 5.715 -0.584 -4.457 0.244 4.648
Rigids () 1.297 5.741 -0.317 -4.456 0.323 4.748
A.M. Peak departures () 0.529 5.467
Interpeak departures () 0.516 5.335 -0.371 -4.488
Night departures () -0.313 -4.395
Thresholds
Threshold 1 5.361 7.590 6.288 6.036 1.250 7.506
Threshold 2 6.684 6.066 2.135 7.026
Threshold 3 2.816 7.236
Scales
Period 1 1.000 1.000 1.000
Period 2 0.881 6.179 0.548 5.484 1.270 6.208
Period 3 1.084 6.108 0.769 5.539 1.253 6.573
Period 4 0.450 5.176 3.933 6.464 1.555 5.825
Period 5 0.362 5.035 4.292 6.614 1.285 5.817
Variances
  0.721 5.029 0.381 4.606 0.444 4.590
  0.352 5.258 0.013 9.005 0.000 0.000
 y1 0.279 0.619 0.556
Continued on next page. . .
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Table G.6: Conditional simultaneous time of day results
Night A.M. Peak P.M. Peak
Est. Z-val. Est. Z-val. Est. Z-val.
 y2 0.480 1.525 0.160
 y3 0.022 0.536 0.203
 y4 0.811 0.052 0.017
 y5 0.452 0.093 0.210
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