ABSTRACT
Introduction
Over the past few years, numerous efforts have been made to detect tumor cells for early cancer diagnosis. Early detection and treatment of cancer has very high survival rates and dramatically improved quality of life. The detection of cancer cells is challenging due to their rare presence in blood samples at early stages. In a similar vein, the identification of metastatic and aggressive cells is very important for cancer staging. Several methods have been employed to capture and identify tumor cells based on their physical, mechanical and chemical properties (e.g., size, deformability, electrical polarizability) [1] . For example, tumor cells have been recognized based on their biophysical properties using microfiltration, atomic force microscopy, micropipette aspiration, and micropore devices [2] [3] [4] [5] [6] [7] . The distinct electrical charge of tumor cells have also been utilized for electrophoresis based separation [8] . In the past decade, ligand-based tumor cell capture platforms have been widely used for highly sensitive and selective applications [9] [10] [11] [12] [13] . Such affinity-based methods have been explored to selectively tag magnetic and fluorescent particles for cancer screening [14] [15] [16] . Although these techniques have their own advantages, these methods often require complex and time-consuming post-capture analysis for further verification. There is huge disparity in knowledge for rapid, low-cost, and highly sensitive platforms for cancer screening.
U N C O R R E C T E D P R O O F
Various cell screening methods have been demonstrated to analyze static images of cells, and a significant amount of work has been reported on automated high-throughput microscopy with rapid image acquisition [17] [18] [19] . Several fluorescently tagged biopsy samples have been imaged and analyzed to classify multiple cell phenotype and morphology [20] [21] [22] . Nevertheless, static image-based classification techniques are limited to analyze cell composition only and cannot capture the behavior of cells. Therefore, time-resolved live-cell imaging is the way to go to analyze complex and dynamic cellular processes. It has already been shown that the morphology of cancer cells correlates to their gene expression profile [23] . Fluorescence time-lapse imaging has been used to investigate complex dynamic processes such as cell division, cell motility, and intracellular trafficking [24] [25] [26] . We have reported in our previous work that tumor cells show distinctive morphologies on bio-functionalized substrates [27] [28] [29] [30] . Visual inspection of morphological dynamics from large-scale data is very time-consuming, labor-intensive, and unreliable. Even a well-trained pathologist would require to spend a great deal of time to process and analyze the data from simple biological assay. The overwhelming size of data motivates the design of machine learning approaches for the classification of cell phenotypes, genetic sequences, protein expressions, and other physical properties [31] [32] [33] [34] [35] . The ability to process and learn from a large amount of time-resolved images and a comprehensive analysis of cell gesture is reported. It can make for a unique contribution towards effective detection and classification of cancer cells.
This paper presents a predictive computational framework to diagnose cancer by interpreting complex dynamic behavior of cells from microscopic time-lapse images. We have defined and extracted 50 characteristics features to quantify the intricate gestures of cells. A supervised machine learning algorithm was implemented to create a classification model that identified metastatic tumor cells derived from solid-biopsy of cancer patient. The healthy counterparts of tumor cells, astrocytes, were also incubated on an aptamer-functional ized glass surface. We incorporated the temporal context into the annotation scheme to define the gestures of cells. Incorporation of cell behavior suppressed confusion due to cell-outlook. Cell gestures were quantified in terms of features such as cell geometry, cellular protrusions, and morphological changes in cellular boundary over time. The feature vectors were combined in a dataset to train and validate a predictive model. The approach was demonstrated to selectively detect metastatic human glioblastoma (hGBM) cells and astrocytes with an average accuracy of 85%. The approach is equally appreciable for large-scale applications for the detection of tumor cells without labeling the cells. This is a novel system to detect cancer cells from cell gestures and can be readily used by pathologists and life science researchers to study cell behavior for disease diagnosis.
Methods and experimental setup

System overview
A high level overview of the system is shown in Fig. 1 . The cell preparation and sample collection section included a functionalized surface and an optical microscope to record time-lapse images of cell. Cells were introduced on anti-EGFR (EGFR: Epidermal Growth Factor Receptor) modified surface and the morphological behavior of cells was analyzed from their time-lapse optical micrographs. The classification of cancerous and non-cancerous cells was done based on their dynamic cell morphologies. The classification process consisted of two major stages (i) training and (ii) prediction. The image segmentation component cropped out individual cell images from every frame of the time-lapse optical micrographs. The feature extraction part computed shape-dependent feature vectors. Machine learning algorithm was used to build the classifier based on known samples. Once trained, the classifier identified the unknown cell samples based on their distinguishing features. 
Experimental setup
Surface functionalization
Glass slides were functionalized with the anti-EGFR aptamer molecules. All chemicals were obtained from Sigma-Aldrich unless otherwise noted. The functionalization process is described in our previous work [27, 28] . To summarize, clean glass slides were functionalized with a silane reagent ((3-Aminopropyl)triethoxysilane), crosslinker (p-Phenylene diisothiocyanate), DNA capture molecule and RNA aptamer (anti-EGFR) sequentially to immobilize aptamers on the substrates. The DNA linker with customized sequence was obtained from Integrated DNA Technologies and the anti-EGFR aptamer was designed through SELEX process at the University of Texas at Austin. The anti-EGFR aptamer sequence was: 5′-GGC GCU CCG ACC UUA GUC UCU GUG CCG CUA UAA UGC ACG GAU UUA AUC GCC GUA GAA AAG CAU GUC AAA GCC GGA ACC GUG UAG CAC AGC AGA GAA UUA AAU GCC CGC CAU GAC CAG-3′ (the extended sequence is shown in italics and it was used to bind to capture DNA). Aptamers are synthetically selected DNA or RNA oligonucleotides that bind to target molecules and are used for cancer diagnosis and therapeutics [36] [37] [38] . The sequence of the DNA capture molecules was 5′-amine-CTG GTC ATG GCG GGC ATT TAA TTC-3′. A mutant aptamer of the same length with a scrambled sequence was used for the control experiments. The sequence for mutant aptamer was 5′-GGC GCU CCG ACC UUA GUC UCU GUU CCC ACA UCA UGC ACA AGG ACA AUU CUG UGC AUC CAA GGA GUU CUC GGA ACC GUG UAG CAC AGC AGA GAA UUA AAU GCC CGC CAU GAC CAG-3′. The presence of the aptamer on the glass surface was characterized with fluorescence imaging (with acridine orange). A schematic of the surface functionalized substrates is shown in Fig. 2 .
It has been reported previously that most of the cancer cells overexpress EGFR on cell membrane [39, 40] . The EGFR density on lung and brain tumor cells is in the range from 40,000 to 100,000 per cell. It has also been shown that EGFR is responsible for the proliferative nature of cancer cells [41] . It is the constant activation of these EGFR that causes the cells to go through morphological changes.
Cancer and healthy cell preparation
Human glioblastoma (hGBM) cells and astrocytes were used for cell-gesture comparison. The hGBM cells were obtained from a consenting patient at the University of Texas Southwestern Medical Center at Dallas, Texas as per the approved institutional review board (IRB) protocol [28] . The hGBM are brain tumor cells that have distinct EGFR overexpression. The surfaces were functionalized with anti-EGFR aptamer as reported before [27] . The astrocytes are healthy counterparts from the same lineage as hGBM cells. hGBM specimens (∼50 mm 3 ) were collected from patient's tumor mass and kept in ice-cold HBSS medium immediately after removal from brain. The red blood cells were removed by lymphocyte-M (Cedarlane labs). The hGBM tissue was gently dissociated with a solution of papain (2%) and dispase (2%). It has been reported that GBM cells can be identified by a cell surface glycoprotein, CD133 [42] [43] [44] . The triturated solution was then tagged with CD133/2 (Miltenyibiotec-293C3)-PE antibodies and sorted with Fluorescence-Activated Cell Sorting (FACS) Calibur machine (BD Biosciences). Cells were suspended in serum-free DMEM/F-12 medium (20 ng/ml of mouse EGF, 20 ng/ml of fibroblast growth factor, 1 × B27 supplement, 1 × Insulin-Transferrin-Selenium-X, and 100 units/ml penicillin -100 µg/ml streptomycin) at 3 × 10 6 cells/60-mm plate density. Only CD133-positive cells were used in the experiments (referred as hGBM). The Astrocytes used for control experiments were also derived from human patients. After extraction and culture, the astrocytes were isolated from microglia and oligodendrocytes and were grown in culture medium.
System components 2.3.1. Image acquisition and processing
Cells were suspended on the glass substrates at a density of 100,000 cells/ml and were allowed to interact with the functionalized substrates. Time-lapse optical micrographs were acquired at an interval of 30 seconds for 15 minutes using a Leica optical inverted microscope (Leica DM IL LED) with DFC295 CMOS color camera at 20 × magnification. A mercury light source (Leica classic) was used to illuminate the samples from the bottom side. All transmitted-light images were acquired in the Differential Interference Contrast (DIC) mode with 20 ms exposure time. A larger interval may fail to capture the morphological changes of cell. Alternatively, a smaller interval is preferable to monitor the cell activity more precisely but at the cost of increased data size. The entire substrate was imaged with a moving stage microscope. The micrographs were acquired and stored at 4096 × 3072 resolution in TIFF format. After contrast enhancement and Wiener filtering on the acquired images, each cell image was separated in a 200 × 200 pixel (60 µm x 60 µm) cropping window using image segmentation algorithm [27] . With 15 seconds interval, a set of 25 images was allocated for each cell depicting states of that particular cell to measure the dynamic morphology over time. The representative time-lapse images of a cancerous and a healthy cell are shown in Fig. 3 . These images were processed and analyzed to quantify the cell gestures with a set of feature vectors. The features were used to construct a dataset to train and validate the system. All the algorithms were implemented in MATLAB (v2013a) and Python (v3.5) software. Python package scikit-learn (v0.18) was used for the machine learning.
Feature extraction and annotation of cell gesture
A level-set algorithm was applied to detect the contours of the cell from each image [45] . Multiple feature vectors, such as the center of mass, area, perimeter and equivalent-radius of the cell, were extracted from the cell's contour. Other shape defining parameters such as aspect ratio, convexity, bounding rectangle, minimum enclosing circle, best-fitted ellipse, extent, and solidity of the shape were also calculated to characterize cell gestures at various instances of time. Fig. 4 demonstrates a few shape defining features extracted from cell contour.
Cancer is a disease of abnormal cell growth and unusual cellular activity. Tumor cells have larger sizes, greater nucleus-to-cytoplasm ratios, and very different cytoskeletal structures in contrast to normal cells. In addition to that, we' ve observed that these cells show distinct dynamic morphology. To quantify the changes in cell shape over time, the rate of change of the shape-parameters were also taken as another set of feature vectors. The Hausdorff distance between consecutive frames, uniformity of cell contour, and number of pseudopods around cell boundary were calculated to define the dy namic behavior of the cells. The rate of change of these parameters were calculated and used as additional feature vectors. Tracking the activity of the cell over the whole incubation period revealed unique nature of cancer cells. Using machine learning algorithms, these features were quantitatively and computationally analyzed to recognize the differences in cell behavior. The supplementary video demonstrates the cell gesture detection of a cancer and healthy cell over a time frame of 12 minutes.
Data classification
The feature vectors calculated for each cell sample were fed to a classifier to train respective data clusters. We trained the model with our dataset to classify three cell categories (i) Active cancer, (ii) Inactive cancer, and (iii) Healthy cells. The classes 'active cancer' and 'inactive cancer' included the gestures of hGBM cells incubated on an anti-EGFR aptamer surface and a control mutant aptamer surface, respectively. The 'healthy' group contained the gestures of healthy/ non-cancerous cells (astrocytes) on both anti-EGFR and mutant aptamer functionalized substrates. We used supervised machine learning algorithms here as we could label the cell types in the training dataset. The system was trained with 1000 sample images that included 25% active tumor cells, 25% inactive tumor cells, and 50% healthy cell samples. We implemented three commonly used classifiers (i) Support Vector Machine (SVM), (ii) Random Forest Tree (RFT), and (iii) Naïve Bayes Classifier (NBC) to train the system. After training, the accuracy of the classifiers were validated and compared based on their performance. A five-fold validation technique was used where 80% of the dataset was used as training samples and the rest 20% was used for test purpose. Generally a larger proportion of training sample ensures better classification of the test samples.
Results and discussion
Classification of cell gesture using supervised methods
For cancer diagnosis, the primary goal is to accurately identify and count the number of cancer cells from blood sample where other cells are present. Once the classifier was modeled, the system was validated with untrained samples to measure the accuracy. We used a five-fold validation technique to measure the accuracy. In this technique, the entire dataset was randomized and then divided into five segments. Four segments were used to train the system and the remaining one was used to test the accuracy. The same approach was repeated for all combinations of train-test data segments (five possible combinations). The accuracy was calculated and compared for all SVM, RFT and NBC classifier models. The following equation was used to calculate the accuracy of the predicted result. Here, is the predicted label of the i-th sample, y i is the corresponding true label, and N is the total number of samples analyzed.
(1)
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Computer Methods and Programs in Biomedicine xxx (2017) xxx-xxx Table 1 compares the accuracy of the three classifiers. The overall accuracy of the model to classify tumor cells and healthy cells was 90%, 82% and 85% using NBC, SVM, and RFT classifiers, respectively. The performance of the classifier depends on the type of dataset used to build the model. However, an overall accuracy of 85% validates the effectiveness of multiple feature analysis and applicability of machine learning algorithm for tumor cell diagnosis. Such high accuracy is achieved while the classification is fully automated and compatible for large scale application without disturbing the cell microenvironment. The selectivity has been maintained with aptamers and the cells did not have to be fluorescently stained either. Aptamers are also preferred over antibody for chemical stability and high selectivity.
Feature ranking
From visual inspection of static images, it is easy to confuse a cancer cell with a healthy one. However, a combination of all the extracted feature vectors provides an unambiguous approach to distinguish the cancer cell gestures. The machine learning algorithms provide a feasible approach to combine all the feature vectors and build a robust classifier. It should be borne in mind that classifying the samples from just a few feature vectors would be very challenging. To demonstrate the importance of including all the feature vectors in constructing the classifier, we created a feature-ranking chart using random forest tree (RFT) approach. A random forest is a collection of decision trees used for classification. Each of these decision trees consists of several feature vectors. We trained an RFT classifier with a known sample dataset and calculated the importance of every feature vector. Fig. 5 shows the ranking of the top 25 features in descending order of importance. Overlapping large error bars represent that the importance of any individual feature is not significant enough to be a single discerning factor to distinguish the cell types. The machine learning provided the combination of all the features to develop a complex decision-making algorithm to classify the dataset correctly.
Confusion matrix analysis
The difference in cell gesture of a cancer and healthy cell is not always very obvious. In addition, some cancer cells do not express very active behavior. The model thus missed a few cancer cells. The gestures of a few cancer cells on control surface appeared similar to the gestures of healthy cells. This could be a possible source of con fusion for the model. To understand the false-positive and false-negative results, a normalized confusion matrix was calculated to compare among the three classifier models. SVM classifier was chosen because it scored the lowest accuracy. The confusion matrix in Fig. 6 displays the matching of active, inactive, and control cells versus predicted annotations by the classifier. Each row represents the instances of actual cell type and each column of the matrix represents the instances for the predicted label by the classifier.
As shown in the figure, the diagonal digits represent the best accuracy for all three categories. The system correctly predicted cancer cells on anti-EGFR and mutant-aptamer surface in 80% cases. Among the tumor cells, 20% did not show remarkable activity to be identified as active cancer cells. On the other hand, all healthy cells were identified with 85% accuracy whereas remaining 15% showed similar gestures as active cancer cells. The accuracy could be improved with a larger dataset with more samples and features. However, 85% accuracy with our sample dataset validated the significance of machine learning algorithm for such applications (Table 1) .
Comparison between classifiers
For cancer diagnosis, the measurement of false-positives and false-negatives can add significant complexity to the later prognosis. The system's ability to avoid false-negative predictions is much more important than giving a false-positive. It is crucial not to miss any cancer cells rather than misunderstanding a healthy cell as cancerous. We measured precision and recall from predicted results to analyze the performance of the model. Recall is the ratio of number of true positives to the total number of actual positive instances. Precision is the ratio of number of true positives to the total number of predicted positive instances. The following equations were used to calculate these two parameters. Here T P = true-positive, F P = false-positive, and 
For all three classification models, the recall score is greater than 80% ( Table 2 ). The recall-value for active tumor cells with the NBC model is 100%. Overall, the NBC performed better compared to the other two classifiers which is seen from F 1 -score. The F 1 -score is the harmonic mean of precision and recall. A good retrieval algorithm would maximize both precision and recall simultaneously and score a large F 1 -measure.
Precision-recall curve analysis
The precision-recall relation was also used to compare the performance of the three classifiers. Together, precision and recall represent a trade-off. One can be improved by compromising the performance of the other. For cancer diagnosis, a good recall value is more important than the precision. Fig. 7(a) shows the precision vs. recall values for the SVM classifier. The precision-recall curves for individual classes are shown with dotted lines. As seen from the plot, the SVM classifier predicted the inactive tumor cells more accurately compared to the other two classes. It was possible to maintain a good precision while achieving a good recall score. The black solid line represents the overall average precision-recall performance of the SVM classifier. Fig. 7(b) shows the average precision-recall performance of the three classifiers. To compare the performance, the area under the curve (AUC) was calculated. A large AUC represents a better classifier in terms of error margins. SVM, RFT and NBC classifier scored AUC values of 0.73, 0.77, and 0.84, respectively. Among the three commonly used classifiers, the NBC performed best with our dataset and application.
The dynamic morphology of cells on an aptamer-functionalized surfaces can be a novel biomarker for detection of cancer cells. In patient biopsy samples, both cancerous and non-cancerous cells are present. We have demonstrated a fast and accurate method to quantify cell gestures and distinguish hGBM cells from astrocytes based on their dynamic morphology from time-lapse images. Multiple factors can contribute to regulating cell protrusion, adhesion, and surface tension (cell rounding). Individual genes and signaling proteins can also modulate cell morphology [31] . The hGBM cells showed random extensions and contractions of pseudopods, whereas astrocyte cells did not show any distinct activity. This was due to many reasons and especially from the EGFR overexpression on hGBM cells and their affinity toward anti-EGFR aptamer/antibody [46] [47] [48] . Overexpression of EGFR and flexibility of cell membrane on hGBM cells allowed more number of binding interactions between EGFR and anti-EGFR aptamer [40, 49] . On the other hand, astrocytes did not show any changes in their morphology on anti-EGFR and mutant aptamer surfaces while the surfaces were imaged. The less number of EGFR on astrocyte cell membrane could not instigate any interactions with the anti-EGFR-modified surfaces. This increased the cell motility of hGBM cells compared to that of astrocytes. We performed the experiments with solid-biopsy samples and the work can be expanded with liquid biopsy samples. Similar cell response can be expected from other types of tumor cells with appropriate choice of aptamer functionalized surfaces. Thus, the approach can be extended to target other types of tumor cells that are known to be present in blood (e.g. circulating tumor cells).
This work utilized the cell motility on anti-EGFR aptamer-modified substrates as a new strategy to detect cancer cells. The cancer cells with overexpressed EGFR interacted more with the aptamer- Another advantage of the chip-based device is that it can be easily integrated with other microfluidic cell-capture platforms to serve as an additional modality to identify cancer cells based on their physical behavior. Dynamic morphology analysis can be a good cytological indicator to complement other chip-based detection techniques. It is also possible to introduce nanotexture on the surface to enhance the cell-surface interactions [51, 52] . If required, cleavable linkers can also be used for functionalization so that after the morphology analysis, cells could be released from the surface to perform other post-capture analysis [53] .
Our method is compatible with automated high-throughput imaging and can analyze a large volume of data in a short amount of time. Microscopic image assessment is still the most commonly used tool. It is financially and logistically feasible compared to other approaches like flow cytometry, x-ray radiography, computed tomography (CT), positron emission tomography (PET), and magnetic resonance imaging (MRI). Most of these techniques are for advanced stage cancer diagnosis and have limited sensitivity. The method presented here uses only an optical microscope and does not require sophisticated infrastructure for device fabrication. This makes it simple to analyze whole-slide microscopic images without any fluorescent staining. The automation of the analysis makes it more suitable for quick analysis of large samples which may not be feasible manually, for example, by a pathologist.
Cell segmentation is still one of the major challenges in automated image analysis workflow. We used bright field images and contrast analysis to isolate cells in a label-free environment. It is very important to focus the cells properly in order to capture their activity and avoid imaging artifacts. An out-of-focus image may appear different than a focused one which may create confusion in tracing the cell boundary from image contrast analysis. In the experiments, we used single plane images acquired from an optical microscope for simplicity. Cells were seeded on the aptamer-functionalized (anti-EGFR and mutant aptamer) glass surfaces and the surface was always kept in focus to minimize variability in the image acquisition process. Thus, all the images of the cells were captured at the same focal plane. An alignment mark on the glass surface was helpful to maintain the focal plane on the surface.
It is also possible to use a confocal microscope and use 3D-stacked images to find the best focal plane. This may also help to de tect the cell boundary more accurately. Also, cells can be tagged with fluorescent markers to facilitate the intensity-based segmentation scheme. It is known that tumor cells have larger nucleus-to-cytoplasm ratio. The nucleus of the cells can also be stained to analyze the change in shape of the nucleus over time. Further characterization of the morphological behavior of tumor cells in combination with molecular characteristics can provide additional valuable prognostic information about the primary tumor. A larger dataset and unsupervised machine learning can also be implemented to identify aberrant cell gestures. For larger dataset, the inclusion of selective features based on their importance can reduce over-fitting of the model and analysis time.
The presented approach can also be applied to investigate the role of individual genes in regulating time-resolved cell morphology and complex phenotypes. The change in cell gesture with disease progression is another aspect to explore. Since this method only requires an imaging setup, a central database can be maintained to store the cell gesture of different types of cancer cells and predicted results can be sent to local remote devices for off-site diagnosis. With the increased availability of live-cell screening microscopes, the cell gesture analysis can be a dominating technology for early detection of cancer in near future.
Conclusions
We have presented a simple and elegant approach to detect and classify cancer cells based on cell gestures using a machine learning technique. We have quantified the dynamic morphology of cells with a number of unique features which were used to identify hGBM cells from healthy astrocytes. The identification scheme was validated with untrained data and three different classifiers were used to construct the system and compare the performances. The Naïve Bayes classifier identified the cancer cells with the highest accuracy. This work established the foundation for automated screening and classification of cancer from time-lapse optical micrographs. This can further be used to study cell behaviors for other types of diseases. Cell gesture analysis can be a simple platform to develop cost-effective and efficient point-of-care device to detect cancer at early stages.
