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Abstract
Processes related to the production of vorticity in the forward and rear flank
downdrafts and their interaction with the boundary layer are thought to play a
role in tornadogenesis. We argue that an inverse energy cascade is a plausible
mechanism for tornadogenesis and tornado maintenance and provides supporting evidence which is both numerical and observational. We apply a
three-dimensional vortex gas model to supercritical vortices produced at the
surface boundary layer possibly due to interactions of vortices brought to the
surface by the rear flank downdraft and also to those related to the forward
flank downdraft. Two-dimensional and three-dimensional vortex gas models
are discussed, and the three-dimensional vortex gas model of Chorin, developed further by Flandoli and Gubinelli, is proposed as a model for intense
small-scale subvortices found in tornadoes and in recent numerical studies by
Orf et al. In this paper, the smaller scales are represented by intense, supercritical vortices, which transfer energy to the larger-scale tornadic flows (inverse energy cascade). We address the formation of these vortices as a result of
the interaction of the flow with the surface and a boundary layer.

Keywords
Vortex Gas, Negative Temperature, Supercritical Vortices, Inverse Energy
Cascade, Tornadogenesis, Tornado Maintenance

1. Introduction
In classical statistical mechanics and thermodynamics, one attempts to explain
the macroscopic behavior of gases by using the statistics of modeled microscopic
DOI: 10.4236/ojfd.2017.74040 Dec. 22, 2017
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behavior of the individual gas molecules and their interactions. In analogy with this
theory, the interaction of large numbers of vortices in two- and three-dimensional
space has been studied by modeling the vortices as part of a vortex gas. This
theory has its origins in the 19th century in the works of Helmhotz [1] and Kelvin [2]. Onsager [3] first introduced the notion of entropy and temperature for
vortex gases that is different from the usual notions of entropy and temperature
of gases of molecules, and formulated a two-dimensional theory. In the statistical
mechanics context, negative temperatures are higher than positive temperatures.
In the two-dimensional vortex gas case, the molecules are replaced by point vortices; in the three-dimensional case, they could be arching vortex lines (tubes) or
segments of a single vortex (in a collection of several vortices). In both these
cases, negative temperatures are conceivable. The three-dimensional vortex gas
model of Chorin [4] [5] [6], developed further by Flandoli and Gubinelli [7], can
be applied to model the behavior of intense three-dimensional vortices anchored
at the surface, and thus it can contribute to the understanding of the processes of
tornadogenesis and maintenance.
It is generally accepted that the process of tornadogenesis involves vortices
generated baroclinically by the rear flank downdraft that are then turned into the
vertical (see e.g. [8] [9]) and then potentially anchored at the surface. Recent
numerical simulations of Orf [10] [11] indicate two potentially important factors
contributing to tornadogenesis: 1) consolidation of vertical vortices generated
along the forward flank downdraft boundary and anchored at the surface that
enter and strengthen the developing tornado; and 2) a streamwise current of horizontally generated vorticity that is tilted upward into the low-level mesocyclone. Sasaki [12] proposed a theory of the balance of thermodynamic entropy to
explain the process of the generation of vorticity in the parent supercell storm,
the related development of rotation at the surface, and the subsequent formation
and maintenance of a tornado; as the surface tornado development takes place,
the vorticity becomes dominated by barotropic vorticity.
In this paper we attempt to provide a more detailed study of the development
of rotation at the surface and the subsequent tornadogenesis and maintenance.
The main idea in this paper is the inverse energy cascade supported by vortex
gas models, whereby the energy from small-scale, intense vortices is transferred
to the large-scale tornadic flow. This process would support tornadogenesis and
tornado maintenance. Lewellen and Sheng [13] argue that these intense vortices
within the tornado circulation can be interpreted as turbulent eddies. As a consequence of this study, Wilhelmson and Wicker [14] noted that the turbulent
eddies represented a significant portion of the kinetic energy of the flow. In a
modeling study, Fielder [15] found that such steady vortices can produce
wind-speeds roughly twice the thermodynamic speed limit, while non-steady
transient vortices can produce velocities six times the thermodynamic speed
limit. In the context of three-dimensional turbulence, Chorin [4] [5] [6] argues
that intense vortices have negative temperature. A vortex is said to have negative
DOI: 10.4236/ojfd.2017.74040
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temperature in the statistical mechanics sense if an increase in energy of the system results in a decrease in its entropy. We draw a parallel between the large eddies used to represent intense vortices in tornadoes and negative-temperature
vortices in turbulent flows. That is, we argue that the small-scale, intense vortices
in tornadic flows have negative temperature, presumably higher than that of the
ambient vortex; consequently, they transfer energy to the surrounding flow and
at the same time increase their own entropy. In this process, these intense vortices fold and kink up tightly, and dissipate. The result is the intensification of
the surrounding tornadic flow, thus potentially leading to tornadogenesis or
contributing to the energy maintenance or intensification of the existing tornado. Similar observations have been made in the early simulations of Orf et al.
[10] [11]. Also, recent work of [16] suggests that a significant amount of the
perturbation energy in tornadoes is due to stretching of asymmetries by the updraft near the surface, “bringing the flow closer to solid body rotation”, further
supporting the idea of an inverse energy cascade.
In [17] bifurcation theory is applied to a non-rotating updraft by perturbing
the updraft with a rotating eddy and the updraft acquires rotation, the vorticity
generated by the perturbations is focused, and a vortex forms. The model they
use is based on Serrin’s swirling vortex [18]. They apply bifurcation theory developed by Temam [19] to study the Taylor-Couette flow. This appears to be
similar to the process observed in the numerical simulations of Orf [10] [11],
whereby tornadogenesis is initiated by the infusion of a sequence of vortices
(eddies) from the forward flank region of the storm into the region below the
mesocyclone updraft.
Our general framework is to use a Lagrange multiplier argument to maximize entropy of a collection of vortices or a single, isolated vortex. The result is,
among other things, a temperature of such a system, the maximum entropy,
and other relevant Lagrange multiplier(s). A system in equilibrium has maximum entropy. Locally in time a system would adjust to equilibrium (subject to
the constraints). When a system interacts with another system, the entropy of
the combined system would adjust. We make an assumption of finite energy
levels (or a bounded range) which is reasonable for a bounded system. This
allows the possibility of negative temperatures for a vortex system and a single
vortex in three dimensions. We believe that the process of adjustment to
maximum entropy and the notion of negative temperature apply to tornadoes
in general.
The process we describe may augment and clarify other tornado-related
processes. This process is highly discrete and not microscopic. The tracks of the
suction vortices (supercritical vortices) in a tornado reveal that the number of
vortices is not very large. One could speculate that there are a large number of
such vortices at a microscopic scale (analogous to the carbonated-water tornado
vortex model, see Turner and Lilly [20]), but we are not doing that. The supercritical vortices are not really microscopic, though they are relatively small and
DOI: 10.4236/ojfd.2017.74040
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have a high energy density. The vortex gas theory is about the raising of or
maintaining the temperature of the tornado through an interaction with higher-temperature supercritical vortices. The image of many very small microscopic
vortices bombarding the tornado is not what we are trying to convey, but rather
it is a more discrete and slower process modeling the interaction of discrete suction vortices with a larger tornadic or pre-tornadic flow.
Besides the computational evidence, there is also empirical evidence of the existence of such high-intensity vortices. Some are shown in Figure 1 and discussed in [21], for example. Tracks left behind by such vortices within a tornado

Figure 1. Tracks left in corn fields showing vortices spiraling into tornadoes and then
dissipating. Locations and dates of occurrences are: (a) Decatur, Illinois tornado, 3 April
1974; (b) Magnet, Nebraska tornado, 6 May 1975; (c) Homer Lake, Indiana tornado, 3
April 1974; (d) Dubuque, Iowa tornado, 28 September 1972; (e) and (f) Pearsall, Texas
tornado, 15 April 1973; (g) Mattoon Lake, Illinois tornado, 21 August 1977; (h) Grand
Island, Nebraska tornado, 3 June 1980. © AMS, [21].
DOI: 10.4236/ojfd.2017.74040
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could be as narrow as 30 cm, too small to be detected with current radar technology. Some of these paths appear to originate outside the tornado and intensify as they move into the tornado. We identify these vortices as supercritical in
the sense of Fiedler and Rotunno [22], and based on their analysis and the works
of Barcilon, Burggraf and Benjamin [23] [24] [25] we will argue that they have
negative temperature. This will be based on the observation that as the angular
momentum increases, the energy density of the supercritical vortex increases,
and its entropy density, viewed as a randomness in the vortex, decreases.
In this paper, we review many theoretical concepts from statistical mechanics
that have been applied to fluids and interpret them in the context of tornadoes. In
particular, we discuss the concepts of negative temperature, two- and three-dimensional vortex gas models, and the inverse energy cascade. We also suggest
ways in which these concepts help to explain tornadogenesis and maintenance.
We organize the paper as follows. In Section 2 we discuss the background fluid mechanics and the notion of “supercritical” suction vortices. We briefly discuss their characteristics and origin, and provide some heuristic arguments for
the later sections.
In Section 3 we introduce a statistical mechanics approach to describe vortex
gases, which is applicable in both two and three dimensions. Our primary goal is
to use this idea in three dimensions. We note that we are not using any
two-dimensional statistical mechanics assumptions and that the argument works
for three-dimensional vortices. To achieve the generality needed for the rest of
the paper, we consider a system in which microstates can be associated with a finite number (or range) of levels of relevant physical macroscopic quantities, and
discuss a Lagrange multipliers approach that allows one to introduce the notion
of negative temperature in the system.
In Section 4 we first introduce the two-dimensional vortex gas model with
“particles” of the system being point vortices in the plane, and discuss the behavior of some such systems, both with positive and negative temperature.
In Section 5 we review several models for vortex gases in three dimensions.
We first discuss models for nearly parallel vortices and then focus on models
that allow vortices to stretch, fold, and dissipate. This notion will be important
in the context of the behavior of supercritical vortices in larger tornadic flows,
which is discussed in Section 6. In Section 6 we also discuss the notion of entropy, energy, and temperature of interacting systems, starting from a classical
point of view of Landau and Lifshitz [26]. We discuss the similarities between
supercritical vortices in tornado vortex chambers and in nature, and argue that
the supercritical vortices may provide a mechanism for both the maintenance as
well as the genesis of a tornado.
Conclusions and further discussion are presented in Section 7.

2. Background and Suction Vortices
Fluid flows with large Reynolds numbers are modeled using Euler’s equations
DOI: 10.4236/ojfd.2017.74040
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that relate the velocity, pressure, and density of the fluid and omit the negligible
viscosity effects. A typical assumption is that the flow is incompressible, i.e., the
velocity field is divergence free. It can be shown theoretically that an isentropic
flow is nearly incompressible if the flow speeds, or the local changes in flow
speeds, along streamlines are small compared to the speed of sound of the medium [27]. Numerical simulations of Xia, W. S. Lewellen and D. Lewellen [28]
show agreement of results for intense tornadic compressible and incompressible
isentropic flows. In what follows, we will thus assume the flow is incompressible.
The governing equations for an incompressible fluid flow are

Du ∂u
1
=
+ ( u ⋅ ∇ ) u = − ∇ p + b,
ρ
Dt ∂t

(2.1)

∇ ⋅ u = 0,

(2.2)

Dρ
= 0,
Dt

(2.3)

where u is the fluid’s velocity, ρ is the fluid’s mass density, p is its pressure,
and b is an external body force. Here (2.1) represents balance of momentum,
(2.2) incompressibility of the flow, and (2.3) conservation of mass.
Let ξ denote the vorticity of u , i.e., ξ = curl u = ∇ × u . Assuming a
conservative body force, ∇ × b = 0 , one can obtain an equation for ξ
(vorticity equation),
∂ξ
1
= ∇ × ( u × ξ ) + 2 ∇ρ × ∇p.
∂t
ρ

(2.4)

In this equation, the first term on the right corresponds to the “barotropic”
generation of vorticity (and captures the advection, stretching, and tilting of the
vertical vorticity; see e.g. Klemp [29]), while the second term on the right corresponds to the “baroclinic” generation of vorticity, i.e., vorticity generation due
to the misalignment of the gradients of mass density and pressure.
In the rest of the paper, we will focus on flows in which a significant amount
of vorticity is supported on long, narrow vortex filaments, which may be embedded in a larger rotational flow. These may be baroclinic or barotropic in origin, and may demonstrate themselves as the suction spots shown in Figure 1.
Flows with vortices that form in strongly sheared environments have a roughly two-dimensional structure before they are stretched. In particular, Pouquet
and Mininni [30] note that “under the influence of a strong external agent, such
as gravity, rotation or magnetic fields, the flow becomes anisotropic and, in fact,
tends to (although it never reaches) a near two-dimensional state, with thin layers in the case of stratification, or columnar (Taylor) vortices in the case of rotation”. We will argue later, based on earlier work of Chorin [4] [6], that
three-dimensional effects have to be taken into consideration when such vortices
are stretched, due to their kinking up and dissipation.
Some of the tracks shown in Figure 1 exhibit similarities to the two-dimensional
case of interacting point vortices (see, e.g., [31] and Section 4 below). The impliDOI: 10.4236/ojfd.2017.74040
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cation is that suction vortices appear to behave like two-dimensional vortices,
then dissipate, potentially due to stretching. This phenomenon can be observed
in videos of intense tornadoes and appears to be present in the simulations of
Orf [10] [11]. Related concepts are discussed in [15] [22] [28] [32] [33].
These high-intensity vortices are barotropic, however, their origin could very
well be baroclinic. Recent results of Markowski, Richardson and Bryan [9] suggest that vorticity is produced baroclinicly in the rear flank downdraft, it then
descends to the surface and is tilted into the vertical, and this process is linked to
tornadogenesis. Once these vortices come into contact with the surface, and the
stretching and surface friction related swirl (boundary layer effects) are in the
appropriate ratio, then by analogy with the work of Fiedler and Rotunno [22]
discussed below the vortex would now be barotropic and could have “negative
temperature”.
In statistical mechanics, a physical system is said to have negative temperature
if, when energy is added to the system, the entropy of the system decreases, i.e.,
the system becomes “less random”. The supercritical vortex below a breakdown
bubble is an example of such a system, as follows from the following discussion.
Studies of vortex behavior in a Ward chamber [34] [35] [36] have shown that
when the swirl ratio is in a certain range, the flow configuration takes on a
structure that resembles a champagne glass. The stem of the glass would correspond to the supercritical vortex and the part of the glass above the stem to the
breakdown bubble (see Figure 2). Theoretical studies [22] [23] [24] [37], and
experimental studies [34] [36] contributed to the identification of relationships
between various quantities of interest in a supercritical vortex.
Experimentally the following has been found for the vortex chamber flows.
Holding the upward volumetric flow constant, as angular momentum is increased, the radius of the supercritical vortex decreases, as does the length of the

Figure 2. (a) Vortex breakdown in a vortex chamber [36]; (b) Vortex breakdown in a
tornado [38].
DOI: 10.4236/ojfd.2017.74040
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supercritical vortex, while the axial and azimuthal components of the velocity
increase. This suggests that when the angular momentum is increased, the vortex
is becoming “less random” as its volume decreases (entropy density is decreasing) and the volumetric energy density of the vortex is increasing as the velocity
increases. Hence such a vortex would exhibit negative temperature.
As argued in [22], it is not unreasonable to expect behavior similar to that observed in vortex chambers also in tornadic vortex flows. The critical aspect of the
argument is that the vortices must be in contact with the ground for the supercritical, negative-temperature vortex to occur. The effects of the boundary layer
are critical in that as swirl increases, the thickness of the boundary layer decreases, and the radius of the supercritical vortex (thought of as an extension of
the boundary layer) also decreases, as well as the length of the vortex. Additionally, as swirl increases, the axial velocity in the core and the azimuthal velocity
increase, suggesting that the energy density of the vortex increases.
In the next sections, we will introduce the statistical mechanics of vortex gases
and then discuss the two- and three-dimensional point vortex theories. The
simpler two-dimensional theory allows one to gain some insights prior to any of
the three-dimensional effects becoming important.

3. Statistical Mechanics of Vortex Gases
We next give a brief exposition of a theory of vortex gases by proceeding in
analogy with the development of the Boltzmann distribution in the theory of
statistical mechanics.
The theory we describe below can be applied in both two and three dimensions and can take different forms. Specifically, we will assume that a certain
range of energy levels is accessible to the vortex system and study the energy
probability distribution of the system as a whole, given, for example, a mean
energy of the ensemble. This setting does not require a particular large number
of vortices.
As a specific example in two dimensions, one can replace the particles by
point vortices and study the statistics of their distribution in the corresponding
phase space with various conserved quantities serving as constraints in the Lagrange multipliers argument presented below. A specific example in three dimensions will be described in Section 5.
Consider a system in which microstates can be associated with only a finite
number of levels of relevant physical quantities. For the sake of simplicity, but to
illustrate the argument in a fairly general form, we will describe below the case
with energy and another quantity, for example, a moment of inertia, being the
conserved quantities. One can easily modify this argument to use fewer or more
constraints as seen below.
We consider a vortex system with k possible energy and moments of inertia
levels ( E j , I j ) , j = 1, , k . Let 0 ≤ p j ≤ 1 represent the probability that the
system is in a state with energy E j and moment of inertia I j . We assume that
the macroscopic quantities of the system, the mean energy of the ensemble,
DOI: 10.4236/ojfd.2017.74040
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denoted by
Then

E , and the mean moment of inertia, denoted by
k

∑ p j = 1,

(3.1)

j =1

k

∑ pjEj =

E ,

(3.2)

I .

(3.3)

j =1
k

∑ pjI j =
j =1

(

I , are fixed.

We define the entropy of the ensemble corresponding to the macrostate
E , I ) , up to an additive constant, as
k

S = −∑ p j log p j .

(3.4)

j =1

To maximize the entropy, we consider the Lagrangian
k
 k

L ( p1 , , pk ) =
−∑ p j log p j − α  ∑ p j − 1
=j 1 =
j1


 k

 k

− β  ∑ pjEj − E  − γ  ∑ pjI j − I ,
=
 j 1=

j1


(3.5)

where α , β and γ are Lagrange multipliers. Differentiating (3.5) with
respect to each of the p j and setting these partial derivatives equal to zero,
we obtain

− log p j − 1 − α − β E j − γ=
I j 0, =
j 1, , k ,
while the derivatives with respect to the Lagrange multipliers return the
constraints (3.1)-(3.3). This results in
−1−α − β E −γ I

(3.6)

j
j
=
p j e=
, j 1, , k .

From (3.1) and (3.6) we now have
=
e1+α

k

∑e

− β E j −γ I j

(3.7)

≡ Z,

j =1

where Z is called a partition function. It follows that

pj =

e

− β E j −γ I j

(3.8)

,

Z

and from (3.2) and (3.3) we have
E
=

k

e

− β E j −γ I j

k

Ej
and I
∑=
∑Ij
Z

e

=j 1 =j 1

− β E j −γ I j

Z

.

Consequently, using the definition of the partition function (3.7), we obtain
k

∂ log Z
− =
∂β

∑ E je
j =1

Z
k

−

DOI: 10.4236/ojfd.2017.74040
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∂ log Z
=
∂γ

− β E j −γ I j

∑ I je

=

E ,
(3.9)

− β E j −γ I j

j =1

Z

=

I .
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The Expression (3.4) for the entropy can be written as

S=

∑ p j ( β E j + γ I j + log Z )=
k

β E + γ I + log Z ,

j =1

and differentiating it with respect to

∂S
∂β
=
∂ E
∂ E

E

E +β +

(3.10)

and using (3.9) gives

∂γ
∂ E

I

1
∂ log Z ∂β
∂ log Z ∂γ
β≡ .
+
+
=
T
∂β ∂ E
∂γ ∂ E

(3.11)

In analogy with statistical mechanics, T = 1 β is called the “temperature”
associated with the vortex configuration, and β is the corresponding inverse
temperature, or “coldness” according to Garrod [39]. From now on we will use
the term temperature in this particular sense. As can be seen from the
argument above, there is, a priori, no constraint that will impose the
requirement β > 0 or T > 0 . That is, in general the temperature can be
positive or negative, or, in fact, infinite when β = 0 . In particular, as β
decreases from +∞ to −∞ , T increases from 0 through positive values to
+∞ (which is identified with −∞ ), and then increases from −∞ to 0
through negative values. (One can think of this idea as traversing a circle
obtained by transforming the real number line into a circle by identifying +∞
and −∞ , both for β and T; this identification is a special case of the Möbius
transformation of the complex plane.) In a system with negative temperature,
Equation (3.11) implies that an increase in the mean energy of the system
results in a decrease of its entropy; or vice versa, to increase its entropy, the
system has to decrease its mean energy. Systems with negative temperatures
and their behavior are discussed further in Section 6.
Note that the partition function (3.7) is well defined for all real values of β ,
including negative values, due to the finite number of terms in the sum. A
similar argument as above can be used in the case of a continuum of available
levels with sums replaced by corresponding integrals over the underlying phase
space provided that the relevant integrals are convergent [6] [40] [41]. Examples
with negative temperatures will be discussed in the sections below.
We comment that additional constraints can be easily incorporated into the

framework above; in that case the quantities I , I j , and γ can be replaced by

vectors I , I j , and γ , respectively, and the above derivation is unchanged. By
a process similar to (3.11), we can also obtain ∂S ∂ I =
γ in the case of scalar
I and γ , and its obvious extension in the vector case. Similarly, the second
constraint can be eliminated altogether to result in a problem with just one
Lagrange multiplier, β .
The model above, in which energy and additional quantities can vary,
corresponds to the grand canonical case of statistical mechanics, and by rewriting
(3.10) we can define (as in thermodynamics) the thermodynamic (Landau)
energy potential
DOI: 10.4236/ojfd.2017.74040
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Ω≡−

1

β

log=
Z

E − TS − µ I ,

where µ = −γ T is usually referred to as a chemical potential. Similarly, the case
with a single Lagrange multiplier corresponds to the canonical case. In this case,
(3.10), without the γ term, can be used to define the equivalent of the
Helmholtz free energy, F, by

F ≡−

1

β

log=
Z

E − TS .

Consequently, additional insights can be gained from the parallels with
thermodynamics (see e.g. [31]).

4. The Two-Dimensional Point Vortex Theory
We now proceed to describe a two-dimensional vortex gas model [3] [27] [42]
[43]. We note that a critique of the notion of negative temperature in the
two-dimensional vortex gas theory has been given by Frohlich and Ruelle [44]
and Miller [45]. In what follows, all vectors are expressed in the Cartesian
coordinate system.
In two dimensions, vorticity is orthogonal to the plane of the flow, so we have
ξ = ( 0, 0, ζ ) , and the vorticity equation for an isentropic, incompressible fluid
Dξ
Dζ
= 0 , or
= 0 . Writing the velocity in the component
flow (2.4) reduces to
Dt
Dt

form, u = ( u , v, 0 ) , the incompressibility condition, ∇ ⋅ u = 0 , together with the
assumption that the underlying domain is simply connected implies that there
exists a stream function, ψ ( x, y ) , such that
u=

∂ψ
∂ψ
, v= −
∂y
∂x

(4.1)

and

−∆ψ = ζ .

(4.2)

To model a discrete collection of vortices, assume that vorticity is concentrated
at points xi = ( xi , yi ) for i = 1, , n , each with circulation Γi , so that
n

ζ ( x) =
∑ Γiδ ( x − xi ) ,
i =1

where δ denotes the Dirac delta function and x = ( x, y ) . The solution to (4.2)
in all of  2 is given by
n
Γ
−∑ i log x − xi ,
ψ ( x) =
i =1 2π

and, using (4.1), the velocity field induced by the jth vortex is,

uj ( x) =

Γj
2πr

2

(x − x )
j

⊥

=

Γj
2πr 2

(y

j

)

− y, − ( x j − x ) , r = x − x j .

If one assumes that each of the vortices moves under the influence of the
combined velocity field of the remaining vortices, then
DOI: 10.4236/ojfd.2017.74040
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n

dxi
=
dt

n

u j ( xi ) ∑ u j ( xi ) ,
=
∑
j =1

(4.3)

j ≠i

j ≠i

or, in the component form,
Γ j ( y j − yi )
Γ j ( x j − xi )
dxi
dyi
1
1
=
= − ∑
and
,
∑
2
dt 2π j ≠i
dt
2π j ≠i
rij
rij2

where =
rij
xi − x j . These equations form a Hamiltonian system that has
rigorous connections with the Euler equation [27] [42]. The corresponding
Hamiltonian is
H =−

1
∑ Γi Γ j log xi − x j .
4π 1≤i , j ≤n

(4.4)

i≠ j

dH
= 0 , which, in
dt
particular, implies that if all the circulations are of the same sign, then the
vortices cannot merge in finite time. Other conserved quantities are the total
vorticity, Γ , the center of vorticity, M , and the moment of inertia, I , given
by
It is easy to check that the Hamiltonian is conserved, i.e.,

Γ=

∑ Γi ,

M=

∑ Γi xi ,
Γ

I=

∑ Γi

2

xi − M ,

(4.5)

where all the sums are for i = 1, , n .
We remark that on a domain with a boundary (such as a half-plane, disk,
etc.), the stream function, and hence also the Hamiltonian, would be augmented
by other terms to satisfy relevant boundary conditions; these terms do not
significantly affect the analysis of this section. However, conserved quantities
will change or be lost due to symmetry breaking in accordance with Noether’s
theorem [41].
Using the above theory, one can model the dynamics of vortex configurations
in the plane [31] [41] [42] [46]. For example, a pair of vortices of equal
circulations will rotate about the midpoint of the segment joining them with
constant angular speed, while a pair of vortices of opposite circulations will
translate along the line perpendicular to the segment joining them with constant
speed. Also, two pairs of vortices of equal circulations will typically rotate about
their center of vorticity with the vortices in each pair rotating in tandem-this can
be viewed as an idealized scenario of two suction vortices rotating about one
another within a larger flow, or as the rotational behavior near the ground of two
arching vortices. A line of equidistant vortices of equal circulations will remain
stationary, while a half-line of such vortices will roll up into a spiral, simulating a
two-dimensional version of a vortex sheet roll-up. A result of a simulation with
smaller vortices along a vortex sheet wrapped around a larger vortex is shown in
Figure 3; both the smaller vortices, shown in red, and the larger vortex, shown
in blue, are modeled by a collection of point vortices of equal strength Γi =Γ ,
whose dynamical behavior is governed by (4.3). This equation is non-dimensional
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Figure 3. An illustration of the dynamics of a vortex gas using point vortices in two dimensions. Smaller vortices
(red) around a larger vortex (blue) are being absorbed and dispersed in the surrounding flow. Non-dimensional
lengths and time are used.
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and thus lengths and time in Figure 3 are shown without units. The color coding
is used to highlight the dissipation and mixing of the smaller intense vortices in
the larger less intense vortex. In Section 6 we will briefly discuss a similar,
three-dimensional scenario with a train of small, intense vortices entering a
larger tornadic flow.
Aside from studying the dynamics of a vortex gas, the theory from Section 3
can be applied to study the statistics of spatial distributions of vortices, originally
due to Onsager [3]. The constraints for the Lagrange multipliers argument in the
plane are given by the integral equivalent of (3.1), the Hamiltonian (4.4) in the
canonical case, and, additionally, the conserved quantities in (4.5) in the grand
canonical case. With a fixed number of vortices with fixed circulations Γi , the
first of the constraints in (4.5) is trivially satisfied, while the second one can be
satisfied for any configuration by a simple translation. This thus leads to the
same scenario as discussed in Section 3 with either one or two conserved
quantities, the Hamiltonian (energy) and the moment of inertia.
As mentioned earlier, pairs of vortices of opposite signs of circulations will
travel along a straight line with constant speed. Hence, when studying the
motion of vortices in the whole plane, one typically assumes that the vortex
circulations all have the same sign. The conservation of the moment of inertia
given in (4.5) can then be invoked to conclude that the phase space of the vortex
system is effectively bounded.
In the case with a bounded phase space, Onsager [3] shows that both positive
and negative temperatures exist in the system regardless of the signs of the
vortices. In particular, Caglioti et al. [40] show that in the case with n vortices
with equal circulations Γ in a smooth, bounded, connected, and open domain
in  2 , the integral version of the partition function (3.7) is well defined if and

(

)

only if β ∈ − 8πn Γ 02 , +∞ , where Γ 0 = nΓ is the total circulation of the system.

In systems with negative temperatures, the corresponding integral counterpart
of (3.8) implies that the most likely configurations are those with large energy H,
which, in view of the definition (4.4), corresponds to the point vortices of equal
sign clustering near their center of vorticity. Thus, these “hot” systems would
exhibit the inverse energy cascade with energy flowing from smaller scales
(individual vortices) to larger scales (larger coalesced vortex). Therefore, this
could serve as a simplified model for the apparent two-dimensional behavior of
suction vortices moving into and within a larger tornadic flow and eventually
transferring their energy into it, as discussed in the previous section.
On the other hand, in systems with positive temperatures, the most likely
configurations would be those with small energy, which corresponds to vortices
of equal sign spreading out. For some results of Monte Carlo simulations with
positive temperatures and the moment of inertia constraint, see [31].

5. Three-Dimensional Vortex Gas Models
Modeling of three-dimensional vortex gases is much more difficult and has been
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developed only in special cases. Given a vorticity field ξ ( x ) in  3 , the system

ξ = ∇ × u, ∇ ⋅ u = 0

can be solved for the velocity field u ( x ) under the assumption that ξ ( x )
decays sufficiently fast as x → ∞ [43]. For the velocity field we get
u( x) = −

1 ( x − x′) × ξ ( x′ )
dx ′,
3
4π ∫
x − x′

known as the Biot-Savart law, and, consequently, the kinetic energy of the flow
can be written as
2
1
ρ ( x ) u ( x ) dx
∫
2
ξ ( x ) ⋅ ξ ( x′)
1
dx ′dx
ρ ( x)
=
∫∫
8π
x − x′

E=

+

1 ( ∇ρ ( x ) × u ( x ) ) ⋅ ξ ( x ′ )
dx ′dx ,
8π ∫∫
x − x′

which, in the case of a homogeneous fluid rescaled so that ρ ( x ) ≡ 1 , reduces to
([6])
E=

1 ξ ( x ) ⋅ ξ ( x′)
dx ′dx.
8π ∫∫
x − x′

(5.1)

All of the above integrals are taken over the supports in  3 of the relevant
functions. Expressions with a kinetic energy of this or similar form appear in
most of the three-dimensional vortex gas models. In the following sections we
first briefly mention the models of Lions and Majda [47] and Berdichevsky [48]
[49], which do not directly apply in our context as they deal with nearly parallel
vortices. We then focus more on the model of Chorin and Akao [4], also
described in Chorin [6], which deals with the effects of stretching and folding of
vortices, and we also briefly mention some consequences of a follow up work by
Flandoli and Gubinelli [7], which shows that vortices with fractal cross sections
have finite energy.

5.1. Models with Nearly Parallel Vortices
Extending the work of Klein Majda and Damodaran [50], Lions and Majda [47]
develop a mathematically rigorous equilibrium statistical mechanics theory for a
collection of three-dimensional, periodic, nearly parallel interacting vortices
with equal circulations, taken equal to 1. In this theory, simplified asymptotic
expansions of the Navier-Stokes equations with a large Reynolds number,
derived by [50], are utilized. The vortex model is described by the following
Hamiltonian equations of motion of each vortex, X j (σ , t ) ∈  2 , j = 1, , N ,

 ∂2 X

∂X j
1 N X j − Xk 
j
= J α
+ ∑
,
2
2
 ∂σ
∂t
2 k≠ j X − X 
j
k


where t denotes time, σ parametrizes the center curve of each vortex, α > 0
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is a parameter related to the vortex core structure and taken to be the same for
0 −1
all vortices, and J = 
 . The first term in the brackets models the
1 0 
self-interaction behavior of the jth vortex, while the second term models the
motion of the jth vortex due to the other vortices. Note that all of these
interactions are restricted to the same fixed height σ . This model, therefore,
reduces to the two-dimensional model considered in Section 4 if the dependence
on σ is suppressed. The main result is the derivation of a mean-field theory
for the presented model. To this end, a limit as N → ∞ of a rescaled model is
studied and a probability distribution of vortex filaments in  2 is obtained.
This model allows for a limited amount of stretching and folding, inhibiting the
transfer of energy across scales. Also, only positive temperatures are considered.
Another statistical mechanics theory for periodic vortex lines, this time in a
cylindrical bounded domain and under the assumption that the underlying
Hamiltonian system is ergodic, is developed by Berdichevsky [48] [49]. The
model uses the maximum entropy principle and an assumption of sufficiently
smooth vortex lines; the smoothness is controlled by a parameter referred to as
“vortex diffusivity”. In this approach, the kinetic energy of the system is
determined as a solution to a variational problem, and the partitioning of the
corresponding phase space with respect to this energy is analyzed via a
maximization of an entropy functional. A comparison to the result of [47] is
given, which includes a mild criticism of the latter and pointing out that
Berdichevsky’s model allows for negative temperatures. Nevertheless, the
amount of stretching and folding of vortices is limited in the same way as in
[47].

5.2. Models with Folding Vortices
In contrast to the models in the previous section, the main feature of Chorin’s
model [4] [5] [6] is folding of vortex filaments leading to the transfer of energy
from smaller to larger scales. The model is described in the context of a single
vortex filament on a (cubic) lattice, 3 , although it can naturally be applied to a

collection of such vortices. The vortices are identified with oriented, self-avoiding
random walks on the lattice made up of vertical and horizontal line segments
connecting adjacent points on the lattice.
The Expression (5.1) for the kinetic energy of one vortex is discretized and
becomes
=
E

ξi ⋅ ξ j 1
1
+
∑∑
∑ Eii ,
8π i j ≠i i − j 8π i

(5.2)

where i and j are the three-dimensional coordinates of the locations of the
centers of the vortex segments making up the vortex, Eii is the “self-energy”
term of the ith segment that is constant and is, therefore, neglected in the
analysis, i − j is the distance between the ith and jth segment centers, and ξ i
is the vorticity of the ith segment. Notice that after neglecting the self-energy
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term, there is no singularity in (5.2), although a logarithmic singularity will
appear if the lattice spacing is allowed to approach 0.
The probability of a vortex with energy E and inverse temperature β is

given by P ( E ) = e − β E Z , where Z is a corresponding partition function. The
phase space of permissible configurations with N segments is then explored and

analyzed using Monte Carlo techniques coupled with a Metropolis-Hastings
rejection algorithm. A small interval of positive, negative, and zero values of β
is explored; equilibrium configurations with negative temperatures are shown to
be straighter than those with positive temperatures, which tend to kink up and
fold into balls. The β = 0 case (infinite temperature) corresponds to the
well-studied polymeric case (see e.g. [6]).
The effects of stretching are studied by performing simulations with vortices
of various lengths (but fixed lattice spacing). One observation is that the mean
energy of a vortex filament with a fixed temperature increases with the length.
Also, if the mean energy is constant and a vortex is being stretched, the
temperature decreases from negative to positive through T = ∞ ( β = 0 ).
Therefore, since the energy of the flow should be conserved, if a vortex with
negative temperature is being stretched, it has to “cool off” and/or folding has to
occur to cancel any excess energy. Furthermore, when the temperature decreases
to the positive range, folding should occur as discussed in the previous
paragraph. Finally, it is argued that the entropy of a vortex increases with its
length.
Flandoli and Gubinelli [7], motivated by the work of Chorin and some
numerical experiments, consider single three-dimensional vortices with Brownian
or smooth cores, possibly fractal cross sections, and positive and negative
temperatures. This approach thus alleviates the constraints of Chorin’s lattice
model and incorporates Chorin’s argument for fractal cross section [6]. The
authors show that vortices with cross sections of fractal dimension greater than 1
can exist with finite energy and finite partition functions over all positive
temperatures and a limited range of negative temperatures. Folding of a vortex is
naturally present in the model, and so features present in Chorin’s model are
present in this model as well.
We conclude this section by commenting on the appropriateness of this
model and repeating some of the points made earlier in this paper. As
mentioned earlier, visual observations of small-scale subvortices in a tornado
show intense vortices with transient life spans that start off smooth and straight,
then kink up and dissipate. These are the supercritical or suction vortices, and
tracks left by such vortices generally are associated with considerable damage
indicating high energy density. This mirrors the modeled behavior of the
negative-temperature vortices undergoing stretching which kink up and then
dissipate. We also point out that Lewellen and Sheng [13] modeled tornadic
flows using a large-eddy simulation model, where the large eddies could be
identified with supercritical vortices. In this paper, we draw the connection
between large eddies and negative-temperature vortices that transfer energy to
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the larger scale flow, thus driving the turbulence.
In the next section we discuss the consequences and importance of
negative-temperature systems and the effects of stretching and folding of
vortices.

6. Entropy and Temperature
In classical thermodynamics, when two isolated systems in equilibrium are
brought into thermal contact, heat will flow from the “hotter”, or
higher-temperature system, to the “colder”, or lower-temperature one. In this
section, we use this idea to show that in this sense negative temperatures are
hotter than positive temperatures and also negative temperatures that are closer
to zero are hotter than negative temperatures that are farther from zero. We
follow the treatment given in Landau and Lifshitz [26].
Consider two isolated systems, one with mean energy

E1 , entropy S1 , and

temperature T1 and the other with mean energy E2 , entropy S 2 , and
temperature T2 ≠ T1 , each separately in equilibrium. Assume that the two
systems are brought into thermal contact so that the mean energy, E , and the
entropy, S, of the combined system are
E =
E1 + E2

and S =
S1 + S 2 .

As the combined system adjusts to equilibrium, the time rate of change of the
total entropy is positive and satisfies
dS1 d E1
dS2 d E2
dS dS1 dS2
=
+
=
+
> 0.
dt
dt
dt
d E1
dt
d E2
dt

Conservation of energy implies that

d E
dt

=

d E1
dt

+

d E2
dt

= 0,

and hence, with βi = 1 Ti ,
d E
dS2  d E1
dS  dS1
=
−
=
( β1 − β 2 ) 1 > 0,


dt  d E1 d E2  dt
dt

It follows that when β1 > β 2 , heat will flow from system 2 to system 1 (since
then d E1 dt > 0 and d E2 dt < 0 ), so system 2 is hotter than system 1. In
particular, if β1 and β 2 have the same sign, we have T1 < T2 , whether
positive or negative, which is consistent with the natural interpretation of larger
temperatures corresponding to hotter systems. Notice, however, that if β1 and
β 2 have opposite signs, we have 0 < T1 < ∞ and −∞ < T2 < 0 , which shows
that a negative-temperature system is hotter than a positive-temperature system.
Hence, the three cases below follow: if
1) 0 < T1 < T2 ≤ ∞ , or
2) −∞ ≤ T2 < 0 < T1 ≤ ∞ , or
3) −∞ ≤ T1 < T2 < 0 ,
then the system with temperature T2 is hotter than the system with
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temperature T1 and energy will be transferred from the former to the latter.
We now consider a collection of vortices (a vortex gas), with a specific
example of interest being a larger tornadic vortex with ambient smaller vortices.
The entropy of such a system is affected by the structure of each vortex, e.g.,
their stretching, folding, and collapse, and also by the spatial organization, or
configuration, of the vortices.
In a system with a single vortex, the entropy is a function of the structure of
the vortex, and we can refer to it as a structural entropy of the vortex. In the
following paragraphs we will focus on briefly discussing supercritical vortices
and argue that they have negative temperature. We first focus on relevant
previous work on vortices in a Ward vortex chamber and then discuss
connections to supercritical vortices in nature, such as the suction vortices
discussed earlier.
Experimental vortex chamber studies by Ward [34] and later Church, et al.
[36] have resulted in the following observations. By controlling the volumetric
flow of the updraft and the angular momentum added to the flow (or swirl), it
has been observed that when the ratio of the two is in a certain range, then the
flow configuration takes on a structure that resembles a side view of a
champagne glass: the stem of the glass corresponds to the supercritical (what we
will argue to be a negative-temperature) vortex, and the part of the glass above
the stem corresponds to the breakdown bubble (below the subcritical vortex). In
particular, for swirl ratios in the relevant range, keeping the updraft in the
convection chamber fixed and increasing the angular momentum in the
convergence zone of the chamber resulted in decrease of the radius of the
supercritical vortex and its length, while the axial velocity as well as the
azimuthal velocity of the supercritical vortex increased.
Fiedler and Rotunno [22] combined the results of these experimental vortex
chamber studies and the theoretical studies by Barcilon and Burggraf et al. [23]
[24] [37], all of which contributed to the identification of quantitative relationships
between the radius of the supercritical vortex and the amount of angular
momentum added to the flow, as well as relationships between its axial and
azimuthal velocity components and the added angular momentum.
In the models considered in [23] [24] [37], the effect of the boundary layer on
the structure of supercritical vortices is studied. In these models, the boundary
layer is decomposed into a primary layer immediately above the ground and a
secondary layer above that. The surface friction in the primary boundary layer
kills off the cyclostrophic balance, and the pressure gradient force dominates.
The result is a nearly radial inflow that erupts from the surface to form a vortex.
In the secondary boundary layer, the flow recovers to a potential flow, and above
the secondary boundary layer the cyclostrophic balance is recovered.
We now argue that such supercritical vortices have negative temperature in
the statistical mechanics sense. To this end, we first observe that, based on the
arguments above, when the supplied angular momentum is increased, the axial
DOI: 10.4236/ojfd.2017.74040

614

Open Journal of Fluid Dynamics

P. Bělík et al.

and azimuthal components of the velocity increase (while the radial one is
negligible), so the (kinetic) energy density in the vortex increases. We next argue
that the entropy density has to be decreasing in this case, resulting in the
negative temperature in the system.
Intuitively, since the radius and the length of the vortex are decreasing with
increasing angular momentum, the volume of the vortex is decreasing, and the
vortex flow is becoming more organized, resulting in a decrease in entropy
density.
More specifically, we can argue using considerations about the corresponding
phase space. Entropy can alternatively be defined as the logarithm of the
measure of the subset of configurations in the phase space with the given energy.
These configurations of a single vortex would be described by the geometry of
the vortex (such as the center line and the cross section) as well as its vorticity.
As discussed before, vortices with very large energies would be straight and
narrow, with high values of vorticity. As such, the set of such configurations
would have a small measure and thus small entropy. Increasing energy would
then result in further decrease of entropy, and thus such configurations would
have negative temperatures. Applying this argument locally and assuming local
equilibrium, it follows that a supercritical vortex has negative temperature.
As in the paper by Fiedler and Rotunno [22], who argue that tornadoes
exhibit similarities to vortices in vortex chambers, we believe that under some
conditions supercritical vortices in nature (suction vortices) also have negative
temperatures. The crucial fact here is that the vortices must be in contact with
the ground which impedes the cyclostrophic balance; in this case, a narrow,
intense, negative-temperature vortex can form if the swirl ratio is in the right
range. The effects of the boundary layer are important in that as the angular
momentum increases, the thickness of the boundary layer decreases, and the
radius of the supercritical vortex (thought of as an extension of the boundary
layer) also decreases, as does the length of the vortex. Also, both the vertical
velocity in the core and the azimuthal velocity increase. We emphasize here that
the swirl ratio must be in a certain range for the vortex to be supercritical; for a
swirl ratio outside this range the vortex behavior would be different, and the
temperature would not necessarily be negative. Discussions of relevant ranges
for swirl ratios can be found in [51] [52]. Another mechanism that may lead to
decrease in entropy density and increase in energy density is a corner flow
collapse as discussed in [33] [51]. In this case, it is thought that the rear flank
downdraft blocks the radially inward-flowing air, thus blocking the influx of
angular momentum. This would lead to an intensification of the near-surface
vortex and the possible creation of a supercritical vortex.
Consider now two disjoint vortex systems: one consisting of an intense,
supercritical vortex and one consisting of a larger, turbulent one (tornado or a
developing tornado; turbulence would correspond to T = ±∞ ). Assume that the
two systems are each separately in equilibrium, and the supercritical vortex
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moves into the tornado. Since the supercritical vortex has negative temperature,
presumably higher than the tornadic vortex, the discussion from the beginning
of the section implies that the supercritical vortex will lose energy to the larger
tornadic flow, thus contributing to the maintenance (or genesis) of the tornado.
The supercritical vortex can either fold and dissipate or breakdown into multiple
smaller subvortices. Videos of tornadoes appear to show both possibilities
occurring.
Applying this argument to a vortex gas scenario with multiple supercritical
vortices entering a tornado (such as those generated in a vortex sheet and shown
in Figure 4 or those observed in the simulations of [10] [11]), the above process
repeats itself as the individual vortices dissipate and transfer energy to the
surrounding flow, thus contributing to the maintenance of the tornado or
genesis of the developing tornado and exhibiting an inverse energy cascade as in
the case of point vortices in two dimensions.
A train of vortices in a vortex sheet entering the tornado and transferring the
energy to the larger scale is a possible explanation for the gate-to-gate shear
measured for the Goshen County, Wyoming tornado and displayed in Figure 5,
see [53]. In this figure we observe periodic pulses in the gate-to-gate shear which
could possibly be explained by intense vortices entering the tornado. It should be
pointed out that no multiple vortices were visually observed for this tornado
[53], but the existence of the small scale supercritical vortices cannot be ruled
out, since they would be very hard to observe both visually and on a radar.

7. Conclusions
In this work we have summarized some of the main features of vortex gas theories in two and three dimensions that appear to be relevant to the genesis and
maintenance of a tornado. To this end, the statistical mechanics aspects of these

Figure 4. Vortex sheet roll-up over a lake with traces of vortices visible on the water surface. © Gene Moore.
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theories have been reviewed in Section 3, the two-dimensional point vortex theory
was presented in Section 4, and the most relevant results of three-dimensional
vortex gas models have been summarized in Section 5. The statistical thermodynamic aspects of interactions of high-temperature vortices (represented by
small-scale intense suction vortices) with cooler ambient vortices (represented by a
larger tornadic vortex) have been discussed in Section 6.
One of the main results of this work is the proposed explanation of the inverse
energy cascade mechanism using the vortex gas theory, which can be used to explain tornadogenesis and maintenance. Using the vortex gas theory we relate
supercritical vortices to vortices with negative temperature and show that dissipation or breakdown of supercritical vortices results in the transfer of energy
from smaller to larger scales. Indeed, video footage of subvortices in tornadoes
suggests that they behave as negative-temperature vortices would. For example,
in some instances the vortices’ appearance is associated with stretching and with
strong convergence. This may indicate that the vortex intensification is related to
a decrease in entropy and an increase in energy. Numerical simulations of intense vortices and their interpretations in [15] [22] [28] [33]] [54] show that the
maximum wind speeds in intense narrow vortices undergoing vortex breakdown
may exceed the speed of sound in the vertical direction. The suction vortices in
nature, which may be extremely intense, have been observed to pull cornstalks
out of clay soil with their roots.
In this work we mainly consider barotropic vortices, but this context is viewed
as subsequent to preliminary stages of vertical vorticity production from horizontal vorticity, for which possible mechanisms of production include baroclinic
production in the rear flank downdraft [9]. We also highlight the importance of
the boundary layer and its relation to the structure of the supercritical suction
vortices.
As we noted earlier in Section 2, under the influence of strong rotation, a turbulent flow becomes anisotropic with the flow tending toward, but never fully becoming, a two-dimensional flow [30]. Also, most of the relevant three-dimensional
theories, with the exception of Chorin’s, deal with nearly parallel vortices, and
thus we believe that valuable insight can be gained from the two-dimensional
theory as well. In particular, the tracks of overlapping suction vortices moving
through fields shown in Figure 1 as observed by Fujita [21] and others [55] from
the air can be modeled by a pair of cyclonically rotating point vortices in the
half-plane; also, the two-dimensional behavior of interacting vortices of various
strengths can be modeled (see Figure 3) and exhibits features similar to the dissipation of a smaller, intense vortex in a larger tornadic flow, even though this
model cannot capture any three-dimensional effects. We note that it is not unreasonable to expect a scenario similar to that shown in Figure 3 in nature, as
the radar reflectivity image shown in Figure 6 indicates.
In this image, a hook echo region of a supercell thunderstorm is shown, with
additional, smaller hooks on the boundary of the region likely representing successive vortices in a vortex sheet. Such vortices could provide periodic pulses of
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Figure 5. Time series of maximum gate-to-gate shear, ΔV, consistent with energy being pumped into the tornado
in discrete pulses, possibly from roll-up vortices within a vortex sheet (left); FFT of ΔV with peak energy at 66
seconds and 108 seconds (right), suggestive of rotating asymmetry in the vortex; © AMS, [53].

Figure 6. A reflectivity image of a tornado showing potential subvortices on the periphery of a larger tornado; © Joshua Wurman, [56].

energy to the tornado in accordance with the main ideas of this paper.
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