With its array of 3840 Transition Edge Sensors (TESs) operated at 90 mK, the X-Ray Integral Field Unit (X-IFU) on board the ESA L2 mission Athena will provide spatially resolved high-resolution spectroscopy (2.5 eV FWHM up to 7 keV) over the 0.2 to 12 keV bandpass. The in-flight performance of the X-IFU will be strongly affected by the calibration of the instrument. Uncertainties in the knowledge of the overall system, from the filter transmission to the energy scale, may introduce systematic errors in the data, which could potentially compromise science objectives -notably those involving line characterisation e.g. turbulence velocity measurements -if not properly accounted for. Defining and validating calibration requirements is therefore of paramount importance. In this paper, we put forward a simulation tool based on the most up-to-date configurations of the various subsystems (e.g. filters, detector absorbers) which allows us to estimate systematic errors related to uncertainties in the instrumental response. Notably, the effect of uncertainties in the energy resolution and of the instrumental quantum efficiency on X-IFU observations is assessed, by taking as a test case the measurements of the iron K complex in the hot gas surrounding clusters of galaxies. In-flight and ground calibration of the energy resolution and the quantum efficiency is also addressed. We demonstrate that provided an accurate calibration of the instrument, such effects should be low in both cases with respect to statistics during observations.
INTRODUCTION
The X-ray Integral Field Unit (X-IFU) [1, 2] on board the future European X-ray observatory Athena [3] will provide a new look at the X-ray sky and study the hot and energetic Universe with unprecedented capabilities. With a spectral resolution of 2.5 eV required up to 7 keV and a 5" spatial resolution over a 5' equivalent diameter field-of-view, the X-IFU will provide spatially-resolved high-resolution spectroscopy in the soft X-ray band (0.2 -12 keV). This will be achieved using an array of ∼ 3840 superconducting Transition Edge Sensors (TESs) [4] micro-calorimeters operated at 90 mK, which will allow individual energy measurements for each pixel.
The calibration of the instrument will be critical to achieve its challenging science objectives. Notably, the instrumental response needs to be known with a high level of accuracy to understand the future observations and to maximise the performances of the instrument. This response will be calibrated on the ground and modelled by specific response files for each pixel, which will contain information on the effective area and energy (Right) Total transmission of the thermal filters placed on the aperture cylinder of the instrument (courtesy M. Barbera) [5] , which is included in the overall effective area of the instrument.
redistribution of the detector. However, an accurate per pixel calibration may not always be possible for every physical parameter (e.g., per-pixel measurements of the stopping power) and this may cause slight systematic effects in the data when pixels are considered individually. Numerical simulations are therefore required to verify the calibration accuracy required on the instrumental parameters and to quantify the corresponding impact on the driving science objectives of the X-IFU.
In this paper, we present a numerical approach to verify calibration requirements for the X-IFU. Particular attention is given to the calibration of the instrumental response. After explaining the motivation for this approach and the calibration strategy for the detector response (Sect. 2), we present the related simulation pipeline used to conduct theses studies (Sect. 3). This tool is applied to two examples to assess the systematic errors related to uncertainties in the quantum efficiency (Sect. 4) and of the energy resolution (Sect. 5). In both cases, the realistic variations expected in instrumental parameters are evaluated in regard to the driving science case of the iron K complex measurement in the core of galaxy clusters.
X-IFU INSTRUMENTAL RESPONSE CALIBRATION
Whenever an astrophysical source is observed with the X-IFU, its spectrum will be convolved with the response of the instrument. This transfer function will depend on a large number of parameters. For X-ray instruments, the response is modelled using specific response files, divided into two parts for each detector:
• The first part will model the total effective area of the detector as a function of energy (Figure 1 -Left) . In the case of the X-IFU, this includes the effective area of the mirror, the transmission of the thermal filters [5] (Figure 1 -Right), the absorber stopping power of the pixel (also known as the quantum efficiency or QE) and the geometrical filling factor of the detector. This information is usually contained in the Ancillary Response Function (ARF) file.
• The second part will model the energy redistribution of a given detector, which gives the probability of a photon of energy E to fall into the instrumental channel of energy E . The core part of the redistribution function is typically a Gaussian function centred on E, whose full-width half maximum (FWHM) is by definition the energy resolution of the detector at the given energy. The energy redistribution of the pixel is contained in the Redistribution Matrix Function (RMF) file.
In this study, we consider the calibration of the instrumental responses for the X-IFU. The X-IFU is required to know the energy resolution to better than 0.15 eV up to 7 keV, the normalisation of the effective area with an absolute error lower than 4% at 1 keV (TBC) and with relative error (i..e, knowledge of the shape of the effective area) below 3% over the 0.2 -10 keV bandpass.
Strategies for calibration of the instrumental response include ground calibration of the telescope and the filters, full-detector measurement of the quantum efficiency (i.e., each pixel is given the average quantum efficiency measured over the entire detector array TBC) and pixel-by-pixel measurements of the energy resolution. Yet, these approaches are not immune to inducing small systematic effects in the data. For instance, by assuming an average value of the QE over the entire detector, small pixel-to-pixel variations in the stopping power will in practice be overlooked. Likewise, although the energy resolution will be measured for each detector, this will only be done at several specific energies over the bandpass and interpolated, thus leaving residual uncertainties in the energy resolution of the pixels. Due to limited calibration time, the systematic errors introduced by these uncertainties may not be fully investigated through ground calibration. Simulations are thus required to quantify these effects on the science performed by the X-IFU.
NUMERICAL VALIDATION OF CALIBRATION REQUIREMENTS
To investigate the effects of uncertainties in the instrumental response on the performances of the instrument, we have developed a dedicated pipeline using modified responses and based on an iterative approach. The first step of the simulation is to identify a representative science case which is most affected by an error in the physical parameter under investigation (e.g., the QE or the energy resolution). Starting from a realistic range of uncertainties on the subsystems, this can be estimated by computing a set of changes in the response functions and deducing where the highest effect on the science will be (e.g., on specific lines, on an energy band, on the continuum). One drawback of this approach is that more than one science objective may be driving the calibration, in which case, multiple studies may be needed. Once a relevant target is chosen, the simulation pipeline can be summarized as follows:
• The science case under consideration is represented by a typical input spectrum generated using XSPEC [6] and seen by a perfect instrument (unitary response). To study only the systematic effects related to the response functions, this spectrum is generated using unrealistically high exposure times.
• Using the realistic variations of the parameter under study, we generate a random value of the modified instrumental response function. The input spectrum is convolved with this response to obtain a realistic observation by the instrument.
• The spectrum is fitted using C-statistics [7] with the same input model but using instead the original value of the response function (i.e., not modified) to estimate the systematic error on the recovered parameters.
By repeating this process a large number of times, the overall effect of the instrumental response can be assessed. Physical parameters such as the QE may however depend on multiple other variables (e.g., thickness or composition of the absorbers, geometry...). To simplify the interpretation of the results, only changes in one of these variables are considered in this study. Once the effects are quantified, they can be compared to the current science requirements for the X-IFU. If the errors are not compatible, mitigation techniques or improvements on subsystems may be required. This process can easily be generalised to other physical quantities and therefore provides an interesting tool to verify the coherence of the calibration requirements formulated for the X-IFU.
QUANTUM EFFICIENCY
The Quantum Efficiency (QE) of a TES detector is defined as the overall stopping power of the pixel as a function of energy, and is de facto related to the thickness of the absorbers placed above the TES. We investigate in this section the effect of changes in the absorber thickness on the instrumental response, at a single-pixel level. 
Realistic variations in the detector's quantum efficiency
We consider here that typical X-IFU detectors are composed of a 1.7 µm Au and 4.2 µm Bi absorber bi-layer with a geometrical filling factor of 96.8% [4] . In the case of the gold layer, deposition is expected to be homogeneous within a pixel, with only small gradients in gold thickness across the wafer (estimated ≤ 5% TBC). Bismuth will on the contrary have inhomogeneous distribution within pixels [8] , with differences up to 10% (presence of 'craters' and 'valleys'). As long as the variation of bismuth is within this limit, the quantum efficiency at a given energy will remain within a linear range of variations over the bandpass of better than 1%. As such, we assume here that the average pixel quantum efficiency should be (to the first order) comparable to the quantum efficiency of a pixel with an average value of bismuth thickness. In the rest of this study, changes in Bi are therefore represented by an 'average' change in Bi thickness over the full pixel. This result remains to be confirmed by more accurate measurements on representative TESs.
For both materials, changes in absorber thickness affect mainly the high-energy QE of the pixel, notably above 6 keV (see Figure 2 -Left). To remain below the required 3% change over the 0.2 -10 keV bandpass at a pixel level, variations in the absorber thickness should not be higher than ±0.20 µm in gold and ±0.33 µm for bismuth i.e., respectively ∼ 12% and 8% of their original value, as shown in Figure 2 (Right). In fact, changes in either of these two materials have similar effects on the overall stopping power, as no atomic edge is present below 10 keV. Variations in the QE remain below the requirement as long as total relative variations of both absorbers are below ∼ 4% (Figure 2 -Right) . Although bismuth is more likely to have higher absolute thickness variations, we assume that (in average over a pixel) these variations should be comparable to that of the gold gradients. In the rest of the study, we therefore use the same absolute change in thickness for both absorbers (i.e., ∆Au=∆Bi in µm). The same exercise has been conducted for comparison using the same relative variation for both absorbers (i.e., ∆Au/Au=∆Bi/Bi in %), with consistent results.
To investigate this effect on the performance of the X-IFU, we select as driving case the recovery of the physical properties of the hot plasma embedded in clusters of galaxies using the iron K complex (5 -7 keV bandpass), which is likely to be affected by QE uncertainties above 6 keV. These measurements will be particularly critical to assess the dynamics of the cluster and its central object. In the current requirements of the instrument, iron abundance and temperature shall be recovered within 4% of their original value, while the velocity broadening of the lines shall be known to better than 20 km/s. A typical emission spectrum of the thermal plasma was generated using XSPEC (bapec model [9] ) for a local cluster (z ∼ 0.1) with an iron abundance of Z = 0.3 Z (solar abundances as per [10] ) and a turbulent velocity of 100 km/s. This spectrum is used as input of the numerical pipeline presented in Sect. 3. For each iteration of the pipeline, the modified response function is generated by randomly interpolating a value of the detector QE (Figure 2 -Left) , assuming a normal distribution centred on the original function and with a standard deviation corresponding to the stopping power curves created for the same change of ± X µm in gold and bismuth thicknesses.
Impact on the observations
The previous pipeline was applied to a set of 'toy' model galaxy clusters, with hot gas temperatures of 4, 6 and 8 keV. Figure 3 shows the cluster's temperature, iron metallicity and turbulent speed over the 5 -7 keV bandpass as function of the change in thickness used to modify the QE (both Au and Bi). In this case, the 3% requirement is achieved for a change in 0.12 µm in both layers, which represents a total ∼ 4% in the total thickness of the absorber. We find that abundances and temperature are most affected, with errors up to 1% for variations of the order of ±0.1 µm in both Au and Bi, while systematic errors on the velocity broadening are minimal (≤1 km/s, see Figure 3 -Bottom). This can be explained by the shape of the changes in QE, which mostly affect the continuum of the spectrum rather than the broadening of the lines. In both cases, these effects are well below the current requirements.
Given the current estimates expected on the thickness of the absorbers, the systematic effect on the observation of the iron K complex in galaxy clusters should be low per pixel. Most of the changes between pixels will besides be either slow gradients for gold, or averaged over the pixel for bismuth. Since data within neighbouring pixels will likely be grouped during post-processing to increase the signal-to-noise ratio, the effect shown Figure 3 will be further reduced within binned regions (for Bi notably). Even if single distant pixels are used (e.g., to compute structure functions to determine the power spectrum of the turbulence [11] ), the expected variations across the wafer will be low: systematic effects should therefore be negligible with respect to statistical errors, which are of the order of a few percent for typical cluster observations. Experimental verification of the residual gradients across the wafer (for gold) and within pixels (for bismuth) should nevertheless be performed. As shown by the small sample of 'toy' model clusters, results obtained here are strongly related to the choice of the input model, and ultimately to the choice of the science case. Further studies on other science objectives and other contributors to the effective area (e.g., filters) are therefore needed to validate the calibration requirements.
ENERGY RESOLUTION
We investigate here the effect of uncertainties in the energy resolution in the instrumental response.
Impact on the energy resolution
The energy resolution for the X-IFU will be measured at the pixel level. It will be calibrated by measuring the Line Spread Function (or LSF) of the detectors over the bandpass of the instrument (using e.g., crystal-cut mono-chromators or electron beam ion traps) and interpolated using polynomials [12] . The Gaussian core LSF of the X-IFU micro-calorimeters should dominate the total LSF. Current response files (RMF) therefore use a Gaussian spectral redistribution function, and define its energy resolution as its FWHM ∆E 0 . The knowledge of this energy resolution is required to be below 0.15 eV (up to 7 keV) for each pixel. Small deviations of the energy resolution are however possible either due to the interpolation over the energy band or to statistical errors on the line fit used for ground calibration.
Uncertainties in the energy resolution will affect measurements of the line broadening in astrophysical sources. We select as driving science objective the measurement of the iron K complex velocity broadening (crucial to understand turbulence mechanisms in galaxy clusters), which requires an accuracy lower than 20 km/s. The science case is modelled using the same bapec model presented in Sect. 4, with a gas temperature of 4 keV. In the same way as for the QE, the input spectrum generated using XSPEC is used as input of the numerical pipeline Sect. 3. Changes in the response affect in this case only the RMF file, which is tweaked to have a modified spectral resolution ∆E between 5 and 7 keV.
Impact on turbulent speed measurements and analytical model
The results provided by the simulations are shown in Figure 4 . For small variations of ∆E, the impact of the energy resolution on the measurement is moderate. Even for uncertainties of the energy resolution of the order of 0.15 eV, the corresponding systematic error will be below 2 km/s. In an effort to generalise this study to other atomic lines, we tried to derive an analytical expression of the systematic degradation on the line broadening ∆σ turb as a function of the error on ∆E. To do so, assuming emission lines measured by the X-IFU are well represented by Gaussian, their total broadening σ is given by:
where σ 2 th is the thermal broadening of the line and σ 2 res = ∆E/ 8 × ln (2) . The thermal broadening component is assumed to be fixed in this study, since temperature is frozen in the fit. Assuming an uncertainty ∆σ res on the energy resolution, for the same line, the error made on the turbulent velocity should be where σ res,0 = 2.5 eV and σ res = σ res,0 + ∆σ res As demonstrated in Figure 4 , the corresponding analytical model provides consistent results with the simulation. The systematic error on the broadening is converted in terms of km/s by using
where c is the speed of light and E w the profile-weighted energy of the complex. Once again, this systematic effect will be higher when single pixels are considered, but should be averaged whenever multiple pixels are binned together. For purely Gaussian lines, Equation 3 should provide accurate first-order estimates of the systematic error on the turbulent velocity over the bandpass. Overall, these results suggest that the contribution of systematic errors in the calibration requirement for the energy resolution should be low. Statistics of the line will likely play a much larger part in the total error contribution for science cases involving line broadening measurements, notably in the case of weak lines.
CONCLUSION
In this paper we have presented a numerical approach to test and verify some of the calibration requirements for the X-ray Integral Field Unit. A specific look was given to the calibration of the instrumental response. Starting from realistic variations of the physical parameters (e.g., thickness of TES absorbers, LSF) and using modified response files, the pipeline was used to investigate the calibration requirement for the quantum efficiency and the energy resolution. Notably the effect of uncertainties in these parameters was quantified on the driving science case of iron K measurements in galaxy clusters. Overall, we have demonstrated that for the current design of the instrument, these systematics can be considered as second-order effects and will likely be averaged in binned pixel regions. However, most of the results obtained here are model-dependent. Further investigations by using multiple science cases along with actual measurements in the subsystems are now required to continue the validation of the X-IFU calibration requirements.
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