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Integral matrices as diagonal quadratic forms
Jungin Lee
Abstract. In this paper, we investigate the conditions under which a diagonal quadratic form∑m
i=1 aiX
2
i represents every n × n integral matrix, where ai (1 ≤ i ≤ m) are integers. For n = 2,
we give a necessary and sufficient condition. Also we give some sufficient conditions for each n ≥ 2 where
ai (1 ≤ i ≤ m) are pairwisely coprime.
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1 Introduction
There are some papers on Waring’s problem for integral matrices. Vaserstein [1] proved that for n ≥ 2,
every n×n integral matrix is a sum of three squares. Richman [2] proved that for n ≥ k ≥ 2, every n×n
integral matrix is a sum of seven k-th powers. In this paper, we generalize the result of [1] to the the
diagonal quadratic forms.
The paper is organized as follows. In section 2 we provide a necessary and sufficient condition that
an integral quadratic form
∑m
i=1 aiX
2
i is universal over M2(Z). For a positive integer n ≥ 2, let f(n)
denote the smallest positive integer m such that for every pairwise coprime a1, · · · , am ∈ Z,
∑m
i=1 aiX
2
i
is universal over Mn(Z). In section 3 we give upper bounds of f(n) for each n ≥ 2. The result of section
3 is given in the table 1 below.
n f(n)
2 4
3 ≤6
2k (k ≥ 2) ≤6
2k + 1 (k ≥ 2) ≤8
Table 1: Upper bounds of f(n)
2 The Case n = 2
Theorem 2.1. An integral quadratic form
∑m
i=1 aiX
2
i is universal over M2(Z) if and only if there is no
prime which divides m− 1 numbers of a1, · · · , am and there exist three numbers of a1, · · · , am which are
not multiples of 4.
Proof. If
∑m
i=1 aiX
2
i is universal overM2(Z), then it is universal overM2(Zr) for every positive integer r.
Suppose that a prime p divides m− 1 numbers of a1, · · · , am. Then
∑m
i=1 aiX
2
i is universal over M2(Zp)
1
Integral matrices as diagonal quadratic forms
if and only if X2 is universal overM2(Zp), which is impossible since
[
0 0
0 0
]2
=
[
0 0
1 0
]2
in M2(Zp). Now
suppose that m− 2 numbers of a1, · · · am (without loss of generality, namely, a3, · · · , am) are multiples of
4. If
∑m
i=1 aiX
2
i is universal over M2(Z4), then a1X
2
1 + a2X
2
2 is universal over M2(Z4), so a1 and a2 are
odd by above result. However, X2 + Y 2 and X2 − Y 2 are not universal over M2(Z4), since each of them
does not represent
[
1 0
0 3
]
and
[
0 0
0 2
]
, respectively. Thus the condition in the theorem is necessary.
Suppose that the condition in the theorem holds. It is easy to show that
∑m−1
i=1 ai
[
xi yi
zi ci − xi
]2
+
am
[
0 N
1 0
]2
=
[
p q
r s
]
if and only if the four equations below hold.
m−1∑
i=1
ai(x
2
i + yizi) + amN = p (1a)
m−1∑
i=1
aiciyi = q (1b)
m−1∑
i=1
aicizi = r (1c)
m−1∑
i=1
aicixi =
p− s+
∑m−1
i=1 aic
2
i
2
(1d)
Case I. There exist three odd numbers among a1, · · · , am. Without loss of generality, assume that
a1, a2 and am are odd. Let ci = 2ai (3 ≤ i ≤ m−1), c1 = am and c2 ∈ {a2, 2a2} (c2 ≡ p−s+1 (mod 2)).
For a prime factorization am = p
e1
1 · · · p
er
r , there exist αj 6= βj such that for every 1 ≤ j ≤ r, pj does not
divide aαj and aβj . If we replace cαj to pjcαj for 1 ≤ j ≤ r, pj does not divide aαjc
2
αj
+ aβjc
2
βj
,
gcd(a1c1, · · · , am−1cm−1) = 1 and p − s +
∑m−1
i=1 aic
2
i ≡ 0 (mod 2). Now we can choose xi, yi, zi
(1 ≤ i ≤ m− 1) which give a solution to the equations (1b), (1c) and (1d).
Denote A =
∑m−1
i=1 ai(x
2
i + yizi)− p and ui =
am
p
ei
i
for each 1 ≤ i ≤ r. If we replace yαi , yβi , zαi and zβi by
yαi +kuiaβicβi , yβi−kuiaαicαi , zαi + tuiaβicβi and zβi− tuiaαicαi , the equations (1b), (1c) and (1d) still
hold and A is changed by A+uiaαiaβi(tPi+k(Qi+tRi)), where Pi = cβiyαi−cαiyβi , Qi = cβizαi−cαizβi
and Ri = ui(aαic
2
αi
+ aβic
2
βi
). Since Ri is not a multiple of pi, there exists t ∈ Z such that Qi + tRi is
not a multiple of pi. Now there exists k ∈ Z such that p
ei
i divides A+ uiaαiaβi(tPi+ k(Qi+ tRi)). After
repeating this process for 1 ≤ i ≤ r, A becomes a multiple of am, so there exists an integer N such that
the equation (1a) holds.
Case II. There exist exactly two odd numbers among a1, · · · , am, one number is of the form 4k+2 and
not all of p−s, q and r are even. Without loss of generality, assume that a1 and a2 are odd and am = 2a
′
m
for an odd number a′m. Let ci = 2ai (3 ≤ i ≤ m−1), c1 = a
′
m and c2 ∈ {a2, 2a2} (c2 ≡ p−s+1 (mod 2)).
By repeating the argument of Case I, we can obtain ci, xi, yi and zi such that the equations (1b), (1c)
and (1d) hold and A is a multiple of a′m. Note that this procedure does not change the parity of ci, so
c1 is odd and c2 ≡ p− s+ 1 (mod 2) after the procedure. Since A ≡ x1 + y1z1 + x2 + y2z2 − p (mod 2),
it is enough to show that we can change the parity of x1 + y1z1 + x2 + y2z2.
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(1) p− s is odd : c2 is even. If we replace x1 and x2 by x1 + a2c2 and x2 − a1c1, the equation (1d) still
holds and the parity of x1 + x2 changes.
(2) p− s is even, q is odd : c2 is odd. By the equation (1b), y1 + y2 is odd. If we replace z1 and z2 by
z1 + a2c2 and z2 − a1c1, the equation (1c) still holds and the parity of y1z1 + y2z2 changes .
(3) p− s is even, r is odd : symmetric to (2).
Case III. There exist exactly two odd numbers among a1, · · · , am, one number is of the form 4k+ 2
and all of p−s, q and r are even. Without loss of generality, assume that a2 and am are odd and a1 = 2a
′
1
for an odd number a′1. Let ci = 2ai (2 ≤ i ≤ m − 1) and c1 ∈ {am, 2am} (c1 ≡
p−s
2 (mod 2)). Then
p− s+
∑m−1
i=1 aic
2
i ≡ p− s+ 2c1 ≡ 0 (mod 4). Now q and r are even and gcd(a1c1, · · · , am−1cm−1) = 2,
so we can choose xi, yi, zi (1 ≤ i ≤ m − 1) which give a solution to the equations (1b), (1c) and (1d).
Now by repeating the argument of Case I, we can obtain a solution of (1a), (1b), (1c) and (1d).
For the case m = 3, we can restate theorem 2.1 as follows.
Corollary 2.2. An integral quadratic form aX2 + bY 2 + cZ2 is universal over M2(Z) if and only if
(a, b) = (b, c) = (c, a) = 1 and abc is not a multiple of 4.
3 General Case
By theorem 2.1, f(2) = 4. In this section, we will assume that a1, · · · , am are pairwise coprime integers.
First we prove the following lemma based on lemma 3 of [3].
Lemma 3.1. For every integer p, q ≥ 2, f(p+ q) ≤ 2 +max {f(p), f(q)}.
Proof. Let t1 and t2 be integers such that a1t1 + a2t2 = 1 and m = max {f(p), f(q)}. Then for every
A =
[
X Y
Z W
]
∈ Mp+q(Z) (X ∈ Mp(Z) and W ∈ Mq(Z)), A − a1
[
O t1Y
t1Z I
]2
− a2
[
O t2Y
t2Z I
]2
=[
X ′ O
O W ′
]
. Now there exist Xi ∈Mp(Z), Wi ∈Mq(Z) (3 ≤ i ≤ m+ 2) such that X
′ =
∑m+2
i=3 aiX
2
i and
W ′ =
∑m+2
i=3 aiW
2
i , so we can write
[
X ′ O
O W ′
]
=
∑m+2
i=3 ai
[
Xi O
O Wi
]2
. Thus f(p+ q) ≤ m+ 2.
Lemma 3.2. f(3) ≤ 6.
Proof. Without loss of generality, assume that a2, a3 and a4 are odd. Fix a matrix A ∈ M3(Z). Let
t1, t2, · · · , t6 be integers such that a1t1 + a2t2 = a3t3 + a4t4 = a5t5 + a6t6 = 1 and m = A31 − 1. Choose
u ∈ {0, 1} such that u ≡ tr(A)−a1− 1 (mod 2). Then A
′ = A−a1

1 0 0
0 0 0
mt1 0 0

2
−a2

1 0 0
0 u 0
mt2 0 0

2
=

c1 ∗ ∗
c2 ∗ ∗
1 c3 c4
 and tr(A′) is even. Let c˜3 = c3 + a3 + a4 and T =

1 −c˜3 c1
0 1 c2
0 0 1
. Then T−1 =
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
1 c˜3 −c2c˜3 − c1
0 1 −c2
0 0 1
 and T−1A′T =

0 a b
0 c d
1 −a3 − a4 e
. tr(T−1A′T ) = tr(A′) implies that c−e is even.
Let Q3 = t3b,Q4 = t4b, u3 = t3
c−e−(a3+a4)
2 , u4 = t4
c−e−(a3+a4)
2 , P = d − a3(1 + u3 + u
2
3) − a4(1 + u4 +
u24), P3 = t3(a−(a5+a6)P ), P4 = t4(a−(a5+a6)P ) and Q = c−(a3u3+a4u4) = e+a3(1+u3)+a4(1+u4).
Also let Xi =

0 Pi Qi
0 ui 1 + ui + u
2
i
0 −1 −1− ui
 (3 ≤ i ≤ 4) and Yi =

0 0 P
ti 0 tiQ
0 1 0
 (5 ≤ i ≤ 6). (The struc-
ture of Xi comes from the proof of lemma 2 in [1].) Then Xi = X
4
i (3 ≤ i ≤ 4) and T
−1A′T =
a3(X
2
3 )
2+a4(X
2
4 )
2+a5Y
2
5 +a6Y
2
6 . If we denote X˜i = TXiT
−1 (3 ≤ i ≤ 4) and Y˜i = TYiT
−1 (5 ≤ i ≤ 6),
then A′ = a3(X˜3
2
)2 + a4(X˜4
2
)2 + a5Y˜5
2
+ a6Y˜6
2
.
Lemma 3.3. Let a1 and a2 be relatively prime odd integers. Then for every integer m, there exist
c, d, u, v ∈ Z such that gcd(a1(u − c), a2(v − d)) = 1 and a1(c
2 + 2u) + a2(d
2 + 2v) = m.
Proof. Let the prime factors of a1 be p1, · · · , pr. For each pi, there exists di ∈ Z such that pi does
not divide m − a2(d
2
i + 2di). Chinese remainder theorem implies that there exists d ∈ Z such that
gcd(a1,m−a2(d
2+2d)) = 1. By the same reason, there exists c ∈ Z such that gcd(a2,m−a1(c
2+2c)) = 1.
Thus we can find c, d ∈ Z such that gcd(a1a2,m − a1(c
2 + 2c) − a2(d
2 + 2d)) = 1. It is still true if we
replace c by c+ a2, so we can assume that m− (c+ d) is even.
Let A = a1(u−c)+a2(v−d) and B = a1(c
2+2c)+a2(d
2+2d). Then a1(c
2+2u)+a2(d
2+2v) = 2A+B. By
above argument, there exist c, d ∈ Z such thatm−B is even and gcd(a1a2,m−B) = 1. Since gcd(a1, a2) =
gcd(m−B, a2) = 1, we can choose u, v, t ∈ Z such that A =
m−B
2 and gcd(u+ta2−c, A) = 1. If we replace
u and v by u+ta2 and v−ta1, A =
m−B
2 still holds and gcd(a1(u−c), a2(v−d)) = gcd(a1(u−c), A) = 1.
Now we provide an upper bound of f(n) for each n ≥ 2.
Theorem 3.4. For every positive integer n, f(2n) ≤ 6.
Proof. Since f(2) = 4, we can assume that n ≥ 2. Without loss of generality, assume that a1 and a2
are odd. Fix a matrix
[
P Q
R S
]
∈ M2n(Z) (P,Q,R, S ∈ Mn(Z)). Let t1 and t2 be integers such that
a1t1 + a2t2 = 1, Q =
[
q1, · · · , qn
]
and R =
[
r1, · · · , rn
]T
. Also let
X1 =

c u
1 1
1
. . .
1

, X2 =

d v
1 1
1
. . .
1

(2)
and B1 =
[
α1, α2, t1q3, · · · , t1qn
]
, B2 =
[
α3, α4, t2q3, · · · , t2qn
]
,
C1 =
[
β1 − β2, β2, t1r3, · · · , t1rn
]T
, C2 =
[
β3 − β4, β4, t2r3, · · · , t2rn
]T
where c, d, u, v ∈ Z and αi, βi ∈
Mn×1(Z) for 1 ≤ i ≤ 4. Now it is easy to show that a1B1X1 + a2B2X2 = Q if and only if the equations
(3a) and (3b) hold, and a1X1C1 + a2X2C2 = R if and only if the equations (3c) and (3d) hold.
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a1(u− c)α1 + a2(v − d)α3 = q2 − q1 (3a)
a1α2 + a2α4 = q1 − (a1cα1 + a2dα3) (3b)
a1β1 + a2β3 = r2 (3c)
a1(u− c)β2 + a2(v − d)β4 = r1 − (a1cβ1 + a2dβ3) (3d)
By lemma 3.3, there exist c, d, u, v ∈ Z such that gcd(a1(u − c), a2(v − d)) = 1 and a1(c
2 + 2u) +
a2(d
2 + 2v) = tr(S) − tr(P ) − (n − 1)(a1 + a2). Thus we can find α1, α3, β1 and β3 which satisfy the
equations (3a) and (3c), and α2, α4, β2 and β4 which satisfy the equations (3b) and (3d). Then[
P Q
R S
]
− a1
[
O B1
C1 X1
]2
− a2
[
O B2
C2 X2
]2
=
[
P0 O
O S0
]
(4)
where P0 = P −a1B1C1−a2B2C2 and S0 = S−a1(C1B1+X
2
1 )−a2(C2B2+X
2
2 ). By simple calculation,
tr(a1X
2
1 + a2X
2
2 ) = (n − 1)(a1 + a2) + (a1(c
2 + 2u) + a2(d
2 + 2v)) = tr(S) − tr(P ) and tr(P0 − S0) =
tr(P )− tr(S) − a1tr(B1C1 − C1B1)− a2tr(B2C2 − C2B2) + tr(a1X
2
1 + a2X
2
2 ) = 0.
From the result in [4], we can deduce that there exist X,Y ∈Mn(Z) such that P0−S0 = XY −Y X . Let
t3, t4, t5 and t6 be integers such that a3t3 + a4t4 = a5t5 + a6t6 = 1. Then[
P0 O
O S0
]
= a3
[
O t3X
Y O
]2
+ a4
[
O t4X
Y O
]2
+ a5
[
O t5N
I O
]2
+ a6
[
O t6N
I O
]2
(5)
where N = P0 −XY = S0 − Y X . Thus f(2n) ≤ 6.
Theorem 3.5. For every positive integer n, f(2n+ 1) ≤ 8.
Proof. If n = 1, f(3) ≤ 6 by lemma 3.2. For n ≥ 2, lemma 3.1 and theorem 3.4 implies f(2n + 1) ≤
2 +max {f(3), f(2n− 2)} ≤ 8.
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