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Abstract
We give numerous examples of almost Lie algebroids arising as
Dirac structures in pre-Courant algebroids, e.g. from twisted Poisson
structures, as well as from twisted actions of a Lie algebra. We more-
over define a cohomology for them, motivated by a Q-structure, that
is trivial for (bundles of) Lie algebras but characterizes the underlying
integrable distribution the image of the anchor map.
1 Introduction
Almost Lie algebroids are a generalization of Lie algebroids. While the
latter were introduced in [Pra67] and have been broadly studied, see
e.g. Mackenzie [Mac05] and references therein, and permit an integra-
tion theory via Lie groupoids (see Mackenzie or [CF01] for integrabil-
ity conditions) and cohomology theory (see Pradines), the former have
just recently come into the interest of physicists and mathematicians
in the framework of nonholonomic mechanics, see e.g. [CLM+06]. In
this paper we wish to further study their structures, namely we will
introduce a cohomology theory for them and give numerous examples
of almost Lie algebroids arising as Dirac structures in pre-Courant al-
gebroids, e.g. from twisted Poisson structures, as well as from twisted
actions of a Lie algebra. Previous work has been done in [Gru¨10],
but analogously to an observation in [LSX12] the weak integrability
condition on the Jacobiator is unnecessary, i.e. automatically fulfilled.
The details can be found in Section 3.
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The definition of the cohomology is guided by supergeometry, namely
the same Q-structure as in Section 5 of [Gru¨10], however here we take
the smaller realization on superfunctions and give explicit formulas
in terms of smooth geometry, XX: What is it?Theorem 4.6. The
reader is thus not quired to understand supergeometry, except for Sub-
section 4.1 where we make the relation explicit. The result may thus
also be interesting for topological field theory, because the underlying
Q-structure permits via [AKSZ97] the construction of a topological
field theory out of an almost Lie algebroid.
It turns out that the cohomology is trivial for almost Lie algebras.
However for an (almost) Lie algebroid with non-vanishing anchor map
it is in general nontrivial. In particular for the tangent bundle of a
smooth manifold it is isomorphic to the de Rham cohomology. More
generally for regular almost Lie algebroids (i.e. the anchor map has
constant rank and its image is thus an integrable distribution), it
computes the Lie algebroid cohomology of the underlying distribution,
see Proposition 5.4. It suggests thus a definition of cohomology for
singular but integrable distributions, at least in the case where these
can be seen as the image of the anchor map of an almost Lie algebroid.
The structure of the paper is as follows. In section 2 we briefly
summarize the needed geometric structure of an almost Lie algebroid
together with its Jacobiator and exterior covariant derivative. We
also give numerous examples of almost Lie algebroids arising as Dirac
structures in pre-Courant algebroids, e.g. from twisted Poisson struc-
tures, as well as from twisted actions of a Lie algebra. In Section 3 we
show that the Jacobiator is indeed closed under the exterior covariant
derivative. This permits us to define in Section 4 a cohomology for
almost Lie algebroids in terms of geometric structures. Examples and
some properties of the cohomology are shown in Section 5. In the
appendix A we give a minimalistic introduction to N-manifolds and
Q-structures.
2 Almost Lie algebroids
Definition 2.1. An almost Lie algebroid is a vector bundle A → M
over a smooth manifold M together with a skew-symmetric operation
[·, ·] : Γ(A)∧Γ(A)→ Γ(A) called the bracket and a morphism of vector
bundles ρ : A→ TM called the anchor subject to the rules
[φ, f · ψ] = ρ(φ)[f ] · ψ + f · [φ,ψ], (1)
ρ[φ,ψ] = [ρ(φ), ρ(ψ)] (2)
for every φ,ψ ∈ Γ(A) and f ∈ C∞(M).
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We call (A, ρ, [·, ·]) regular iff im ρ ⊂ TM is a vector bundle.
(1) is called Leibniz rule of the algebroid and (2) means that ρ is
a morphism of brackets from (Γ(A), [·, ·]) to (Γ(TM), [·, ·]).
Example 2.2. 0. Lie algebroids (A, ρ, [·, ·]) are a kind of trivial
examples of almost Lie algebroids. They fulfill in addition the
Jacobi identity
[φ, [ψ,χ]] + [ψ, [χ, φ]] + [χ, [φ,ψ]] = 0 (3)
for all φ,ψ, χ ∈ Γ(A).
(a) A particular case of Lie algebroid is the tangent bundle A =
TM with ρ = id and [·, ·] the commutator bracket of vector
fields. This is a regular Lie algebroid.
(b) To see that there are also regular Lie algebroids with non-
trivial ker ρ, pick a Lie algebra (g, [·, ·]g) and on the bundle
A := TM × g define the bracket
[X ⊕ fξ, Y ⊕ gη] := [X,Y ]⊕X[g]ξ − Y [f ]η + fg[ξ, η]g
for X,Y ∈ Γ(TM), f, g ∈ C∞(M), and ξ, η ∈ g. It is easy to
see that this is a regular Lie algebroid with ρ(X ⊕ fξ) = X
and thus ker ρ =M × g.
1. Starting from a regular Lie algebroid (A, ρ, [·, ·]0), setting F :=
ker ρ a vector bundle and choosing B ∈ Ω2M(A,F ) := Γ(∧
2A∗ ⊗
F ), we see that
[φ,ψ]B := [φ,ψ]0 +B(φ,ψ) (4)
together with A and ρ fulfills the axioms of an almost Lie alge-
broid.
2. An almost Lie algebra is an almost Lie algebroid over a point
pt. In particular the anchor map vanishes and the conditions (1)
and (2) are thus trivial. We are thus dealing with an arbitrary
skew-symmetric operation [., .] : ∧g → g, where we denote the
vector space A = g.
Remark 2.3. According to [LSX12], a pre-Courant algebroid (E, (·, ·), ρ, [·, ·])
is a vector bundle E → M with a non-degenerate symmetric bi-
linear form (·, ·), a bundle morphism ρ : E → TM , and a bracket
[·, ·] : Γ(E)⊗ Γ(E)→ Γ(E) with properties such as
[φ, f · ψ] = ρ(φ)[f ] · ψ + f · [φ,ψ],
ρ[φ,ψ] = [ρ(φ), ρ(ψ)],
[φ, φ] = 12ρ
∗d〈φ, φ〉
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for all φ,ψ ∈ Γ(E) and ρ∗ : T ∗M → E ∼= E∗ its transpose where
the latter identification is via the non-degenerate inner product (·, ·).
Note that [·, ·] is a Dorfman type bracket, i.e. in particular not skew-
symmetric.
Given such a pre-Courant algebroid (E, (·, ·), ρ, [·, ·]), then we can
define sub-Dirac structures as isotropic subbundlesL ⊂ E, i.e. (L,L) =
0 for which the bracket closes as [Γ(L),Γ(L)] ⊂ Γ(L). Then L is an al-
most Lie-algebroid, because the violation of skew-symmetry vanishes.
Example 2.4. 3. One particular source for pre-Courant algebroids
are Cartan geometries. Certain isotropic Lie subalgebras of the
Lie algebra of the bigger structure group induce sub-Dirac struc-
tures in these twisted Courant algebroids. Details can be found
in [Xu12].
4. Let Π ∈ Γ(∧2TM) be a twisted Poisson bivector, i.e. there is a
3-form H ∈ Ω3(M) (not necessarily closed) such that 12 [Π,Π] =
Π#(H). According to [LS10] we can define an almost Lie bracket
on T ∗M ∼= graphΠ# by considering the latter as a Dirac struc-
ture in the twisted Courant algebroid (TM ⊕ T ∗M)H . This
means in particular
[α, β]Π,H = LΠ#αβ−LΠ#βα+d(Π(α, β))+H(Π
#α,Π#β, ·) (5)
For α, β ∈ Γ(T ∗M). The anchor map is Π# : T ∗M → TM and a
morphism of brackets. Also the Leibniz rule is obviously fulfilled.
Therefore twisted Poisson structures give almost Lie algebroids.
5. Following [LSX12] a twisted action of a Lie algebra g on a smooth
manifold M is given by a pair of bundle maps (ρ, k)
ρ : M × g→ TM ; k : M × ∧2g→M × g
satisfying
k(e, ·) = 0, ∀e ∈ ker(ρ), (6)
ρ([e1, e2]M×g) = [ρ(e1), ρ(e2)]− ρ(k(e1, e2)), (7)
for all e1, e2 ∈ Γ(M × g) and the induced bracket on Γ(M × g)
[e1, e2]M×g = Lρ(e1)e2 − Lρ(e2)e1 + [e1, e2]g,
where [e1, e2]g is the pointwise Lie bracket of two sections e1, e2 ∈
Γ(M × g) = C∞(M, g) and L denotes the action of vector fields
on the trivial vector bundle M × g.
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Just as Lie algebroids can arise from Lie algebra actions, we have
almost Lie algebroids arising from these twisted actions in the
following way:
Twist the bracket [·, ·]M×g by k as follows
[e1, e2]k = [e1, e2]M×g + k(e1, e2). (8)
Equation (7) implies that ρ is a morphism of brackets from this
twisted bracket [·, ·]k and also the Leibniz rule still holds. There-
fore (M × g, [·, ·]k, ρ) is an almost Lie algebroid. A nontrivial
example of a twisted action can arise in Cartan geometry, in this
case the underlying vector bundle is just the tangent bundle, see
[LX12] for more details about that.
Arbitrary almost Lie algebroids are in general no Lie algebroids.
To measure the difference, we introduce the following notion:
Definition 2.5. Given an almost Lie algebroid (A, ρ, [·, ·]), then its
Jacobiator is the map J : ∧3 Γ(A)→ Γ(A),
J(φ,ψ, χ) := [φ, [ψ,χ]] + [ψ, [χ, φ]] + [χ, [φ,ψ]]. (9)
It is easy to see that J is C∞-linear in its three arguments and
moreover ρ ◦ J = 0. Therefore J ∈ Ω3M (A, ker ρ).
Remember that (A, ρ, [·, ·]) is a Lie algebroid iff J = 0.
It is also possible to generalize the computations to non-regular
almost Lie algebroids. Analogous to [Gru¨10, Chap. 2, Rem. 3] we give
the following definition: Let k be a field and R be an associative com-
mutative unital algebra over k. Tensor products no further specified
are taken over R, while ⊗k is the tensor product over k. Let further
Der(R) denote the k-linear derivations of R.
Definition 2.6. An almost Lie–Rinehart algebra (R,A, ρ, [·, ·]) is a
ring R together with a module A, a module homomorphism ρ : A →
Der(R), and a k-bilinear skew-symmetric bracket [·, ·] : A ⊗k A → A
subject to
ρ[φ,ψ] = [ρ(φ), ρ(ψ)],
[φ, f · ψ] = ρ(φ)[f ] · ψ + f · [φ,ψ]
for all φ,ψ ∈ A and f ∈ R.
Obviously the sections Γ(A) of an almost Lie algebroid (A, ρ, [·, ·])
form an almost Lie–Rinehart algebra. It is a Lie–Rinehart algebra
as introduced by Rinehart in [Rin63] iff in addition J = 0 for the
analogous definition of the Jacobiator.
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Remark 2.7. We now define the “smooth sections Γ(ker ρ)” as v ∈ A
with ρ(v) = 0. Correspondingly we define “ΩpM (A,S
q ker ρ)” as the
module of all v ∈ ΩpM (A,S
q A) := ∧qA∗ ⊗ SqA such that ρ˜(v) = 0
for ρ˜ : ∧• A∗ ⊗ Sq A → ∧•A∗ ⊗ Sq−1A ⊗ Der(R) : α ⊗ ψ1ψ2 7→ α ⊗
(ψ2 ⊗ ρ(ψ1) + ψ1 ⊗ ρ(ψ2)) for α ∈ ∧
•A∗, ψi ∈ A, extended linearly
and correspondingly for more factors ψi. By Γ((ker ρ)
∗) we mean the
elements of the dual module to “Γ(ker ρ)”.
In what follows we will stick to the notion Γ(ker ρ) and ΩpM(A, ker ρ)
correspondingly to keep similarity with the usual differential geome-
try of vector bundles. The attentive reader will however easily be able
to replace this with the corresponding notion for almost Lie–Rinehart
algebras.
Another important notion is the following generalization of a con-
nection.
Definition 2.8. Given a vector bundle A→M together with a mor-
phism ρ : A→ TM and a second vector bundle V →M over the same
base. An A-connection ∇ on V is an R-linear map ∇ : Γ(A)⊗Γ(V )→
Γ(V ) subject to the rules
∇fφ v = f∇φ v, (10)
∇φ (f · v) = ρ(φ)[f ] · v + f · ∇φ v (11)
for every φ ∈ Γ(A), v ∈ Γ(V ) and f ∈ C∞(M).
Example 2.9. 1. Given a vector bundle V → M , then a usual
connection ∇ on V is a TM -connection on V . In particular
the Levi-Civita connection of Riemmanian geometry is a TM -
connection on TM .
2. Given a morphism ρ : A → TM and a trivial vector bundle V ,
then it is possible to construct a connection as follows. Let eb ∈
Γ(V ), b = 1, . . . , rk V be a global frame of V and define
∇φ(v
beb) := ρ(φ)[v
b] · eb (12)
where vb ∈ C∞(M) and φ ∈ Γ(A) and we use Einstein’s sum
convention.
Starting with an arbitrary V and given a smooth partition of
unity on M subordinate to a cover of charts of M trivializing V ,
then it is possible to glue the above construction over the charts
to a connection on V .
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Proposition 2.10. Given an almost Lie algebroid (A, ρ, [·, ·]), then
the operator D for α ∈ ΩpM (A) := Γ(∧
pA∗) and ψi ∈ Γ(A)
Dα(ψ0, . . . , ψp) :=
p∑
i=0
(−1)iρ(ψi)[α(ψ0, . . . , ψˆi, . . . , ψp)]
+
∑
i<j
(−1)i+jα([ψi, ψj ], ψ0, . . . , ψˆi, . . . , ψˆj , . . . , ψp)
(13)
maps ΩpM (A)→ Ω
p+1
M (A).
This can be proved with straight-forward computations analogous
to the Lie algebroid differential on TM .
Starting from here we will fix a (regular) almost Lie algebroid
(A, ρ, [·, ·]) and denote F := ker ρ ⊂ A as well as t : F →֒ A the
corresponding embedding.
The following was already observed in [Gru¨10].
Proposition 2.11. Given the situation above, then
t(∇φ v) := [φ, t(v)] (14)
for φ ∈ Γ(A) and v ∈ Γ(F ) is an A-connection on F .
Corollary 2.12. Given the notation of the previous proposition, then
D can be extended to α ∈ ΩpM (A,F ) via
Dα(ψ0, . . . , ψp) :=
p∑
i=0
(−1)i∇ψi (α(ψ0, . . . , ψˆi, . . . , ψp))
+
∑
i<j
(−1)i+jα([ψi, ψj ], ψ0, . . . , ψˆi, . . . , ψˆj , . . . , ψp)
(15)
Note that D in general does not square to 0. Namely D on Ω•M(A)
squares to 0 iff the Jacobiator vanishes. In this case D is just the Lie
algebroid differential. Since F ⊂ A the vanishing of the Jacobiator
also implies that D2 vanishes on Ω•M (A,F ).
The connection ∇ naturally extends to F ∗ via
〈∇ψ β, v〉F = ρ(ψ)〈β, v〉F − 〈β,∇ψ v〉F . (16)
for ψ ∈ Γ(A), β ∈ Γ(F ∗), and v ∈ Γ(F ). 〈·, ·〉F denotes the canonical
pairing between F and F ∗.
Analogously also D extends to Ω•M (A,F
∗). We further extend ∇
to S• F ∗ the symmetric algebra over F via the Leibniz rule
∇ψ (α · β) = ∇ψ α · β + α · ∇ψ β (17)
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for α, β ∈ Γ(F ∗) and ψ ∈ Γ(A) and correspondingly for more factors.
D is extended in an analogous way.
Note that D2 still does not square to 0 unless the Jacobiator van-
ishes.
From [Gru¨10] we also take the notion of H-twisted Lie algebroid.
Definition 2.13. An H-twisted Lie algebroid (A, ρ, [·, ·], J) is an al-
most Lie algebroid such that the Jacobiator fulfills DJ = 0.
In the next section we will examine what is the content of this
additional condition.
3 Relation to H-twisted Lie algebroids
Throughout this section (A, ρ, [·, ·]) will be an almost Lie algebroid.
and J : ∧3 A → ker ρ its Jacobiator. Remember the notion of H-
twisted Lie algebroid in Definition 2.13 introduced in [Gru¨10]. We
can now simplify its definition as follows.
Theorem 3.1. Every almost Lie algebroid is an H-twisted Lie alge-
broid, i.e. ρ ◦ J = 0, J ∈ Ω3M (A, ker ρ) and DJ = 0.
Proof. We already know that J ∈ Ω3M (A, ker ρ). We can therefore
apply the exterior covariant derivative D as follows. Let ψi ∈ Γ(A) be
given and compute
〈DJ,ψ1 ∧ ψ2 ∧ ψ3 ∧ ψ4〉 = ∇ψ1 J(ψ2, ψ3, ψ4)− J([ψ1, ψ2], ψ3, ψ4) + c.p.
=
∑
σ∈A4
[ψσ1, [ψσ2, [ψσ3, ψσ4]]]−
∑
σ∈A4
[[ψσ1, ψσ2], [ψσ3, ψσ4]]− . . .
−
∑
σ∈A4
[ψσ3, [ψσ4, [ψσ1, ψσ2]]]
where S4 is the symmetric group in 1,2,3,4 and A4 ⊂ S4 the even
permutations.
=
∑
σ∈A4
[[ψσ1, ψσ2], [ψσ3, ψσ4]]
= 12
∑
σ∈S4
sgn(σ)[[ψσ1, ψσ2], [ψσ3, ψσ4]]
where sgn: S4 → {±1} is the sign of a permutation.
= 14
∑
σ∈S4
sgn(σ)
(
[[ψσ1, ψσ2], [ψσ3, ψσ4]]− [[ψσ3, ψσ2], [ψσ1, ψσ4]]
)
= 14
∑
σ∈S4
sgn(σ)
(
[[ψσ1, ψσ2], [ψσ3, ψσ4]] + [[ψσ3, ψσ4], [ψσ1, ψσ2]]
)
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where in the last two steps we exchanged two elements in the second
summand.
= 14
∑
σ∈S4
sgn(σ)
(
[[ψσ1, ψσ2], [ψσ3, ψσ4]]− [[ψσ1, ψσ2], [ψσ3, ψσ4]]
)
where we exchanged the arguments of the outer bracket in the second
summand. But now it vanishes and the theorem is proven
= 0.
4 Another cohomology
The Theorem in the last section permits us to give another geomet-
ric construction of cohomology for almost Lie algebroids as stated in
Theorem 4.6.
Throughout this section let (A, ρ, [·, ·]) be an almost Lie algebroid
and F := ker ρ be a (possibly singular) vector subbundle of A –
Γ(ker ρ) defined as in Remark 2.7. We denote again by t : F →֒ A
the embedding.
We will show that the operator D : Cn → Cn+1 with
Cn :=
⊕
p+2q=n
Γ(∧pA∗ ⊗ Sq F ∗) (18)
can be modified such that it squares to 0.
First note that D fits the following definition
Definition 4.1. An R-linear map D : C• → C•+1 is said to be an odd
derivative iff
D(γ1γ2) = D(γ1)γ2 + (−1)
|γ1|γ1D(γ2). (19)
for all γ1 ∈ C
|γ1| and γ2 ∈ C
•.
Here and in what follows |γ| ∈ N will denote the degree of a ho-
mogeneous γ ∈ C•.
Remark 4.2. Note that moreover C• is an associative graded commu-
tative algebra generated by C0 = C∞(M), C1 = Γ(E∗) and Γ(F ∗) ⊂
C2. This will simplify our computations in what follows.
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Definition 4.3. We define the map δˆ : Cn → Cn+1 via
δˆ(α1 ∧ α2 ⊗ β) = α2 ⊗ t
∗(α1)β − α1 ⊗ t
∗(α2)β (20)
for αi ∈ A
∗ and β ∈ F ∗ all over the same base point x ∈ M and
t∗ : E∗ → F ∗ the transpose of t. δˆ is extended correspondingly to more
or less factors in E∗.
Note that also δˆ is an odd derivative in the sense of Definition 4.1.
Moreover it squares to δˆ2 = 0.
Remember that J ∈ Ω3M (A,F ). We can therefore define the map:
Definition 4.4. Jˆ : Cn → Cn+1 via
Jˆ(α⊗ β) = α ∧ 〈β, J(·, ·, ·)〉F (21)
for α ∈ ΩpM (A) and β ∈ Γ(F
∗) and extended symmetrically for higher
powers of F ∗.
Note that also Jˆ is an odd derivative and squares to 0.
The following observation from super geometry will be useful in
calculations:
Lemma 4.5. Let A,B : C• → C•+1 two odd derivations, then D :=
[A,B] := A ◦ B + B ◦ A maps C• → C•+2 and fulfills the ungraded
Leibniz rule
D(γ1γ2) = D(γ1)γ2 + γ1D(γ2) (22)
for all γi ∈ C
•.
Proof. straight-forward calculations.
Theorem 4.6. Given a regular almost Lie algebroid (A, ρ, [·, ·]) to-
gether with the cochains Cn defined in (18), the map Jˆ and δˆ defined
in (20) and (21), then
d := D + Jˆ + δˆ (23)
maps d: Cn → Cn+1, fulfills the Leibniz rule (19) and squares to 0.
The proof will cover the remaining part of this section.
First note that the mapping behavior of d : Cn → Cn+1 and the
Leibniz rule (19) follow from the corresponding behavior of the sum-
mands. It remains therefore to check that
d2 = D2 + (D ◦ δˆ + δˆ ◦D) + (D ◦ Jˆ + Jˆ ◦D) + (δˆ ◦ Jˆ + Jˆ ◦ δˆ)
vanishes. We will prove that in several steps.
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Lemma 4.7. D ◦ δˆ + δˆ ◦D = 0
Proof. By Lemma 4.5 and Remark 4.2 it is sufficient to check the
claim for f ∈ C∞(M), α ∈ Γ(A∗) and β ∈ Γ(F ∗). Note that δˆ(f) = 0
according to its definition. Let in addition v ∈ Γ(F )
〈δˆ(Df), v〉F = 〈Df, t(v)〉 = ρ(t(v))[f ] = 0
for α ∈ Γ(E∗) let further ψ ∈ Γ(E)
〈D(δˆ(α)), ψ ⊗ v〉 = 〈〈D ◦ δˆ(α), ψ〉, v〉F = 〈∇ψ δˆ(α), v〉F
= ρ(ψ)〈δˆ(α), v〉F − 〈δˆ(α),∇ψ v〉F
= ρ(ψ)〈α, t(v)〉 − ρ(t(v))〈α,ψ〉 − 〈α, [ψ, t(v)]〉
= 〈Dα,ψ ∧ t(v)〉 = −〈δˆ(Dα), ψ ⊗ v〉
For β ∈ Γ(F ∗) we have δˆ(β) = 0 by definition. Moreover δˆ◦D(β)(x) for
x ∈M depends only on β in a neighborhood of x. But since t∗ : E∗ →
F ∗ is surjective we have an α ∈ Γ(A∗) over this neighborhood with
β = t∗α = δˆ(α). Therefore Dβ = D ◦ δˆ(α) = −δˆ ◦Dα by the previous
computation and so δˆ(D(β)) = 0, because δˆ2 = 0. This completes the
proof.
Lemma 4.8. D ◦ Jˆ + Jˆ ◦D = 0
Proof. Again by Lemma 4.5 and Remark 4.2 it is sufficient to check
the claim for f ∈ C∞(M), α ∈ Γ(E∗) and β ∈ Γ(F ∗). Note that Df ∈
Γ(E∗) and therefore Jˆ(Df) = 0 as well as Jˆ(f) = 0. Analogously
Jˆ(α) = 0 = Jˆ(Dα). It remains to observe
D(Jˆ(β)) = D〈β, J〉F = 〈Dβ ∧ J〉F + 〈β,DJ〉F = −Jˆ(Dβ).
Now we need an expression for D2. We introduce therefore the
following two maps.
Definition 4.9. We define the map
L : ∧p A∗ ⊗ Sq F → ∧p+2A⊗ Sq F, (24)
J(α⊗ v1v2) = α ∧ J(v1, ·, ·)v2 + α ∧ J(v2, ·, ·)v1
for α ∈ ∧pA∗ and v1, v2 ∈ F all over the same base point x ∈ M . L
extends linearly to arbitrary elements of the tensor product and corre-
spondingly to higher q.
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We define its partial transpose as
L∗ : Cn → Cn+2, L∗(α⊗ β) = α ∧ L∗(β) (25)
for α ∈ ∧pA∗, β ∈ S• F ∗ all over the same base point x ∈ M . For
β1 ∈ F
∗ and v ∈ F also over x, L∗ is defined as
〈L∗(β1), v〉F := 〈β1, L(v)〉F ∈ ∧
2A∗ (26)
and extends to higher powers using an ungraded Leibniz rule.
Note that L∗ also maps Cn to Cn+2 and fulfills the ungraded Leib-
niz rule (22).
Definition 4.10. We define the map J˜ : Cn → Cn+2 as
J˜(α1∧α2⊗β) = α1(t(J(·, ·, ·)))∧α2⊗β−α2(t(J(·, ·, ·))∧α1⊗β (27)
for β ∈ Γ(S• F ∗) and αi ∈ Γ(E
∗) and extended accordingly to higher
powers in ∧•E∗.
Note that J˜ fulfills the ungraded Leibniz rule (22).
Proposition 4.11.
D2 = −J˜ − L∗ (28)
Proof. Again by Lemma 4.5 and Remark 4.2 it is sufficient to verify
the formula for f ∈ C∞(M), α ∈ Γ(E∗) and β ∈ Γ(F ∗). Let ψi ∈ Γ(E)
and v ∈ Γ(F )
〈D2f, ψ1 ∧ ψ2〉 = ρ(ψ1)〈Df,ψ2〉 − ρ(ψ2)〈Df,ψ1〉 − 〈Df, [ψ1, ψ2]〉
=[ρ(ψ1), ρ(ψ2)][f ]− ρ[ψ1, ψ2][f ]
and the latter expression vanishes due to axiom (2). On the other
hand
−J˜(f)− L∗(f) = 0
〈D2α,ψ1, ψ2, ψ3〉 = ρ(ψ1)〈Dα,ψ2, ψ3〉 − 〈Dα, [ψ1, ψ2], ψ3〉+ c.p.
=[ρ(ψ1), ρ(ψ2)]〈α,ψ3〉 − ρ(ψ1)〈α, [ψ2, ψ3]〉 − . . .
· · · − ρ[ψ1, ψ2]〈α,ψ3〉+ ρ(ψ1)〈α, [ψ2, ψ3]〉+ . . .
· · ·+ 〈α, [[ψ1, ψ2], ψ3]〉+ c.p.
=〈α,−J(ψ1, ψ2, ψ3)〉 = 〈−J˜(α), ψ1 ∧ ψ2 ∧ ψ3〉
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Note that on the other hand
L∗(α) = 0.
〈D2v, ψ1 ∧ ψ2〉 = ∇ψ1 〈Dv,ψ2〉 − ∇ψ2 〈Dv,ψ1〉 − 〈Dv, [ψ1, ψ2]〉
=[∇ψ1 ,∇ψ2 ]v −∇[ψ1,ψ2] v
=[ψ1, [ψ2, t(v)]] − [ψ2, [ψ1, t(v)]] − [[ψ1, ψ2], t(v)]
=J(t(v), ψ1, ψ2) = 〈L(v), ψ1 ∧ ψ2〉
and therefore for β ∈ Γ(F ∗)
〈D2β, v〉F = D〈Dβ, v〉F + 〈Dβ,Dv〉F
=D2〈β, v〉F −D〈β,Dv〉F +D〈β,Dv〉F − 〈β,D
2v〉F
The first term vanishes due to the first step of the proof and the fourth
term is exactly
=− 〈β,L(v)〉F = 〈−L
∗(β), v〉F .
The remaining part of the proof is
Lemma 4.12. δˆ ◦ Jˆ + Jˆ ◦ δˆ = J˜ + L∗
Proof. Analogous to the previous lemmas we only need to check for
f ∈ C∞(M), α ∈ Γ(E∗) and β ∈ Γ(F ∗). Let further ψi ∈ Γ(E) and
v ∈ Γ(F ), then
Jˆ(f) = 0 = δˆ(f) = J˜(f) = L∗(f).
Jˆ(α) = 0 = L∗(α)
Jˆ(δˆ(α)) = α(t(J(·, ·, ·)) = J˜(α)
This proves the statement for α ∈ Γ(E∗).
δˆ(β) = 0
Jˆ(β) = 〈β, J(·, ·, ·)〉F
〈δˆ(Jˆ(β)), ψ1 ∧ ψ2 ⊗ v〉 = 〈β, J(ψ1, ψ2, t(v))〉F = 〈β,L(v, ψ1, ψ2)〉F
= 〈L∗(β), ψ1 ∧ ψ2 ⊗ v〉
This completes the proof of the Theorem.
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4.1 The super picture
For this subsection we assume that the reader is familiar with the con-
cept of N-manifolds. For references see e.g. [Roy01, chap. 2], [Sˇev05,
sect. 2] or [Vor02, sec. 4]. For convenience we have added a small
summary in the Appendix A. We will moreover assume that ρ is a
regular map, i.e. F := ker ρ ⊂ A a vector bundle (of constant rank).
Given the N-manifold M := A[1]⊕ F [2], then O(M) ∼= C• via l′′,
the above cochain complex. With the Q-structure found in [Gru¨10],
we have a differential on O(M). In coordinates xi on a chart of M ,
ξa odd fiber coordinates on A[1] over the same chart and bB fiber
coordinates of F [2] of degree 2, Q reads as follows
Q = ρia(x)ξ
a ∂
∂xi
− 12C
c
ab(x)ξ
aξb
∂
∂ξc
+ taB(x)b
B ∂
∂ξa
−ΓCaB(x)ξ
abB
∂
∂bC
− 16J
B
abc(x)ξ
aξbξc
∂
∂bB
(29)
where for the local frame {ea : a = 1, . . . , rkE} of E dual to the coor-
dinates ξa, and coordinate vector fields {∂/∂xi : i = 1, . . . ,dimM} the
anchor map encodes as ρ(ea) = ρ
i
a(x)∂/∂x
i. The structure functions
of the bracket are [ea, eb] = C
c
ab(x)ec, the coefficients of the connec-
tion ∇ are ∇ea eB = Γ
C
aB(x)eC for a frame {eB : B = 1, . . . , rkF}
of the second vector bundle F ⊂ E. The vector bundle morphism
t : E → F is encoded via t(ea) = t
B
a (x)eB . The Jacobiator finally is
J(ea, eb, ec) = J
B
abc(x)eB .
As it was shown in [Gru¨10], DJ = 0 together with the other axioms
of almost Lie algebroids imply that [Q,Q] = 0. This Q-structure is
what gives the differential in our cohomology, i.e.
Q[l′′(γ)] = l′′(dγ) (30)
for γ ∈ C• and d = D + δˆ + Jˆ as defined above. Note that in this
picture the maps J , J˜ , Jˆ , L and L∗ are all represented by the same
coefficients (JBabc). Analogously t and δˆ are both represented by (t
B
a ).
5 Examples
Given an almost Lie algebroid A and the definition of the differential
d from Theorem 4.6, we can also define a cohomology H•(A,d) in the
usual way. In this section we want to investigate to what it computes.
Throughout these computations let either ρ be a regular map (and
thus F := ker ρ ⊂ A a vector bundle) or at least the base field k be of
characteristic 0.1
1This asserts us that all sequences of modules split.
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Lemma 5.1. Let V be a vector space endowed with bracket [·, ·] = 0
and anchor map ρ = 0, then d = δˆ has cohomology H0(V, δˆ) = R and
H>0(V, δˆ) = 0.
This is an easy exercise in graded algebra.
Remember the notion of an almost Lie algebra as in Example 2.2-2.
Proposition 5.2. Given an almost Lie algebra g, then the cohomology
from Section 4 is H0(g,d) = R and H>0(g,d) = 0.
Proof. The anchor map is ρ = 0 and therefore A = F = g in the
notation of Section 4. Now we decompose ∧•g∗ ⊗ S• g∗ =
⊕
i≥0Ei by
the degree of the symmetric part. Correspondingly e ∈ ∧•g∗ ⊗ S• g∗
with de = 0 decomposes as e =
∑
i ei with ei ∈ Ei. Note thatD : Ei →
Ei, δˆ : Ei → Ei+1, and Jˆ : Ei → Ei−1. Together with (23) this gives
0 = Dei + δˆei−1 + Jˆei+1 (31)
for all i ≥ 0. Let N denote the top degree of e, i.e. all ei = 0 for
i > N . Then (31) for i = N + 1 implies
0 = δˆeN
and as long as N > 0, there is an rN ∈ EN−1 such that
eN = δˆrN .
For i = N (31) implies
0 = DeN + δˆeN−1
= DδˆrN + δˆeN−1 = δˆ(−DrN + eN−1)
as long as N − 1 > 0 there is an rN−1 ∈ EN−2 with
eN−1 = DrN + δˆrN−1
and for i = N − 1
0 = DeN−1 + δˆeN−2 + JˆeN
= D2rN +DδˆrN−1 + δˆeN−2 + Jˆ δˆrN
Proposition 4.11 and Lemma 4.12 imply
= δˆ(−DrN−1 + eN−2 − Jˆ(eN ))
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therefore as long as i = N − 2 > 0 there is an rN−2 ∈ EN−3 with
ei = Dri+1 + δˆri + Jˆei+2.
This goes through for all i > 0 until
0 = De1 + δˆe0 + Jˆe2
= δˆ(−Dr1 + e0 − Jˆr2)
But with r0 = 0 there is an f ∈ ∧
0g∗ = R with
e0 = Dr1 + δˆr0 + Jˆr2 + f.
Note that r1 ∈ E0 and therefore
Jˆ(r1) = 0.
adding all up, we obtain
e =
N∑
i=0
ei =
N∑
i=0
(Dri+1 + δˆri + Jˆri+2) + f
=
N∑
i=1
Dri +
N∑
i=0
δˆri +
N∑
i=2
Jˆri + f
But actually we can extend the first and the last sum to i = 0. There-
fore e is exact up to a constant term f ∈ R.
The following example shows that the cohomology is non-trivial.
Example 5.3. Let A = TM be the tangent bundle of a smooth
manifold. Thus the anchor map is ρ = idTM with F = ker ρ =M × 0
the 0-bundle and therefore δˆ = 0 = Jˆ . But then d = D and C•(A, ρ) =
Ω•M (M) the forms and D = dM the de Rham differential. Therefore
in this case H•(A,d) = H•dR(M) the de Rham cohomology which is
non-trivial, e.g. for the sphere.
Remember that given an integrable distribution L ⊂ TM , then
the leaf-wise cohomology H•l (L) is the Lie algebroid cohomology of
L. In particular dL the Lie algebroid differential is given by Equation
(13). In degree 0 it consists of functions constant along the integral
leaves of L.
These examples suggest the following proposition.
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Proposition 5.4. Given a regular almost Lie algebroid (A, ρ) over M
with anchor map ρ and L := im ρ ⊂ TM , then H•(A,d) ∼= Hl(L).
Note that L is indeed integrable, because of the morphism property
(2) for almost Lie algebroids.
Proof. With the notation from Section 3, we can write A ∼= L⊕F and
therefore ∧•A∗ ∼= ∧•L∗ ⊗ ∧•F ∗. The analogon of Lemma 5.1 is
H•(A, δˆ) = Γ(∧•L∗). (32)
With the notation from the previous proof, Γ(∧•L∗) ⊂ E0 and there-
fore the arguments of this proof apply, except for e0 where it modifies
to r0 = 0 and there exists an α ∈ Γ(∧
•L∗) with
e0 = Dr1 + δˆr0 + Jˆr2 + α.
again Jˆr1 = 0 and therefore Equation (31) for i = −1 implies
0 = Dα.
But then we have added e ∈ C•(A, ρ) to
e =
N∑
i=0
ei = d
(
N∑
i=0
ri
)
+ α.
Note that for these α ∈ Γ(∧•L∗), δˆα = 0 = Jˆα and therefore
dα = Dα = dLα
the leaf-wise differential. So the claim follows.
Remark 5.5. Suppose we have an H-twisted Poisson structure Π ∈
Γ(∧2TM) as in Example 2.4-4 with L = imΠ#. So L Gives a sin-
gular but generalized integrable distribution. Then the construc-
tion of Section 4 defines a cohomology for the almost Lie algebroid
(T ∗M,Π#, [·, ·]Π,H ) and Proposition 5.4 suggests that it is related to
L itself.
A Odd vector fields on N-manifolds
Definition A.1. An N-manifold is a ringed space (M,O) where M is
a smooth manifold and O a sheaf of N-graded commutative associative
algebras such that for sufficiently small open neighborhoods U ⊂M :
O(U) ∼= C∞(U)⊗ ∧•Rp1 ⊗ S• Rp2 ⊗ ∧• . . .Rpd (33)
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for some fixed non-negative integers d ∈ N and pi ∈ N, i = 1, . . . , d.
∧•Rp for p ∈ N is the Grassmann algebra in p variables and S• Rq is
the symmetric (i.e. polynomial) algebra in q ∈ N variables. The tensor
product is that of N-graded algebras where the elements of C∞(U) have
degree 0, the generators Rp1 of ∧•Rp1 degree 1, those Rp2 of S• Rp2
degree 2 and so on.
We denote the N-grading of O as O =
⊕
n≥0On and the degree of
f ∈ On as |f | = n. If above pd is not zero, we call d the maximum
degree of M = (M,O).
Example A.2. LetM be a smooth manifold and A→M and F →M
two vector bundles. M = A[1]⊕ F [2] with structure sheaf
O(U) = ΓU (∧
•A∗ ⊗ S• F ∗) (34)
where ΓU denotes the sections over the open subset U ⊂ M is an
N-manifold in the above sense. Here Γ(A∗) have degree 1 and Γ(F ∗)
degree 2. It is then obvious that the structure sheaf O is generated
by O0 = C
∞(M), O1 = Γ(A
∗) and Γ(F ∗) ⊂ O2.
Definition A.3. The vector fields X are the graded derivations of the
structure sheaf O, i.e. for X ∈ X there is a degree |X| ∈ Z such that
X : Op → Op+|X| and for all f ∈ O|f |, g ∈ O
X[fg] = X[f ]g + (−1)|X| |f |fX[g]. (35)
If M has maximum degree d, then vector fields are graded as
X =
⊕∞
n=−dXn with every X ∈ Xn has degree n = |X|.
Proposition A.4. If X ∈ X|X| and Y ∈ X|Y |, then [X,Y ] which for
f ∈ O is defined as
[X,Y ][f ] := X[Y [f ]]− (−1)|X| |Y |Y [X[f ]] (36)
is a vector field of degree |X|+ |Y |.
Proof. Straight-forward calculations.
In particular Lemma 4.5 is a special case of this for X and Y odd.
A Q-structure is now a vector field Q ∈ X1 such that 2Q
2 =
[Q,Q] = 0. Note that this implies in particular that Q is a differential
of the algebra O.
Example A.5. 1. Starting from M = T [1]M we see that O =
Ω•M (M). Therefore the de Rham differential Q = dM is an
example of a Q-structure. The cohomology of this Q-structure
is therefore the de Rham cohomology.
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2. Another example arises with M = A[1] the odd vector bundle
of a Lie algebroid. Here O = Γ(∧•A∗) = Ω•M (A) and therefore
the Lie algebroid differential dA defined as in (13) gives a Q-
structure Q = dA. Its cohomology is therefore the Lie algebroid
cohomology.
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