Abstract-We consider a multichannel remote field eddy current sensor apparatus, which is installed on a mobile robot deployed in pipelines with the mission of detecting defects. Features in raw sensory data that are associated with defects could be masked by noise and therefore difficult to identify in some instances. In order to enhance these features that potentially identify defects, we propose an entropy filter that maps raw sensory data points into a local entropy measure. In the entropy space, data are then classified by means of a thresholding procedure based on the Neyman-Pearson criterion. The effectiveness of the algorithm is demonstrated by applying it to different data sets obtained from field trials.
I. INTRODUCTION
W ATER and energy sources are playing an important role in the world economy and are in an ever increasing demand. Their transportation mainly relies on a vast network of pipelines extending over millions of miles worldwide [1] . This makes the process of maintaining and servicing these pipelines in an autonomous and timely fashion, not only a very challenging task, but also an utmost necessity to avoid environmental disasters in the case of leakage, for instance.
Technology in this field is developing rapidly in order to provide efficient and quick inspection of pipelines [2] - [8] . The majority of pipeline inspection gauge (PIG) technology developers rely on nondestructive testing (NDT) to quickly and economically detect and characterize degradation and damage. There are many challenges that inspection tool developers must overcome. They must build inspection tools that survive the pipeline environment, meet specifications for long distance pipelines with high operational speeds, deal with pipeline abnormalities such as tight bends and obstruction in the pipe, and keep the measurement sensors in a good operating condition [9] . Many researchers attempted to tackle these challenges using different types of sensors and testing technologies. Due to profusion of metallic gas and oil pipes, magnetic sensors such as magnetic flux leakage, magnetic particle, and eddy current sensors [10] , [11] , are often regarded as most suitable for inspecting such pipelines. They are capable of detecting both internal and external defects. Their functioning principle is simple. Magnetic PIGs magnetize the pipe as they travel along it. A magnetic field related signal is captured by a group of transducers that are uniformly distributed around the inside circumference of the pipe. A difference in the levels of magnetic field penetration can be correlated to the existence of local flaws or defects [12] . The flaw can be due to corrosion, weld defects, cracks, fatigue, or deformation [13] - [15] . The resultant data collected from this process is typically characterized by low signal to noise ratio. Therefore, relevant information associated with the features to be identified is often masked by noise. This paper contributes to the effort of an ongoing research on developing effective techniques on extracting and analyzing relevant anomaly information from these excessively noisy signals.
Several types of sensors and pipe inspection technologies have been proposed in the literature. These include, for instance, visual testing, penetrant testing, magnetic particle testing, magnetic flux leakage, Hall-effect, radiographic testing, ultrasonic sensors, eddy current, thermal infrared, magnetic Barkhausen effect, and acoustic emission. More comprehensive reviews of these techniques are found in [16] - [21] and in the references therein.
Acoustic and ultrasonic sensors were tested in [22] - [24] . A rotating optical geometry and infrared sensors were adopted in [25] and [26] , respectively. Magnetic sensors, such as magnetic flux leakage [10] , eddy current [11] , [27] , magnetic particle, and Hall-effect sensors, have been widely adopted in commercial gas pipe inspection and detection, taking advantage of the abundance of metallic utility pipes. This type of sensors are capable of detecting both internal and external defects, and are therefore suitable for nondestructive inspection methods. A comparative study between magneticand ultrasonic-based inspection techniques is reported in [28] . Khodayari-Rostamabad et al. [29] proposed and compared three machine learning approaches, namely, support vector machine, kernelized principal component analysis, and kernelized partial least squares, to filter the sensor noise.
In this paper, we investigate the problem of extracting features from data generated by a multi-channel remote field eddy current sensor mounted on a snake-like mobile robot, Explorer-II. A full description of Explorer-II is provided in [30] . The problem is formulated in the framework of probabilistic classification theory, where data points have to be classified as noise or feature (anomaly). Some researchers used Shannon entropy [31] to filter noisy signals in order to distinguish features from background noise [32] - [34] . We extend this idea to the data series generated from a remote field eddy current sensor by considering the Rényi entropy [35] which is a one-parameter generalization of the Shannon entropy. The characterization of sensor noise and anomalies is done by thresholding the Rényi filter within the NeymanPearson decision making framework [36] . Rényi entropy has been used in many applications, such as target tracking with mobile sensor networks and the reduction of data scope on ground-penetrating radar images for feature detection, for instance [37] , [38] .
The rest of the paper is organized as follows. In Section II we briefly introduce the concept and formalism of Rényi entropy, which delineate the theoretical framework of this paper. The Neyman-Pearson criterion to determine thresholds in hypothesis testing is discussed in Section III. In Section IV we present raw eddy current sensory data series obtained from different field trials, that will be used to build and test the entropy filter. The entropy filter is presented in Section V, and it is applied in Section VI by showing how it operates and how it performs. Section VII contains summary and conclusions.
II. RÉNYI ENTROPY
In information theory a typical measure of uncertainty associated to a random variable is the Shannon entropy, which is a way to express the expected value of the amount of information contained in a statistical population [39] . A generalized version of entropy has been proposed by Rényi [35] , by introducing a one parameter family of entropies that includes Shannon's measure as a limit case. Formally, let X be a discrete random variable mapping to a finite dimensional events space {x 1 , x 2 , x 3 , . . . , x N } of cardinality N. Let P(x i ) be a probability mass function over the set X, where
is defined by [35] 
By using L'Hôpital's rule it can be shown that H α converges to Shannon entropy at the limit lim α→1 H α , that is
where the expression on the right-hand side conforms to the usual definition of Shannon entropy. Rényi entropy is a non-increasing function of α for all discrete random variables X, as it can be shown through differentiation with respect to α. The same property also intuitively follows from definition (1), as the limit for α → 0 is the case with highest entropy since P(x i ) 0 = 1 for all i .
III. NEYMAN-PEARSON CRITERION
Given a random variable H denoting an entropy data set, the goal is to achieve a systematic optimal method to decide which hypothesis generated that data. Consider the problem of identifying a signal masked by noise with the simple binary hypothesis test H 0 : H corresponds to the entropy of sensor noise H 1 : H corresponds to the entropy of known anomalies Let parameters 0 and 1 be representatives of features in the respective hypothesis spaces. We assume that 0 and 1 form a disjoint class of the parameters space . We denote the continuous distributions associated with the two hypotheses as F 0 and F 1 respectively,
where P(H | 0 ) and P(H | 1 ) denote class-conditional probabilities, defined by
and f 0 (H ) and f 1 (H ) are the probability density functions corresponding to noise and anomalies, respectively. Since the sensory data is inherently noisy the parameter chosen to identify anomalies is the entropy associated with data points. Therefore 0 and 1 identify, respectively, the entropy associated with noise and the entropy associated with anomaly. The probability of detection and the probability of false detection are, respectively,
The hypothesis is tested by evaluating the following ratio
where (H ) is the likelihood ratio and η is a threshold. The threshold is assigned according to the Neyman-Pearson procedure [40] which does not require prior knowledge of hypothesis probabilities. Specifically, the value of the threshold is assigned by setting a constraint on the probability of false detection and it is formulated as a constrained maximization problem on the probability of detection:
for some user-defined threshold which is usually set to 5%. The maximization is performed over the decision region 1 and it selects the most powerful test subjected to the constraint on the probability of false detection [41] . The procedure for building the hypothesis test and the threshold is applied in Sec V-B.
IV. DATA FROM EDDY THE CURRENT SENSOR
In data series characterized by low signal to noise ratio, there are rare events that reveal specific features and are masked by noise. The entropy filter is based on the fact that such rare events carry more information than the background noise, and therefore the associated features in the data series can be extracted as they are enhanced by the action of the filter on the original data. In the present study, data series are generated by a remote field eddy current sensor [17] mounted on a mobile robotic platform which performs non-destructive inspection of gas pipelines [30] . Sensor measurements are correlated to the presence of defects (anomalies) of the pipeline [42] . Multiple detectors distributed along the circumference of the pipe allow for a discretized coverage of the surface. As discussed in [43] , the capability of detecting defects and the accuracy of detected entities depend on the quality of the eddy current signal, which is typically affected by different noise sources such as pipe support structures, corrosion products, changes in pipe dimensions and geometry, and probe wobble and lift-off [42] . Additionally, non-uniform testing surface conditions and electronic noise from the test equipment can also be noise sources [43] .
A typical output of one channel of a remote field eddy current sensor is shown in Fig. 1 . The vertical axis represents the phase (in degrees) of the sensor's output signal, while the horizontal axis represents a longitudinal coordinate (in inches) spanning a portion of a pipeline in which the sensor collected the data. The data series refers to a portion of a pipeline with few significant defects in the middle, with peaks at the boundaries most likely due to inaccurate contact of the sensor at the beginning and at the end of the operation. Raw sensory data from the remote field eddy current sensor is provided in the form of arrays of In-Phase (I) and Quadrature (Q) components, that are basically Cartesian coordinates of the phasor representation of the sensor output. In this work we consider the associated phase data, which is obtained by the relation φ = atan2(Q, I ) where atan2 is the arctangent function with two arguments [44] , mapping to [−π, π] by accounting for the quadrant in which each of the two arguments belongs. Phase data from an eddy current sensor has been used in [43] to study the detectability and sizing-accuracy of laboratory induced defects in nuclear steam generator pipes. Experimental evidence in [43] supports the link between enhanced detectability and increasing signal to noise ratio, and it is shown how in standardized laboratory conditions, pipes' surface polishing can strongly increase the signal to noise ratio. The scalar field φ is represented as a two dimensional array φ(i, j ), where i = 1, . . . , N and j = 1, . . . , N w , respectively span the discrete axial position along the pipe and the circumferential position which is sampled by a bundle of data channels comprising the sensor (see the schematic in Fig. 2 ). Phase measurements are correlated to the thickness of the pipe and therefore to the presence of defects (anomalies) quantified by a change in thickness. According to the work in [43] , the pipe surface finish (and therefore the contact between sensor and pipe inner surface) is a dominant noise factor. Therefore it is expected that in field conditions involving gas pipelines, naturally occurring corrosion and analogous non ideal surface conditions introduce a considerable amount of noise associated to non-ideal contact. The aim is to develop an algorithm that enhances low noise structures so that defects, that are characterized by higher information content than the background noise, can emerge and be identified.
V. ENTROPY FILTER
The entropy filter presented in this section is structured in two parts: the first is a nonlinear integral transformation that maps the raw sensory data into an entropy measure; the second is a thresholding process that classifies the transformed data based on whether or not it represents an anomaly. In this work, we consider a binary classifier that is based on Neyman-Pearson criterion. The entropy map enhances the local information content of the data points, therefore better captures structured signals that were buried in noise in the original raw sensory data space.
A. Mapping to Local Entropy
In order to enhance relatively rare structures with higher information content than the background noise, raw sensory data series collected by the sensor are mapped into a local entropy space as follows. For each raw data point φ(i, j ), i = 1, . . . , N and j = 1, . . . , N w , we define the subset (see the graphical representation in Fig. 2 )
that defines a window centered at φ i j with sides 2 + 1 and 2w + 1, for non-negative integers and w. The notation ( j − w) mod N w (and similarly ( j + w) mod N w ) refers to the usual modular arithmetic, introduced to account for the periodicity along the circumferential direction; in this case we offset the operation by 1, so that the reminder of the integer
The cardinality of this data set is therefore (2 + 1)(2w + 1). Intuitively, and w account for the interaction of a data point with neighbors: for = w = 0, we have ≡ φ for all data points; whereas for ≥ N and w ≥ N w , includes the entire data set.
In order to compute the local entropy associated to a data point φ(i, j ), the histogram distribution of the associated local data set (i, j ) is built with sample space given by the set (i, j ). The optimal number of bins is obtained by the optimization procedure discussed in Appendix A. To illustrate the process of optimal bin number determination, we select a data point from the set in Fig. 1 (red dot, located at the abscissa 81 in) and show in Fig. 3 the histogram with optimal number of bins corresponding to the minimum of the plotted cost function. The optimal number of bins depends on the cardinality of the sample space as well as the characteristics of data points, as detailed in Appendix A.
For the data point φ(i, j ), let k be the optimal number of bins of size h associated with the histogram of the set (i, j ). Therefore, the sample space in the histogram representation is divided into k contiguous intervals delimited by the sequence min (i, j ) + kh , for k = 0, 1, . . . , k , with corresponding mass probability
whereφ k ∈ (i, j ) is a representative of the k-th bin. Therefore the local entropy Rényi associated to the data point Fig. 4 . Two-dimensional phase data set from raw sensory data acquired on a pipeline without anomalies. φ i j is the map defined by
In what follows, the results are computed for windows defined by = 100 and w = 1. Numerical experiments showed that these values yield a satisfactory compromise between preserving the local features of the data when mapped to the entropy space, and the correlation of neighboring data points. A discussion on the influence of these parameters is provided in Section VI-B.
B. Threshold for Data Classification
The anomaly detection with the entropy filter is completed with a threshold to discriminate the noise from infrequent structures with higher information content, as they are associated to features to be detected. The threshold is determined by using the Neyman-Pearson criterion which assigns the value corresponding to the maximum detection probability achievable for a given false detection rate [36] , [45] (see Section III). As evident from equation (6) the classification test needs the specification of two probability density functions f 0 and f 1 , that characterize respectively the noise and the anomalies (or features to be detected). Here, we consider Gaussian approximations which highly simplify the procedure to obtain the threshold, as detailed below. Gaussian distributions are a good approximation for data series characterized by noise, and therefore in the specific case for data collected in portions of pipelines with no or very few defects. The approximation needs to be refined for data sets with a considerable amount of defects, in which higher peaks and fat tails have to be captured. This refinement is the object of current work.
To determine f 0 , we consider a data set from a field trial on a portion of a pipeline that was knowingly anomaly free. The phase data is shown in Fig. 4 . This data is in cylindrical coordinates and is measured in a lab run from a pipeline with no anomalies. One major source of noise is the non ideal contact of the sensor with the pipe. The figure shows an almost uniform distribution of phase values over the entire space with few light strips that are possibly due to a local faulty condition of sensors. The phase data is mapped to local entropy according to the expression (10), where each data point is centered on a window defined by parameters = 100 and w = 1 (see Section V-A). The density plot of the entropy data is given in Fig. 5 . We define the sample space 0 of cardinality N 0 , that includes the local entropy data shown in Fig. 5 , and compute the corresponding sample moments (sample mean and sample variance)
where φ 0 i j ∈ 0 is a data point in Fig. 4 belonging to the sample space 0 . The plot in Fig. 6 shows the discrete probability density function (dots) obtained from the normalized histogram of the data in Fig. 5 . The solid line in the same plot is the normal probability density function N (μ 0 , σ 0 ), which is used as a continuous model of the discrete one. To determine the threshold and to classify the data mapped into the local entropy space we assume f 0 ≡ N (μ 0 , σ 0 ) where μ 0 = 3.152 nats and σ 0 = 0.081 nats.
The characterization of the density f 1 follows the same steps, except that in this case we consider a data set related to sensor measurements from a portion of pipeline containing anomalies that were introduced in a controlled way by machining pipe segments, see Fig. 7 . Even on a portion of pipeline with artificially introduced damages, the number of sensor measurements associated to anomalies is much smaller than the number of sensor measurement associated to undamaged areas (noise). Therefore, by including all data points we would obtain statistical moments not significantly different than the 
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Probability density Fig. 9 . Discrete (dots) and approximating Gaussian (solid line) probability density functions for the entropy data set associated with known defects. ones computed for f 0 . Hence, only parts with defects are selected in order to have a sample space that is representative of defects. Specifically, this data set spans eight different anomalies ranging from 0.5 to 3 inch in length and width, and 5% to 30% of pipe wall thickness in depth. The density plot of the local entropy computed with = 100 and w = 1 is given in Fig. 8 . The discrete distribution from the normalized histogram of the anomaly data in Fig. 8 and the approximating Gaussian density are plotted in Fig. 9 . The sample statistical parameters of the Gaussian density function are calculated as
where φ 1 i j is a data point in the sample space 1 (with cardinality N 1 ) comprised of local entropy values extracted to represent anomalies. The computed values of the parameters are μ 1 = 2.987 nats and σ 1 = 0.289 nats. In this case, since the data is not purely noisy, the probability density is not obviously Gaussian; however, for simplicity of treatment we consider f 1 to be approximated by a normal distribution with parameters μ 1 and σ 1 , see Fig. 9 . The statistical parameters in f 0 and f 1 are summarized in Table I . As can be noted, the mean of distributions f 0 and f 1 are relatively close.
Given the Gaussian densities f 0 and f 1 , the likelihood ratio for hypothesis testing can be extracted from (6) and is explicitly written as
Taking the logarithm of both sides, we obtain a quadratic inequality in H that defines the detection region (critical region) as a function of η
The left-hand side of (13) 
The value of the threshold η is found by numerically solving (5) with the bisection method having the upper bound of P F (i.e. in (7)) set to 5%, which is a value often adopted in the existing literature. For a false alarm rate P F upper-bounded by 5%, the values of the threshold are given in Table II for different Rényi entropy measures with parameters = 100 and w = 1. The parameter H + is not considered here since anomalies cannot have a lower entropy than noise. The entropy filter therefore reduces to the two-phase algorithm comprised of the local entropy computation followed by the classification based on threshold H − . 
C. Summary of the Entropy Filter
The entropy filter presented in this section is structured into two main procedures: 1) Mapping the row sensory data into a suitable entropy space (Rényi entropy). 2) Applying a threshold that classifies the data in the entropy space. The mapping into the Rényi entropy space is executed through the following steps: 1a) Acquire row sensory data. 1b) Associate a neighbor to each raw sensory data point according to Eq. (8). 1c) Build the local histogram associated to the neighbor of each data point, which determines mass probabilities given by Eq. (9) . A procedure to obtain the optimal number of bins for the histograms is presented in the Appendix. 1d) Apply the map (10) that associates each raw sensory data point to the corresponding local entropy. The data classification procedure can be executed in different ways, depending on the nature of the problem and on the theoretical tools adopted. In this work we adopt a simple classifier based on Neyman-Pearson criterion, which allows to calculate a threshold by maximizing the probability of detection for a given probability of false detection, in this case set to 5%. The steps to obtain the threshold can be summarized as 2a) Identify features of the classifier that define the partitioning of the data. For example, in the case studied here, data points have to be classified to identify low entropy features in noisy data sets, or otherwise anomaly versus noise. 2b) Identify data sets that characterize each partition. 2c) Map the characterizing data sets into local entropy space as explained above. 2d) Calculate the threshold according to the procedure delineated in Section V-B, which is based on Neyman-Pearson criterion with constrained probability of false detection set to 5%. 2e) Classify the data through the likelihood ratio test in eq. (13) or the log-likelihood ratio test in eq. (14) .
VI. RESULTS AND DISCUSSION

A. Anomaly Detection
In order to test the consistency of the entropy filter algorithm, we apply it to the same data sets used to obtain the statistical parameters for the densities f 0 and f 1 , see Section V-B. This process should, after thresholding the Fig. 10 . Raw phase data from channel 2 of the eddy current sensor. Fig. 11 . Entropy of a single sensor channel (same as Fig. 10 ) referring to a noisy data set, and the threshold value used with the entropy filter. Fig. 12 . Application of the entropy filter to a multichannel data set from a portion of a pipeline without defects. Blue regions refer to noise, whereas warm colored regions are false critical regions. local entropy data, lead to capturing almost all noise when applied to the data set used to compute f 0 , and to detecting the majority of the anomalies when applied to the data set used to obtain f 1 . Figs. 10 and 11 , respectively, illustrate the raw phase of the signal fed by channel 2 of the eddy current sensor applied to the purely noisy data set used to build f 0 , and the corresponding local entropy computed with α = 0.5, = 100, and w = 1. The threshold is indicated in Fig. 11 with a horizontal dashed line. The entropy filter correctly classifies all data as noise and no defect or anomaly is detected, since the threshold is lower than the local entropy throughout the pipe segment. The classification with the threshold H − in Table II , obtained through the Neyman-Pearson criterion, gives the result in Fig. 12 , where the output of the entropy filter is represented by the density plot which is obtained by linearly interpolating data from the contiguous channels to reconstruct Fig. 13 . Application of the entropy filter to a multichannel data set from a portion of a pipeline with known anomalies (gray circles). Red regions are critical with respect to the entropy filter, and therefore identify defects against the noise represented in blue. a two dimensional profile whose support is the surface defining the portion of pipeline. In this case, 83.4% of the entropy mapped data is higher than the threshold, and is therefore classified as noise.
By applying the entropy filter with the same values of α and w to the data set used to obtain the density f 1 we obtain the result in Fig. 13 , where the output is restricted to a region of a pipeline containing known defects with centroids identified by the dots. Critical regions associated to defects are represented by red shades and are clearly detected by the filter. The relation between the threshold and the entropy data from channel 24 of the same data set in Fig. 13 is shown by the plot in Fig. 14 ; in this case, several regions around defects are clearly below the threshold and therefore identified as defects.
By applying the entropy filter with α = 0.5, w = 1 and the threshold H − in Table II to a data set acquired on a portion of a pipeline with welded joints, we obtain the result in Fig. 15 , where the welding structure along the circumferential direction is well identified by the red region. The axial pattern shown in the figure may be due to faulty contact between a sensory channel and the surface of the pipeline.
B. Influence of Parameters
By referring to eq. (1) we numerically investigate the effect of the Rényi parameter α and of the window size parameter for constant probability of false alarm P F = 5% and constant number of contiguous sensor channels included in the computation of the local entropy (w = 1). The parameter is varied by taking the discrete values {50, 100, 150} while α is varied by taking the discrete values {0.1, 0.5, 1.0}. Table III summarizes the probability of detection P D corresponding to different combinations of α and . The probability of detection increases as the window size increases, since a larger window size corresponds to more data and therefore more information in the neighborhood of a given raw data point. However, it should be noted that a larger window size is computationally more expensive. By choosing the window size too large the entropy filter looses resolution and accuracy as it cannot discriminate between data points (at the limit, the entropy would be uniform as the window size would include the entire data set). On the other hand, smaller values of α correspond to larger probability of detection; indeed as α approaches zero, the Rényi entropy increasingly weighs all possible events more equally, regardless of their probabilities, see eq. (1). This is a similar situation to a large window size, as in both cases the system tends to equal mass probability for data points, and therefore more uniform and higher entropy. The combination of parameters α = 0.5 and = 100 used in the previous Section gives P D = 64.3%.
Density plots showing the output of the entropy filter applied to the same data set used to generate the plot in Fig. 13 are shown in Fig. 16 for different combinations of α and . Plots illustrate the effects of parameters discussed above, in particular showing the loss of resolution when the window size for the computation of the local entropy increases by increasing significantly the parameter . Note that, as indicated in the figure caption, the numerical value of the threshold H − is different for each combination, as the procedure explained in Section V-B is repeated for each set of entropy parameters.
VII. SUMMARY AND CONCLUSION
We proposed and tested a data processing and filtering algorithm to detect relevant features, often in the form of events with low probability, from data series in which such features may be masked by noise. Row data is acquired by a remote field eddy current sensor on board a mobile robot for non-destructive inspection of gas pipelines, and the eventual presence of defects can be correlated to the signal characteristics (magnitude and phase) of the data. In order to identify rare events masked by noise, we take advantage of the fact that such events are more ordered, in an information theoretical sense, than the background noise intrinsically associated to the sensor. Therefore we map the data to the entropy space by means of an entropy filter. The entropy filter computes the entropy associated to every data point, accounting for a user defined neighborhood or subset of the original data. Once the original data is mapped into the entropy space, the filter is completed by a classification phase that discriminates between noise and anomalies (features), through a thresholding procedure based on Neyman-Pearson criterion.
The operation of the filter is illustrated by testing it on different data sets. As expected, the anomalies introduced in a controlled setting are correctly detected. In addition, the correlation between phase data and entropy data shows that high phase peaks appear in regions that the filter classifies as anomaly, and it is important test for uniformity of the method. Moreover, the anomaly represented by a weld on a different pipeline is sharply detected, and a pipeline with no known anomalies is predicted to be anomaly free, except the wrong detection associated to one specific channel of the sensor that may be attributed to faulty local conditions of the sensor.
The study of the influence of characteristic parameters of the filter shows the trade-off effect of the neighborhood size on the accuracy of the filter. The observations indicate that too large neighborhoods result into lack of discrimination of data points in terms of information content and into computationally expensive post processing processes. On the other hand, too narrow neighborhoods result in the influence of local fluctuations in the output of the filter. On the other hand, deriving the correlation between size of actual anomalies and the detected ones is beyond the scope of this works and asymmetric study in this direction is left for future work. Overall, the proposed algorithm proves to be effective in introducing a layer of automation in the processing of large sets of experimental data, to help identifying critical regions that eventually may be inspected by experts, or analyzed in a refined way.
APPENDIX A DETERMINATION OF THE OPTIMAL HISTOGRAM BIN SIZE
A histogram is one of the simplest methods for non-parametric density estimation. It is very efficient when the data sample is one-or two-dimensional [41] . A critical aspect in building the histogram of a data set is the choice of the number of bins, as this parameter controls the trade-off between the resolution in sample space and frequency fluctuations associated to data self correlations and [46] .
In this work we implement an optimization method, which is based on the minimization of the expected L 2 loss between the histogram and the underlying density function [46] . The assumption is that data points are sampled independently (Poisson process). In most of classical density estimations, the sampling size is fixed. However, under Poisson assumption, the total data size and the number of events occurring in a fixed interval are not fixed but rather obey Poisson distribution. Therefore, it is more adaptable than the histograms constructed on samples with a fixed number [46] . For a one-dimensional data set, the algorithm is structured as follows:
1) Divide the data set X into k bins of width h, and build the histogram by counting the number of events m i in the i -th bin. 2) Calculate the sample mean and sample variance of the number of events as follows: where · is the ceiling function.
