We consider a Hamiltonian decomposition problem of partitioning a regular graph into edge-disjoint Hamiltonian cycles. A sufficient condition for vertex adjacency in the 1-skeleton of the traveling salesperson polytope can be formulated as the Hamiltonian decomposition problem in a 4-regular multigraph. We introduce a heuristic variable neighborhood search algorithm for this problem based on finding a vertex-disjoint cycle cover of the multigraph through reduction to perfect matching and several cycle merging operations. The algorithm has a one-sided error: the answer "not adjacent" is always correct, and was tested on random and pyramidal Hamiltonian tours.
Introduction
A Hamiltonian decomposition of a regular graph is a partition of its edge set into Hamiltonian cycles. The problem of finding edge-disjoint Hamiltonian cycles in a given regular graph plays an important role in combinatorial optimization [19] , coding theory [3, 4] , privacypreserving distributed mining algorithms [9] , analysis of interconnection networks [15] and other areas. See also theoretical results on estimating the number of Hamiltonian decompositions of regular graphs [13] . Our motivation for this problem comes from the field of polyhedral combinatorics.
Traveling salesperson polytope
We consider a classic traveling salesperson problem: given a complete weighted graph (or digraph) K n = (V, E), it is required to find a Hamiltonian cycle of minimum weight. We denote by HC n the set of all Hamiltonian cycles in K n . With each Hamiltonian cycle x ∈ HC n we associate a characteristic vector x v ∈ R E by the following rule:
x v e = 1, if the cycle x contains an edge e ∈ E, 0, otherwise.
The polytope TSP(n) = conv{x v | x ∈ HC n } is called the symmetric traveling salesperson polytope.
The asymmetric traveling salesperson polytope ATSP(n) is defined similarly as the convex hull of characteristic vectors of all possible Hamiltonian cycles in the complete digraph K n .
The 1-skeleton of a polytope P is the graph whose vertex set is the vertex set of P and edge set is the set of geometric edges or one-dimensional faces of P . The study of 1-skeleton is of interest, since, on the one hand, there are algorithms for perfect matching, set covering, independent set, a ranking of objects, problems with fuzzy measures, and many others that are based on the vertex adjacency relation in 1-skeleton and the local search technique (see, for example, [1, 5, 10, 11, 12] ). On the other hand, some characteristics of 1-skeleton, such as the diameter and the clique number, estimate the time complexity for different computation models and classes of algorithms [6, 8, 14] .
Unfortunately, the classic result by Papadimitriou states that the construction of 1-skeleton of the traveling salesperson polytope is hard for both directed and undirected graphs.
Theorem 1 (Papadimitriou [24] ). The question of whether two vertices of the polytopes TSP(n) or ATSP(n) are nonadjacent is NP-complete.
As a result, there are a large number of papers on the diameter and the clique number of 1-skeleton of TSP(n) and ATSP(n) [6, 27, 28] , but little progress with adjacency relation. We can only note the polynomial-time algorithms to test vertex adjacencies in the pedigree polytope [2] , the polytope of pyramidal tours [7] and the polytope of pyramidal tours with step-backs [22] which are directly related to the traveling salesperson problem.
Hamiltonian decomposition and the 1-skeleton
We apply the Hamiltonian decomposition problem to analyze the 1-skeleton of the traveling salesperson polytope. Let x = (V, E x ) and y = (V, E y ) be two Hamiltonian cycles on the vertex set V . We denote by x ∪ y a multigraph (V, E x ∪ E y ) that contains all edges of both cycles x and y.
Lemma 1 (Sufficient condition for nonadjacency [26] ). Given two Hamiltonian cycles x and y, if the multigraph x∪y contains a Hamiltonian decomposition into edge-disjoint cycles z and w different from x and y, then the corresponding vertices x v and y v of the polytope TSP(n) (or ATSP(n)) are not adjacent.
From a geometric point of view, the sufficient condition means that the segment connecting two vertices x v and y v intersects with the segment connecting two other vertices z v and w v of the polytope TSP(n) (or ATSP(n) correspondingly). Thus, the vertices x v and y v cannot be adjacent in 1-skeleton. An example of a satisfied sufficient condition is shown in Fig. 1 .
Thus, the sufficient condition for vertex nonadjacency of the traveling salesperson polytope can be formulated as a combinatorial problem.
Instance. Let x and y be two Hamiltonian cycles. Question. Does the multigraph x∪y contain a pair of complementary Hamiltonian cycles z and w different from x and y such that
Testing of whether a graph has a Hamiltonian decomposition is NP-complete, even for 4-regular undirected graphs and 2-regular directed graphs [25] . Thus, verifying the sufficient condition for vertex nonadjacency is hard. At the same time, it is known that the Hamiltonian decomposition and vertex adjacency problems are polynomially solvable for some classes of Hamiltonian cycles like pyramidal tours and pyramidal tours with step-backs [7, 22] .
Note that any 4-regular multigraph always has an even number of Hamiltonian decompositions [29] . There is no contradiction with Lemma 1 and Theorem 1. If the Hamiltonian cycles x and y contain the same edge, then both copies of this edge are included in the multigraph x ∪ y. The exchange of such edges can provide a Hamiltonian decomposition, however, the cycles z and w will not differ from x and y. 
Variable neighborhood search
We introduce a heuristic variable neighborhood search algorithm [21] with 3 different neighborhood structures to find the Hamiltonian decomposition in the multigraph x ∪ y.
The VNS algorithm is an improved version of the simulated annealing approach from [18] that has the same feasible set and the third neighborhood structure. The idea is as follows. All vertices in the multigraph x ∪ y have degrees equal to 4 (or both indegrees and outdegrees equal to 2 for directed cycles). Let z be a vertex-disjoint cycle cover of x ∪ y, then all the remaining edges form a graph w = (x ∪ y)\z with all vertex degrees being equal to 2 (both indegrees and outdegrees equal to 1). Thus, w is also a vertex-disjoint cycle cover of x ∪ y (Fig 2) .
Finding a vertex-disjoint cycle cover of both directed and undirected graphs can be performed in polynomial time by a reduction to perfect matching [30] . Let us recall that a perfect matching is a set of pairwise nonadjacent edges that matches all vertices of the graph. The procedures for directed and undirected graphs are somewhat different. We consider them separately. Step 1. From the multigraph
With each vertex v ∈ V we associate a gadget G v that is a complete bipartite subgraph K 4,2 (note that the degree of v equals 4) as it is shown in Fig. 3 :
• there are 4 vertices in the outer part (v a , v b , v c and v d ) that correspond to 4 edges incident to v in G (edges A, B, C, D) and are connected with other gadgets; • there are 2 vertices in the inner part (v 1 and v 2 ) that are only adjacent to the vertices inside the gadget. Step 2. A perfect matching in G ′ corresponds to a vertex-disjoint cycle cover in the original graph G. Indeed, perfect matching has to cover both vertices in the inner part. Therefore, it includes exactly one edge adjacent to v 1 and one edge adjacent to v 2 . These two edges cover only two of the four vertices in the outer part
Two other vertices have to be covered by the edges of G ( Fig. 4 ). We include these edges into z, then the degree of each vertex v in the graph z equals 2, and therefore, z is a vertex-disjoint cycle cover of the multigraph x ∪ y.
A perfect matching in a general undirected graph can be found by Micali [20] . Let x and y be two directed Hamiltonian tours.
Step 1. From the directed multigraph x ∪ y = D = (V, A), we construct a bipartite graph D ′ = (L, R, E). With each vertex v ∈ V we associate a pair of vertices v L ∈ L and v R ∈ R, and with each edge (u, v) ∈ A we associate a new edge (u L , v R ) in the bipartite graph D ′ (Fig. 5 ).
Step 2. A perfect matching in the bipartite graph D ′ corresponds to a vertex-disjoint directed cycle cover in the original graph D. Indeed, every vertex of D is a head of exactly one edge and a tail of exactly one edge of a perfect matching in D ′ (Fig. 6 ).
A perfect matching in a bipartite graph can be found by HopcroftKarp algorithm in 4.3. First neighborhood structure. We consider the directed graphs. Without loss of generality, let here and further z be a vertex-disjoint cycle cover with at least 2 connected components.
The idea is as follows. We choose an edge (a 1 , a 2 ) of z and remove it (move to w). Since the directed multigraph x ∪ y is 2-regular, there are only 2 edges with their heads adjacent to the vertex a 2 : (a 1 , a 2 ) and (b 1 , a 2 ). We add the edge (b 1 , a 2 ) of w to z (Fig. 7 , the removed edges are dotted). But now outdegree of b 1 in z equals 2. Again, there are only 2 edges with their tails adjacent to b 1 : (b 1 , a 2 ) and (b 1 , b 2 ). We cannot backtrack and remove the just added edge (b 1 , a 2 ). Therefore, we remove the edge (b 1 , b 2 ), and so on. This is summarized in Algorithm 1. Figure 7 . Example of the first neighborhood structure Note that the whole procedure is deterministic. If after this operation z and w are the correct cycle covers and the number of connected components has decreased, then we proceed to a new solution. The total size of the neighborhood is O(V ), as we have to check every edge of the vertex-disjoint cycle cover z exactly once.
We call an edge fixed if it coincides in the original cycles x and y. Since two copies of one edge cannot get into one cycle, we fix them in z and w.
For the undirected graphs, the procedure is similar to Algorithm 1, but we make a random decision which edge to add or remove at each step, since unlike directed graphs there is a choice now, and run the algorithm several times.
4.4.
Second neighborhood structure. Now we consider the undirected graphs. Let again z be the cycle cover with at least two connected components. We choose an edge of z and remove it. Then in z there are vertices with degrees other than 2.
Let u be some vertex of degree 1. We can restore the vertex degree of u in three different ways: by adding one of two incident edges from w, or by adding both incident edges from w at the same time and removing the existing edge of z (Fig. 8 , the removed edges are dotted). Note that we cannot return a previously deleted edge (u, v 1 ). We explore all three options using DFS with a bounded search tree. Again, if we manage to merge cycles, get the correct cycle covers, and reduce the number of connected components, then we proceed to a new solution. The procedure is summarized in Algorithm 2.
Algorithm 1 First neighborhood structure 1: procedure FirstNeighborhood(z, w) 2: while there are unchecked and unfixed edges in z (or w) do 3:
Choose an unchecked and unfixed edge (a 1 , a 2 ) of z ′ 5:
while there is some vertex b 1 of z ′ with outdegree equals 2 do ⊲ See Fig. 7 10: return z and w 21: end procedure Figure 8 . Second neighborhood structure, 3 ways to restore the vertex degree
Other cases of vertex degree are treated similarly. If the vertex degree equals 3, we again have up to three ways to restore a vertex degree by removing one or two edges. In cases of degrees 0 and 4, there is only one way to restore a vertex degree by adding/removing two edges at the same time. while there are unchecked and unfixed edges in z (or w) do 3: Choose an unchecked and unfixed edge (u, v 1 ) of z 4:
⊲ Move the edge (u, v 1 ) from z to w and explore the search tree on modified graphs 5: if A better solution is found then 6: Set all edges of z as unchecked return z and w 10: end procedure 11: procedure BoundedSearchTree(z and w, depth, depthL) 12: if z and w are correct cycle covers then 13: if the number of connected components has decreased then 14: Proceed to a new solution Choose a vertex u of z of degree not equal 2 22: if vertex degree of u is equal 1 then ⊲ See Fig. 8 23:
BoundedSearchTree(z ≪ (u, v 2 ) ≪ w, depth + 1, depthL)
24:
BoundedSearchTree(z ≪ (u, v 4 ) ≪ w, depth + 1, depthL) 25 :
Consider other cases of vertex degree 28: end procedure
The time complexity of checking the second neighborhood is O(3 d · V ) where d = depthL is the recursion depth limit. The procedure for directed graphs is similar, but with no more than two options at each step.
Note that the first and second neighborhood structures explore the same search tree for merging cycles through the exchange of edges. However, the difference is as follows:
• the first neighborhood structure explores only some branches (branches of a special type for directed graphs and a limited number of random branches for undirected graphs); • the second neighborhood structure explores the search tree completely, but only to a limited depth.
4.5.
Third neighborhood structure. If the local search by the first and second neighborhood structures is stuck in a local minimum, we shake the solution by third neighborhood structure. We choose a random edge of w with endpoints in two different connected components of z (or vice verse) and add it to the queue of fixed edges. Such an edge always exists Choose a random edge e of w with endpoints in two different connected components of z (or vice versa) 13: UpdateFixedEdgesQueue(z, w, e, f ixEdgesN ) 14: z ′ , w ′ ← GetNewCycleCovers(z, w) ⊲ Third neighborhood structure 15 :
T ≥ Rand(0,1) then ⊲ SA probabilistic transition 16 : return Hamiltonian decomposition into cycles z and w is not found 21: end procedure due to the connectivity of the multigraph x ∪ y. The neighbor solution is constructed as a new vertex-disjoint cycle cover by the perfect matching algorithms with fixed edges forming the initial matching. When the queue limit f ixEdgesN is exceeded, the first edge of the queue is deleted. The procedure is summarized in Algorithm 3.
For the third neighborhood structure, we chose the simulated annealing approach [17] for two reasons. Firstly, constructing a cycle cover through perfect matching is an expensive enough procedure to examine the entire neighborhood. Secondly, the simulated annealing allows the algorithm to get out of a local minimum. 4.6. Stopping criteria. If the decomposition of the multigraph x ∪ y into Hamiltonian cycles z and w is found, then the algorithm successfully stops and returns the solution. By the sufficient condition (Lemma 1), the corresponding vertices x v and y v of the traveling salesperson polytope are not adjacent. Otherwise, we stop when the limit on the number of shaking steps iterN is exceeded. The algorithm could not find the Hamiltonian decomposition, hence the corresponding vertices are "probably adjacent". Thus, the algorithm has a one-sided error: the answer "not adjacent" is always correct, while the answer "probably adjacent" leaves the possibility that the vertices are not adjacent.
Computational results
We tested the VNS algorithm on random directed and undirected Hamiltonian cycles, and on directed and undirected pyramidal tours. A Hamiltonian tour is called a pyramidal if the salesperson starts in city 1, then visits some cities in ascending order, reaches city n, and returns to city 1 visiting the remaining cities in descending order. It is known that the Hamiltonian decomposition and vertex adjacency problems can be solved for pyramidal tours in linear time [7] . This allowed us to create the synthetic tests for which we know for sure that a solution exists and to estimate the accuracy of the algorithm.
The results of the tests are presented in Tables 1-4 . The VNS algorithm is compared with the previous version [18] that uses simulated annealing based on only the third neighborhood structure. For each graph size N , we generated 100 random tests, the average runtime is measured in seconds.
We used the following parameters: We used the following parameters:
• for VNS algorithm the number of shaking steps iterN = 1 000 and the restriction on the depth of the search tree depthL = 10; • for SA algorithm the number of iterations iterN = 5 000;
• for both algorithms the initial temperature initT = 1 000 and the size of the queue of fixed edges f ixEdgesN = ⌊ n 3 ⌋. The algorithms are implemented in Node.js. All experiments are performed on a machine with an Intel(R) Core(TM) i5-4690 with CPU 3.50GHz and 16GB RAM.
Based on the test results, we can conclude that the combination of two random undirected Hamiltonian cycles almost always contains several different Hamiltonian decompositions. Therefore, two random vertices of the symmetric traveling salesperson polytope TSP(n) are not adjacent with a very high probability. We have analyzed the case with random directed Hamiltonian cycles, and it seems that, as a rule, the algorithm cannot find a solution when the solution simply does not exist. It is known that the 1-skeleton of the asymmetric traveling salesperson polytope is generally much denser than the 1-skeleton of the symmetric polytope. For example, the diameter of the 1-skeleton of ATSP(n) is 2 [23] while the best known upper bound for the diameter of the 1-skeleton of TSP(n) is 4 [27] . However, in the general case, since we tested the algorithm on random cycles, we do not know if the algorithm could not find a solution because it failed or because there is no solution. Therefore, we additionally tested the algorithms on synthetic tests with pyramidal tours, for which a solution is guaranteed to exist.
The new algorithm showed significantly better results and solved all test problems for pyramidal tours and random undirected Hamiltonian cycles. Thus, two additional neighborhood structures and cycle merging operations have reduced the running time and increase the accuracy of the algorithm.
Conclusion
We introduce the variable neighborhood search algorithm with 3 different neighborhood structures to find a Hamiltonian decomposition of the 4-regular multigraph. The algorithm showed good computational results on both directed and undirected graphs.
The Hamiltonian decomposition problem arises in the analysis of the 1-skeleton of the traveling salesperson polytope. Thus, the VNS algorithm can be applied to verify the vertex adjacency in the 1-skeleton of both TSP(n) and ATSP(n) polytopes based on the sufficient condition of Lemma 1. Here the algorithm has a one-sided error: the answer "not adjacent" is always correct, while the answer "probably adjacent" leaves the possibility that the vertices are not adjacent.
With some modifications, the algorithm can be applied to the Hamiltonian decomposition problem in 2k-regular graphs. 
