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Abstract—An expectation-maximization (EM) algorithm for independent component analysis in the
presence of gaussian noise is presented. The estimation of the conditional moments of the source
posterior can be accomplished by maximum a posteriori estimation. The approximate conditional
moments enable the development of an EM algorithm for inferring the most probable sources and
learning the parameter in noisy independent component analysis. Simulation results show that the
proposed method can perform blind source separation of sub-Gaussian mixtures and super-Gaussian
mixtures.
Keywords—Independent component analysis, blind source separation, EM algorithm, maximum a
posteriori
1. Introduction
Independent component analysis (ICA) [1, 2, 3, 4, 5] is a statistical technique whose goal is to recover
independent components given only observations that are unknown linear mixtures of the unobserved independent
source signals. One may formulate ICA as the estimation of the following linear generative model for the data:
x = As+ ε, (1)
where x = (x1, · · · , xN )T is the vector of observed random variables, s = (s1, · · · , sM )T is the vector of the
independent components, A ∈ RN×M is the unknown constant mixing matrix, and the vector ε = (ε1, · · · , εN )T
is the noise modelled as Gaussian with zero mean and covariance matrix Σ. In the expectation-maximization (EM)
algorithm [6] proposed in this paper, we assume the dimension of s equals the dimension of x, i.e., N = M , and
the noise covariance matrix Σ is known.
It is shown in this paper that the conditional moments of the source posterior distribution can be estimated
by maximum a posteriori (MAP) estimation. Given these approximate conditional moments, an EM algorithm is
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presented for learning the parameter A in equation (1). To illustrate the EM algorithm proposed in this paper, sim-
ulation results are presented for blind source separation (BSS) [2, 7] of super-Gaussian mixture and sub-Gaussian
mixture signals.
2. The Approximate Conditional Moments
The approximate conditional moments of the posterior can be derived by modelling the posterior as gaus-
sian. Assuming that we have observed T data samples x = x(1), · · · , x(T )which are generated according to model
(1), the approximate conditional moments for the gaussian posterior distribution, based on the Laplace estimation
[8, 9], are given as (see appendix A):
E{s|x(t)} = sˆ = argmax
s
L(s) (2)
E{ssT |x(t)} = H(sˆ)−1 + sˆsˆT , (3)
where L(s) = log{p(s|x(t), A)}, where p denotes the probability distribution function (p.d.f.) which is used
throughout this paper, is the log-posterior, and the Hessian of the approximate log-posterior computed at the MAP
value sˆ is denoted as H(sˆ) = −∇s∇slog{p(s|x(t), A)} = ATΣ−1A − ∇s∇slog{p(sˆ)} where ∇s denotes the
gradient with respect to s used throughout this paper.
The estimation of the independent components can be accomplished by MAP estimation. According to the
generative model (1), the log-posterior, i.e., L(s), is given as follows:
L(s(1), · · · , s(T )) =
T∑
t=1
{−1
2
(x(t)−As(t))TΣ−1(x(t)−As(t)) + ϕ(s(t))}+ C, (4)
where ϕ(s(t)) = log{p(s(t))} and C is a constant irrelevant to s(t). To estimate the independent components,
taking the gradient of the log-posterior with respect to s(t) gives the following gradient learning rule:
∇sL(s(t)) = ATΣ−1(x(t)−As(t)) + ϕ′(s(t)), (5)
where ϕ′(s(t)) = ∇sϕ(s(t)) is called activation function in some literatures [7, 10]. Note that the log-posterior in
equation (4) is essentially the same as the likelihood proposed by Hyva¨rinen [3]. It is indicated in the following
section that the approximate conditional moments in equations (2) and (3) enable the development of an EM
algorithm for learning the parameter A in model (1).
3. An EM Algorithm for Parameter Estimation
To derive a learning algorithm for inferring A in model (1), it is required to maximize the following data
likelihood given the model:
p(x|A) =
∫
p(x|s,A)p(s)ds. (6)
Rather than using some approximations to this intractable integral as in [8, 11], it is desirous to employ the EM
framework for estimation and inference for this form of linear model, as this is a most natural method for maximiz-
ing the data likelihood. Given the approximate conditional moments, the standard form of M-step for A emerges
(see appendix B):
Anew = (
T∑
t=1
x(t)E{s|x(t)}T )(
T∑
t=1
E{ssT |x(t)})−1. (7)
Inserting equations (2) and (3) into (7) and setting Λ(t) = −∇s∇sϕ(sˆ(t)), we have:
Anew = (
T∑
t=1
x(t)sˆ(t)T )[
T∑
t=1
{(ATΣ−1A+ Λ(t))−1 + sˆ(t)sˆ(t)T }]−1. (8)
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Figure 1. (a-c)The original sources.(d-f)The noisy observations.(g-i)The inferred sources using the EM algorithm
outlined.
Since sˆ(t) must be inferred in each M-step, a simple alternating variable method, which has already been used
in similar estimation tasks [3], should be derived for learning and inference. The method is based on first the
optimization of the objective function with respect to s(t) for fixed A, then the optimization with respect to A
for fixed s(t), and so on. The optimization with respect to s(t) for fixed A is accomplished by equation (5), and
the optimization with respect to A for fixed s(t) is accomplished by equation (8). Thus, the EM procedure of the
following form is obtained:
(i)Taking some initial value for A0. Set s0 = (A0)+x where (A0)+ denotes the Moore-Penrose pseudo-inverse of
A0, and let k = 1. Normalize each column of A0 to have unit norm.
(ii)Set sk(t) = sk−1(t) + η∇sL(sk−1(t)), using Ak−1 as the estimate of A.
(iii)Compute Ak by equation (8), using Ak−1 as the estimate of A and substituting sk(t) for sˆ(t). Normalize each
column of Ak to have unit norm.
(iv)Set k = k + 1, and go back to step (ii) if not converged.
In this algorithm η refers to some learning rate.
4. Simulations
We applied the EM algorithm of our paper for blind separation of independent components from noisy
mixtures. According to the dichotomy proposed by Hyva¨rinen [3], to illustrate the EM algorithm proposed in this
paper, it would be enough to use just two different densities in equation (4), one corresponds to a distribution that
is super-Gaussian (i.e., has a positive kurtosis) and another one corresponds to a distribution that is sub-Gaussian
(i.e., has a negative kurtosis).
For the inference and estimation in the case of super-Gaussian independent components, three speech sig-
nals∗ are used. Each speech signal has a positive kurtosis. The activation function ϕ′(s) = −tanh(s) [2, 7, 10] is
employed in this simulation. The three speech signals were mixed by a randomly chosen matrix A, and noisy data
with zero mean and covariance matrix Σ = 0.01I were added to the mixtures. The EM algorithm proposed was
used for learning A and inferring the independent components s. The proposed algorithm procedure was randomly
∗Where the three speech signals were obtained from http://www.cnl.salk.edu/˜ tewon/Over.
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Figure 2. The KL distances between the super-Gaussian sources and the corresponding recovered sources. The
left and right bars in each group represent the absolute values of the logarithms of the KL distances between the
sources and the recovered sources obtained by the EM algorithm and the method reported in [3], respectively.
initialized and converged in about 20 parameter updates. Figure 1 shows 10,000 samples of the original sources
(a-c), the noisy observations (d-f) and the inferred sources (g-i). To assess the accuracy of the recovered sources,
we compute the Kullback-Leibler (KL) distance [12] between the source density and the recovered source density.
Since both densities are assumed to be super-Gaussian, the KL distance can be estimated via [13]:
Km =
∫
p(sm)log
p(sm)
p(sˆm)
dsm ≈
T∑
t=1
log
p(sm(t))
p(sˆm(t))
, (9)
where p(s) ∝ cosh−1(s), and m = 1, · · · ,M . For the comparative purpose, we also computed the KL distances
between the source densities and the recovered source densities obtained by the method reported in [3] under the
same requirements. Figure 2 shows the absolute values of the logarithms of the KL distances. Note that since the
logarithms of the KL distances are negative values, the KL distances decrease respectively over those obtained by
the method reported in [3].
In the case of sub-Gaussian independent components, the cubic nonlinear function, i.e., ϕ′(s) = −s3,
has been a favorite choice as the activation function in equation (5) [7]. Binary and uniform distributions are
used as the original distributions of the independent components. Each original signal shown in Figure 3 has a
negative kurtosis. The “sign” nonlinearity which was originally used in [3] is employed for estimating A. Hence,
the M-step in equation (8) has a new form of Anew = (∑Tt=1 x(t)sign(sˆ(t)T ))[∑Tt=1{(ATΣ−1A + Λ(t))−1 +
sign(sˆ(t))sign(sˆ(t)T )}]−1, where the “sign” operator is applied separately on each component of its argument
in this simulation. The three signals were mixed by a randomly chosen matrix A, and noisy data with zero mean
and covariance matrix Σ = 0.01I were added to the mixtures. Figure 3 shows the original sources (a-c), the noisy
observations (d-f), the inferred sources without using the “sign” nonlinearity (g-i) and the inferred sources using
the “sign” nonlinearity (j-l). Figure 4 shows the absolute values of the logarithms of the KL distances. Note that
since the logarithms of the KL distances are negative values, the KL distances decrease respectively over those
obtained by the method reported in [3].
These two simulations serve to show that the EM algorithm proposed in this paper is able to estimate the
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Figure 3. (a-c)The original sources.(d-f)The noisy observations.(g-i)The inferred sources without using the “sign”
nonlinearity. (j-l)The inferred sources using the “sign” nonlinearity.
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Figure 4. The KL distances between the sub-Gaussian sources and the corresponding recovered sources. The
left and right bars in each group represent the absolute values of the logarithms of the KL distances between the
sources and the recovered sources obtained by the EM algorithm and the method reported in [3], respectively.
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mixing matrix and infer the most probable independent components in noisy ICA.
5. Conclusions
We have proposed an EM algorithm for learning the parameter A and inferring the most probable indepen-
dent components in noisy ICA. The approximate conditional moments of the posterior distribution estimated by
MAP estimation are used to develop an EM algorithm for learning the parameter and inferring the most probable
independent components.
Some work on ICA in the presence of Gaussian noise has been done in some literatures [3, 10]. One method
more related to ours was introduced in [13], in which the EM algorithm was used for independent factor analysis.
The proposed method is simple and computationally less demanding than the one proposed in [13]. In particular,
the complexity of the method proposed in [13] is exponential as a function of the number of the independent com-
ponents, and the algorithm in this paper has polynomial complexity. Future work will estimate the noise covariance
matrix in this EM framework.
Appendix A. Derivation of the Approximate Conditional Moments
Based on the Laplace estimation [8], the posterior distribution of the sources can be modelled as a gaussian
distribution:
p(s|x(t)) ≈ (2pi)−M2 |H(sˆ)| 12 exp{−1
2
(s− sˆ)TH(sˆ)(s− sˆ)}, (10)
where sˆ is the MAP value and H(sˆ) is the Hessian of the approximate log-posterior computed at the MAP value.
Thus, the approximate conditional moments in equations (2) and (3) can be derived by this gaussian posterior
distribution.
Appendix B. Derivation of the M-step
To derive the M-step for the parameter A, it is required to maximize the expected value of the complete
data likelihood of the following form given the observed data x and the current model [6]:
Q(Anew|Aold) =
T∑
t=1
∫
p(s|x(t), Aold)log{p(x(t), s|Anew)}ds, (11)
where Aold is the parameter obtained in the previous iteration. Setting the gradient of Q(Anew|Aold) with respect
to Anew to zero gives the new value of the parameter of the M-step in equation (7).
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