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VARIATION OF CALDERO´N–ZYGMUND OPERATORS WITH
MATRIX WEIGHT
XUAN THINH DUONG, JI LI AND DONGYONG YANG
Abstract: Let p ∈ (1,∞), ρ ∈ (2,∞) and W be a matrix Ap weight. In this article,
we introduce a version of variation Vρ(Tn , ∗) for matrix Caldero´n–Zygmund operators
with modulus of continuity satisfying the Dini condition. We then obtain the Lp(W )-
boundedness of Vρ(Tn , ∗) with norm
‖Vρ(Tn , ∗)‖Lp(W )→Lp(W ) ≤ C[W ]
1+ 1
p−1
−
1
p
Ap
by first proving a sparse domination of the variation of the scalar Caldero´n–Zygmund
operator, and then providing a convex body sparse domination of the variation of the
matrix Caldero´n–Zygmund operator. The key step here is a weak type estimate of a
local grand maximal truncated operator with respect to the scalar Caldero´n–Zygmund
operator.
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1. Introduction and Statement of Main Results
It is well known that scalar Muckenhoupt Ap weights have a long history since 1970s and
are central to the study of weighted norm inequalities in modern harmonic analysis. Matrix
Ap weights are more recent, introduced by Nazarov, Treil, Volberg [32], [38], [37], [31], and
arose from problems in stationary processes and operator theory. And later harmonic analysis
with matrix weights have been intensively studied by many authors, see for example [36], [14],
[3], [4], [12], [2], [34], [19], [30] and so on. Among these, we would like to mention the recent
notable result of Nazarov, Petermichl, Treil and Volberg [30], where they introduced the so-
called convex body valued sparse operator, which generalizes the notion of sparse operators in
the scalar setting ([25]) to the case of space of vector valued functions. And then they proved the
domination of Caldero´n–Zygmund operators by such sparse operators, and hence by estimating
sparse operators they obtained the weighted estimates with matrix weights, which in turn yields
the weighted estimates for Caldero´n–Zygmund operators with matrix weights.
In [22], Le´pingle first proved a variation inequality for martingales which improves the classical
Doob maximal inequality (see also [33]). Based on Le´pingle’s result, Bourgain [5] further ob-
tained corresponding variational estimates for the Birkhoff ergodic averages along subsequences
of natural numbers and then directly deduced pointwise convergence results without previous
knowledge that pointwise convergence holds for a dense subclass of functions, which are not
available in some ergodic models. Since then, the variational inequalities have been the sub-
ject of many recent articles in probability, ergodic theory and harmonic analysis. In particular,
Campbell et al. [8] established the Lp-boundedness of variation for truncated Hilbert transform
and then extended to higher dimensional case in [9]. Then in [13], to obtain dimension-free
estimate for the oscillation and variation of the Riesz transforms operating on Lp(Rd, |x|α),
Gillespie and Torrea further established some Ap-weighted norm inequalities for the oscillation
and the variation of the Hilbert transform in Lp for p ∈ (1,∞). In [26], Ma et al. established
the weighted norm inequalities for the variation of Caldero´n-Zygmund operators on R for Ap(R)
weights with p ∈ [1,∞). For more results on variational inequalities and their applications, see,
for example, [13, 20, 1, 7, 27, 26, 28, 29, 6] and references therein.
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In this paper, we study the weighted estimates for the variation for Caldero´n–Zygmund
operators whose kernels satisfy the Dini condition (see Definition 1.1 below) with matrix weights.
To this end, we recall a few necessary notation and definitions in the setting of matrix weight.
Let n and d be natural numbers and W : Rd → Mn(R) be positive definite a. e. (where
as usual Mn(R) is the algebra of n × n matrices with complex scalar entries). We say W is
measurable if each component of W is a measurable function. Recall that if W is a self-adjoint
and positive definite matrix, then it has n non-negative eigenvalues λi, i ∈ {1, · · · , n}. Moreover,
there exists a measurable orthogonal matrix function U such that U tWU = D(λ1, · · · , λn) =:
D(λi) is diagonal (see [35, Lemma 2.3.5]). Now for any s > 0, define W
s := UD(λsi )U
t. For a
fixed matrix function W , we will always implicitly assume that all of its powers are defined using
the same orthogonal matrix U . For such matrix function, we then define Lp(W ) for 1 < p <∞
to be the space of measurable functions ~f : Rd → Rn with norm∥∥∥~f∥∥∥
Lp(W )
:=
(∫
Rd
∣∣∣W 1p (x)~f(x)∣∣∣p dx)1/p <∞.
By a matrix weight we mean a matrix function W such that ‖W‖ ∈ L1loc(Rd,R), where for
each x ∈ Rd,
‖W (x)‖ := sup
~e∈Rn, |~e|=1
|W (x)~e|.
For s > 0, we also define negative powers of W through the orthogonal matrix U by setting
W−s := UD(λ−si )U
t. Now suppose 1 < p <∞. We say W is a matrix Ap weight (and we write
W ∈ Ap in this case), if
[W ]Ap := sup
Q⊂Rd, Q is a cube
1
|Q|
∫
Q
(
1
|Q|
∫
Q
∥∥∥W 1p (x)W− 1p (t)∥∥∥p′dt) pp′ dx <∞,(1.1)
where p′ is the conjugate index of p.
We now recall the Caldero´n–Zygmund operator as follows.
Definition 1.1. T is a scalar Caldero´n–Zygmund operator with kernel K(x, y) defined on Rd×
Rd\{(x, y) : x = y} if T is bounded on L2(Rd,R), and the kernel K(x, y) satisfies the following
size and smoothness condition:
• for any x, y with x 6= y,
|K(x, y)| ≤ C|x− y|d ;(1.2)
• for any x, x′, y with |x− x′| ≤ |x− y|/2,
|K(x, y)−K(x′, y)|+ |K(y, x) −K(y, x′)| ≤ Cω
( |x− x′|
|x− y|
)
1
|x− y|d ,(1.3)
where ω(t) is an increasing subadditive function on [0,∞) satisfying ω(0) = 0 and the Dini
condition ∫ 1
0
w(t)
dt
t
<∞.(1.4)
Remark 1.2. In [26], the kernel K(x, y) of a Caldero´n-Zygmund operator T is assumed to be
a function on R × R \ {(x, x) : x ∈ R} satisfying the following conditions: there exist positive
constants C and δ such that
(i) for any x 6= y,
|K(x, y)| ≤ C|x− y| ;
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(ii) for any x, x′, y with |x− x′| ≤ |x− y|/2,
|K(x, y)−K(x′, y)|+ |K(y, x)−K(y, x′)| ≤ C |x− x
′|
|x− y|1+δ .(1.5)
We then see that when d = 1, if a kernel K satisfies (1.5), then K also satisfies (1.3).
Let T be a scalar Caldero´n–Zygmund operator as above, and for any ǫ ∈ (0,∞),
Tǫf(x) :=
∫
|x−y|>ǫ
K(x, y)f(y) dy.
Recall that variation operator Vρ(T∗f) for {Tǫ} and ρ ∈ (2,∞) is defined by
(1.6) Vρ(T∗f)(x) := sup
ǫiց0
( ∞∑
i=1
|Tǫi+1f(x)− Tǫif(x)|ρ
)1/ρ
,
where the supremum is taken over all sequences {ǫi} decreasing to zero.
Then our first main result is the sparse domination of Vρ(T∗f).
To be more precise, let F and F be two collections of disjoint dyadic cubes. We say F covers
F if for any cube Q ∈ F , one can find R ∈ F such that Q ⊂ R. For a given cube Q0 ⊂ Rd,
let D(Q0) denote the set of all dyadic cubes with respect to Q0, that is, the cubes obtained
by repeated subdivision of Q0 and each of its descendants in 2
d congruent subcubes. Next we
establish the following pointwise sparse domination on the variation operator Vρ(T∗f)(x) (see
[23] for a similar version of sparse domination of T ).
Theorem 1.3. Let T be a Caldero´n–Zygmund operator as in Definition 1.1 and ε ∈ (0, 1).
Suppose that Vρ(T∗) is bounded on Lq(Rd,R) for some q ∈ (1,∞). For every f ∈ L∞(Rd) with
supp (f) ⊂ Q0, there exists a family F ⊂ D(Q0) of disjoint dyadic subcubes of Q0 such that
(i)
∑
Q∈F |Q| ≤ ε|Q0|;
(ii) for a. e. x ∈ Q0,∣∣∣∣∣∣Vρ(T∗f)(x)−
∑
Q∈F
Vρ(T∗(fχ3Q))(x)χQ(x)
∣∣∣∣∣∣ ≤ C|f |3Q0 ;
(iii) for any collection F of disjoint dyadic subcubes of Q0 that covers F ,∣∣∣∣∣∣Vρ(T∗f)(x)−
∑
Q∈F
Vρ(T∗(fχ3Q))(x)χQ(x)
∣∣∣∣∣∣ ≤ C|f |3Q0 .
We point out that the key step for this sparse domination is the weak type (1, 1) estimate of
a local grand maximal truncated operator MVρ(T∗),Q0 defined as below (see also [23]). Given a
cube Q0 ⊂ Rd, MVρ(T∗),Q0 is defined as follows:
MVρ(T∗),Q0f(x) :=

sup
Q∋x,Q⊂Q0
ess sup
ξ∈Q
Vρ
(T∗(fχ3Q0\3Q))(ξ), x ∈ Q0;
0, otherwise.
(1.7)
For the weak type boundedness of MVρ(T∗),Q0(f), we refer to Proposition 2.3.
Next we denote by Idn the n-th order identity matrix. Now we define
Tn := T ⊗ Idn.(1.8)
To be more specific, suppose ~f : Rd → Rn is a vector-valued function, say ~f := (f1, . . . , fn).
Then the action of Tn on the vector is componentwise, i. e.,
Tn(~f) := (Tf1, . . . , T fn).
We now introduce the variation for the matrix Caldero´n–Zygmund operator Tn as follows.
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Definition 1.4. Let Tn be a matrix Caldero´n–Zygmund operator as defined in (1.8). We define
Vρ(Tn , ∗ ~f )(x) :=

Vρ(T∗f1)(x)
Vρ(T∗f2)(x)
...
...
Vρ(T∗fn)(x)
 ,
where ~f := (f1, . . . , fn).
Given q ∈ (1,∞), we say that Vρ(Tn , ∗) is bounded on Lq(Rd,Rn), if there exists a positive
constant C such that for any ~f ∈ Lq(Rd,Rn),∫
Rd
∣∣∣Vρ(Tn , ∗ ~f)(x)∣∣∣q dx ≤ C ∫
Rd
∣∣∣~f(x)∣∣∣q dx.
Note that this is equivalent to the fact that Vρ(T∗) is bounded on Lq(Rd,R). Now we state our
main result in this paper.
Theorem 1.5. Suppose p ∈ (1,∞), ρ ∈ (2,∞) and W is a matrix Ap weight. Let T be a
scalar Caldero´n–Zygmund operator and Tn is defined as in (1.8). Suppose Vρ(Tn , ∗) is bounded
on Lq(Rd,Rn) for some q ∈ (1,∞). Then Vρ(Tn , ∗) is bounded on Lp(W ) with∥∥Vρ (Tn , ∗)∥∥Lp(W )→Lp(W ) ≤ C[W ]1+ 1p−1− 1pAp .
In Section 2 we prove our first main result Theorem 1.3, i.e., the pointwise sparse domination
on the variation operator Vρ(T∗f)(x). The key step for this sparse domination is weak type (1, 1)
estimate of MVρ(T∗),Q0f(x) defined in (1.7). Compared to the local grand maximal truncated
operator of T considered in [23], our proof here is more complicated. In Section 3, we first
extend the pointwise domination of variation in Section 2 to the vector-valued setting. Then we
obtain a version of domination of Vρ(Tn , ∗ ~f) by convex body valued sparse operators introduced
in [30], and by following some idea from [11], present the proof of Theorem 1.5.
Throughout this paper, we write A . B if A ≤ CB, where C is a positive constant whose
value may change from line to line, and the symbol A ≈ B as usual means that A . B and
B . A. For any cube Q ⊂ Rd and any scalar function f ∈ L1loc(Rd,R), fQ means the mean
value of f over Q. For any t > 0, tQ is the cube concentric with Q and has side-length tl(Q).
For a given measurable subset E of Rd, χE means the characteristic function of E. Finally, for
p ∈ [1,∞], we write the notation Lp(Rd,R) simply by Lp(Rd).
2. Weak type estiamte and sparse domination of variation operator:
proof of Theorem 1.3
In this section, we first establish the weak type (1, 1) estimate of variation Vρ(T∗) and the local
grand maximal truncated operator MVρ(T∗),Q0 , and then we obtain a version of the pointwise
domination on Vρ(T∗f) for suitable functions f .
Proposition 2.1. Assume that T is as in Definition 1.1 and Vρ(T∗) is bounded on Lq(Rd,R)
for some q ∈ (1,∞). Then Vρ(T∗) is of weak type (1,1).
Proof. The proof follows from the one developed in [8, 9] for Hilbert transform and for Caldero´n–
Zygmund operators in higher dimension. For any λ > 0 and function f ∈ L1(Rd), applying the
Caldero´n–Zygmund decomposition to f at height λ (see, for example, [15, Theorem 4.3.1]), we
then have f = g + b such that
(c1) |g(x)| ≤ 2dλ for a. e. x ∈ Rd and ‖g‖L1(Rd) ≤ ‖f‖L1(Rd);
(c2) b =
∑
j bj such that for each j, supp (bj) ⊂ Qj and {Qj} ⊂ D(Rd) is a mutually disjoint
sequence of cubes, where D(Rd) is the family of dyadic cubes in Rd;
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(c3) for each j,
∫
Rd bj(x) dx = 0;
(c4) for each j, ‖bj‖L1(Rd) ≤ 2d+1λ|Qj |;
(c5)
∑
j |Qj| ≤ 1λ‖f‖L1(Rd).
By the sublinearity of Vρ(T∗), we first write∣∣∣{x ∈ Rd : Vρ(T∗f)(x) > λ}∣∣∣ ≤ ∣∣∣∣{x ∈ Rd : Vρ(T∗g)(x) > λ2
}∣∣∣∣+∣∣∣∣{x ∈ Rd : Vρ(T∗b)(x) > λ2
}∣∣∣∣ .
Using the Lq(Rd)-boundedness of Vρ(T∗) and (c1), we see that∣∣∣∣{x ∈ Rd : Vρ(T∗g)(x) > λ2
}∣∣∣∣ . 1λ‖f‖L1(Rd).
Let Q˜ := ∪j9
√
dQj. Then (c5) implies |Q˜| . 1λ‖f‖L1(Rd). Thus, it remains to estimate Vρ(T∗b)(x)
for x ∈ Rd \ Q˜. Observe that T is of weak type (1,1) (see [16, p. 192]). For every x ∈ Rd \ Q˜, by
(c2) and the definition of Vρ(T∗b)(x), we can take a decreasing sequence {ti} such that ti → 0
as i→∞, and
Vρ(T∗b)(x) ≤ 2
∑
i
∣∣∣∣∣∣
∑
j
T
(
χAIi(x)
bj
)
(x)
∣∣∣∣∣∣
ρ1/ρ ,
where Ii := (ti+1, ti] and
AIi(x) := {y ∈ Rd : |x− y| ∈ Ii}.
Then it suffices to show that∣∣∣∣∣∣∣
x ∈ Rd \ Q˜ :
∑
i
∣∣∣∣∣∣
∑
j
T
(
χAIi(x)
bj
)
(x)
∣∣∣∣∣∣
ρ1/ρ > λ
4

∣∣∣∣∣∣∣ .
1
λ
‖f‖L1(Rd).
For each x ∈ Rd \ Q˜ and Ii, consider the following two sets of indices j′s:
L1Ii(x) := {j : Qj ⊂ AIi(x)}, L2Ii(x) := {j : Qj * AIi(x), Qj ∩AIi(x) 6= ∅}.
Then we see that∑
i
∣∣∣∣∣∣
∑
j
T
(
χAIi(x)bj
)
(x)
∣∣∣∣∣∣
ρ1/ρ ≤
∑
i
∣∣∣∣∣∣∣
∑
j∈L1Ii(x)
T
(
χAIi (x)bj
)
(x)
∣∣∣∣∣∣∣
ρ
1/ρ
+
∑
i
∣∣∣∣∣∣∣
∑
j∈L2Ii(x)
T
(
χAIi (x)bj
)
(x)
∣∣∣∣∣∣∣
ρ
1/ρ
.
By (c3), (1.3) and the disjointness of {AIi(x)},∑
i
∣∣∣∣∣∣∣
∑
j∈L1Ii(x)
T
(
χAIi (x)
bj
)
(x)
∣∣∣∣∣∣∣
ρ
1/ρ
≤
∑
i
∑
j∈L1
Ii
(x)
∫
Rd
|K(x, y)−K(x, yj)|χAIi (x)(y)|bj(y)| dy
≤
∑
j
∫
Rd
|K(x, y)−K(x, yj)||bj(y)| dy
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.
∑
j
∫
Rd
ω
( |y − yj|
|x− yj|
)
1
|x− yj|d |bj(y)| dy,
where yj is the center of Qj . From this, (1.4), (c4) and (c5), we further deduce that∣∣∣∣∣∣∣∣
x ∈ Rd \ Q˜ :
∑
i
∣∣∣∣∣∣∣
∑
j∈L1Ii(x)
T
(
χAIi (x)bj
)
(x)
∣∣∣∣∣∣∣
ρ
1/ρ
>
λ
8

∣∣∣∣∣∣∣∣
.
1
λ
∑
j
∫
Rd
|bj(y)| dy
∫
Rd\Q˜
ω
( |y − yj|
|x− yj|
)
1
|x− yj|d dx
.
1
λ
∑
j
∫
Rd
|bj(y)| dy
∞∑
k=1
ω(2−k) .
1
λ
‖f‖L1(Rd).
On the other hand, to estimate (
∑
i |
∑
j∈L2Ii (x)
T (χAIi(x)
bj)(x)|ρ)1/ρ, as in [9], we can assume
that for any Ii ∈ {Ii}, Ii is either a dyadic interval Jk := (2k, 2k+1] for some k ∈ Z or a proper
subset of a dyadic interval. Accordingly, we split the set {i} of indices into the following subsets:⋃
k∈Z
Sk :=
⋃
k∈Z
{i : Ii ⊆ Jk} .(2.1)
Note that if j ∈ L2Ii(x), then Qj ∩ ∂AIi(x) 6= ∅, where ∂AIi(x) is the boundary of AIi(x).
Moreover, for each N ∈ Z, let DN (Rd) be the subset of D(Rd) of dyadic cubes having side-
length 2N . Since ρ > 2 as in the definition of the variation in (1.6), now we have∣∣∣∣∣∣∣∣
x ∈ Rd \ Q˜ :
∑
i∈N
∣∣∣∣∣∣∣
∑
j∈L2Ii(x)
T
(
χAIi (x)
bj
)
(x)
∣∣∣∣∣∣∣
ρ
1/ρ
>
λ
16

∣∣∣∣∣∣∣∣(2.2)
.
1
λ2
∫
Rd\Q˜
∑
i∈N
∣∣∣∣∣∣
∑
j∈Z
χL2Ii (x)
(j)T
(
χAIi (x)bj
)
(x)
∣∣∣∣∣∣
2
dx
=
1
λ2
∫
Rd\Q˜
∑
k∈Z
∑
i∈Sk
∣∣∣∣∣∣
∑
N∈Z
T
 ∑
Qj∈DN (Rd)
χL2
Ii
(x)(j)χAIi (x)bj
 (x)
∣∣∣∣∣∣
2
dx
≤
∑
k∈Z
1
λ2
∫
Rd\Q˜
∣∣∣∣∣∑
N∈Z
hk,N (x)
∣∣∣∣∣
2
dx,
where for each k and N , Sk is as in (2.1) and
hk,N (x) :=
∑
i∈Sk
∣∣∣∣∣∣T
 ∑
Qj∈DN (Rd)
χL2Ii(x)
(j)χAIi (x)bj
 (x)
∣∣∣∣∣∣
2
1
2
.(2.3)
It remains to show that∑
k∈Z
∫
Rd
∣∣∣∣∣∑
N∈Z
χRd\Q˜(x)hk,N (x)
∣∣∣∣∣
2
dx . λ2
∑
N∈Z
‖dN‖2L2(Rd),
where for each N ,
dN (x) :=
∑
Qj∈DN (Rd)
χQj(x).
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By the well-known almost orthogonality lemma, it is sufficient to show that, for every k and N ,∫
Rd
∣∣∣χRd\Q˜(x)hk,N (x)∣∣∣2 dx . λ22−|k−N |‖dN‖2L2(Rd).
We now show that for any x ∈ Rd \ Q˜,
hk,N (x)
2 . λ22−|k−N |
1
2kd
∫
{y: 2k−1≤|x−y|<2k+2}
dN (y) dy.(2.4)
Observe that for i ∈ Sk and Qj ∈ DN (Rd), if N > k− 1− log
√
d and x ∈ Rd \ Q˜, then we must
have Qj ∩AIi(x) = ∅; for otherwise, for any y ∈ Qj ∩AIi(x),
4
√
d2N =
9
2
√
d2N −
√
d
2
2N ≤ |x− xj| − |xj − y| ≤ |x− y| ≤ 2k+1,
which is impossible. This via (2.3) implies that hk,N (x) = 0 for N > k − 1 − log
√
d and
x ∈ Rd \ Q˜. Thus, for i ∈ Sk, we only need to prove (2.4) for N ≤ k − 1 − log
√
d. For each
i ∈ Sk and x ∈ Rd \ Q˜, let
gN :=
∑
j∈L2Ii(x):Qj∈DN (R
d)
bj and Pi(x) :=
⋃
j∈L2Ii(x):Qj∈DN (R
d)
Qj.
Then for any y ∈ Pi(x), there exists j ∈ L2Ii(x), Qj ∈ DN (Rd) containing y. Moreover, since
Qj∩AIi(x) 6= ∅, there exists zj ∈ Qj∩AIi(x). By the fact i ∈ Sk, we see that 2k < |zj−x| ≤ 2k+1.
This further implies that
|y − x| ≥ |zj − x| − |zj − y| > 2k −
√
d2N ≥ 2k−1(2.5)
and
|y − x| ≤ |zj − x|+ |zj − y| < 2k+2.(2.6)
Therefore, we have that Pi(x) ⊂ {y : 2k−1 < |x− y| ≤ 2k+2} and hence,
hk,N (x)
2 ≤
∑
i∈Sk
[∫
Pi(x)
|K(x, y)||gN (y)| dy
]2
.
1
22kd
∑
i∈Sk
[∫
Pi(x)
|gN (y)| dy
]2
.
For each i ∈ Sk, from (c4), we deduce that∫
Pi(x)
|gN (y)| dy .
∑
j∈L2
Ii
(x):Qj∈DN (Rd)
∫
Pi(x)
|bj(y)| dy .
∑
j∈L2
Ii
(x):Qj∈DN (Rd)
λ|Qj | . λ2(d−1)k+N ,
where the last inequality comes from the facts that i ∈ Sk with k > N + 1 + log
√
d, that
Qj ∩ ∂AIi(x) 6= ∅, and that {Qj} are mutually disjoint.
Note that {Ii}i∈Sk forms a partition of (2k, 2k+1]. By using (2.5), (2.6) and (c4), we now
conclude that
hk,N (x)
2 .
λ
2kd
2N−k
∑
i∈Sk
∫
Pi(x)
|gN (y)| dy
≤ λ
2kd
2N−k
∑
i∈Sk
∫
Pi(x)
∑
j∈L2Ii(x):Qj∈DN (R
d)
|bj(y)| dy
.
λ
2kd
2N−k
∑
j∈L2Ii (x) for some i∈Sk:Qj∈DN (R
d)
∫
Rd
|bj(y)| dy
.
λ2
2kd
2N−k
∑
j∈L2Ii (x) for some i∈Sk:Qj∈DN (R
d)
|Qj |
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.
λ2
2kd
2N−k
∫
{y: 2k−1<|x−y|≤2k+2}
dN (y) dy.
This shows (2.4) and hence finishes the proof of Proposition 2.1. 
Under the assumption of Theorem 1.3, we see that Vρ(T∗) is of weak type (1,1) by Proposition
2.1. Based on this fact, we then have the following pointwise estimates; see [10] for the proof.
Lemma 2.2. For a.e. x ∈ Q0,
Vρ(T∗(fχ3Q0))(x) ≤ C‖Vρ(T∗)‖L1(Rd)→L1,∞(Rd)|f(x)|+MVρ(T∗), Q0f(x).
Using some idea in [13], we have the following conclusion on the boundedness of the local
grand maximal truncated operator MVρ(T∗),Q0 as in Definition 1.7.
Proposition 2.3. Let Q0 be a fixed cube and p ∈ (1, q] where q is as in Theorem 1.5. Then
MVρ(T∗),Q0 is bounded on Lp(Rd) and of weak type (1,1). Moreover, ‖MVρ(T∗),Q0‖Lp(Rd)→Lp(Rd)
and ‖MVρ(T∗),Q0‖L1(Rd)→L1,∞(Rd) are independent of Q0.
Proof. We first show that MVρ(T∗),Q0 is bounded on Lq(Rd). To this end, let r ∈ (1,min{q, ρ}).
By the Lq(Rd)-boundedness of Vρ(T∗), it suffices to show that for any f ∈ Lq(Rd) and a. e.
x ∈ Q0,
MVρ(T∗),Q0f(x) ≤ C [M (|f |r) (x)]1/r + Vρ(T∗f)(x)(2.7)
with the positive constant C independent of Q0, f and x. HereMf(x) is the Hardy–Littlewood
maximal function, defined as
Mf(x) := sup
Q∋x
1
|Q|
∫
Q
|f(y)| dy,(2.8)
where the supremum is taken over all cubes Q ⊂ Rd.
To show (2.7), for any x ∈ Q0, Q ∋ x, and ξ ∈ Q, let
Bx := B(x, 9dl(Q)) and B˜x := B(x, 3
√
dl(Q0)).(2.9)
Then 3Q ⊂ Bx and 3Q0 ⊂ B˜x. We write
Vρ
(T∗(fχ3Q0\3Q))(ξ) ≤ ∣∣Vρ(T∗(fχ3Q0\Bx)(ξ)− Vρ(T∗(fχ3Q0\Bx))(x)∣∣
+Vρ
(T∗(fχ(Bx∩3Q0)\3Q)(ξ) + Vρ(T∗(fχ3Q0\Bx))(x)
=: I + II + III.
We first consider the term II. From the definition of Vρ
(T∗) and Minkowski’s inequality, we see
that
II . sup
εiց0
( ∞∑
i=1
∣∣∣ ∫
εi+1<|ξ−y|≤εi
y∈(Bx∩3Q0)\3Q
|K(ξ, y)||f(y)| dy
∣∣∣ρ)1/ρ
. sup
εiց0
∫
y∈(Bx∩3Q0)\3Q
( ∞∑
i=1
χ{i: εi+1<|ξ−y|≤εi}(i)|K(ξ, y)|ρ|f(y)|ρ
)1/ρ
dy
. sup
εiց0
∫
y∈Bx∩3Q0,|ξ−y|≥l(Q)
|K(ξ, y)||f(y)| dy.
Since |Bx| ≈ |Q|, by the size condition of the kernel K(x, y) as in (1.2) and the Ho¨lder inequality,
we obtain that
II .
∫
Bx
1
|ξ − y|d |f(y)| dy .
1
|Bx|
∫
Bx
|f(y)| dy . [M (|f |r) (x)]1/r .
We now estimate the term III. By the sublinearity of Vρ
(T∗f), we see that
III ≤ Vρ
(T∗(fχB˜x\Bx))(x) + Vρ(T∗(fχB˜x\3Q0))(x)
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≤ Vρ
(T∗(f))(x) + C [M (|f |r) (x)]1/r ,
where the last inequality follows from using the definition of Vρ
(T∗f) for the first term, and from
repeating the estimate in the term II for the second term.
It remains consider the term I. We claim that
I . [M (|f |r) (x)]1/r .(2.10)
We write f˜(y) := f(y)χ3Q0\Bx(y) and
I ≤ sup
εj
∑
j
∣∣∣∣∫
Rd
[
K(ξ, y)χ{εj+1<|ξ−y|≤εj}(y)−K(x, y)χ{εj+1<|x−y|≤εj}(y)
]
f˜(y) dy
∣∣∣∣ρ

1/ρ
≤ sup
εj
∑
j
∣∣∣∣∫
Rd
[K(ξ, y)−K(x, y)]χ{εj+1<|ξ−y|≤εj}(y)f˜(y) dy
∣∣∣∣ρ
1/ρ
+ sup
εj
∑
j
∣∣∣∣∫
Rd
K(x, y)
[
χ{εj+1<|ξ−y|≤εj}(y)− χ{εj+1<|x−y|≤εj}(y)
]
f˜(y) dy
∣∣∣∣ρ

1/ρ
=: I1 + I2.
We first consider the term I1. Similar to the estimate of II above, from the smoothness condition
of the kernel K(x, y) as in (1.3), we deduce that
I1 ≤
∫
Rd\Bx
|K(ξ, y)−K(x, y)| |f(y)| dy . [M (|f |r) (x)]1/r .
To estimate I2, note that
χ{εj+1<|ξ−y|≤εj}(y)− χ{εj+1<|x−y|≤εj}(y) 6= 0
if and only if at least one of the following four statements holds:
(i) εj+1 < |ξ − y| ≤ εj and |x− y| ≤ εj+1;
(ii) εj+1 < |ξ − y| ≤ εj and |x− y| > εj;
(iii) εj+1 < |x− y| ≤ εj and |ξ − y| ≤ εj+1;
(iv) εj+1 < |x− y| ≤ εj and |ξ − y| > εj.
This together with the fact that |x− ξ| ≤ √dl(Q) implies the following four cases:
(i’) εj+1 < |ξ − y| ≤ εj+1 +
√
dl(Q);
(ii’) εj < |x− y| ≤ εj +
√
dl(Q);
(iii’) εj+1 < |x− y| ≤ εj+1 +
√
dl(Q);
(iv’) εj < |ξ − y| ≤ εj +
√
dl(Q).
We further have that∣∣∣∣∫
Rd
K(x, y)
[
χ{εj+1<|ξ−y|≤εj}(y)− χ{εj+1<|x−y|≤εj}(y)
]
f˜(y) dy
∣∣∣∣
≤
∫
Rd
|K(x, y)|χ{εj+1<|ξ−y|≤εj}(y)χ{εj+1<|ξ−y|≤εj+1+√dl(Q)}(y)
∣∣∣f˜(y)∣∣∣ dy
+
∫
Rd
|K(x, y)|χ{εj+1<|ξ−y|≤εj}(y)χ{εj<|x−y|≤εj+√dl(Q)}(y)
∣∣∣f˜(y)∣∣∣ dy
+
∫
Rd
|K(x, y)|χ{εj+1<|x−y|≤εj}(y)χ{εj+1<|x−y|≤εj+1+√dl(Q)}(y)
∣∣∣f˜(y)∣∣∣ dy
+
∫
Rd
|K(x, y)|χ{εj+1<|x−y|≤εj}(y)χ{εj<|ξ−y|≤εj+√dl(Q)}(y)
∣∣∣f˜(y)∣∣∣ dy
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=:
4∑
k=1
I2, k, j .
By similarity, we only estimate I2, 1, j . If εj+1 <
√
dl(Q), we see that
I2, 1, j ≤
∫
Rd\Bx
|K(x, y)|χ{|ξ−y|<2√dl(Q)}(y)|f˜(y)| dy = 0.
If εj+1 ≥
√
dl(Q), by the Ho¨lder inequality and (1.2), for r ∈ (1,min{q, ρ}), we have
I2, 1, j .
[∫
Rd
|K(x, y)|r
∣∣∣f˜(y)∣∣∣r χ{εj+1<|ξ−y|≤εj}(y) dy]1/r [(εj+1 +√dl(Q))d − εdj+1]1/r′
.
[∫
Rd
|f˜(y)|r
|x− y|rdχ{εj+1<|ξ−y|≤εj}(y) dy
]1/r [
εd−1j+1l(Q)
]1/r′
.
[∫
Rd
|f˜(y)|r
|x− y|r+d−1χ{εj+1<|ξ−y|≤εj}(y) dy
]1/r
[l(Q)]1/r
′
.
Since r < ρ, we then conclude that
sup
{εj}
∑
j
Iρ2, 1,j
1/ρ . sup
{εj}
∑
j
[∫
Rd
|f˜(y)|r
|x− y|r+d−1χ{εj+1<|ξ−y|≤εj}(y) dy
]ρ/r1/ρ [l(Q)]1/r′
≤ sup
{εj}
∑
j
∫
Rd
|f˜(y)|r
|x− y|r+d−1χ{εj+1<|ξ−y|≤εj}(y) dy
1/r [l(Q)]1/r′
≤
(∫
Rd\Bx
|f(y)|r
|x− y|r+d−1 dy
)1/r
[l(Q)]1/r
′
. [M (|f |r) (x)]1/r .
Thus, we have
I2 . [M (|f |r) (x)]1/r .
This together with the estimate of I1 implies (2.10), and hence (2.7) holds.
By the Marcinkiewicz interpolation theorem, to finish the proof of Proposition 2.3, it suffices
to show that MVρ(T∗),Q0 is of weak type (1,1). Moreover, as in the proof of Proposition 2.1, for
any f ∈ L1(Rd) and λ > 0, we apply the Caldero´n–Zygmund decomposition to f at height λ.
Then we obtain functions g and b such that f = g + b = g +
∑
j bj and the properties (c1)-(c5)
hold. Moreover, let Q˜0 := ∪j25
√
dQj, where supp (bj) ⊂ Qj. The weak type (1, 1) ofMVρ(T∗),Q0
is reduced to showing that∣∣∣∣{x ∈ Rd \ Q˜0 : MVρ(T∗),Q0b(x) > λ2
}∣∣∣∣ . ‖f‖L1(Rd)λ .
Observe that for any x ∈ Rd,
MVρ(T∗),Q0b(x) ≤ M˜Vρ(T∗),Q0b(x) +CMb(x),
where Bx is as in (2.9) and
M˜Vρ(T∗),Q0b(x) :=
 supQ∋x,Q⊂Q0 ess supξ∈Q Vρ
(T∗(bχ3Q0\Bx))(ξ), x ∈ Q0;
0, otherwise.
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Then from the weak type (1,1) of M and the definition of M˜Vρ(T∗),Q0 , it suffices to show that∣∣∣∣{x ∈ Q0 \ Q˜0 : M˜Vρ(T∗),Q0b(x) > λ4
}∣∣∣∣ . ‖f‖L1(Rd)λ .(2.11)
We now estimate M˜Vρ(T∗),Q0b(x) for x ∈ Q0 \ Q˜. By the definition of M˜Vρ(T∗),Q0 , we only need
to consider the case x ∈ Q0 \ Q˜. For x ∈ Q0 \ Q˜, take Q ∋ x, ξ ∈ Q and {εi}i such that
M˜Vρ(T∗),Q0b(x) ≤ 2
∑
i
∣∣∣∣∑
j
T
(
χAIi (ξ)χ3Q0\Bxbj
)
(ξ)
∣∣∣∣ρ
1/ρ ,
where Ii := (εi+1, εi] and
AIi(ξ) := {y ∈ Rd : |ξ − y| ∈ Ii}.
For fixed Q ∋ x, ξ ∈ Q, {εi} and Ii, consider the following three sets of indices j′s:
L1Ii(ξ) := {j : Qj ⊂ AIi(ξ) ∩ (3Q0 \Bx)},
L2Ii(ξ) := {j : j 6∈ L1Ii(ξ), Qj ∩ (AIi(ξ) ∩ (3Q0 \Bx)) 6= ∅, Qj ∩ ∂(3Q0) 6= ∅},
L3Ii(ξ) := {j : j 6∈ L1Ii(ξ), Qj ∩ (AIi(ξ) ∩ (3Q0 \Bx)) 6= ∅,
Qj ∩ ∂Bx 6= ∅ or Qj ∩ ∂(AIi(ξ)) 6= ∅}.
Then we have∑
i
∣∣∣∣∑
j
T
(
χAIi (ξ)
χ3Q0\Bxbj
)
(ξ)
∣∣∣∣ρ
1/ρ ≤ 3∑
m=1
∑
i
∣∣∣∣ ∑
j∈LmIi (ξ)
T
(
χAIi (ξ)
χ3Q0\Bxbj
)
(ξ)
∣∣∣∣ρ

1/ρ
=:
3∑
m=1
Lm(ξ).
From (1.3), the fact that |ξ − yj| ≥ 2|y− yj| for any y ∈ Qj, and
∫
Rd bj(y)dy = 0, it follows that
L1(ξ) ≤
∑
i
∑
j∈L1Ii (ξ)
∫
Rd
|K(ξ, y)−K(ξ, yj)|χAIi (ξ)(y)χ3Q0\Bx(y)|bj(y)| dy
.
∑
j
∫
Rd
ω
( |y − yj |
|ξ − yj |
)
1
|ξ − yj|d |bj(y)| dy
.
∑
j
∫
Rd
ω
(
c|y − yj|
|x− yj|
)
1
|x− yj |d |bj(y)| dy,
where yj is the center of Qj, and the implicit constant is independent of {εi}, ξ, Q and bj. Then
by (c4), (c5) and (1.3), we see that∣∣∣∣{x ∈ Q0 \ Q˜0 : L1(ξ) > λ16
}∣∣∣∣
.
1
λ
∑
j
∫
Rd
|bj(y)| dy
∫
Rd\Q˜0
ω
(
c|y − yj|
|x− yj|
)
1
|x− yj|d dx .
1
λ
‖f‖L1(Rd).
To estimate L2(ξ) and L3(ξ), as in the proof of Proposition 2.1, we may assume that Ii is a
subset of a dyadic interval Jk := (2
k, 2k+1] for some k ∈ Z. Because for any j ∈ L2(ξ) ∪ L3(ξ),
Qj ∩ (AIi(ξ)∩ (3Q0 \Bx)) 6= ∅, then there exists z ∈ Qj ∩ (AIi(ξ)∩ (3Q0 \Bx)). Since |x− ξ| ≤√
dl(Q) < 13 |x− z|, we see that
8
√
dl(Qj) ≤ 2
3
|x− z| < |x− z| − |x− ξ| ≤ |z − ξ| ≤ 2k+1.(2.12)
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Moreover, for any y ∈ Qj ∩ (3Q0 \Bx),
|ξ − y| ≈ |x− y| ≈ |x− z| ≈ |ξ − z|,(2.13)
Now we estimate L2(ξ). Note that there exists u ∈ Qj ∩ ∂(3Q0). Then we have
l(Q0)− 2k−2 ≤ l(Q0)−
√
dl(Qj) ≤ |u− ξ| − |z − u| ≤ |z − ξ| ≤ 2k+1
and
2k < |z − ξ| ≤ |z − u|+ |u− ξ| ≤
√
dl(Qj) + |u− ξ| < 2k−2 + 3
√
dl(Q0).
Thus, l(Q0) ≈ 2k. From this, (c4) and (c5), we conclude that∣∣∣∣{x ∈ Q0 \ Q˜0 : L2(ξ) > λ16
}∣∣∣∣
.
1
λ
∫
Q0\Q˜
∑
i
∑
j∈L2Ii(ξ)
∫
Rd
1
|Q0|χAIi(ξ)(y)χ3Q0\Bx(y)|bj(y)| dy dx
.
1
λ
∑
j
∫
Q0
∫
Rd
1
|Q0| |bj(y)| dy dx .
1
λ
‖f‖L1(Rd).
To estimate L3(ξ), for each N ∈ Z, let DN (Rd) be the subset of D(Rd) of dyadic cubes having
side-length 2N . For each k ∈ Z, let
Sk := {i : Ii ⊆ Jk} .(2.14)
Since ρ > 2 as in the definition of variation in (1.6), now we have∣∣∣∣∣∣∣∣
x ∈ Q0 \ Q˜0 :
∑
i∈N
∣∣∣∣∣∣∣
∑
j∈L3Ii(ξ)
T
(
χAIi(ξ)
χ3Q0\Bxbj
)
(ξ)
∣∣∣∣∣∣∣
ρ
1/ρ
>
λ
16

∣∣∣∣∣∣∣∣
.
1
λ2
∫
Q0\Q˜0
∑
k
∑
i∈Sk
∣∣∣∣∣∣
∑
j∈Z
χL3Ii(ξ)
(j)T
(
χAIi (ξ)χ3Q0\Bxbj
)
(ξ)
∣∣∣∣∣∣
2
dx
=
1
λ2
∫
Q0\Q˜0
∑
k∈Z
∑
i∈Sk
∣∣∣∣∣∣
∑
N∈Z
T
 ∑
Qj∈DN (Rd)
χL3Ii(ξ)
(j)χAIi (ξ)χ3Q0\Bxbj
 (ξ)
∣∣∣∣∣∣
2
dx
≤ 1
λ2
∑
k∈Z
∫
Q0\Q˜0
∣∣∣∣∣∑
N∈Z
hk,N (ξ)
∣∣∣∣∣
2
dx,
where for each k and N , Sk is as in (2.14) and
hk,N (ξ) :=
∑
i∈Sk
∣∣∣∣∣∣T
 ∑
Qj∈DN (Rd)
χL3Ii (ξ)
(j)χAIi (ξ)χ3Q0\Bxbj
 (ξ)
∣∣∣∣∣∣
2
1
2
.(2.15)
It remains to show that∑
k∈Z
∫
Rd
∣∣∣∣∣∑
N∈Z
χQ0\Q˜(x)hk,N (ξ)
∣∣∣∣∣
2
dx . λ2
∑
N∈Z
‖dN‖2L2(Rd),
where for each N ,
dN (x) :=
∑
Qj∈DN (Rd)
χQj(x).
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By the well-known almost orthogonality lemma, it is sufficient to show that, for every k and N ,∫
Rd
∣∣∣χQ0\Q˜0(x)hk,N (ξ)∣∣∣2 dx . λ22−|k−N |‖dN‖2L2(Rd) ≈ λ22−|k−N |‖dN‖L1(Rd).
To this end, it remains to show that
hk,N (ξ)
2 . λ22−|k−N |
1
2kd
∫
{y: 2k−2≤|x−y|<2k+3}
dN (y) dy.(2.16)
Observe that for i ∈ Sk and Qj ∈ DN (Rd), if N ≥ k−2−log
√
d, then we must have Qj∩AIi(ξ) =
∅; for otherwise, for any y ∈ Qj ∩AIi(ξ),
8
√
d2N < |x− yj| − |ξ − x| − |yj − y| ≤ |ξ − yj| − |yj − y| ≤ |ξ − y| ≤ 2k+1,
which is impossible. This via (2.15) implies that hk,N (ξ) = 0 for N ≥ k− 2− log
√
d, and (2.16)
holds. Thus, for i ∈ Sk, we only need to prove (2.16) for N < k − 2− log
√
d.
We first claim that ∑
j∈L3Ii (ξ):Qj∈DN (R
d)
|Qj | . 2(d−1)k+N ,(2.17)
Indeed, by i ∈ Sk with k > N +2+log
√
d and the fact that {Qj} are mutually disjoint, we have∑
j∈L3
Ii
(ξ):Qj∈DN (R
d)
Qj∩∂AIi
(ξ) 6=∅
|Qj | . 2(d−1)k+N .(2.18)
Moreover, if Qj ∩ (AIi(ξ) ∩ (3Q0 \ Bx)) 6= ∅ and Qj ∩ ∂Bx 6= ∅, we see that there exists
z ∈ Qj ∩ (AIi(ξ) ∩ (3Q0 \Bx)) satisfying (2.12) and u ∈ Qj ∩ ∂Bx satisfying
l(Q)− 2k−2 ≤ l(Q)−
√
dl(Qj) ≤ |u− ξ| − |z − u| ≤ |z − ξ| ≤ 2k+1
and
2k < |z − ξ| ≤ |z − u|+ |u− ξ| ≤
√
dl(Qj) + |u− ξ| ≤ 2k−2 + 10dl(Q).
Thus,
3
40
d−12k ≤ l(Q) ≤ 2k+2.
This via
√
dl(Qj) ≤ 2k−2 further implies that∑
j∈L3
Ii
(ξ):Qj∈DN (R
d)
Qj∩∂Bx 6=∅
|Qj | . 2(d−1)k+N .(2.19)
Therefore, (2.17) follows from combining (2.18) and (2.19) and hence the claim holds.
For each k and i ∈ Sk, let
gN :=
∑
j∈L3Ii (ξ):Qj∈DN (R
d)
bj and Pi(ξ) :=
⋃
j∈L3Ii (ξ):Qj∈DN (R
d)
Qj.
Then for any y ∈ Pi(ξ), there exists j ∈ L3Ii(ξ), Qj ∈ DN (Rd) containing y. Moreover, assume
that zj ∈ Qj ∩AIi(ξ) ∩ (3Q0 \Bx)). By the fact i ∈ Sk, we see that 2k < |zj − ξ| ≤ 2k+1. This
further implies that
|y − x| ≥ |y − ξ| − |ξ − x| ≥ |zj − ξ| − |zj − y| − |ξ − x| > 2k−1 −
√
d2N ≥ 2k−2(2.20)
and
|y − x| ≤ |y − ξ|+ |ξ − x| ≤ |y − zj|+ |zj − ξ|+ |ξ − x| < 2k+3.(2.21)
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Therefore, we have that Pi(ξ) ⊂ {y : 2k−2 < |x− y| ≤ 2k+3} and hence,
hk,N (ξ)
2 ≤
∑
i∈Sk
[∫
Pi(ξ)
|K(ξ, y)||gN (y)| dy
]2
.
1
22kd
∑
i∈Sk
[∫
Pi(ξ)
|gN (y)| dy
]2
.
For each i ∈ Sk, from (c4) and (2.17), we deduce that∫
Pi(ξ)
|gN (y)| dy .
∑
j∈L3Ii(ξ):Qj∈DN (R
d)
∫
Pi(ξ)
|bj(y)| dy .
∑
j∈L3Ii(ξ):Qj∈DN (R
d)
λ|Qj | . λ2(d−1)k+N .
Note that {Ii}i∈Sk forms a partition of (2k, 2k+1]. By using (2.20), (2.21) and (c4), we now
conclude that
hk,N (ξ)
2 .
λ
2kd
2N−k
∑
i∈Sk
∫
Pi(ξ)
|gN (y)| dy
≤ λ
2kd
2N−k
∑
i∈Sk
∫
Pi(ξ)
∑
j∈L3Ii(ξ):Qj∈DN (R
d)
|bj(y)| dy
.
λ
2kd
2N−k
∑
j∈L3Ii(ξ) for some i∈Sk:Qj∈DN (R
d)
∫
Rd
|bj(y)| dy
.
λ2
2kd
2N−k
∑
j∈L3Ii(ξ) for some i∈Sk:Qj∈DN (R
d)
|Qj |
.
λ2
2kd
2N−k
∫
{y: 2k−2<|x−y|≤2k+3}
dN (y) dy.
This shows (2.16) and hence finishes the proof of Proposition 2.3. 
Remark 2.4. Define the grand maximal truncated operator MVρ(T∗) by
MVρ(T∗)f(x) := sup
Q∋x
ess sup
ξ∈Q
Vρ
(T∗(fχRd\3Q))(ξ),
where the supremum is taken over all cubes Q ⊂ Rd containing x. From the proof of Proposi-
tion 2.3, we see that the conclusion of Proposition 2.3 also holds if we replace MVρ(T∗),Q0 with
MVρ(T∗).
Now we are ready to provide the proof for our first main result.
Proof of Theorem 1.3. We first prove that there exist pairwise disjoint cubes {Pj} ⊂ D(Q0) such
that
∑
j |Pj | ≤ ε|Q0| and for a. e. x ∈ Q0,
Vρ(T∗(fχ3Q0))(x) ≤ C|f |3Q0 +
∑
j
Vρ(T∗(fχ3Pj))(x)χPj (x).(2.22)
By Proposition 2.3, we see that MVρ(T∗),Q0 is bounded from L1(Rd) to L1,∞(Rd). Now let
E := {x ∈ Q0 : |f(x)| > αd|f |3Q0}⋃{
x ∈ Q0 : MVρ(T∗),Q0f(x) > αd‖MVρ(T∗),Q0‖L1(Rd)→L1,∞(Rd)|f |3Q0
}
,
where αd := 2
d+23dε−1. Then by the weak type (1, 1) ofMVρ(T∗),Q0 and the fact that supp (f) ⊂
Q0, we see that
|E| ≤ ε
2d+1
|Q0|.(2.23)
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Now we apply the Caldero´n–Zygmund decomposition to the function χE at height λ :=
1
2d+1
.
Then there exists a sequence {Pj}j ⊂ D(Q0) of disjoint cubes such that
1
2d+1
= λ ≤ 1|Pj |
∫
Pj
χE(x) dx ≤ 2dλ = 1
2
(2.24)
and for a. e. x ∈ Q0 \ ∪jPj , χE(x) ≤ λ. These facts together with (2.23) further imply that
|E \ ∪jPj | = 0 and ∑
j
|Pj | ≤ 2d+1
∑
j
|Pj ∩ E| ≤ 2d+1|E| ≤ ε|Q0|.
Since supp (f) ⊂ Q0, we write
Vρ(T∗f)(x)χQ0(x) = Vρ(T∗(fχ3Q0))(x)χQ0\∪jPj(x) +
∑
j
Vρ(T∗(fχ3Q0))(x)χPj (x)
≤ Vρ(T∗(fχ3Q0))(x)χQ0\∪jPj(x) +
∑
j
Vρ(T∗(fχ3Q0\3Pj ))(x)χPj (x)
+
∑
j
Vρ(T∗(fχ3Pj))(x)χPj (x).
Since |E \ ∪jPj | = 0, by Lemma 2.2 and the definition of E, we see that for a. e. x ∈ Q0,
Vρ(T∗(fχ3Q0))(x)χQ0\∪jPj (x) . χQ0\∪jPj (x)
[|f(x)|+MVρ(T∗),Q0f(x)] . ε−1|f |3Q0 .(2.25)
Moreover, from (2.24) we deduce that for any j, |Pj ∩ Ec| ≥ 12 |Pj |. This in turn implies that
there exists xj ∈ (Pj ∩ Ec) such that
MVρ(T∗),Q0f(xj) . ε−1‖MVρ(T∗)‖L1(Rd)→L1,∞(Rd)|f |3Q0 .
It then follows that for a. e. x ∈ Q0,
Vρ
(
T∗
(
fχ3Q0\3Pj
))
(x)χPj (x) ≤MVρ(T∗),Q0f(xj) . ε−1|f |3Q0 .(2.26)
Combining this fact with (2.25) and the fact that {Pj}j is mutually disjoint, we obtain (2.22).
If F := {Rj} is a collection of disjoint dyadic subcubes of Q0 that covers F = {Pj}, then by
the sublinearity of Vρ(T∗), we write
Vρ (T∗f) (x) ≤ Vρ (T∗ (fχ3Q0)) (x)χQ0\∪jRj (x) +
∑
j
Vρ
(
T∗
(
fχ3Q0\3Rj
))
(x)χRj (x)
+
∑
j
Vρ
(T∗ (fχ3Rj)) (x)χRj (x).
Since ∪jPj ⊂ ∪jRj, by the definition of E, (2.25) and (2.26) still hold with Pj replaced with
Rj . This shows (iii) and finishes the proof of Theorem 1.3. 
3. Proof of Theorem 1.5
In this section, by using Theorem 1.3, we first obtain a vector-valued version of domination
of Vρ(Tn , ∗ ~f)(x) by convex body valued sparse operators in [30], then we further prove Theorem
1.5. To begin with, we recall the so-called sparse collection of cubes in [24], see also [30].
Definition 3.1. Given η ∈ (0,∞), a collection S of cubes (not necessarily dyadic) is said to
be η-sparse provided that for every Q ∈ S, there is a measurable subset EQ ⊂ Q such that
|EQ| ≥ η|Q| and the sets {EQ}Q∈S are pairwise disjoint.
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Next we recall the convex body average of a vector ~f in [30]. For ~f ∈ L1(Q,Rn), the convex
body average ⟪~f⟫Q is defined as
⟪~f⟫
Q
:=
{〈
ϕ~f
〉
Q
∣∣∣ ϕ : Q→ R, ‖ϕ‖L∞(Rd) ≤ 1}.(3.1)
Then ⟪~f⟫Q is a symmetric, convex, compact set in Rn. For a sparse family G of cubes, in [30]
Nazarov et al introduced a sparse operator L := LG by
LG(f) :=
∑
Q∈G
⟪~f⟫
Q
χQ,
where the sum is understood as Minkowsky sum. Moreover, from Lemma 2.5 in [30] we get that
for a sparse family G and a compactly supported vector-valued function ~f ∈ L1(Rd,Rn), the set
LG is a bounded convex symmetric subset of Rn.
We also recall the John ellipsoids in [30]. An ellipsoid in Rn is an image of the closed unit
ball B in Rn under a non-singular affine transformation. Recall, that for a convex body (i. e.
a compact convex set with non-empty interior) K in Rn, its John ellipsoid is an ellipsoid of
maximal volume contained in K. It is known that the John ellipsoid is unique, and that if K is
symmetric, then its John ellipsoid E := EK is centered at 0 and
E ⊂ K ⊂ √nE ;
see [30] or [18].
We now recall the John ellipsoids for the set ⟪~f⟫Q as follows.
Lemma 3.2 (Lemma 2.6, [30]). Let ~f ∈ L1(Q,Rn) be non-trivial (i. e. ~f(x) 6= 0 on a set of
positive measure). Then there exists a unique subspace E ⊂ Rn containing ⟪~f⟫Q such that ⟪~f⟫Q
has non-empty interior in E.
So, for a set ⟪~f⟫Q as in (3.1), its John ellipsoid is defined as John ellipsoid in the subspace
E as in Lemma 3.2.
Under the assumption of Theorem 1.5 that Vρ(Tn , ∗) is bounded on Lq(Rd,Rn) for some
q ∈ (1,∞), we see that Vρ(T∗) is bounded on Lq(Rd,R). Then, based on Theorem 1.3 and the
convex body sparse operator above, we have the following result for Vρ(Tn , ∗).
Proposition 3.3. Let T be a Caldero´n–Zygmund operator as in Theorem 1.5 and Tn be as
in (1.8). Then for any fixed cube Q0, 0 < δ < 1 and vector-valued functions ~f ∈ L1(Rd,Rn)
supported in Q0, there exists a family G of disjoint dyadic subcubes of Q0 such that∑
Q∈G
|Q| ≤ δ|Q0|(3.2)
and
Vρ
(
Tn , ∗ ~f
)
(x) ∈ C ⟪~f⟫
3Q0
+
∑
Q∈G
χQ(x)Vρ
(
Tn , ∗
(
~fχ3Q
))
(x) a. e. on Q0,(3.3)
where the constant C depends only on T , δ and on the dimensions n and d.
Proof. Consider the representation of the John ellipsoid E of ⟪~f⟫3Q0 in principal axes, i. e. let
~e1, ~e2, . . . , ~en be an orthonormal basis in Rn and αk ∈ [0,∞) such that
E :=
{ n∑
k=1
xkαk~ek : xk ∈ R,
n∑
k=1
x2k ≤ 1
}
.(3.4)
Let fk(x) := 〈~f(x), ~ek〉Rn . Since ⟪~f⟫3Q0 ⊂
√
nE , one can conclude that |fk|3Q0 ≤
√
nαk by
considering 〈ϕkfk〉3Q0 with ϕk := sgnfk.
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Applying Theorem 1.3 with ε := δn−1 to T and to each fk, we will get for each fk a collection
Gk of dyadic subcubes of Q0 such that a. e. x on Q0,
Vρ(T∗fk)(x) ≤ Cn
√
nαk +
∑
Q∈Gk
χQ(x)Vρ(T∗(fkχ3Q))(x),
where we used the estimate |fk|3Q0 ≤
√
nαk. Let G be the collection of maximal cubes in the
collection ∪nk=1Gk. Since G covers any of Gk, by using Theorem 1.3 (iii), we have that for a. e.
x ∈ Q0,
Vρ(T∗fk)(x) ≤ Cn
√
nαk +
∑
Q∈G
χQ(x)Vρ(T∗(fkχ3Q))(x).
Then clearly for a. e. x ∈ Q0, we have that
Vρ(Tn , ∗ ~f)(x) ∈ C
√
nP +
∑
Q∈G
χQ(x)Vρ
(
Tn , ∗
(
~fχ3Q
))
(x),
where P is the box
P :=
{ n∑
k=1
xkαk~ek : xk ∈ [−1, 1]
}
.
Since P is contained in
√
nE , where E is the John ellipsoid as defined in (3.4), we obtain that
for a. e. x ∈ Q0,
Vρ(Tn , ∗ ~f)(x) ∈ Cn2E +
∑
Q∈G
χQ(x)Vρ
(
Tn , ∗
(
~fχ3Q
))
(x)
⊂ Cn2 ⟪~f⟫
3Q0
+
∑
Q∈G
χQ(x)Vρ
(
Tn , ∗
(
~fχ3Q
))
(x).
In the end, by noting that∑
Q∈G
|Q| ≤
n∑
k=1
∑
Q∈Gk
|Q| ≤ n · δn−1|Q0| = δ|Q0|,
we get that the proof of Proposition 3.3 is complete. 
Proposition 3.4. Let T be a Caldero´n–Zygmund operator as in Theorem 1.5 and Tn be as in
(1.8). Then there exists an η-sparse family F of cubes for some η ∈ (0, 1), such that for every
compactly supported vector-valued function ~f ∈ L1(Rd,Rn),
Vρ
(
Tn , ∗ ~f
)
(x) ∈ CLF(x),(3.5)
where the constant C depends only on the operator T and dimensions n and d.
Proof. Take ~f ∈ L1(Rd,Rn) and a cube Q0 with supp (~f) ⊂ Q0. Applying Proposition 3.3 with
δ := 12 we obtain a family G1 of dyadic subcubes of Q0 such that (3.2) and (3.3) hold.
Next, we apply Proposition 3.3 with δ := 12 to each cube Q in G1 (with function ~fχ3Q) to get
a family G2 and so on. Let G0 := {Q0} and G := ∪ℓ≥0Gℓ. Then we see that for any N ∈ N and
a. e. x ∈ Q0,
Vρ
(
Tn , ∗ ~f
)
(x) ∈ C
N∑
ℓ=0
∑
Q∈Gℓ
χQ(x)⟪~f⟫
3Q
+
∑
Q∈GN+1
χQ(x)Vρ
(
Tn , ∗
(
~fχ3Q
))
(x).(3.6)
Observe that for any ℓ ≥ 0 and Q ∈ Gℓ,∑
P∈G, P⊂Q
|P | =
∞∑
k=1
∑
P∈Gℓ+k, P⊂Q
|P |+ |Q| ≤
∞∑
k=1
1
2k
|Q|+ |Q| = 2|Q|.
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Thus, by [24, Lemma 6.3], the family G is a dyadic 12 -sparse family. Moreover, for any ℓ ≥ 1, by
the construction of Gℓ,
Aℓ+1 :=
⋃
Q∈Gℓ+1
Q ⊂ Aℓ :=
⋃
Q∈Gℓ
Q ⊂ Q0, and
∑
P∈Gℓ+1, P⊂Q
|P | ≤ 1
2
|Q| for anyQ ∈ Gℓ.
Thus, since for each ℓ, cubes in Gℓ are disjoint, we have
lim
ℓ→∞
|Aℓ| = lim
ℓ→∞
∑
Q∈Gℓ
|Q| ≤ lim
ℓ→∞
1
2
∑
Q∈Gℓ−1
|Q| ≤ lim
ℓ→∞
1
2ℓ
|Q0| = 0.
This implies that for any k ∈ {1, 2, . . . , n} and α > 0, the set
Ekα :=
x ∈ Rd : limN→∞ ∑
Q∈GN
χQ(x)Vρ(T∗(fkχ3Q))(x) > α

satisfies that |Ekα| = 0.
By letting N →∞ in (3.6), we conclude that for a. e. x on Q0,
Vρ
(
Tn , ∗ ~f
)
(x) ∈ C
∑
Q∈G
⟪~f⟫
3Q
χQ(x).
To dominate Vρ(Tn , ∗ ~f ) outside of Q0, for ℓ ≥ 0, we apply Proposition 3.3 to ~f and 3ℓQ0
instead of Q0 therein, and see that for x ∈ 3ℓ+1Q0\3ℓQ0,
Vρ
(
Tn , ∗ ~f
)
(x) ∈ C ⟪~f⟫
3ℓ+1Q0
.
So for a. e. x ∈ Rd, we have
Vρ
(
Tn , ∗ ~f
)
(x) ∈ C
∑
Q∈G
⟪~f⟫
3Q
χQ(x) + C
∑
ℓ≥1
⟪~f⟫
3ℓQ0
χ3ℓQ0(x).
Note that the above inclusion holds if we replace χQ by χ3Q. Next, since the collection G is
a dyadic 12 -sparse family, the collection {3Q : Q ∈ G} is an η-sparse family with η := 12·3d . If
we add this collection to cubes 3ℓQ0, ℓ ≥ 2, it will remain η-sparse with the same η as above.
So the collection
F := {3Q : Q ∈ G}
⋃{
3ℓQ0 : ℓ ≥ 2
}
is η-sparse, and hence (3.5) holds.
The proof of Proposition 3.4 is complete. 
Based on Proposition 3.4, Theorem 1.5 follows from combining the proof of Theorem 1.14 in
[11] with T ~f replaced by Vρ(Tn , ∗ ~f ), and then applying Corollary 1.16 in [11] in the end. For
the reader’s convenience, we present the proof.
We begin with recalling some known results on the matrix weights in [14]. It is well known
that for a matrix weight W , a cube Q and any 1 < p <∞, there exist positive definite matrices
WQ and W
′
Q, called reducing operators of W
1
p and W−
1
p , respectively, such that
|Q|− 1p
∥∥∥χQW 1p~e∥∥∥
Lp(Rd,Rn)
≈ |WQ~e| and |Q|−
1
p′
∥∥∥χQW− 1p~e∥∥∥
Lp′ (Rd,Rn)
≈ ∣∣W ′Q~e∣∣
for every ~e ∈ Rn. Note that ‖WQW ′Q‖ ≥ 1 for any cube Q, and that W is a matrix Ap weight
if and only if ‖WQW ′Q‖ ≤ C < ∞ for all cubes Q. We also mention that if W is in matrix Ap,
then for every ~e ∈ Rn, |W 1p~e|p is a scalar Ap weight, and[∣∣∣W 1p~e∣∣∣p]
Ap
≤ [W ]Ap ,(3.7)
where [W ]Ap is as in (1.1).
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For a scalar weight w, we say w ∈ A∞ if it satisfies the Fujii–Wilson condition
[w]A∞ := sup
Q
1
w(Q)
∫
Q
M(wχQ)(x) dx <∞,
where M is the Hardy–Littlewood maximal function as in (2.8). Then for any W ∈ Ap, using
(3.7) and the Fujii–Wilson condition, we define
[W ]Ascp,∞ := sup
~e∈Rn
[∣∣∣W 1p~e∣∣∣p]
A∞
,
Mr, p′ ~f(x) := sup
Q
[
1
|Q|
∫
Q
∣∣∣~f(y)∣∣∣p′r dy] 1p′r χQ(x),
and
Ms, p ~f(x) := sup
Q
[
1
|Q|
∫
Q
|~f(y)|ps dy
] 1
ps
χQ(x),
where
r := 1 +
1
2d+11[W
− p′
p ]Asc
p′,∞
, s := 1 +
1
2d+11[W ]Ascp,∞
.(3.8)
Then from [14, Corollary 2.2] (see also [11]),
[W ]Ascp,∞ ≤ [W ]Ap .
By this and [11, (5.3) and Lemma 2.4], we see that W
− p′
p ∈ Ap′ and
‖Mr, p′‖Lp(Rd,Rn)→Lp(Rd,Rn) . (r′)
1
p ≈
[
W
− p′
p
] 1
p
Asc
p′,∞
. [W ]
1
p(p−1)
Ap .(3.9)
Also, we have
‖Ms, p‖Lp′ (Rd,Rn)→Lp′(Rd,Rn) . (s′)
1
p′ ≈ [W ]
1
p′
Ascp,∞ . [W ]
1
p′
Ap .(3.10)
As in the proof of [11, Theorem 1.10], to show Theorem 1.5, it suffices to show that for any
~f ∈ Lp(Rd,Rn),∥∥∥W 1pVρ (Tn , ∗ (W− 1p ~f))∥∥∥
Lp(Rd,Rn)
. [W ]
1+ 1
p−1
− 1
p
Ap
∥∥∥~f∥∥∥
Lp(Rd,Rn)
.(3.11)
Moreover, to show (3.11), by Proposition 3.4, it remains to show that for any sparse family
S and the operator T S ~f of the form
T S ~f(x) :=
∑
Q∈S
1
|Q|
∫
Q
ϕQ(x, y)~f(y) dyχQ(x),
where for each cube Q, ϕQ is a real valued function such that ‖ϕQ(x, ·)‖L∞(Rd) ≤ 1, the estimate∥∥∥W 1p (T S (W− 1p ~f))∥∥∥
Lp(Rd)
. [W ]
1+ 1
p−1
− 1
p
Ap
∥∥∥~f∥∥∥
Lp(Rd)
(3.12)
holds, where the implicit constant is independent of S and ~f .
To show (3.12), by a standard approximation argument, it suffices to show that for any
~f ,~g ∈ L∞c (Rd,Rn),
I :=
∣∣∣∣〈W 1pT SW− 1p ~f,~g〉L2(Rd)
∣∣∣∣ . [W ]1+ 1p−1− 1pAp ∥∥∥~f∥∥∥Lp(Rd,Rn) ‖~g‖Lp′ (Rd,Rn) .(3.13)
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From the definition of T S , we deduce that
I ≤
∑
Q∈S
∫
Rd
χQ(x)
∣∣∣∣∣
〈
W
1
p (x)
1
|Q|
∫
Q
ϕQ(x, y)W
− 1
p (y)~f(y) dy,~g(x)
〉
Rn
∣∣∣∣∣ dx.
For each cube Q, let W p
′
Q and W
p
Q be the reducing operators such that for any vector ~e ∈ Rn,∣∣∣W pQ~e∣∣∣ ≈ [ 1|Q|
∫
Q
∣∣∣W− 1p (x)~e∣∣∣(p′r)′ dx] 1(p′r)′ , ∣∣∣W p′Q ~e∣∣∣ ≈ [ 1|Q|
∫
Q
∣∣∣W 1p (x)~e∣∣∣(ps)′ dx] 1(ps)′ ,
where r and s are as in (3.8). Then (2.2) in [11] shows that for any cube Q,[
1
|Q|
∫
Q
∥∥∥∥(W pQ)−1W− 1p (y)∥∥∥∥(p′r)′ dy
] 1
(p′r)′
=
[
1
|Q|
∫
Q
∥∥∥∥W− 1p (y)(W pQ)−1∥∥∥∥(p′r)′ dy
] 1
(p′r)′
(3.14)
.
∥∥∥∥W pQ (W pQ)−1∥∥∥∥ = 1,
and similarly, [
1
|Q|
∫
Q
∥∥∥∥(W p′Q )−1W 1p (x)∥∥∥∥(ps)′ dx
] 1
(ps)′
.
∥∥∥∥W p′Q (W p′Q )−1∥∥∥∥ = 1.(3.15)
For each x ∈ Q, we have that by the Ho¨lder inequality and (3.14),∣∣∣∣∣
〈
W
1
p (x)
1
|Q|
∫
Q
ϕQ(x, y)W
− 1
p (y)~f(y) dy,~g(x)
〉
Rn
∣∣∣∣∣
=
∣∣∣∣∣
〈
W p
′
QW
p
Q
1
|Q|
∫
Q
ϕQ(x, y)
(
W pQ
)−1
W−
1
p (y)~f(y)dy,
(
W p
′
Q
)−1
W
1
p (x)~g(x)
〉
Rn
∣∣∣∣∣
≤ sup
Q
∥∥∥W p′QW pQ∥∥∥ 1|Q|
∫
Q
|ϕQ(x, y)|
∣∣∣∣(W pQ)−1W− 1p (y)~f(y)∣∣∣∣ dy ∣∣∣∣(W p′Q )−1W 1p (x)~g(x)∣∣∣∣
. [W ]
1
p
Ap
1
|Q|
∫
Q
∥∥∥∥(W pQ)−1W− 1p (y)∥∥∥∥ ∣∣∣~f(y)∣∣∣ dy ∥∥∥∥(W p′Q )−1W 1p (x)∥∥∥∥ |~g(x)|
≤ [W ]
1
p
Ap
1
|Q|
[∫
Q
∥∥∥∥(W pQ)−1W− 1p (y)∥∥∥∥(p′r)′ dy
] 1
(p′r)′
[∫
Q
∣∣∣~f(y)∣∣∣p′r dy] 1p′r
×
∥∥∥∥(W p′Q )−1W 1p (x)∥∥∥∥ |~g(x)|
. [W ]
1
p
Ap
[
1
|Q|
∫
Q
∣∣∣~f(y)∣∣∣p′r dy] 1p′r ∥∥∥∥(W p′Q )−1W 1p (x)∥∥∥∥ |~g(x)| ,
where in the third inequality, we use the following inequality obtained in [11, (5.5)]:
sup
Q
∥∥∥W p′QW pQ∥∥∥ . [W ] 1pAp .
This together with (3.15) further implies that
I . [W ]
1
p
Ap
∑
Q∈S
[
1
|Q|
∫
Q
∣∣∣~f(y)∣∣∣p′r dy] 1p′r ∫
Q
∥∥∥∥(W p′Q )−1W 1p (x)∥∥∥∥ |~g(x)| dx
≤ [W ]
1
p
Ap
∑
Q∈S
[
1
|Q|
∫
Q
∣∣∣~f(y)∣∣∣p′r dy] 1p′r [∫
Q
∥∥∥∥(W p′Q )−1W 1p (x)∥∥∥∥(ps)′ dx
] 1
(sp)′
[∫
Q
|~g(x)|ps dx
] 1
ps
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. [W ]
1
p
Ap
∑
Q∈S
|Q|
[
1
|Q|
∫
Q
∣∣∣~f(y)∣∣∣p′r dy] 1p′r [ 1|Q|
∫
Q
|~g(x)|ps dx
] 1
ps
.
For any cube Q ∈ S, let EQ be the subset of Q as in Definition 3.1. Now by the Ho¨lder
inequality, (3.9) and (3.10), we have
I . [W ]
1
p
Ap
∑
Q∈S
|EQ| inf
x∈Q
Mr, p′ ~f(x) inf
x∈Q
Ms, p~g(x)
. [W ]
1
p
Ap
∑
Q∈S
∫
EQ
Mr, p′ ~f(x)Ms, p~g(x) dx
. [W ]
1
p
Ap
∫
Rd
Mr, p′ ~f(x)Ms, p~g(x) dx
. [W ]
1
p
Ap
[∫
Rd
[
Mr, p′ ~f(x)
]p
dx
] 1
p
[∫
Rd
[Ms, p~g(x)]p
′
dx
] 1
p′
. [W ]
1+ 1
p−1
− 1
p
Ap
[∫
Rd
∣∣∣~f(x)∣∣∣p dx] 1p [∫
Rd
|~g(x)|p′ dx
] 1
p′
.
Thus, (3.13) holds and then the proof of Theorem 1.5 is complete.
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