With the increasing abundance of 'digital footprints' left by human interactions in online environments, e.g., social media and app use, the ability to model complex human behavior has become increasingly possible. Many approaches have been proposed, however, most previous model frameworks are fairly restrictive. We introduce a new social modeling approach that enables the creation of models directly from data with minimal a priori restrictions on the model class. In particular, we infer the minimally complex, maximally predictive representation of an individual's behavior when viewed in isolation and as driven by a social input. We then apply this framework to a heterogeneous catalog of human behavior collected from fifteen thousand users on the microblogging platform Twitter. The models allow us to describe how a user processes their past behavior and their social inputs. Despite the diversity of observed user behavior, most models inferred fall into a small subclass of all possible finite-state processes. Thus, our work demonstrates that user behavior, while quite complex, belies simple underlying computational structures.
I. INTRODUCTION
The current decade has been marked by an increasing availability of high-resolution, heterogeneous data sets capturing human behavior in both real-world and digital environments [1] [2] [3] [4] . This has made possible, for the first time, large scale investigations into human behavior across diverse groups of individuals. Of such phenomena, human communication patterns are one of the most wellstudied. Such studies have included written correspondences [5] , email correspondences [6, 7] , and call/SMS records [8, 9] . The characteristics of these behavioral patterns include heavy tails, seasonality, and burstiness. This is certainly still an active field of research, and many authors have called into question whether the observed patterns are truly universal characteristics of human behavior or epiphenomena of the methods used in data collection and analysis [10] [11] [12] .
The standard model for human communication patterns treats the observed behavior as a realization from some sort of point process. Typically, the point process is taken to be a renewal process, where the observed behavior is completely specified by a distribution over the times between activity. To account for the complex properties of human behavior enumerated above, the interevent distribution is specified to have a heavy right tail, which naturally gives rise to burstiness. The authors of [6, 7] develop a refinement of this model which incorporates seasonality by allowing an individual to pass between * ddarmon@monmouth.edu passive and active states, where the behavior within the active state is governed by a Poisson process. Further refinements of this model allow the activity during the active periods to follow non-Poissonian dynamics [12] .
We undertake an analysis of human communication that does not a priori assume a renewal or renewal-like model of the observed behavior. Motivated by the field of computational mechanics [13] , we define our models explicitly in terms of a predictive representation of the observed behavior. Unlike renewal process models, we do not assume the behavior of individuals only depends on the time between actions. We seek to understand the behavior locally in time, where locality is defined around periods of activity. Moreover, we explicitly incorporate the interactive aspect of online social media services, something missing from much of the work on modeling human interevent distributions, with [14] as a notable exception.
In [15] , the authors set out to elucidate the structural properties of stochastic processes using tools from computational mechanics. To do so, they restricted their investigation to the subset of stochastic processes that are finitary, that is, those stochastic processes that have a representation with a finite number of "causal" states [16] , as defined in Section II C. In this work, instead of elucidating all possible finitary models, we approach the problem from the opposite direction: we seek to trace the computational landscape of human behavior in digital environments by discovering the finitary models present in user behavior, and then investigate their computational structure.
We consider four models for user behavior on social arXiv:1901.08941v1 [cs.SI] 25 Jan 2019 media. Figure 1 provides a schematic representation of these models. The most general model (a) assumes that a user's future behavior is influenced by both their past behavior and the past behavior of their social network, which we call the self+socially-driven model. Models (b) and (c) are two restrictions of this model, the former where we assume that user's future behavior is only influenced by their past behavior, and the latter where we assume that the user's future behavior is only influenced by the past behavior of their social network. Finally, model (d) corresponds to the case where the user's behavior is entirely explained by time-of-day and day-of-week (i.e. seasonality).
... 10 In the rest of the paper, we proceed as follows. In Section II we motivate and develop the four models just presented, and propose methods for inferring them. In Section III A we explore the descriptive performance of these models on a real world data set derived from 15K users on the microblogging platform Twitter. In Section III B, we investigate the structure of the models present amongst the users in our data set, and discuss the implications of these models. Finally, we conclude with the implications of our present work for the study of human communication patterns.
II. METHODOLOGY

A. User Behavior as a Discrete-Time Point Process
Consider the behavior of a user on a social media service. At any given time instant, a user either posts to the social media service or not. Thus, the user's behavior may be modeled as a point process, where events correspond to posts. A naive model of the user's behavior might assume that they are equally likely to use the service during any time instant. Under this model, the time between uses is exponentially distributed, and their activity pattern would correspond to a realization from a Poisson process. However, human communication patterns are known to be exhibit non-trivial complexities not accounted for by this model [10, 17] , and thus more flexible models are required. In the following sections, we present three models that capture the observed complexity of human behavior in very different ways: a seasonally-driven model where the user's behavior is accounted for by time-of-day; a self-driven model where a user's behavior results from self-feedback; and a sociallydriven model where a user's behavior results from both social-and self-feedback.
In practice, the information about human behavior on digital services is reported in seconds. Because we are interested in human-scale interactions between a user, their inputs, and the social media service, this time resolution is too fine grained. We begin by discretizing time into intervals of length δ. We then ask if, during an interval [(t − 1)δ, tδ), the user was active. We denote this value for a user v by X t (v) and define X t (v) = 1 : user v active during [(t − 1)δ, tδ) 0 : otherwise .
The choice of δ specifies the time scale of interest. For example, if we take δ = 1 day, then the process {X t (v)} captures the weekly patterns of behavior that the user exhibits. If instead we take δ = 1 hour, then {X t (v)} captures the daily patterns of the user. In this paper, we will take δ = 10 minutes, because we are interested in the short-timescale behavior of user behavior and user-user interaction. However, it is important to note that there is no single 'correct' resolution when considering the behavior of a point process, and a multi-timescale analysis may be appropriate [18] . Moreover, different time resolutions may be more or less appropriate for different users. Figure 2a demonstrates the activity patterns {X t (v)} of three users at the 10 minute resolution, represented as a rastergram. Each row of the rastergram corresponds to a single day of activity, and each column of the rastergram corresponds to a ten minute window within a single day. A point occurs in the rastergram when X t (v) = 1 for that day and time.
In a social media setting, a user has access to information provided by other users on the service. For example, a user might passively examine the messages generated by other users they follow, observe a particular form of communication directed at them, or actively investigate a keyword or topic. Generically, we will denote the inputs to a user as Y t (v). We will assume that the inputs to the user can be mapped to a finite alphabet Y. As an example, if we consider Y t (v) to correspond to whether or not the user v receives a mention during the time interval [(t − 1)δ, tδ), then we take Y = {0, 1}, where y = 0 corresponds to no mention during that time interval, and y = 1 corresponds to one or more mentions.
Our goal in this paper is the develop several contrasting models of a user's observed behavior {X t (v)}. We take a predictive view of modeling, where we seek to infer the probability that the user engages with the social media service, given their past history of engagement and the past history of their inputs. Let X t−1 −∞ (v) = (. . . , X t−2 (v), X t−1 (v)) be the past behavior of user v, and let X ∞ t (v) = (X t (v), X t+1 (v), . . .) be the future behavior of the user. Similarly, let
, . . .) be the past and future values of the user's inputs, considering t as the present. Then we are interested in determining
the distribution over user v's behavior starting from time t, given their own past behavior and the past behavior of their inputs. For ease of presentation, in the following sections, we drop the dependence on v in the notation, but emphasize that for each user v, we assume a unique model for that user's behavior.
B. Seasonally-Driven Model: Inhomogenous Bernoulli
Thus far, we have specified our model of human behavior in terms of a discrete-time point process: the observed behavior of the user is either active or quiescent during any given interval of time. One of the simplest models that can capture some of the complexity of human behavior is a renewal process [19, 20] . From this perspective, the activity of the user is taken to occur at random times, with the time between occurrences governed by a distribution over the interarrival times. For example, if we take the interarrival distribution to be geometric with parameter p, then the renewal process is a Bernoulli process, the discrete-time analog of a Poisson process. Typically, the interarrival distribution is taken to have a long tail, to capture the fact that human behavior tends to be bursty, with long periods of quiescence punctuated by periods of high activity. See Figure 2 for examples of users who exhibit such behavior. Popular distributions for the interarrival times include log-normal, power law, and stretched exponential distributions [10] .
Due to the inherent seasonality in human behavior, time-homogeneous renewal process-based models are al-most certainly misspecified. For example, a typical user on Twitter will be more likely to be active during the daylight hours in their geographic area than during the nighttime hours. This fact may explain the long tails typically observed in studies of the activity patterns of humans [21] . Moreover, we see such daily and weekly seasonality patterns in the aggregate behavior of users on Twitter. Because of this, we consider a timeinhomogeneous point process model for a user's observed activity, where the probability a user is active during any time interval is independent of their previous activity and the activity of their inputs, and varies smoothly with time,
Moreover, we assume that p(t) is periodic, p(t+τ ) = p(t), with τ chosen such that for a coarsening interval δ, τ δ = 1 week. We take (3) as our instantiation of the seasonallydriven model from Figure 1d . We estimate the individual seasonality p(t) for each user via a Generalized Additive Model (GAM) [22] logit(p(t)) = β 0 + f (t) (4) where logit(x) = log x 1 − x (5) using the mgcv package in R. Figure 2 demonstrates the observed behavior of several users, along with their estimated activity probabilities p(t).
C. Self-driven Model: The -machine
The previous model assumes that the user's activity during any time interval is independent of their activity during other time intervals, and accounts for the seasonality and bursting observed in a user by allowing the probability of their activity to vary according to time-ofday and day-of-week. Alternatively, a user might exhibit burstiness due to self-excitation. As an example, the user might be isolated from the devices they use to interact with the social media service, which would lead to a period of quiescence. Then, upon regaining access to their devices, they might use the service, which could lead to a self-excitation to continue using the service.
This sort of behavior motivates an autoregressive model for the user's behavior, where their behavior in the future is determined by their past behavior. That is, the probability that they behave a certain way in the future starting at time t is determined by how they behaved up until time t and does not depend on their inputs,
This model assumes that the users behavior is condi- Note that the color scale for each panel is taken from 0 to max t p v (t) for each user v to make the seasonality in the activity patterns more obvious.
tionally stationary [23] . For human behavior, this assumption may not hold in general, and thus care must be taken in applying this model with actual data. We address this in Section II E, where we specify our procedure for day-casting user behavior. Previous work has found this model to perform well with many users on Twitter [14, 24, 25] .
We take the self-driven model from Figure 1b to correspond to a stochastic process governed by (6) , which we develop using computational mechanics [13] . Computational mechanics provides the unique, minimally complex, maximally predictive representation of a discrete state, discrete time stochastic process {X t } t∈Z over the alphabet X . The insight of computational mechanics is that when considering the predictive distribution (6) , it is typically more useful to consider a statistic of the past x t−1 −∞ rather than the entire past itself. It can be shown that the unique minimal sufficient predictive statistic of the past X t−1 −∞ for the future X ∞ t of a conditionally stationary stochastic process is the equivalence class over predictive distributions. That is, two pastsx t−1 −∞ and 
. The equivalence relation induces a set of equivalence classes S called the causal states of the process. The causal states, the allowed transitions between them, and the probability associated with the transitions is called the -machine for the process {X t } t∈Z . For a stochastic process with a finite number of predictive equivalence classes, themachine may be represented as deterministic finite automata, where the states of the automata correspond to the causal states, and the transitions between states are determined by the outputs x ∈ X . A demonstration of a portion of such a representation is given in Figure 3a .
D. Socially-driven Models: The -transducer
The previous two models assume that either the user is driven seasonally by time-of-day type influences, or that the user is self-driven. On a social media service, we expect a user to interact with other users, and therefore we would expect the user's behavior to be associated with the behavior of those users. For example, a user might become more likely to tweet if they have recently been mentioned by another user. Such social associations are captured by the social inputs {Y t (v)} t∈Z of a user v. In particular, we will focus on the mention history of the user,
That is, Y t (v) corresponds to whether or not the user v received any mentions during the time window of length δ indexed by t.
We take the modeling perspective where the user acts as a transducer, mapping their own past behavior and the past behavior of their social inputs into their future behavior. More explicitly, as with the self-driven example, we seek the minimally complex, maximally predictive model for the user's behavior. Again, computational mechanics provides such a model via thetransducer [26, 27] . The theory for the -transducer has been recently developed in [28] . The main insight is the same as for the -machine: we define an equivalence relation over joint input-output pasts such that two pasts are equivalent if they induce the same predictive distribution over the future output. As with the -machine, this equivalence relation induces a partition of the joint inputoutput past into channel causal states. Transitions between channel causal states occur on joint input-output pairs, and thus an -transducer with finitely many channel causal states, like an -machine, can be represented as a deterministic automata. The representation is given in Figure 3b .
For the socially-driven model, we distinguish between the self-memoryful -transducer and self-memoryless cases, corresponding to the models from Figure 1a and Figure 1b , respectively. For the self-memoryfultransducer, we construct the equivalence classes using the joint input-output pasts, while for the self-memoryless -transducer, we construct the equivalence classes using only the output pasts. Thus, the self-memoryless -transducer assumes that a user's behavior is purely driven by their social input. We consider both cases under the heading of socially-driven models.
E. Data Collection and Pre-processing
The activity of the 15K users was collected over a 49 week period, from 6 June 2014 to 15 May 2015. After data cleaning to account for outages in the data collection, 44 weeks of data were generated. We did not include the quiescent users in our analysis. As described above, the self-driven and socially-driven models assume that a user's behavior can be modeled as a conditionally stationary stochastic process, where the distribution over futures is independent of the time index conditional on the observed past of the user or the observed joint input / output past, respectively. In order to make this assumption approximately true, we 'daycast' the time series associated with each user as follows. For a user, we determine their time zone as recorded by Twitter, and window their activity to be between 9 AM and 10 PM during their local time. We take this time window to capture the waking hours of a typical individual.
For this study, we split the 44 weeks of data into 28 weeks of training data and 16 weeks of testing data. The training data is used to select and infer the models, as we describe in the next section. The testing data is used for the comparison of these models in terms of their predictive and descriptive performance. This train/test split is performed to ensure that we obtain unbiased estimates of how the models perform for each user.
F. Model Inference and Selection
For the seasonally-driven model, the only model parameter associated with each user is the smoothing parameter for the splines used to estimate the nonparametric term f (t) in (4) . This parameter is chosen using generalized cross validation [29] on the 28 weeks of training data.
For -machine reconstruction, we use the Causal State Splitting Reconstruction (CSSR) algorithm [30] to infer the models from data. For -transducer reconstruction, we use the Transducer Causal State Splitting Reconstruction (transCSSR) algorithm, described in Appendix A. Both CSSR and transCSSR require the specification of a tuning parameter α that controls the probability of splitting histories from a state when no such split should occur, and L max , the maximum history length used in determining the candidate causal / transducer states. We fix α at 0.001. The maximum history length L max directly balances between the flexibility of the model and the precision with which the probabilities may be estimated. As an example, suppose a maximum history length L max is sufficient to resolve the causal states. In the extreme case that each history of length L max specifies a unique predictive distribution (an order L max Markov model), then the model would result in |X | Lmax causal states. However, as we increase L max , we also necessarily decrease the number of examples of each history used to estimate the predictive distribution. This can result in spurious splitting of histories.
We use K-fold cross-validation [29] to choose the appropriate L max for each user. In particular, for each user, we randomly partition the 196 days in the training set into K = 5 folds. For a held out fold k whose time indices are T k , define the empirical total variation (ETV) distance between their observed behavior during that fold and the model inferred using the K − 1 remaining folds as ETV(L max , k)
where δ x ,x is the Kronecker delta and p
is the probability of observing outcome x at time t using the model inferred with all of the data except that from kth fold. In the binary case, (8) reduces to ETV(L max , k)
Thus, we see that (8) quantifies the model performance by comparing the actual outcome for the user to the estimated probability of that outcome using the model. We can then compute the average of the empirical total variation over the held out sets,
and choose L max to minimize this value. We perform this optimization using L max from 1 to 6, which for δ = 10 minutes corresponds to a time span between ten minutes and an hour.
III. RESULTS
A. Descriptive Performance Across the Model Classes
We begin by examining the ability of the four models developed in Sections II B-II D to describe a given user's behavior. To do so, we compute the ETV, as defined by (8) , between the held out test data and the crossvalidated models of each type. This provides us with a measure of how the models generalize to unseen behavior, and thus an indication of how well the models describe a user's behavior. Because the ETV for a given user depends on their overall activity level, we standardize the ETV for a model M by the ETV for the seasonality model, giving us a score function
Recalling that a smaller ETV value indicates a smaller distance between the observed behavior and the model predictions, we see that Score(M; S) will be greater than 1 when model M outperforms the seasonal model, and smaller than 1 otherwise. The scores across all users for all models are shown in Figure 4 . The diagonal shows the densities of scores across the users for each model type. The self-and socially-driven models generally perform better than the seasonal model, with all of the score densities having a heavy tail right tail. We see that the self-memoryfultransducer performs best, with a score greater than 1 for 82.1% of the users. The self-memoryless -transducer is next best, with a score greater than 1 for 79.4% of the users. The -machine has a score greater than 1 for 72% of the users.
We further summarize the pairwise comparisons between the non-seasonal models in Table I . As expected, the self-memoryful -transducer outperforms both themachine and the self-memoryless -transducer on most users, as indicated by the mass of users above the identity line in the first quadrant in the bottom row of Figure 4 . However, the users are much more equally split between those where the -machine outperforms the selfmemoryless -transducer (45.2%) and vice versa (54.8%).
B. -machine Causal Architectures
We next explore the typical -machine architectures across the users. The number of causal states for anmachine gives a rough indication of the complexity of the The descriptive performance of the self-driven and socially-driven models for each user on the test set data relative to the seasonally-driven model using the ETV-based score defined by (11) . The diagonal entries show the density of scores for the -machine, self-memoryless -transducer, and self-memoryful -transducer across the users. The off-diagonal entries compare the scores between the non-seasonal models. A score greater than 1 indicates that the referenced model outperformed the seasonally-driven model. In fact, the logarithm of the number of states is called the topological complexity of the -machine [31] . We find that most users are best described by models with a small number of states, with 95% of users having 13 or fewer causal states, and the largest -machine having 58 states. Note that the maximum number of possible causal states when L max = 6 is 2 6 = 64. Renewal Process. We next consider the general types of stochastic processes captured by many of the -machines. We find that a large proportion of the users have -machines which correspond to a generalization of a discrete-time renewal process. Recall that a discrete-time renewal process is a point process such that the lengths {N i } of periods of quiescence (runs of 0s between successive 1s) are independent and distributed according to an inter-arrival distribution f 0 (n) = P (N = n) [32] . Equivalently, discrete-time renewal processes can be defined in terms of the survival function w 0 (n) = P (N ≥ n). Because discrete-time renewal processes are a special case of the more general processes described by (6), theirmachine architecture takes on a very particular form [32] . The -machine for a discrete-time renewal process has a unique start state transitioned to after a period of activity, and transitions after a period of quiescence traverse a chain of states that counts the number of time points since an activity period occurred. We reproduce the generic architecture found amongst the renewal process -machines in Figure 5 (left). This is a special finite state case of the more general architecture for a discretetime renewal process. In the nomenclature introduced in [32] , this is anñ eventually ∆ 0 -Poisson process with characteristic parameters (ñ, ∆ 0 = 1), whereñ refers to the number of quiescent time steps necessary for themachine to behave as a Poisson (Bernoulli) process, and the ∆ 0 refers to the smallest resolution at which the interevent times may be coarse-grained and remain geometrically distributed. Such a process has an inter-event distribution
where {p 0 (n)}ñ n=0 specify the initialñ + 1 values of the inter-event distribution and λ 0 =
. We note that using CSSR with finite L max necessarily results in the reconstruction of finite state -machines, and thus for anñ eventually ∆ 0 -Poisson processes withñ > L max , the inferred -machine will be an approximation to the longer memory process. In fact, this motivates a particular family of parametric models with parametersñ and {p 0 (n)}ñ n=0 which specify the initial inter-event behavior. We emphasize that this particular family of parametric models was not assumed, but rather discovered via the use of CSSR.
Reverse Renewal Process. A renewal process is specified by a distribution f 0 (n) over run lengths {N i } of quiescence. For such a process, the distribution f 1 (m) over run lengths {M i } of activity follows a geometric distribution. One could also define a process where these roles are reversed: the distribution f 1 (m) over run lengths of activity takes an arbitrary form, and the distribution f 0 (n) over run lengths of quiescence follows a geometric distribution. We call such a process a reverse renewal process, since the roles of quiescence and activity are reversed. The -machine for a reverse renewal process is given in Figure 5 (right). In analogy to theñ eventually ∆ 0 -Poisson process, we call this process a reversem eventually ∆ 1 -Poisson process, which has the inter-quiescence distribution given by
where {p 1 (m)}m m=0 specify the initialm + 1 values of the inter-quiescence distribution and Alternating Renewal Process. More generally, we can define a class of processes such that the distributions over run lengths of activity and quiescence are allowed to deviate from the geometric distribution. Such processes are known as alternating renewal processes. An alternating renewal process switches between periods of quiescence and activity with probabilities governed by the quiescence length f 0 (n) and activity length f 1 (m) distributions. The -machine for an alternating renewal process with eventually geometric distributions for both inter-arrival and inter-quiescence is given in Figure 6 . We call such a process an alternating (m 1 ,ñ 0 ) eventually (∆ 1 , ∆ 0 )-Poisson process. Again, this class of processes offers another parametric model for user behavior, with parametersñ 0 ,m 1 , {p 0 (n)}ñ n=0 , and {p 1 (m)}m m=0 .
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Because of the stereotyped architecture of themachines for renewal, reverse renewal, and alternating renewal processes, we can easily identify those users whose -machines have these architectures. An -machine represents an alternating renewal process if and only if there is precisely one state transitioned to on an x from a state transitioned to on an x = x, x ∈ {0, 1}. For example, the state transitioned to on a 1 from states transitioned to on a 0 represents the start of a run of 0s. The -machines for renewal / reverse renewal pro-0 : : cesses have this property, in addition to only having a single state transitioned to on a 1 / 0. Thus, renewal and reverse renewal processes are a subset of alternating renewal processes. Using these rules, we can identify which users' models correspond to renewal, reverse renewal, or alternating renewal processes. We find that 1881 (13.1%) of the -machines correspond to (homogeneous) Bernoulli processes, 5408 (37.7%) correspond to two-state renewal / reverse renewal processes, 2713 (18.9%) correspond to pure renewal processes with three or more states, 85 (0.59%) correspond to pure reverse renewal processes with three or more states, and 1250 (8.7%) correspond to alternating renewal processes with four or more states.
As we have seen, by definition the non-alternating renewal users must be such that their -machine has one or more states transitioned to on an x from a state transitioned to on an x = x. In practical terms, this means that for these users, knowledge of the time since a user switched from a period of activity / quiescence to a period of quiescence / activity is not sufficient to resolve a causal state. However, in many cases it is sufficient to know the behavior of the user immediately prior to a switch from quiescence to activity or vice versa. For example, a user may behave differently when they have switched from active to passive after just being active compared to after just being passive. These cases correspond to generalizations of the alternating renewal process to higher orders. Table II summarizes the number of models that correspond to an alternating renewal model of a certain order. For example, a zeroth order alternating renewal model corresponds to a Bernoulli process, a first order alternating renewal process corresponds to the model architecture in Figure 6 , etc. We see that many of the models resolve to alternating renewal models of higher orders. In total, 95% of the users have anmachine in agreement with an alternating renewal model of order 6 or smaller.
C. -transducer Causal Architectures
Thus far, we have considered the models associated with user behavior when we ignore their inputs. Next we turn to the models that incorporate those inputs, namely the -transducer. Recall that the input {Y t } we consider is whether a user was mentioned during time interval t. As with the -machines for the self-driven model, we find that most users are well-described by -transducers with a small number of states, with 95% having 6 states or fewer and 90% having 25 or fewer states in the selfmemoryless and self-memoryful cases, respectively.
Renewal-like Self-Memoryless Transducer. For the self-memoryless case, 12059 of the 12641 mentioned users (95%) have an -transducer with an architecture analogous to Figure 5a . That is, the user has a 'justmentioned' state, and subsequent time steps without the user receiving a mention lead to transitions away from this state, until a terminal stateñ is reached. The causal states therefore map to the time since the user was mentioned, with all times of lengthñ or longer mapped to the same state. Thus, when viewed as purely socially-driven, the relevant quantity to track for almost all of the users is the time since they were last mentioned.
Renewal-like Self-Memoryful Transducer. A similar overarching 'counting' model architecture is also present amongst the memoryful -transducers. Recalling that another way to view the states of an alternating renewal process is as counting the length of runs of x since the last x = x, we can generalize this to the -transducer by considering states that count the lengths of runs of input-output symbols (y, x) since the last input-output symbol (y , x ) = (y, x). As in the memoryless -transducer case, we call this an alternating renewal-like process, since the causal states act in a similar fashion. We present a schematic representation of the partitioning of the channel causal state space in Figure 7 . For these -transducers, the causal states can be partitioned based on the runs of (y, x) they count since the last (y , x ) = (y, x). Thus, we begin by dividing the set of causal states into four quadrants, based on the runs of (y, x) which they count. All states in a quadrant labeled by (y, x) are transitioned to on (y, x). Then, the causal states within a quadrant are further partitioned into thirds, where each third corresponds to the symbol (y , x ) seen before the current run of (y, x). Thus, each third has a unique start state that is transitioned to on a (y, x) from a state transitioned to on a (y , x ). 10216 of 12641 (81%) of the mentioned users have an -transducer in this alternating renewal-like class. Note that the partitioning given in Figure 7 is the most general possible for this type of -transducer. The quadrants / thirds within a quadrant may further collapse, as dictated by the structure of the -transducer. For example, Figure 8 is an alternating renewal-like transducer inferred for 27% of the mentioned users. Thistransducer has three states, which correspond to runs of (0, 0), (0, 1), and (1, * ) and are labeled as such. In this case, the quadrants corresponding to (1, 0) and (1, 1) collapse, since the corresponding state counts runs of y = 1 regardless of the user behavior x. Moreover, all thirds within a given quadrant also collapse, since the states treat runs of (y, x) as the same from any (y , x ) = (y, x). In terms of the actual behavior of the user, we see that the state labeled (0, 0) corresponds to when the user has been both quiescent and unmentioned in the recent past. In this case, the user has probability β of being active given this state. The state labeled (0, 1) corresponds to when the user has been active, but not mentioned, in the recent past. In this case, the user has probability α > β of being active given this state. Finally, the state labeled (1, * ) corresponds to the case where the user has been mentioned in the recent past, regardless of whether or not the user has been active. The user has probability γ > β of being active given this state. Thus, for over a quarter of the users, we see that knowledge of the recent past of both their own and their inputs behaviors provides sufficient information for predicting their future behavior. In particular, each of the quadrants requires only a single state, whereas in the most general model of this type with L max = 6 allows for 6 × 3 = 18 states per quadrant.
As with the renewal, reverse renewal, and alternating renewal processes inferred from the -machines, this alternating renewal-like -transducer motivates a particular parametric model, albeit a much more complicated one. In this case, we need to specify the chain lengths n (y ,x ),(y,x) within each third (y , x ) of a quadrant (y, x). However, this results in at most L · |X | · |Y| · (|X | · |Y| − 1) 
FIG. 7:
A schematic demonstrating the partitioning of the transducer state space associated with a renewal-like -transducer. Each quadrant is determined by the input-output symbol pair being 'counted,' and each third within a quadrant is determined by the input-output pair the count begins from. We only show outgoing transitions for the first third of the first quadrant, which correspond to transitions of 0 | 1, 1 | 0 or 1 | 1 after observing 0 | 0. 70.4% of users have -transducers of this type.
states overall, compared to (|X | · |Y|) L states in the most general model, and therefore a linear growth in model complexity as a function of history length L compared to a geometric growth. Again, as with the alternating renewal process, the alternating renewal-like -transducer generalizes to higher orders by considering the input-output behavior immediately prior to a switch from (y , x ) to (y, x) = (y , x ). For example, a second order alternating renewal-like -transducer would distinguish between a user becoming quiescent and unmentioned after being mentioned twice in the past compared to going unmentioned before the previous mention. Many of the users exhibittransducers of higher order as shown in Table II . Of the 12641 mentioned users, 78% are alternating renewal-like of order 6 or smaller.
IV. CONCLUSIONS
In this paper, we have developed and applied a modeling framework for human behavior in digital environments. The approach begins by viewing a user's behavior as a discrete-time point process at a prespecified temporal resolution, and then considers four possible stochastic models that might give rise to the user's behavior, namely the seasonal, self-driven, socially-driven, and selfand socially-driven processes which we estimate using an inhomogeneous Bernoulli process, an -machine, or selfmemoryless/memoryful -transducers. We have found that simple computational architectures, as specified by their -machines and -transducers, describe much of the observed behavior of the users in our data set. A renewal process model, or its generalizations to reverse renewal and alternating renewal processes, was found to be appropriate for approximately 80% of the users in our study. This is in agreement with much of the literature on human communication patterns. However, we emphasize that we did not assume such models a priori, but rather discovered their prevalence by using non-parametric modeling in an exploratory fashion. In fact, the appearance of reverse renewal and alternating renewal processes demonstrate that renewal process models alone are not sufficient to describe, for example, the burstiness observed in human communication patterns. Moreover, we discovered a new class of renewal-like models that generalize renewal processes to input-output systems. We found that this class of models describes over 70% of the users in terms of the interaction between their activity and their social inputs. The prevalence of these stereotyped -machines/transducers motivates the use of either frequentist (such as the cross-validation approach used in this paper) or Bayesian (as recently developed in [33] ) approaches that take advantage of these structures a priori during the estimation process. In addition to the generalized alternating renewal models, more general models were necessary for over 20% of the users in the self-driven case and nearly 30% of the users in the self-and socially-driven case.
One short-coming of our work is the discretization of the behavior of all users at the time resolution of δ = 10 minutes in order to analyze their behavior through the lens of discrete-time computational mechanics. The computational mechanics of continuous-time, discrete event processes was recently developed in [34, 35] . While at present machine reconstruction algorithms for inferring -machines from such processes do not exist, this work and others motivate their development. A reanalysis of this data set from this viewpoint may reveal additional details hidden by the discretization.
The apparent complexity of observed user behavior on Twitter seems to arise from a simple computational landscape. Our present work lays out an initial sketch of its features. We hope this work motivates further exploration of the computational landscape of user behavior on Twitter and other communication platforms, and refinement of their maps.
Appendix A: The transCSSR Algorithm for -transducer Reconstruction A diverse collection of algorithms have been developed to infer -machines from data, from the topological methods first presented in [36] to more recent methods based on Bayesian methods [33] . Additional algorithms have been developed based on spectral methods [37] and integer programming [38] . We focus on the Causal State Splitting Reconstruction (CSSR) algorithm [30] .
The theory formalizing -transducers has only recently been developed, and the literature on -transducer reconstruction from finite data is sparse. Sketches of CSSR-like algorithms for -transducer reconstruction are provided in [13, 39] . In this appendix, we develop the ideas originally suggested in these prior works, and present a generalization of CSSR for -transducer reconstruction from data resulting from input-output systems. In homage to CSSR, we call our algorithm transCSSR, a portmanteau of transducer and CSSR. The transCSSR algorithm has been implemented in Python, and is available on GitHub [40] .
We sketch the transCSSR algorithm here, and give the pseudocode in Figure 9 . The first phase of the algorithm groups input-output histories into a set of weakly prescient states. It begins by assuming that all input-output histories induce the same one-step-ahead predictive distribution. This is equivalent to assuming the transducer output future is independent of the input-output past, or to grouping together all joint histories into a candidate causal state represented by the joint input-output suffix ( * λ, * λ), where λ is the null symbol. At each successive step, each candidate causal state s is tested for weak prescience by growing its histories into the past by one input-output pair. If the state is weakly prescient, then the predictive distribution for the new history should be equivalent to that of its parent causal state. This condition is tested using the null hypothesis P X 0 | (Y −1 −(L+1) , X −1 −(L+1) ) = (ay −1 −L , bx −1 −L )
= P X 0 |Ŝ = s
with a significance test of size α. If the null hypothesis is rejected, the predictive distribution of the history is compared against all of the remaining candidate causal states s * = s using the restricted alternative hypothesis P X 0 | (Y −1 −(L+1) , X −1 −(L+1) ) = (ay −1 −L , bx −1 −L ) = P X 0 |Ŝ = s * .
(A2)
Finally, if the history's predictive distribution does not agree with any of the candidate causal states, it is split into a new candidate casual state. Such potential splitting is performed until the input-output symbols under consideration are each of length L max . Any hypothesis test for comparing discrete distributions may be used for (A1) and (A2). We use the test based on the Gstatistic [41] .
At the end of the this stage, each candidate causal state consists of histories that are within-state equivalent and between-state distinct in terms of their predictive distributions, and each candidate causal state is weakly prescient. The causal states have these properties, in addition to being deterministic / unifilar on transitions between states on input-output pairs. To ensure determinism / unfilarity, the successor state for each history (y, x) of length L max − 1 on an input-output pair (a, b) ∈ Y × X is determined. If two or more histories in the same state transition to different states on the input-output pair (a, b), that state is split, and the determinization step is repeated. This procedure is repeats until all transitions are deterministic. Since there are finitely many histories, this procedure always terminates, in the extreme case with each history having its own causal state. Because this stage only ever splits histories from states, and the states before this stage were weakly prescient and withinstate equivalent and between-state distinct, the resulting states are as well. Therefore, the procedure results in a set of states that are weakly prescient and deterministic, and thus causal.
