Abstract-3D facial tracking has become vital to the continued integration of computers, technology, and human society. In recent decades, the integration of technology has increased, and the use of surveillance, conference calls, gaming components, and other similar applications has spurred demand for the ability to recognize the distinctive features of humans. However, in order for these new technologies to function effectively and reach their fullest potential, a great deal of work is still needed. The field of facial mapping and tracking is still in its early developmental stages, necessitating additional research into the best methods of tracking and monitoring specific human faces. To this end, an algorithm has been created that would allow for improvements in this area; however, a video was first required that could be used effectively for the algorithm. Two web cameras running on Raspberry Pi were used to gather the footage necessary for detecting and tracking specific facial features. While certain limitations were identified throughout the process, the algorithm still achieved significant successful tracking results. In spite of this success, further efforts are still needed to effectively explore the proposed algorithm and improve upon these initial results.
I. INTRODUCTION
Research at the end of the twentieth century and the beginning of the twenty-first century has focused heavily on improving human-computer interfaces due to the massive impact of technology on all aspects of life. The use of computer visualizations has been rapidly increasing in the world of computing and has recently been adopted in various fields, including gaming, teleconferencing, biometrics, marketing, emotion analysis, facial recognition, surveillance, indexing, and image searching. Advancements in computer visualization technology have contributed significantly to improvements in fraud avoidance, security, activity recognition, and the detection of other technological crimes that are associated with human recognition mechanisms. With the increased use of video surveillance in institutions, such as schools, hospitals, shopping malls, banks, offices, and factories, video analysis techniques and algorithms have been developed to find mechanisms by which faces can be identified with ease, regardless of the person on camera. In light of these advancements, this paper built on the work of Alqahtani et al. [1] , whose methods are being developed for Manuscript received February 7, 2018 ; revised June 6, 2018 . The authors are with Queensland University of Technology, Australia (e-mail:
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(a) the detection of human faces, (b) the tracking of landmark face points over time, and (c) the estimation of depth information using a stereo camera arrangement. For experimental purposes, two web cameras on Raspberry Pi platforms were used to capture video data. All major processing was performed using an open-source library for computer vision (OpenCV), which was originally developed by Intel. Furthermore, an algorithm to track the significant landmark points on faces in the captured videos has been developed and implemented. The remainder of the paper as organized as follows: Section II discusses related work, Section III describes the camera calibration scheme, Section IV presents the experimental protocol and results, and Section V contains the conclusions.
II. RELATED WORK
3D facial recognition has been developed to enhance facial identification for individuals by using specific features that are unique to those individuals [2] - [9] . Face tracking relies on the extraction of random uniformly distributed points on the face of a human being, which are first generated in a 2D form and later used to generate a 3Dface model based on head movements, changes in pose, and the introduction of new feature points [10] - [13] .The process of tracking faces with the goal of improving human-computer interactions is prone to errors due to the extreme number of computations required to capture real-time information from an individual. Errors from cluttered backgrounds, occlusion, human skin color, and illumination can all cause problems when attempting to generate accurate and reliable information that can be used for tracking specificfaces [14] - [17] . Many computational algorithms in this field have been proposed with the goal of curbing these universal problems, which have prevented the advancement of face tracking technology.
The real-time 3D tracking and modeling framework created by Choi et al. (2010) automatically reinitializes and reacquires images in order to reduce errors due to occlusion and instability. They use an automatic pose correction mechanism with a RANSAC-PnP process that dynamically records random uniformly distributed points on the human face with the goal of increasing the range of poses [10] , [18] . This mechanism measures the errors that accumulated during video capture and allows the system to perform automatic corrections, which will help in reducing the drift that results from occlusion, facial variability, a wide field of view, and instability due to fast movement [19] . However, their algorithm uses biased tracking points and weak reacquisition mechanisms that could be replaced with a more advanced RANSAC-PnP algorithm. This would introduce an automatic correction mechanism and allow for higher error-tolerance. The Active Appearance Model (AAM), which is currently being researched by Huitema et al. (2014) , is another attempt to overcome the shortcomings of visual technology by constricting the fit of the human face by using a linear 3D morphable model [20] , [21] . This results in the generation of facial landmarks that aid in feature-based tracking using the AAM algorithm and appearance-based generative face models, which can be tracked using a 3D morphable mechanism [21] .
The CamSHIFT and KLT algorithms are additional face-tracking mechanisms that have been developed in order to describe faces in a frame-by-frame manner [22] - [25] . CamSHIFT controls color distribution probability by maintaining proper sizes, and uses the meanSHIFT mechanism to locate the center of human faces [23] . On the other hand, the KLT mechanism tracks the movement of a human and is responsible for calculating brightness changes by assuming that every feature in the human face is constant. Lukas and Kanades optical flow algorithms reduce image instability by using a 2-mode tracking system that incorporates both short-range and long-range features [26] [27]. The lack of computing resources with which to analyze the dynamics of visual technology has resulted in both generative and discriminative models [28] - [30] . A generative model identifies similar regions in the target image area, while a discriminative mechanism uses background differentiation and assigns binary numbers to the target object, which are later analyzed using a local orientation histogram and pixel colors [31] . A tracking-modeling-detection (TMD) mechanism is used for tracking the objects that train the classifiers [28] , [32] . Cascade Regressors-based face recognition mechanisms create semi-dense 3D objects that record texture information in an attempt to build a holistic 3D representation from video frames [33] . This algorithm is known to be very effective at capturing facial expressions without the need for person-specific training, especially in wild videos. This eliminates the need for manual subject training, which is known to be very time-consuming and expensive. Stereo information can also be used for calculating active facial processes. Two stereo cameras are installed such that they have different fields of view. One is used for wide face tracking and the other is used for narrow face identification. Skin color segmentation has been introduced to replace feature-and Eigen-based mechanisms with RGB color combinations and morphological operations [22] . Multi-face detection and tracking systems using a TLD algorithm in combination with Viola Jones object detectors and AdaBoost are also important for recording incremental facial alignments with the aid of a generic model for regressor cascades [34] , [35] .
III. CAMERA CALIBRATION
This section deals with the preprocessing of the video streams, specifically the correction of distortion due to the non-ideal lens of the camera and the geometric correction required for both cameras to use a common frame of reference. A more general model for the process of capturing a 3D scene using a camera also considers the distortion caused by a non-ideal lens. This extended model is described by the following equations [12] : In the above equations, 1
A. Camera Calibration and Lens Distortion Correction
k , and 6 k are radial distortion coefficients, while 1 p and 2 p are called tangential distortion coefficients. All these coefficients must be estimated during a calibration phase in which the camera captures images with a known geometry (e.g., a checkerboard) and the estimated coefficients are used to correct the captured images. The estimation of camera-intrinsic and camera-extrinsic parameters by using images of several views of a calibration pattern has been attempted here. A typical calibration pattern is that of a "checkerboard image", such as the images presented in Fig. 2 . Using a set of such images, the computation of the cameraintrinsic and camera-extrinsic parameters for the two cameras used in the experiments was performed, which was found to be equal to for the first camera and for the first camera and:
for the second camera. These parameters were then transformed into rotation and translation vectors. These vectors describe the transformation that must be applied to coordinates in the model coordinate space to find the related coordinates in the world coordinate space. The values for the translation and rotation vectors were:
and:
It should be noted that the rotation vector can be transformed into a rotation matrix. The equation 1 is used to perform this operation.
A. Stereo Rectification
Next, the camera matrices for the two cameras 1 
A and 2
A were computed, the lens distortion parameters for both cameras, and the translation vector T and rotation matrix R , as described above. Then, the rectification transformations 1 R and 2 R for the two cameras (rotation matrices) and two projection matrices 1 P and 2 P , in the new (rectified) coordinate system for the two cameras were computed. In the experiment in this study, a horizontal stereo setup in which the first and second camera views are shifted relative to one another mainly along the x-axis, was used. In this case, the projection matrices computed by the aforementioned functions have the forms:
(1) and: T is the horizontal shift between the cameras. The first three columns of the matrices 1 P and 2 P will effectively become the new rectified camera matrices. These matrices, together with the matrices 1 R and 2 R , are passed to the initUndistortRectifyMap [36] function to initialize the rectification maps. This is performed once for each camera. initUndistortRectifyMap [36] computes the transformation required for joint undistortion (due to the non-ideal cameralens) and rectification. This transformation is computed in the form of a pair of maps, as required by the remap [36] function, which actually performs the transformation. The output images, after the application of the joint transformations, will look similar to the original images, but without the distortion due to the lens. The output images will appear to have been captured by a camera with a camera matrix equal to 1 P for the first camera frame and 2 P for the second camera frame. In practice, the initUndistortRectifyMap [36] function computes an inverse mapping. For each pixel ( u ; v ) in the destination image (the corrected and rectified image), this function also computes the corresponding coordinates in the source image (the original image acquired by the camera). This mapping is computed using the following equations:
In III-B, some sample results after the application of the undistortion and rectification transformations have been presented. The original frames in Fig. III-B(a) and III-B(b) are transformed into the corrected frames that appear in Fig.  III-B(c) and III-B(d) , respectively. It is evident that the distortion due to the lens has been corrected, because the lines in the corrected images appear to be straight, while they were clearly bent in the original images. Additionally, although this is less apparent, the images have been registered with one another.
B. Map and Depth Estimation
Using a set of two properly aligned cameras, it is possible to estimate the depth of various objects in a scene. This procedure mimics the method that humans use to compute depth information from the images captured by the eyes. First, a disparity map has been computed, and then the disparities are transformed into depths. In more detail, the disparity is the displacement of a particular object (or pixel) between the left and right images. For example, objects very far away in the view should appear at the same locations in the left and right images, meaning the disparity in such a case is equal to zero. Because depth is inversely proportional to disparity, the depth is infinite in this case. More generally, if an object has a disparity greater than zero, meaning it appears with some displacement between the left and right images, then it has some finite depth, which can be estimated. (e) Application of the landmark detection algorithm to the (corrected) Left frame.
(f) Application of the landmark detection algorithm to the (corrected) Right frame. Fig. 3 . Results after the application of the undistortion and rectification transformations.
Thus, in order to perform depth estimation, pairs of corresponding pixels between the left and right images must be determined. That is why the cameras must be calibrated to have a common frame of reference. Furthermore, when given two carefully aligned images, all pixels in the first image (along with their neighborhoods) are considered and the aligning of these pixels to the second image by considering a set of potential left-right displacements is attempted. The best displacement (e.g., the one that minimizes squared error) is the estimated disparity for that pixel. If the left-right image frames are properly aligned, then a disparity map containing depth information can be computed. A semi-global block-matching algorithm is used.
An example disparity map that corresponds to the corrected images in Fig. 3(c) and 3(d) is presented in Fig. 4(a) . From this image, brighter pixels are observed to correspond to objects that are closer to the camera, while darker pixels correspond to objects that are further away. Another interesting observation is that one can see certain areas in Fig.  4 (a) that appear as black "shadows". These areas correspond to pixels in the first image (left) that cannot be aligned to the second image (right) with a small degree of error, because they do not exist in the second image. These portions of the left image do not exist in the second image because an object was placed in front of them. This phenomenon is known as occlusion.
IV. TRACKING LANDMARK POINTS ON THE FACE
A discriminative deformable facial model that was trained by a cascade of regressors was used for the video in this study. This particular method was developed as a computationally efficient method for updating a deformable model, allowing the tracking of several specific landmark points on the human face from one frame to the next. In Fig. 3 (e) and 3(f), several examples are provided that show the detection of 49 landmark points on the face for the left and right images using the video sample discussed previously. As a result of the requirement for these points to have the same frame of reference for the disparity map, certain facial points on the undistorted (or corrected) images were tracked. Thus, using Fig. 3 (e) and 3(f),it became possible to detect various parts of the human face with a high level of accuracy. The following table I contains the various points detected and tracked by the algorithm.
A. Depth Estimation Using the Disparity Map
In Fig. 4(a) , the disparity map that corresponds to the frames presented in Fig. 3(c) and 3(d) can be seen. One can see that although the disparity map appears quite noisy, it has provided a smaller (darker) value for the background and a larger (brighter) value for the face and the body, as expected. This indicates that the calibration was performed correctly. Additionally, Fig. 4 (b) presents a disparity map on which the key landmark points have been drawn, as computed and applied to the calibrated left frame. One can see that these points are placed correctly on the disparity map.
More specifically, let us denote two images that correspond to the left and right camera frames at time t as L((t)) ( u ; v ) and R((t)) ( u ; v ). Assume that these images have been properly rectified. Then, the computation of the disparity will generate a new image, D((t)) ( u ; v ) which is called the disparity map. This map is the solution to the following optimization problem:
That is to say, it will use some distance metric 
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to determine where the image information for pixel ( u ; v ) in the left image (and its neighborhood) will appear on the right image, at some displacement j and return the displacement that minimizes the metric. As an example, the distance metric could be the squared error for a neighborhood of pixels around pixel ( u ; v ), that is illustrate in equation 2.
where w defines the size of the neighborhood of pixels. The optimization problem defined by the previous equations is solved by the StereoSGBM method [36] . The disparity information can be transformed into depth information by using the equation:
where the time notation has been dropped because this equation holds true for all instants in time. Matrix Q is a 44  matrix computed by the stereoRectify [36] function.
Assuming that the points computed by the discriminative deformable facial model, when applied to the left camera image, are denoted
Pn , where n ranges from 1 to 49, the disparity of the each of the points is given by the following equation:
Based on experimental results, the computed disparity to contain noticeable noise was determined. Thus, a decision to use these points was taken for estimating the "average disparit" for various points on the human face, which can in turn be used to compute the "average depth" of those points. For example, the average disparity corresponding to the left eye (points 26 through 31, as shown in the previous table) can be computed. In order to make computations more accurate, for each point, values in a 55  window centered on that point were used. This procedure was repeated for all the required points. The average disparities computed for the entire video are plotted in Fig. 5 .
B. Depth Estimation from Tracked Points
As mentioned in Section IV-A, depth estimation for landmark points on the face can be performed using a method that does not rely on a disparity map. Specifically, if points on the left and the right frames after being properly rectified are tracked, two sets of points are obtained that each correspond to the locations of the key landmark points on the face in the left and right frames. Thus, by using for the fact that disparity is defined as the displacement/distance between corresponding pixels in the left and right images, the distance between the tracked points in the left and right frames can be computed to estimate the disparity.
Let the points computed by the execution of the deformable facial model on the images from the left and right (both rectified) camera frames be denoted Pn are assumed to be vectors containing the locations of the corresponding landmark points. Because this distance was computed in the "pixel domain", a decision was taken to normalize it by dividing it by a constant value so that the results can be compared to the results from the previous section. A constant value of 200 was chosen. The results are presented in Fig. 6 . Specifically, Fig. 6 presents the normalized results for B(1) , B(10),B(14) , B (25) ,and B(31). The following conclusions were obtained: 1) In both Fig. 5 and Fig. 6 , the relative disparities between various points are the same. If the curves from Frame 62 are considered, in which the maximums are obtained, the nose has the maximum disparity (minimum depth), followed by the left eye, then the right eye, then the corner of the left eye, and finally, the corner of the right eye. In this respect, the results seem to be consistent. 2) It should be noted that the disparities presented in Fig. 6 are more accurate than the disparities presented in Fig. 5 . This is largely due to the noisy disparity map computed by the sgbm [36] function, which could be caused by non-optimal parameter values for the function or errors in the camera calibration parameters. Additionally, as described above, a method was used to reduce the effect of noise on the disparity map by considering average disparity values. However, the direct computation of the disparities presented in Fig. 6 is more accurate. This can be deduced from the fact that the respective disparity curves are smooth and maintain their relative positions for the entire duration of the video sequence. As a final note, it seems that using a stereo camera and an algorithm that can detect or track certain points of interest in both the left and right frames produced by the camera is a very accurate method of depth estimation. However, such a method is only able to estimate the depth of particular points, not the depths of entire objects in the scene. Furthermore, another drawback of such an approach appears if the algorithm detects or tracks points in the left and right frames when these points do not correspond to the same physical object. For example, this situation could arise if the left and right cameras detect different faces in a scene containing multiple people.
C. Tracking Performance
In this section, an experiment is performed to investigate the facial point tracking performance. The dataset in this study was used to perform and evaluate 3D face tracking. In all experiments, the following values have been used for the parameters of the algorithm:
 Failure Checker Interval = 1: This parameter determines how often the test to determine whether or not tracking was successful is executed. It has been set to one frame in order to force the test to be executed after every frame. This is slow, but will provide clear results.  Failure Checker Score Threshold = -0.25: This is a numeric value that is used as a threshold to determine if tracking was successful. This value was left equal to the original value, as set by the creators of the Chehra software.  Number of Consecutive Frames Failed before Reinitialization = 1: This parameter determines the number of failed tracking frames that must occur before the algorithm stops tracking and re-computes the landmark points from scratch. This value was set to one. Having set the tracking parameters for the algorithm as described above, the two items are examined: 1) The number of frames for which the algorithm fails to track the points and a reinitialization is required. 2) If successful tracking was performed for the previous and current frames, the maximum Euclidean distance (in pixel space) is computed among the 49 tracked points.
The maximum over all successful frames indicates the maximum displacement of a landmark point on the face that the algorithm is able to track. Specifically, if landmark points are denoted as
Pn for the left and right frames, respectively, at time t , for 1 n  to 49 n  , tracking performance can be assessed by computing the following:
For the left video stream, a reinitialization was performed on frames 1, 109, and 116, while for the right video stream; a reinitialization was required for frames 109 and 117. Note that the video streams in this study consist of a total of 150 frames. Thus, for the left video, the algorithm was 98% successful, and for the right video, it was 98:67% successful.
Regarding the maximum distance between pairs of points that the algorithm was able to track correctly, for the left video stream, the maximum value was =279.415 
V. CONCLUSION
In recent years, increasing efforts have been made to improve human-computer interfaces, largely due to the massive impact technology has had on all aspects of life. The use of computer visualizations has increased dramatically and has been adapted in fields including gaming, teleconferencing, biometrics, marketing, emotion analysis, facial recognition, surveillance, indexing, and image searching. These advancements have come with a host of benefits and detriments, but, regardless of their application, their usefulness is undeniable. As a result of these integrations, video analysis techniques and algorithms have been developed to quickly identify human faces, regardless of the person being recorded and the camera settings used. This study is intended at developing new methods for (a) the detection of human faces, (b) the tracking of landmark face points over time, and (c) the estimation of depth information using a stereo camera arrangement. For the purposes of this study, data was captured using two web cameras running on Raspberry Pi platforms. All major processing was performed using an open-source library for computer vision called OpenCV, which was originally developed by Intel. The collected data allowed for the development and implementation of an algorithm that can potentially be used to track significant landmark points on faces in videos. While the initial results are promising, further efforts will be required to advance this technology, focusing on reduction of both the identified limitations and the potential for error. He has supervised 14 PhD students as the principal supervisor to completion and has authored or co-authored more than 170 journal and conference papers. He is currently an adjunct Professor at Queensland University of Technology, Australia.
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