Introduction
Estimation risk is a well-known issue in empirical portfolio modeling. For a given performance measure, estimation risk may cause a theoretically superior portfolio strategy to be inferior compared to simple alternatives when it comes to a comparison of the performance measures based on their estimated counterparts. The most prominent example is the equally weighted (1/N ) portfolio strategy, for which the null hypothesis of equal out-of-sample performance compared to a more sophisticated, theory based strategy often cannot be rejected at conventional significance levels (DeMiguel et al. (2009b) ). While the literature on portfolio choice largely concentrates on robustification strategies (e.g. Brodie et al. (2009 ), DeMiguel et al. (2009a ) in order to improve the empirical performance, comparatively little attention has been devoted to the statistical quality of performance tests to check, if a given strategy significantly outperforms an alternative one. To our knowledge this is the first paper trying to shed light on the quality of different portfolio performance tests in terms of size distortions and power.
The vast majority of portfolio performance studies either rely on the tests by Jobson and Korkie (1981) in its corrected version by Memmel (2003) or on the bootstrap approach by Ledoit and Wolf (2008) . Both tests were originally developed for testing differences in the Sharpe ratios of two asset returns. However, they can also be adopted to compare other performance measures such as the variance (Ledoit and Wolf (2011) ) or the certainty equivalent. Another way of testing the performance measure differences is based on the Delta method (DeMiguel et al. (2009b) ), which is used to compute the standard errors of the difference in the certainty equivalents (CE) of two competing portfolio strategies. The tests by Jobson and Korkie (1981) and DeMiguel et al. (2009b) depend on the assumption of bivariate normality of the underlying process of portfolio returns. In this case the asymptotic distribution of the difference in performance measures can be written as a function of the first and the second empirical moments of the two return processes in order to obtain the asymptotic standard error. The normality assumption is relaxed in the bootstrap approach of Ledoit and Wolf (2008) , which is also valid in settings, where the return distribution is heavy-tailed with heteroskedasticity and/or autocorrelation.
So far little is known about the underlying forces leading to the poor testing results if theory guided performance strategies are compared to the 1/N -strategy. We therefore take a closer look on the stochastic nature of out-of-sample portfolio returns where the out-of-sample return distribution is a non-standard mixture distribution driven by the true underlying asset return process but also by the distribution of the estimated portfolio weights. This scenario is most common in empirical horse races comparing the out-of-sample performance of two competing portfolio strategies. We show, that the null hypothesis of equal out-of-sample performance of two alternative strategies jointly tests the sum of three different sources: (i) the performance difference implied by the underlying theoretical strategies, (ii) performance differences caused by within-sample estimation risk and (iii) performance differences due to the volatility of outof-sample portfolio return resulting from the variance in the estimated portfolio weights. In particular, we show that the observed differences in out-of-sample performance are mainly driven by the estimation risk component, which explains that the naive and theoretically inferior 1/N strategy can easily outperform a theory based strategy due to the high estimation risk of the latter. Most importantly, the decomposition leads to a clear definition of the null and the alternative hypothesis in terms of the three components and allows us to assess the power of the tests at economically realistic deviations from the null.
In our Monte-Carlo simulations we generally find low power for various popular testing strategies and scenarios when the 1/N strategy serves as the benchmark. This explains why the hypothesis of equal performance of the 1/N strategy with some other strategy is often not rejected. The low power of the test for realistic (positive) performance differences under the alternative hypothesis suggests a cautious choice of the significance level and the sidedness of the test. In particular, it calls for choosing an optimal trade-off between Type I and Type II error.
Despite the lack of power information from the tests is not useless. We show that the information provided by performance tests can be utilized within a novel pretest-based strategy where the trade-off between size and power is optimized with respect to the out-of-sample performance. Similar to shrinkage strategies which combine a given portfolio strategy with the equally weighted portfolio by some optimality criterion (DeMiguel et al. (2009b) , Frahm and Memmel (2010) , Frey and Pohlmeier (2015) ), our pretest estimator uses the information about both strategies through the outcome of the performance test. However, contrary to the shrinkage approaches, our pretest strategy can be continuously updated to incorporate the most recent information in the rolling window forecasting set-up.
The paper is organized as follows. In Section 2 we take a closer look at the distributional properties of portfolio performance measures based on in-sample and out-of-sample returns and analyze the specific distributional properties of out-of-sample portfolio returns in the case of estimated portfolio weights. In Section 3 we provide a Monte-Carlo evidence on the power distortions of conventional portfolio tests. Section 4 proposes alternative strategies for the applied researcher to cope with these deficiencies and deals with the optimal choice of the significance level. In particular, we suggest various pretesting estimators to optimize the gains from portfolio selection by choosing the optimal significance level. Section 5 summarizes the main findings and gives an outlook on future research.
2 Return Distribution and Out-of-sample Performance
Measuring out-of-sample performance
In the following we argue that measuring and testing portfolio performance on out-of-sample returns needs special consideration due to the stochastic nature of the estimated portfolio weights.
We first consider different within-and out-of-sample concepts of measuring portfolio performance, which give rise to a refined definition of the null-hypothesis to be tested. In particular, we will work out the crucial differences between performance measures based on the true parameters (subsection i.), within-sample (subsection ii.) and out-of-sample concepts (subsection iii.) and their corresponding limiting distributions depending on the sample size and the length of the out-of-sample evaluation horizon (subsection iv.).
In what follows assume a portfolio universe of N risky assets and a risk-free asset. Let r t be an excess return vector at time t with mean vector E [r t ] = µ and variance-covariance matrix V [r t ] = Σ. Moreover, let ω(s) = ω (s) (µ, Σ) be the N × 1 vector of portfolio weights for strategy s,
for the global minimum variance portfolio (GMVP) minimizing the portfolio variance, ω(e) = 1 N ι for the equally weighted portfolio and ω(m) = 1 γ Σ −1 µ for the mean-variance portfolio, maximizing the certainty equivalent (CE) for a given risk aversion parameter γ.
i.) Theoretical performance
For strategy s the portfolio return at time t is given by r p t (s) = ω(s) r t with mean µ p (s) =
Moreover, denote the per-formance measure based on strategy s by P µ p (s), σ 2 p (s) with the performance difference
, where s is said to dominates if ∆ 0 (s,s) ≥ 0.
In the following we restrict our analysis to the certainty equivalent given by CE(ω(s)) =
, but the general arguments put forward in testing the differences in certainty equivalents of two strategies also hold for other performance measures such as the Sharpe ratio or the portfolio variance. Note that ∆ 0 (s,s) is a concept based on population parameters where its domain depends on the underlying performance measure P(·) and on the specific choice of s ands. For instance, for a test comparing the performance of the mean-variance portfolio (s = m) with some other strategy (s = m), the domain of the CE-based performance is always non-negative, ∆ 0 (m,s) ≥ 0. For such a case, where one strategy is dominating another strategy by definition, testing the null hypothesis implies testing on the parameter bound. For a two-sided test of the null of equal performance, ∆ 0 (m,s) = 0, the parameter space under the alternative, ∆ 0 (m,s) = 0, is inappropriately defined. Moreover, the null of equal performance is economically not very meaningful, as it can only be obtained under rather unrealistic properties of the underlying return process. Similar arguments hold for the GMVP if the performance measure is based on the portfolio variance or the tangency portfolio, if the comparison is based on two Sharpe ratios.
The role of estimation risk becomes clear by considering the performance measure evaluated at the estimated portfolio weight (ω(s) = ω (s) (μ,Σ)). For the CE this is given by
By definition CE(ω(m)) ≥ CE(ω(s)) holds. But due to the randomness of CE(ω(s)) none of the empirical strategies can be ordered ex-ante, i.e. CE(ω(s)) CE(ω(s)) for all s ands.
Provided the estimator for the portfolio weights is unbiased, the mean of CE(ω(s)) takes the form (Cho, 2011) :
Due to estimation risk in the portfolio weights the mean E [CE(ω(s))] is lower than the theoretical CE. The difference increases with the degree of risk aversion γ and the estimation uncertainty reflected by the variance of the estimated portfolio weights V [ω(s)]. Performance measurement based on the expected CE accounts for both the mean-variance trade-off from the financial risks and for the estimation risk. In addition, the inclusion of estimation risk permits a theoretically inferior strategy to be empirically superior due to lower estimation risk. Therefore, a twosided hypothesis based on the expected performance differences, e.g.
, is meaningful, even if strategy s is strictly dominatings in theory. Finally, note that a null hypothesis based on the differences in the expected empirical performance measures tests the sum of the theoretical performance differences and the differences in estimation risk.
ii.) Within-sample performance
Consider now the case when performance is measured by the estimated CE evaluated at the plug-in estimated portfolio weights, where the mean and the variance of the return vector are replaced by their sample counterpartsμ =
number of in-sample observations (size of the estimation window) is denoted by T . For the estimated within-sample portfolio returnr p t (s) =ω(s) r t we obtain the empirical or within-sample certainty equivalent P μ p (s),σ 2 p (s) :
The estimated within-sample CE difference is defined as∆(s,s) = CE(ω(s)) − CE(ω(s)). Since CE(ω(s)) is a random variable the portfolio performance difference based on the empirical concepts is also random and may be larger or smaller than zero. However, for consistent estimates of the true portfolio weights, CE(ω(s)) is a consistent estimator of CE(ω(s)) such that plim T →∞∆ (s,s) = ∆ 0 (s,s), i.e. for large samples the problem of testing on the parameter bound for some portfolio comparisons persists.
A properly defined null and alternative hypotheses in terms of fixed parameters taking into account estimation risk could be based on the expected difference of the empirical performance
For CE(ω(s)) this would be:
Contrary to (1), which depends on the unknown first and second moments of the return process, CE(ω(s)) is feasible. However, its mean differs substantially from (2) due to its strong nonlinearity inΣ andμ. Besides the difference due to theoretical performance and estimation risk concerning ω(·) the null hypothesis based on (4) includes in addition the estimation risk related to P.
iii.) Out-of-sample performance
In the following we consider a typical rolling window set-up, where for period t + 1 the out-ofsample portfolio returnr p t+1 (s) is based on a one-step ahead forecast of the portfolio weightŝ ω t+1|t (s) with period {t − T, . . . , t} as the estimation window. We adopt the standard assumption for static models that the last available estimateω t (s) is used to compute the out-of-sample return for the next period,r p t+1 (s) =ω t+1|t (s) r t+1 =ω t (s) r t+1 . Assuming independence for the return process, r t+1 andω t (s) are independent. Population mean and variance of the out-of-sample portfolio returns (op) are given by
The variance of the out-of-sample return process, σ 2 op (s), reveals the typical dual character. The first term represents the additional volatility resulting from estimation uncertainty concerning ω(s), while the second term captures the volatility resulting from the fact that the expectation of the out-of-sample return has to be estimated. Provided unbiased estimation of the portfolio weights, the theoretical out-of-sample CE takes the form:
is given by (2). Compared to the theoretical CE defined in i.) there is a double penalization on theoretical out-of-sample CE through the within-sample estimation risk given by the term − 
For the case of the equally weighted portfolio as the benchmark portfolio,s = e, ∆ op (s,s)
simplifies, since V [ω t (s)] = 0. This drives the strong out-of-sample performance of the equally weighted portfolio compared to empirical portfolio strategies relying on imprecisely estimated portfolio weights. Figure 1 provides some insights into the quantitative importance of the the components of the out-of-sample CE differences for the GMVP and the equally weighted portfolio for different portfolio dimensions where mean vector and covariance matrix of the returns were taken from the K.R. French data website 1 . The upper-left plot depicts the difference in theoretical CE for GMVP and equally weighted portfolio for different number of assets N and different values of the risk aversion parameter γ. Unsurprisingly, the larger the asset universe, the stronger the diversification effect so that the dominance of the theoretical CE of the GMVP increases over the equally weighted portfolio. The dominance also increases with higher risk aversion as the diversification effect becomes more relevant with increasing γ.
The upper-right plot shows the out-of-sample CE difference for the two portfolio strategies as given by (5). Compared to the theoretical CE the out-of-sample CE's are substantially smaller. The strategy yielding the highest theoretical CE (γ = 8, yellow line), dominates the other strategies only slightly and only if the asset universe is small. Moreover, for most γ-values the difference is negative indicating the dominance of the equally weighted portfolio. The lower panels provide more insight into the pathology of this finding. The lower-left plot depicts the size of the within-sample estimation risk (second term of (3)), which due to its relative size clearly determines the shape of the theoretical out-of-sample curves. The larger the asset universe the lower the precision of the weight estimates.
The size of risk aversion parameter plays a crucial role for the out-of-sample performance. -2e-05
Average CE differences over 5 000 random N out of 100 asset combinations for GMVP and equally weighted portfolio by dimension of the asset universe N for different values of the risk aversion parameter γ. The estimation window length T is set to 120 (10 years of monthly observations). Upper-left plot: difference in theoretical CE, ∆0(s,s). Lower-left plot: estimation noise penalty. Lower-right plot: out-of-sample risk penalty. Upper-right plot:
overall out-of-sample CE difference as given in (5).
It determines how strongly the out-of-sample CE is penalized by the presence of estimation noise. Consequently, the choice of a very low risk aversion parameter is not just a matter of economic reasoning, it seriously twists the empirical findings in favor of theory based approaches.
Therefore, for the sake of scientific clarity, findings of empirical horse races should be reported for a range of γ-values. The plot on the lower-right depicts the out-of-sample risk penalty. This effect points in the same direction as the within-sample effect. However, the dimension of this effect is considerably smaller. All in all from Figure 1 we can conclude that the out-of-sample performance of tests against the equally weighted portfolio strategy are to a large extend driven by the estimation risk. The performance of the equally weighted portfolio mainly results from boiling down estimation risk to zero at a comparatively small cost of following a theoretical inferior strategy.
iv.) Empirical out-of-sample performance
The empirical out-of-sample performance measure is widely used in applied work to compare the performance of different portfolio strategies. Here µ op (s) and σ 2 op (s) are replaced by their sample counterparts based on data from an evaluation sample of size H:
where:
The large sample properties ofμ op (s) andσ 2 op (s) depend on which type of limiting behavior is considered. Obviously, with an increasing sample size T , holding the size of evaluation window fixed, we obtain
wherer H andΣ H denote the sample mean and the sample covariance for a sample of size H.
Both estimators are converging to random variables whose variance depends on the size of the evaluation window. For T → ∞ and H fixed CE op (ω t (s)) remains a random variable due to the sampling variation present inr H andΣ H . Therefore, opting solely for a large sample size T is not really helpful, if evaluation window H is small. Moreover, due to the presence of potential structural breaks it is also reasonable for applied researchers to base the weight estimates on more recent samples.
Alternatively, consider the limiting case for the evaluation window holding T fixed. Under the assumption of independence this yields:
Only for the case of H → ∞ and T → ∞ the empirical out-of-sample CE op (ω t (s)) converges to the theoretical CE(ω(s)), as with increasing estimation sample size the estimation risk vanishes.
In order to stabilize the out-of-sample portfolio returns it is common to hold the estimated portfolio weights fixed over a certain range of the evaluation window (Golosnoy and Okhrin (2007) ). By changing the weights less frequently than in the rolling window scenario assumed above, the volatility of the out-of-sample return process is reduced. However, such a strategy is somewhat problematic, if the goal is to obtain a consistent estimate of CE op . This becomes obvious by considering the most extreme case when the whole out-of-sample return series is based on a single estimate of the weight vectorr p t+h (s) =ω t (s) r t+h . Contrary to (8) 
In this case the corresponding limiting CE remains a random variable, whereω t (s) serves as a time invariant random effect.
In the following we use the out-of sample CE difference based on (5) to define the null hypothesis of equal performance of two strategies as well as for defining the deviation from the null for our power analysis. This theoretical parameter to be tested is estimated bŷ
as defined in (6). As shown below, the bivariate outof-sample return processes (r p t+h (s),r p t+h (s)) , on which∆ op (s,s) is estimated, reveals specific properties which deviate from the return processes usually assumed in simulation studies.
Out-of-sample return distribution
The testing procedure by Ledoit and Wolf (2008) is most frequently used to test portfolio performance. They propose to estimate the confidence bands for the difference in two portfolio performance measures∆ and to check via the bootstrap how often the parameter value ∆ = 0 lies within the estimated confidence bands. The Monte-Carlo evidence provided by Ledoit and Wolf (2008) rests on the assumption that the joint distribution of the two competing return series comes from a bivariate data generating process with marginal distributions belonging to the same family. They argue that such an assumption is reasonable, if the two return series under consideration are, for instance, return series of two hedge funds (e.g. a bivariate GARCH process). However, a large fraction of the literature (DeMiguel et al. (2009b) , Brodie et al. (2009 ), Antoine (2012 ) is concerned with the out-of sample performance of portfolio strategies based on the same set of assets. As shown below, the fact that the out-of-sample returns are generated from the same underlying return distribution implies certain properties that should be accounted for in the Monte-Carlo design. In the following we will focus on the out-of sample return series of two portfolio strategies based on estimated portfolio weights. In such a scenario the out-of-sample portfolio return series follow a mixture distribution depending on the return vector, but also on the estimated portfolio weights. The distribution of the estimated portfolio weights, however, depends strongly on the portfolio strategy as well as on the estimator chosen.
We illustrate the argument by comparing the out-of-sample return series for two competing portfolio strategies s ands whose performance is to be tested. The distribution function of the portfolio return for the same strategy based on estimated weights,r
where g ω t (s) is the marginal distribution of the portfolio weight estimator. Depending on the portfolio strategy and the chosen estimator the marginal distribution varies substantially.
Assuming r t iid ∼ N (µ, Σ) for the return process, Okhrin and Schmid (2006) show that the (plug-in) estimator for the Global Minimum Variance Portfolio (GMVP) weights follow a multivariate elliptical t-distribution. The portfolio return conditional on the estimated weights would still be normally distributed withr
but the unconditional distribution (10) becomes fat tailed through the estimation uncertainty reflected by g ω t (s) . Obviously for any strategy with known portfolio weights, such as the equally-weighted (1/N ) strategy, the distribution remains normal. An extreme case of the out-of-sample return distribution occurs for the plug-in estimator of the tangency portfolio, where the distribution of the portfolio weight estimates has no first and second moments and follow a multivariate type of Cauchy distribution (Okhrin and Schmid, 2006) 2 .
Consider now the bivariate distribution for an out-of-sample return process for strategy s based on estimated portfolio weights and strategys based on non-stochastic portfolio weights.
The joint distribution of the portfolio returns is given by a bivariate mixture distribution of the
For the case of i.i.d. normality of the return process the bivariate density conditional on the estimated weights is given by
The mixture distribution (11) results from the underlying estimation strategy of the weights.
Note that the mixture distribution out-of-sample portfolio returns implies fat tails even under i.i.d. normality of the original return process and without imposing any GARCH structure.
Appendix A.1 reports descriptive statistics of the monthly return data on 30 industry portfolios from K.R. French's website for the period from January 1953 until December 2015 and the properties of the out-of-sample portfolio returns based on this dataset. We consider 3 portfolio allocation strategies: equally weighted portfolio (s = e), Global Minimum Variance Portfolio (s = g), the ridge covariance matrix estimator combined with the GMVP (s = g(λ))
where the penalty parameter λ is chosen according to Ledoit and Wolf (2003) ). In Table 6 we report the average descriptive statistics of the returns in the dataset alongside the properties of the average return, which has a significant sample mean of 0.7%, is left-skewed and heavy-tailed.
The GMVP return is not skewed but still heavy-tailed. Ridging the covariance matrix shrinks the GMVP weights to the 1/N , therefore the empirical properties of the ridged GMVP return are closer to ones of the equally weighted portfolio. Furthermore, as can be seen on Figure   5 , the out-of-sample portfolio returns do not possess any significant autocorrelation or partial autocorrelation.
We now compare the proposed mixture distribution given in (11) with the simulation designs add up one, i.e. ω(tan) = Out-of-sample portfolio return densityr
Marginal distribution of the out-of-sample portfolio returns for the GMVP (r p (GM V P )) and equally weighted portfolio (r p (1/N )): based on the real data (in red), simulated from bivariate t5 (dashed black), simulated from bivariate normal (dotted black) and simulated from the proposed mixture design (in blue). The mean and standard deviation of the simulated returns are adjusted to be the same as of the empirical portfolio returns.
commonly used in the literature in terms of the ability to capture the properties of the empirical out-of-sample portfolio returns. Figure 2 depicts marginal kernel densities of the out-of-sample portfolio returns based on the actual data together with the density of the simulated out-of-sample returns. Left panel corresponds to the marginal density of the GMVP returns and right panel corresponds to the returns of the equally weighted portfolio. The black dotted lines correspond to marginal densities of the portfolio return for a given strategy when the returns are drawn from the bivariate normal distribution using the sample mean and sample covariance matrix of the actual out-of-sample returns. The black dashed lines correspond to the marginal densities from a bivariate t-distribution with 5 degrees of freedom. The blue lines depict the marginal densities for the proposed mixture design in (11). In Table 7 we report empirical moments of the out-of-sample portfolio returns, computed on the real data and empirical moments of the simulated out-of-sample returns. The main difference in the simulation designs comes from the differences in the third and fourth empirical moments. If the out-of-sample returns are drawn from a bivariate normal distribution, the sample skewness and sample kurtosis tend to be smaller than the desired values. On the other hand, returns generated from the bivariate t-distribution reveal too much leptokurtosis and skewness compared to the empirical out-of-sample returns.
As the proposed mixture design captures the empirical properties of the out-of-sample returns more accurately than the competing designs, we use it in our simulation study when addressing the size and power properties of portfolio performance tests.
3 Size and Power of Performance Tests
Monte Carlo Design
In the following we examine the statistical properties of the out-of-sample portfolio performance tests by means of a Monte Carlo study. We concentrate on the performance tests of different empirical strategies against the equally weighted portfolio ω(s) = ω(e) = 1 N ι. This strategy is frequently taken as a benchmark in many empirical applications and often cannot be significantly outperformed by more sophisticated portfolio strategies. As a competing strategy we first consider the plug-in estimated GMVPω(s) =ω(g) =Σ −1 ι ι Σ−1 ι , which is particularly appealing for a simulation study as a closed-form solution of the distribution function f (ω(g)) exists from whichω(g) can be drawn. The second alternative strategy to be considered is the GMVP combined with the ridge estimator of the covariance matrix,ω(g(λ)) = (Σ + λI N ) −1 ι ι (Σ + λI N ) −1 ι , where λ denotes the shrinkage parameter and I N the identity matrix of dimension N . Following on we use the Ledoit and Wolf (2003) approach for choosing the optimal shrinkage intensity of the covariance matrix.
The simulation study below is conducted as follows. Under normality of the underlying return process, r t iid ∼ N (µ, Σ), the vector of portfolio weights is drawn according to Okhrin and Schmid (2006) from the multivariate elliptical t-distribution with parameters (Σ, N , T ) from which, in a second step, the bivariate vector of out-of-sample portfolio returns is drawn according to the mixture distribution in (11). The parameters (µ, Σ) for the return process are set to the sample mean and variance of the monthly return data on 30 industry portfolios of Kenneth R.
French 3 . We define the expected CE difference of the two competing strategies s ands under the null according to (5). Under the null the difference in the out-of-sample CE's is a pre-specified value ∆ * . Thus the hypothesis to be tested is ∆ op (s,s) − ∆ * = 0.
When addressing the power properties of the tests, we simulate the out-of-sample returns such that under the alternative the actual CE difference exceeds the CE difference hypothesized under the null by 1% in annual terms. We control the data generating process by decreasing the volatility and the corresponding covariances of one particular asset. The goal of being able to protect a 1% annual return difference does not seem overly ambitious given that the annual out-of-sample CE of the equally weighted portfolio is around 6% for our sample. Table 8 in Appendix A.2 reports the values of the expected CE difference under the null and the alternative and its annualized counterparts for a given pair of strategies, risk aversion γ and estimation window length T . For example, for N/T = 0.01 and γ = 3 the monthly expected CE difference between GMVP and equally weighted portfolio under the null is 0.08% and it becomes 0.16% under the alternative. These differences correspond to a 0.94% annual difference under the null and 1.94% under the alternative. Thus in monthly terms under the alternative the underlying CE difference is at least twice as large as under the null and one would expect the test to reject the null hypothesis in such a set up.
In order to check for the impact of estimation noise on the performance of the tests, we consider different N/T ratios. Figure 6 depicts the histograms of the variance of the GMVP portfolio returns for different estimation noise ratios. Clearly, the larger the ratio, the more skewed the distribution of the portfolio variance. These skewness properties translate into the distribution of the out-of-sample CE difference, scaled by − γ 2 . Therefore, the larger the risk aversion parameter the more left-skewed the distribution of the CE difference. As we will show below, the skewness property leads to size distortions for some tests particularly if two sided hypotheses are to be tested.
The significance of the CE difference is tested by the means of the Student t-test. The standard error of the CE difference is either computed using the Delta method or the bootstrap.
The Delta method for testing the difference in CE of the two strategies (s,s) is given by:
where ϑ = (µ op (s), σ 2 op (s), µ op (s), σ 2 op (s)) is the vector of the mean and variance of portfolio returns, the covariance matrix V [θ] has a well-known form (DeMiguel et al. (2009b) ).
Another way of obtaining the standard error for the CE difference is the non-parametric bootstrap, where the bivariate vector of the out-of-sample portfolio returns is sampled with replacement, resulting in the empirical distribution of the CE difference and the t-statistics. We first consider the percentile bootstrap, where the null is rejected if∆ op (s,s) , where the standard error is computed via Delta method for each bootstrap sample. Ledoit and Wolf (2008) emphasize that the circular block-bootstrap based test accounts for the time series dependence of return series, which, for instance, may be crucial if the return series of two hedge funds are to be compared. However, a large fraction of empirical studies applying their tests to check for the out-of-sample performance of Markowitz type portfolio strategies are based on monthly return data. As shown in Figure 5 , these monthly out-of-sample returns show no significant autocorrelation regardless of the underlying empirical portfolio strategy.
Therefore it is not too surprising that in our simulations the results obtained for the circular block-bootstrap based tests hardly differ from the ones obtained by assuming uncorrelatedness in out-of-sample return process. For the sake of brevity, we do not report the results based on the circular block-bootstrap.
For each pair of strategies we consider different out-of-sample horizon lengths H = 100, 500, 1000, which govern the speed of convergence of the out-of-sample CE to its true value. The number of Monte Carlo simulations is 50 000 for all designs. For the bootstrap-based tests we use 5 000
replications. For the level of risk aversion we consider the values γ = 0.5, 1, 3.
Test Properties
We first consider the testing properties for the GMVP (ω(g)) versus the equally weighted portfolio (ω(e)) case. Table 1 reports the empirical Type I error of the tests for a given nominal significance level of 5% and for a very low N/T ratio. For instance, for a portfolio with N = 30 assets the ratio N/T = 0.01 requires an estimation window of T = 3000 observations. We consider this scenario mainly for illustrative purposes, since for this case the estimated GMVP weights are very close to their theoretical values, so that the sampling error is mainly due to the testing horizon. As was previously pointed out, in the presence of negligible within-sample estimation noise the estimated out-of-sample CE for a fairly large out-of-sample evaluation horizon H equals the true out-of-sample CE. Noticeably, different testing methods, i.e. Delta method, percentile and t-bootstrap yield very similar results for different combinations of H and γ. For all tests and designs we do not find any substantial size distortions, i.e. the empirical null rejection probabilities are very close to the nominal value of 5%. The bootstrap percentile method outperforms slightly the two other methods in terms of minimizing size distortions for most of the scenarios.
However, for this best case scenario in terms of estimation precision the picture changes when the power properties of the different tests are considered. For the analysis of the power properties we assume that the two out-of-sample CEs differ by additional annualized rate of 1%, which we regard as being not an unrealistic value. As reported in Table 2 we find substantial differences in empirical rejection probabilities under the alternative hypothesis. Generally, the power of the considered tests is low, especially for the shorter out-of-sample evaluation periods H. Our findings for this best case scenario clearly point out that the low power properties of the tests largely explain the non-rejection of null hypothesis of equal performance often found in the literature. It is important to note, that the power properties of the one-sided tests are better than the two-sided ones. However, even under unrealistic but favorable parameter constellations the tests have very high false negative rates, i.e. they are not able to report a significant difference in the CEs with probability of approximately 80%.
Increasing the N/T ratio reveals quite similar patterns. Table 10 in Appendix A.2 reports the null rejection probabilities for the lower N/T = 0.1 ratio, where we find minor size distortions. As pointed out at the beginning of this Section, the distribution of the CE difference in the presence of the estimation noise becomes left skewed due to the right skewed distribution of the GMVP portfolio variance. The left quantile of the distribution of the CE difference becomes smaller, thus the normal approximation of the Delta method overestimates the left quantile, which results in the over-rejections of the null hypothesis and the problem becomes more severe with increase in γ. Besides, with an increase in the out-of-sample horizon H the skewness becomes more pronounced, therefore, the size distortions increase with H. Noticeably, the two-sided percentile and t-bootstrap do not perform any better than the two-sided Delta method, as the bootstrap generally approximates the asymptotic distribution of the underlying test statistic, and estimation noise is the finite sample feature. Nevertheless, the size distortions in this case is not a huge problem, as for the worst case scenario of large γ and H the maximum over-rejection rate is 5%. Most importantly, the one-sided tests, i.e. the null hypothesis ∆ op (s,s) − ∆ * < 0, effectively use only the right quantile of the distribution and therefore avoid the left-skewness problem and do not suffer from the size distortions.
In Table 3 we report empirical null rejection probabilities under the alternative for N/T = 0.1.
The power of the tests increases with the out-of-sample evaluation window and one-sided tests have on average 2-5% more power. Tables 9 and 11 in A.2 report the power properties of the tests under rather unrealistic CE differences, i.e. the case when under the alternative the actual CE difference exceeds the CE difference hypothesized under the null by 5% in annual terms.
This for example implies 0.48% expected CE difference in monthly terms and 5.91% in annual terms for the N/T = 0.01 and γ = 3. Obviously, when the distance between the null and the alternative gets extremely large, the tests gain up to 90% power. Our findings strongly suggest to use the one-sided hypothesis testing in the favor of the commonly used two-sided hypothesis for two reasons: they do not use the left quantile of the distribution and have better power properties. The Receiver Operating Characteristics (ROC) curves based on our simulations provide more insights into the optimal trade-off between Type I error (false positive rate, sensitivity) and power (true positive rate, specificity). Ridging the GMVP (lower-right panel) also yields strong improvements of the test to classify correctly. The ROC for testing the ridged GMVP against equally weighted portfolio is substantially higher than the one for the first pairs of strategies, implying the higher power for a given size of the considered test. Note that the cross-sectional correlation of returns from the tuple of strategies, (ω(g(λ)), ω(e)), is stronger than that of the tuple, (ω(g), ω(e)), as with increasing the shrinkage parameter ω(g(λ)) moves closer to the case of equal weights, with ω(g(λ)) = ω(e) for the ridge penalty parameter λ → ∞. Consequently the correlation between the two estimated certainty equivalents increases, which leads to a lower standard error of the out-of-sample CE difference and improves the performance of the tests. Appendix A.2 provides detailed results on the size and power properties for different parameter constellations.
Summing up, the power of portfolio performance tests is rather low, independently of the testing method used. In any case the one-sided tests perform better than their two sided counterparts, i.e. they have higher power for a given size. Furthermore, the correlation between the compared out-of-sample portfolio returns plays a huge role, i.e. the choice of the benchmark strategy is crucial. The equally weighted portfolio can be regarded as a particularly unlucky choice, as its weights are often uncorrelated with the competing strategy's weights, which leads to the huge standard errors of the performance measure difference and lower power of the test.
For an applied researcher the low testing power implies that despite having a strategy that is truly superior to the benchmark, the test will not be able to reject the null of equal performance with a high probability .
Power-optimal Pretest Portfolios
For any classical test the choice of an appropriate significance level depends on the type of decision to be made given the outcome of the test. More specifically, in some circumstances it might be reasonable to select a lower significance level (higher probability of a Type I error) than a conventional one in order to increase the probability of rejecting the benchmark strategy.
For the problem of deciding between two portfolio strategies in the presence of low power this implies assigning to the alternative a higher probability to be pursued if it is truly superior.
In the following we examine the role of the significance level for designing a pretest estimator which uses the estimates of the two strategies depending on the test outcome. Consider the true expected CE difference of two competing portfolio strategies ∆ op (s,s). The goal is to choose either strategy s or strategys depending on the test outcome. Null and alternative hypotheses take the usual one-sided form:
Let the pretest estimator of the portfolio weights forecasts for t + 1 be such that it depends either on strategy s in case the null is rejected or ons otherwise:
with the estimated CE difference∆ op (s,s) = CE op (s) − CE op (s) and the critical value ∆ * (α)
for significance level α. Moreover, assume as a thought experiment that the test result is given at t + 1, so that the investor knows ex-ante, which strategy will be preferred according to the test. Based on ω t (s,s) the corresponding pretested out-of-sample CE takes the form:
For a dominating strategy s the expected CE of the pretest estimator takes the form:
where π(α) is the power of the test. Although s is dominatings by assumption, for a test with low power the pretest estimator hardly outperforms strategys, because the first term on the right hand side of (16) is close to zero for conventional choices of the significance level. Moreover the dependence of the expected difference between the pretest CE, E CE op (s,s) ∆ op > 0 , and the benchmark strategy E CE op (s) on α is undetermined, because
The pretesting idea, however, can be used to construct an empirically feasible portfolio allocation strategy. Assume that at time t an investor relies on the test in order to choose the strategy for the next period t + 1, i.e. an investor performs a one-sided test for the CE difference∆ op (s,s) = CE op (s) − CE op (s) and chooses to use strategy s if the null of the inferior performance is rejected. However, choosing the lower significance level, i.e. increasing the probability of Type I error, and at the same time improves the power properties. Thus, there exists an optimal α for the test, which results in the higher out-of-sample CE.
For illustrative purposes consider testing the CE difference of the GMVP (ω t (s), s = g) and the equally weighted portfolio (ω t (s),s = e). For a grid of α-values we perform a one-sided test and choose the GMVP strategy for the next period if the null hypothesis is rejected. Figure 4 
Pretesting strategy: GMVP vs 1/N , γ = 1. K.R. French data on 5 industry portfolios with estimation window length of T = 60 (5 years of monthly observations), corresponding to N/T = 0.08 ratio. Dashed line corresponds to the conventional α = 5%.
illustrates the empirical application of such strategy. The red line corresponds to the out-ofsample CE if the strategy s is chosen over the whole out-of-sample horizon. The black line is the corresponding out-of-sample CE for the equally weighted portfolio. The dots denote the resulting out-of-sample CE, where the choice of the next period's strategy is based on testing for different significance levels. Clearly, the exercise shows that by choosing higher α than a conventional one (values to the right of the straight line which indicates an α of 5 % ) an investor can expect a higher CE. The relationship between the pretested CE and the significance level is non-monotonic, so that local optima occur.
However, as indicated above, this strategy is infeasible, as the investor has to know the outcome of the test at the same time when deciding between ω t (s) and ω t (s). As a feasible solution we propose to choose the significance level α, which maximizes the in-sample CE difference. First, at time t the weights of the two competing strategiesω t (s) andω t (s) are estimated based on the sample {t − T, . . . , t}. The estimated within sample CE for the strategy s is computed as
wherer t denotes the sample mean andΣ t the sample covariance matrix of the returns based on the estimation window {t − T, . . . , t}. The in-sample CE difference∆ in (s,s|t − T, ..., t) = CE in (s|t − T, ..., t) − CE in (s|t − T, ..., t) can be tested against zero by the means of one-sided test as specified in (14). Analogously the in-sample pretest CE can be defined as
and can be computed for the grid of α. Finally, the in-sample CE optimizing significance level α * t is chosen for the test, determining the strategy for the next period t + 1:
The above procedure is repeated with every shift of the estimation window. In practice this results in a very unstable series of significance level choices {α * t+1 , ...α * t+H }, as the choice of α * t+1 is data driven and also depends on the instable estimates of the portfolio weights. On the other hand, the sequence of α * 's along the rolling estimation window takes into account changes of the return process across time, e.g. volatility regimes.
In order to mitigate the instability problem we suggest two alternative ways of stabilizing this pretesting strategy. The first one is in the line of James-Stein type of shrinkage by shrinking α * t+1 towards a target α 0 , e.g. to the conventional 5% level
where 0 ≤ λ ≤ 1 is the shrinkage parameter to be chosen by the investor. Thus with an increase of the shrinkage parameter α s t+1 becomes more stable across time.
The second way of stabilizing the α * -estimates is to smooth the series adaptively according
where the tuning parameter λ is chosen to control the degree of smoothness. Contrary to the shrinkage method the adaptive smoothing takes into account not only the latest optimal choice but also the previous estimates with geometrically decaying weights. Both α s t+1 and α m t+1 require the choice of λ, which can be optimized both in-sample and out-of-sample.
We demonstrate the performance of the feasible pretesting algorithms described above for a dataset containing 100 assets in total 4 , from which we form portfolios of different sizes N = {5, 30, 50}. We consider different combinations of risk aversion parameters γ = {0.5, 1, 3}
and estimation window sizes T = {60, 120}. The performance of the considered strategies is evaluated based on the out-of-sample CE averaged over a 1000 Monte-Carlo iterations. For each considered portfolio size we randomly draw N assets from the available dataset, compute the out-of-sample CE and repeat the procedure 1000 times. In Table 4 we report the average of the annualized out-of-sample CEs. Figures in the table correspond to the average annualized out-of-sample CE over 1000 randomly formed portfolios of the specified size. T denotes the estimation window length, γ denotes risk aversion coefficient and N is the number of assets. The numbers in bold correspond to the largest CE obtained for a given γ, N, T combination. The tuning parameter λ for both shrinking and smoothing the α * series is set to be 0.5.
The results of the empirical portfolio performance evaluation reported in Table 4 are perfectly in line with the theoretical findings from previous sections. In this example the competing strategies are the GMVP and the equally weighted portfolio. Based on them the out-of-sample test-driven choice of the strategy is performed according to the three pretesting rules for the significance level: (i) in-sample CE optimizing α * t+1 as in (18), (ii) target shrinkage α s t+1 as
in (19) and (iii) adaptive smoothing α m t+1 as in (20). As expected, for a given risk aversion γ the performance of the equally weighted portfolio is not changing with estimation window and portfolio sizes. Contrary to this, the GMVP performance in terms of the CE often worsens with the size of the portfolio. This particularly happens when estimation risk is severe, i.e. when the sample size is small relative to the number of parameters to be estimated. The flexible choice of the significance level α * t+1 allowing for a switch between the strategies results in the higher out-of-sample CE for all three feasible methods. The only exception is the case with N = 50/T = 60, γ = 1, γ = 3, where the equally weighted portfolio is dominating, where the information contained in the noisy estimates of the the GMVP weights is simply not sufficient. Figures in the table correspond to the average percent of choosing GMVP over equally weighted portfolio strategy over 1000 randomly formed portfolios of the specified size. T denotes the estimation window length, γ denotes risk aversion coefficient and N is the number of assets.
The superior performance of the pretesting strategies can be better understood by looking at Table 5 which reports the share of cases, for which the GMVP is chosen over equally weighted portfolio. Obviously, for a fixed estimation window length and portfolio size the increase in the risk aversion parameter leads to the higher share of the GMVP choices. For a given γ the shares do not seem to change much for both, different portfolio sizes and estimation window lengths.
Conclusions
This paper takes a closer look on the properties of the out-of-sample portfolio performance tests.
The pathology of these tests shows that the contribution of estimation noise to the test statistics by far outweighs the contribution resulting from differences in the underlying theoretical portfolio strategies. Therefore the test outcomes mainly reflect differences in estimation uncertainty for the two portfolio strategies under consideration.
We provide evidence that the out-of-sample portfolio returns generated from estimated portfolio weights in a rolling window design, follow a fat-tailed mixture distribution different from the ones conventionally assumed in finance. By means of a Monte Carlo study based on these mixture distributions we are able to show that the out-of-sample portfolio tests reveal minor size distortions, but suffer from low power regardless of the type of test applied or its specific implementation. This explains why in many out-of-sample horse races more sophisticated, theoretically founded strategies are often incapable to outperform the simple, equally weighted portfolio strategy at conventional significance levels.
Apart from this negative news, our study provides some guidelines for empirical studies using out-of-sample performance tests. In order to improve the power of the test, it is advisable to use a one-sided hypothesis instead of the two-sided one. Secondly, the equally weighted portfolio is a particular tricky benchmark strategy as the estimated standard error of the CE difference is particularly large. Basing the tests on other meaningful comparisons reduces the power problem to some extent. Lastly, if possible, the size of the testing horizon matters more than the size of the estimation window, i.e. the researcher should go for the largest testing horizon feasible.
We show that testing at a conventional significance level is not a reasonable strategy for two reasons. Firstly, an ROC always shows that tests based on conventional significance levels are hardly superior in choosing the better out-of-sample strategy compared to a random classification.
Secondly, we show that the tests are uninformative if the goal is to select a strategy which is optimal in terms of financial performance. Based on a CE optimal choice of the significance level a simple pretest-based strategy is shown to be superior over the standalone strategies. The gain of the strategy results from its flexibility to switch between the GMVP and equal portfolio weights in different volatility regimes based on the outcome of the performance test. We show, that despite their low power, the performance tests can be used for pretest estimation of the portfolio weights which is able to outperform the underlying stand-alone strategies. Future research should be concerned with the optimal data-driven choice of the tuning parameter of the proposed strategy, e.g. based on a training sample along the lines of conventional machine learning approaches.
Our study concentrates on testing procedures usually applied to monthly portfolio data. In future work it needs to be shown whether our findings can be generalized to portfolio strategies estimated returns at higher frequencies where autocorrelation plays a major role. Future work also should investigate to what extent our findings can be generalized to other performance measures than the certainty equivalent.
A Appendix
A.1 Properties of the Return Process Within and Out-of-Sample Descriptive statistics of the returns in the data set and the corresponding out-of-sample portfolio returns for different portfolio allocation strategies: equally weighted portfolior p (e) (average return), GMVPr p (e), GMVP combined with ridge estimator of covariance matrixr p (g(λ)). The Table reports the sample meanμ and the corresponding p-value when testing the mean against zero;σ denotes standard deviation; skewnessŜ is reported alongside with the p-values of the test against zero; kurtosisK is tested against 3, JB denotes the Jarque-Bera test for normality with the corresponding p-value in parenthesis. The out-of-sample portfolio returns are constructed using a rolling window with estimation window T = 300, where portfolio is rebalanced every month resulting in the vector of length H = 456. The number of assets is set to N = 30, shrinkage intensity λ = 0.0078. Descriptive statistics of the out-of-sample portfolio returns in the data set and the corresponding out-of-sample portfolio returns simulated according to the proposed mixture design: sample meanμ, sample standard deviation σ, sample skewnessŜ and sample kurtosisK. The number of considered assets N = 30. The length of the out-of-sample return vector is set to H = 500. 
A.2 Size and Power Simulations
A.2.1 GMVP against equally weighted portfolio Figures in the table correspond to the share of Monte Carlo draws where the null hypothesis was rejected (out of 50 000 draws). H denotes the out-of-sample evaluation window length and γ denotes risk aversion coefficient.
A.2.2 Ridged GMVP against equally weighted portfolio Figures in the table correspond to the share of Monte Carlo draws where the null hypothesis was rejected (out of 50 000 draws). H denotes the out-of-sample evaluation window length and γ denotes risk aversion coefficient.
