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I. INTRODUCTION 
Here we study the behavior of solutions of a Volterra integrodifferential 
system of the form 
x’(t) = [A + C(t)] x(t) + jt B(t - $ x(s) ds -+ f(t) + g(+t); 
0 
x(0) = x, W) 
where 0 < t < $-co, x’(t) = dx[dt, x(t) and f(t) are column vectors, 
A, B(t) and C(t) are square matrices, and a u is a “small” nonlinear functional. 
Such systems occur in nuclear reactor dynamics with the nonlinear term 
g(x)(t) having the form 
g(x)(t) = x(t) jot a(t - s) x(s) d-5. 
Equation (N) is treated as a perturbation of the linear system 
x’(t) = [A + C(t)] x(t) + jot B(t - s) x(s) ds +f(t); x(O) = x0 CL) 
System (L) is studied for various classes of forcing functions j. It is shown 
that the solution of (L) behaves much like the solution of 
x’(t) = Ax(t) + jot B(t - s) x(s) ds +f(t); x(0) = x0 (El 
if C(t) + 0 as t --t co. 
In the analysis of (N) and (L) we make use of the variation of constants 
formula given by Grossman and Miller in [2]. Equation (E) was studied by 
Grossman and Miller [3] in the case B(t) is an L1 matrix. Here we consider 
the case where B(t) is the sum of an L1 matrix and a constant matrix. 
574 
Copyright Q 1974 by Academic Press. Inc. 
All rights of reproduction in any form reserved. 
INTEGRODIFFERENTIAL SYSTEMS 575 
In Section II some preliminary material is introduced. Sections III, IV, 
and V contain the analysis of systems (L), (E) and (IV) respectively. In 
Section VI we study an example occurring in reactor dynamics. 
II. PRELIMINARIES 
Let .Rn denote real n-dimensional Euclidean space of column vectors with 
Euclidean nom ; . 1. R+ denotes the set of all t such that 0 < t < +CO and 
C is the set of all continuous functions with domain R+ and range IP. BC is 
the subset of C containing all bounded functions. For p in the interval 
1 < p < xj, Lp is the usual Lebesque space of measurable functions f  
such that 
lif!l, = (sb” If(ty dt)(l’l’) < ?- 00 
LLp is the set of all functions which are locally D on R+. 
Consider a general linear integrodifferential system of the form 
-v’(t) = -4(t) x(t) -t jot B(t, s) +) ds i-f(t); x(0) == 50 WI 
where x(t) E R/z, A(t) is an n by n matrix in C, R(t, s) is an 12 by n matrix 
that is locally integrable in both variables, and f  is in C. Grossman and 
Miller in 121 show that (2.1) h as a unique solution x(t) which can be expressed 
as 
x(t) = R(t, 0) x,, + j’ R(t, s)f(s) ds 
0 
(2.2) 
where R(t, s) is an n by n matrix that is continuous in (t, s> and satisfies 
a-q4 s> 
as 
= -R(t, s) A(s) - j’ R(t, u) I.@, s) du 
s 
R(t, t) = I for 0 < s f  i; 
R(t, s) is called the resolvent of equation (2.1). In the special case A(t) is 
a constant matrix and B(t, s) = B(t - s), (2.3) reduces to R(t, s) = R(t - s) 
and 
R’(t) = AR(t) + j” B(t - s) R(s) ds; R(0) = I (2.4) 
0 
In this case equation (2.1) is said to be of convolution type. 
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The solution of (2.1) can for a given ;~a and j(t), be expressed in terms of 
R(t, 0) and a map p defined by 
PC f)(t) = jot R(t, 4 f(s) A; t 3 0. 
The following results concerning this map p may be found in Grossman 
and Miller [2]. 
A Frechet space is a complete metric space with a metric that is additively 
invariant. We note that LLI- is a Frechet space. 
DEFINITION 2.1. Let F be a Frechet subspace of LL1 with metric d. 
Then the metric topology on F is stronger than the topology on F inherited 
from LU if and only if .1c, s EF and d(.x,z , S) --f 0 as n + co imply that 
x, + x in LLI. 
THEOREM 2.1. Let X and Y be Frechet subspaces of LL1 both having a 
topology stronger than LL1. If  p(X) C Y then p is continuous as a mapping from 
X into Y. 
DEFINITION 2.2. If X and Y are Frechet spaces we say that p is an 
admissible map from X into Y if p(X) is contained in Y and p is continuous 
as a map from X into Y. The set of all admissible maps, from X into Y is 
denoted by A(X, Y). 
Interesting examples of Frechet subspaces ofLLl are C, BC, BCl , the set 
of all functions in BC having a limit at infinity; BC, , set of functions in BC, 
that have limit zero; and L* n BC, , set of functions in both LP and BC,, . 
BC,, and BC, are Banach spaces with the supremum norm, ID n BC, in a 
Banach space with norm /I JILPnscO .= 11 jj + // Ijp where /J Ij denotes the 
supremum norm. 
For equations of convolution type Grossman and Miller [3] prove the 
following. 
THEOREM 2.3. Suppose in Eq. (E) that B(t) is in L1. If 
de+1 - A - B”(s)] # 0 
for all complex numbers s such that Re s 3 0 where B*(s) is the Laplace trans- 
form of B(t), then R(t) the resolvent of (E) is in Lfl n BC, a?zd R’(t) is in 
D n BC, fog all p in [l, co). 
Consider Eq. (N) with B(t - s) replaced by B(t, s). The following 
theorem is due to Grossman and Miller [2]. 
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THEOREM 2.4. Suppose in Eq. (N) thnt A(t) is cc&inuous, B(t, i} is 
locally integrable in both variables, f(t) is irt LL1, and g maps LL1 into itself. 
Then for t E R+ a function x(t) solves (N) ;f  and only zy x(t) solves the equation 
x(t) = R(t, 0) x0 + It R(t, s)f(s) ds + .r,” R(t, S) g(x)(sj ds (2.5) 
0 
for 0 < t < co. 
There are corresponding results for pure Volterra integral equations. 
Consider the equation 
x(t) = f(t) + Jo’ A(t - s) x(s) ds V? 
where t > 0, x(t) and f(t) are functions from Rf into Rn, and A(t) is an 
72 x 72 matrix in LL1. The solution, r(t), of (V) can be written as 
x(t) = f(t) - joi r(t - s)f(sj ds (2.6) 
where r(t) is an IZ x n matrix in LLr and solves 
Y(tj = --A(~) + 1” djt .- sj +) ds (2.7) 
‘0 
for t >, 0. r(t) is called the integral resolvent of (I/-). We state the following 
result of Paley and Wiener. 
THEOREM 2.5. Suppose that in equation (V) A(t) is an n x n matrix in L1. 
Then the resolvent of (V) is of class Li if and only if the determina?lt 
det I - 
I 1 
rr*) eeStA(t) dt + 0 
0 I 
for all complex numbers s satisfying Re s 2 0. 
III. LINEAR PERTURBATION THEOREMS 
In this section we study the system (L) as a perturbation of (E). It is 
shown that (Lj inherits much of the behavior (E) for an appropriate pertur- 
bation term C(t)x. The resolvent associated with (E) or (L) is denoted by 
R, and R, respectively. Similarly, pE and pL denote the maps defined by RE 
and R, . The admissibility result included in the following theorem is useful 
later in studying the nonlinear Eq. (N). 
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THEOREM 3.1. Suppose in Eq. (L) that B(t) is in L” for some p E [I, a] 
and that l&(t) is in L1 n BC. I f  C(t) . zs a matrix function itz BC, and f  (t) is a 
jimction in BC then, x(t), the solution of L is in BC and pL is in A(BC, BC). 
Proof of Theorem 3.1. From equation (2.2) we see that one can express, 
x(t), the solution of (L) in the following two ways: 
x(t) = R,(t, 0) x0 + jd R&, s)f(s) ds (3.1) 
and 
x(t) = RE(t) x0 + s” R&t - s)f(s) ds + /” R& - s) C(s) x(s) ds (3.2) 
0 0 
We first prove the theorem for a “small” C(t). By small we mean any C(t) 
such that 
11 c 11 < (11 RE h)“. 
Then from (3.2), for any T > 0 
II x Iko,~~ = tf;~I I x(t>l G il RE ii I x0 I + II RE II1 lif II -k II RE iI1 /I C il il x I~.TI 
Hence 
Ii .1: IIc~,TI G (II hII i x0 I -k II REL Ilfli>U - Ii RE II1 il C II>-” 
Thus x(t) is in BC and the theorem is true for small C(t). 
Now let C(t) be an arbitrary matrix in BC, . Then there is a T > 0 such 
that Ij CT(t)/\ < (11 R /j,)-1 where CT(t) = C(t + T), t > 0. Since (L) has a 
continuous solution x(t) on [O, T), x(t) is bounded on [0, T]. For t > T, x(t) 
still solves (L) and this may be expressed by translating (L) and replacing t 
byt+T: 
d(t + T) = [A + C(t + T)] x(t + T) 
+ b” B(t + T - s) x(s) ds +f(t + T); x(0 + T) = x(T) 
where now t > 0. Writing x(t + T) as ;vr(t) we have 
xr’(t) = [A + C,(t)] XT(t) + lot’-= B(t + T - s) x(s) ds + fr(t); x1-(0) = x(T) 
By performing the change of variables u = s - T inside the integral we get 
q-‘(t) = [A + C,(t)] XT(t) + St B(t - u) X&J) du + F(t); z+(O) = x(T) (3.3) 
0 
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F(t) = J:T B(t - u) x&d) au +fT(t) (3.4) 
Now F(t) is in BC. If  B(t) EL* for p = 1 or co this follows by direct 
cakulation. In the case B(t) is in Lp for p E (1, CO) one may use Holder’s 
inequality. Then x,(t) solves the equation (3.3) and in this equation C,(t) is 
small (11 C, Ii < (II R, Ii&‘). F rom the first portion of the proof, xr is in BC, 
hence, x(t) is in BC. 
To show pL is in A(BC, BC) we let x0 = 0 in (L) so that, for f  E BC 
,oL(f)(t) == i’,’ R&, s)f(s) ds == x(t) 
where x(t) is the solution of (1). Since x(t) is in BC it is clear from Theorem 
2.1 that pL is in A(BC, BC). Q.E.D. 
Note that in the proof of Theorem 3.1 the hypothesis that C(t) have limit 
zero was really stronger than necessary. It would be sufficient if 
jj$ SUP I C(t)1 < (II & ii&‘. 
This is useful if it is possible to obtain an upper bound on // R, [il . 
Using Theorem 3.1 it is possible to obtain a number of similar results 
by further restricting RE(t) and f(t). 
COROLLARY 3.1. In Eq. (L) suppose B(t) is in L” for some p E [I, oo], RF 
is in L1 n BC, , and C(t) is ill BC, . Iff is in BC,(BC,) ad 
x(a) = /iim x(t) = jam RB(s) ds *f(m). 
Fzdzennore, pr. is in A(BC, , BC,)[A(BC, , BC,)]. 
Proof of Corollary 3.1. From Eq. (3.2), x(t) satisfies 
r(t) = R&j x0 + 1” RE(t - s)f(s) ds $- It RE(t - s) C(s) x(s) a3 
0 ‘0 
and from Theorem 3.1 is a bounded continuous function. By well known 
theorems on the convolution product all the terms on the right-hand side 
have limits. Hence, 
where f (3o) = lim,,+,,f(t). Thus r(t) E BC,(BC,) and, as in Theorem 3.1, 
we see from Theorem 2.1 that pL is in A(BC, , BCJ(A(BC, , BC,,)). Q.E.D. 
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COROLLARY 3.2. Suppose in Eq. (L) that B(t) is in LQ for some q E [ 1, a] 
and that RE(t) is i7z L1 n BC, . If for some $.xedp E [l, co), C(t) is in L” n BC,, 
and f is in LP n BC,, , then x(t), the solution of(L), is in L” n EC, azd pL is in 
A(Lp n BC, , L” n BC,). 
Proof of Corollary 3.2. From Eq. (3.2) the solution, x(t), of (L) satisfies 
s(t) = RE(t) x,, + it R& - s)f(s) do + IO’ RE(t - s) C(s) x(s) ds 
0 
Let p be a fixed element of [l, co). Now RE(t) x0 is in both L1 and RC, so 
RE(t) x,, is in Lg. Hence R,=(t) x0 is also inLa n BC,, . We know from Theorem 
3.1 that x(t) is bounded. Thus C(t) x(t) is in LP n BC, . Now since the 
convolution of an LB function with an L1 function is an L” function the two 
remaining terms on the right-hand side are in Lp n BC, . It follows that x(t) 
is in Lp n BC, . 
Again from Theorem 2.1 we see that ,o~ is in S(LP n SC,, L” n BC,). 
Q.E.D. 
LEMMA 3.1. Suppose b(t) is a scalar valuedfunction in Lp for somep E [ 1, co) 
and T is a positive real number. Then 
g(t) = 1’ 1 b(t + s)] ds is a function in LIP n BC. 
0 
One may verify Lemma 3.1 by using the Hiilder Inequality. 
THEOREM 3.2. Let p be a fired number satisfying 1 < p < co. Suppose 
in Eq. (L) that B(t) is i?z L” and RE(t) is a function in L1 n BC. {f C(t) is in 
BC, and f(t) is in Ln n BC and pr is zk A(Lg n BC, 1;~ n RC). 
Proof of Theorem 3.2. The method of proof is the same as that of 
Theorem 3.1. The theorem will first be proved for small C(t). Let p E [ 1, co). 
Suppose that I/ Cl\ < (11 .R,jJ,)-I. From Eq. (3.2), x(t), the solution of (L) 
satisfies 
x(t) = RRE(t) x0 + s,’ RE(t - s)f(s) ds + j,” R& - s) C(s) x(s) ds 
Then, if -4 > 0 
II x II B[O,A] = (j,” I 4t)l” dt) Cl/ P) d II Rdt) xo Ilz+,A, 
+ iiJot w - w4 ds jillIo,Al + 111” W - 4 C(s) 4s) ds jlnIo,.A, “o 
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NOW am is in Lp n BC since Rs(t) is in L’ n BC’. Then 
II ?I’ Jl”le,Al 1 < II RE Ilp I ~0 I t II RE Ill II fil, +- Ii RE Ii1 iI C il II x Iinjo.Aj . 
Thus, 
II sll prC,AI G (II -&lip I . n t- I + II RE l/l I!fll,)U -- C II II RE W’ 
so x(t) is in LP. Since x(t) satisfies (3.2) it is also in BC. Hence, x(t) is in 
LP n BC. 
Now let C(r) be an arbitrary function in IX’,, . Then there is a T i 0 such 
that (( C, (( < (11 R, \lr)-r where C,(t) = C(t + T). The solution s(t) is a 
bounded continuous function on (0, T]. Referring to Eqs. (3,3) and (3.4) in 
the proof of Theorem 3.1 we see that .xr(t) = x(r +- T) solves 
xT’(t) .= [A + C,(t)] x&) + l‘t B(t - u) q-(u) du $ F(t); XT(O) -= x(T) 
0 
for t > 0 and where 
F(t) = f” B(t - u) X&A) du +f&). 
T  
From Lemma 3.1 it is clear that F(t) is in 0 n BC. Thus, xr(t) is in 
Lp n BC by the above proof for small C(t). Hence, x(t) is in L” f~ BC. 
For f  ELP n BC, let x0 = 0 in (I,) then p(j)(f) = x((f) and x(t) is in 
Lfl n BC. So pr. maps LP n BC into itself. Theorem 2.1 implies pL is in 
A(Lfl n BC, LD n BC). Q.E.D. 
We now prove similar results for C, spaces. 
DEFINITION 3.1. Let g be a continuous ?z by ti matrix such that g-l(t) 
esists for all t E RF. A C, space is the set of all functions x in (7 such that 
I( x /ig = sup 1 g-‘(t) x(t)[ < M 
ttR+ 
for some M > 0 
A C,-space is translation invariant if for each x E C and T > 0; x E C, 
implies A+ E Cg(sr(t) = x(t + T); t E R+) and x’r E C, implies x f  C, e For 
example if the entries of g are polynomials or exponentials, C, is translati.on 
invariant. 
DEFINITION 3.2. Let C(t) be an 11 x n matrix in C and Co, C,, be C, 
spaces. C(t) is “eventually small” with respect to the pair (Co, C,) if for 
every E > 0 there is a T > 0 such that !j G-lC,H !! < B where 
CT(tj = C(t $~ T). 
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THEORBM 3.3. Let C, and C, be translation invariant. If: 
(0 PE in 4C,, CG> 
(ii) RE(t) is in CG 
(iii) For any T > 0 and any h E C, sz B(t + s) h(s) ds E C, 
(iv) C(t) is eventually small with respect to (C, , C,) 
(v) f is in C, 
then x(t), the solution of (L), is in Co and pr. is in A(C, , Co). 
Proof of Theorem 3.3. We recall that a result due to Corduneanu (see 
Miller [6]), which states that if ,D~ is in A(C, , Cc) then there is an K > 0 
such that 
s 
t 1 G-l(t) R,(t - s)g(s)] ds < K for t E R+. 
0 
The theorem is proved first in the case where C(t) is small, that is, 
11 g-TG I/ < K-l. 
We know from Eq. (3.2) that x(t) satisfies 
x(t) = RE(t) x0 + it RE(t - s)f(s) ds + j6” R,(t - s) C(s) x(s) ds 
‘0 
So for any M > 0 
Thus 
II g-lcx /i[O,M~ G II g-lCG Ii Ii G-lx Ilro,hr~ 
II G-lx Il[o,nrl < (1 - II g-lCG I/ 1;)” (11 RE 11~ / I"O 1 + Kil.fli,>, 
hence, x E Co. 
Now let C(t) be any matrix satisfying (iv). Then there is a T > 0 such that 
jl g-r&G jl <K-r. Now x(t) the solution of(L) is bounded on [0, T] and from 
(3.2) and (3.4) xr(t) == s(t + T) solves 
x,‘(t) = [-4 + C,(t)] x&) + [” B(t - s) q(s) ds + F(t); 
‘0 
for t > 0 and 
~~(0) = x(T 
F(t) = .c B(t - s) x:T(4 ds +fr(t) 
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From the hypohesis (iii) and (iv) it follows F is in C, . Since Cr is small 
with respect to (C, , C,), it follows from the above that xr E Co. Hence, x 
is in Cc . 
Now both C, and Co are Banach subspaces ofLL1 with stronger topologies. 
Then it is clear from Theorem 2.1 that pL is in A(C, , C,). Q.E.D. 
EXAMPLE. Consider Eq. (L) and let g(t) = (t + l)-i1 and G(t) = I 
where I the n x z identity matrix. Suppose RE(t) is in LL n BC, and 
! B(t)! = O[(t + 1)-a] for some a > 2. If  j(t -C 1) C(t)! -+ 0 as t ---z j-co 
andfE C, then x(t) is in C1 = BC and pL is A(C, , BC). 
The previous theorems were restricted to perturbations of integrodifferential 
equations of convolution type. If  we require C(t) to also be in L1 it is possible 
to prove perturbation theorems for more general systems using techniques 
from ordinary differential equations. Consider the systems 
and 
s’(t) = A(t) r(t) + 6 B(t, s) x(s) ds +f(t); x(0) = x* (3.5) 
x’(t) = [A(t) -j- C(t)] x(t) + 1” B(t, s) x(s) ds -t f(t); r(0) = x,, (3.6) 
‘0 
We make the following assumptions: B(t, s) is an 11 by n matrix that is locally 
Lebesque integrable in the pair (t, s), A(t) and H - 1, C(t) are n by 8 
matrices in C. 
Let &(t, s) and RB(t, s) be the resolvents of equations (3.5) and (3.61, 
respectively. The next theorem is analogous to standard results in ordinary 
differential equations. 
THEOREM 3.4. Consider Es. (3.5) and (3.6). Suppose that (H - 1) holds 
and that C(t) and f(t) are in L1 n BC. Ijc R5(t, s) satisfies 1 R,(t, s)j < M for 
0 < s < t 5 +co and some M > 0 then x6(t), the solution of Eq. (3.6) is in 
BC and p6 de$zed by 
po( f)(t) = Jl R6(t, s) f (s) ds, is in A(L1 A BC, BC). 
Proof of Theorem 3.4. From [3.2], x(t), the solution of Eq. [3.6] satisfies 
t jot R& 4 f(s) ds .+ Jot R& s) (-7s) x(s) ds x(t) = R,(t, 0) x0 
so 
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By using Gronwall’s inequality we see 
and since C(t) is in Lr , x(t) is BC. Then it is clear from Theorem 2.1 that ps 
is a(,F n BC, BC). Q.E.D. 
IV. A SYSTEM OF CONVOLUTION TYPE 
This section deals with an equation of type (E). We seek to extend the 
result of Miller and Grossman [3], Theorem 2.3, to the case where B(t) is 
the sum of a matrix that is Lebesque integrable on R+ and a constant matrix 
of a given class. Such a result is needed in the analysis of the example that 
follows in Section VI. We note that Shea and Wainger [8] using different 
techniques than those used here obtained similar results for a scalar equation 
of type (E). 
Consider the equation 
x’(t) = Ax(t) + jt [B(t - s) -+ D] x(s) ds +-f(t); x(0) = x0 ((3 
0 
where B and D are constant n by n matrices, B(t) is a matrix of size n in L1, 
and x(f), f(t) are column vectors. We denote the resolvent of (G) by RG(t). 
If we suppose that the derivative B’(t) is also in L1, system (G) could be 
analyzed by differentiating the equation 
RG’(t) = -4R,(t) + j” (B(t - s) + D) R&) & R,(O) = I 
0 
in which case we get 
R;(t) = AR,‘(t) + [B(O) + Dl R&) + j” B’(f - s) RGN n’s; 
0 
l&(O) = I, R,‘(O) = A. 
Letting Yr(t) = RG(t) and Y2(t) = RG’(t) we can write this as the 2n 
dimensional system 
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Then from Theorem 2.3, Y1(t) = Ro(t) and 
if 
Det s1- 
0 I 
B(0) + D A 01 
= Det 
SI --I’ ‘0 
-a*(s) - D sl- A F 1 
for Re s 3 0. 
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Y2(t) = l&‘(t) are in L1 n BC, 
In this section we shall prove a result similar to Theorem 2.3 for Eq. (G) 
without the assumption that B’(t) be in L1. The following lemma concerning 
Volterra integral equations is needed. 
LEhmMA 4.1. Let B(t) be un ?z x n matrix in L1 fl BC, a& A a?z n x n 
matrix z&z all eigerzvalues having negative real part. 
Zf Det[sl - sB*(s) - A] + 0 for R . e b > 0 where s is a complex nu.mber 
and R*(s) is the Laplace trarzsform of B(t), then the solution of the equation 
x(t) = f(t) + [’ [B(t - S) + A] x(sj ds 
"0 
i.Y in L1 n BC, . 
Proof of Lemma 4.1. Recall from Section II above that r(t) is a matrix of 
size n in LL1 satisfying 
r(t) = --A - B(t) + j” (B(t - s) + A) r(s) ds 
0 
Let g(t) = -A - R(t) + ll B(t - s) I.(S) cts. Then r(t) solves 
r(t) = g(t) + jot AT(s) ds. 
Let rA(t) = --AeAt. From (2.6) we can express s(t) in terms of ~..~(t) as follows 
r(t) = g(t) - J” P.*(t - s)g(s) ds. 
0 
Substituting for g(t) we get 
where * denotes convolution. Since rA = --A + A * rA this may be reduced 
t0 
r(t) = h(t) + (H * r)(t) (4.1) 
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where 
and 
h(t) := YA(t) - (B - YA * B)(t) 
H(t) = B(t) - YA * B(t). 
Now (4.1) is an integral equation and the solution r(t) can be expressed in 
terms of the resolvent of (4.1). Denote this resolvent by r, . Hence, 
r(t) = h(t) - Iot rff(t - s) h(s) as. 
Now h(t) is in Ll n BC,, so r(t) is in L1 n BC,, if r, is in L1. From Theorem 
2.5, rH is in L1 if and only if 
det[l - H*(s)] =# 0 for Re s 3 0. 
But 
so 
H*(s) = B*(s) - (rA * B)” (s) 
= B”(s) + A(s1 - A)-l B*(s). 
det[L - H*(s)] = det[L - B*(s) - A(s1 - A)-l B*(s)]. 
Since det[sL - A] f 0 for Re s > 0 then if det[sL - A - sB*(s)] # 0 
for Re s > 0, det[L - H*(s)] Z 0 for Re s > 0. Hence rH ELI n BC, . 
Q.E.D. 
THEOREM 4.1. The resolvent, RG(t), of Eq. (G) is in L1 n BC, if 
(i) Det[s2L - SA - sB*(s) - D] + 0 for Re s > 0. 
(ii) There exists an n by n matrix Q(t), such that D(t), P(t), and 
SF CD(U) dzc are inU n BC, , Q(O) = 1; Det P(s) :f Ofor Re s > 0 
and SF a(u) du * D is a matrix with eigenvalues hating negative 
real parts. 
Proof of Theorem 4.1. In Eq. (G) if f(t) = 0 the solution x(t) satisfies 
x(t) = Rc(t) x0 . So it is sufficient to prove that x(t) is a function inL1 n BC, . 
We convolution multiply Eq. (G) by D(t); 
but 
rp *x’ = [@(t - s) x(s)lot - s qt - s) x(s) 0% 0 
= x(t) - CD(t) x0 - cp’ * x. 
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Thus, 
x(t) = @p(t) x0 + (-CD’ + @A + CD * B + @ * D) * x. 
The expression in parenthesis can be written as an L’ function plus a constant 
by writing W-D as 
0 x D = Iot @p(s) ds . D = - 1% Q(s) ds . D + Irn O(s) ds . D 
t 0 
so that 
where 
x(t) = Q(t) 20 + [(K + M)*x](t) 
K = -@’ + @A + CD * B - Srn a)(s) ds . D 
t 
and 
nrl = 
s 
m O(s) ds . D. 
0 
Then K(t) is in L’- n BC, and lW is a matrix with eigenvalues having negative 
real parts. By Lemma 4.1, x(t) is in L1 n BC, if 
det[sl - SK*(S) - &I] + 0 for Re s > 0. 
Now 
SI - SK”(S) - &I = SI + swys) - SI 
- s@“(s)A - s@*(s) B*(s) - @*(sjD + M - Af 
= @*(s)[sV - sA - sB”(s) - D] 
Since det a*(s) # 0 for Re s > 0, hypothesis (i) implies 
det[sI - SK*(S) - IV] i: 0; 
hence x(t) is in L1 n BC, . Q.E.D. 
The proof of Theorem 4.1 is similar to the proof of Theorem 2.5 given 
in [3]. Hypothesis (ii) is a technical hypothesis. I f  the eigenvaIues of D all 
have negative real part one may take @(t) = e-tI. There are other matrices 
for which such a G(t) can be found. For instance, if the eigenvalues of D 
have positive real parts and large imaginary parts. For example, let 
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Then R, lJ, and V have eigenvalues /\ =: -2 f 6i, x =: --I 5 2i and 
h == -1 f i, respectively. Also, UV = R. So, if D =: -R, the eigenvalues 
of D are 2 -$ 6i. But if D(t) == eUt then D(t), Q’(t), and 
are in L1 n BC, and det[sl - U] $ 0 for Re s 3 0. Furthermore, 
so 
s meutdt-D = -U-1(-R) = v 0 
and V has eigenvalues that have negative real parts. 
V. NONLINEAR SYSTEMS 
In this section we shall establish local stability results for (N) by use of the 
variation of constants formula given in Theorem 2.4 above. Miller and 
Grossman in [2] consider such a system where g(x) was a “higher order” 
functional. Here we prove a similar theorem but allow g(x) to be the sum of 
a “higher order” term and a small Lipshitz term. This result is needed in 
the application given in Section VI. 
DEFINITION 5.1. A functional h is of higher order in a Banach subspace 
X of I.,I,l if h maps X into X, h(0) = 0, and for each E > 0, there exists a 
6 > 0 such that 
where /I ljx is the norm defined on X and v1 , ys are in X and satisfy 
1; q1 /Ix < 6; II 92 lix < 6. 
THEOREM 5.1. &ppose in Eq. (117) that C(t) E C, B(t) ELLI, and g(x) = 
gl(x) + g2(x) where gl(x) is of higher order with respect to X a Banach subspace 
of LL1 and g2 maps X into X and satisfies {j g2(y1) - g,(cp,)ij,y < L I! q+ - 92 j& 
fw q+ , ~~ E X and L > 0. If f is in X, each column of RL(t, 0) is in X and pL 
is in A(X, X) then for each E > 0 there is a 7 > 0 such that if / x0 1 < 7, 
j! f I& < 7 and L < 7; Eq. (N) has a unique solution x(t) in x with II x [Ix < E. 
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Proof of Theorem 5.1. For any q~ in X define 
T(d(t) = WC 0)~0 +jot WC 4 f(s) ds 
+ It &(t, 4 g,kW ds + Iot JW 4 g&d(s) ds 
0 
for 0 < t < CYJ. Clearly T maps X into X. Since pL is in 13(x, X) there 
exists an M > 0 such that 
Now g, is of higher order in X so there exists a S > 0 such that 
II gdd - glb2)llx G (li3fl4) II 93 - 9+, lix 
if j/ v1 (ia r /I v2 iia < 8. Given E > 0 define e. = lbIin{S, E, l> and let 
Also, define 
For any ~JI E ~(0, co), 
II T(dll x f !I &(t, WX I x0 I + fif llf IIx + Af Ii gdcp)l!x + 114/l dy)llx . 
So if I x0 / < TJ, [lfllr < 77, and L < 7 then 
II %4ll, < kol-5) + (d6) + (~“/3) + (<o/6) < co 
Hence, T maps ~(0, eo) into itself and for q, , ve E ~(0, eO) 
Thus, T is a contraction map on ~(0, Ed) and has a unique fixed point x.(t). We 
see from Theorem 2.4 that this is also a solution of (IV) with (( x(t)jl, < eo. 
Q.E.D. 
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VI. AN APPLICATION TO REACTOR DYNAMICS 
In this section we apply some of the previous results to a system of type (N) 
that occurs in the point kinetics model of a coupled-core nuclear reactor. 
The kinetics equations stated here were derived by Kiihler and Plaza in [7]. 
dc,/dt = hij[pj(t) - +(t)J (i = l,..., N), (j = I,..., M), (6.1.b) 
where 
Pi denotes the power of thejth core, Cij denotes the effective concentration 
of the ith precursor in the jth core. There are M cores and N precursors in 
each core. ,& , hi9 , Q , Q, Ai are positive constants and the equality 
,Bj = C,“l=, pii holds. The coupling functions hkj relate to neutron migration 
from the kth to the jth core. Helliwell [4] and Levin and Nohel [5] have 
studied such equations for single core reactors. Here we make the following 
assumptions which are similar to those in [4] and [5]. It is assumed the reactor 
has an equilibrium state. Pi, and Cij, denote the power and precursor 
concentration in the jth core at equilibrium. pj , the reactivity of the jth core, 
is assumed to be of the form 
PM = - s 
d(s) Tj(x, t) dx (6.2) 
Gj 
where Gj is a region containing the jth core, x is a space variable varying over 
Gj, &(x) the temperature coefficient of reactivity at x, and Tj(x, t) the 
temperature at the point x at time t in the jth core as measured from the 
equilibrium temperature. We shall first consider a simplified reactor where 
each core is a slab of height W, Gj = [0, ~-1 for j = l,..., M. And for 
j = l,..., M; TV,x, t) solves 
and 
T&v, t) = T:,(x, t) + ~‘(-4 z%(t) pa 7 
T+, 0) = hi(s), 
T,i(O, t) = T&r, t) = 0 
(6.3) 
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Physically these boundary conditions correspond to the faces of each core 
being insulated. We make the following assumptions: 
~2, $, d+/dx, N, and dhijdx are in L2[0, T] and 
$, hj satisfy the boundary conditions of (6.3) 
(6.4) 
It is assumed the reactor is perturbed from equilibrium at t = 0. We then 
study Eqs. (6.1) and (6.3) with initial data p,(O) = pj, , ~~~(0) = cijO , and 
Ti(x, 0) = hj(x> for i = I,..., 1cI; j = l,..., N. One can formally solve (6.3) 
for Z’+z, t) explicitly in terms of p,(t) and substitute this into (6.1) via 
Eq. (6.2). If (6.4) holds the solution of (6.3) is given by 
where Tni and h,j denote the Fourier coefficients of TV and hf(x). Then 
where 
(6.7) 
bj(t) = f  
oln5hnje-n2to 
7l=O 
We now solve (6.1.b) for cij(t) 
By making use of (6.6) and (6.8) we write Eq. (6.1.a) as 
$ = AZ? + It Btt - $PtG h +.&I + WI'(~) + cd P)(t); $40) =% . (6.9) 
‘0 
where p(t) = Col[p,(t),..., p&)1, p, = Col(p,, ,-, Abfo), A @t), and K(f) 
are matrices defined by 
8jj = (“5 + rS,5)lAj Aij =0 * i#J (6.10.a) 
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B,(t) = - z + f  cijoe-Acjt ’ if] 
3 i-l 
(6.10.b) 
__ + ‘f ciioe-b”; K, = 0 W> &i(t) = - Aj i+j (6.10.~) 
i=l 
and the entries off and g are as follows 
fj(t) = 2 Cij,,e-““jt - k b,(t) 
i=l 3 
(6.10.d) 
gj( p)(t) =- 2 pj(t) jot 4 - 4 pj(s) ds 
3 
(6.10.e) 
DEFINITION 6.1. A solution of Eqs. (6.9), (6.8), and (6.3) is a set of 
functions pj(t), cij(t) and Tj(x, t) for i = l,..., N and j = l,..., M such that 
(i) pj’(t), cjj(t) are in C for i = I,..., 1L’; j = I,..., M. 
(ii) P(x, t), T$(r, t), and T~,Jx, t) are continuous in (x, t) for x E [0, n], 
t E [0, to) and j = I,..., M. 
(iii) lim,,,+ F(x, t) = /Y(x) for II” E [0, m] and T,j(O, t) = Txj(rr, t) = 0 
for t E Ii+, j = l,..., M. 
(3 P&h ci&), and P(x, t) satisfy (6.9), (64, and (6.3) for t E Rf 
and x~[O,z-]. 
Now we investigate the stability of (6.9) for perturbations from equi- 
librium power, precursor concentration, and core temperature. In Theorem 
6.1 below sufficient conditions are given for the local stability of the reactor. 
In [5] a single core reactor was shown to be globally stable under somewhat 
similar conditions by using Lyapunov techniques. 
DEFINITION 6.2. Equation (6.9) is stable with respect to a Banach 
subspace X ofLLl if for any E > 0, there exists a 6 > 0 such that if 1 p, 1 < 6, 
2 I ciio I < 6 and II hi !I2 -=c 6 
for j = I,..., M, then (6.9) has a unique solution, p(t), in X satisfying 
IlP IIX < E* 
After the behavior of p(t) is determined one can use Eqs. (6.8) and (6.5) 
to study cij(t) and P(x, t). 
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THEOREM 6.1. Consider Eqs. (6.3), (6.8) and (6.9) und assume (6.4) hoZds. 
(i) I f  CL&$ = fxojhd = 0 for j = 1 ,..., M and det[sl - A - B*(s)] + 0 
for Re s > 0 then: 
(a) Eq. (6.9) is stabZe with respect to L1 n BC, 
(b) cij(t) is in L1 n BC, and 
il 'ij ll~l,~~~, G Ii P ll~l~~~, + (1 + hT.f)l cijo I 
fOY i .= l,..., N; j = I)...) Ad. 
(c) Eq. (6.3) has a unique solution, Tj(s, t), such that 
)jhm Tj(s, t) = Pjo jmiD pj(s) ds . 7oj + h$ 
0 
zmiformly fo?, x E [O, 7r], j = l)..., M. 
(ii) In (6.7) oloj f 0, h,’ = 0 and OI,,$,~ > 0 fog j = I,..., ,!I2 and if 
det[szI - sB*(s) - sA] f 0 for Re s > 0 then: 
(a) Eq- (6.9) is stable with .respect o L1 n BC, 
(b) cij(t) is in L1 n BC,) and 
Ii ‘ij llL1,Bcb d II P IlLInBC, + (I + ‘;‘)I ‘ijo I 
for i = 1, . . . . N, j = 1,. .., M. 
(c) Eq. (6.3) has a unique soktion, Ti(x, t), such that 
lim T+, t) =- Pj, t-.*-x .r 
oa pj(s) ds . ‘7d + h,i 
un;formly for x E O[O, n-1, j = 1 ,..., M. 
(iii) If in (6.7), cx&,~ = 0, $” = d”4jdx2 is in L2[0, 7;J, and h,,(t) is in L1 
for i, j = l,..., ilf und ;f 
det ‘I 
[ 
-I 
-sB*(s) sl- il. 1 f0 for Re s > 0 
then 
(a) Eq. (6.9) is stable with respect to L1 n SC, . 
(b) cii is in L1 n BC, and 
II cgj llLlnBCo < II Pj !&)BC, + (1 + h$V cijo I 
fog i = I,..., N; j = I,..., M. 
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(c) Eq. (6.3) Jzas a unique solution, Tj(x, t), such that 
E-II Tj(x, t) = Pjoyoj Jam pj(s) ds 
uniformly in x for j = l,..., M. 
(iv) If in (6.7) a,&$ = 0 and if det[sI - B*(s) - A] # 0 for Re s > 0 
then 
(a) (6.9) is stable with respect o BC, . In ad&on, p(c~) = Km,,,, p(t) 
sati@es the equation 
P(m) = R*(O)f(a) + R*(O) c(a)P(m) + R*(O)g(p)(m) (6.11) 
where R*(O) = -[A + B*(O)]-l and 
gj(P)(m) = )& gA P>(t) = P?‘(m) joa aAt> dt- 
(b) +(t) is in BC, and II cti I! < II Pj II + I Cijo I 
(c) Eq. (6.3) has a unique solution, Tj(x, t), such that ;f rloj = 0 then, 
for j = I,..., M, 
)ji. T’(x, t) = pi(W) Pj, f $ COY nx + hOi 
n=1 
uniformly for x E [0, m]. I f  q,,i f 0 then this limit may not exist. 
Proof of Theorenz 6.1(i). We prove (a) by applying Theorem 5.1 to 
Eq. (6.9). Let R(t) denote the resolvent of the linear system 
x’(t) = Ax(t) + Jot B(t - s) x(s) ds; x(0) = x0 . 
Then (6.9) is equivalent to the equation 
P(t) = R(t) Po + Jot R(t - s) f(s) ds 
+ tt W -4 cd P)(s) d  +.c W -s) W P(S) ds 
We claim that R(t) is in L1 n BC,, and pR , the map defined by R(t), is in 
A(L1 n BC, ,L1 n IX’,,). It is clear from (6.7) that aj(t) is in P. Thus B(t) 
is in L1 and it follows from Theorem 2.3 that R(t) is in L1 A BC,, . I f  R(t) is in 
L1 n BC, it also follows that pR is in A(L1 n BC,, , L1 n BC,,). 
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Since u$(t) is in L1 n BC,, for j = l,..., M one can see by an elementary 
calculation that g(x)(t) is of higher order in L1 n BC, 1 It is also cfear from 
the hypothesis c@Q = 0 and (6.10) that f(t) is in Lr n BC, . In fact from 
(6.10) and Parseval’s relation it follows that 
Sofj(t> is small in L1 n BC, if XL, j cijO / and j[ la’ \I2 are small. 
Now for p, and p, E L1 n BC, , 
and 
So 11 K !I is small for &, j cii,, / and /I N 11s small. Hence the term K(t) p(t) in 
(6.9) is a “small” linear term. Then we may conclude from Theorem 5.1 
that (6.9) is stable with respect to L1 n BC, . This proves (a). 
To prove (b) we see from (6.8) that 
and 
Thus, 
and this proves (b). 
&so, since p?(t) is unique and in L1 n BC, it fcdows that (6.3) has a 
unique solution Tj(x, t) given by (6.5). From hypothesis (6.4) both d$/& 
and dhj/dx are in L2[0, n]. Hence, 
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so 
ii Tp, t) = Pi0 f. (;jh jot e-nztt-s)pi(s) ds) Tnj cos n,x 
and this limit is uniform for x E [0, ~1. This completes the proof of (i). 
Proof of Theorem 6.l(ii). We again use Theorem 5.1 to prove (a). For 
j = I,..., M, 
Uj(t) = Olojrloj + 2 anjq,je-n2t 
s=l 
So from (6.10.b) we see B(t) is the sum of a constant matrix and an L1 matrix. 
Since Det[stl - sB*(s) - s;il] # 0 f  or Re s > 0 Theorem 4.1 may be 
applied with G(t) = e-V to show n(t) is in Ll n BC,, . Then it follows that 
pR is in A(L1 n BC,, , Lx n BC,). In the same manner as in the proof of (i) 
one can shown the hypothesis of Theorem 5.1 hold and, hence, conclude 
(6.9) is stable with respect to L1 n BC,, . This proves (a). 
Parts (b) and (c) are proved as in Theorem 6.1(i). This completes the proof 
of (ii). 
Proof of Theorem b.l(iii). We shall first show R(t) is in L1 n BC, by 
using Theorem 2.3 and the comments preceding Lemma 4.1. Recall that 
so from 6.10.b, B(t) is the sum of a constant matrix and an L1 matrix. Also, 
since d%j/dx2 and ai are in L”[O, 1~1 B(t) is in L1. Now by differentiating the 
resolvent equation associated with (6.9) we obtain a 2M dimensional system. 
Since 
det 
SI -I 
-sB*(s) SI - A I 
f0 for Re s 3 0 
it follows from Theorem 2.3 that R(t) is in L1 n BC,, . Then it is also clear 
that ,oR is in _4(L1 n BC, , L1 n BC,). 
To show g(p)(t) is of higher order in Ll n BC, , f(t) is in L1 n BC, and 
k’(t)?(t) is a small linear term in L1 n BC,, we refer to the proof of part (i) 
of this theorem. Then we conclude from Theorem 5.1 that (6.9) is stable with 
respect to L1 n BC, . Finally, (b) and ( c ) f  II o ow immediately as in the proof 
of part (i). 
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Proof of Theorem 6.l(iv). We again prove part (a) by using Theorem 5.1. 
The procedure is the same as in previous portions of the theorem. The 
determinant condition implies Iz(t) is in L1 n BC,, . Since convolution 
preserves limits pR is in ,4(BC, , BC,). By direct calculation one can verify 
that the remaining hypothesis of Theorem 5.1 hold with X == BCz . We can 
conclude (6.9) is stable with respect to BC, . Sincep(t), the solution of (6.9) 
is in BC, , let p( co) I= lim,,,, p(l). Now p(t) satisfies 
+ 1’ R(t - s) K(s) p(s) ds + j ’ R(t - s) g(p)(s) ds 
“0 0 
for t E R+ and all the terms on the right-hand side have limits as t -+ + c~i. 
Letting t + f  00 we have 
p(m) = 0 + jom R(s) dsf(m) + jam R(s) ds . K(~)P(~! + jam WW *gIP)(~j 
where J(co) = lim,-+,f(t), K(a) == lim,,,, K(t), and 
gj(p)(oo) = Pj‘z(o[)) jam Uj(S) ds. 
Recalling that R*(O) = g R(s) ds and R*(s) = [d - A - B*(s)]-1 we see 
R*(O) = -[A + B*(O)]-l. This proves (a). 
Since >(t) is in BC, we calculate +(co) from (6.8) 
lim c&j = J$II~ [hij 1” e-“ij(“+)pj(s) ds + cijoe-d~~f] = ~~(a). t-+-m 0 
Also, 
11 cij il < Xij ’ 
u 
‘m e-“*j’dt 
0 ) 
// pj /i -k \ cifO j G Ii Pj Ii + 1 %jO I 
and (b) is proved. 
Since p(t) E BC, (6.3) h as a unique solution given by (6.5). Furthermore 
if 7joj = 0 we can also calculate 
+ f  h,G-rc2t cos ../ 
r7,=0 
= Pjopj(aj f lllaja-2 cos WY + ho’ (j = I,..., M). 
*2=1 
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and this limit is uniform for x E [0, m] since 
for j = l,..., M. If q,,i # 0 then the term 
appears in the expression for F(x, t). But 
does not exist unless pj(s) is in L1. Certainly this limit does not exist if 
pj( ok) = l&,+,&co) # 0. Now p(oo) = 0 is not a solution of (6.11) if 
f(a) # 0. So if f(cu) # 0 then pi(co) # 0 for at least some j satisfying 
1 < j < M. This completes the proof of Theorem 6.1. Q.E.D. 
We note that lim,,,p(t) = 0 and lim,,,, cii(t) = 0 correspond to the 
reactor asymptotically returning to the equilibrium state. This was the case 
in parts (i), (ii) and (iii) of Theorem 6.1. Insulating the faces of the reactor 
results is a zero eigenvalue which accounts for the heat buildup in the cores. 
In (i), (ii) and (iii) this was of the same order of magnitude as 11 p Ill and 
I\f !\a . However, in (iv) it was possible for the temperature to become 
unbounded. This is not reflected in Eq. (6.10) since 
The term q,,k$Pjo J&(s) d s vanishes since ?lo&aj = 0. Thus, p?(t) is bounded 
on R+. 
Since the temperature appears in Eq. (6.9) only through the reactivity 
(Section 6.2) one can use the previous techniques in the case Gj is a region in 
Rn. Helliwell in [4] considers such a case for a single core reactor. Here we 
shall consider a reactor having M cores with the jth core is contained in the 
region Gj . Suppose Z’~(X, t) solves 
T&G t) = L[W, t)1 + @@) W% t) + ?lj(4 PjoPj@> 
Tj(x, 0) = E(x) for XE G5 (6.12) 
Tj(x, t) + vqx)[aTj(x, t)p?z] = 0 for x E P, t > 0 
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where x = Colja, ,..., xM) E R”, I’j is the boundary of Gj, 6Tj/& is the 
normal derivative of l’i(x, t) at x* E P and L,(.) is an elliptic differentiai 
operator of the form 
where a,?(.~) are known functions and a(x) is the determinant of the matrix 
formed by U&X). 
DEFINITION 6.5. A function f(x) defined on S is of class Cm(S) if all its 
first RZ partial derivatives exist and are continuous on S. It is of class C~+“(S’) 
if the first nz partial derivatives exist and are Holder continuous with exponent 
Y on S. 
DEFINITION 6.6. A surface I’ is in P(F) if for each y  in I’ there exists 
a neighborhood u of y  such that for x in u 
xi = h(Xl ,..., xi-1 ) xi+1 ,...) &) 
where h is a function in C,,(U). 
Let Gj = Gj u P. We shall make the following assumptions: 
A-l LX’(X), qx) E C(Gj) 
g(X), qj(x) E Cy.Tj) 
qj(x) < 0; Q(X) satisfies the boundary conditions. 
-4-2 a&c) E c2+a(cj) 
There exists a constant M > 0 such that 
for all x E Gj and for all real vectors 5 in Rn. 
A-3 d(x) > p > 0 or vi(x) = 0 
G(x) E C2+a(P), P is of class C-+m 
?Ve now solve (6.12) by using an eigenfunction expansion. Letting 
Tj(x, t)“== LJQ) V(t) we see 0 and Vi solve * 
i/j’(t) = -pvj(t) W(0) = VJ 
L,[u$x)] = -[Zj + @(Lx)] U’(x) (6.13) 
uj(x) + lqx)[au+qan] = 0 for x E P; j = I,..., M 
and V$ is determined by initial conditions. We shall assume: 
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A-4 The eigenvalues of 6.13 can be arranged in a nonincreasing 
sequence, 0 < Zii < l$ < -.- < lki < .** where l,Cj -+ fco as 
k -+ +co for j = l,..., M. All eigenvalues are of finite multi- 
plicity and are repeated according to multiplicity. 
A-5 The sequence of corresponding eigenfunctions {~~j(x)}z=~ for a 
complete orthonormal set in L2[Gj] for j = l,..., M. 
Let h,fii and qlaj denote the Fourier coefficients of hi(x) and qj(x). From 
Theorem 10, Ito [6] one can formally solve (6.12) and obtain a solution 
+ PJO il lot e- Li(t-~)pj(s) dqn%,Jx) j = l,..., M. (6.14) 
Thus, 
pj(t) = - SG) cd(x) F(x, t) ax 
where 
Letting 
we can write 
Olnj zz.z s d(x) u,(x) dx, n = 1, 2,... . Gi 
(6.15) 
p&) = - b&) - Pi, s t a& - s) pi(s) ds 0 
If we substitute pj(t) into (6.9) and solve for +(t) (See Eq. 6.8) we obtain the 
system 
4 = A&) + It B(t - s) p(s) d s f f(t) + w PC4 + g(P)(t) P(O) = PO 
‘0 (6.16) 
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with A, B(t), K((t),f(t), and&p)(t) d e ne fi d as in (6. loj but with aj(t) and b,(t) 
defined as in (6.15). 
DEFINITION 6.7. A solution of system (6.16), (6.12) and (6.8) is a set of 
functions pi(t), +(t) and Tj(x, t) such that 
(i) pi’(t) and cij(f) are in C for i = l,..., N and j = 1, . . . . M. 
(ii) T@, t), T$(x, t) and I”&,j(.x, t) are continuous in (x, t) for x E Gj , 
t E R+ and i, j = l,..., M. 
(iii) lim t+,,+ Tj(x, t) = II+) for x E Gj, j = l,..., M and 
T~(x, t) + d(x)[STj(x, tp] = 0 for x E rj, 
t > 0 andj = l,..., M. 
(iv) pj(t), +(t) and Tj(x, t) satisfy (6.16), (6.12), and (6.18) for 
i = l,..., N;j = l,..., M. 
In the following theorem we use the word stable as defined in Definition 6.2 
but with reference to Eq. (6.16). 
THEOREM 6.2. Ccmsider Eqs. (6.16), (6.12) and (6.8). Assume A-l through 
A-5 holds. If  12 > 0 for j = l,..., M and det[sl - A - B*(s)] J- 0 for 
Re s 3 0 them 
a. Eq. (6.16) is stable with respect to L1 n BC,, 
b. cu(t) is i&l n BC,, and ]I cij jjLlnBco < I! pi jjLlnBco + (1 + A;‘) ! cue j 
for i = l,..., N; j -= I,,.., M. 
c. Eq. (6.12) has a solution given by (6.14) rind lim,,,, Tj(x, tj = 0 
uniformly for x: E Gj . 
Proof of Theorem 6.2. The proof of parts (a) and (b) is identical with that 
in Theorem 6.1(i). Part (c) follows from (6.14) and Friedman [If, Theorem 1, 
page 157 and Theorem 4, page 167. 
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