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Abstract
Lattices are discrete subgroups of the Euclidean space. While they are highly
structured objects and their elements can easily be described by means of
integer linear combinations of their basis vectors, it is possible to define NP-
hard problems on them. Due to the existence of a class of lattices with
favourable worst-case to average-case connection, these problems are well
suited as basis for provable secure cryptosystems. The problems appearing in
this thesis are the shortest vector problem (SVP), the closest vector problem
(CVP) and their approximate versions respectively. All known algorithms
that solve these problems exactly run in exponential time, while there are
polynomial time algorithms that solve these problems approximately. The
latter ones either perform or are based on basis reduction. Any improvement
on these algorithms has direct impact on the security parameters of various
cryptographic functions proposed. This thesis contains results on the algo-
rithmic side as well as theoretical considerations. Concerning approximation
of SVP, a polynomial time improvement of LLL —probably the most famous
lattice basis reduction algorithm— is presented. Further, improvements on
both, an algorithm to solve the SVP exactly and an algorithm to solve the
CVP exactly, are given. The first extends the AKS sieve algorithm while the
second is a closest point search algorithm based on HKZ bases. The more
theoretical results are two-fold: on the one hand, we prove new inequalities
on the harmonic, geometric and arithmetic means inequalities if two of the
means are known. This leads to new inequalities between the orthogonality
defect and the Seysen measure of a lattice basis, both quantifying the re-
ducedness of a basis. On the other hand, the natural density of rectangular
unimodular matrices is computed, giving partial answers on the probabil-
ity that randomly chosen lattice vectors can be completed into a basis or
generate the lattice respectively.
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Zusammenfassung
Gitter sind diskrete Untergruppen des euklidischen Vektorraumes, deren
Elemente einfach als ganzzahlige Linearkombinationen ihrer Basisvektoren
beschrieben werden ko¨nnen. Trotzdem bilden sie die Grundlage fu¨r ver-
schiedene NP-schwere Probleme. Es existiert sogar eine Klasse von Gittern
mit gu¨nstigem worst-case zu average-case Verhalten, was sie fu¨r die Entwick-
lung von beweisbar sicheren Kryptosystemen interessant macht.
In dieser Arbeit spielen die zwei wohl bekanntesten Gitterprobleme, das
shortest vector problem (SVP) und das closest vector problem (CVP) bzw.
die entsprechenden Na¨herungsprobleme, eine zentrale Rolle. Wa¨hrend Al-
gorithmen, welche die exakten Versionen dieser Probleme lo¨sen, exponen-
tielle Laufzeiten haben, existieren Algorithmen mit polynomieller Laufzeit
zur Lo¨sung der approximativen Probleme. Die Letzteren basieren meist auf
Gitterreduktionsalgorithmen und jede Verbesserung dieser hat einen direk-
ten Einfluss auf die Sicherheitsparameter verschiedenster kryptographischer
Funktionen.
Diese Arbeit beinhaltet sowohl algorithmische als auch theoretische Re-
sultate. Im Bereich des approximativen Lo¨sens von SVP wird eine Verbesse-
rung des wohl beru¨hmtesten Gitterreduktionsalgorithmus LLL pra¨sentiert.
Es wird bewiesen, dass der neue Algorithmus polynomielle Laufzeit hat.
Weiter werden Verbesserungen von Algorithmen, welche die exakten Ver-
sionen von SVP und CVP lo¨sen, vorgestellt. Die Eine basiert auf dem AKS
sieve Algorithmus, die Andere auf einem CVP-Suchalgorithmus, welcher auf
Basen operiert, deren dualen Basen HKZ reduziert sind.
Auf der eher theoretischen Seite beweisen wir einerseits neue Ungleichun-
gen zwischen dem harmonischen, geometrischen und arithmetischen Mittel,
falls zwei der drei Mittel gegeben sind. Dies fu¨hrt zu neuen Ungleichungen
zwischen dem orthogonality defect und der Seysen measure, zweier Werte,
welche die Reduziertheit der Basis quantifizieren. Andererseits berechnen
wir die asymptotische Dichte von invertierbaren Rechteckmatrizen. Dieses
Resultat gibt eine Teilantwort auf die Frage, mit welcher Wahrscheinlichkeit
zufa¨llig gewa¨hlte Gittervektoren zu einer Basis erga¨nzt werden ko¨nnen, bezie-
hungsweise mit welcher Wahrscheinlichkeit sie das Gitter erzeugen.
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Introduction
In this chapter we provide the reader with some necessary background on lattices and
introduce the notation used throughout the thesis (Section 1.1). It is further explained
how the work conduced is motivated (Section 1.2) and an overview on the results is given
(Section 1.3).
1.1 Lattices
We consider lattices as discrete subgroups of Rm and unless stated otherwise, ‖·‖ denotes
the Euclidean norm. For 1 ≤ p <∞, ‖ · ‖p denotes the usual p-norm and ‖ · ‖∞ denotes
the infinity norm. Bold lowercase letters (e.g. b, x, y and v) will usually denote vectors.
Bold uppercase letters (e.g. S, C) will usually denote sets.
Definition 1.1.1 Let n ≤ m ∈ N. A lattice L of dimension m and rank n is a discrete
subgroup of Rm consisting of all Z-linear combinations of n linearly independent vectors
b1, . . . ,bn ∈ Rm. The vectors b1, . . . ,bn form a basis of the lattice.
If the rank n equals the dimension m we say that L has full rank. Given a lattice basis
b1, . . . ,bn of L we will usually write them as columns of a matrix B ∈ Rm×n in the
following way:
B = [b1, . . . ,bn].
For a lattice L, a subgroup L′ ⊆ L is called sublattice of L. The elements of a lattice L
with basis B = [b1, . . . ,bn] are the integer linear combinations of the basis vectors,
L = L(b1, . . . ,bn) = L(B) = {Bx : x ∈ Zn} .
It is important to notice that lattices of rank n ≥ 2 have infinitely many bases, as the
following equivalence implies:
L(B1) = L(B2)⇔ ∃U ∈ GLn(Z) : B1U = B2.
1
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It is clear that if two bases B1 and B2 generate the same lattice, they also span the same
n-dimensional subspace in Rm:
L(B1) = L(B2)⇒ span(B1) = span(B2).
Hence for a lattice L ⊂ Rm, span(L) is well-defined as the space spanned by the vectors
of any of its bases. Associated with a basis B of a lattice is its fundamental parallelotope
P(B) := {Bx : x ∈ Rn, ‖x‖∞ < 1}.
The volume vol(L) of a lattice L of rank n and with basis B is the n-dimensional volume
of its fundamental parallelotope and can be computed by
vol
(L(B)) = det (L(B)) = √detBTB = √det(〈bi,bj〉)i,j .
Note again that if B2 = B1U with U ∈ GLn(Z), then detBT1 B1 = detBT2 B2 and hence
the volume of a lattice is well-defined. For a given basis B ∈ Rm×n, we denote by pii,
1 ≤ i ≤ n, the orthogonal projection
pii : span(b1, . . . ,bn) −→ span(b1, . . . ,bi−1)⊥.
The usual Gram-Schmidt orthogonalized basis is then given by
B∗ = [b∗1, . . . ,b
∗
n] = [pi1(b1), . . . , pin(bn)].
Defining the Gram-Schmidt coefficients as
µi,j :=
〈bi,b∗j 〉
〈b∗j ,b∗j 〉
for 1 ≤ j < i ≤ n,
we have
pi(bi) = b
∗
i = bi −
i−1∑
j=1
µi,jb
∗
j (1.1.1)
and
BT =

1 0 · · · · · · 0
µ21 1
. . .
...
µ31 µ32
. . .
. . .
...
...
. . .
. . . 0
µn1 . . . . . . µnn−1 1

B∗T . (1.1.2)
The volume of a lattice can alternatively be computed from the lengths of the Gram-
Schmidt basis vectors:
vol
(L(B)) = n∏
i=1
‖b∗i ‖.
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For a positive real number r > 0 and a point x ∈ Rm, by Bm(x, r) ⊂ Rm we denote the
closed ball of radius r around the origin:
Bm(x, r) := {y ∈ Rm : ‖y‖ ≤ r}.
In the case where x = 0 ∈ Rm we simply write Bm(r) := Bm(0, r). For 0 ≤ r < R we
denote the half open annulus by
Cm(r,R) := Bm(R)\Bm(r) = {y ∈ Rm : r < ‖y‖ ≤ R}.
We have seen that a lattice L ⊂ Rm consists of points in the m-dimensional Euclidean
space that are arranged in a highly structured way. Given a basis of a lattice, the elements
of the group are easy to describe, and checking whether a point t ∈ Rm belongs to the
lattice can be done in polynomial time. Despite the easy description and seemingly nice
structure of a lattice, there are some associated values which are not in general easy to
compute. Some of them are the successive minimas and the covering radius which we
are going to define now.
Definition 1.1.2 The i-th minimum λi(L) of a lattice L is defined as the radius of the
smallest zero-centered ball containing at least i linearly independent lattice vectors:
λi(L) := min
{
r > 0 : dim
(
span
(L ∩ Bm(r))) ≥ i}.
In particular λ1(L) denotes the length of the shortest nonzero lattice vector in L.
Definition 1.1.3 The covering radius µ(L) is defined as the maximum distance a point
in span(L) ⊆ Rm can have from the lattice:
µ(L) := max
t∈span(L)
min
v∈L
‖t− v‖.
Equivalently this is the smallest radius that closed balls centered at each lattice point
must have to cover the whole space spanned by the lattice vectors.
As already mentioned, the computation of the successive minimas and the covering
radius is not in general easy. However there are some well known bounds (e.g. [CSB87,
MG02, NV10]): Recall that given a basis B of a lattice L in Rm its volume vol(L) can
be computed in polynomial time. In fact the volume is a meaningful invariant of the
lattice. The first minimum λ1 of a lattice of rank n with given volume can be upper
bounded. Let Λn denote the set of all lattices of rank n.
Definition 1.1.4 The Hermite constant of dimension n is defined as
γn := maxL∈Λn
λ21(L)
vol(L)2/n ,
where the maximum is taken over all lattices of rank n.
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The values of γn along with the corresponding lattices are known for n = 1, . . . , 8 and
n = 24. For the rest only bounds are known. Using Blichfeldts Theorem (see e.g.
[MG02]), which says that in any measurable subset S ⊂ span(L) of volume bigger than
vol(L) there exist two distinct points t1, t2 ∈ S such that t1 − t2 ∈ L, Minkowski was
able to derive an upper bound on the Hermite constants. Setting
S = Bm(r) ∩ span(L) with r =
(
vol(L) + 
vol(Bn(1))
)1/n
,
we get that
vol(S) = vol(L) +  > vol(L).
We can conclude what is basically Minkowski’s first theorem:
λ1(L) ≤ 2 · vol(L)
1/n
vol(Bn(1))1/n
. (1.1.3)
Hence, for all lattices of rank n it holds that
γn ≤ λ
2
1(L)
vol(L)2/n ≤
4
vol(Bn(1))2/n
≤ 1 + n
4
,
where the last inequality comes from well known bounds on vol(Bn(1)) [NV10, Chapter
2]. So given the volume of a lattice, we immediately have an upper bound on the length
of its shortest vector. Unfortunately no similar bound for the other successive minimas
is known. Minkowski’s second theorem bounds the geometric mean of the first d ≤ n
successive minimas (see e.g. [NV10, Chapter 2]):(
d∏
i=1
λi
)1/d
≤ √γn det(L)1/n for 1 ≤ d ≤ n.
While there exist lattices for which Minkowski’s first theorem (1.1.3) is asymptotically
tight ([MG02, Chapter 1.2]), lattices of fixed volume can be constructed in which the
shortest vector is arbitrarily short.
There exist some heuristic on the lengths of the consecutive minimas of a lattice (see
e.g. [NV10, Chapter 2], [GN08]).
• For a measurable subset S ⊂ span(L) we have |S ∩ L| ≈ voln(S)vol(L) .
• Further λi(L) ≈
(
vol(L)
voln
(
Bn(1)
))1/n.
They are commonly known as Gaussian Heuristic. The second heuristic can be seen as
consequence from the first: Choose S = Bm
(
λi(L)
) ∩ span(L). Then we expect |S ∩ L|
to be independent of n and hence |S ∩ L| ≈ voln(S)vol(L) = λni voln(Bn(1))vol(L) implies the second
heuristic.
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1.2 Motivation
Lattices are objects of huge interest in both cryptography and cryptanalysis. Their role
in cryptanalysis dates back to 1982, when Lenstra, Lenstra and Lova`sz [LLL82] presented
the well-known LLL algorithm, that in polynomial time computes a reduced basis from
an arbitrary lattice basis. Having a wide range of other applications from number theory
to integer programming, it serves as strong cryptanalytic tool (e.g. [Odl90, JS94]). From
the cryptography side of view, the interest in lattices is mostly due to some well studied
and provable hard problems associated with them. We refer to e.g. [MG02] for an
overview of complexity results on lattice problems. Probably the two most famous
ones are the shortest vector problem (SVP) and the closest vector problem (CVP) and
their approximate versions respectively. Let L be a lattice of rank n. For γ ≥ 1, the γ-
approximate SVP asks for a vector v ∈ L such that ‖v‖ ≤ γ‖w‖ for all w ∈ L. Similarly
the γ-approximate CVP asks, given an arbitrary point t ∈ span(L), for a vector v ∈ L
such that ‖v−t‖ ≤ γ‖w−t‖, for all w ∈ L. If γ = 1, we simply talk about the SVP and
CVP respectively. While the NP hardness of CVP for any norm ‖·‖p, p ∈ N∪∞, has been
known since 1981, the hardness of SVP was only known to be NP hard for the infinity
norm ‖ · ‖∞ by that time [vEB81]. In 1998, Ajtai managed to prove the NP hardness
of SVP (with respect to the Euclidean norm) under randomized reductions [Ajt98] and
it has been proven that SVP is even NP hard to approximate within a factor γ <
√
2
under randomized reductions [Mic01]. Also the approximate version of CVP has proven
to be NP hard with an approximation factor γ = 2O(logn/ log logn) [DKS98], which is
exponentially smaller than nc for any c > 0. However both problems are not likely to be
NP hard to approximate with approximation factor γ ≥√n/ log n [GG00]. Nevertheless,
no polynomial time algorithm solving the approximate versions of SVP and CVP with
polynomial approximation factor is known. The above mentioned LLL algorithm directly
solves the approximate SVP with approximation factor γ = 2O(n) in polynomial time.
The LLL algorithm is also a key part of Babai’s nearest plane algorithm [Bab86] which
solves the approximate SVP with approximation factor γ = 2O(n) in polynomial time.
A problem being NP hard only guarantees that it is hard in the worst-case, while
it might be that most instances are easy to solve, i.e. it is easy on average. Basing
cryptographic functions on these kinds of problems is clearly of limited use. Since the
celebrated result by Ajtai [Ajt96] in 1996, who came up with a class of integer lattices
for which the average-case complexity of the SVP is based on the worst-case complexity
of some —approximate, with polynomial factor— lattice problems, lattices are a central
object of study when it comes to the construction of provable secure cryptosystems. The
security proofs of these constructions rely on the hardness of some approximate versions
of lattice problems and therefore any improvement in lattice reduction algorithms has
direct influence on the choice of the parameters of these constructions. Due to the gap
between the provable NP hardness of lattice problems and what modern lattice basis
reduction algorithms are capable of achieving, even remarkable improvements in lattice
basis reduction would not make the complexity hierarchy collapse, i.e. imply that P=NP.
It is common knowledge that modern lattice reduction algorithms in practice perform
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better than guaranteed by their provable worst case behaviour. Recently systematic
empirical evidence [NS06, GN08] has been generated supporting this theory. It seems
that modern lattice basis reduction algorithm achieve an approximation factor for SVP
of the form αn, where α > 1. It is argued that while α ≈ 1.012 can be achieved,
α ≤ 1.005 seems completely out of reach in dimensions beyond n = 500.
Supported by empirical evidence, the author of this thesis believe that heuristic
methods could drastically improve the performance of modern lattice basis reduction
algorithm. For example an algorithm basically repeatedly performing LLL reduction
followed by ordering the basis vectors according to their lengths lead to entries in the
hall of fame.1
1.3 Overview of results
In Chapter 2 we review the well known LLL reduction algorithm and its early improve-
ments DeepLLL and BKZ. The main contribution is a new algorithm, called PotLLL,
reducing the theoretical and practical gap between LLL and DeepLLL. We prove that
the new algorithm runs in polynomial time and show that it outperforms LLL by means
of the Hermite factor of the shortest basis vector in practice. To our knowledge our
algorithm is the first improvement of LLL that still provably runs in deterministic poly-
nomial time. We also compare its practical behaviour to BKZ with small blocksizes
and a DeepLLL variant with small blocksizes. We further give an independent view on
the practical performance of modern lattice basis reduction algorithms as has been con-
duced in [GN08, NS06]. Most results of this chapter are contained in [FSW13] and have
been accepted for the International Workshop on Coding and Cryptography - WCC 2013.
In Chapter 3 we improve the technique to solve the CVP based on dual HKZ-bases
by J. Blo¨mer [Blo¨00]. His technique is based on the transference theorems given by
Banaszczyk [Ban93] which imply some necessary conditions on the coefficients of the
closest vectors with respect to a basis whose dual is HKZ-reduced. Recursively, starting
with the last coefficient, intervals of length i can be derived for the i-th coefficient of
any closest vector. This leads to n! = en lnn+O(n) candidates for closest vectors. In this
chapter we refine the necessary conditions derived from the transference theorems, giving
an exponential reduction of the number of candidates. Our improvement is due to the
fact that the lengths of the intervals are not independent. In the original algorithm the
candidates for a coefficient pair (vi, vi+1) correspond to the integer points in a rectangle
of volume i ·(i+1). In our analysis we show that the candidates for (vi, vi+1) in fact lie in
an ellipse with transverse and conjugate diameter i+ 1, respectively i. This reduces the
expected number of points to be enumerated by an exponential factor of about 0.886n.
We further show how a choice of the coefficients (vi+1, . . . , vn) influences the interval
from which vi can be chosen. Numerical computations show that these considerations
allow to bound the expected number of points to be enumerated by n0.75n = e0.75n lnn
1http://www.latticechallenge.org/svp-challenge/index.php
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for 10 ≤ n ≤ 2000. The results of this chapter are contained in [WM12] and have been
submitted for publication.
In Chapter 4, a probabilistic algorithm by Ajtai et al. [AKS01] solving the shortest
vector problem with 2O(n) time and space complexity is at the center of our consider-
ations. We derive new bounds on the number of points with minimal mutual distance
inside a ball of given radius and derive new complexity upper bounds on the aforemen-
tioned algorithm. We improve the complexity upper bound by Nguyen et al. [NV08] from
time 25.9n+O(logn) and space 22.95n+O(logn) to time 24.2n+O(logn) and space 22.1n+O(logn).
Further we generalize the heuristic sieving algorithm proposed in [NV08] in a way that
we think could close the gap between sieving techniques and enumeration. Instead of
considering only pairs of lattice vectors in the sieving steps, we propose to run a SVP-
solver on β-tuples, 2 ≤ β ≤ n, of lattice vectors. First steps of the analysis thereof are
taken, a complete analysis is still to be done.
The starting point to the considerations in Chapter 5 was a new way to express the
Seysen measure of a lattice basis as trace of a symmetric positive definite matrix by
Maze [Maz10]. The Seysen measure equals the sum of the corresponding eigenvalues
having harmonic mean 1. The orthogonality defect, another way of measuring the re-
ducedness of a basis, corresponds to the product of these eigenvalues. This motivated
the work on bounds on the harmonic, geometric mean respectively, when the two other
means are known. Our main contributions are a tight upper and lower bound on the
geometric mean when the arithmetic and harmonic means are known (Theorem 5.2.8)
and similarly an upper and lower bound on the harmonic mean when both the geometric
and arithmetic means are known (Theorem 5.2.7). These new inequalities imply new
inequalities between the Seysen measure and the orthogonality defect of a lattice basis.
In the first part of the chapter we further bound the distance of coefficient vectors
by the distance of the according vectors and the Seysen measure of the respective basis
(Lemma 5.1.4). The results on the harmonic, geometric and arithmetic means inequali-
ties have been published in [MW12].
The initial motivation for Chapter 6 was the development of a genetic algorithm to
improve existing lattice reduction algorithms. Having a population of fairly reduced lat-
tice bases, we were looking for ways to combine these bases to generate a new population
of further reduced basis. For lattices of rank n the idea was to take a subset of k1 < n
basis vectors from one basis and a subset of k2 < n−k1 basis vectors from a second basis,
and complete them into a new basis containing the chosen basis vectors. The question
was whether we can expect this kind of recombination to be successful with reasonable
probability. The result of this chapter gives a partial answer to the question. Under the
assumption that the coefficients of the chosen basis vectors with respect to some fixed
basis are uniformly at random from a box [−β, β]n∩Zn, we compute the probability that
it is possible to recombine two bases in this way for β → ∞. More generally, we show
(Proposition 6.2.5) that the natural density of unimodular k × n matrices for k < n,
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equals Dk,n :=
∏n
i=n−k+1 ζ(i)
−1, where ζ(·) is the well known Riemann zeta function.
The considerations made also give an answer to the dual version of the above described
problem: Given l > n vectors such that the corresponding coefficients are uniformly at
random from a large box, the probability that these vectors generate the lattice tends
to Dn,l :=
∏l
i=l−n+1 ζ(i)
−1.
Unfortunately the genetic algorithm as mentioned above did not prove to give a
considerable improvement of existing lattice basis reduction algorithms. However the
results on the natural density of unimodular matrices has been published in [MRW11].
Chapter 2
Improvements of LLL
In 1982, Lenstra, Lenstra and Lova`sz [LLL82] came up with a notion of a reduced lattice
basis together with a polynomial time algorithm to compute such bases. It is normally
referred to as the LLL reduction algorithm and the according basis is called LLL-reduced.
It is considered to be one of the most important algorithmic achievements in the last
century [NV10, Preface] and it has applications in a wide area reaching from number
theory [NV10, Chapter 7] to integer programming [NV10, Chapter 9]. It has further
already at an early stage proved to be a powerful tool for cryptanalysis. As such it can
for example be used to solve some instances of the subset sum problem [LO85] directly
leading to attacks to knapsack type of cryptosystems (e.g. [MH78]). As lattices remain
popular when it comes to constructing provably secure cryptosystems, any improvement
of the existing algorithms is of interest to the crypto-community. Probably the most
important improvements of LLL are due to Schnorr and Euchner, who suggest the so
called BKZ algorithm and LLL with deep insertions (DeepLLL) [SE94]. While the deep
insertion variant of the LLL algorithm in practice finds shorter vectors that the original
LLL algorithm, its running time is no longer polynomial. In this chapter we present
the PotLLL algorithm [FSW13], which outputs a basis that satisfies stronger conditions
than LLL, but weaker conditions than DeepLLL. We will show that neither DeepLLL nor
PotLLL satisfy stronger bounds than those proven for LLL when it comes to the length
of the first basis vector. However there is strong empirical evidence that the proven
worst case bounds for the first basis vector of reduced lattice bases do not reflect the
actual performance of the reduction algorithms [NS06, GN08]. We compare the practical
behaviour of our new algorithm to different variants of LLL, DeepLLL and BKZ. We
will see that our new algorithm in practice leads to shorter vectors than the original
LLL algorithm. As our algorithm still runs in provable polynomial time, we consider it a
serious alternative to the classical LLL algorithm. Further we reproduce and extend the
results in [NS06, GN08] on the practical behaviour of the different reduction algorithms.
We start by defining the potential of a lattice basis and its behaviour under certain
(unimodular) operations on the lattice basis in Section 2.1. This will play a main role
throughout the chapter. We then quickly review the definition of an LLL reduced basis
and the principle of deep insertions which was an early improvement of the original
9
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algorithm and give the definition of a BKZ reduced basis. In Section 2.4 we introduce
the new notion of a PotLLL reduced basis and give an algorithm to compute it out
of an arbitrary lattice basis in Section 2.4.1. We further give empirical results on the
performance of PotLLL and compare it to different variants of LLL, DeepLLL and BKZ.
Finally in Section 2.5 possible extension for future work are suggested.
Most of the results in this chapter emerged out of joint work with Felix Fontein and
Michael Schneider and is submitted [FSW13].
2.1 The potential of a lattice basis
In this section we define the potential of a lattice basis as it is used in the proof of the
polynomial running time of LLL [LLL82]. If we see the vectors of a basis B as columns
of a matrix, we show how the potential of the basis changes under certain elementary
column operations. These observations make it easy to understand the polynomial run-
ning time of LLL and will be important in the discussion of our new polynomial time
version of LLL with deep insertions.
Definition 2.1.1 The potential Pot(B) of a lattice basis B = [b1, . . . ,bn] is defined as
Pot(B) :=
n∏
i=1
det
(L(b1, . . . ,bi))2 = n∏
i=1
‖b∗i ‖2(n−i+1).
The potential, unlike the determinant depends on the ordering of the lattice basis. We
will now define a special family of permutations on the basis vectors, and then exam-
ine how the potential changes under these permutations. Let Sn denote the group of
permutations of n elements. By applying σ ∈ Sn to a basis B = [b1, . . . ,bn], the basis
vectors are reordered, i.e. σB = [bσ(1), . . . ,bσ(n)].
For 1 ≤ k ≤ l ≤ n let us define a family of elements σk,l ∈ Sn as follows:
σk,l(i) =

i for i < k or i > l,
l for i = k,
i− 1 for k < i ≤ l.
(2.1.1)
The following example illustrates the permutation:
Example 2.1.2 Let 1 ≤ k ≤ l ≤ n and B = [b1, . . . ,bn], then
B = [ b1 . . . bk−1 bk bk+1 . . . . . . bl−1 bl bl+1 . . . bn ],
σk,lB = [ b1 . . . bk−1 bl bk bk+1 . . . . . . bl−1 bl+1 . . . bn ].
Note that σk,l = σk,k+1σk+1,k+2 · · ·σl−1,l and that σk,k+1 is swapping the two elements
at position k, k + 1 respectively. The potential is hereby changed as follows:
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Lemma 2.1.3 Given a lattice basis B = [b1, . . . ,bn]. Then for 1 ≤ k < n,
Pot(σk,k+1B) =
‖pik(bk+1)‖2
‖pik(bk)‖2 Pot(B).
Proof: Note that for j 6= k,
det
(L(b1, . . . ,bj)) = det (L(bσk,k+1(1), . . . ,bσk,k+1(j))).
Hence, as det
(L(bσk,k+1(1), . . . ,bσk,k+1(k))) = ‖pik(bk+1)‖∏1≤i≤k−1 ‖b∗i ‖ we get
Pot(σk,k+1B)
Pot(B)
=
det
(L(bσk,k+1(1), . . . ,bσk,k+1(k)))2
det
(L(b1, . . . ,bk))2 = ‖pik(bk+1)‖
2
‖pik(bk)‖2 .
It is now not hard to see how the potential of a lattice basis changes under arbitrary
permutations in the family defined in (2.1.1):
Corollary 2.1.4 Let B = [b1, . . . ,bn] be a lattice basis. Then for 1 ≤ k ≤ l ≤ n
Pot(σk,lB) = Pot(B)
l∏
i=k
‖pii(bl)‖2
‖pii(bi)‖2 .
Proof: The proof is by induction over k. The claim is true for k = l. For k < l,
σk,l = σk,k+1σk+1,l. As bl is the (k+ 1)th basis vector of σk+1,lB, with Lemma 2.1.3 we
get
Pot(σk,lB) = Pot(σk,k+1σk+1,lB) =
‖pik(bl)‖2
‖pik(bk)‖2 Pot(σk+1,lB),
which finishes the proof.
Permutations as defined in (2.1.1) will be one of the two kinds of operations applied to a
lattice basis during both the LLL algorithm and PotLLL. The second is, for 1 ≤ k < l ≤
n, adding an integer multiple of bk to bl. However this does not change the potential
of the respective basis:
Lemma 2.1.5 Let B = [b1, . . . ,bn] be the basis of a lattice. For 1 ≤ k < l ≤ n and
x ∈ Z, let
B′ = [b′1, . . . ,b
′
n],
such that b′i = bi for i 6= l and b′l = bl + xbk. Then B′∗ = B∗ and in particular,
Pot(B′) = Pot(B).
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Proof: Trivially pii(bi) = pii(b
′
i) for i < l. Further by Equation (1.1.1) and (1.1.2)
pil(b
′
l) = pil(bl + xbk) = bl + xbk −
l−1∑
j=1
〈bl + xbk,b∗j 〉
〈b∗j ,b∗j 〉
b∗j
= bl −
l−1∑
j=1
〈bl,b∗j 〉
〈b∗j ,b∗j 〉
b∗j + xbk − x
l−1∑
j=1
〈bk,b∗j 〉
〈b∗j ,b∗j 〉
b∗j = pil(bl),
and hence also for i > l, pii(bi) = pii(b
′
i).
2.2 LLL
The LLL lattice basis reduction algorithm [LLL82] is probably the most famous algo-
rithm for lattice reduction, computing a LLL reduced basis. See Algorithm 1 on page
17 for a high level description the algorithm.
Definition 2.2.1 Let δ ∈ (1/4, 1]. A basis B = [b1, . . . ,bn] of a lattice L(b1, . . . ,bn)
is called δ-LLL reduced if and only if it satisfies the following two conditions
1. ∀1 ≤ j < i ≤ n : |µi,j | ≤ 12 (size-reduced).
2. ∀1 ≤ k < n : δ · ‖pik(bk)‖2 ≤ ‖pik(bk+1)‖2 (Lova´sz-condition).
Remark 2.2.2 Using the notation as above, by Lemma 2.1.3, the Lova´sz-condition can
equivalently be stated as
∀1 ≤ k < n : δ · Pot(B) ≤ Pot(σk,k+1B)
For δ < 1, a δ-LLL reduced basis B = [b1, . . . ,bn] can be computed in polynomial time
in the input size. It is proven to approximate the shortest vector of a lattice up to an
exponential factor:
‖b1‖ ≤
(
1
δ − 1/4
)n−1
2
λ1(L(B)), (2.2.4)
‖b1‖ ≤
(
1
δ − 1/4
)n−1
4
vol(L(B))1/n. (2.2.5)
It is clear that these bounds are stronger the closer δ is to 1. For δ = 1, these bounds
can be shown to be tight. In fact there exist so called critical bases, i.e. bases which are
LLL reduced and reach these bounds with equality [Sch94]. However in practice, the
LLL algorithm behave much better than guaranteed by these worst case bounds as has
been shown in [NS06, GN08]. In fact, the experiments in [NS06, GN08] indicate that
δ-LLL reduction with reduction parameter δ = 0.99 achieve
‖b1‖ ≤ cnvol(L(B))1/n,
with c ≈ 1.02.
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2.2.1 Deep insertions
One early attempt to improve the LLL reduction algorithms is due to Schnorr and
Euchner [SE94] who came up with the notion of a DeepLLL reduced basis.
Definition 2.2.3 Let δ ∈ (1/4, 1]. A basis B = [b1, . . . ,bn] of a lattice L(b1, . . . ,bn)
is called δ-DeepLLL reduced with blocksize β if and only if it satisfies the following two
conditions
1. ∀1 ≤ j < i ≤ n : |µi,j | ≤ 12 (size-reduced).
2. ∀1 ≤ k < l ≤ n with k ≤ β ∨ l − k ≤ β : δ · ‖pik(bk)‖2 ≤ ‖pik(bl)‖2.
For β = n we simply call this a DeepLLL reduced basis. For a high level description of
a DeepLLL reduction algorithm see Algorithm 2 on page 17. It is clear that a DeepLLL
reduced basis is also LLL reduced. As such the first basis vector of a δ-DeepLLL reduced
basis also satisfies the bounds given in (2.2.4) and (2.2.5). The question is whether
DeepLLL reduced bases satisfy stronger bounds. The answer is negative in the case of
(2.2.5) and reduction parameter δ = 1. Consider the following adaption of the critical
basis with respect to LLL [Sch94]:
An(α) :=

1 12 · · · · · · 12
0 α α2 . . . . . .
α
2
...
. . . α2 α
2
2 . . .
α2
2
. . .
. . .
...
...
. . . αn−2 α
n−2
2
0 . . . . . . 0 αn−1

. (2.2.6)
The following proposition shows that this basis is critical with respect to 1-DeepLLL.
Proposition 2.2.4 For α =
√
3/4, the column vectors of An(α) define a δ-DeepLLL
reduced basis B = [b1, . . . ,bn] with δ = 1 and ‖b1‖2 = 1α(n−1)/2 vol
(L(An))1/n.
Proof: From the diagonal form of An it is easy to see that
vol(L) = det(An) = αn(n−1)/2.
Hence ‖b1‖ = 1 = α−(n−1)/2vol(L)1/n. It remains to show that An is DeepLLL reduced.
For all 1 ≤ j < i ≤ n we have
µi,j =
〈bi,b∗j 〉
〈b∗j ,b∗j 〉
=
α(j−1)/2/2
α(j−1)/2
=
1
2
.
and
‖pij(bi)‖2 = α2(i−1) + 1
4
i−1∑
l=j
α2(l−1) = α2(j−1)
(
1
4
i−j−1∑
l=0
α2l + α2(i−j)
)
.
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For α =
√
3/4,
1
4
i−j−1∑
l=0
α2l + α2(i−j) =
1
4
1− α2(i−j)
1− α2 + α
2(i−j) = 1,
giving ‖pij(bi)‖2 = α2(j−1) = ‖pij(bj)‖2.
While we can not prove any stronger bounds on the length of the first basis vector for
DeepLLL reduced bases than for LLL reduced bases, algorithms to compute DeepLLL
reduced bases give shorter vectors in practice [GN08]. However no polynomial time
algorithm is known to compute DeepLLL reduced bases. The authors of [SE94] claim
that a DeepLLL reduced basis with low blocksize can be computed in polynomial time,
however we are not aware of any proof thereof. This led to PotLLL, a weaker version
of DeepLLL reduction that provably can be computed in polynomial time (see Section
2.4).
2.3 BKZ
In this section we will quickly introduce the notion of a block Korkine-Zolotarev (BKZ)
reduced basis [Sch87] which can be seen as generalization of LLL to higher blocksizes.
Consider the lattice L(pik(bk), pik(bk+1)) generated by pik(bk), pik(bk+1) for 1 ≤ k < n.
Then for δ = 1 the two conditions in Definition 2.2.3 are equivalent with the fact that
pik(bk), pik(bk+1) is Gauss reduced and in particular ‖pik(bk)‖ = λ1
(L(pik(bk), pik(bk+1))
and ‖pik(bk+1)‖ = λ2
(L(pik(bk), pik(bk+1)) [MG02, Chapter 2]. The idea of the BKZ
reduction is to extend this requirements to larger blocks, i.e.
‖pik(bk)‖ = λ1
(L(pik(bk), . . . , pik(bl)),
with l = k + β − 1 for some β ≥ 2. In order to achieve this, the BKZ basis reduction
algorithm includes an enumeration routine.
We will not further discuss the algorithm computing BKZ reduced bases. We restrict
ourselves to giving the formal definition and some properties of a BKZ reduced basis.
The interested reader is referred to [SE94] or for a state of the art description of BKZ
reduction to [CN11].
Definition 2.3.1 Let δ ∈ (1/4, 1]. A basis B = [b1, . . . ,bn] of a lattice L(b1, . . . ,bn)
is called δ-BKZ reduced with blocksize β if and only if it satisfies the following two
conditions
1. ∀1 ≤ j < i ≤ n : |µi,j | ≤ 12 (size-reduced).
2. ∀1 ≤ k < n : δ · ‖pik(bk)‖2 ≤ ‖λ1(pik(L(bk, . . . ,bmin{n,k+β−1}))‖2.
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Remark 2.3.2 For δ = 1, the definition of a BKZ reduced basis with blocksize β = 2
coincides with the definition of a 1-LLL reduced basis and for β = n it coincided with
the definition of a HKZ basis.
A BKZ reduced basis with blocksize β provably satisfies the following bounds [Sch94,
GN08]
‖b1‖ ≤ γ(n−1)/(β−1)β λ1(L),
‖b1‖ ≤ √γβ(n−1)/(β−1)+1vol(L)1/n.
where γβ is the Hermite constant as in Section 1.1. It is clear that algorithms to compute
BKZ with blocksize β have complexity exponential in β. While BKZ reduction for β ≤ 20
can be done in reasonable time, no useful complexity upper bounds are known for these
algorithms. Clearly the deep insertion principle can also be applied to BKZ reduction.
2.4 PotLLL
In this section we present a variant of DeepLLL that runs in polynomial time. This is
joint work with Felix Fontein and Michael Schneider [FSW13]. We start by defining the
notion of a PotLLL reduced basis. We further give an algorithm for computing such
a basis together with a proof of the polynomial running time thereof and empirically
compare our algorithm to LLL, DeepLLL and BKZ for different blocksizes.
Definition 2.4.1 Let δ ∈ (1/4, 1]. A lattice basis B = [b1, . . . ,bn] is δ-PotLLL reduced
if and only if
1. ∀1 ≤ j < i ≤ n : |µi,j | ≤ 12 (size-reduced).
2. ∀1 ≤ k < l ≤ n : δ · Pot(B) ≤ Pot(σk,l(B)).
The following two lemmas show that PotLLL reducedness is intermediate between LLL
reducedness and DeepLLL reducedness.
Lemma 2.4.2 A δ-PotLLL reduced basis B is also δ-LLL reduced.
Proof: It is enough to show that the Lova´sz-condition is equivalent to the second con-
dition in Definition 2.4.1 restricted to consecutive pairs, i.e. l = k + 1. So we have to
show that the following equivalence:
δ · Pot(B) ≤ Pot(σi,i+1(B))⇔ δ‖pii(bi)‖2 ≤ ‖pii(bi+1)‖2.
This immediately follows from Lemma 2.1.3.
Hence the PotLLL reduction is at least as strong as the LLL reduction.
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Lemma 2.4.3 For δ ∈ (4−1/(n−1), 1], a δ-DeepLLL reduced basis B is also δn−1-PotLLL
reduced.
Proof: We proceed by contradiction. Assume that B is not δn−1-PotLLL reduced, i.e.
there exist k, l with 1 ≤ k < l ≤ n such that
δn−1Pot(B) > Pot(σk,lB).
By Corollary 2.1.4 this is equivalent to
δn−1 >
l∏
i=k
‖pii(bl)‖2
‖pii(bi)‖2 =
l−1∏
i=k
‖pii(bl)‖2
‖pii(bi)‖2 .
It follows that there exist k, j, l with k ≤ j < l such that ‖pij(bl)‖2/‖pij(bj)‖2 <
δ(n−1)/(l−k) < δ which implies that B is not δ-DeepLLL reduced.
So for δ = 1, a DeepLLL reduced lattice basis is also PotLLL reduced. This relation
immediately implies that the first basis vector of a δ-PotLLL reduced basis satisfies
(2.2.5). On the other hand we have seen in Section 2.2.1 that for δ = 1 no stronger
bounds concerning the length of the first basis vector of a DeepLLL reduced basis exist,
than those inherited from LLL bases. As a consequence, no stronger bounds exist for
PotLLL reduced bases either.
Corollary 2.4.4 For α =
√
3/4, the row vectors of An(α) as defined in (2.2.6) define
a δ-PotLLL reduced basis with δ = 1 and ‖b1‖2 = 1α(n−1)/2 vol(L(An))1/n.
In the next section we show how a PotLLL reduced basis can be computed in poly-
nomial time from an arbitrary lattice basis.
2.4.1 The PotLLL reduction algorithm
The original LLL algorithm basically performs two kinds on operations on the lattice
basis. One is the size-reduction, ensuring that the output basis is size-reduced. The
basis is hereby changed as in Lemma 2.1.5. Consequently the potential is not affected
by this operation. The other one is the swapping of two adjacent basis vectors if they do
not satisfy the Lova´sz-condition. These swappings reduce the potential of the basis by
a factor at least δ. As the potential is lower bounded vol(L) the number of swaps can
be bounded giving an upper bound on the number of loop iterations. This is basically
how the proof of the polynomial running time of LLL works. In the DeepLLL reduction
algorithm however, it might happen that a basis vector is ‘deep inserted’ at a position
such that the potential of the basis increases. This is why the algorithm no longer runs
in polynomial time. The main idea of PotLLL now is to allow deep insertions as in
DeepLLL, however only under the condition that the deep insertion results in a decrease
of the potential of the basis by a factor of at least δ. See Algorithm 3 (page 17) for
a high level description of the PotLLL reduction. The similarity to the classical LLL
algorithm (Algorithm 1) and the classical DeepLLL reduction (Algorithm 2) can be seen
immediately.
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Algorithm 1: LLL
Input: Basis B ∈ Zm×n,
δ ∈ (1/4, 1]
Output: A δ-LLL reduced
basis.
l← 21
while l ≤ n do2
Size-reduce(B)3
k ← l − 14
if δ · ‖pik(bk)‖2 > ‖pik(bl)‖25
then
B ← σk,lB6
l← k7
else8
l← l + 19
end10
end11
return B12
Algorithm 2: DeepLLL
Input: Basis B ∈ Zm×n,
δ ∈ (1/4, 1]
Output: A δ-DeepLLL reduced
basis.
l← 21
while l ≤ n do2
Size-reduce(B)3
k ← argmin 1≤j≤l‖pij(bl)‖4
if δ · ‖pik(bk)‖2 > ‖pik(bl)‖25
then
B ← σk,lB6
l← k7
else8
l← l + 19
end10
end11
return B12
Algorithm 3: PotLLL
Input: Basis B ∈ Zm×n,
δ ∈ (1/4, 1]
Output: A δ-PotLLL reduced
basis.
l← 21
while l ≤ n do2
Size-reduce(B)3
k ← argmin 1≤j≤lPot(σj,lB)4
if δ · Pot(B) > Pot(σk,lB)5
then
B ← σk,lB6
l← k7
else8
l← l + 19
end10
end11
return B12
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The proposition shows that for δ < 1 the number of operations in the PotLLL
algorithm is polynomially bounded in the dimension and the logarithm of the input size.
Proposition 2.4.5 Let δ ∈ (1/4, 1) and C = maxi=1,...,n ‖bi‖2. Then Algorithm 3
performs O
(
n3 log1/δ(C)
)
iterations of the while-loop in line 2.
Proof: Note that in each iteration either the running index l is increased by one leaving
the potential unchanged, or the potential of basis is reduced by a factor at least δ. It
is clear from the definition of the potential of a basis, that it is lower bounded by the
invariant vol(L). So let us upper bound the number of iterations N where a permutation
happens. We start by upper bounding the potential I of the input basis. Note that with
‖b∗i ‖2 ≤ ‖bi‖2 ≤ C it follows that
dj := vol(L(b1, . . . ,bj))2 =
j∏
i=1
‖b∗i ‖2 ≤ Cj .
Consequently the potential I of the input basis satisfies
n−1∏
j=1
dj · vol(L) ≤
n−1∏
j=1
Cj · vol(L) ≤ C n(n−1)2 · vol(L).
As the potential decreases by a factor δ after each permutation, the potential IN of the
basis after N permutations satisfies IN ≤ δNI. However the potential is lower bounded
by vol(L) and consequently N satisfies vol(L) ≤ δNI and equivalently
N ≤ log1/δ(I/vol(L)) ≤ n(n− 1)/2 log1/δ C.
Now the number M of iterations where l is increased by 1 can be upper bounded by
(N + 1)(n− 1). Hence,
N +M = O
(
n3 log1/δ C
)
.
Technical details
We have seen that the number of loop operations in the PotLLL reduction algorithm is
upper bounded by O
(
n3 log1/δ max ‖b∗i ‖2
)
. In order to make a more precise statement
on the running time we have to examine the operations done inside the while-loop.
For this consider a more detailed code of the PotLLL algorithm given in Algorithm 4.
Note that at the beginning of every iteration of the while loop, b1, . . . ,bl−1 is PotLLL
reduced. So specially they are size-reduced. Further the values ‖b∗j‖2 and µi,j are stored
in memory for 1 ≤ j < i ≤ l−1. Size reduction in line 3 performs the following operation
bl ← bl −
l−1∑
j=1
bµl,jebj where µl,j =
〈bl,b∗j 〉
〈b∗j ,b∗j 〉
.
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Algorithm 4: Potential LLL, detailed version
Input: Basis B ∈ Zn×n, δ ∈ (1/4, 1]
Output: A δ-PotLLL reduced basis.
l← 21
while l ≤ n do2
Size-reduce(bl by b1, . . . ,bl−1)3
Update(‖b∗l ‖2 and µl,j for 1 ≤ j < l)4
P ← 1, Pmin ← 1, k ← 15
for j = l − 1 down to 1 do6
P ← P · ‖b
∗
l ‖2+
∑l−1
i=j µ
2
l,i‖b∗i ‖2
‖b∗j‖27
if P < Pmin then8
k ← j9
Pmin ← P10
end11
end12
if δ > Pmin then13
B ← σk,lB14
Update(‖b∗k‖2 and µk,j for 1 ≤ j < k)15
l← k16
else17
l← l + 118
end19
end20
return B21
Using the Gram-Schmidt orthogonalization as described in [NS05, Figure 5] This results
in a cost of O (mn) arithmetic operations in line 3 and 4.
In order to compute argmin 1≤j≤lPot(σj,lB) it is not necessary to compute the re-
spective potentials. With
Pj,l :=
Pot(σj,lB)
Pot(B)
,
one can compute argmin 1≤j≤lPj,l instead. Using Pl,l = 1 and
Pj,l =
Pot(σj,lB)
Pot(B)
= Pj+1,l · ‖pij(bl)‖
2
‖pij(bj)‖2 = Pj+1,l ·
‖b∗l ‖2 +
∑l−1
i=j µ
2
l,i‖b∗i ‖2
‖b∗j‖2
for j < l (Lemma 2.1.3), we can quickly determine k = argmin 1≤j≤lPj,l. The condition
δ · Pot(B) > Pot(σk,lB) then becomes δ > Pk,l. Recalling that the values of ‖b∗j‖2
and µl,j , 1 ≤ j ≤ l, are stored in memory computing Pk,l from Pl,l can be done in
O (n2) arithmetic operations (for-loop starting on line 6). If a permutation happens,
again ‖b∗k‖2 and µk,j have to be recomputed for 1 ≤ j < k costing O (mn) arithmetic
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operations. So the overall cost of one iteration is O (mn). We can conclude
Proposition 2.4.6 Let δ ∈ (1/4, 1) and C = maxi=1...n‖bi‖2. Then Algorithm 4 per-
forms O
(
n3 log1/δ(C)
)
iterations of the while-loop in line 2 and a total of
O
(
mn4 log1/δ(C)
)
arithmetic operations.
2.4.2 Experimental results
Extensive experiments have been made to examine how the classical LLL reduction
algorithm performs in practice [NS06, GN08]. We ran some experiments to compare our
PotLLL algorithm to our implementations1 of LLL, DeepLLL, and BKZ.
Setting
We run the following algorithms, each with the standard reduction parameter δ = 0.99:
1. classical LLL,
2. PotLLL,
3. DeepLLL with blocksize β = 5 and β = 10 (the latter up to dimension 240 only),
4. BKZ with blocksize 5 (BKZ-5) and 10 (BKZ-10).
The implementations all use the same arithmetic back-end. Integer arithmetic is done
using GMP, and Gram-Schmidt arithmetic is done as described in [NS05, Figures 4
and 5]. As floating point types, long double (x64 extended precision format, 80 bit
representation) and MPFR arbitrary precision floating point numbers are used with a
precision as described in [NS05]. The implementations of DeepLLL and BKZ follow the
classical description in [SE94]. PotLLL was implemented as described in Algorithm 4
(page 19).
We ran experiments in dimensions 40 to 300, considering the dimensions which are
multiples of 10 from 40 to 300. In each dimension, we considered 50 random lattices in
the sense of Goldstein and Mayer [GM03]. More precisely, we used the lattices of seed 0
to 49 from the SVP Challenge2. For each lattice, we used two bases: the original basis
and a 0.75-LLL reduced basis.
All experiments were run on Intel R© Xeon R© X7550 CPUs at 2 GHz on a shared
memory machine. For dimensions 40 up to 160, we used long double arithmetic, and
for dimensions 160 up to 300, we used MPFR. In dimension 160, we did the experiments
both using long double and MPFR3 arithmetic. The reduced lattices did not differ.
In dimension 170, floating point errors prevented the long double arithmetic variant to
complete on some of the lattices.
1Implementations by Felix Fontein
2http://www.latticechallenge.org/svp-challenge
3http://www.mpfr.org/
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Results
One common way to measure the quality of a reduction algorithm is by means of the
Hermite factor ‖b1‖
vol(L)1/n to be achieved. There have been indications that modern lattice
basis reduction algorithms such as LLL and BKZ achieve a Hermite factor which is
exponential in n, more concretely that they achieve a Hermite factor of the form cn,
where c is a constant depending on the reduction algorithm only (cf. Section 2.2 and
[NS06, GN08]). This is why for each dimension and each reduction algorithm we compute
the average of the n-th root of the Hermite factor, i.e. ‖b1‖
1/n
vol(L)1/n2 . An overview on the
average values in some dimensions can be seen in Table 1. Note that our data for LLL
is comparable to the one in [NS06] and [GN08, Table 1].
Dimension n = 100 n = 160 n = 220 n = 300
Worst-case bound (proven) ≈ 1.0774 ≈ 1.0777 ≈ 1.0778 ≈ 1.0779
Empirical 0.99-LLL 1.0187 1.0201 1.0207 1.0212
Empirical 0.99-BKZ-5 1.0154 1.0158 1.0161 1.0163
Empirical 0.99-PotLLL 1.0146 1.0150 1.0152 1.0153
Empirical 0.99-DeepLLL with β = 5 1.0138 1.0142 1.0147 1.0150
Empirical 0.99-BKZ-10 1.0140 1.0143 1.0144 1.0145
Empirical 0.99-DeepLLL with β = 10 1.0128 1.0132 1.0135 —
Table 1: Worst case bound and average case estimate for δ-LLL, δ-DeepLLL, δ-PotLLL and
δ-BKZ reduction of the n-th root Hermite factor ‖b1‖1/n · vol(L)−1/n2 . The entries are sorted
in descending order with respect to the observed Hermite factors.
Further we are interested in the running time of the respective algorithms. Again for
each dimension and each reduction algorithm the average of logarithm of the CPU time
consumed is computed. The results are summarized in Figures 1, 2 and 3.
Figure 1 Figure 1a shows the average of the n-th root of the Hermite factor achieved by
the different reduction algorithms in the different dimensions. We see a clear hierarchy.
LLL performs by far the worst. Then comes BKZ-5, PotLLL, DeepLLL-5 and BKZ-10
and DeepLLL-10 performs best. DeepLLL-5 outperforms BKZ-10 in low dimensions
(n < 140), for higher dimensions the order changes however. Interestingly BKZ with
blocksize β = 5 is outperformed by DeepLLL with the same blocksize. Our new PotLLL
algorithm clearly outperforms LLL and seems to be between BKZ-5 and BKZ-10. For
dimension ≤ 300 it is worse than DeepLLL-5, however the graph indicates that this
hierarchy could change in higher dimension.
When it comes to the running time (see Figure 1b), we see that LLL (worst when
it comes to the achieved Hermite factor) is the fastest, and DeepLLL with blocksize 10
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(best when it comes to the achieved Hermite factor) is slowest. Further it is interesting to
see that the running time of PotLLL and BKZ-5 is comparable. Note that the ‘jump’ in
the running time at dimension 160 comes from the fact that in high dimensions the long
double versions of the algorithms run into problems, this is why the MPFR arithmetic is
used here. The use of MPFR in high dimensions does not change the hierarchy however.
Figure 2 Figure 2 shows the behaviour of the long double versions of the algorithms.
Every line connecting bullets corresponds to the behaviour of one algorithm for different
dimensions, namely in dimensions n = 40, 80, 120, 160. In Figure 2a we see the behaviour
of the algorithms applied to the original bases in HNF form. In Figure 2a we see the
behaviour of the algorithms applied to the preprocessed bases, i.e. bases that were run
through 0.75-LLL before.
The lower the bullet, the better the Hermite factor achieved. Similarly the more left
the bullet, the faster the algorithm runs. As a consequence if the bullet of one algorithm
is lower and more to the left than the bullet of another algorithm in the same dimension,
there is no reason to use the second algorithm. It is interesting to see that while the
hierarchy when it comes to the Hermite factor is independent on whether the bases were
preprocessed or not, the hierarchy when it comes to the running time can change. This
can be seen especially when comparing PotLLL with the BKZ variants.
Figure 3 The same comparisons as in the last Paragraph are made when the MPFR
versions of the algorithms are used. Again we see that PotLLL seems to outperform
BKZ with blocksize 5 when applied to preprocessed bases in high dimensions.
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Figure 1: Overview of performance of the algorithms for dimensions n (x axis) from 40 to 300
(using MPFR for n ≥ 160).
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(a) Performance of the algorithms on the original bases.
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(b) Performance of the algorithms on the preprocessed bases (0.75-LLL reduced bases).
Figure 2: Comparison of n-th root Hermite factor (y axis) vs. running times (x axis) using
long double arithmetic. The highlighted areas represent dimensions 40, 80, 120 and 160.
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Figure 3: Comparison of n-th root Hermite factor (y axis) vs. running times (x axis) using
MPFR arithmetic. The highlighted areas represent dimensions 180, 220, 260 and 300.
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2.5 Possible extensions
In this section we discuss some possible extensions of the work done. The ideas presented
here are still in an early stage and could serve for future projects.
2.5.1 Weighted potential
In Algorithm 3 we proposed an algorithm to compute a δ-PotLLL reduced basis. In
each iteration of the while-loop (line 2) we look for the insertion which minimizes
the potential of the basis (line 4). If this insertion reduces the potential Pot(B) =∏
i det(L(b1, . . . ,bi))2 by a factor at least δ, the insertion is done.
Suppose for example that for 1 ≤ k < l ≤ n we have a permutation of the basis vectors
which reduces det(L(b1, . . . ,bk)) by a factor c < 1 and increases det(L(b1, . . . ,bl)) by
c−1 leaving det(L(b1, . . . ,bi)), i 6= k, l unchanged. Intuitively we expect this to be
an insertion improving the quality of the basis, while PotLLL will not perform this
insertion. This leads to the following idea: Instead of considering the potential as in
Definition 2.1.1 one could consider a weighted potential giving the determinants of the
low rank sublattices of the form b1, . . . ,bi more weight. For α = (α1, . . . , αn) ∈ Qn let
the weighted potential be
Potα(B) :=
n∏
i=1
det
(L(b1, . . . ,bi))2αi .
Choosing α such that α1 > α2 > · · · > αn, insertions at positions with low indices have
priority then. It would be interesting to see how different choices for the α’s influence
the behaviour of the algorithm.
2.5.2 Simulated annealing
The PotLLL algorithm can be seen as attempt to minimize the potential of a basis. The
algorithm stops when the potential of the basis can not be reduced by a factor at least
δ by a deep insertion as defined in (2.1.1). For δ close to 1 this can be seen as a local
minimum and it is possible that after an insertion that increases the potential, another
local minimum can reached by again applying potential reducing insertions.
Simulated annealing is a well-known metaheuristic to avoid getting stuck in local
minimums too quickly (e.g. [OG89]). In Algorithm 5 we propose how the simulated
annealing principle could be applied to PotLLL. We need some preparations. Let (Tt)t∈N
be a sequence with
T1 ≥ T2 ≥ . . . and lim
t→∞Tt = 0, (2.5.7)
and Pδ : R2 → [0, 1] be a function with the following properties:
for T > T ′, x > δ : Pδ(x, T ) > Pδ(x, T ′),
for x > δ : limT→0 Pδ(x, T ) = 0,
for x < δ : Pδ(x, T ) = 1.
(2.5.8)
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Algorithm 5: PotLLL with simulated annealing
Input: Basis B ∈ Zn×m, δ ∈ (1/4, 1], (Tt)t∈N as in (2.5.7), Pδ as in (2.5.8)
Output: A δ-PotLLL reduced basis.
l← 21
t← 02
while l ≤ n do3
t← t+ 14
Size-reduce(B)5
k ← argmin 1≤j≤lPot(σj,lB)6
x← Pot(σk,lB)/Pot(B)7
p← Pδ(x, Tt)8
r ← Random(0, 1) # Random number in [0, 1]9
if p < r then10
B ← σk,lB11
l← k12
else13
l← l + 114
end15
end16
return B17
Consider again Algorithm 5. We see that in the while-loop starting on line 3 when-
ever Pot(σk,lB) < δPot(B) the deep insertion is done. In the case where Pot(σk,lB) ≥
δPot(B) the deep insertion is done with a probability depending on the temperature Tt
and the ratio of Pot(σk,lB) and Pot(B). The higher the temperature and the lower the
ratio the higher the probability that the insertion is done. If the temperature is close
to zero, the algorithm behaves like the original PotLLL algorithm, ensuring that the
output is in fact a δ-PotLLL reduced basis.
2.5.3 PotBKZ
The BKZ reduction algorithm is currently the most practical algorithm for strong lattice
reduction. It relies on a subroutine (subBKZ) computing the shortest vector within a
projected sublattice (see Algorithm 6 for input/output behaviour).
Algorithm 6: subBKZ
Input: Basis B = [b1, . . . ,bn], 1 ≤ k < l ≤ n.
Output: B′ = [b′1, . . . ,b′n] with L(B) = L(B′), bi = b′i for
i ∈ {1, . . . , k − 1, l + 1, . . . , n} and ‖pik(bk)‖ = λ1
(
pik
(L(b′k, . . . ,b′l))).
As such the running time of the BKZ algorithm is lower bounded by the complexity of
the subroutine, which is exponential in blocksize β = l−k+ 1. However no useful upper
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bound on the number of calls to this subroutine is known [HPS11] and a commonly used
way around is to early abort the BKZ algorithm. Hanrot et al. [HPS11] showed that if
the subroutine in fact computes a HKZ-basis of the projected basis pik(L(bk, . . . ,bl)),
then terminating BKZ after
Ω
(
n3
β2
(log n+ log log max
i
‖bi‖)
)
,
calls to the subroutine, the first basis vector of the basis returned by the algorithm has
norm ≤ 2ν
n−1
2(β−1) +
3
2
β det(L)1/n where νβ is the maximum of the Hermite’s constants in
dimensions ≤ β.
We think that it might be interesting to examine the following early abortion strategy:
The algorithm stops if no call to the subroutine (with the given blocksize) further reduces
the potential of the basis (see Algorithm 7 for a corresponding adaption of the BKZ
algorithm proposed in [SE94]). We call such a basis with this output property PotBKZ
reduced :
Definition 2.5.1 A basis B is called δ-PotBKZ reduced with respect to the subroutine
sub-BKZ and blocksize β if
1. ∀1 ≤ j < i ≤ n : |µi,j | ≤ 12 .
2. ∀1 ≤ k < n : δ · Pot(B) ≤ Pot(subBKZ(B, k,min{k + β − 1, n})).
It is not hard to see that as in the PotLLL algorithm, the PotBKZ algorithm termi-
nates after a polynomial number of iterations in the main loop. It would be interesting
to see how the algorithm performs with different variants of the subroutine.
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Algorithm 7: PotBKZ
Input: Basis B ∈ Zn×m, δ ∈ (1/4, 1], 2 ≤ β ≤ n. Subroutine sub-BKZ
Output: A δ-PotBKZ reduced basis with respect to sub-BKZ and blocksize β.
δ-LLL-reduce(B)1
l← 02
z ← 03
while z < n− 1 do4
l← l + 15
k ← min{l + β − 1, n}6
if j = n then7
j ← 18
k ← β9
end10
B′ ← sub-BKZ(B, k, l)11
if Pot(B′) < δ(Pot(B)) then12
B ← B′13
z ← 014
else15
z ← z + 116
end17
Size-reduce(B)18
end19
return B20

Chapter 3
Closest point search based on
dual HKZ bases
In this chapter we present the work done on the closest point search based on dual HKZ
bases leading to [WM12].
Given an arbitrary point t ∈ Rm the search version of the closest vector problem
(CVP) asks for a closest lattice point of a given lattice L ⊂ Rm, i.e. for v ∈ L such that
‖v − t‖ ≤ ‖w − t‖ for all w ∈ L. This is equivalent to finding the closest lattice point
to the orthogonal projection of t onto span(L) and we will therefore restrict ourselves to
full rank lattices in Rn in this chapter. While the problem is proven to be NP-hard (see
e.g. [MG02]), algorithms exist to solve the problem approximately in polynomial time.
Babai’s nearest plane algorithm [Bab86] is the generic way to get an approximate solu-
tion, and the quality of the solution substantially depends on the quality of the basis it
is applied to. The algorithm recursively selects the nearest n−1, n−2, . . . , 0 dimensional
plane spanned by the basis vectors to find a close vector. The more orthogonal the basis
vectors are, the better the output of the algorithm is. E.g. if the basis is LLL-reduced,
it finds a point lying within 2(4/3)n/2 times the distance of a closest lattice point to t
[MG02]. In the extreme case where the basis vectors are pairwise orthogonal (note that
such a basis does not necessarily exist), it even returns a closest vector. Babai’s nearest
plane algorithm can be modified to output an exact solution by not only considering the
nearest, but all planes with distance up to a certain bound in the recursion steps. This is
exactly the approach of Kannan [Kan83]. Once a plane is fixed, the problem translates
to finding a closest lattice point in a lower dimensional lattice, namely the orthogonal
projection of the lattice onto that plane. The number of planes to be considered in the
lower dimensional lattice is dependent on the choice of the plane in the upper dimension
which was realized by Fincke and Pohst [FP85]. So instead of searching all points inside
a parallelotope, all points inside a hyperellipsoid are considered. The running time of
Kannan’s and Pohst’s approach was proven to be O (nn) in [Kan87]. Recently, refined
analysis by Hanrot and Stehle´ showed [HS10] that applying Kannan’s algorithm to an
HKZ-basis the closest vectors can be found by enumerating 2O(n)n0.5n points. A more
elaborate survey on different methods to solve the problem exactly can be found in e.g.
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[AEVZ02].
In [Blo¨00], a different approach than the one of Kannan [Kan87] is presented. The
main difference is that the basis used for closest point search is dual HKZ-reduced,
e.g. it is a basis whose dual is HKZ-reduced. Due to the special form of the basis,
the Transference Theorems (cf. Theorem 3.2.5), relating the lengths of the consecutive
minimas and the covering radius of a lattice and its dual lattice, can be used to bound
the number of planes to be considered. In each recursion step the number of planes to
be considered decreases by 1. Having n planes to consider in the first recursion step,
this results in enumeration of n! lattice points.
In this chapter we give a refined analysis of the approach given in [Blo¨00]. We show
how the overall expected number of points to be enumerated can be decreased. The
adjunct ‘expected’ indicates that the Gaussian Heuristic is used to approximate the
number of lattice points in a given subset of Rn. While in the original algorithm the
number of choices of the planes is bounded independently in each step, we examine how
the choice of a plane in early recursion steps influences the possible number of choices
in following steps. We show how to decrease the expected number of lattice points to be
enumerated by an exponential factor (pi/4)n/2 by deriving how the choices of the planes
in two consecutive recursion steps are connected. Further we derive a recursive formula
(in the dimension of the lattice) for the expected number of points to be enumerated
when the choices made in early recursion steps are rigorously used to constrain the
further choices. A closed form approximation of this formula is still an open problem.
However numerical computations show that this number can be bounded by n0.75n for
10 < n ≤ 2000.
The rest of the chapter is organized as follows. In Section 3.1 we discuss the principle
of enumeration in a general setting. Then the notion of a dual lattice is introduced in
Section 3.2. In Section 3.3 the original algorithm to find the closest vectors based on dual
HKZ bases as proposed in [Blo¨00] is described. In Section 3.4 we show how the expected
number of points to be enumerated can be decreased by a factor (pi/4)n/2. In Section
3.5, a recursive formula bounding the expected number of points to be enumerated is
derived and its behavior is analyzed. Some concluding remarks are given in Section 3.6.
3.1 Enumeration
Both the shortest vector problem and the closest vector problem can be solved exactly
using so called enumeration algorithms [FP85, SE94]. In this section we give a general
description of the enumeration principle. This will ease the discussion in the rest of the
chapter, where a special instance of the enumeration algorithm is described.
Let B be a basis of a lattice L ⊂ Rm. For a lattice vector v ∈ L, let (v1, . . . , vn) ∈ Zn
be its coordinates with respect to B, i.e. v = v1b1 + · · · + vnbn. Given a sequence of
sets Vi ⊂ Zn−i+1, enumeration algorithms enumerate all (v1, . . . , vn) ∈ Zn satisfying
that (vi, . . . , vn) ∈ Vi for all i = 1, . . . , n in a recursive way from i = n, . . . , 1: For given
(vi+1, . . . , vn) enumerate all vi such that (vi, . . . , vn) ∈ Vi. The number N of tuples
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considered is hence upper bounded by
N ≤
n∑
i=1
|Vi| = O
(
max
i=1,...,n
|Vi|
)
.
Let us now see how the sets Vi are defined in practice. Suppose we would like to find
a lattice vector v closest to some given point t = t1b1 + · · ·+ tnbn ∈ span(b1, . . . ,bn),
(t1, . . . , tn) ∈ Rn. Let B∗ as usual denote the Gram-Schmidt orthogonalized basis of B,
BT =

1 0 . . . 0
µ2,1
. . .
. . .
...
...
. . .
. . . 0
µn,1 . . . µn,n−1 1
B∗T .
For a lattice point v = v1b1 + · · ·+ vnbn ∈ L we have
t− v =
n∑
j=1
(tj − vj)bj =
n∑
j=1
tj − vj + n∑
i=j+1
(ti − vi)µij

︸ ︷︷ ︸
=:ej
b∗j =
n∑
j=1
ejb
∗
j . (3.1.1)
It is important to note that ej depends on vj , . . . , vn and tj , . . . , tn only. We have
‖t − v‖2 = ∑nj=1 e2j‖b∗j‖2 and it is somewhat natural to define the set Vi by means of
some restrictions on the ei’s. These restrictions are usually of the following form.
Let there be a division of J1, nK = [1, n] ∩ Z into k intervals as follows
J1, nK = Jα1, β1K unionsq Jα2, β2K unionsq · · · unionsq Jαk, βkK,
where unionsq denotes the disjoint union. Further for 1 ≤ i ≤ n let α(i) denote the start point,
β(i) denote the end point of the interval i lies in, i.e.
α(i) := max {αj : αj ≤ i} and β(i) := min {αj : βj ≥ i} .
For rj ∈ R>0, j = 1, . . . , n define
Ei :=
(xi, . . . , xn) ∈ Rn−i+1 :
β(i)∑
j=i
(
xj
rj
)2
≤ 1 and (xi+1, . . . , xn) ∈ Ei+1

and with (ei, . . . , en) as in (3.1.1) we define
Vi :=
{
(vi, . . . , vn) ∈ Zn−i+1 : (ei, . . . , en) ∈ Ei
}
.
We will now show by induction on i that for given vi+1, . . . , vn it is easy to enumerate
all vi ∈ Z such that vi, . . . , vn ∈ Vi. Clearly for i = n we have
vn ∈ Vn ⇔
(
en
rn
)2
≤ 1⇔ (vn − tn)2 ≤ r2n ⇔ vn ∈ J−rn + tn, rn + tnK︸ ︷︷ ︸
=J−rn,rnK+tn
.
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Assume now that vi+1, . . . , vn are given satisfying vi, . . . , vn ∈ Vi. Under this condition
we have the following equivalences:
(vi, . . . , vn) ∈ Vi
⇔
β(i)∑
j=i
(
ej
rj
)2
≤ 1⇔
(
ei
ri
)2
≤ 1−
β(i)∑
j=i+1
(
ej
rj
)2
⇔
vi − ti + n∑
j=i+1
(vj − tj)µij
2 ≤ r2i
1− β(i)∑
j=i+1
(
ej
rj
)2
⇔ vi ∈
uwv−ri
√√√√√1− β(i)∑
j=i+1
(
ej
rj
)2
, ri
√√√√√1− β(i)∑
j=i+1
(
ej
rj
)2}~+ ti − n∑
j=i+1
(vj − tj)µij .
So the values vi to be considered are simply the integers inside some interval that can be
computed depending on vi+1, . . . , vn. The rest of this section is devoted to computing the
expected size of the sets Vi. We will approximate the cardinality of Vi by the n− i+ 1
dimensional volume of Ei ⊂ Rn−i+1. Note that
(vi, . . . , vn) ∈ Vi ⇔ (ei, . . . , en) ∈ Ei.
Further with
Mi :=

1 0 . . . 0
µi+1,i
. . .
. . .
...
...
. . .
. . . 0
µn,i . . . µn,n−1 1

we have that
(ei, . . . , en) = (vi, . . . , vn)Mi − (ti, . . . , tn)Mi.
So we have that (vi, . . . , vn) is in Vi if and only if the corresponding lattice point
(vi, . . . , vn)Mi ∈ L(Mi) is in a translated copy of Ei, i.e.
(vi, . . . , vn) ∈ Vi ⇔ (vi, . . . , vn)Mi ∈ (ti, . . . , tn)Mi + Ei.
As a consequence, the cardinality |Vi| of Vi equals the number of lattice points of L(Mi)
that lie in the translated set (ti, . . . , tn)Mi + Ei. By the Gaussian volume heuristic
|Vi| ≈ vol(Ei)
detMi
= vol(Ei). (3.1.2)
Using the following lemma we can approximate the number of points in Vi. It follows
from the well-known formulas for the volume of multidimensional ellipsoids.
Lemma 3.1.1 Using the notation as above then for i ∈ Jαl, βlK, 1 ≤ l ≤ k we have that
vol(Ei) = pi
(n−i+1)/2Γ
(
βl − i+ 1
2
+ 1
)−1 k∏
j=l+1
Γ
(
βj − αj + 1
2
+ 1
)−1 n∏
j=i
rj .
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3.2 Dual lattices
To every lattice L ⊂ Rm there is an associated dual lattice L× ⊂ Rm. In this section we
give the definition and some properties of a dual lattice.
Definition 3.2.1 Given a lattice L ⊂ Rm the dual lattice L× ⊂ Rm is defined by
L× := {v ∈ span(L) : 〈v,w〉 ∈ Z ∀w ∈ L}
For every basis B of L we define a unique reverse dual basis B× such that L(B×) = L×.
Definition 3.2.2 Given a basis B = [b1, . . . ,bn] for a lattice L ⊂ Rm of rank n, then
B× = [b×1 , . . . ,b
×
n ] is called the reverse dual basis of B if and only if
b×i ∈ span(b1, . . . ,bn) and 〈b×i ,bj〉 = δi,n−j+1,
where δi,j denotes the usual Kronecker delta.
The following remark is an immediate consequence from the definition of the reverse
dual basis.
Remark 3.2.3 For a given lattice vector v = v1b1 + · · ·+ vnbn ∈ L, then
vi = 〈v,b×n−i+1〉
is the i-th coordinate of v with respect to the basis B.
The following lemma shows that given the basis of a lattice B = [b1, . . . ,bn] and its
reverse dual basis B× = [b×1 , . . . ,b
×
n ], then the dual of the sublattices L(b1, . . . ,bn−i),
0 ≤ i < n is just the orthogonal projection of the dual lattice onto the orthogonal
complement of the space spanned by the first i vectors of the reverse dual basis:
Lemma 3.2.4 Let B = [b1, . . . ,bn] a basis with dual basis B
× = [b×1 , . . . ,b
×
n ]. Then
the reverse dual basis of [b1, . . . ,bn−j ] equals [pij+1(b×j+1), . . . , pij+1(b
×
n )], n− 1 ≥ j ≥ 0.
Proof: We start by showing that pij+1(b
×
i ) ∈ span(b1, . . . ,bn−j) for i ≥ j + 1. Clearly
pij+1(b
×
i ) ∈ span(b1, . . . ,bn). Also pij+1(b×i ) ∈ span(b×1 , . . . ,b×j )⊥. Hence
pij+1(b
×
i ) ∈ span(b1, . . . ,bn) ∩ span(b×1 , . . . ,b×j )⊥ = span(b1, . . . ,bn−j).
It remains to show that 〈pij+1(b×i ),bk〉 = 1 if k = n + 1 − i and 〈pij+1(b×i ),bk〉 = 0 if
k ∈ {1, . . . , n − j}\{n + 1 − i}. This is straightforward as with k < n − j + 1, it holds
that
〈pij+1(b×i ),bk〉 = 〈b×i ,bk〉.
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The successive minimas and the covering radius of a lattice and its dual are related by
the following theorem from the geometry of numbers by Banaszczyk [Ban93].
Theorem 3.2.5 (Transference Theorems) The successive minimas λi(L) and cov-
ering radius µ(L) of a lattice L of rank n satisfy the following bounds
1. λi(L) · λn−i+1(L×) ≤ n, i = 1, . . . , n,
2. µ(L) · λ1(L×) ≤ n2 .
Let us now describe the closest point search approach of [Blo¨00] based on dual HKZ
bases.
3.3 Original approach
In this section the closest point search approach of [Blo¨00] based on dual HKZ bases is
described.
Definition 3.3.1 A basis B = [b1, . . . ,bn] of a lattice L(b1, . . . ,bn) is called HKZ-basis
if and only if it satisfies the following two conditions
1. ∀1 ≤ j < i ≤ n : 〈bi,b
∗
j 〉
〈b∗j ,b∗j 〉 ≤
1
2 (size-reduced).
2. The i-th Gram-Schmidt vector satisfies ‖b∗i ‖ = λ1(pii(L)).
Definition 3.3.2 A basis B = [b1, . . . ,bn] of a lattice L(b1, . . . ,bn) is called dual HKZ-
basis when its reverse-dual basis B× = [b×1 , . . . ,b
×
n ] is HKZ-reduced.
The following lemma follows from Lemma 3.2.4:
Lemma 3.3.3 ([Blo¨00] Lemma 1) If [b1, . . . ,bn] is a dual HKZ-basis for L(b1, . . . ,bn)
then [b1, . . . ,bk] is a dual HKZ-basis for L(b1, . . . ,bk), k = 1, . . . , n.
Let as usual B∗ = [b∗1, . . . ,b∗n] denote the Gram-Schmidt orthogonalized basis of B.
Clearly b∗k ∈ span(b1, . . . ,bk), and as 〈bi,b∗k〉 = 0 for i < k it follows that
〈b∗k,bk〉 = 〈b∗k,b∗k〉 = ‖b∗k‖2.
So we have that
b∗k
‖b∗k‖2 is the first basis vector of the basis dual to [b1, . . . ,bk]. Hence we
get the following corollary.
Corollary 3.3.4 Using the notation from above, it holds that
b∗k
‖b∗k‖2 is a shortest vector
in L×(b1, . . . ,bk) and consequently 1‖b∗k‖ = λ1(L
×(b1, . . . ,bk)). Further in a dual HKZ
reduced basis B = [b1, . . . ,bn], ‖b∗k‖ is maximal under all possible bases for the sublattice
L(b1, . . . ,bk).
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With Corollary 3.3.4 we have that µ(L) · λ1(L×) = µ(L)‖b∗n‖ , so the second inequality in the
Transference Theorems (Theorem 3.2.5) implies that
µ(L) ≤ n
2
‖b∗n‖. (3.3.3)
Le us now review how these considerations can be used to solve the search version of
CVP. Given a lattice L = L(b1, . . . ,bn) in Rn and a vector t ∈ Rn, we want to find
a vector v such that ‖v − t‖ ≤ ‖w − t‖ for all w ∈ L. We assume that the basis
B = [b1, . . . ,bn] is dual HKZ reduced. The following notation is used:
1. e = e1b
∗
1 + · · ·+ enb∗n = t− v denotes the error vector,
2. e(i) := e − ∑nj=i+1 ejb∗j is the orthogonal projection of the error vector onto
span(b1, . . . ,bi),
3. µ(i) denotes the covering radius of the sublattice L(b1, . . . ,bi),
Suppose v = v1b1 + · · ·+vnbn, vi ∈ Z is a closest vector to t = t1b1 + · · ·+ tnbn, ti ∈ R.
With (3.3.3) we get
‖v − t‖ ≤ µ(L) ≤ n
2
‖b∗n‖,
and as (vn − tn)2‖b∗n‖2 ≤ ‖v − t‖2 ≤
(
n
2
)2 ‖b∗n‖2 we have
|vn − tn| ≤ n
2
.
Hence we get an interval of length n for the n-th coordinate vn of v:
vn ∈ [tn − n/2, tn + n/2].
As vn ∈ Z, the expected number of values for vn to enumerate equals the length of the
interval, which is n.
Note that for the orthogonal projection t(n−1) of t − vnbn onto span(b1, . . . ,bn−1)
we have
t(n−1) = t− vnbn − 〈t− vnbn,b
∗
n〉
〈b∗n,b∗n〉
b∗n = t− vnbn − (tn − vn)b∗n, (3.3.4)
and (tn−vn) = en. The following lemma allows to recursively carry the problem to proper
sublattices of L in order to derive corresponding bounds for the other coordinates of v.
Lemma 3.3.5 ([Blo¨00] Lemma 3) A vector w ∈ L(b1, . . . ,bi) is a closest vector to
t −∑j>i xjbj, xj ∈ Z if and only if w is a closest vector of the orthogonal projection
t(i) of t−∑j>i xjbj onto span(b1, . . . ,bi).
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So given vi+1, . . . , vn and ei+1, . . . , en the problem reduces to finding a closest vector
to t(i) = t −∑nj=i+1 vjbj −∑nj=i+1 ejb∗j in the lattice L(b1, . . . ,bi) of rank i. As by
Lemma 3.3.3, [b1, . . . ,bi] is a dual HKZ basis for L(b1, . . . ,bi), we can recursively carry
the problem to a lower dimension. In dimension i = 1, t(1) ∈ span(b1) and we set
v1 =
⌊ 〈t(1),b1〉
〈b1,b1〉
⌉
and e1 =
〈t(1),b1〉
〈b1,b1〉 −
⌊ 〈t(1),b1〉
〈b1,b1〉
⌉
in order to get the closest lattice vector in
L(b1) to t(1). In fact
t(1) − v1b1 − e1b∗1 = t−
n∑
j=1
vjbj −
n∑
j=1
ejb
∗
j = 0,
assuring that we get a valid pair of vectors v ∈ L and e ∈ Rn in the sense that v+e = t.
Hence we have the following lemma:
Lemma 3.3.6 Recursively we can derive n! candidates for a closest vector to t in L
given a dual HKZ-basis for L.
We will now give a short motivation for further analysis. The algorithm and the
corresponding bound is not optimized at all. Suppose the n-th coordinate en of the error
vector equals n2 . Clearly we have the following equality
n
2 =
〈e,b∗n〉
〈b∗n,b∗n〉 = ‖e‖
1
‖b∗n‖ cos γ,
where γ is the angle between b∗n and e. As ‖e‖ ≤ µ(L), with Equation (3.3.3) we get
n
2 ≤ n2 cos γ. Consequently γ = 0 which means that the error vector points exactly
in the direction of b∗n. So the error vector can be written as multiple of b∗n and the
coefficients e1, . . . , en−1 are trivially zero. In the next section we will see how the value
of ei influences the interval length in which ei−1 lies.
3.4 Local improvement
Using the notation of Section 3.1 we have seen that the original approach in Section 3.3
corresponds to enumeration as described in Section 3.1 using the error coefficient sets
Eorgi which are recursively defined as follows
Eorgi :=
{
(xi, . . . , xn) ∈ Rn−i+1 : x2i ≤ (i/2)2 and (xi+1, . . . , xn) ∈ Eorgi+1
}
.
The expected number of points N to enumerate consequently is (cf. Equation (3.1.2))
N ≈ vol(Eorgi ) = n!.
The goal of this section is to define sets Ei such that still all closest vectors to t are in
the set V1 := {(v1, . . . , vn) ∈ Zn : (ei, . . . , en) ∈ Ei} but vol(Ei) ≤ vol
(
Eorgi
)
, i.e. the
expected number of elements to enumerate is reduced.
We will now show how additional constraints on the coefficients ei of the error vector
can be derived. Recall that the condition |ei| ≤ i2 comes from the fact that ‖e(i)‖ ≤
µ(i) ≤ i2‖b∗i ‖, where the second inequality is due to the dual HKZ reducedness of the
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basis. This implies ‖eib∗i ‖ ≤ ‖e(i)‖ ≤ µ(i) ≤ i2‖b∗i ‖ and consequently |ei| ≤ i2 . However
‖e(i)‖ ≤ µ(i) is not the only bound on ‖e(i)‖ we have. So for n ≥ k > i ≥ 1 it holds that
‖e(i)‖2 = ‖e(k)‖2 −
k∑
j=i+1
e2j‖b∗j‖2 ≤ µ(k)2 −
k∑
j=i+1
e2j‖b∗j‖2.
The following lemma shows that this bound is potentially smaller than µ(i)2.
Lemma 3.4.1 Using the notation from above, for all 1 ≤ i < k ≤ n it holds that
µ(k)2 ≤ µ(i)2 + 1
4
k∑
j=i+1
‖b∗j‖2.
Proof: We show that for all 2 ≤ k ≤ n, it holds that
µ(k)2 ≤ µ(k−1)2 + 1
4
‖b∗k‖2.
The claim follows inductively for i ≤ k−1. It is enough to show that for t ∈ span(b1, . . . ,bk)
with t = t1b1+· · ·+tkbk, there exist v = v1b1+· · ·+vkbk such that ‖v−t‖2 ≤ µ(k−1)2+
1
4‖b∗k‖2. Choose vk = btke. Then t(k−1) = t − vkbk − (tk − vk)b∗k ∈ span(b1, . . . ,bk−1)
(cf. Equation (3.3.4)) and there exist v1, . . . , vk−1 ∈ Z such that ‖v1b1 +· · ·+vk−1bk−1−
t(k−1)‖ ≤ µ(i). So,
‖v1b1 + · · ·+ vkbk − t‖2 = ‖v1b1 + · · ·+ vk−1bk−1 − (tk − vk)b∗k − t(k−1)‖2
= µ(i)2 + (tk − vk)2‖b∗k‖2
≤ µ(i)2 + 1/4‖b∗k‖2
So if e2j ≥ 14 , j = i+ 1, . . . , k, we have a tighter upper bound
‖e(i)‖2 ≤ µ(k)2 −
k∑
j=i+1
e2j‖b∗j‖2 ≤ µ(i)2. (3.4.8)
Hence the size of the intervals in which the ei’s lie can be reduced. For all i = 2, . . . , n,
we derive factors αi(ei) ∈ R depending on ei, such that ‖e(i−1)‖ ≤ αi(ei)µ(i−1) and
consequently |ei−1| ≤ αi(ei) i−12 . For x ∈ R and i ∈ N let us define
α2i (x) :=
i2
4 − x2
i2
4 − 14
.
We obtain the following lemma:
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Lemma 3.4.2 If x2 ≥ 14 , then we have
µ(i)2 − x2‖b∗i ‖2 ≤ α2i (x) · µ(i−1)2.
Proof: We have to show that(
i2
4
− 1
4
)(
µ(i)2 − x2‖b∗i ‖2
)
≤
(
i2
4
− x2
)
µ(i−1)2.
Since µ(i)2 − 14‖b∗i ‖2 ≤ µ(i−1)2, it is sufficient to show that(
i2
4
− 1
4
)(
µ(i)2 − x2‖b∗i ‖2
)
≤
(
i2
4
− x2
)(
µ(i)2 − 1
4
‖b∗i ‖2
)
.
This is true since (
x2 − 1
4
)
µ(i)2 ≤
(
x2 − 1
4
)
i2
4
‖b∗i ‖2.
We can now prove the core lemma, which gives the factor by which the error vector is
smaller than the covering radius.
Lemma 3.4.3 Under the previous assumptions and notations:
‖e(i−1)‖2 ≤ α2i (ei) · µ(i−1)2.
Proof: We separate the two cases where |ei| < 12 , |ei| ≥ 12 respectively. If |ei| < 12 , then
α2i (ei) > 1 and the proposition follows by ‖e(i−1)‖2 ≤ µ(i−1)2. If |ei| ≥ 12 , the claim
follows from
‖e(i−1)‖2 = ‖e(i)‖2 − e2i ‖b∗i ‖2 ≤ µ(i)2 − e2i ‖b∗i ‖2,
and Lemma 3.4.2.
So with e2i−1‖b∗i−1‖2 ≤ ‖e(i−1)‖2 ≤ α2i (ei) · µ(i−1)2 and µ
(i−1)2
‖b∗i−1‖2 ≤
(i−1)2
2 we immediately
obtain the following bound.
Corollary 3.4.4 Using the notation from before, for i = 2, . . . , n, the coefficient pair
(ei−1, ei) satisfies
e2i−1
i2 − 1
4
+ e2i
(i− 1)2
4
≤ i
2
4
(i− 1)2
4
. (3.4.9)
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Recall that in the original approach (Section 3.3) we had the bound |ei| ≤ i/2 for
i = 1, . . . , n giving an interval of length i to choose the integer coordinate vi from.
By Corollary 3.4.4 for i = 1, . . . , n − 1 these intervals might be substantially smaller
dependent on the choice of vi+1 (which itself determines the value of ei+1). Namely we
have that
|ei| ≤
√
i2
(i+ 1)2 − 1
(
(i+ 1)2
4
− e2i+1
)
.
Using this bound we can reduce the expected number of points to be enumerated. Re-
cursively define
Ei :=
{
(ei, . . . , en) ∈ Rn−i+1 : (ei, ei+1) satisfy Ineq. (3.4.9) and (ei+1, . . . , en) ∈ Ei
}
.
Let us upper bound vol(Ei). Assume first that n− i+ 1 is even. Clearly
Ei ⊂ E′i :=
n−i−1
2∏
j=0
{
(ei+2j , ei+2j+1) ∈ R2 : Inequality (3.4.9) holds
}
.
The volume of E′i can be computed as the product of the volumes of 2-dimensional
ellipses
vol
(
E′i
)
=
n−i−1
2∏
j=0
pi
4
(i+ 2j + 1)2(i+ 2j)
1√
(i+ 2j + 1)2 − 1
=
(pi
4
)(n−i+1)/2 n!
(i− 1)!
n−i−1
2∏
j=0
i+ 2j + 1√
(i+ 2j + 1)2 − 1 .
As
n−i−1
2∏
j=0
i+ 2j + 1√
(i+ 2j + 1)2 − 1 =
√√√√√n−i−12∏
j=0
(i+ 2j + 1)2
(i+ 2j)(i+ 2j + 2)
≤
√
2,
we get
vol
(
E′i
) ≤ √2(pi
4
)(n−i+1)/2 n!
(i− 1)! .
Similarly if n− i+ 1 is odd, we have
Ei ⊂ E′′i := {|x1| ≤ i/2} ×
n−i−2
2∏
j=0
{
(xi+2j+1, xi+2j+2) ∈ R2 : Equation (3.4.9) holds
}
,
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with
vol(E′i) = i
n−i−2
2∏
j=0
pi
4
(i+ 2j + 2)2(i+ 2j + 1)
1√
(i+ 2j + 2)2 − 1
=
(pi
4
)(n−i)/2 n!
(i− 1)!
n−i−2
2∏
j=0
i+ 2j + 2√
(i+ 2j + 2)2 − 1
≤
√
3
2
(pi
4
)(n−i)/2 n!
(i− 1)! .
We immediately get that all closest vectors to a given point t ∈ Rn can be found by
recursively enumerating an expected number smaller than
√
2
(
pi
4
)n/2
n! lattice points.
So with
√
pi/4 ≈ 0.886 we get an exponential gain of roughly 0.886n compared to the
original considerations.
3.5 Global improvement
Recall the starting point of the considerations of the previous section. We have an upper
bound on ‖e(i)‖2, namely for all i, k with 1 ≤ i ≤ k ≤ n
‖e(i)‖2 ≤ µ(k)2 −
k∑
j=i+1
e2j‖b∗j‖2. (3.5.10)
Note that the bound in Inequality (3.5.10) is decreasing with increasing ej ’s, j = i +
1, . . . , k, and in fact if they satisfy |ej | > 12 then as in Inequality (3.4.8), we have
µ(k)2 −
k∑
j=i+1
e2j‖b∗j‖2 < µ(i)2.
In the original approach (see Section 3.3), only the case k = i was considered. In Section
3.4 we considered the case where k = i+ 1 and we got that
‖e(i)‖2 ≤ α2i+1(ei+1) · µ(i)2,
where α2i+1(ei+1) :=
(
(i+1)2
4 − e2i+1
)(
(i+1)2
4 − 14
)−1
. From that we derived that pairs of
coefficients (ei, ei+1) lie inside a 2-dimensional ellipsoid of volume
pi
4 (i + 1)
2
√
i
i+2 . The
goal of this section is to generalize this method to more than just 2-tuples of coefficients.
Note that
‖e(i−1)‖2 = ‖e(i)‖2 − e2i ‖b∗i ‖2 ≤ α2i+1(ei+1) · µ(i)2 − e2i ‖b∗i ‖2
= α2i+1(ei+1)
(
µ(i)2 − e
2
i
α2i+1(ei+1)
‖b∗i ‖2
)
.
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So under the condition that
e2i
α2i+1(ei+1)
≥ 14 , by Lemma 3.4.2 we have that
‖e(i−1)‖2 ≤ α2i+1(ei+1)α2i
(
e2i
α2i+1(ei+1)
)
µ(i−1)2.
If |ei+1|, |ei| > 12 , α2i+1(ei+1) < 1 and α2i
(
e2i
α2i+1(ei+1)
)
< 1. Clearly the bigger |ei+1|, |ei|
the smaller the bound on ‖e(i−1)‖ becomes.
Definition 3.5.1 For en, . . . , e1 recursively define β
2
n+1, . . . , β
2
1 by
β2n+1 := 1 and β
2
i−1 :=
{
1 if |ei−1| < 12 ,
β2i α
2
i−1
(
ei−1
βi
)
otherwise.
Note that β2i ≤ 1 for all i.
Proposition 3.5.2 For i = n, . . . , 2 we have
‖e(i−1)‖2 ≤ β2i µ(i−1)2.
Proof: The proof goes by reverse induction on i. For i = n − 1 the result follows by
Proposition 3.4.3. Assume the results holds for i. If |ei| < 12 , then β2i = 1 and the
proposition follows trivially. For the case |ei| ≥ 12 , note that
‖e(i−1)‖2 = ‖e(i)‖2 − e2i ‖b∗i ‖2 ≤ β2i+1µ(i)2 − e2i ‖b∗i ‖2 = β2i+1µ(i)2 − e2i ‖b∗i ‖2.
Also
e2i
β2i+1
> 14 and with Lemma 3.4.2, we get that
β2i+1
(
µ(i)2 − e
2
i
β2i+1
‖b∗i ‖2
)
≤ β2i+1α2i
(
ei
βi+1
)
µ(i−1)2 = β2i µ
(i−1)2.
By the Transference Theorems the following corollary follows immediately:
Corollary 3.5.3 For i = n, . . . , 2 we have
e2i−1 ≤ β2i ·
(
i− 1
2
)2
.
Similar to Corollary 3.4.4 this gives an interval of length |(i− 1) · βi| for the possible
choices of vi−1. Under the assumption that a few consecutive ej ’s are at least one half in
absolute value, e.g. |ek|, . . . , |ei| ≥ 12 , the next lemma will give a closed form expression
for βi depending on ek, . . . , ei. As a corollary of the next lemma and Proposition 3.5.2,
we will see how ek, . . . , ei satisfy a (k − i+ 1)-dimensional ellipsoid equation.
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Lemma 3.5.4 Let n ≥ k ≥ i ≥ 1. Under the assumption that |ek|, . . . , |ei| ≥ 12 and
either k = n or |ek+1| < 12 we have
β2i =
∏k
j=i
j2
4∏k
j=i
(
j2
4 − 14
) − k∑
j=i+1
e2j ∏j−1l=i l24∏j
l=i
(
l2
4 − 14
)
− e2i 1i2
4 − 14
.
Proof: We go by reverse induction on i. The case i = k follows by definition. Assume
the result holds for i+ 1. Then
β2i = α
2
i
(
ei
βi+1
)
· β2i+1 = β2i+1
i2
4
i2
4 − 14
− e2i
1
i2
4 − 14
.
Plugging in β2i+1 immediately gives the result.
From ‖e(i)‖2 ≤ β2i+1µ(i)2 and the Transference Theorems we obtain e2i ≤ i
2
4 β
2
i+1. So
under the condition that |ek|, . . . , |ei+1| > 12 we have that
e2i ≤
i2
4
 ∏kj=i+1 j24∏k
j=i+1
(
j2
4 − 14
) − k∑
j=i+2
e2j ∏j−1l=i+1 l24∏j
l=i+1
(
l2
4 − 14
)
− e2i+1 1(i+1)2
4 − 14
 .
The following corollary follows immediately:
Corollary 3.5.5 If |ek|, . . . , |ei+1| ≥ 12 for 1 ≤ i < k ≤ n, then
e2i +
k∑
j=i+1
e2j ∏j−1l=i l24∏j
l=i+1
(
l2
4 − 14
)
 ≤ ∏kj=i j24∏k
j=i+1
(
j2
4 − 14
) . (3.5.11)
Recursively, for i = n, . . . , 1, define the sets
E
(n)
i :=
{
(ei, . . . , en) ∈ Rn−i+1 : |ei| ≤ i
2
βi+1 and (ei+1, . . . , en) ∈ E(n)i+1
}
=
{
(ei, . . . , en) ∈ Rn−i+1 : |ej | ≤ j
2
βj+1 for j = i, . . . , n
}
.
where βj is defined as in Definition 3.5.1. We will now upper bound the volume of E
(n)
i
by first upper bounding the volume of E
(n)
1 and then showing that the same bound is
basically valid for Ei. Consider the following partition of E
(n)
1 into disjunct sets according
to the largest index τ such that eτ < 1/2:
E
(n)
1 =
{
(e1, . . . , en) ∈ Rn : |ej | ≤ j
2
· βj+1 and |ej | ≥ 1/2, j = 2, . . . , n
}
︸ ︷︷ ︸
=:T1
unionsq
⊔
2≤τ≤n
{
(e1, . . . , en) ∈ Rn : |ej | ≤ j
2
· βj+1 and max
2≤j≤n
{j : |ej | < 1/2} = τ
}
︸ ︷︷ ︸
=:Tτ
.
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Hence the volume of E
(n)
1 equals the sum of the volumes of Tτ on the right hand side.
Note that if (e1, . . . , en) ∈ Tτ for τ ≥ 2, then the following conditions are satisfied:
(eτ+1, . . . , en) satisfy Equation (3.5.11) and (e1, . . . , eτ−1) ∈ E(τ−1)1 . With
Vj,n :=
{
1 if j = n,
voln−j
{
(ej+1, . . . , en) ∈ Rn−j+1 : Eq. (3.5.11) holds
}
else,
for τ ≥ 2 we have that
vol(Tτ ) ≤ vol
(
E
(τ−1)
1
)
Vτ,n.
If (e1, . . . , en) ∈ Tτ for τ ≥ 1, then (eτ+1, . . . , en) satisfy Equation (3.5.11) and |e1| ≤
1/2. Hence vol(T1) ≤ V1,n. Set a(0) := 1 and recursively define
a(k) =
∑
1≤j≤k
a(j−1)Vj,k. (3.5.12)
Then vol
(
E
(n)
1
) ≤ a(n). Using the well known formula for the volume of an ellipsoid, Vj,k
can be computed (see Section 3.7.1) to be
Vj,k =
pi(k−j)/2
Γ
(
k−j
2 + 1
) k!
j!2k−j
(
k + 1
j + 1
)1/2( k
k + 1
)(k−j)/2
,
and
Vj,k ≤
(pi
4
)(k−j)/2 1
Γ
(
k−j
2 + 1
) k!
j!
(
k + 1
j + 1
)1/2
.
Plugging this into Equation (3.5.12), for k = 1, . . . , n we get
a(k) ≤
k∑
j=1
a(j−1)
(pi
4
)(k−j)/2 1
Γ
(
k−j
2 + 1
) k!
j!
(
k + 1
j + 1
)1/2
,
which leads to
a(k)√
k + 1(k + 1)!
(
4
pi
)k/2
≤ 1
k + 1
√
4
pi
k∑
j=1
a(j−1)√
jj!
(
4
pi
)(j−1)/2 1
Γ
(
k−j
2 + 1
) . (3.5.13)
We will now derive a nicer recursion, the goal to upper bound a(k) remains the same
however. Set s(0) := 1 and
s(k) :=
1
k + 1
√
4
pi
k∑
j=1
s(j−1)
Γ
(
k−j
2 + 1
) .
Lemma 3.5.6 Using the notation as above, for all k ≥ 0 we have that
a(k) ≤ √k + 1(k + 1)!
(pi
4
)k/2
s(k).
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Proof: The proof goes by induction on k. Clearly a(0) = 1 = s(0). For k ≥ 1, by Equation
(3.5.13) we have
a(k) ≤ √k + 1(k + 1)!
(pi
4
)k/2 1
k + 1
√
4
pi
k∑
j=1
a(j−1)√
jj!
(
4
pi
)(j−1)/2 1
Γ
(
k−j
2 + 1
)
≤ √k + 1(k + 1)!
(pi
4
)k/2 1
k + 1
√
4
pi
k∑
j=1
s(j−1)
1
Γ
(
k−j
2 + 1
)
=
√
k + 1(k + 1)!
(pi
4
)k/2
s(k).
So any upper bound on s(n) directly gives an upper bound on a(n). Unfortunately despite
the seemingly nice structure of the recursively defined sequence s(n), deriving a provable
explicit upper bound on s(n) seems a nontrivial task. Numerical computation of s(n)
showed (compare Figure 1) that for 10 < n ≤ 2000 we have
log
(
s(n)
√
n+ 1(n+ 1)! (pi/4)n/2
)
n log n︸ ︷︷ ︸
=:cn
< 0.75.
As
log a(n)
n log n
≤
log
(
s(n)
√
n+ 1(n+ 1)! (pi/4)n/2
)
n log n
= cn,
it follows that
vol
(
E
(n)
1
)
= a(n) ≤ ncnn
and hence for 10 < n ≤ 2000
vol
(
E
(n)
1
)
< n0.75n.
It remains to show that this bound basically also holds for vol
(
E
(n)
i
)
, where 1 ≤ i ≤ n,
i.e. that
vol
(
E
(n)
i
)
≤ a(n).
In fact this is true:
Lemma 3.5.7 Using the notation from above we have that
vol
(
E
(n)
i
)
≤ 2a(n).
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Figure 1: The behaviour of cn for 10 ≤ n ≤ 2000.
Proof: For i ≥ 1 set a(i−1)i := i and recursively define
a
(k)
i =
k∑
j=i
a
(j−1)
i Vj,k.
Then vol
(
E
(n)
i
)
≤ a(n)i . Note that for i = 1, this definition coincides with the one of
a(k) = a
(k)
1 . For i ≥ 3, we have
a(i−1) =
i−1∑
j=1
a(j−1)Vj,i−1 ≥ a(i−3)Vi−2,i−1 + a(i−2)Vi−1,i−1 ≥ i− 1 + 1 = i,
and hence a(i−1) ≥ i = a(i−1)i . From the recursive definition it follows that a(n) ≥ a(n)i
for 3 ≤ i ≤ n. Let us consider the case i = 2. We have a(i−1) = a(1) = 1 and
a
(i−1)
i = a
(1)
2 = 2. From the recursive definitions we can conclude that 2a
(n) ≥ 2a(n)2 for
n ≥ 2.
Note that
a(n) =
∑
1≤j≤n
a(j−1)Vj,n ≥ a(n−2)Vn−1,n = n · a(n−2).
As a consequence we have the following lower bound on a(n):
vol
(
E
(n)
1
)
= a(n) ≥
√
n! > n0.5(n−n/ lnn).
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3.6 Conclusion
We have seen that given a dual HKZ-basis, we can solve the closest vector problem using
a refined version of the approach by Blo¨mer [Blo¨00] by enumerating an expected number
of ncnn lattice points, with cn < 0.75 for 10 < n ≤ 2000. Kannan’s algorithm runs faster,
as refined analysis thereof implies [HS10]. Using Kannan’s algorithm, which as input
takes an HKZ-basis, it is enough to enumerate nn/2+o(n) lattice points. Table 1 gives an
overview on the complexities.
Approach original refined
Kannan nn+o(n) 2O(n)nn/2
Blo¨mer n! ncnn
Table 1: Overview on the expected number of points to enumerate.
3.7 Appendix
3.7.1 Computation of Vτ,k in Section 3.5
Vτ,k =
pi(k−τ)/2
Γ
(
k−τ
2 + 1
)
 ∏kj=τ+1 j2∏k
j=τ+2
(
j2
4 − 14
)1/2

k−τ+1
k∏
j=τ+2
∏j
i=τ+2
(
i2
4 − 14
)1/2
∏j−1
i=τ+1
i
2
=
pi(k−τ)/2
Γ
(
k−τ
2 + 1
) (τ + 1
2
)k−τ  k∏
j=τ+2
j
2√
j2
4 − 14
k−τ
· k!
(τ + 1)k−τ−1(τ + 1)!
k∏
j=τ+2
j∏
i=τ+2
(
i2
4 − 14
) 1
2
i
2
=
pi(k−τ)/2
Γ
(
k−τ
2 + 1
) k!
τ !2k−τ
(
(τ + 2)k
(τ + 1)(k + 1)
)(k−τ)/2(τ + 1
τ + 2
)(k−τ−1)/2(k + 1
τ + 2
)1/2
=
pi(k−τ)/2
Γ
(
k−τ
2 + 1
) k!
τ !2k−τ
(
k + 1
τ + 1
)1/2( k
k + 1
)(k−τ)/2
≤ pi
(k−τ)/2
Γ
(
k−τ
2 + 1
) k!
τ !2k−τ
(
k + 1
τ + 1
)1/2
=
(pi
4
)(k−τ)/2 1
Γ
(
k−τ
2 + 1
) k!
τ !
(
k + 1
τ + 1
)1/2
.
Chapter 4
Improvements in the AKS sieve
For simplicity we consider only full rank lattices L ⊂ Rn in this chapter. Algorithms to
solve the shortest vector problem exactly can roughly be divided into two main branches,
enumeration and sieving. Enumeration searches all lattice points in some appropriate
subset of the Euclidean space containing the shortest vectors of the lattice. The time
complexity is often estimated by the Gaussian heuristic and the volume of the subset
searched (cf. Section 3.1). The space complexity is basically linear in the dimension n.
Enumeration is still the most used algorithm when it comes to finding a shortest lattice
vector in low dimensions and practical enumeration algorithms (see e.g. [SE94]) run in
time 2O(n
2), the best asymptotic bound being 2O(n logn) [Kan83].
In 2001, Ajtai, Kumar and Sivakumar came up with an asymptotically faster al-
gorithm, the AKS sieve algorithm [AKS01]. The AKS sieve algorithm provably runs
in probabilistic time 2O(n). A main drawback of the algorithm is the fact that also the
space requirement is 2O(n) and so far the AKS algorithm is still outperformed in practice
by state of the art enumeration algorithms. In [NV08], careful analysis of the original
AKS sieve revealed the hidden constants in the big-O notation showing that with an
appropriate choice of parameters the AKS sieve algorithm runs in time 25.9n+O(logn) and
space 22.95n+O(logn). A main ingredient in their analysis is a bound on the maximum
number of points of mutual distance λ > 0 inside a ball of radius R > 0. They use
the fact that this number can be bounded by 2cn, with c = log2(1 + 2R/λ). We will
show that this bound can in fact be reduced to 2c
′n+O(logn), with c′ = log2(
√
2R/λ), by
combining a result on sphere packings by [MG02] and a result on the minimum number
of balls needed to cover a larger ball [Rog63]. Redoing the complexity analysis for the
AKS algorithm we will show that the time and space complexity can be bounded by
24.2n+O(logn), 22.1n+O(logn) respectively.
The decisions made in the AKS algorithm are not based on the given set of lattice
vectors directly, but on perturbations thereof. This special perturbation method is
used to prove that with high probability a shortest vector is returned. In [NV08] it is
argued that this perturbation might be omitted in practice. They propose a new sieving
algorithm that —under a given heuristic assumption— runs in time poly(n)(4/3 + )n
with space requirement poly(n)(4/3 + )n/2. We review this algorithm and propose
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a generalization thereof reducing the theoretical gap between enumeration algorithms
and sieving. While the original sieving algorithm tries to reduce the lengths of a large
set of lattice vectors by finding shorter vectors in sublattices of rank 2, we propose an
algorithm that reduces the lengths of the set of lattice vectors by running an SVP-solver
(e.g. enumeration) on sublattices of arbitrary higher ranks (Section 4.2.1). A thorough
analysis of this approach is still to be done, kick-off considerations are given though. First
experiments show that this approach could make sieving practical to higher dimensions
than to date.
The chapter is organized as follows: In Section 4.1 we describe the AKS sieving
algorithm including the complexity analysis by [NV08] in Section 4.1.1. In Section 4.1.2
we derive a new bound on the number of lattice points inside a ball of given radius
and in Section 4.1.3 we show how the parameters of the AKS algorithm can be adapted
resulting in better complexity upper bounds. In Section 4.2 we review the heuristic sieve
algorithm proposed by [NV08] and present a generalization thereof in Section 4.2.1.
4.1 AKS sieving
The principle of classical AKS sieving algorithm [AKS01] to solve the shortest vector
problem is as follows:
1. Sample a large set S of lattice vectors inside a ball of given radius around the
origin.
2. Iteratively apply a sieving step on S to obtain a new large set of lattice vectors
inside a ball of smaller radius.
3. Compute the pairwise differences between the vectors in the resulting set to get a
shortest vector.
The algorithm is a probabilistic algorithm. In order to be able to prove that the algorithm
with high probability returns the desired result, a perturbation method is applied. This
means that the decisions made in the algorithm do not depend on the lattice vectors
v ∈ L sampled, but instead on some random perturbations y ∈ Rn thereof.
In the following the different parts of the sieving algorithm are described following
the work in [NV08]. We will not repeat the algorithm in full detail. The goal is to provide
enough details such that the essence of the complexity analysis can be understood.
The algorithm depends on three input parameters γ, ξ, c0 ∈ R. The shrinking pa-
rameter γ is chosen to be in (0, 1) and determines by which factor the radius of the
ball is reduced in every sieving step. The second parameter ξ is of the form ξ′λ1(L)
with ξ′ > 1/2 and bounds the perturbation applied to the lattice vectors. Note that
λ1(L) is not known in advance and is hard to find in general. However for α > 1, us-
ing the LLL reduction algorithm we can find in polynomial time a vector v ∈ L such
that λ1(L) ≤ v ≤ αpoly(n)λ1(L). Making a polynomial number of guesses we find a
good approximation of λ such that λ1(L) ≤ λ ≤ αλ1(L). Finally, c0 determines the
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number N0 = 2
c0n of vectors to be sampled. The space requirement of the algorithm
will be dominated by N0 and the time complexity is dominated by taking the pairwise
differences of the vectors resulting in roughly N20 polynomial time operations.
Initial sampling The sieving algorithm first computes a LLL reduced basis for which
it can be shown that maxi=1,...,n ‖bi‖ ≤ βnλ1(L) for some β > 1, unless a shortest
vector is contained in a proper sublattice of the form L(b1, . . . ,bk), k < n (cf. [NV08,
Lemma 3.3]). Let R0 = nmaxi ‖bi‖. The initial sampling procedure generates a set
S0 of N0 = 2
c0n pairs (v,y) ∈ L × Bn(R0), such that v − y is uniformly distributed
in Bn(ξ). This is done by applying Babai’s nearest plane algorithm [Bab86] to random
vectors from Bn(ξ).
Sieving step Taking as input a set Si, i ≥ 0, of Ni pairs (v,y) ∈ L × Bn(Ri), and
setting Ri+1 = γRi+ ξ, it outputs a set Si+1 of Ni pairs (v,y) ∈ L×Bn(Ri+1) using the
procedure as described in Algorithm 8. It is easy to see that Ri = γ
iR0 + ξ
1−γi
1−γ , that
the cardinalities of the sets S, S′ and C from Algorithm 8 satisfy
|S| = |S′|+ |C|,
and that |C| is bounded by the maximum number of elements at mutual distance at
least γR inside the annulus {x ∈ Rn : γR ≤ ‖x‖ ≤ R}. This will be crucial in the
complexity analysis.
Algorithm 8: Sieving step
Input: A set S of pairs (v,y) ∈ L × Bn(R) where v − y is uniformly at random
in Bn(ξ) and γ ∈ (0, 1).
Output: A set S′ of pairs (v,y) ∈ L × Bn(γR+ ξ).
S′ ← ∅1
C← ∅2
for (v,y) ∈ S do3
if ∃(v′,y′) ∈ C s.t. ‖y − y′‖ ≤ γR then4
S← S ∪ (v − v′,y − v′)5
else6
C← C ∪ (v,y)7
end8
end9
return S′10
Pairwise differences Let Sl ⊂ L×Bn(Rl) be the set of pairs obtained by iteratively
applying the sieving step l times to an initially sampled set S0 ⊂ L × Bn (R0). In this
case Rl = γ
lR0 + ξ
1−γl
1−γ . Note that for (v,y) ∈ Sl, by the triangle inequality the length
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of the lattice vector v is bounded:
‖v‖ ≤ γlR0 + ξ 1− γ
l
1− γ + ξ︸ ︷︷ ︸
=Rl+ξ
.
In the limit l→∞, Rl tends to ξ 11−γ and for e.g. k = dlogγ 0.01ξR0(1−γ)e we get close to the
limit, i.e. Rk ≤ ξ 1.011−γ . If |Sk| is large enough we expect to find a shortest vector of L by
taking the pairwise difference of the elements in Sk (see Lemma 4.1.1).
4.1.1 Complexity analysis for AKS
We will now sketch the complexity analysis done by Nguyen et al [NV08]. In their
analysis they use the following notation.
1. 2cRn: denotes an upper bound on the number of lattice points inside a ball of
radius R. By [NV08, Lemma 3.2],
cR = log2
(
1 +
2R
λ1(L)
)
. (4.1.1)
2. 2cSn: denotes an upper bound on the number of points with mutual distance at
least γR inside an n-dimensional annulus {x ∈ Rn : γR ≤ ‖x‖ ≤ R} . By [NV08,
Lemma 3.5],
cS =
{
log2(2/γ) if γ ≥ 12
(√
5− 1),
1
2 log2(2 +
2
2γ−1) if γ <
1
2
(√
5− 1). (4.1.2)
3. 2−cUn: let ξ > λ1(L)/2, and y ∈ L such that ‖y‖ = λ1(L). Then 2−cUn is a lower
bound on the probability that for an element x chosen uniformly at random from
Bn(ξ) also x + y is in Bn(ξ). By [NV08, Lemma 3.4],
cU =
1
2
log2
ξ2
ξ2 − λ21/4
=
1
2
log2
ξ′2
ξ′2 − 1/4 . (4.1.3)
Lemma 4.1.1 ([NV08] Lemma 3.6) Let L ∈ Rn be an n-dimensional lattice, (γ, ξ, c0)
a choice of parameters for the sieving algorithm as above, k = dlogγ 0.01ξR0(1−γ)e and
R∞ = ξ
(
1 + 1.011−γ
)
. Let cR∞ , cU and cS be as in (4.1.1), (4.1.3), (4.1.2) and
N∞ = 2(c0−cU )n−1 − k2cSn.
Then if N∞ ≥ 2cR∞n+3, the sieving algorithm outputs a shortest vector of L with prob-
ability at least 1/2.
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Lemma 4.1.1 imposes the following constraints on (γ, ξ, c0) (compare [NV08, page 12]):
c0 − cU > cS , (4.1.4)
c0 − cU > cR∞ . (4.1.5)
Optimizing the parameters with respect to the running time, Nguyen et al propose to
use the following parameters such that a shortest vector of the lattice is found by the
algorithm with high probability:
(γ, ξ, c0) =
(
0.518, 0.7λ1(L), 2.95
)
.
The running time of the algorithm is dominated by taking the pairwise differences re-
sulting in poly(n)22c0n polynomial time operations. The space complexity is dominated
by the pairs initially sampled, i.e. by poly(n) · 2c0n bits. See Table 1 for an overview on
the variables.
(γ, ξ, c0) cR∞ cS cU time space
(0.518, 0.7λ1, 2.95) 2.42 0.79 0.51 2
5.9n+O(logn) 22.95n+O(logn)
Table 1: Crucial values for the given choices of parameters.
We will improve these complexity bounds in Section 4.1.3. The improvement is based
on new upper bounds on the number of lattice points inside a ball of given radius derived
in the next section.
4.1.2 New bounds on the number of lattice points inside a ball
In this section a new bound on the number of points with given minimal mutual distance
inside a ball of radius R > 0 is given. The bound follows from a result by Rogers [Rog63],
bounding the minimal number of balls of radius 1 required to cover a ball of radius R
and a result by Micciancio and Goldwasser [MG02] bounding the number of points with
mutual distance at least 2 inside a ball of radius
√
2.
Let NR,n denote the minimal number of n-balls of radius 1 needed to cover an n-ball
of radius R. I.e. there exists a set X ⊂ Rn with |X| = NR,n such that
Bn(R) ⊆
⋃
x∈X
Bn(x, 1).
Rogers [Rog63, Proof of Thm. 3] (see also [VG05] for an improvement) derived the
following bounds on NR,n.
Theorem 4.1.2 Let R > 1 and n ≥ 9. Using the notation from above we have that
NR,n ≤

e(n lnn+ n ln lnn+ 5n)Rn if R ≥ n,
n(n lnn+ n ln lnn+ 5n)Rn if nlnn ≤ R < n,
4en
√
n
lnn−2
(
2n lnn+ n ln lnn+ 12 ln 144n
)
Rn if R < nlnn .
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We further have the following theorem on sphere covering:
Theorem 4.1.3 ( [MG02], Theorem 5.2) The maximum number of points in a sphere
of radius 1√
2
in Rn with mutual distance at least 1 to each other is 2n.
These two results can be used to bound the number of points with mutual distance at
least λ inside a sphere of radius R.
Lemma 4.1.4 Let R, λ be positive reals and S ⊂ Bn(R) a set of points with mutual
distance at least λ. Then with R′ =
√
2
λ R, we have that
|S| ≤ 2nNR′,n.
If n ≥ 9,
|S| ≤ 2nNR′,n = poly(n)
(√
2
λ
R
)n
.
Proof: Note that the minimum number of balls of radius λ√
2
required to cover a ball
of radius R equals the minimum number of balls of radius 1 required to cover a ball
of radius
√
2
λ R. Hence Bn(R) can be covered by NR′,n balls of radius λ√2 . By Theorem
4.1.3 each of these balls contains at most 2n points with mutual distance at least λ. The
second part follows from Theorem 4.1.2.
Setting λ = γR with 0 < γ < 1 we immediately get:
Corollary 4.1.5 Let R ∈ R be positive and 0 < γ < 1. Let C ⊂ Bn(R) a set of points
with mutual distance at least γR. Then with R′ =
√
2
γ , we have that
|C| ≤ 2nNR′,n.
If n ≥ 9,
|C| ≤ 2nNR′,n = poly(n)
(√
2
γ
)n
.
In the next section we see how these bounds influence the complexity upper bounds for
the sieving algorithm.
4.1.3 New complexity upper bounds for AKS
Using the results from Section 4.1.2 we will show how the complexity upper bounds on
the AKS algorithm as given in Table 1 can be improved in the case where n ≥ 9.
1. 2cˆRn: denotes an upper bound on the number of lattice points inside a ball of
radius R. By Lemma 4.1.4, with R′ =
√
2
λ1(L)R we can set
cˆR =
1
n
log2
(
2nNR′,n
)
=
O (log n)
n
+ log
√
2R
λ1(L) .
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2. 2cˆSn: denotes an upper bound on the number of points inside an n-dimensional
annulus {x ∈ Rn : γR ≤ ‖x‖ ≤ R} with mutual distance at least γR. By Corollary
4.1.5, with R′ =
√
2
γ we can set
cˆS =
1
n
log2
(
2nNR′,n
)
=
O (log n)
n
+ log
√
2
γ
.
As in Section 4.1.1 we can state the following constraints on a parameter triple (γ, ξ, c0)
(compare (4.1.4) and (4.1.5)):
c0 − cU > cˆS , (4.1.6)
c0 − cU > cˆR∞ . (4.1.7)
The goal is to find a optimal valid parameter triple (γ, ξ, c0) such that these constraints
are satisfied. Recall that R∞ = ξ ·
(
1 + 1.011−γ
)
= λ1 · ξ′ ·
(
1 + 1.011−γ
)
and hence we get
cˆR∞ =
1
n
log2
(
2nNR1,n
)
with R1 =
√
2 · ξ′ ·
(
1 +
1.01
1− γ
)
,
cˆS =
1
n
log2
(
2nNR2,n
)
with R2 =
√
2
γ
,
cU =
1
2
log2
ξ′2
ξ′2 − 1/4 .
Note that for a fixed ξ′, cˆS is decreasing in γ and cˆR∞ is increasing in γ. As cU is
independent of γ, we choose γ such that cˆS = cˆR∞ or equivalently that R1 = R2.
Solving the corresponding quadratic equation and keeping in mind that γ ∈ (0, 1) we
get
γ =
2.01ξ′ + 1−√(2.01ξ′ + 1)2 − 4ξ′
2ξ′
.
For this choice of γ it remains to minimize cU + cˆS , or equivalently cU + cˆR∞ , with respect
to ξ′. Note that cˆS = log2R2 +
O(log2 n)
n , where the second summand is independent of
ξ′. We minimize
log2R2 + cU = log2
√
2 · 2ξ′
2.01ξ′ + 1−√(2.01ξ′ + 1)2 − 4ξ′ + 12 log2 ξ
′2
ξ′2 − 1/4 .
Numerical computations show that the minimum is reached for ξ′ ≈ 0.794. The corre-
sponding value for the shrinking factor is γ ≈ 0.446. For these values of ξ′ and γ we
get:
cˆS = cˆR∞ = 1.66 +
O (log n)
n
,
cU = 0.36.
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Setting c0 = 2.1 +
O(logn)
n , Equations (4.1.6) and (4.1.7) are satisfied and the resulting
time complexity equals
poly(n)22c0n = 24.2n+O(logn),
and the space complexity equals
poly(n)2c0n = 22.1n+O(logn).
4.2 Heuristic sieve algorithm
In [NV08], a heuristic variant of the AKS sieve algorithm is presented and analyzed.
They point out that the perturbation vectors y, while essential in the theoretical proof
of the algorithm, might be ignored in practice. Further it is argued that the bound on
the number of elements in C discarded in each sieving step is a worst case bound and
that by the birthday paradoxon this number should be substantially smaller in practice.
They propose that on a set S0 ⊂ L ∩ Bn(R0), with R0 = 2O(n)λ1(L), a sieving step as
described in Algorithm 9 is iteratively applied until a short vector is found.
Algorithm 9: Pair sieving step
Input: A set S ⊂ L ∩ Bn(R) and γ ∈ (0, 1).
Output: A set S′ ⊂ L ∩ Bn(γR).
S′ ← ∅,C← ∅1
for v ∈ S do2
if ‖v‖ ≤ γR then3
S′ ← S′ ∪ {v}4
else if ∃c ∈ C s.t. ‖v − c‖ ≤ γR then5
S′ ← S′ ∪ {v − c}6
else7
C← C ∪ {v}8
end9
end10
return S′11
The analysis of the sieving step as proposed in Algorithm 9 relies on the following
assumption
• The elements in S ∩ Cn(γ,R) are uniformly distributed in Cn(γ,R) =
{
x ∈ Rn :
γR ≤ ‖x‖ ≤ R}.
Under this assumption on the input set S the following lemma allows to bound the
number of elements discarded in every sieving step.
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Lemma 4.2.1 ([NV08] Lemma 4.1) Let n ∈ N, 2/3 < γ < 1 and S as set of points
chosen independently uniformly at random from Cn(γ,R). Further let
NC =
(
1
γ
√
1− γ2/4
)n ⌈
3
√
2pi(n+ 1)3/2
⌉
,
and NS = |S|. Then if NC < NS < 2n, for any subset C ⊂ S of cardinality at least
NC with elements chosen independently at random, with overwhelming probability, for
all v ∈ S there exists a c ∈ C such that ‖v − c‖ ≤ γR.
Under the given assumption we have that the output set S′ of Algorithm 9 with over-
whelming probability has cardinality
|S′| = |S| − |C| ≥ |S| −NC,
where NC is as in Lemma 4.2.1. Starting with a sufficiently large set S0 ⊂ L∩Bn(R) of
lattice vectors of bounded length R = 2O(n)λ1(L), after a polynomial number of sieving
steps with factor γ < 1, we can expect to find a shortest vector. Lemma 4.2.1 implies
that it is sufficient to choose the cardinality of S0 to be poly(n)NC. The running time
will be quadratic in the size of the initially sampled set: O (|S0|2) . By choosing γ close
to 1, the space requirement is hence expected to be of order (4/3 + )n and the time
complexity to be of order (4/3 + )n/2 (cf. [NV08, page 15]).
In the next section we propose an extension of the heuristic sieving algorithm as
described above. Instead of taking pairwise differences between the vectors in S to get
potentially shorter vectors, we allow to take i-tuples of vectors and run a SVP-solver
on them in order to find the shortest vector in the lattice generated by the given i-
tuple. We will prove a result corresponding to Lemma 4.2.1 for this case and discuss the
implications on the running time and space requirement.
4.2.1 Extensions of the heuristic sieve
We start by giving the pseudocode of the extended sieve algorithm (see Algorithm 10).
Note that when setting the input parameter β = 2, Algorithm 10 differs from Algorithm
9 only in more sophisticated way to generate new vectors, namely instead of taking the
pairwise differences of two lattice vectors, an SVP-solver (Shortest(·)) is applied to pairs
of basis vectors.
Note that the set C in the algorithm has the following property:
∀1 ≤ j ≤ β : ∀c1, . . . , cj ∈ C : λ1
(L(c1, . . . , cj)) > γR.
Clearly |S′| = |S| − |C|, and using the same line of thought as in the last section, if |S′|
is not much smaller than the input set |S|, then iteratively applying this sieving step to
an initial set S0 ⊂ L∩Bn(R) with R = 2O(n)λ1(L), after a polynomial number of sieving
steps with factor γ < 1, we can expect to find a shortest vector. It is clear that for
β > 2, given the same input set S the cardinality of the set C in Algorithm 10 is smaller
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Algorithm 10: Tuple sieving step
Input: A set S ⊂ L ∩ Bn(R) and γ ∈ (0, 1), i ≥ 0 .
Output: A set S′ ⊂ L ∩ Bn(γR).
S′ ← ∅,C← ∅1
for v ∈ S do2
if ‖v‖ ≤ γR then3
S′ ← S′ ∪ {v}4
if ∃(c1, . . . , ci−1) ∈ Ci−1 s.t. λ1
(L(v, c1, . . . , ci−1)) ≤ γR then5
S′ ← S′ ∪ Shortest(L(v, c1, . . . , ci−1))6
else7
C← C ∪ {v}8
end9
end10
return S′11
than the cardinality of the corresponding set in Algorithm 9. On the other hand, the
running time of the algorithm will be exponential in β. The ratio of the time-memory
tradeoff is not immediately clear.
The question is to what extend the choice of the parameter β influences the size of C.
In the following we give first steps towards giving the answer using similar techniques
as in [NV08]. A complete analysis is still work to be done. We need the following
assumptions, and their correctness is not clear at all.
• If the elements of the input set S are uniformly at random in Bn(R), the elements
of the output set S′ are uniformly at random in Bn(γR).
• There exists a number Pβ(γ) such that for a random (β−1)-tuple (c1, . . . , cβ−1) ∈
Cβ−1 and a random element v in S, the probability that λ1
(L(v, c1, . . . , cβ−1)) ≤
γR is lower bounded by Pβ(γ).
• For random v ∈ S and (c1, . . . , cβ−1) 6= (c′1, . . . , c′β−1) ∈ Cβ−1, the events
λ1
(L(v, c1, . . . , cβ−1)) ≤ γR and λ1(L(v, c′1, . . . , c′β−1)) ≤ γR are independent.
The goal is to derive a bound NC such that if |C| ≥ NC, then with overwhelming proba-
bility for all v ∈ S\C there exist c1, . . . , cβ−1 ∈ Ci−1 such that λ1
(L(v, c1, . . . , cβ−1)) ≤
γR. As a consequence, |C| will with overwhelming probability not exceed NC and the
cardinality of the output set of Algorithm 10 can be bounded as follows:
|S′| = |S| − |C| ≥ |S| −NC.
We prove a generalized version of Lemma 4.2.1.
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Lemma 4.2.2 Let β, n ∈ N, γ ∈ (0, 1) and S a set of NS points chosen independently
uniformly at random from Cn(γ,R). Further let
NC = (β − 1)
(
n
Pβ(γ)
)1/(β−1)
,
and Pβ(γ) ∈ [0, 1] as above. Let NC < NS < 2n and C be a random subset of S of
cardinality at least NC. Then, with overwhelming probability for all v ∈ S there exists a
(i− 1)-tuple (c1, . . . , cβ−1) ∈ Cβ−1 such that λ1
(L(v, c1, . . . , cβ−1)) ≤ γR.
Proof: Let Eβ(γ) denote the expected number of elements v in S\C such that there is
no (β − 1)-tuple (c1, . . . , cβ−1) ∈ Cβ−1 with λ1
(L(v, c1, . . . , cβ−1)) ≤ γR. Using the
assumptions stated above we have
Eβ(γ) ≤ |S\C| ·
(
1− Pβ (γ)
)( |C|β−1).
If Eβ(γ) ≤ 1, then with overwhelming probability for all v ∈ S\C there exists a
(c1, . . . , cβ−1) ∈ Cβ−1 with λ1
(L(v, c1, . . . , cβ−1)) ≤ γR. It is sufficient to require
|S\C| · (1− Pβ(γ))( |C|β−1) ≤ 1,
or equivalently ( |C|
β − 1
)
log
(
1− Pβ(γ)
) ≤ − log |S\C|.
As log(1− x) ≤ −x and ( |C|β−1) ≥ ( |C|β−1)β−1 we get the sufficient condition( |C|
β − 1
)β−1
· Pβ(γ) ≥ log |S\C|,
which is equivalent to
|C| ≥ (β − 1)
(
log |S\C|
Pβ(γ)
)1/(β−1)
.
Iteratively applying the sieving step as described in Algorithm 10 to a starting set
S0 ⊂ L ∩ Bn(R0) with R0 = 2O(n)λ1(L) and cardinality |S0| = poly(n)NC, where NC is
as in Lemma 4.2.2, we expect to find a shortest vector in the lattice. Unfortunately it
is not clear to what extend the assumptions stated above hold and how to compute a
good lower bound on the probability Pi(γ).

Chapter 5
Measuring reducedness
The complexity of lattice problems highly depends on the quality, i.e. the reducedness
of the given basis B = [b1, . . . ,bn]. Both the orthogonality defect od(B) and the Seysen
measure S(B) try to quantify the reducedness of the basis B. The orthogonality defect
od(B) :=
n∏
i=1
‖bi‖2
‖b∗i ‖2
=
∏n
i=1 ‖bi‖2
vol(L(B))2 ,
directly depends on the lengths of the basis vectors and can be seen as the canonical
way to measure the reducedness of a basis. It is not hard to see that od(B) ≥ 1 with
equality if and only if the basis vectors are pairwise orthogonal. The term orthogonality
defect is not completely unambiguous, as the exact definitions vary in the literature. We
use the same notion as e.g. [TMK05]. Sometimes the square is omitted e.g. in [MG02,
Chapter 7] and [LJS90] or a normalized version 1−∏ni=1 ‖b∗i ‖2‖bi‖2 to be in [0, 1) is used e.g.
in [Maz10] or, under the name orthogonality deficiency, in [ZAM08]. Low orthogonality
defect trivially implies the existence of a relatively short basis vector:
min
1≤i≤n
‖bi‖2 ≤
(
n∏
i=1
‖bi‖2
)1/n
= od(B)1/nvol(L)1/n,
and the following lemma from [Lod09, Thm 14.13] shows the connection between the
orthogonality defect and the size of the coefficients of a shortest vector.
Lemma 5.0.3 Given a lattice basis B with orthogonality defect od(B). Then a shortest
nonzero vector v ∈ L(B) is of the form
v =
n∑
i=1
vibi with |vi| ≤
√
od(B).
The orthogonality defect of a HKZ-basis can be upper bounded by γnn
∏n
i=1
i+3
4 [LJS90],
where γn as usual denotes the n-th Hermite constant. This proves the existence of a
basis B with od(B) ≤ exp(2n lnn).
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The Seysen measure
S(B) :=
n∑
i=1
‖bi‖2‖b×n−i+1‖2,
depends on both, the lengths of the basis vectors of B and of its reverse dual basis
B× = [b×1 , . . . ,b
×
n ]. It holds that S(B) ≥ n with equality if and only if the basis vec-
tors are pairwise orthogonal. The Seysen measure was introduced by Seysen [Sey93]
as part of a lattice basis reduction algorithm. The algorithm reduces the Seysen mea-
sure of a basis by iteratively performing elementary row operations on the basis ma-
trix B. For a very comprehensive description and discussion of the algorithm we refer
to [LaM91]. It is known [Sey93] that for every lattice there exists a basis such that
S(B) ≤ exp(O (ln(n)2)) and recently Maze [Maz10] made this bound precise by showing
that S(B) ≤ exp((2/ ln 2 + 1) ln(n)2 + 4 lnn). Remarkably enough, the proofs of these
bounds again rely on the existence of a HKZ-basis. A similar result as the one in Lemma
5.0.3 can also be shown by means of the Seysen measure: If two points in span(L(B))
are close to each other, the distance of its coefficients with respect to B can be bounded.
More precisely, for two points v = v1b1 + · · · + vnbn and w = w1b1 + · · · + wnbn in
span(L) it can be shown (see Lemma 5.1.4) that
‖(v1 − w1, . . . , vn − wn)‖2 ≤ ‖v −w‖2 S(B)
λ1(L)2 . (5.0.1)
Several inequalities relating the Seysen measure of a basis to the orthogonality defect
exist. Zhang et al. [ZAM08] showed that
1
n
S(B) ≤ od(B) ≤ 1
n
(S(B)− n+ 1)n−1 . (5.0.2)
The first inequality is a direct consequence of a result by Taherzadeh et al. [TMK05,
Proof of Lemma 1] saying that ‖bi‖‖b×i ‖ ≤
√
od(B), 1 ≤ i ≤ n.
The motivational result of this chapter is due to Maze [Maz10] and improves the
second inequality in (5.0.2):
od(B) ≤ min
{
e
(
S(B) + 1
n
)n−1
,
(
S(B)
n
)n}
. (5.0.3)
While we will see that the inequality od(B) ≤
(
S(B)
n
)n
is a direct consequence of the
geometric-arithmetic mean inequality, the proof of od(B) ≤ e
(
S(B)+1
n
)n−1
is a combina-
tion of two results. The first result is due to Maze [Maz10], who realized that the Seysen
measure equals the trace of a symmetric positive definite matrix, while the orthogonality
defect equals the determinant thereof. As such the Seysen measure equals the sum of
the corresponding eigenvalues and the orthogonality defect the product thereof. Further
the harmonic mean of the eigenvalues equals 1. The second result follows directly from
our work published in [MW12], which implies the following lemma
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Lemma 5.0.4 For strictly positive reals x1, . . . , xn with harmonic mean
n∑n
i=1 x
−1
i
= 1
the following inequality holds:
n∏
i=1
xi ≤ e
(∑n
i=1 xi + 1
n
)n−1
.
The rest of the chapter is organized as follows. In Section 5.1 we review the two
measures and their connections and show how Equation (5.0.3) can be derived using
Lemma 5.0.4. We further prove Equation (5.0.1) (Lemma 5.1.4). In Section 5.2 the result
leading to Lemma 5.0.4 is presented. We show in full detail how the inequality between
the harmonic and arithmetic mean, the arithmetic and geometric mean respectively, can
be tightened if the geometric mean, the harmonic mean respectively, is given.
5.1 Seysen measure vs. orthogonality defect
Let L ⊂ Rm be a lattice of rank n with basis B = [b1, . . . ,bn]. Let as usual B∗ =
[b∗1, . . . ,b∗n] denote its Gram-Schmidt orthogonalized basis and B× = [b
×
1 , . . . ,b
×
n ] its
reverse dual basis.
The i-th Gram-Schmidt vector b∗i is orthogonal to span(b1, . . . ,bi−1) and bi − b∗i
is the orthogonal projection of bi onto span(b1, . . . ,bi−1). By ϕi ∈ [0, pi] we denote the
angle between bi and bi − b∗i (compare Figure 1a). We have
‖bi‖
‖b∗i ‖
= sin(ϕi)
−1.
As an immediate consequence from the definition we have that b×n−i+1 is orthogonal
to span(b1, . . . ,bi−1,bi+1, . . . ,bn). We define ψi ∈ [0, pi] to be the angle between bi
and its orthogonal projection onto span(b1, . . . ,bi−1,bi+1, . . . ,bn) (compare Figure 1b).
From 1 = 〈bi,b×n−i+1〉 = ‖bi‖‖b×n−i+1‖ cos(pi/2 − ψi) = ‖bi‖‖b×n−i+1‖ sin(ψi) it follows
that
‖bi‖‖b×n−i+1‖ = sin(ψi)−1.
Consequently we have the following alternative expressions for Seysen measure and
the orthogonality defect
od(B) =
n∏
i=1
‖bi‖2
‖b∗i ‖2
=
n∏
i=1
1
sin2 ϕi
, (5.1.4)
S(B) =
n∑
i=1
‖bi‖2‖b×n−i+1‖2 =
n∑
i=1
1
sin2 ψi
. (5.1.5)
With ψi ≤ ϕi and the geometric-arithmetic mean inequality we get
1
n
S(B) =
1
n
n∑
i=1
1
sin2 ψi
≥
(
n∏
i=1
1
sin2 ψi
)1/n
≥
(∏
i
1
sin2 ϕi
)1/n
= od(B)1/n,
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bi
span(b1, . . . ,bi−1,bi+1, . . . ,bn)
b×i
ϕi
(a) Angle between bi and span of remaining basis vectors.
bi
span(b1, . . . ,bi−1)
b∗i
ψi
(b) Angle between bi and span of preceding basis vectors.
Figure 1
showing the first part of Equation (5.0.3):
od(B) ≤
(
S(B)
n
)n
. (5.1.6)
For the second part consider BTB. As the Gram-matrix of a set of linearly indepen-
dent vectors in Rm it is symmetric positive definite. Writing B = diag(‖b1‖, . . . , ‖bn‖) ·
B˜, we have BTB = diag(‖b1‖, . . . , ‖bn‖) · B˜T B˜ · diag(‖b1‖, . . . , ‖bn‖) and hence M :=
B˜T B˜ ∈ Rn×n is symmetric positive definite. As such also M−1 is symmetric positive
definite and has positive real eigenvalues ξ1, . . . , ξn ∈ R. It is possible to express both the
Seysen measure and the orthogonality defect by means of these eigenvalues, as has been
shown by [Maz10, Section 3]. We summarize this result in the following proposition:
Proposition 5.1.1 Using the notation from above, let ξ1, . . . , ξn ∈ R be the eigenvalues
of the matrix M−1 = (B˜T B˜)−1. Then the following holds:
od(B) = det
(
M−1
)
=
n∏
i=1
ξi,
S(B) = trace
(
M−1
)
=
n∑
i=1
ξi.
Further
trace (M) =
n∑
i=1
1
ξi
= n.
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Note the similarity to Equation (5.1.4) and (5.1.5). However the eigenvalues ξi are
not equal sin(ϕi)
−1, sin(ψi)−1 respectively, in general. In fact we have equality if and
only if the basis vectors are pairwise orthogonal.
The usual harmonic-geometric-arithmetic mean inequalities imply the following in-
equalities
n∑n
i=1 ξ
−1
i︸ ︷︷ ︸
=1
≤
(
n∏
i=1
ξi
)1/n
︸ ︷︷ ︸
=od(B)1/n
≤ 1
n
n∑
i=1
ξi︸ ︷︷ ︸
= 1
n
S(B)
. (5.1.7)
Note that these inequalities are true in general, i.e. for arbitrary positive reals ξi, and
that the second inequality again implies (5.1.6) However a resent result [MW12] allows to
make the second inequality more exact, using the fact the concrete value of the harmonic
mean is given.
Lemma 5.1.2 Let x1, . . . , xn be strictly positive reals with harmonic mean
n∑n
i=1 x
−1
i
= 1.
Then
n∏
i=1
xi ≤ e
(∑n
i=1 xi + 1
n
)n−1
.
Applying the lemma to the situation as summarized in Equation (5.1.7) we get that
od(B) =
n∏
i=1
ξi ≤ e
(∑n
i=1 ξi + 1
n
)n−1
= e
(
S(B) + 1
n
)n−1
.
Hence
Corollary 5.1.3 Using the notation above the following inequality holds
od(B)2 ≤ min
{
e
(
S(B) + 1
n
)n−1
,
(
S(B)
n
)n}
.
In Lemma 5.0.3 we have seen that the coefficients of a short vector with respect to
a basis B can be bounded by the orthogonality defect. The following lemma provides a
similar result with respect to the Seysen measure of a basis. More concretely it shows the
connection between the distance of two points in Rm and the distance of the respective
coefficient vectors with respect to a basis B.
Lemma 5.1.4 Let B = [b1, . . . ,bn] be a basis of a lattice L ∈ Rm and let v = v1b1 +
· · ·+ vnbn and w = w1b1 + · · ·+wnbn be two points in span(L), with coefficient vectors
v = (v1, . . . , vn) ∈ Rn and w = (w1, . . . , wn) ∈ Rn. Then
‖v − w‖2 ≤ ‖v −w‖2 S(B)
λ1(L)2 .
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Proof: Let ‖ · ‖F denote the well known Frobenius norm, i.e.
‖(ai,j)1≤i,j≤n‖F =
 ∑
1≤i,j≤n
|ai,j |2
1/2 .
By the submultiplicity we have
‖v − w‖2F = ‖vBB−1 − wBB−1‖2F ≤ ‖vB − wB‖2F ‖B−1‖2F = ‖v −w‖2F ‖B−1‖2F .
Clearly ‖B−1‖2F =
∑n
i=1 ‖b×i ‖2. As λ1(L) ≤ ‖bi‖ for i = 1, . . . , n we have
‖B−1‖2F =
n∑
i=1
‖b×i ‖2 ≤
1
λ1(L)2
n∑
i=1
‖bi‖2‖b×i ‖2 =
S(B)
λ1(L)2
and the claim follows.
Corollary 5.1.5 Given a lattice basis B with Seysen measure S(B). Then a shortest
nonzero vector v ∈ L(B) is of the form
v =
n∑
i=1
vibi with ‖(v1, . . . , vn)‖ ≤
√
S(B).
5.2 Harmonic-geometric-arithmetic means inequalities
In this section we review the results on harmonic, geometric and arithmetic means
inequalities obtained in close collaboration with G. Maze and published in [MW12].
Definition 5.2.1 Given strictly positive reals x1, . . . , xn ∈ R>0 and weights α1, . . . , αn ∈
R>0 the weighted harmonic mean is defined as
H(x, α) :=
(
1∑n
i=1 αi
n∑
i=1
αi
xi
)−1
,
the weighted geometric mean is defined as
G(x, α) :=
n∏
i=1
x
αi∑n
i=1
αi
i ,
and the weighted arithmetic mean is defined as
A(x, α) :=
1∑n
i=1 αi
n∑
i=1
αixi.
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Multiplying the weight vector α by a positive real λ ∈ R>0 does not change the three
means. In the sequel we will therefore assume that the weights are normalized, i.e. that∑n
i=1 αi = 1. Also we will often skip the ‘weighted’ when talking about the three means.
The well known harmonic-geometric-arithmetic mean inequalities are given by
H(x, α) ≤ G(x, α) ≤ A(x, α),
and both inequalities reach equality if and only if xi = xj , 1 ≤ i, j ≤ n.
In this section we derive bounds on the harmonic mean, geometric mean respectively,
when the arithmetic and geometric mean, arithmetic and harmonic mean respectively,
are given. More concretely, for α1, . . . , αn ∈ R>0 such that
∑n
i=1 αi = 1 and G,H,A ∈
R>0 with G,H < A, we upper and lower bound H(x, α) for all x ∈ Rn>0 such that
A(x, α) = A and G(x, α) = G (Theorem 5.2.7). Similarly we upper and lower bound
G(x, α) for all x ∈ Rn>0 such that A(x, α) = A and H(x, α) = H (Theorem 5.2.8).
The derived bounds depend on the smallest weight mini=1,...,n αi and the given means
only and the vectors x ∈ Rn>0 reaching these bounds have the following special structure
x = (a, . . . , a, b, a, . . . , a), for some a, b ∈ R>0. (5.2.8)
Their coefficients are all equal exept for one corresponding to a minimal weight, i.e.
xi = a for some i such that αi = mini=1,...,n αi and xj = b for 1 ≤ j ≤ n with j 6= i.
We proceed as follows. In Section 5.2.1 we will discuss the two-dimensional case.
We will show that if x = (x1, x2) ∈ R2>0 has given arithmetic and geometric mean, its
harmonic mean can take at most two different values (Lemma 5.2.3). Similarly if the
arithmetic and harmonic mean are given, the geometric mean can take at most two
values (Lemma 5.2.5). These values depend on the given means and the weight vector
α only and we will see how they change depending on α (Lemma 5.2.4, respectively
Lemma 5.2.6).
In Section 5.2.2 we will see, using Lagrange multipliers, that if x ∈ Rn>0 is max-
imizing/minimizing the harmonic mean under the constraints that A(x, α) = A and
G(x, α) = G, then x has the special structure as in Equation (5.2.8). Similarly if it is
maximizing/minimizing the geometric mean under the constraints that A(x, α) = A and
H(x, α) = H then x has also the special structure as in Equation (5.2.8). The means
of vectors of this special form can be seen as two-dimensional means of the two values
a and b only, where the weight vector is changed accordingly. So the considerations
in the two-dimensional case from Section 5.2.2 will lead to the main results (Theorem
5.2.7, respectively Theorem 5.2.8). A corollary directly implying Lemma 5.0.4 is given
(Corollary 5.2.10).
Note that for λ ∈ R>0, we have that A(λx, α) = λA(x, α) and the same holds for the
other two means. We will therefore often assume that A = 1 and G,H < 1.
5.2.1 Two dimensional case
We start with the case where the arithmetic and geometric mean are fixed and the
harmonic mean is to be bounded. The case where the arithmetic and harmonic mean
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are fixed and bounds on the geometric mean are derived follows.
Bounds on the harmonic mean
Assume the (weighted) arithmetic and geometric mean of two positive reals x1, x2 with
normalized weights α1, α2 ∈ R>0 are given:
A(x, α) = 1, (5.2.9)
G(x, α) = G. (5.2.10)
We would like to have an upper and lower bound on the corresponding harmonic mean:
H(x, α) =
(
α1
x1
+
α2
x2
)−1
,
i.e. we would like to maximize and minimize H(x, α) dependent on x1, x2, α1, α2 under
the conditions given in (5.2.9), (5.2.10) and by α1 + α2 = 1. As already mentioned,
A(x, α) = G(x, α) if and only if x1 = x2 and in this case H(x, α) = A(x, α) = G(x, α).
So the interesting case is when G(x, α) = G < 1. With the conditions α1 + α2 = 1 and
A(x, α) = 1 the number of variables can be reduced from four to two. Recalling that
α1, α2, x1, x2 ∈ R>0 we have the following equivalence:
α1 + α2 = 1
α1x1 + α2x2 = 1
⇔
 αi = 1− αjxi = 1−αjxj1−αj i, j ∈ {1, 2}, j 6= i.
Without loss of generality let α1 ≤ 1/2. The harmonic and geometric mean can then be
written as functions of x1 and α1 only,
h(x1, α1) :=
x1(1−α1x1)
x1(1−2α1)+α1 = H(x, α),
g(x1, α1) := x
α1
1
(
1−α1x1
1−α1
)1−α1
= G(x, α),
This allows to reformulate the problem as follows: Find 0 < α1 ≤ 12 and 0 ≤ x1 < 1α1
satisfying g(x1, α1) = G such that h(x1, α1), is minimal, maximal respectively. We will
first solve the problem for fixed 0 < α1 ≤ 12 . Consider the functions
hα1 : [0, 1/α1] → R
y 7→ h(y, α1) = y(1−α1y)y(1−2α1)+α1
and
gα1 : [0, 1/α1] → R
y 7→ g(y, α1) = yα1
(
1−α1y
1−α1
)1−α1
The following lemma describes the behaviour of the functions gα1 and
√
hα1 (compare
also Figure 2).
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Figure 2: fα1 and
√
hα1 for α1 = 1/4. G = 0.9.
Lemma 5.2.2 Using the notation above, we have that
√
hα1 and gα1 are strictly in-
creasing in [0, 1], and strictly decreasing in [1, 1/α1]. Further
0 = gα1(y) =
√
hα1(y) for y ∈ {0, α−11 }, (5.2.11)
1 = gα1(y) =
√
hα1(y) for y = 1, (5.2.12)
1 > gα1(y) ≥
√
hα1(y) > 0 for y ∈ (0, 1), (5.2.13)
1 >
√
hα1(y) ≥ gα1(y) > 0 for y ∈ (1, α−11 ). (5.2.14)
The Inequalities (5.2.13) and (5.2.14) reach equality if and only if α1 = 1/2.
Proof: Equations (5.2.11) and (5.2.12) are immediate. For y ∈ (0, 1/α1) the derivatives
of gα1(y),
√
hα1(y) respectively are given by
∂
∂y
gα1(y) =
α1y
α1(y−1 − 1)
1− α1
(
1− α1
1− α1y
)α1
,
respectively
∂
∂y
√
hα1(y) =
1
2
(
y + α1 − 2α1y
y − α1y2
)1/2 α1(1− 2α1y + y2(2α1 − 1))
(2α1y − y − α1)2 .
One readily verifies that the two derivatives equal 0 for y = 1 and are strictly positive
for y ∈ (0, 1), and strictly negative for y ∈ (1, 1/α1). It remains to show that gα1(y) ≥√
hα1(y) for y ∈ (0, 1) and gα1(y) ≤
√
hα1(y) for y ∈ (1, 1/α1) with equality if and only
if α1 = 1/2. It is immediate to see that the function coincide if α1 = 1/2. So assume
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that α1 < 1/2. Consider the quotient
gα1√
hα1
(y) defined for y ∈ (0, 1/α1). Its derivative
equals
∂
∂y
gα1√
hα1
= α1y
α1−1 1
2
(
α1 − 1
α1y − 1
)α1 (y(2α1 − 1)− α1
y(α1y − 1)
)1/2 (2α1 − 1)(x− 1)2
(α− 1)(y(2α1 − 1)− α1) .
By inspection one can see that this is strictly negative for y ∈ (0, 1/α1). As gα1√
hα1
(1) = 1,
it follows that gα1 >
√
hα1 on the interval (0, 1) and gα1 <
√
hα1 on the interval (1, 1/α1).
As gα1(y) is continuous on
[
0, α−11
]
and G < 1 we can conclude that the equation
gα1(y) = y
α1
(
1− α1y
1− α1
)1−α1
= G, (5.2.15)
has exactly 2 solutions x1, x
′
1 with 0 < x
′
1 < 1 < x1 < 1/α1 in the interval
[
0, α−11
]
(compare Figure 2). Further we have that√
hα1(x
′
1) ≤ gα1(x′1) = G = gα1(x1) ≤
√
hα1(x1).
So we have the following lemma
Lemma 5.2.3 Let 0 < α1 ≤ 12 , α2 = 1 − α1 and 0 < G < 1. Write α = (α1, α2).
There are exactly two pairs of real positive numbers x = (x1, x2) and x
′ = (x′1, x′2) where
x′1 < 1 < x1 such that
A(x, α) = A(x′, α) = 1,
G(x, α) = G(x, α) = G.
Further x1 and x
′
1 are the unique solutions of Equation (5.2.15) in the interval
(
0, α−11
)
and
G > H(x, α) = hα1(x1) ≥ G2 ≥ hα1(x′1) = H(x′, α) > 0,
reaching equality if and only if α1 = 1/2. In that case H(x, α) = G(x, α)
2 = G2.
From Lemma 5.2.3 we see that for a fixed arithmetic and fixed smaller geometric mean,
the harmonic mean can take at most two different values that depend only on the weight
0 < α1 ≤ 1/2. Using the notation of Lemma 5.2.3 let us write HG(α1) := H(x, α) and
HG(α1) := H(x
′, α) respectively. For all 0 < α1 ≤ 1/2 and G < 1, it holds that
HG(α1) ≥ HG(α1) and as a consequence
sup
0<α1≤1/2
HG(α1),
inf
0<α1≤1/2
HG(α1),
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give an upper, lower bound respectively on the weighted harmonic mean of two values
having normalized weighted arithmetic mean and fixed weighted geometric mean G. The
question that remains to investigate is, for which value 0 < α1 ≤ 12 , we have that HG(α1)
gets maximal, H(α1) gets minimal respectively. Table 1 suggests that HG is increasing
in α1 and HG is decreasing in α1. In fact this is the case:
A G α1 x
′
1 x1 HG(α1) = hα1(x
′
1) HG(α1) = hα1(x1)
1 0.8 0.1 0.043 3.97 0.320 0.730
1 0.8 0.2 0.152 2.62 0.506 0.703
1 0.8 0.3 0.248 2.10 0.574 0.682
1 0.8 0.4 0.329 1.80 0.613 0.662
1 0.8 0.5 0.400 1.60 0.640 0.640
Table 1: Example for the possible harmonic means of two values having normalized arithmetic
mean A = 1 and geometric mean G = 0.8. The value in the table are rounded.
Lemma 5.2.4 For any G ∈ (0, 1), HG(α1) is decreasing over (0, 1/2] and HG(α1) is
increasing over (0, 1/2].
Proof: Let x′1 < 1 < x1 denote the solutions of Equation (5.2.15) as above. Note that
Equation (5.2.15) gives us an implicit function
g(y, α1) = gα1(y) = y
α1
(
1− α1y
1− α1
)1−α1
= G.
As for G < 1,
(
∂
∂ygα1
)
(x1) 6= 0 and
(
∂
∂ygα1
)
(x′1) 6= 0 the implicit function theorem
tells us that we can locally write the solutions x1 and x
′
1 of the above equations as
differentiable functions of α1:
x′1 = x
′
1(α1),
x1 = x1(α1).
Implicit differentiation allows us to find the derivatives of these function with respect to
α1. A somewhat lengthy computation shows [MW12, proof of Lemma 3.4] that
∂
∂α1
HG(α1) =
∂
∂α1
HG(α1, x1(α1)) ≤ 0,
∂
∂α1
HG(α1) =
∂
∂α1
HG(α1, x
′
1(α1)) ≥ 0,
which finishes the proof.
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Bounds on the geometric mean
Let us now consider the case where the arithmetic mean and the harmonic mean are
fixed, and we want to upper and lower bound the geometric mean. Again we assume
that we have normalized arithmetric mean A(x, α) = 1 and
H(x, α) = H < 1.
As in Section 5.2.1 we can write the geometric and harmonic mean as functions in two
variables,
H(x, α) = h(x1, α1),
G(x, α) = g(x1, α1),
where we again assume without loss of generality that 0 < α1 ≤ 1/2. We want to
maximize and minimize
g(x1, α1) = x
α1
1
(
1− α1x1
1− α1
)1−α1
,
under the condition that
h(x1, α1) =
x1(1− α1x1)
x1(1− 2α1) + α1 = H.
Again we start by fixing α1 and considering the functions gα1(y) and hα1(y). Let x
′
1 <
1 < x1 be the two unique solutions of
hα1(y) = H. (5.2.18)
By Lemma 5.2.2
gα1(x
′
1) ≥
√
hα(x′1) =
√
H =
√
hα(x1) ≥ gα1(x1),
with equality if and only if α1 = 1/2. We directly get
Lemma 5.2.5 Let 0 < α1 ≤ 1/2, α2 = 1 − α1 and 0 < H < 1. Write α = (α1, α2).
There are exactly two pairs of real positive numbers x = (x1, x2) and x
′ = (x′1, x′2) where
x′1 < 1 < x1 such that
A(x, α) = A(x′, α) = 1,
H(x, α) = H(x′, α) = hα1(x1) = H.
Further x1 and x
′
1 are the unique solutions of Equation (5.2.18) in the interval (0, α
−1
1 )
and
H < G(x, α) = gα1(x1) ≤
√
H ≤ gα1(x′1) = G(x′, α) < 1,
where equality is reached if and only if α1 = 1/2. In that case G(x, α) =
√
H(x, α) =√
H.
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Using the notation of the lemma, we define GH(α1) := gα1(x1) and GH(α1) := gα1(x
′
1).
Then
inf
0<α1≤1/2
GH(α1),
sup
0<α1≤1/2
GH(α1),
give a lower, respectively upper bound on the weighted geometric mean of two values
having normalized weighted arithmetic mean and fixed weighted harmonic mean. The
question that remains how these values behave depending on α1. Table 2 gives an
intuition the the behaviour.
A H α1 x
′
1 x1 GH(α1) = gα1(x
′
1) GH(α1) = gα1(x1)
1 0.8 0.1 0.238 3.36 0.932 0.858
1 0.8 0.2 0.357 2.24 0.916 0.873
1 0.8 0.3 0.437 1.83 0.910 0.881
1 0.8 0.4 0.500 1.60 0.901 0.888
1 0.8 0.5 0.553 1.44 0.894 0.894
Table 2: Example for the possible geometric means of two values having normalized arithmetic
mean A = 1 and harmonic mean H = 0.8. The values in the table are rounded.
Lemma 5.2.6 For any H ∈ [0, 1), GH(α1) is decreasing over (0, 1/2] and GH(α1) is
increasing over (0, 1/2].
Proof: Similar to the proof of Lemma 5.2.4, the implicit function
hα1(y) = H,
locally gives us the two solutions x′1 < 1 < x1 as differentiable functions of α1:
x′1 = x
′
1(α1),
x1 = x1(α1).
It can then be shown [MW12, proof of Lemma 3.6] that
∂
∂α1
GH(α1) =
∂
∂α1
GH(α1, x1(α1)) ≤ 0,
∂
∂α1
GH(α1) =
∂
∂α1
GH(α1, x
′
1(α1)) ≥ 0.
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5.2.2 General case
Let us now consider the case where n ≥ 3. For fixed normalized weights α = (α1, . . . , αn) ∈
Rn>0 with
∑n
i=1 αi = 1 the (weighted) harmonic, geometric and arithmetric mean of
x ∈ Rn>0 will be denoted by Hα(x), Gα(x) and Aα(x).
Bounds on the harmonic mean
For x = (x1, . . . , xn) ∈ Rn>0 with given arithmetic mean Aα(x) = 1 and geometric mean
Gα(x) = G < 1 we will upper and lower bound the corresponding harmonic mean:
Hα(x) =
(
n∑
i=1
αi
xi
)−1
.
We do this by upper respectively lower bounding the solutions to the following opti-
mization problem.
minimize/maximize Hα(x)
−1 =
n∑
i=1
αi
xi
,
under the contraints Aα(x) =
n∑
i=1
αixi = 1,
log(Gα(x)) =
n∑
i=1
αi log xi = logG,
x ∈ X = Rn>0 ⊂ Rn.
The reason for considering the inverse of the harmonic mean lies in the fact that this eases
the computations. Clearly X = Rn>0 ⊂ Rn is open and the gradients of the respective
functions equal
∇H−1α =

−α1
x21
...
−αn
x2n
 , ∇ log(Gα) =

α1
x1
...
αn
xn
 and ∇Aα =
 α1...
αn
 .
The Hα(x)
−1, Aα(x) and log(Gα(x)) are in C1(X), i.e. they are continuously differen-
tiable on X. Let
M := {x ∈ X : log(Gα(x)) = logG ∧Aα(x) = 1}.
As G < 1 we have already seen that for x ∈ M not all xi, i = 1, . . . , n are equal.
Consequently ∇Aα(x) and ∇ log(Gα)(x) are linearly independent for all x ∈M . Further
M is compact in X: As
∑n
i=1 αixi = 1 we have that xi ≤ (minj=1,...,n αj)−1. From∑n
i=1 αi log xi = logG we get that
log xi = α
−1
i
logG−∑
j 6=i
αj log xj
 ≥ α−1i
logG+ log(min
j
αj)
∑
j 6=i
αj
 .
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Hence M is bounded and M ∩ X = M . As we can write M = {x ∈ Rn : Aα(x) =
1} ∩ {x ∈ Rn>0 : log(Gα) = logG} and both sets being closed as preimages of continuous
maps implies that M is compact. As a consequence, the supremum and infimum of H−1α
on M are reached.
By e.g. [K0¨4, Section 3.6] it follows that if x ∈ M is an extremal point for H−1α
the following necessary condition is satisfied: There exist κ1, κ2 ∈ R, called Lagrange
Multipliers, such that
∇ (Hα(x)−1 − κ1Aα(x)− κ2 log(Gα(x))) = 0.
So we have the necessary conditions
αi
x2i
− κ1αi − κ2αi
xi
= 0, 1 ≤ i ≤ n.
As αi 6= 0, equivalently
1
x2i
− κ1 − κ2 1
xi
= 0, 1 ≤ i ≤ n.
Note that this is a polynomial of degree 2, and as such it has at most two roots z1
and z2. So a necessary condition for the extremas is that for all 1 ≤ i ≤ n, xi = z1
or xi = z2. From the condition that G(x, α) = G < 1 we get that not all xi’s are the
same, hence z1 6= z2. Let x ∈ M be a point satisfying the necessary consitions. Define
Z1(x) = {i : xi = z1} and Z2(x) = {i : xi = z2}. and
α1(x) :=
∑
i∈Z1(x)
αi,
α2(x) :=
∑
i∈Z2(x)
αi = 1−α1.
Then the means can be written as functions of α1 and α2 only, i.e. we have that
Aα(x) =
n∑
i=1
αixi = α1z1 +α2z2 = 1,
Gα(x) =
n∏
i=1
xαii = z
α1
1 z
α2
2 = G.
and
Hα(x) =
(
n∑
i=1
αi
xi
)−1
=
(
α1
z1
+
α2
z2
)−1
,
Without loss of generality assume that α1 ≤ 1/2. Using the notation of Section 5.2.1
we have that
Hα1 ≤ Hα(x) ≤ Hα1 .
Further we know that Hα1 is decreasing and Hα1 is increasing in α1. This leads to the
following theorem.
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Theorem 5.2.7 Let α = (α1, . . . , αn) ∈ Rn>0 with
∑n
i=1 αi = 1 and x = (x1, . . . , xn) ∈
Rn>0 such that A(x, α) = A and G(x, α) = G < A. Let futher α = mini=1,...,n αi and
y1 ∈ [0, 1], y′1 ∈ [1, α−1] be the two solutions of
Ayα
(
1− αy
1− α
)1−α
= G.
Then
A
y1(1− αy1)
y1(1− 2α) + α ≤ H(x, α) ≤ A
y′1(1− αy′1)
y′1(1− 2α) + α
.
The first inequality reaches equality if and only if xl = y1 and xi = xj 6= y1 for i, j 6= l,
1 ≤ i ≤ j ≤ n for some l such that αl = α. The second inequality reaches equality if and
only if xl = y
′
1 and xi = xj 6= y′1 for i, j 6= l, 1 ≤ i ≤ j ≤ n for some l such that αl = α.
Bounds on the geometric mean
As in the last section for x = (x1, . . . , xn) ∈ Rn>0 with given arithmetic mean Aα(x) = 1
and harmonic mean Hα(x) = G < 1 we will bound the corresponding harmonic mean:
Gα(x) = G(x, α) =
n∏
i=1
xαii .
We do this by upper respectively lower bounding the solutions to the following opti-
mization problem.
minimize/maximize Gα(x) =
n∏
i=1
xαii ,
under the contraints Aα(x) =
n∑
i=1
αixi = 1,
Hα(x) =
(
n∑
i=1
αi
xi
)−1
= H,
x ∈ X = Rn>0 ⊂ Rn.
The set M := {x ∈ X : Hα(x) = H ∧ Aα(x) = 1} is again compact in X as the
intersection of a closed and compact set. Using the same line of argumentation as in the
last section we have that if x ∈M is an extremal point of Gα(x) =
∏n
i=1 x
αi
i then there
exist parameters κ1 and κ2 such that
∂
∂xi
(
log(G(x, α))− κ1A(x, α)− κ2H(x, α)−1
)
= 0, 1 ≤ i ≤ n.
Computing the derivatives, we get the conditions
1
xi
− κ1 − κ2 1
x2i
= 0, 1 ≤ i ≤ n.
5.2. HARMONIC-GEOMETRIC-ARITHMETIC MEANS INEQUALITIES 77
Again this is a polynomial of degree 2, and as such it has at most two roots z1 and
z2. So for all 1 ≤ i ≤ n, xi = z1 or xi = z2. As in our setting the xi’s can not all
be equal, the two roots are not equal, i.e. z1 6= z2. For an extremal point x ∈ M
let again Z1(x) = {i : xi = z1} and Z2(x) = {i : xi = z2} and α1 :=
∑
i∈Z1 αi,
α2 :=
∑
i∈Z2 αi = 1−α1. Clearly
Aα(x) =
n∑
i=1
αixi = α1z1 +α2z2 = 1,
Hα(x) =
(
n∑
i=1
αi
zi
)−1
=
(
α1
z1
+
α2
z2
)−1
= H,
and
Gα(x) =
n∏
i=1
xαii = z
α1
1 z
α2
2 .
Without loss of generality assume that α1 ≤ 1/2, then using the notation of Section
5.2.1
Gα1 ≤ Gα(x) ≤ Gα1 .
As Gα1 is increasing and Gα1 decreasing in α1 the following theorem follows:
Theorem 5.2.8 Let α = (α1, . . . , αn) ∈ Rn>0 with
∑n
i=1 αi = 1 and x = (x1, . . . , xn) ∈
Rn>0 such that A(x, α) = A and H(x, α) = H < A. Further let α = minαi and y1 ∈ [0, 1],
y′1 ∈ [1, α−1] be the two solutions of
A
y(1− αy)
y(1− 2α) + α = H. (5.2.29)
Then
Ay′1
α
(
1− αy′1
1− α
)1−α
≤ G(x, α) ≤ Ayα1
(
1− αy1
1− α
)1−α
. (5.2.30)
The first inequality reaches equality if and only if we have xl = y
′
1 and xi = xj 6= y′1
for i, j 6= l, 1 ≤ i ≤ j ≤ n for some l such that αl = α. The second inequality reaches
equality if and only if xl = y1 and xi = xj 6= y1 for i, j 6= l, 1 ≤ i ≤ j ≤ n for some l
such that αl = α.
Note that we can explicitly solve the quadratic equation given in Equation (5.2.29).
Plugging in the solutions into Inequality (5.2.30) we get the following corollary:
Corollary 5.2.9 Under the conditions given in Theorem 5.2.8 and defining
∆ := (H(1− 2α)−A)2 − 4α2HA.
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we have that
G(x, α) ≥
(
A−H(1− 2α) +√∆
2α
)α(
A+H(1− 2α)−√∆
2(1− α)
)1−α
,
G(x, α) ≤
(
A−H(1− 2α)−√∆
2α
)α(
A+H(1− 2α) +√∆
2(1− α)
)1−α
.
Using the notation from the corollary we can write
∆ = (A−H)(A−H(1− 2α)2). (5.2.31)
As (1 − 2α)2 ≤ 1 we have (A − H)2 ≤ ∆ ≤ (A − H(1 − 2α)2)2. We can prove the
follwoing corollary:
Corollary 5.2.10 Using the notation as above, if H = 1 and α = 1/n we get
G(x, α) ≤ e1/n(A+ 1/n)(n−1)/n.
Proof: Note that by (5.2.31) we have
A−H(1− 2α)−√∆
2α
≤ A− (1− 2α)− (A− 1)
2α
= 1,
and
A+H(1− 2α) +√∆
2(1− α) =
2A+ (1− 2α)− (1− 2α)2
2(1− α)
= (1− α)−1(A+ α(1− 2α))
≤ (1− 1/n)−1(A+ 1/n).
As
(
1
1−1/n
)n−1
=
(
1 + 1n−1
)n−1
< e, we get that
G(x, α) ≤ e1/n(A+ 1/n)(n−1)/n.
Note that Lemma 5.0.4 is a direct consequence of the lemma above.
Chapter 6
Generating bases from random
vectors
The initial motivation for this chapter was the development of a genetic algorithm to im-
prove existing lattice reduction algorithms. Having a population of fairly reduced lattice
bases, we were looking for ways to combine these bases to generate a new population of
further reduced basis. For lattices of rank n the idea was to take a subset of k1 < n basis
vectors from one basis and a subset of k2 < n − k1 basis vectors from a second basis,
and complete them into a new basis containing the chosen basis vectors. The question
was whether we can expect this kind of recombination to be successful with reasonable
probability. The result of this chapter gives a partial answer to the question. Under the
assumption that the coefficients of the chosen basis vectors with respect to some fixed
basis are uniformly at random from a box [−β, β]n ∩ Zn, we compute the probability
that it is possible to recombine two bases in this way for β → ∞. Unfortunately the
genetic algorithm as mentioned above did not prove to give a considerable improvement
of existing lattice basis reduction algorithms.
We will see that the lattice vectors can be completed into a basis if and only if the
corresponding rectangular matrix containing the coefficients of the vectors with respect
to some fixed basis is unimodular :
Definition 6.0.11 Let 1 ≤ k ≤ n. An n × k integer matrix A = [a1, . . . ,ak] is called
unimodular if and only if the following three equivalent properties (see Lemma 6.4.2) are
satisfied:
1. The matrix A can be completed into a unimodular n × n matrix, i.e. there exist
ak+1, . . . ,an ∈ Zn such that [a1, . . . ,an] ∈ GLn(Z).
2. There exists A˜ ∈ Zk×n such that A˜A is the k × k identity matrix Ik×k, i.e. A˜A =
Ik×k.
3. The k × k-minors of A are coprime, i.e. they do not have a common factor.
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For 1 ≤ n ≤ l, an n × l integer matrix A is called unimodular, if and only if AT is
unimodular. These equivalences are true in general for matrices over principal ideal
domains. For completeness we give a proof hereof in Section 6.4.1.
Let L ⊂ Rm be a a lattice of rank n with basis B = [b1, . . . ,bn]. Then:
• Let T ⊂ L be a set of k < n lattice vectors v1, . . . ,vk and A ∈ Zn×k be such that
BA = [v1, . . . ,vk]. Then there exist vk+1, . . . ,vn ∈ L such that [v1, . . . ,vn] forms
a basis of L if and only if A can be completed into an n × n unimodular matrix,
i.e. A is unimodular.
• Let T′ ⊂ L be a set of l > n lattice vectors v′1, . . . ,v′l and A′ ∈ Zn×l be such that
BA′ = [v′1, . . . ,v′l]. Then v
′
1, . . . ,v
′
l generate L if and only if there exists A˜′ ∈ Zn×l
such that A˜′A′ = In×n, i.e. A′ is unimodular.
Under certain assumptions on the coefficients of the respective matrices A we can com-
pute the probability that v1, . . . ,vk can be completed into a lattice basis. Under the
same assumptions we can compute the probability that the vectors v′1, . . . ,v′l generate
L respectively. More concretely, for 1 ≤ k < n, we prove that the probability that a
k×n integer matrix is unimodular when the coefficients are chosen uniformly at random
from an interval [−β, β] ∩ Z tends to ∏nj=n−k+1 ζ(j)−1 as β goes to infinity, where ζ(j)
denotes the Riemann zeta function. This result emerged out of a close collaboration
with G. Maze and J. Rosenthal and has been published in [MRW11].
The result generalizes a well known result due to Cesaro [Ces84] which states that
the ‘probability’ that two randomly chosen integers are coprime equals ζ(2)−1 = 6
pi2
.
More generally it is known that the probability of n integers being coprime is ζ(n)−1
[Ces84, Leh00, Nym72]. Note that this corresponds to our cases when we choose k = 1.
Our result does not build on the result by Cesaro and as such gives an independent proof
also of the above facts.
The chapter is organized as follows. In Section 6.1 we quickly review the notion
of natural density. Section 6.2 then contains the main result along with its proof. In
Section 6.3 we give some further remarks.
6.1 Preliminaries
For β ∈ R, we denote by J−β, βK the set of integers lying inside the interval [−β, β], i.e.
J−β, βK := [−β, β] ∩ Z.
Consequently J−β, βKk×n denotes the set of k×n integer matrices whose coefficients are
elements of J−β, βK. Let S ⊂ Zk×n. It is clear that the probability that an element
chose uniformly at random from J−β, βKk×n is in S equals the cardinality S∩J−β, βKk×n
divided by the cardinality of J−β, βKk×n, i.e.
|S ∩ J−β, βKk×n|
|J−β, βKk×n| .
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If the limit for β →∞ hereof exists, it basically tells us how frequent the elements of S
are in Zk×n. This is exactly the concept of natural density.
Definition 6.1.1 For 1 ≤ k ≤ n ∈ N and a set S ⊂ Zk×n we define the upper natural
density as
D(S) := lim sup
β→∞
|S ∩ J−β, βKk×n|
|J−β, βKk×n| ,
the lower natural density as
D(S) := lim inf
β→∞
|S ∩ J−β, βKk×n|
|J−β, βKk×n| ,
and in the case where they are the same the natural density
D(S) := D(S) = D(S).
It is important to note that this limit does not always exist. An often used example
thereof is given in the following remark.
Remark 6.1.2 Let k = n = 1 and consider the set of integers whose leading digit is
one:
S :=
{
x ∈ Z : |x| = 10l + r with l ∈ N, r < 10l}.
Then
lim
j→∞
|S ∩ J−2 · 10j , 2 · 10jK|
|J−2 · 10j , 2 · 10jK| = limj→∞ 2
∑j
i=0 10
i
4 · 10j + 1 =
10
18
.
and
lim
j→∞
|S ∩ J−10j + 1, 10j − 1K|
|J−10j + 1, 10j − 1K| = limj→∞ 2
∑j−1
i=0 10
i
2 · 10j − 1 =
1
9
.
So we have two convergent subsequences with different limits. As a consequence
lim sup
β→∞
|S ∩ J−β, βK|
|J−β, βK| 6= lim infβ→∞ |S ∩ J−β, βK||J−β, βK| ,
i.e. the natural density of the given set S is not defined.
In the following lemma we summarize two properties of the natural density that we will
need at some point in the sequel. It is based [MRW11] on the fact that for real sequences
(ai)i∈N, (bi)i∈N it holds that
lim inf
i∈N
ai + lim inf
i∈N
bi ≤ lim inf
i∈N
(ai + bi),
lim sup
i∈N
(ai + bi) ≤ lim sup
i∈N
ai + lim sup
i∈N
bi. (6.1.1)
Lemma 6.1.3 We use the notation from above.
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1. Let S = S1 unionsq S2 ⊂ Zk×n be the disjoint union of two sets S1 and S2 and suppose
that D(S1) exists. Then
D(S1) + D(S2) ≤ D(S) ≤ D(S) ≤ D(S1) + D(S2).
2. Let S1 be as above, then D
(
Zk×n\S1
)
= D(Sc1) = 1− D(S1).
3. Let (Si)i∈N be a sequence of sets in Zk×n. Then
D
(⋃
i∈N
Si
)
≤
∑
i∈N
D(Si).
Note that for β ∈ R and S ⊂ Zk×n we have that
|S ∩ J−β, βKk×n|
|J−β, βKk×n| = |S ∩ J−bβc, bβcKk×n||J−bβc, bβcKk×n| .
Thus in order to investigate the limit behaviour of the above it is enough to consider
β ∈ Z.
6.2 Natural density of rectangular unimodular matrices
We will now compute the natural density of the following set S ⊂ Zk×n:
S :=
{
A ∈ Zk×n : A is unimodular
}
.
Let us first fix some notation. By P ⊂ Z we denote the set of all prime numbers. Given
a set Ω ⊂ P we use the following notation:
NΩ :=
∏
p∈Ω
p, (6.2.2)
SΩ :=
{
A ∈ Zk×n : A has full rank modulo p, p ∈ Ω
}
, (6.2.3)
FΩ :=
{
A ∈ Zk×nNΩ : A has full rank modulo p, p ∈ Ω
}
, (6.2.4)
where ZNΩ is the residue class ring Z/NΩZ. In the case where Ω is just the set of the first
t primes p1 < · · · < pt we will write St, Ft respectively for the sets defined in (6.2.3),
(6.2.4) and Nt for the product as defined in (6.2.2). Further let
ϕΩ : Zk×n −→ Zk×nNΩ , (6.2.5)
be the (coefficientwise) natural quotient map.
Let us give the strategy to compute the natural density of S. For a finite set Ω ∈ P
we compute |FΩ| (Lemma 6.2.1). Note that the elements in SΩ are exactly the integer
matrices for which the gcd of the k × k minors is coprime to NΩ. Hence, SΩ is exactly
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the preimage of FΩ under ϕΩ, i.e. SΩ = ϕ
−1(FΩ). By upper and lower bounding
|ϕ−1(FΩ)| ∩ J−β, βK we can compute the natural density of SΩ and hence St (Lemma
6.2.3, Corollary 6.2.4). While at first sight it is tempting to conclude directly that
D(S) = D(SP) = limt→∞D(St), it needs some work to show that this is in fact the case
(Proposition 6.2.5).
We start with the following lemma.
Lemma 6.2.1 Let Ω be a finite set of prime numbers and NΩ the product of these as
above. Then the following holds
|FΩ| = NknΩ
n∏
i=n−k+1
∏
p∈Ω
(
1− 1
pi
)
.
Proof: By the Chinese remainder theorem we have an isomorphism
Zk×nNΩ
∼=
∏
p∈Ω
Zk×np . (6.2.6)
Now, for A ∈ Zk×nNΩ we have that A ∈ FΩ if and only if for all p ∈ Ω it has full rank mod
p, i.e. (A mod p) ∈ F{p} = Zk×np . Hence FΩ ⊂ Zk×nNΩ is the preimage of
∏
p∈Ω F{p} ⊂∏
p∈Ω Zk×np under the isomorphism given in (6.2.6). Hence, ‖FΩ‖ =
∏
p∈Ω |Zk×np |. The
cardinality of Fk×n{p} is not hard to compute. It is well known that for p prime,
∣∣F{p}∣∣ = k−1∏
i=0
(
pn − pi) = pn k−1∏
i=0
(
1− 1
pn−i
)
= pn
n∏
i=n−k+1
(
1− 1
pi
)
.
Consequently
|FΩ| =
∏
p∈Ω
|F{p}| = NknΩ
n∏
i=n−k+1
∏
p∈Ω
(
1− 1
pi
)
.
The next corollary follows immediately.
Corollary 6.2.2 Let Nt be the product of the first t primes, Nt = p1 · · · pt and Ft ⊂
Zk×nNt as above. Then
|Ft| = Nknt
n∏
i=n−k+1
t∏
j=1
(
1− 1
pij
)
.
We can now compute the natural density of SΩ, which is the preimage of FΩ under ϕΩ
as in (6.2.5).
Lemma 6.2.3 Using the notation from above we have
D(SΩ) =
n∏
i=n−k+1
∏
p∈Ω
(
1− 1
pi
)
.
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Proof: For β ∈ N let
DΩ(β) :=
|SΩ ∩ J−β, βKk×n|
|J−β, βKk×n| = |SΩ ∩ J−β, βKk×n|(2β + 1)kn .
The goal is to compute limβ→∞DΩ(β). Write β = αNΩ +r with α ∈ N and 0 ≤ r < NΩ.
Then we can write J−β, βKk×n as the disjunct union
J−β, βKk×n = J−αNΩ, αNΩKk×n unionsq (J−β, βKk×n\J−αNΩ, αNΩKk×n) .
As a consequence,
|SΩ ∩ J−β, βKk×n| = |SΩ ∩ J−αNΩ, αNΩKk×n|+ |SΩ ∩ (J−β, βKk×n\J−αNΩ, αNΩKk×n) |.
With |J−β, βKk×n\J−αNΩ, αNΩKk×n| = (2r)kn < (2NΩ)kn,
0 ≤ |SΩ ∩
(J−β, βKk×n\J−αNΩ, αNΩKk×n) |
(2β + 1)kn
<
2NknΩ
(2β + 1)kn︸ ︷︷ ︸
=:ρ(β)
.
So we can write,
DΩ(β) ≤ |SΩ ∩ J−β, βKk×n|
(2β + 1)kn
=
|SΩ ∩ J−αNΩ, αNΩKk×n|
(2β + 1)kn
+ ρ(β). (6.2.7)
Consider the map taking the quotient modulo NΩ restricted to J−αNΩ, αNΩKk×n:
ϕ˜ = ϕ|J−αNΩ,αNΩKk×n : J−αNΩ, αNΩKk×n → Zk×nNΩ .
It is clear that A ∈ SΩ ∩ J−αNΩ, αNΩKk×n if it is in the preimage ϕ˜−1(FNΩ) of FNΩ .
The number of preimages of an element T ∈ FNΩ is bounded by
(2α)kn ≤ |ϕ˜−1(T )| ≤ (2α+ 1)kn,
depending on how many of its coefficients are zero modulo NΩ. Hence,
(2α)kn|FNΩ |
(2β + 1)kn
≤ |SΩ ∩ J−αNΩ, αNΩKk×n|
(2β + 1)kn
≤ (2α+ 1)
kn|FNΩ |
(2β + 1)kn
. (6.2.8)
Combining (6.2.7), (6.2.8) and Lemma 6.2.1 we get
DΩ(β) ≤ (2α+ 1)
knNknΩ
(2β + 1)kn
n∏
i=n−k+1
∏
p∈Ω
(
1− 1
pi
)
+ ρ(β),
DΩ(β) ≥ (2α)
knNknΩ
(2β + 1)kn
n∏
i=n−k+1
∏
p∈Ω
(
1− 1
pi
)
.
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Note that
(2β −NΩ)kn < (2α)knNknΩ < 2βkn < (2α+ 1)knNknΩ < (2β +NΩ)kn.
So with ρ(β)
β→∞−→ 0 we get that
n∏
i=n−k+1
∏
p∈Ω
(
1− 1
pi
)
≤ lim inf
β→∞
DΩ(β) ≤ lim sup
β→∞
DΩ(β) ≤
n∏
i=n−k+1
∏
p∈Ω
(
1− 1
pi
)
.
and hence
D(SΩ) = D(SΩ) = D(SΩ) =
n∏
i=n−k+1
∏
p∈Ω
(
1− 1
pi
)
.
Again, the following corollary gives the situation when the set of primes contains just
the first t > 1 primes.
Corollary 6.2.4 Using the notation from above we have
D(St) =
n∏
i=n−k+1
t∏
j=1
(
1− 1
pij
)
.
We will use this corollary to compute the natural density of S. Note that S = SP =
limt→∞ St.
Proposition 6.2.5 Let 1 ≤ k < n, then the natural density D(S) of the set S = {A ∈
Zk×n : A is unimodular} equals
D(S) =
n∏
i=n−k+1
∏
p∈P
(
1− 1
pi
)
.
Proof: Let again β ∈ N. We have to determine the limit behaviour of the following,
D(β) :=
|S ∩ J−β, βKk×n|
|J−β, βKk×n| = |S ∩ J−β, βKk×n|(2β + 1)kn ,
when β goes to infinity. Note that ∀t ∈ N : S ⊂ St and hence S = St\(St\S). So for
t ∈ N we get
D(β) =
|St ∩ J−β, βKk×n|
(2β + 1)kn
− |(St\S) ∩ J−β, βKk×n|
(2β + 1)kn
.
By Corollary 6.2.4 and Lemma 6.1.3 we have
D(St) + D(St\S) ≤ lim inf
β→∞
D(β) ≤ lim sup
β→∞
D(β) ≤ D(St) + D(St\S),
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for all t ∈ N. In particular,
D(St) ≤ lim inf
β→∞
D(β) ≤ lim sup
β→∞
D(β) ≤ D(St) + D(St\S).
Clearly limt→∞D(St) exists being the Euler product of the inverse of the Riemann zeta
function and consequently
lim
t→∞D(St) ≤ lim infβ→∞ D(β),
and by (6.1.1)
lim sup
β→∞
D(β) ≤ lim sup
t→∞
(
D(St) + D(St\S)
) ≤ lim
t→∞D(St) + lim supt→∞
D(St\S).
If we can show that lim supt→∞D(St\S) = 0, we can conclude that D(S) = limβ→∞D(β) =
limt→∞D(St) which gives the result.
Note that (St\S) ⊂
⋃
p>pt
(
Zk×n\S{p}
)
. By Lemma 6.1.3,
D(St\S) ≤ D
( ⋃
p>pt
Zk×n\S{p}
)
≤
∑
p>pt
D
(
Zk×n\S{p}
)
=
∑
p>pt
D
(
Sc{p}
)
=
∑
p>pt
(
1− D (S{p})) = ∑
p>pt
(
1−
n∏
i=n−k+1
(
1− 1
pi
))
.
It can be shown that for reals 0 < xi < 1, it holds that 1−
∏
(1− xi) ≤
∑
xi. Using the
formulas for geometric series we get
1−
n∏
i=n−k+1
(
1− 1
pi
)
≤
n∑
i=n−k+1
1
pi
<
1
pn−k(p− 1) <
2
p2
,
and hence,
D(St\S) <
∑
p>pt
2
p2
.
As tail of a convergent sum this converges to zero and in particular lim supt→∞D(St\S) =
0. We conclude that
D(S) = lim
t→∞D(St) =
n∏
i=n−k+1
∏
p∈P
(
1− 1
pi
)
,
and the claim follows .
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For s ∈ C with real part greater than one, <(s) > 1, the well known Riemann zeta
function ζ(s) is given by the convergent series
ζ(s) =
∞∑
i=1
i−s.
Euler’s formula gives the connection to the set of prime numbers:
ζ(s) =
∏
p∈P
(
1− 1
ps
)−1
. (6.2.9)
So Proposition 6.2.5 gives the main result:
Theorem 6.2.6 Let 1 ≤ k < n, then the natural density D(S) of the set S = {A ∈
Zk×n : A is unimodular} equals
Dk,n := D(S) =
n∏
i=n−k+1
1
ζ(i)
.
In the case when k = n,
Dn,n := D(S) = 0.
Proof: The first part readily follows from Proposition 6.2.5 and (6.2.9). In the case of
k = n the following argument leads to the result. Let again β ∈ N. By the Lagrange
expansion of the determinant, each n × n matrix with n2 − 1 entries in J−β, βK can be
extended to a unimodular matrix by at most two values, as the determinant must be
±1. Consequently,
|S ∩ J−β, βKn×n| ≤ 2(2β + 1)n2−1,
and hence
lim sup
β→∞
|S ∩ J−β, βKn×n|
|J−β, βK|n×n ≤ lim supβ→∞ 2(2β + 1)
n2−1
(2β + 1)n2
= lim sup
β→∞
2
2β + 1
= 0.
6.3 Conclusion and extensions
Coming back to the initially mentioned connection to lattice theory, let again L ∈ Rm be
a lattice with basis B = [b1, . . . ,bn]. Let l ≥ n and v1, . . . ,vl random lattice vectors in
the sense that the coefficients of vi with respect to the basis B are uniformly at random
from J−β, βK. Then it is immediate that for large β, the probability that v1, . . . ,vl
generate L tends to Dn,l.
However this observation is of limited interest, as we do no know how to sample vec-
tors v1, . . . ,vl randomly in the above mentioned sense other than idependently uniformly
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at random sampling the coefficients from J−β, βK and computing the corresponding lat-
tice points. More interesting is the situation when the vectors v1, . . . ,vl are sampled
uniformly at random from L ∩ [−β, β]n. Let ψ is the isomorphism ψ : Rn → Rn de-
fined by ψ(ei) = bi, i = 1, . . . , n, where ei denotes the i-th unit vector in Rn. Then
picking random elements in L∩ [−β, β]n corresponds to picking random elements inside
X := ψ−1([−β, β]n)∩Zn. In the case where the basis B is reduced, i.e. its basis vectors
are not too far from orthogonal, X is a not too skewed parallelepiped. Fontein and
Wocjan [FW12, Conjecture 3.1] conjecture that if β is chosen large enough (dependent
on the volume of the lattice and the length of the corresponding shortest vector), the
probability that n+ 1 vectors chosen uniformly at random from L∩ [−β, β]n generate L
is not much less than Dn,n+1 =
∏n+1
i=2
1
ζ(i) , being somehow what we would expect from
the considerations above.
Further we would like to mention the work by Maze [Maz11]. It is not hard to see
that a matrix A ∈ Zk×n is unimodular if and only if its Hermite normal form (HNF) is
of the following form: 
0 . . . 0 1 0 . . . 0
...
... 0 1
. . .
...
...
...
...
. . .
. . . 0
0 . . . 0 0 . . . 0 1
 . (6.3.10)
While our result directly gives the natural density of integer matrices with HNF as in
(6.3.10), he more generally computes the natural density distribution of the HNF with
given diagonal elements.
Let us also mention an extension of our work by Guo and Yang [GY13]. By Remark
6.4.3, the equivalences given in Lemma 6.4.2 defining unimodular matrices over a ring R
is not restricted to PIDs. In particular, they also hold for the polynomial ring R = F[x]
over a field F. While it is not clear how to extend the concept of natural density to the
ring R = F[x] in general, Guo and Yang [GY13] show how this can be done in the case
where F is a finite field with q elements, i.e. F = Fq. They show that the ‘probability’
that a random k × n matrix in Fq[x] is unimodular equals
k−1∏
i=0
(
1− 1
qn−k+i
)
.
Only after the publication of our results in [MRW11] we discovered that the main
result has already been proven by S. Elizalde and K. Woods [EW07]. They examine the
probability that at set of k vectors in Zn form a primitive set, when the coefficients of the
vectors are chosen uniformly at random from intervals of length β, where the intervals
are not too far from the origin. They show that this probability tends to
∏n
i=n−k+1 ζ(i)
−1
as β goes to infinity. A set of k vectors in Zn being primitive is thereby equivalent to
the corresponding k × n matrix being unimodular.
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6.4 Appendix
6.4.1 Rectangular unimodular matrices over a PID
We prove the equivalences of Definition 6.0.11. The equivalences hold for matrices over
principal ideal domains in general and can be shown using the existence and properties
of the Smith Normal Form.
Theorem 6.4.1 ([HH83]) Let A be a k × n matrix with k ≤ n over some principal
ideal domain R. Then there exist invertible matrices X ∈ GLk(Z) and Y ∈ GLn(Z) such
that
XAY =

d1 0 . . . 0 0 . . . 0
0 d2
. . .
...
...
...
...
. . .
. . . 0
...
...
0 . . . 0 dk 0 . . . 0
 ∈ Rk×n, (6.4.11)
where d1|d2| . . . |dk.
Transposing the matrices in (6.4.11) shows the corresponding result in the case where
n > k. The form in (6.4.11) is unique up to multiplication of the di’s with units in R
and is called the Smith Normal Form (SNF) of a matrix. The dj ’s are called elementary
divisors of A and it holds that
∏i
j=1 dj equals the greatest common divisor of all j × j
minors of A (e.g. [vdW03]).
Lemma 6.4.2 Let 1 ≤ k ≤ n and A = [a1, . . . ,ak] be an n × k matrix over some
principal ideal domain R. Then the following three properties are equivalent:
1. A can be completed into a unimodular n×n matrix, i.e. there exist ak+1, . . . ,an ∈
Rn such that [a1, . . . ,an] ∈ GLn(R).
2. There exists B ∈ Rk×n such that B · A is the k × k identity matrix Ik×k, i.e.
A ·B = Ik×k.
3. The k × k-minors of A are coprime, i.e. they do not have a common factor.
Proof: 1.⇒ 2.: Let [b1, . . . ,bn]T be the inverse of [a1, . . . ,an]. Then B = [b1, . . . ,bk]T
satisfies BA = Ik×k.
2.⇒ 3.: This follows from Cauchy-Binet’s theorem (e.g. [Bro89]) which implies that the
determinant of AB equals the sum of the products of a k× k minor of A with one of B.
3.⇒ 2.: The k × k minors of A being coprime implies by Theorem 6.4.1 that its Smith
normal Form is of the form (Ik×k|0k×n)T , i.e. that there exist unitary X and Y such
that XATY = (Ik×k|0k×n). Let Y ′ be the truncation of Y to the first k columns. Then
it follows that ATY ′ = X−1 and hence ATY ′X = Ik×k.
3.⇒ 1.: Let XATY = (Ik×k|0k×n) again be the SNF of AT and B = Y ′X as above. Let
y˜k+1, . . . , y˜n the last n − k columns of (Y −1)T . Then [a1, . . . ,ak, y˜k+1, . . . , y˜n] forms a
unitary matrix with inverse given by B concatenated with the last n−k columns of Y T .
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We will call a k×n matrix over a PID satisfying these equivalent properties unimodular.
While it is relatively easy to see that these three properties are equivalent in the case of
R being a PID, this does not hold for PID’s exclusively:
Remark 6.4.3 Let F be a field and R the commutative polynomial ring F[x1, . . . , xl].
Then the three properties from Lemma 6.4.2 can be shown to be equivalent as well [Qui76,
Sus76, YP84].
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