The development of numerical approaches to perform direct numerical simulations of compressible multiphase flows has been an active field of research for several years. Proper treatment of fluid interfaces is crucial as important physics occur in this infinitesimally small region. Furthermore, the compressibility of the fluid requires proper treatment of discontinuities. Artificial diffusivity is among a number of methods widely used for compressible flows. The present study develops a general form of consistent artificial diffusion fluxes and extends the localized artificial diffusivity method for high-order central schemes to solve multiphase flows with an interface capturing method. These fluxes ensure an oscillation-free interface for pressure, velocity, and temperature without employing a sharpening technique. Moreover, high-order representation of all scales in the flow helps capture the wide range of instabilities inherent in these flows. The goal is to develop an approach capable of performing high fidelity simulations supported by physicsdriven validation. This is achieved by solving the five-equation model with the stiffened gas equation of state using the proposed method for multicomponent and multiphase flows on a variety of one and twodimensional problems.
INTRODUCTION
Compressible multiphase flows are present in many engineering applications, such as supersonic combustion, erosion due to cavitation, and breakup of liquid jets at high speeds. Commonly prone to oscillations and numerical errors, discontinuities such as shock waves and material interfaces with high-density ratios can be challenging for numerical simulations. Moreover, high accuracy is required to capture the wide range of instabilities that may be present in these flow (e.g. KelvinHelmholtz to Richtmyer-Meshkov).
In the Eulerian framework, the simulation of compressible interfacial flows is typically divided into two major groups, namely interface tracking and capturing. Examples of tracking methods include all forms of level set [1, 2, 3] , as well as front-tracking methods [4, 5, 6] . Although these methods have been used to study a wide range of problems [7, 8] , they are geometrically complex and computationally expensive. Interface capturing methods, on the other hand, are relatively Accepted Article 2 M. ASLANI AND J. D. REGELE straightforward to implement and can handle complex topological changes. Moreover, they easily extend to multiple phases, higher dimensions, and higher orders of accuracy [9, 10] .
In an interface capturing method, similar to shock capturing, the assumed sharp interface between the two fluids is relaxed across a number of grid points, converting it to an artificial mixture zone. However, this interface is prone to spurious oscillation errors. These errors occur due to different properties of fluids entering the equation of state (EOS) and violating the equilibrium condition at the interface and creating pressure, velocity or temperature oscillations. In the context of interface capturing methods, Abgrall [11] was the first to highlight and fix pressure and velocity oscillation errors in the interface of a gas-gas system with different thermophysical properties. Later, Shyue [12, 13, 14] extended the same approach to gas-liquid or gas-solid systems using Mie-Grüneisen and modified van der Walls EOS. Usually an extra (usually non-conservative) equation for specific heat ratios and fitting parameters in EOS or mass fractions are required to preserve equilibrium at the interface. A similar methodology was developed that uses an advection equation for the volume fraction to transport the properties of the stiffened gas EOS [15] . Alahyari and Johnsen [10] further extended the ability to calculate oscillation-free temperature profiles by using an isothermal interface. However, temperature is often ignored [9, 16] when temperature-dependent phenomena like heat diffusion, reaction or phase change effects are negligible.
Another difficulty arising in interface capturing is the smearing of fluid interfaces. A variety of high-order methods [9, 16, 17] , anti-diffusion techniques [18, 19] and interface sharpening methods [20, 21, 22, 23, 24] have been developed to resolve this problem. Caution is required when using interface sharpening techniques as nonphysical terms introduced into governing equations may facilitate mass, momentum and/or energy loss in the system. Moreover, these terms may not be compatible with the thermodynamic mixture model in the interface [22] . For example, authors in [20, 23] propose an algorithm to sharpen volume fractions and partial densities at a solution timestep and leave the rest of variables to see the sharpened profiles in the next time-step. This raises the question of consistency when using these techniques and recent work has been done to address some of these difficulties [25, 26] .
Adding artificial diffusion is a classical method to capture discontinuities in compressible flows. More recently, in an extension to earlier work on hyperviscosity [27, 28] the idea of adding localized artificial transport-like diffusion terms to the physical equations is gaining more interest [29] . These methods are particularly interesting because of their simple formulation, straightforward implementation, low computational cost and most importantly high-accuracy. The latter is desirable for simulation of compressible flows with material discontinuities where the flow regime is prone to instabilities and turbulence. Moreover, Johnsen et al. [30] performed an extensive study on methods to solve compressible turbulent flows and concluded that high-order upwind-biased schemes (finite volume WENO, for instance) could be dissipative for the broad range of scales that might exist in a flow compared to central difference based methods, especially when considering viscous simulations where schemes like WENO are relatively expensive compared to central and Localized Artifical Diffusion (LAD) schemes (see the comparison of the methods in [30, 31, 32, 33] ).
Simulation of multiphase flows introduces a unique type of material discontinuity in which the material density and thermophysical properties vary abruptly across the interface. Terashima et al. [34] introduced artificial diffusion terms specifically designed for the interface of a gas-gas system with different specific heat ratios. The assumption of pressure and velocity equilibrium between the two phases when they advect under constant pressure and velocity are central in all of the proposed methods. With these models in hand, a study of central schemes with localized artificial diffusivity, which takes into account multiphase systems (arbitrary number of gas and liquids), has yet to be proposed.
The objective of the current study is to develop accurate and consistent artificial (numerical) diffusion terms (fluxes) for compressible multiphase and multicomponent flows that do not produce oscillations in pressure and velocity in simulations of fluids with shocks and interfaces. An interface capturing approach is used to resolve the fluid interface across several grid points. While a stiffened EOS is used to close the system, the approach is general in that it applies to a wide class of artificial INTERNATIONAL JOURNAL OF NUMERICAL METHODS IN FLUIDS   3 diffusion methods for an arbitrary number of fluids, mass or volume fraction models, and different EOSs in which they all inherit the mechanical equilibrium condition of the current method.
Accepted Article
This article is organized as follows. In Sec. 2, the physical model is described followed by a derivation of novel numerical diffusion fluxes in Sec. 3. In Sec. 4, the numerical method along with the derived artificial diffusion terms are briefly described and finally verified using a range of test problems in Sec. 5.
MATHEMATICAL MODEL

Mass, momentum, and energy conservation laws
The compressible Navier-Stokes equations govern each individual component or phase. Most of the usual closure models for interfacial variables result in equilibrium conditions at the interface for pressure and velocity. This condition reduces the number of equations, resulting in a model with a single unknown velocity and pressure for all components. If the volume fraction of fluid k (α (k) ) is used to differentiate it from other components, conservation equations for mass, momentum and energy can be written in the following form (assuming no mass transfer, i.e. immiscible fluids),
where ρ (k) α (k) , p, and e t are scalars representing the density of component k, pressure and total non-chemical energy (or briefly total energy). Velocity in the i th direction is u i and δ ij is the identity tensor. The total density (ρ) is the summation of each individual component's density or ρ = k ρ (k) α (k) and the total energy is the summation of internal and kinetic energies: e t = e + u j u j /2. The viscous stress tensor (τ ij ) and heat flux due to conduction (Q j ) are
where μ and κ are the dynamic shear viscosity and heat conductivity coefficient, respectively. Any force applied to the fluid volume is represented by f j with the corresponding energy term u j f j . For two-component flows, the above system is the well-known quasi-conservative five-equation model of Allaire et al. [15] . The non-conservative advection Eq. 1d for volume fraction has been widely used in the literature [35, 9, 15, 36, 20, 21] .
The gamma-based approach originally proposed by Abgrall [11] and used by Terashima and Kawai [34] in the context of LAD schemes, is mathematically equivalent to the five-equation approach assuming single gas phase fluids are present only. In particular, for gamma-based approaches, the conservation equations for (total) density, partial mass fractions (ρ and ρY (k) ), and the transport equations for specific functions of γ entering the equation of state must be solved. If needed, the volume fraction can be computed as long as there are only two components with different values of γ [11, 10] . In the current study, these concepts are combined with the approach of Terashima and Kawai [34] and incorporates the stiffened gas equation of state and five-equation model, where the conservation and transport equations are written in terms of component's density and volume fraction (ρ (k) α (k) and α (k) ) [37] . It is important to mention that following other studies [15, 36, 37, 9, 10] the source term related to the compressibility of the multiphase mixture (a term that implies gas volume fraction increases (decreases) across rarefaction (compression) waves) has been neglected. This assumption corresponds to the limit of infinite resolution and that the model tends toward the NavierStokes equations in each pure fluid and their coupling is only modeled across the interfaces. It is also important to note that this assumption limits the model to two-phase flows between pure fluids, which is the objective of the current approach [36] .
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In interface capturing methods, the volume fraction advection equation in the current nonconservative form could be used to advect equation of state parameters, such as 1/(γ − 1) [9] . In this respect, appropriate mixture rules are required to prevent oscillations at the interface for velocity, pressure, and temperature [15, 38, 10] . These mixture rules, however, may vary based upon the EOS that is used.
Stiffened gas EOS
In this work, the stiffened gas EOS proposed by Le Métayer et al. [39] is employed. This EOS provides an accurate and simple model for the simulation of compressible flows with interfaces and has been validated against experiments [40] . With this model, the specific internal energy is related to the pressure and density via:
or to the temperature and pressure via:
where γ, B, c, and q are fitting parameters to experimental data. Each fluid takes its own fitting parameters (see Table I for a list of materials) and thus, this relation is valid for each phase (gas, liquid or solid) everywhere in the domain except inside interfaces.
Mixture rules
Mixture rules are used to calculate fluid properties inside interface regions. Pressure and temperature calculations in each phase are straightforward as properties associated with the respective phase are constant. However, caution needs to be exercised inside the interface to avoid oscillations in this region. The errors associated with improper calculation of pressure and temperature have been studied extensively in the literature [15, 36, 38] . These analyses use the mechanical equilibrium assumption [15] (k) . In other words, the properties entering the EOS (γ, B, c, Q) need to be calculated using
where
and α (k) are calculated using Eq. 1a and 1d and the total density (ρ) as previously mentioned.
Speed of sound
The speed of sound is needed to solve the hyperbolic system of equations. Périguad et al. [36] used a convex average of sound speeds in each phase, which for the form of EOS used in this study and mixture quantities described in Sec. 2.3, the speed of sound is calculated using
where the terms γ and γB are calculated using Eq. 6a and 6b.
Euler equations with artificial diffusivity terms
The goal is to use central schemes to model compressible fluids that share interfaces. Central finite differences are not generally stable in this respect due to the jump conditions in pressure, density and volume fraction. To regularize interfaces and shock waves across a number of grid points and to evolve the simulation stably, artificial diffusivity terms are added to the right-hand side of equations explicitly. If transport terms are eliminated, the mathematical model including the terms to capture interfaces and shock waves may be written
where 
AD terms for phase density and volume fraction
AD terms for density and volume fraction conservation equations are used as a basis to derive consistent terms for other equations. With the assumption of an interface advecting under constant pressure and velocity, density and volume fraction (Eq. 8a and 8d) can be rewritten in the following semi-discrete form:
where D j is a linear operator representing any central discretization scheme used for the advection terms. The velocity, u j , is taken out of derivatives because of the equilibrium condition (i.e. continuity of the velocity across the interface).
The total density (ρ) is the summation of all component densities. It follows that a consistent AD flux for total density is the summation of all AD density fluxes for each phase. This may also be deduced once total mass conservation equation is written in semi-discrete form,
and from Eq. 9a the following relation holds:
Momentum equation
Following the same approach, the momentum equation is written in semi-discrete form (in the absence of any other force applied to the fluid volume, f j = 0),
in which
It is then clear that the right-hand side of the above equation divided by u i is equal to the right-hand side of Eq. 10, or
In other words, in order to properly diffuse the momentum equation at the interface, the AD terms need to be the summation of fluxes applied to each individual component's density equation times the local velocity.
Energy equation
First, the relation for internal energy (Eq. 6a, 6b and 4) is rewritten with the isobaric assumption
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Using Eq. 6a, 6b and 4, and the assumptions [u j ] = 0 and [p] = 0, the above equation can be rewritten
which is true for each phase at all locations. The above equation breaks down to four sub-equations so that the AD flux F ρet j is the summation of AD terms for each sub-equation. To clarify this, these sub-equations are rewritten here with their corresponding AD terms,
, and q (k) are constant for each phase (k), using Eq. 9a and 9b, AD fluxes for each sub-equation can be written
Finally, the summation of all above terms gives the energy equation AD flux
It is important to note that 19 is specialized to the EOS given in the Sec. 2. Other forms of EOS like Mie-Grüneisen [14] or Tait [42] would require different energy diffusion fluxes to be developed.
This article is protected by copyright. All rights reserved. 
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Summary of interfacial AD fluxes
The results of the above derivations are summarized for the momentum and energy equations:
are found in Sec. 4.2.2, where they are combined with shock capturing diffusion fluxes to describe the entire mathematical model described in Sec. 2.5.
NUMERICAL IMPLEMENTATION
Spatial derivatives and time integration
AD fluxes in the previous section are valid for any central scheme, including high-order explicit and compact central finite differencing schemes [43, 32, 44] . In this work, the spatial derivatives are evaluated using central sixth-order finite differencing. Close to boundaries, one-sided differencing is used.
A third-order O(Δt 3 ), fully explicit TVD Runge-Kutta (RK) time integration scheme advances the solution U n to the next time step using [45]
where U * and U * * represent the solution vector at an intermediate time stage and F(U) is the righthand side of equations calculated using local solution vector U. The convective-acoustic CourantFriedrichs-Lewy (CFL) is defined as following:
where u is the local absolute velocity of the fluid and the speed of sound, a, is calculated using Eq. 7 for multiphase flow simulations. In all simulations, Δt is adaptively set to satisfy the advection constraint, with a CFL number of 0.45. This conservative CFL number provides both accuracy and stability. Although it has been noted in other work [32] that the magnitude of artificial diffusion can be significant when using stretched anisotropic grids and thus restrict the time stepping, this is not the case in this work. Following the work of Cook et al. [29, 46] in the context of LAD schemes and high-order central methods, an eighth-order low-pass spatial filtering scheme is used after each RK step. This filtering scheme is important to ensure numerical stability. One-sided formulas are used for the points close to boundaries. In the filtering scheme, there is a free parameter in which the standard value of 0.495 is used. The properties of the filtering scheme are detailed in [47, 48] .
Localized artificial diffusivity: LAD scheme
It is desirable to maintain high accuracy in regions where the solution is smooth and at the same time maintain stability at discontinuities. To accomplish this goal in the framework of central schemes, localized artificial diffusion is added to the flow field. These schemes have been designed to work with high-order central schemes (usually greater than 4th) in an attempt to capture the smallest scales [27, 29, 32] .
Here, the LAD approach to capture shock waves [33] and contacts with density differences is extended to multiphase flows using the AD fluxes obtained in the previous section. The proposed artificial diffusion terms maintain equilibrium across the multiphase fluid interfaces with varying densities. Thus, in the presence of shock waves, regular numerical diffusion terms for shock capturing are required.
LAD for shock capturing
The initial work of Cook [29] on artificial fluid properties for largeeddy simulations of compressible turbulence mixing is central to understanding LAD schemes. In order to damp out high wavenumber modes, at or close to the resolution limit, without corrupting lower modes, artificial fluid properties are added locally. The scheme is refined further by Mani et al. [41] and is being commonly referred to as the LES of turbulent flows with shocks. Following the same approach, grid-dependent artificial fluid transport coefficients are introduced. Using the same notation in Sec. 2.5, the artificial terms to capture shock waves are:
where ∇ k = ∂/∂x k is a partial derivative operator, δ ij is the identity tensor and the spatial derivatives are calculated using a central difference scheme. The coefficient of artificial bulk viscosity, which localizes diffusion to shocks only is
where r = 4, Δ = (ΔxΔyΔz) 1/3 corresponds to the local grid spacing (for uniform grids Δ = Δx = Δy = Δz) and H is a Heaviside function that limits diffusion to shock waves (and not expansion waves) [41] . The overbar indicates an approximate truncated Gaussian filter (see [27, 29] for more details).
Numerical experiments show that for the given spatial discretization and filtering scheme in this work, C β = 1.0 is sufficient to capture a wide range of pressure ratios. Primary tests were performed on a gas-gas Riemann problem with pressure ratios ranging from 2 to 20. Additionally, the ShuOsher problem [45] was solved to verify the shock-capturing scheme behaves appropriately. Figure  1 shows the density profile after a shock wave impacts the entropy wave (density fluctuations). For this case, the correct location and magnitude of the post-shock density waves have been captured. There is good agreement with the resolved WENO-5 simulation where there are no observed spurious oscillations. As noted in other work [30] the deviation from the WENO-5 simulation located at x = −2.9 on the right plot is purely an artifact of the initial condition.
LAD scheme for interfacial flows
Diffusion fluxes for material interfaces must be localized to the interface itself. As shown in Sec. 3, when diffusion fluxes for density and volume fraction are constructed, consistent fluxes are created for momentum and energy equations. Thus, the extension of the LAD scheme to capture interfaces is straightforward once appropriate fluxes are calculated and localized to interfaces. Numerical diffusion terms exist for multicomponent flows where the total density, mass fraction, and a dummy advection equation for the EOS parameter is solved [34] . However, for multiphase flows and the form of stiffened EOS used in this work, phase densities and volume fraction must be diffused. This form for constructing artificial fluid properties follows the work of [34, 49] for multicomponent fluids and extends the LAD scheme to multiphase flows. The diffusion fluxes are written
This article is protected by copyright. All rights reserved. ρ , which localizes the diffusion to locations where density gradients exist, is defined
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A similar equation was used by Terashima et al. [34] to localize diffusion to a gas-gas interface in a compressible two-component flow simulation. However, the approach used in their study did not use the Heaviside function, which is necessary to localize the diffusion to the interface alone.
where the first term ensures that diffusion is being added locally to the interface only and the second term becomes non-zero when the volume fraction goes above or below zero. The second term β (k) α bounds the volume fraction to the desired unity range α (k) ∈ [0, 1]. Numerical experiments have shown that setting C ρ = C 1α = 0.2 and C 2α = 100 results in a well-defined interface. The suggested values for the user-defined coefficient is a function of the spatial discretization and the filtering scheme. These values have been observed in this work to give reasonable results, but may change for other LAD implementations. In the limit that the grid spacing goes to zero (approaching continuum limit), the artificial fluid properties approach zero and will not affect the invariance of the governing equations.
For convenience, it is useful to derive simplified equations for a binary system, i.e. five-equation model, in a two-dimensional framework with the above AD terms. These equations are listed in A.
TEST PROBLEMS
The proposed LAD method is used to solve a variety of binary multicomponent and multiphase benchmark problems. To verify the effectiveness of the method, the LAD scheme is compared against analytical solutions (if available) and experimental data. The test cases presented in this paper are based on Eq. 1a, 1b, 1c, and 1d, where the Euler equations with artificial diffusion are presented.
For all problems, the acoustic CF L number is set to be 0.45 and the aforementioned values for user-defined constants in the LAD scheme are used. If not specified explicitly, problems are solved in a non-dimensional form by normalizing density and velocity with density and speed of sound in This article is protected by copyright. All rights reserved. ambient air, which is ρ air = 1.204 kg/m 3 and a 0 = 343m/s, respectively. In this way, the pressure and fitting parameter B are normalized with ρ 0 a 2 0 . For water, the value for B that is O(10 2 ) MPa has been used (see Table I ) which is 2420 non-dimensional units.
Errors due to initial conditions remain undamped in high-order schemes. In order to minimize these errors, the interface is initialized over at least three points using a tangent hyperbola distribution.
1-D Air-Water interface advection
Advection of a gas-liquid interface under constant velocity and pressure is a fundamental test case for multi-fluid flow. The outcome of this test illustrates the capability of the method to maintain velocity, pressure or temperature equilibrium at the interface as well as preventing overshoots that may contaminate the rest of the domain [9, 10] . This problem is also used to determine the impact of user-defined constants in the diffusion terms on the quality of the solution.
The advection test involves an air-water interface advecting under constant velocity, pressure and temperature in a domain x ∈ [−1, 1] with periodic boundaries. The initial condition is expressed These results are used to calculate a maximum wiggle amplitude [43] ,
and a non-dimensional interface thickness
which represents the number of grid points across the interface. Fig. 3 shows the maximum wiggle amplitude and interface thickness for different grid spacing and user-defined coefficients. It can be seen that maximum wiggle amplitude decreases with increasing model constant values. While the number of points used to resolve the interface increase with increasing resolution, overall about 3-5 points are necessary to resolve the interface. For C 1α = 0.2, the normalized wiggle amplitude is approximately less than 0.3% and the interface (about 99% of the profile) is represented over 4 grid points. This range is acceptable for the simulations of interest in this paper. However, this may change if other differencing or filtering schemes are used.
Pressure and velocity remain constant in this problem. However, spurious oscillations may be produced at the interface due to the change in properties from the EOS. To check this condition, the error in these variables are plotted in Fig. 4 . As it is shown in these plots, pressure, and velocity error are on the order of 10 −11 and 10 −12 , respectively. This shows that the proposed LAD scheme introduces minimal spurious oscillations at the interface and satisfies the equilibrium assumption.
The amplitude of maximum wiggles (which present the extent of oscillations in the solution) is inversely related to the grid spacing, which is common for high-order central schemes. Sufficient resolution along with the extra diffusion terms for over and undershoots (Eq. 29) minimizes oscillations across the interface to a reasonable level. An important aspect of the presented method is that the pressure equilibrium condition is not affected even in the presence of such small oscillations.
Stiff multi-phase Riemann problem
The gas-liquid Riemann problem is a simple model for an underwater explosion. This problem has been used as a benchmark test for the stiffened EOS in a variety of studies because it incorporates two-phase flows in a compressible configuration [50, 12, 9, 10] . Due to the stiffness of the problem, high-order schemes can introduce errors into the solution initially that remain undamped due to the Accepted Article lack of numerical diffusion. This test case also demonstrates the capability of the scheme to handle high pressure ratios. At the initial condition, highly compressed air exists on the left and water at atmospheric pressure is on the right. The initial condition in non-dimensional form using the liquid as a reference state [9] 0.6420 pressure) is given by:
Three grid sizes with 100, 500, and 2000 points are used to simulate this problem and the results obtained for total density, pressure, and volume fraction are compared with the exact solutions in Fig. 5 . The discontinuity in the initial condition is smoothed over two grid points and the simulation is run until t = 0.2 (non-dimensional units). Although this is an extreme test case for any central scheme , the results suggest that the method is able to predict the correct location of the interface, transmitted shock wave, and expansion fan and the pressure remains constant across the interface as intended. Oscillations in pressure and density profiles are observed close to the tail of the expansion fan and the interface, respectively. As seen in Fig. 5 , the order of these oscillations decreases significantly as the number of grid points increases and the density or pressure profiles match the given exact solution.
This problem is also used to demonstrate the convergence of the method. The absolute error and the order of convergence of this problem is plotted for different resolutions. Due to the assortment of discontinuities in this problem, it is not expected to be better than a first order accurate, which is clear from Table II.
2-D advection of a water column
In this problem, a water cylinder with diameter D = 1 advects under constant pressure and velocity in a periodic two-dimensional domain. The initial condition is
where the computational domain is 5D × 5D and there are 20 computational points across the diameter of the cylinder. This simple problem shows the benefits of high-order schemes in Accepted Article maintaining the spherically symmetric flow fields around a water column. Fig. 6 shows the isocontours of volume fraction after one period of advection using the proposed LAD scheme and a multifluid solver which uses a second-order MUSCL reconstruction scheme with a HLLC Riemann solver following [37] . The cylinder remains circular and symmetric for the LAD scheme, however, clipping errors due to grid anisotropy cause the MUSCL scheme cylinder to appear stretched in the direction of motion (see Fig. 6 ). At least four times higher resolution is needed to achieve the same accuracy using second-order MUSCL. In a two-dimensional simulation, this number corresponds to a significant increase in computational time. It should be noted that other high-order schemes such as WENO5 [9, 22] can also maintain shape preservation as demonstrated in [22] with a collapsing droplet.
2-D shock-helium bubble interaction
A well-known [7, 34, 51, 46] multi-component test case is a helium cylindrical bubble interacting with a Mach 1.22 normal shock wave. Fig. 7 shows a schematic of the computational domain. The initial gas conditions for this case are 
The computational domain and the location of the cylinder and shock wave are given in Fig. 7 . The left and right boundaries are extrapolated using the inside points and slip walls are used on the top and bottom. The problem is solved with three different grid sizes with 50, 100, and 200 points across the helium bubble.
The density gradient at t = 0.6 is shown in Fig. 8 . As it can be seen, the scheme is able to resolve the complex twin reflected-refracted (TRR) shock structure, the side shock and the resulting expansion fan. It is important to capture the TRR structure because it is the primary mechanism for depositing baroclinic vorticity at the interface, which further downstream will cause folding of the interface and mixing. Fig. 9 compares the numerical results to the experiments of Quirk and Karni [52] where good qualitative agreement is observed. Similar shock/expansion wave structures are observed in both the numerical simulation and experiment. Additionally, the compression and folding of the bubble interface shows a similar behavior as well.
To quantify the problem, the downstream and upstream location of the bubble and the air-jet penetrating into the bubble are tracked (see Fig. 10 for more details on these spots) and compared with the front tracking method of Terashima et al. [7, 34] . Good agreement is observed for both Accepted Article 
2-D shock-water cylinder interaction
As a final demonstration of the method's ability to perform high-fidelity simulations, the interaction of a normal shock with a water column is presented. The full flow behavior includes multiple different physical processes such as surface tension and viscous forces that span a wide range of scales [53, 54] . However, since the objective is to demonstrate the capabilities of the existing method, the Euler equations are used and surface tension and viscous effects are ignored. Thus, only the early stages of droplet deformation may be captured after which these other forces become important. Fig. 11 shows the schematic of the computational domain. The domain is 22 diameters long in the x-direction and 10 diameters high in the y direction. For a Mach 1.47 shock wave in air and a water droplet in quiescent air, the initial conditions are water cylinder,
where the reference values for density and velocity are ρ air = 1.204 kg/m 3 and a air = 343 m/s respectively.
The simulation is performed with a grid of 2200 × 1000 cells, which gives 100 points across the diameter of the cylinder. Fig. 12 shows vorticity and pressure contours 46 μs after the shock reaches the water cylinder. Negative vorticity-stream on the top half (the bottom half has a positive vorticity-stream) of the cylinder is created due to misalignment of pressure and density gradients in the flow. As shown by the pressure contours, the vorticity is transported downstream and creates a clockwise recirculation region behind the cylinder. It can also be seen that a positive vorticitystream is generated and moved up by the bigger negative vorticity. This recirculation region persists through the early deformation times. The observed results closely resemble that discussed in [56] .
The numerical results are compared with the experiments of Igra and Takayama [55] in Fig. 13 . Qualitative comparison shows that primary and secondary waves created by the interaction of the shock wave with the water column are captured accurately. Additionally, the numerical Schlieren image at t = 43 μs shows clearly the formation of Mach reflections and slip lines from the edges of the droplet.
In order to analyze the droplet evolution, a sequence Schlieren and pressure contour plots are shown in Fig. 14 for two different grid sizes, which correspond to 40 and 80 grid points across the droplet diameter. As could be expected of a high-order scheme, the overall flow behavior is very similar to that observed in the WENO-5 results of Meng and Colonius [56] . More flow features are observed in the higher resolution case, however, the qualitative behavior of the breakup between the two cases is very similar. An unsteady recirculation region is formed behind the cylinders and a standing shock wave exists behind the water cylinder [56] . Due to the non-dissipative nature of the Figure 9 . Snapshots from the Quirk and Karni experiment [52] (left) and numerical Schilieren images (right).
Grey curves in the numerical images indicate the initial location of the Helium bubble.
numerical method, the small vortex structures do not dissipate and are transported downstream with the flow. Unsteady drag coefficient of a droplet exposed to a high-speed flow is an important parameter in the large-scale modeling (for example, droplet cloud simulations). The drag coefficient (C D ) depends on the cylinder's center-of-mass velocity (ū) and acceleration (ā) through [56] 
This article is protected by copyright. All rights reserved. where m and d 0 are the constant mass and diameter of the water cylinder, ρ g and u g are the postshock density and velocity of the air, and the center-of-mass velocity and acceleration are calculated using the liquid partial density (ρ 2 α 2 )
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The evolution of the drag coefficient is plotted in Fig. 15 and compared with the study of Meng and Colonius [56] (t a used in this figure is the non-dimensional acoustic time: t a = a air t/D). Initially the peak in the drag coefficient match very well but for t a > 1 the results from Meng and Colonious are consistently higher than those observed in the present study. In their study, Meng and Colonious discuss the existence of a persistent upstream jet as an artifact of using symmetry in the simulation. However, in the present study, that does not assume symmetry, this upstream jet is significantly weaker and disappears quickly (see Fig. 14 b, c, and d) . Once the upstream jet and recirculation area around the cylinder have disappeared (t a > 6), the two solutions become quantitatively comparable. The appearance of asymmetry at late times, despite the perfectly symmetric initial conditions, are often observed in high-order simulation of Euler equations as well [17] due to accumulation of machine precision errors. Moreover, cylinder and droplet breakup show asymmetries during the late stages of breakup [56] . Also, due to the deformation of the cylinder in the later stages, an unsteady behavior of the drag coefficients is detected.
CONCLUSION
A new class of artificial diffusion methods is proposed to regularize the simulation of interfacial multiphase flows using the interface capturing approach. The system of equations is closed using a stiffened equation of state where the fluid interface is used to separate different components. Consistent and general forms of artificial diffusion fluxes are derived for volume fraction-based method with central difference schemes. These fluxes guarantee oscillation-free interface properties for pressure, velocity, and temperature. Extension to higher-order LAD methods is proposed and the analysis shows consistent application of these terms is required to maintain interface equilibrium. A variety of test problems illustrate the effectiveness of the method and the benefits of high-order accuracy. The multiphase LAD scheme accurately reproduces the salient features of liquid breakup early stages without being numerically complex and computationally cumbersome. Approved for public release: LA-UR-17-31324. 
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A. SIMPLIFIED EQUATIONS: TWO-FLUID MODEL IN 2D
To simplify the equations, q is set to zero, which can be done in conditions where temperature is not modeled. The properties for the first and second fluid are (γ, B, q) (1) 
