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Abstract-This note is concerned with the stabilization of control systems using an estimated 
state feedback. The global stabilization problem for a relatively broad class of nonlinear plants is 
discussed. Moreover, using the “input to state stability” property introduced by Sontag [l-4] and 
detectability condition, we show that the system citn be globally asymptotically stable using a state 
detection. @ 2001 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The cornerstone of stability theory for systems without control is that the existence of a Lya- 
punov function implies stability. An analogous result exists for the stabilization problem and 
it states that the existence of a control Lyapunov function implies stabilizability. This result 
was first conceptually established for systems possibly nonaffine in control by Artstein [5], and 
then constructively proved for systems affine in control by Sontag [6] who proposed a “universal 
formula” for stabilization, also, with bounded controls by Lin and Sontag [7]. 
The concept of “input to state stability” (ISS) has proved to be a very useful tool in the study 
of nonlinear stability for systems subject to external effects [B-11]. 
The (ISS) property translates into the statement, that no matter what is the initial state, if the 
inputs are small, then the state must, eventually be small. In [12-141, some results concerning 
(ISS) and related notions of input/output stability and detectability are given. In particular, the 
input/output to state stability (IOSS) property plays a role when attempting to generalize the 
linear systems theorem “stabilizable plus detectable equals stabilizable by dynamic feedback to 
a general context”. 
In general, according to [14], (IOSS) and state stabilizability imply dynamic output stabilizabil- 
ity. It is a general fact that for any (IOSS) system, the existence of a state feedback that derives 
the internal states to the origin implies the existence of a dynamic controller which achieves the 
same goal using output information only. 
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Tsiniss [lo] give some sufficient conditions for global stabilization and detectability of nonlinear 
systems based on the (12%) condition. In this paper, a nonlinear state feedback control law is first 
derived that relies on an interesting Lyapunov-based design method: the simultaneous use of a 
quadratic Lyapunov function that stabilizes the linearized plant and a standard procedure that 
introduces a corrective term that takes into account the fact that the nonlinear part is uniformly 
globally Lipschitz continuous along with a nongrowth condition. Moreover, by using the recent 
theorem of [lo], one can show that the system is also stabilized by the law u = ~(2) where i is 
the output of a detector for the state x provided that the system is detectable. 
2. STABILIZATION 
In this paper, we examine the class of nonlinear dynamical systems modeled by the following 
state equations: 
j: = Ax + B(cp(x, u) + u) + g(x, u), 
y = cx, (1) 
where x E lP, ‘u. E BY, y E W’, A and B are, respectively, (n x n), (n x q) constant matrices, 
f = (fl,...,fn)T : JP x IF + R” is Lipschitz continuous such that f(O,O) = 0, the mappings 
cp:IWnxIWq--,IW4andg:W”xIWQ~W”. 
Assume that the following assumptions are satisfied. 
(‘HI) The pair (A, B) is stabilizable, then there exists a matrix K such that Re X(A + BK) < 0 
and a Lyapunov function for the linear system can be chosen as xTPx, where P = PT > 0 
is such that 
P(A + BK) + (A + BK)TP = -Q, Q > 0. (2) 
(X2) There exists a positive constant kf such that 
where ll.[( denotes the usual Euclidean norm on lw”. 
(‘HZ) There exists g nonnegative continuous function 1c, : IP -+ W such that 
IMX:, u)ll 5 +4x), vx E P”, vu E IP. (3) 
Then, one can state the following sufficient conditions for the stabilizability of system (1) 
under the above hypothesis. 
THEOREM 1. Suppose that Assumptions (Xl), (8s) hold and the function g satisfies (7-f~) with 
the Lipschitz constant k, satisfying 
k 
9 
< 1 Amin 
2 Anax( 
Then there exists a > 0 such that the feedback law 
u(x) = Kx - 4(x), 
BTPx.+(x)2 
where 4(x) = llBTPxll $(x) + a~~x~~2 ’ 
(4) 
(5) 
globally exponentially stabilizes system (1). 
The feedback given in (5) consists of Kx which is a linear state feedback which stabilizes the 
linear part, and c$( x ) is continuous nonlinear state feedback which used to produce an exponential 
stability of (1) in the presence of the term cp(x, u). 
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PROOF. Let Q = QT > 0 and solve the Lyapunov equation (2) for P > 0. The Lyapunov 
function V(z) = zTPa: satisfies 
~min(P)llXl12 I VCxc) I hnax(P)ll~l127 
VV(Z).(AX + Bu) = -z~Qx 5 -X,i,(Q)I/~112, 
IIVV(~)II = p~Tq 5 ‘hnax(p)II4I, 
where X ,i,(P) and x,,,(P) are, respectively, the minimum and the maximum eigenvalue of the 
matrix P.. Therefore, the derivative of V along the trajectories of (1) in closed-loop with (5) 
satisfies 
I+) = -zTQz - 2zTPB$(z) + ~x~PB~(x, U(X)) + 2zTPg(z, U(X)). 
Taking into account (5), one gets 
v(x) = -xTQx - 
2CrTPBBTPz.$(s)2 
lPTP41 t4z) + +112 
+ 2zTPBq+74?$) + 2xTPg(x, u). 
Thus, by (3) and (‘Hz) with respect to g yields 
v(x) < -xTQx - 
2zTPBBTPx.$(2)2 
lPTPd ax) + 41~112 
+ 2 pTPx(I G,(z) + %3~rnax(p))11~l12. 
It follows that 
V(X) I -Anin(Q)ll~l12 + 2 IIBTP~lJ 4w41412 II~Tpxll +(x) + allxl12 + 2k~Xmax(P)11x112’ 
The above expression with the fact that, for any x E R” and a! > 0, 
llBTPxll ~w41412 
p3TPzll $(x) + (u~~x~)2 5 a11x’12 
yields 
P(X) I (-Amin + 2a + 2kgXnmx(f’)) IIxI12. 
Therefore, for 
a< 
&n(Q) - 2kg&ax(P) 
2 
, 
which is strictly positive because of (4), v is definite negative on R”. Hence, system (1) in 
closed-loop with the law (5) is globally exponentially stable at the origin. 
3. STABILIZATION USING STATE DETECTION 
When the states of system (1) are not available, the usual technique for asymptotically stabi- 
lizing is to build an observer P = G(?, y, u), which is expected to produce the estimation g(t) of 
the state x(t) of the system. The separation principle was investigated by Vidyasagar [15] where 
the local asymptotic observer called “weak detector” is introduced by specifying properties of 
the function G(., ., .) defining the observer dynamic. Obviously, one would like to extend this 
result to the global case, it is however not the case. Many authors [16,17] solved the problem 
of stabilization of nonlinear systems via an observer. Tsinias [18], generalizes the well-known 
theorem of [15] on the local stabilizability of nonlinear systems using state detection. The same 
author in [lo] shows that, given a nonlinear system 
\ II 
Y = h(x), (f-5) 
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if it is detectable and the origin is globally asymptotically stabilizable by a state feedback law u = 
It(z) and if li: = F(x, u(x+u)) satisfies the (ISS) condition, then the output map u = Ic(?) globally 
asymptotically stabilizes the overall system 
ci = F(x, u), 
2 = G (2, h (it), u) , 
at 0 E Rn x EP. 
Taking into account the above argument and the fact that (1) is stabilizable by the feedback 
law given in (5), we should show that system (1) is detectable and satisfies the (ISS) condition. 
First, we show the detectability of system (1). Consider the general system (6) with the output 
y E W where p < n and is a continuous function. We say that system (6) is detectable, if there 
exists a continuous mapping 
G : Rn x Rp --+ KP, with G(0, 0,O) = 0, 
a continuously differentiable function V : IF?.” x RF -+ R+, and real functions /3i : R+ + R+, 
pi(O) = 0, {i = 1, 2, 3) of class K, (namely, ,$ is continuous, strictly increasing, with p,(O) = 0 
and pi(s) -+ foe as s -+ +oo) such that 
and 
for every u E RQ and 2, 2 E R?. It turns out that, if (6) is detectable, then the system 
i = G (2, h(z), U) 
is an observer for (6), i.e, the origin of the error equation 
b = G(e +x, h(x), u) - F(x, u), e=?--x 
is globally asymptotically stable uniformly on 2 and U. 
Consider now system (1) and denote 
where we‘suppose that f satisfies (3-12). 
Let 
Con_ = 
e E E” 
eTPf(x, ~1 
- f (i, U) e < 0, Vx, 5, u 
> 
(8) 
and 
(10) 
Suppose that there exists a positive definite matrix P of dimension (n x n) such that 
Ker C \ (0) c Con- n d(P). (11) 
Then, one has the following lemma such that the proof is based on some ideas from [lo], where 
no differentiability assumption is imposed on the nonlinear part of (1). 
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LEMMA 1. Under conditions (9)-(H), there exists ,d > 0 such that (1) is detectable with 
G (2, y, U) = AE + Bu + f (?, IL) + pP-lCT (y - C?) 
and 
v = f (z - i)T P(a: - 2). 
Indeed, first remark that V satisfies condition (7). Next, we shall verify that condition (8) is 
satisfied. 
Let 
One has 
W (z, 2) = (x - k)T PAX + (XT - 2)’ PBu + (x - 2)T Pf(z, u) 
- (x - k)T PA2 - (z - ci)T PBu - (cc - 2)T f (2, u) - ,l3 (x - ?)T j3PP-lCTC (x - i) . 
Thus, 
aV(z,~)=(z-~)TPA(z-i)+(a:-~)TP(f(z,u)-f(~,u))-P(z-P)TCTC(z-~). 
Let 
and 
as={+L} 
e = 2--Ic E dS. 
11x - WI 
It follows that 
dV (x,2) = /lx - ?/I2 (eTPAe) + [lx - 211 eTP (f(x, u) - f (2, u)) - ,d 112 - ill2 (eTCTCe) . 
Thus, 
dV(z,P) I ((eTPAe) + IcllPll - /311Cel12) [(cc - il12. 
Therefore, for 
p > max{ IeTPAeI + IcllPIl, e E S} + 1 
min { llCelj2, e E X3) ’ 
one gets 
dV (x,2) < - 112 - ?[I2 ) 
for all (x, 2) E R” x R” and u E R. It follows that system (1) is detectable. 
Next, we say that the system 
ZiZ = F(x, u(z + w)) = F(x, V) 
satisfies the input to state stability condition if there exists a C’ Lyapunov function V of 0 E llU* 
with respect to 5 = 8(x,0), i.e, V(0) = 0, V(x) > 0, and 
VV(x) (E’(z,O)) < 0, for x # 0, 
which is uniformly unbounded on RF, (i.e, V(x) -+ +co as ~~x~~ --+ +co), a strictly increasing 
continuous function /34 : R+ + R+, pd(O) = 0 and positive constants 01, oz such that 
II41 2 01, II41 2 c2 + Wx) (h,) < -/34(113m. 
We now give sufficient conditions for global stabilization using state detection, 
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THEOREM 2. Suppose that the Assumptions (‘HI), (x3) hold and the function g satisfies (3-12) 
with the Lipschitz constant k, satisfying (4), conditions (9)-(11) hold. Then, the output map 
u = ~(2) globally asymptotically stabilizes the overall system 
k=Ax+B(cp(x,u)+u)+g(x,u), 
i=Af+Bu+f(f,u)+pP-lCT(~-Ci), 
(12) 
atOERnXRn. 
Indeed, since system (1) is globally exponentially stabilizable by the feedback law U(X) (Theo- 
rem 1) and detectable (Lemma l), to prove the global asymptotic stability using state detection, 
it suffices to verify that system (1) satisfies the (ISS) condition. To establish this condition, 
one takes the function V(z) = zT Px and u as defined in (5). We shall suppose that cp is 
Lipschitizian function so that the nonlinear part of (1) satisfies (‘Hz), where no conditions is 
imposed on the Lipschitz constant k,, for the stabilizability problem. Note that in this case one 
has kf = IIBjlk+, + k,. 
Let 
V(z, v) = VV(x)(Ax + Bu(z + w) + f(z, u(a: + v))). 
Therefore, one has 
V(X,V) 5 -Xmin(Q)llxl1’ - Z?X~PB$(X f V) + ~X’PBKW + 2xTPf(x7 U(X + v)). 
For every x and v, one can find (~1 and CO such that 
xTPBTBPx + xTPBTBPv 2 0, 
provided that 11x11 > ~1 and ~~u~~ < (0. This implies, using (5), that 
-2xTPB$(a: + v) = -2 
(x~PB~BPz + zTPBTBPu) +(x + V) < o 
llBTP(x + u)II 4(x + v) + (~112 + ~11 ’ - 
Thus, 
V(x, v) I (-kin(Q) + 2k~hnax(P)) 11~112 + L3x(P)ll~ll IIBII ll~ll ll~ll* 
It follows that 
V(X, v) I llzll (-~l(knin(Q) + 2kfknax(P)) + 2~~a~(P)IIBIIII~llll~ll)~ 
Let v = X,,(Q) + 2kfX,,x (P) > 0 and rl = ~max(P>llBllll~ll. 
Then, we take ~~~~~ such that 
1 (TlY 
llwll < - - = <l. 
2 rl 
Hence, for 
and 
llvll < 02 = inf(t0, El), 
we obtain the following inequality: 
V(X,U) I (--(TlV + %72)llxll < 0. 
This allows us to conclude that the (ISS) property is satisfied. 
Global Stabilization 919 
REFERENCES 
1. E.D. Sontag, Smooth stabilization implies coprime factorization, IEEE %ms. Aut. Cont. AC-34, 435443, 
(1989). 
2. E.D. Sontag, Remarks on stabilization and input-to-state stability, In IEEE Con& Decision and Control, 
Tampa, FL, December, 1989, pp. 1376-1378. 
3. E.D. Sontag, Further facts about input to state stabilization, IEEE tins. Ad. Cont 35, (1990). 
4. E.D. Sontag, On the input-testate stability property, European J. Cont. 1, 24-36, (1995). 
5. Z. Artstein, Stabilization with relaxed controls, Nonlinear Anal. Z’MA 7, 1163-1173, (1983). 
6. E.D. Sontag, A “universal” construction of Arstein’s theorem on nonlinear stabilization, Sys. Cont. Lett. 13, 
117-123, (1989). 
7. Y. Lin and E.D. Sontag, A universal formula for stabilization with bounded controls, Sys. Cont. Lett. 16, 
393-397, (1991). 
8. Z.P. Jiang, A. Tee1 and L. Parly, Small-gain theorem for ISS systems and applications, Math Cont. Sign. 
sys. 7, 95-120, (1994). 
9. W.M. Lu, A class of globally stabilizing controllers for nonlinear systems, Sys. Cont. Lett. 25, 13-19, (1995). 
10. J. Tsinias, Sontag’s input to state stability condition and global stabilization using state detection, Syst. 
Cont. Lett. 20, 219-226, (1993). 
11. E.D. Sontag, The ISS philosophy as a unifying framework for stability-like behavior, In Let. Notes Cont. 
Theo., Vol. 2, pp. 443-468, Springer Verlag, (2000). 
12. E.D. Sontag and Y. Wang, On characterizations of the input-to-state stability property, Syst. Cont. Lett. 
24, 351-359, (1995). 
13. E.D. Sontag and Y. Wang, Detectability of nonlinear systems, In PTOC. on Inf. SC. Syst. CISS ‘96, Princeton, 
NJ, 1996, pp. 1031-1036. 
14. E.D. Sontag and Y. Wang, Output-to-state stability and detectability of nonlinear systems, Syst. Cont. Lett. 
29, 279-290, (1997). 
15. M. Vidyasagar, On the stabilization of nonlinear systems using state detection, IEEE %ns. Ad. Cont. AC 
25, 504-509, (1980). 
16. J. Tsinias, A theorem on global stabilization, Syst. Cont. Lett. 17, (1991). 
17. M.A. Hammami, Stabilization of a class of nonlinear systems using an observer design, In 32nd IEEE Conf. 
Dec. Cont., San Antonio, TX, 1993, pp. 1954-1959. 
18. J. Tsinias, A generalization of Vidyasagar’s theorem on stabilizability using state detection, Syst. Cont. Lett. 
17, 37-42, (1991). 
