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En la actualidad, el análisis Big Data se ha convertido en un gran reto para las 
organizaciones educativas, gubernamentales y comerciales, esto debido a la gran 
cantidad de datos procesados, por lo tanto resulta muy difícil llevar a cabo los 
diferentes procesos de análisis con herramientas de bases de datos y analíticas 
convencionales. Las tendencias Big Data traen consigo una gran cantidad de 
herramientas y aplicaciones que han sido desarrolladas específicamente para el 
apoyo al crecimiento de dicha tecnología para el análisis de datos, algunas de 
éstas trabajan en conjunto en soluciones de arquitecturas ya implementadas en 
las que se fundamenta gran parte de este trabajo monográfico, sintetizando la 
información necesaria para generar una propuesta de una arquitectura Big Data. 
Este trabajo pretende mostrar los componentes necesarios de infraestructura para 
brindar soporte al análisis Big Data basados en soluciones implementadas por los 
proveedores más conocidos, tomando como referencia modelos, diagramas y 
herramientas de software, enfocadas a los distintos despliegues que se puedan 
generar con base a unos requerimientos específicos, obteniendo como resultado 
una solución para una arquitectura Big Data utilizando las características de los 












Con los avances en la tecnología se han venido abriendo puertas hacia un nuevo 
enfoque de entendimiento y toma de decisiones, permitiendo describir y procesar 
inmensas cantidades de datos ya sean estructurados o no estructurados, que 
usualmente tomaría mucho tiempo y costo de procesamiento cargarlos a una base 
de datos para su análisis. Es allí cuando es posible hacer uso de técnicas de Big 
Data para procesar o analizar toda aquella información que no puede ser 
procesada fácilmente con herramientas convencionales. En la actualidad el tema 
de Big Data es un concepto que se ha venido consolidando en los últimos años 
por la demanda de procesamiento de grandes cantidades de información, y ha 
puesto de acuerdo a líderes comerciales, académicos y gubernamentales, sobre la 
necesidad de manipular cantidades de datos masivos y poder sacar el mayor 
provecho de esto. 
Para la ayuda de la comprensión y análisis de los temas de Big Data, al NIST 
(National Institute of Standards and Technology) apoyado por el gobierno de 
Estados Unidos, se le encomendó la tarea de generar información que sirviera 
para la manipulación de grandes cantidades de información. Fue entonces cuando 
se decidió crear el NIST Big Data Interoperability Framework, que consiste en una 
serie de volúmenes que contienen información acerca de cómo trabajar con los 
frameworks y los proveedores de estos, así como también un capítulo 
especialmente dedicado a mostrar una arquitectura de referencia de Big Data, 
llamada NBDRA IT (NIST Big Data Reference Architecture)1.  
Para poder llegar a una implementación se requiere conocer cómo trabaja el 
framework que facilita un proveedor y que es lo que necesita para poder funcionar 
                                            
1NIST National Institute of Standards and Technology, Big Data Interoperability 





con todos los demás componentes de la arquitectura de referencia. El proveedor 
de Framework de Big Data se establece y modifica para servir de base a toda la 
arquitectura y principalmente para el proveedor de aplicaciones de big data el cual 
se encarga de procesar toda la información. 
El proveedor de framework se divide en tres subcomponentes necesarios para su 
funcionamiento y se establece en el siguiente orden: Framework de 
procesamiento, framework de plataforma de datos y  framework de infraestructura. 
En este trabajo se realiza un estudio del tercer componente del Proveedor del 
framework de infraestructura de Big Data. Este elemento provee de todos los 
recursos necesarios para acoger y ejecutar todas las actividades de los demás 
componentes de los sistemas de Big data. Generalmente estos recursos consisten 
en una serie de recursos físicos que sirven de soporte y anfitrión para recursos 
virtuales similares. Estos recursos que se utilizan están clasificados de la siguiente 
manera: de redes, computacionales, almacenamiento y ambientales.  
Estos componentes resultan de gran importancia para toda la arquitectura de big 
data en general y brindan los requerimientos específicos necesarios para cada 
framework que se quiera implementar, así como también provee de una base 
física y virtual que debe siempre asegurar el correcto funcionamiento y viabilidad 









4. INFRAESTRUCTURA DE RED 
 
En este capítulo se presentan los distintos despliegues de infraestructura de red 
que tienen los grandes proveedores de soluciones de Big Data y cómo estos 
funcionan para dar soporte a todas las arquitecturas planteadas por cada 
fabricante. 
4.1 ET STRATEGIES 
“La infraestructura deberá proveer la base principal para el almacenamiento y 
procesamiento de las arquitecturas de Big Data”2, bajo esta frase Robert Marcus 
de la ET STRATEGIES, plantea que la infraestructura en general de Big Data 
debe tener un escalamiento horizontal y que debe estar sujeta a la adición de 
nuevos recursos, por ejemplo en nubes privadas o públicas, por eso se ahonda en 
el siguiente análisis basado en computación en la nube, dándole un enfoque 
orientado al escalamiento horizontal de la infraestructura de red. 
Según la NIST3, la infraestructura de red debe sustentarse en el uso de IaaS 
(Infrastructure as a Service), esta provee el nivel de administración necesario para 
que los usuarios puedan tener disponibilidad de la red accesible de 
almacenamiento, componentes de infraestructura de red y otros recursos 
computacionales para el despliegue y ejecución de software. 
Al hablar de un enfoque de computación en la nube, se habla principalmente de 
virtualización, es entonces cuando se hace uso del concepto de Data Center 
Virtual y todo el escenario que se plantea alrededor de este modelo de 
infraestructura, el cual permite la gestión necesaria y conveniente para el acceso 
                                            
2NIST National Institute of Standards and Technology, Big Data Interoperability 
Framework: Volume 5, Architectures White Paper Survey, September 2015 - 
Gaithersburg, Maryland. 
3NIST National Institute of Standards and Technology, Cloud Computing Reference 
Architecture, September 2011 - Gaithersburg, Maryland. 
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bajo demanda de la red a los recursos informáticos y que se puede adaptar 
fácilmente a los requerimientos futuros de la infraestructura. 
El enfoque horizontal de la arquitectura que se basa en cloud, se fundamenta en la 
creación de interfaces virtuales de red y máquinas virtuales, que expanden las 
soluciones a las necesidades de procesamiento y almacenamiento de la 
arquitectura. 
4.2 UNIVERSIDAD DE AMSTERDAM 
Para complementar más a fondo las arquitecturas de Big Data basadas en cloud, 
es necesario hablar del Big Data Architecture Framework (BDAF) de la 
Universidad de Ámsterdam, que fundamenta su modelo en la utilización de 
plataformas basadas en cloud e intercloud, por lo tanto su base consiste en los 
servicios de almacenamiento, computación, infraestructura y administración de 
Máquinas virtuales, aunque se deben tomar en cuenta algunas aplicaciones o 
servicios que dan soporte a Big Data, como por ejemplo los servicios y 
herramientas relacionadas con Hadoop y los sistemas de distribución de archivos. 
Las plataformas de análisis de Big Data deben ser fácilmente escalables en 
sentido vertical y horizontal. Esto se logra con la integración de plataformas 
basadas en cloud y en intercloud. 
Los servicios de intercloud poseen los componentes de Infraestructura de 
Seguridad, Infraestructura de administración/monitoreo y la que más compete en 
este capítulo que es la infraestructura de red. Cabe destacar que lo que se conoce 
como servicio de intercloud se puede interpretar como una red de Data Centers 
Virtuales que comparten recursos con proveedores y otros clientes. 
Con referencia a la arquitectura de la Universidad de Ámsterdam, se habla que, 
“La infraestructura de Big Data, debe ser soportada por un amplio acceso de red y 
una avanzada infraestructura de red. La infraestructura de red debe interconectar 
cada componente de la infraestructura de Big Data. Los componentes deben tener 
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una infraestructura de red intra-cloud e intercloud. Para el correcto análisis de los 
datos, basados en HPC (high performance computing) se requiere que la 
infraestructura de red provea de altas velocidades y baja latencia. La 
infraestructura de intercloud requiere de links de red dedicados y conectividad bajo 
demanda”4. 
Para hablar más acerca de lo que concierne a intercloud, se expone como ejemplo 
los servicios de intercloud de CISCO, más específicamente en el apartado de 
“Intercloud Networking Services”.  
Uno de los requerimientos necesarios para tener una base de infraestructura de 
red, es que esta debe proveer de alta velocidad y baja latencia, y para darle 
solución a esto, CISCO propone en sus servicios de intercloud el uso de Load 
Balance as a Service (LBaaS) o balanceo de carga como servicio, que provee del 
equilibrio necesario que requiere toda la infraestructura para responder 
satisfactoriamente a todas las peticiones que se realicen a los servicios que se 
incluyen en la nube, manteniendo siempre los tiempos de respuesta en su mínimo 
valor. 
Los servicios de intercloud brindados por CISCO5 para la infraestructura de red, 
permiten la utilización de enrutadores multi-interfaz para interconectar cada una de 
las máquinas virtuales que existen, en este caso, para la arquitectura de Big Data. 
Entre sus características se encuentran, la segmentación efectiva de la red, la 
seguridad proveída por firewalls para sus máquinas virtuales, la escalabilidad bajo 
demanda que requiere la solución de Big Data. Los beneficios más representativos 
para una infraestructura proveída por intercloud, son la fácil configuración y 
administración de la red, en este caso CISCO con su solución provee de interfaces 
                                            
4NIST National Institute of Standards and Technology, Big Data Interoperability 
Framework: Volume 5, Architectures White Paper Survey, September 2015 - 
Gaithersburg, Maryland. 




gráficas intuitivas y un acceso permanente a la topología de su red, con el acceso 
a las consolas de sus máquinas virtuales para su adecuada gestión.  
Ahora bien, para comprender más a fondo cómo funciona la infraestructura de red 
en un escenario de Intercloud, se debe observar cómo está configurada su 
arquitectura base. Se puede apreciar desde varios puntos, uno de ellos se centra 
en la arquitectura actual que existe, por ejemplo si ya se tienen recursos físicos y 
se desea migrar estos a la nube se puede generar un enfoque híbrido entre la 
virtualización de los equipos obsoletos y nubes privadas. También se habla de un 
enfoque exclusivo de cloud donde existe la ventaja de aumentar su infraestructura 
fácilmente bajo demanda y desligarse de la dependencia física. 
Cabe resaltar que cuando se habla de un enfoque de intercloud, por su misma 
naturaleza y definición, se está hablando explícitamente de que la base de su 
funcionamiento está orientado principalmente a la distribución heterogénea de los 
recursos. La Universidad de Ámsterdam está direccionada por la ICAF (Intercloud 
Architecture Framework), que proporciona una base común para la creación de 
servicios basados en la nube y bajo demanda. 
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Figura 1. ICAF 6(Intercloud Architecture Framework) 
Se explica la imagen en el artículo “Intercloud Architecture Framework for 
Heterogeneous Cloud Based Infrastructure Services Provisioning On-Demand” de 
la Universidad de Ámsterdam lo siguiente, “La figura 1 ilustra cómo el flujo de 
trabajo en un ambiente científico o de empresa puede ser asignado a los servicios 
basados en la nube y luego implementado y operado en un instante de 
infraestructura intercloud. Contiene segmentos IaaS (VR3-VR5) y PaaS (VR6, 
VR7), recursos y servicios virtualizados independientes (VR1, VR2) que pueden 
ser también aplicaciones empresariales legadas sin estar en la nube,  dos campus 
interactivos A y B con las facilidades de campus existentes, e interconectando la 
infraestructura de red que en muchos casos es necesario que se usen enlaces de 
red dedicados para garantizar un rendimiento”7. 
Entonces, ¿qué se requiere para llevar a cabo este enfoque de intercloud con 
respecto a infraestructura de red?, Primero es necesario que el despliegue de 
Cloud se base en IaaS (Infraestructure as a Service), ya que como se ha 
mencionado anteriormente éste brinda la posibilidad de manipular y administrar la 
Nube. Enfocando entonces más hacia la red, se puede pensar en la posibilidad de 
contar con un modelo de servicio de Network as a Service (NaaS), debido a que 
ofrece conectividad de red bajo demanda, el aprovisionamiento y la gestión de 
servicios de red. 
Esta base de cloud puede proveer de herramientas como las VPN (Virtual Private 
Network) que brindan una manera segura de conectar las redes privadas que 
hacen parte de la infraestructura de intercloud a través de internet y 
concretamente entre las nubes privadas que realizan el análisis de los datos.  
                                            
6DEMCHENKO, Yuri, et al. Intercloud architecture framework for heterogeneous cloud 
based infrastructure services provisioning on-demand. 2013 IEEE, 2013. p. 777-784. 
7 DEMCHENKO, Yuri, et al. Intercloud architecture framework for heterogeneous cloud 
based infrastructure services provisioning on-demand. En Advanced Information 
Networking and Applications Workshops (WAINA), 2013 27th International Conference on. 
IEEE, 2013. p. 778. 
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Figura 2. VPN-Cloud8.  
También existen herramientas como el BoD (Bandwidth on demand), consiste en 
una técnica mediante la cual la capacidad de red se asigna en función de los 
requerimientos entre los diferentes nodos o usuarios. Bajo este modelo se pueden 
adaptar dinámicamente las demandas de tráfico de los nodos conectados al 
enlace. 
Para dar un mejor soporte a la infraestructura de intercloud y aprovechando el 
modelo de servicio de NaaS, se puede disponer de la utilización de un proveedor 
de la tecnología de SDN (Software Defined Networking) para gestionar los flujos 
de prioridad, el equilibrio de carga bajo demanda, y adaptarse a nivel local y global 
al cambio de enrutamiento en la red, siendo las mejores prácticas durante el 
período de análisis de cualquier red. 
                                            




También existen otros enfoques al hablar de la infraestructura de red de las 
distintas arquitecturas que existen para Big Data y como la red debe dar el soporte 
necesario para llevar a cabo el proceso del análisis de los datos. A continuación se 
explica de manera detallada qué infraestructura de red tienen dichas arquitecturas 
para dar soporte al proceso de análisis de los datos. 
4.3 IBM 
Teniendo en cuenta la manera en la que IBM presenta su modelo de arquitectura 
en el documento “NIST Cloud Computing Reference Architecture”9 y sabiendo 
además que una plataforma Big Data debe soportar todos los tipos de datos y ser 
capaz de ejecutar todos los cálculos computacionales necesarios para correr  los 
análisis, se deben tener muy presentes algunas herramientas que proporcionan a 
la arquitectura mayor capacidad de análisis. 
Una condición que plantea IBM con su modelo de arquitectura Big Data, es que 
para cumplir con los objetivos de análisis de datos, dicha plataforma debe adoptar 
los siguientes imperativos clave10: 
4.3.1 DESCUBRIMIENTO Y EXPLORACIÓN DE DATOS 
El proceso de análisis de datos empieza con la comprensión de los recursos de 
datos, se debe tener claridad de la ubicación de dichos datos y su disponibilidad 
dentro de una fuente en particular así como también tener una idea de su calidad y 
su relación con otros datos. Este proceso, conocido como “Descubrimiento de 
datos”, permite a los científicos de datos crear el modelo de análisis y la estrategia 
computacional precisa. 
                                            
9 NIST National Institute of Standards and Technology, Cloud Computing Reference 
Architecture, September 2011 - Gaithersburg, Maryland. 
10 NIST National Institute of Standards and Technology, Big Data Interoperability 




En vista de que se analiza una gran cantidad de datos, el enfoque tradicional para 
mover esos datos a un lugar central es poco práctico además de que es 
demasiado costoso; por eso es necesario que la plataforma sea capaz de localizar 
los datos en su lugar de origen para así facilitar la búsqueda y análisis de éstos, es 
decir, debe ser capaz de soportar la indexación, búsqueda y navegación de 
diferentes fuentes Big Data, tales como bases de datos, archivos planos, sistemas 
de gestión de contenido – casi cualquier almacén de datos persistente que 
contenga datos estructurados, semi-estructurados y no estructurados. 
Figura 3. Descubrimiento de Datos11. 
4.3.2 RENDIMIENTO EXTREMO: EJECUTAR EL ANÁLISIS CERCA DE LOS 
DATOS 
La arquitectura Big Data de IBM recomienda ejecutar tanto el procesamiento de 
datos y análisis complejos en la misma plataforma, oponiéndose al enfoque 
tradicional, donde el software de análisis se ejecuta en su propia infraestructura y 
recupera los datos de otros sistemas.  
En ese contexto, IBM recomienda lo siguiente:  
                                            
11NIST National Institute of Standards and Technology, Big Data Interoperability 




• Administrar y analizar datos no estructurados: IBM señala que una plataforma de 
análisis debe ser capaz de gestionar, almacenar y recuperar tanto los datos 
estructurados y no estructurados. También tiene que proporcionar herramientas 
para la exploración de los datos no estructurados y el análisis.  
• Analizar los datos en tiempo real: La realización de análisis sobre la actividad 
que se desarrolla presenta una enorme oportunidad sin explotar para las 
empresas de análisis. 
IBM observa que uno de los objetivos clave de una plataforma Big Data debe ser 
reducir el tiempo de análisis, es decir, la cantidad de tiempo que se tarda en 
descubrir y transformar los datos, el desarrollo de los modelos, analizar y publicar 
los resultados. 
Además, describe las herramientas que apoyan la infraestructura Big Data de la 
siguiente manera: 
Hadoop: Este componente apoya la gestión y el análisis de datos no 
estructurados. Para apoyar este requisito, se requiere el apoyo de IBM InfoSphere 
BigInsights e IBM PureData System for Hadoop.  
Stream Computing: Este componente es compatible con el análisis de datos en 
movimiento en tiempo real. 
Accelerators: Este componente proporciona una amplia biblioteca de funciones 
de análisis, esquemas, conjuntos de herramientas, y otros artefactos para el 
rápido desarrollo y entrega de resultados en proyectos Big Data. 
Haciendo un análisis a las anteriores herramientas mencionadas para el apoyo a 
la infraestructura Big Data de IBM, es posible destacar que éstas hacen referencia 
al análisis rápido de los datos y entrega de resultados; como ejemplos se tienen 
los dos tipos de sistemas para el análisis de datos mencionados anteriormente 
que han sido desarrollados para el Framework Hadoop, básicamente son sistemas 
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que optimizan y aceleran los procesos necesarios a la hora de tomar valores de un 
conjunto de datos y reducir su tiempo de ejecución de horas a minutos. La 
plataforma InfoSphere BigInsights proporciona a la arquitectura una base de clase 
empresarial para proyectos intensivos en información, proporcionando 
rendimiento, escalabilidad, fiabilidad y aceleración necesaria para simplificar retos 
difíciles y entregar información de confianza de manera rápida. El software admite 
datos estructurados, semi-estructurados y no estructurados en su formato nativo 
para obtener la máxima flexibilidad. En cuanto a redes, el nivel de cliente, nivel de 
motor, nivel de servicios y nivel de repositorio de metadatos deben ser capaces de 
comunicarse entre sí a través de la red en todos los puertos que son utilizados por 
el software. El equipo host debe ser capaz de resolver el nombre de host a una 
dirección IP. 
Al momento de pensar en una solución Big Data haciendo uso de Hadoop y su 
amplio ramillete de herramientas para el análisis de datos se debe contar con 
múltiples nodos en el rack, un nodo maestro y los demás nodos esclavos, se 
requiere además tener instalado entre los nodos del clúster JRE 1.6 o superior y 
SSH para su respectiva comunicación mediante acceso remoto. 
Dicho lo anterior y bajo las condiciones planteadas por IBM en su modelo de 
arquitectura, los requerimientos necesarios en el componente de infraestructura de 
red para un correcto funcionamiento de la plataforma deben ser muy específicos 
teniendo en cuenta que IBM con su arquitectura pretende realizar análisis de datos 
en tiempo real y ejecución de dichos análisis en el mismo sitio donde se hallan los 
datos. En este contexto y hablando específicamente de requerimientos físicos y/o 
virtuales, para que sea posible realizar procesamiento de los datos en sitio, es 
decir, analizar, procesar y transformar los datos en el lugar en que éstos son 
descubiertos dicha infraestructura de red deberá contar con el conjunto de 
requerimientos que se mencionan en los siguientes párrafos. 
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Si se contempla un escenario para una plataforma basada en Hadoop, éste será 
muy intensivo en cuanto al uso de la red. Para este caso todos los nodos esclavos 
intercambian datos entre ellos antes de pasar de la fase Map a la fase Reduce. 
Cada nodo debe disponer al menos de conectividad Gbit, siendo recomendable 
que dispongan de varias conexiones de 1 Gbit o de una conexión 10 Gbit. 
Teniendo en cuenta el costo elevado de las conexiones 10 Gbit puede ser más 
adecuado utilizar 4 conexiones 1 Gbit/s. 
Se recomienda también el uso de Switches dedicados para la plataforma. Los 
nodos se conectan a Switches Top-of-the-Rack (ToR) y estos a su vez a Switches 
Core. En el caso de las conexiones de los Switches ToR a los Switches Core es 
recomendable utilizar conexiones 10 Gbit/s.  
Otra arquitectura de referencia que se tiene en cuenta para tener una visión más 
clara del tema que compete en este apartado es la que presenta Oracle en el 
documento antes mencionado de la NIST12.  
4.4 ORACLE 
La arquitectura de referencia Oracle para Big Data proporciona una visión 
completa de las capacidades técnicas relacionadas, cómo encajan entre sí y cómo 
se integran en el gran ecosistema de información. 
Oracle ofrece una solución integrada para cumplir con los requerimientos Big 
Data. Tecnologías Big Data tales como Hadoop y Bases de datos NoSql de Oracle 
se ejecutan junto con soluciones de almacenamiento de datos de Oracle y 
abordan los requisitos Big Data  para adquirir, organizar y analizar los datos en 
apoyo a la toma de decisiones críticas para la organización. 
La arquitectura que presenta Oracle contiene los siguientes cuatro componentes: 
                                            
12NIST National Institute of Standards and Technology, Big Data Interoperability 
Framework: Volume 5, Architectures White Paper Survey, September 2015 - 
Gaithersburg, Maryland Pag. 15 – 16. 
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1. Análisis de Información. 
2. Información de Aprovisionamiento. 
3. Fuentes de Datos. 
4. Servicios de Infraestructura. 
Para tener una idea mucho más clara y detallada de la manera en que la 
arquitectura Big Data presentada por Oracle realiza el análisis de los datos, se 
hace énfasis en el primer componente de Análisis de Información el cual contiene 
dos áreas principales: Análisis descriptivo y Análisis predictivo, que vienen siendo 
dos subcomponentes de apoyo al análisis de los datos. 
La variedad de técnicas se puede dividir en tres categorías: Modelos Descriptivos, 
Modelos Predictivos y Modelos de Decisión. 
4.4.1 ANÁLISIS DESCRIPTIVO 
El modelo descriptivo tiene como objetivo crear segmentaciones, la mayoría se 
utilizan a menudo para clasificar a los clientes basados por ejemplo en 
características sociodemográficas, ciclo de vida, rentabilidad, preferencias de 
productos etc. El análisis descriptivo realiza una búsqueda de grupos de datos con 
características similares y se centra en tantas variables como sea posible. 
4.4.2 ANÁLISIS PREDICTIVO 
El modelo predictivo detecta ciertas relaciones y patrones que generalmente 
conducen a un cierto comportamiento, ya sean puntos de fraude, predecir fallos 
del sistema, evaluar méritos de crédito etc. Este modelo predictivo encuentra 
casualmente, relaciones y patrones entre variables explicativas y variables 
dependientes y hace a su vez un enfoque en variables muy específicas. 
El segundo componente, Información de Aprovisionamiento realiza el 
descubrimiento, conversión y tratamiento de datos masivos ya sean estructurados,  
24 
 
no estructurados y Streaming. Esto es respaldado tanto por la base de datos 
operacional como por el almacén de datos. 
Entre las fuentes de datos, la arquitectura de referencia Big Data de Oracle es 
compatible con los siguientes tipos de datos: 
- Sistemas de Archivos Distribuidos. 
- Datastreams. 
- NoSQL / Tag – Valor. 
- Relacionales. 
- No-Estructurado. 
- Espacial / Relacional. 
El último componente y el que más interesa, es el de servicios de infraestructura 
que cuenta con un grupo de subcomponentes clave para un correcto 
funcionamiento de la arquitectura; los subcomponentes más relevantes y en los 
que se hace más énfasis según las condiciones que presenta Oracle con su 





Haciendo hincapié en las condiciones planteadas por Oracle y teniendo en cuenta 
el contexto en el que se encuentran los tipos de análisis una muy buena 
herramienta que ofrece Oracle que cuenta con capacidades de software y 
hardware es Oracle Big Data Appliance que es una plataforma convergente para 
Big Data la cual puede ser usada para capturar y analizar datos de una amplia 
variedad de recursos; apoyados de dicha plataforma se plantea a continuación los 




Oracle Big Data Appliance está preinstalado y pre configurado para gestionar 
grandes volúmenes de datos a gran escala.  Big Data Appliance se ejecuta en 
Oracle Linux y Oracle HotSpot JVM. 
Oracle Big Data Appliance ha sido diseñado y optimizado para el procesamiento 
de grandes volúmenes de datos desde cero; Con 648 TB de almacenamiento en 
bruto y 288 núcleos de procesamiento de la CPU en un solo rack , Big Data 
Appliance proporciona un procesamiento de datos a gran escala, así como 
también escalas mediante la adición de Racks adicionales; se pueden conectar 
hasta 8 Racks mediante cables InfiniBand y para configuraciones más grandes 
son compatibles con los conmutadores InfiniBand externos adicionales . 
La arquitectura que plantea Oracle básicamente utiliza 18 nodos de computación y 
almacenamiento con sus respectivas especificaciones de infraestructura; ya sean, 
red, almacenamiento, computación y recursos ambientales; en este primer 
capítulo se hace énfasis en la infraestructura de red. 
La arquitectura está diseñada con dispositivos InfiniBand en la infraestructura de 
red, lo que provee una excelente velocidad de transmisión, muy baja latencia y 
baja sobrecarga de la CPU.  
La infraestructura de red para la arquitectura Big Data Appliance presenta 
entonces los siguientes requerimientos: 
- 2 Port InfiniBand Quad Data Rate (QDR) - 40GB/s.  
- 4 x 10 Gb Ethernet Ports. 
- 1 x ILOM Ethernet Port. 
- 2 Switches InfiniBand, cada uno con 32 puertos Quad Data Rate (QDR) y 4 x 10 
Gb puertos Ethernet. 
- 1 Switch InfiniBand con 36 puertos Quad Data Rate (QDR). 
En vista de que se ha venido hablando de plataformas para el análisis Big Data 
que hacen uso de herramientas como Hadoop, HDFS, etc.; la siguiente 
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arquitectura permitirá conocer un poco más acerca de éstas herramientas y cómo 
pueden ser de utilidad al momento de diseñar una plataforma Big Data con la 
escalabilidad precisa en lo que respecta a requerimientos de red y conectividad 
con los diferentes almacenes de datos. 
4.5 PIVOTAL 
La arquitectura Big Data de Pivotal está compuesta por tres capas diferentes: 
- Infraestructura. 
- Ingestión y Análisis de Datos. 
- Aplicación de Datos Habilitados. 
Estas capas o estructuras deben integrarse a la perfección para ofrecer un entorno 
sin fricción a los usuarios de Big Data. Pivotal cree que la capacidad de realizar los 
análisis a tiempo depende en gran medida de la proximidad entre el almacén de 
datos y dónde se van a realizar dichos análisis.  
Pivotal utiliza su plataforma de análisis HAWQ para el soporte a datos 
estructurados y no estructurados a través de diferentes latencias. La arquitectura 
reconoce la capacidad de consultar, mezclar y combinar grandes cantidades de 
datos y al mismo tiempo apoyar su rendimiento. Pivotal soporta interfaces de 
Hadoop cuando se trabaja “realmente” con datos no estructurados (por ejemplo, 
vídeo, voz o imágenes). Para datos semi-estructurados (por ejemplo, datos 
generados por máquina, análisis de texto y datos transaccionales) es compatible 
con interfaces estructuradas como SQL para los respectivos análisis. De acuerdo 
con Pivotal la estructura posee una arquitectura de datos para trabajar sobre una 
plataforma física o sobre nubes públicas y/o privadas; además, las interconexiones 
de alta velocidad entre centros de datos son cada vez más asequibles  (con 
anchos de banda de 10+ Gbps) por lo que es posible mantener el procesamiento 
dentro de la misma subred y seguir ofreciendo un rendimiento aceptable. HAWQ 
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es básicamente un motor de consulta SQL nativo de Hadoop, éste lee la 
información y escribe datos en HDFS de manera nativa. 
HAWQ en su infraestructura presenta entre sus componentes uno de 
Interconexión el cual debe ser útil conocerlo en detalle haciendo un análisis de 
cómo funciona su proceso interno de conexión para plantear un posible escenario 
al momento de realizar análisis de datos basados en consultas SQL y proponer 
requerimientos de red mucho más específicos. 
La Interconexión es la capa de red de HAWQ. Al conectarse un usuario a la base 
de datos y realizar una consulta, se crean procesos en cada segmento para 
manejar la consulta. La interconexión se refiere a la comunicación de los procesos 
internos entre cada segmento, así como también a la infraestructura de red en la 
que se basa dicha comunicación que usa la capa de conmutación Ethernet 
estándar. La Interconexión usa por defecto el protocolo UDP (User Datagram 
Protocol) el cual le brinda mayor rendimiento y mayor escalabilidad al momento de 
enviar mensajes a través de la red y a su vez presenta una fiabilidad equivalente a 
la de TCP. Teniendo UDP como protocolo predeterminado en la interconexión no 
se presentan limitaciones de escalabilidad en cada segmento. 
Teniendo en cuenta las condiciones de interconexión y la manera en la que realiza 
el análisis de los datos la plataforma HAWQ, se tendrán en cuenta los siguientes 
requerimientos de red para la implementación de una arquitectura que use tipos 
de datos basados en consultas SQL. 
Gigabit Ethernet dentro del arreglo de segmentos. Para un clúster de producción 
es recomendable contar con 10 Gigabit Ethernet. Es aconsejable contar con 
Switches preferiblemente dedicados en la plataforma, no se recomiendan los 
Switches Bloqueantes.  Si se tienen sistemas con múltiples tarjetas de red, se 
requiere la vinculación de dichas tarjetas de red para utilizar todo el ancho de 
banda de red disponible. 
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La estructura de datos Pivotal emplea HDFS (Hadoop Distributed File System) 
como la capa de almacenamiento para todos los datos de baja latencia, datos 
interactivos estructurados y datos de lote no estructurados. Esto mejora la calidad 
de almacenamiento y reduce al mínimo la fricción ya que se puede acceder a los 
mismos datos a través de las diferentes interfaces a distintas latencias.  
Esta estructura de datos Pivotal comprende las siguientes tres tecnologías 
básicas: 
Pivotal HD para proporcionar las capacidades de HDFS, a través de la tecnología 
de bases de datos Greenplum para trabajar directamente en HDFS, junto con 
interfaces proporcionadas por Hadoop para acceder a los datos (por ejemplo, Pig, 
Hive, HBase y Map/Reduce). 
HAWQ para el análisis interactivo de los datos almacenados en almacenes HDFS 
y consultas de datos estructurados y semi estructurados sobre HDFS. 
GemFire/SQLFire para acceso en tiempo real a los datos transmitidos y 
depositados en HDFS. 
En este contexto y teniendo en cuenta las tecnologías ya descritas para realizar 
diferentes análisis de datos con la arquitectura Pivotal, se procura extraer los 
requerimientos necesarios en la infraestructura de red para análisis de datos tanto 
estructurados como no estructurados con ayuda de tecnologías de bases de datos 
que brinda Greenplum y Hadoop Distributed File System; teniendo en cuenta que 
Hadoop es un framework que soporta aplicaciones distribuidas, es decir, les 
permite a éstas trabajar con miles de nodos y petabytes de datos se puede asumir 
que la infraestructura de red debe ser escalable y si van a realizarse 
preferiblemente análisis de datos no estructurados debe ser capaz de conectarse 
a un servidor físico o a una nube ya sea pública o privada.  
A continuación se plantean algunos requerimientos de infraestructura de red para 
esta arquitectura bajo las condiciones ya planteadas, teniendo en cuenta que no 
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serían estos los requerimientos precisos pero que en el caso de trabajar con las 
tecnologías Greenplum, Hadoop o HAWQ para almacenes de datos HDFS serían 
los más recomendables y son los siguientes: 
La plataforma Greenplum tiene dos host maestros (el primario y uno en espera). 
Especificaciones del Host servidor maestro:  
- Adaptador de Red Dual-Port convergente → 2 x 10 Gbps 
- Adaptador de Red Quad-Port → 4 x 1 Gbps 
Cada segmento de host  sirve 6 instancias de segmento primario y 6 instancias de 
segmento de espejo en la base de datos Greenplum. 
Especificaciones del Host servidor: 
- Adaptador de Red Dual-Port convergente → 2 x 10 Gbps 
- Adaptador de Red Dual-Port → 2 x 1 Gbps 
Por último se tienen las especificaciones físicas de los componentes de red: 
Switches de interconexión: 
- 2 Switches de interconexión →24-port Converged Enhanced Ethernet 
(CEE), Canal de Fibra sobre Ethernet (FCoE). 
- 8 Puertos de Fibra de canal (Para usos futuros). 
Switch Administrador: 
- 1 Switch Administrador → 24-port 1Gb Ethernet capa 3. 
 
 
A continuación se plantean dos escenarios de análisis Big Data en diferentes 
ambientes, el primero es un despliegue en la nube y el segundo un despliegue 
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físico, para cada uno se especifica algunas condiciones y requerimientos con 
respecto a la infraestructura de red. 
4.6 ESCENARIO I 
La imagen que se relaciona a continuación muestra un escenario Big Data 
totalmente virtualizado en una nube privada. 
Figura 4. Escenario 1: Infraestructura de análisis Big Data en un ambiente Cloud 
(red). 
Fuente: (Creación propia.)   
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4.6.1 INFRAESTRUCTURA DE RED ESCENARIO 1 
Con respecto a este capítulo enfocado exclusivamente a requerimientos de 
infraestructura de red, el escenario anterior se explica de una manera muy 
general. 
El componente de SDN, debe proveer todas las características necesarias para 
interconectar cada uno de los servidores, máquinas virtuales y extender la red de 
ser necesario y contar con las funcionalidades básicas como: 
- Crear enrutadores virtuales para controlar el tráfico en la red. 
- Crear Switches virtuales para extender la red. 
- Soportar interfaces de velocidades 10 Gigabit Ethernet para el envío de 
datos entre las distintas máquinas virtuales de la infraestructura del data 
center virtual.  
- Implementar y soportar los protocolos de internet como DNS, DHCP, HTTP, 
HTTPS, etc. 
- Creación de VPNs que proveen las capacidades para extender de manera 
segura el VDC; las VPNs sitio a sitio soportan enlaces a otros VDC que 
permiten hacer computación en nubes híbridas a bajo costo. La capacidad 
de VPN SSL proporciona administración remota en el centro de datos 
virtual a través de un host físico. 
- La implementación de firewall que ofrecen inspección para la seguridad 
perimetral del data center virtual y deben brindar prestación de servicios 
como NAT, balanceo de carga, VPN y DHCP. 
- La creación y gestión de redes LAN virtualizados para cada segmento de 
máquina virtual según se requiera. 
- Un Balanceador de carga que se pone al frente del data center virtual para 
asignar o balancear las solicitudes que llegan de los clientes también 
funciona para escalar la entrega de aplicaciones sin la necesidad de 
hardware dedicado. Debe soportar protocolos TCP y UDP y aumentar la 
capacidad de carga y velocidad de conexión. 
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4.7 ESCENARIO II 












Figura 5. Escenario 2: Infraestructura de análisis Big Data en un despliegue físico (red). 






4.7.1 INFRAESTRUCTURA DE RED ESCENARIO 2 
La infraestructura de red definida para el escenario físico se basa en el uso de 
Switches que cumplen la función de interconectar cada uno de los servidores y un 
Switch administrativo encargado de gestionar el tráfico entre nodos (servidores). 
Para acceder a la gestión de la red y sus demás componentes se hace uso de un 
cliente conectado a la red local donde se encuentre ubicado el rack. 
4.7.2 SWITCHES DE INTERCONEXIÓN 
Los Switches deben ser de capa 2 y para la interconexión de todo el despliegue 
deben funcionar a 10 Gigabit Ethernet en sus puertos y conectarse directamente a 
las interfaces virtuales de los host. Por medio hardware, se crea entonces un bus 
de interconexión capaz de proporcionar una comunicación de procesos entre los 
servidores maestros y servidores de segmento, así como entre ellos mismos, a 
través de una red de Gigabit Ethernet idealmente, con velocidades de hasta 10 
GB. El bus de interconexión se ejecuta en una red privada y no se encuentra 
normalmente conectado a las redes públicas o internas, excepto cuando sea 
necesario para la carga paralela de alta velocidad o descarga. El bus de 
interconexión se extiende a todos los servidores proporcionando conectividad de 
alta velocidad para el framework Hadoop, el sistema de archivos HDFS y 
servidores ETL.  
4.7.3 SWITCH ADMINISTRATIVO 
Un Switch de capa 3 con puertos 1 Gb Ethernet para usarlo como una red de 
administración para el cliente. Esta red de administración se implementa para 
proporcionar un acceso seguro a los servidores, las consolas de los otros 
Switches y para prevenir que la actividad de administración se convierta en un 
cuello de botella en la red LAN del cliente o en las redes de interconexión. El 
Switch administrativo proporciona un medio para separar el tráfico administrativo 
del de interconexión de datos, esto para que no haya retraso en ninguno de los 
dos. Las interfaces de administración de todos los servidores y Switches están 
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conectadas a la red de administración. Además, el servidor maestro primario está 
conectado a la red de administración a través de interfaces de red independientes, 
esto se hace con el objetivo de que desde la línea de comandos del servidor 
maestro o principal se tenga acceso a las demás interfaces de administración del 
rack. 
Cada host en el despliegue entonces deberá contar tarjetas de red con puertos de 
10 Gigabit Ethernet para enlazarse al bus de interconexión y puertos 1 Gigabit 

















5. INFRAESTRUCTURA DE ALMACENAMIENTO 
 
Este capítulo está dedicado a analizar y extraer los diferentes requerimientos para 
el módulo de infraestructura de almacenamiento que debe presentar una solución 
Big Data. Para ello es necesario recurrir a documentación confiable que brinde  
información clara y concisa acerca de diferentes soluciones Big Data ya existentes 
en el mercado; como por ejemplo los documentos generados por la NIST, “NIST 
Big Data Interoperability Framework: Volume5, Architectures.” y “NIST Cloud 
Computing Reference Architecture”.  
Como se menciona en el capítulo primero, la gran mayoría de Arquitecturas Big 
Data que se pueden estudiar en los documentos antes mencionados, poseen 
condiciones similares para el análisis de datos, ya que todas éstas optan por 
herramientas como Hadoop o plataformas basadas en Cloud e Intercloud para 
llevar a cabo la ejecución de los diferentes procesos analíticos y transformación de 
datos. 
Dicho lo anterior, en este apartado se tendrá la posibilidad de ahondar un poco en 
arquitecturas de algunos proveedores Big Data como lo son ET Strategies, 
Universidad de Ámsterdam, IBM, Oracle y Pivotal; las cuales están relacionadas 
de manera muy general en el documento que ofrece la NIST13. 
5.1 UNIVERSIDAD DE ÁMSTERDAM 
En el capítulo primero se habló de la Universidad de Ámsterdam como una 
arquitectura que hace uso de plataformas Cloud para su análisis Big Data; a 
continuación se muestra esta arquitectura y sus requerimientos de 
almacenamiento cuando se tienen plataformas que hacen uso de Nubes ya sean 
                                            
13NIST National Institute of Standards and Technology, Big Data Interoperability 




públicas o privadas teniendo en cuenta si se desea virtualizar los almacenes de 
datos de manera centralizada o distribuida. En ésta, la NIST no plantea de manera 
específica las condiciones de almacenamiento necesarias para realizar procesos 
de análisis Big Data en la Nube, por lo cual es necesario dejar consolidadas esas 
posibles condiciones de almacenamiento y cómo debería ser el correcto proceso 
al momento de almacenar grandes volúmenes de datos en servicios Cloud. Lo 
más recomendable para realizar análisis de datos en la nube es trabajar con Data 
Center virtuales los cuales ofrecen la misma infraestructura en cuanto a red, 
almacenamiento y procesamiento pero todo dentro de un entorno virtualizado 
según el concepto de IaaS (Infrastructure as a Service). Éstos proporcionan mayor 
confiabilidad y flexibilidad a la hora de realizar los procesos necesarios y también 
permiten que el cliente pueda escalar su modelo de infraestructura tanto como sea 
necesario para el correcto almacenamiento de los datos y resultados de los 
mismos y al final sólo paga por lo que realmente utiliza.  
5.2 ET STRATEGIES 
ET Strategies menciona en su modelo de arquitectura el uso de herramientas 
basadas en HDFS, consultas de datos SQL y análisis en tiempo real; básicamente 
dichas herramientas son mencionadas en los componentes de “Operational and 
Analytics Databases” y “Analytics and Database Interfaces”, en el primero que se 
menciona se puede apreciar que hace referencia exclusiva al almacenamiento de 
los datos ya sea en bases de datos operativas, analíticas y bases de datos en 
memoria.  Cuando se habla de bases de datos operativas con relación al 
almacenamiento de los datos cuentan con sistemas de disco propios o 
almacenamiento de conexión directa (DAS), puede conectarse a una red de 
almacenamiento (SAN) o a un sistema de almacenamiento en red (NAS), los datos 
en estas bases de datos son transformados y se cargan luego a bases de datos 
analíticas; por otra parte, hablando de bases de datos analíticas estas están 
altamente optimizadas para interacciones de sólo lectura y generalmente 
aceptables para respuestas a bases de datos que tienen una alta latencia. Por 
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último están las bases de datos en memoria, estos almacenes de datos de alto 
rendimiento hacen que sea mínimo el proceso de escritura en el disco debido a 
que los datos residen enteramente en la memoria RAM (Random Access Memory) 
y son distribuidos entre varios servidores y a su vez éstos son usados en 
aplicaciones de tiempo real a gran escala que requieren un acceso transparente 
de los datos.  
5.3 ORACLE 
Según lo planteado en cada una de las arquitecturas relacionadas por la NIST en 
su documento y más en concreto en las anteriores mencionadas, es de resaltar 
que la arquitectura que presenta Oracle habla de minería de datos ya sea de tipo 
descriptivo o predictivo para el análisis de datos en su modelo de arquitectura, lo 
que supone el uso de tecnologías de computación y almacenamiento adaptadas a 
las características de los datos tales como volumen, variedad y velocidad para 
garantizar una alta eficiencia del procesamiento de dichos datos.  
Oracle también hace mucho énfasis en el uso de herramientas de software 
basadas en Hadoop y plataformas de análisis NoSQL; el almacenamiento de los 
datos con ayuda de estas herramientas y plataformas debe ser capaz de escalar 
tanto vertical como horizontalmente debido a que estaría implementado como un 
centro de datos en la nube para el caso de Hadoop. En ese contexto, los 
requerimientos son ofrecidos por la misma nube, es decir, las capacidades en la 
infraestructura de almacenamiento podrán ir creciendo a medida que se requiera 
para los diferentes análisis de datos.  
Para un escenario de análisis haciendo uso de plataformas NoSQL, los 
requerimientos deben ser más específicos, debido a que se trabaja con una base 
de datos alojada en un servidor remoto o local. Las capacidades de 
almacenamiento en este caso también deben ser escalables, debe existir la 
posibilidad de crecer a nivel de computación y almacenamiento para futuros 
análisis. Los siguientes requerimientos de almacenamiento que se relacionan a 
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continuación son exclusivos de una plataforma segura y de alto desempeño 
desarrollada por Oracle para el análisis y la ejecución de datos en sistemas como 
Hadoop y NoSQL llamada Oracle Big Data Appliance. Cabe aclarar que en esta 
arquitectura el almacenamiento se hace únicamente de manera física, cada nodo 
en el rack tiene las siguientes especificaciones de almacenamiento: 
- 64 GB de Memoria (Expandible a 256GB).  
- 12 x 3TB 7,200 RPM High Capacity SAS Disks. 
5.4 IBM 
Para proveedores de arquitecturas que están más centradas en plataformas 
basadas en HDFS (Hadoop Distributed File System) y/o Cloud (públicas/privadas) 
como lo son IBM y Pivotal, los requerimientos para la infraestructura de 
almacenamiento dependen del tipo de plataforma que se elija para el análisis de 
los datos. IBM por ejemplo, según el documento de la NIST, en la arquitectura que 
ofrece este gran proveedor dentro de sus componentes clave posee herramientas 
exclusivas del framework Hadoop creadas por el mismo IBM para soportar el 
análisis de datos no estructurados como InfoSphere, BigInsights y PureData.  
Para estas dos plataformas los requerimientos de almacenamiento deben tener 
capacidades específicas pero con la posibilidad de escalabilidad horizontal para 
permitir el análisis masivo de una amplia variedad de tipos de datos; basados en 
documentación acerca de la plataforma IBM BigInsights for Apache Hadoop se 
presentan requerimientos de almacenamiento que se deben tener en cuenta para 
lanzar un modelo de arquitectura Big Data. 
Espacio de HDD:  
- Mínimo 80 GB de almacenamiento. 
- Mínimo 32 GB de disco de almacenamiento para el Nodo Administrador. 
- Mínimo 20 GB de disco de almacenamiento para los demás nodos.  
- Memoria: Mínimo 24 GB de memoria. 
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Una solución basada en Hadoop puede utilizarse para "descargar" ahí los datos 
fríos del Data Warehouse. A diferencia de una solución de respaldo, los datos 
almacenados en Hadoop podrían accederse vía SQL (en el caso de utilizar 
BigSQL provisto por BigInsights), lo cual mantiene disponibles todos los datos en 
cualquier momento. Típicamente, el costo por registro es menor en una solución 
basada en Hadoop que en un Data Warehouse tradicional así que, este tipo de 
solución en general implica costos menores en licenciamiento respecto a adquirir 
más licencias para un Data Warehouse existente. Finalmente, en caso de 
necesitarse más almacenamiento para el componente de Hadoop, es posible 
extenderlo usando nojdos de hardware "commodity", generalmente más baratos 
que el hardware para Data Warehouse.14 
La imagen a continuación esquematiza esta solución con base en productos IBM. 
La interfaz de BigSQL de InfoSphere BigInsights permite mover los datos fríos del 
Data Warehouse (PureData for Analytics) a Hadoop. Cognos BI Server puede 
acceder a ambas fuentes mediante SQL, teniendo así disponibles todos los datos 
para fines analíticos. 
Básicamente, IBM Cognos BI Server es una suite de inteligencia de negocio 
integrada por IBM basada en Web. Proporciona un conjunto de herramientas para 
la presentación de informes, análisis, cuadros de mando, seguimiento de eventos 
y métricas. 
                                            





Figura 6. Extensión a un Data Warehouse utilizando el stack de productos IBM15.  
Otra posibilidad que ofrece una mayor escalabilidad es trabajar con la plataforma 
que posee IBM llamada BigInsights on Cloud, en este caso todos los 
requerimientos son ofrecidos por la nube, lo que da una mayor seguridad de 
crecer dicha plataforma según sea necesario. Lo realmente beneficioso con este 
tipo de plataforma en la Nube es que al combinarlo con herramientas de 
Virtualización se puede lograr obtener una base flexible, inteligente y sobre todo 
escalable para las aplicaciones de Big Data siendo la capacidad de 
almacenamiento y procesamiento prácticamente ilimitada. 
5.5 PIVOTAL 
Otra arquitectura que está relacionada en el documento de NIST la presenta el 
proveedor Pivotal, éste básicamente es un spin-off de EMC y VMware, el cuál 
piensa que Hadoop Distributed File System (HDFS) se ha convertido en una 
interfaz estándar entre los datos y la capa de análisis. En ese contexto de 
proporcionar una plataforma unificada, Pivotal integra la tecnología de bases de 
datos Greenplum para trabajar directamente con HDFS. 
                                            




Esta plataforma además, cuenta con el primer motor compatible con los 
estándares de consultas interactivas SQL, HAWQ, para almacenar y consultar 
datos estructurados y semi-estructurados en HDFS.  
En la imagen siguiente se puede ver el modelo de arquitectura que presenta 
Pivotal junto con los componentes en la capa de infraestructura que básicamente 
es la capa Cloud  (es decir, virtual) en el recuadro gris. 
Figura 7. Modelo de Arquitectura de Pivotal16. 
5.5.1 HAWQ 
La infraestructura de almacenamiento y los requerimientos que debería tener una 
arquitectura basada en análisis de datos estructurados, semi-estructurados y no 
estructurados deben ser escalables para garantizar la estabilidad de los datos al 
momento de ser almacenados para su posterior análisis, además, con ayuda de 
herramientas como HAWQ  que básicamente son un motor de consulta SQL 
nativo de Hadoop como ya se ha mencionado en el anterior capítulo se puede 
garantizar dicho almacenamiento. 
                                            
16NIST Big Data Interoperability Framework: Volume 5, Architectures White Paper Survey, 
Pivotal, September 2015 - Gaithersburg, Maryland P. 17. 
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A continuación se relacionan algunos requerimientos de almacenamiento que 
presenta la herramienta para consultas SQL de Apache Hadoop mencionada 
antes y son los siguientes: 
Es necesario contar con 2Gb por cada Host para la instalación de HAWQ y 
aproximadamente 300MB por instancia de segmento para Metadatos. 
5.5.2 PIVOTAL HD 
Como ya se había mencionado en un capitulo anterior, el modelo de arquitectura 
presentado por Pivotal hace uso de tres tecnologías clave, las cuales apoyan de 
diferentes maneras el proceso de análisis de datos. Cada una de esas tecnologías 
debe poseer requerimientos específicos para cada componente de infraestructura. 
Pivotal HD, por ejemplo, según el documento “NIST Big Data Interoperability 
Frameworks: Volume 5, Architectures”17 hace uso de tecnologías de bases de 
datos Greenplum para trabajar los datos directamente sobre HDFS con interfaces 
Hadoop para el acceso a dichos datos.  
En la siguiente imagen se aprecian los componentes principales de la arquitectura 
Pivotal. 
                                            
16NIST National Institute of Standards and Technology, Big Data Interoperability 
Framework: Volume 5, Architectures White Paper Survey, September 2015 - 
Gaithersburg, Maryland P. 19. 
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Figura 8. Estructura Pivotal de Datos y Análisis18. 
Como se puede apreciar, Greenplum hace parte de la capa de Datos, al igual que 
las demás herramientas mencionadas como Pivotal HD, Gemfire/SQLFire. 
También se puede apreciar la capa Cloud, en donde se encuentran algunas 
plataformas en la nube tales como Cloud Foundry, Spring Framework, Pivotal Web 
Server entre otras las cuales brindan apoyo a la arquitectura a ejecutar las 
diferentes aplicaciones ya sean de análisis o visualización de los datos. Según 
Pivotal, la capa de datos es una arquitectura diseñada para correr en una 
plataforma física o en nubes públicas y privadas; la capa de datos de la 
arquitectura presentada por Pivotal como ya se ha mencionado se combina con la 
base de datos Greenplum y  Hadoop con las tecnologías rápidas de datos Gemfire 
y SQLFire de VMware para ofrecer la mayor y más completa plataforma de datos 
ágiles en la industria. 
5.5.3 GREENPLUM  
Con respecto a la plataforma Greenplum en la capa de datos, el almacenamiento 
polimórfico de datos, el procesamiento y la comprensión de los mismos ofrecen un 
rendimiento óptimo y eficiente del almacenamiento, de igual manera dicha 
plataforma cuenta con un método muy útil para el acceso a bases de datos 
llamada Multiversion Concurrency Control (MVCC) lo que permite que el 
almacenamiento de los datos en dichas bases de datos sean mucho más ágiles, 
ya que al usar concurrencia no elimina los datos ya almacenados ni los reemplaza 
por datos nuevos, en su lugar marca los antiguos como obsoletos y añade los 
datos nuevos, así evita que el sistema gestor de base de datos dedique tiempo en 
llenar huecos en la memoria o disco. En el mismo contexto de almacenamiento, 
también se menciona ACID (Atomicity, Consistency, Isolation, Durability) como un 
conjunto de propiedades para almacenar datos transaccionales y por último 
                                            
18 NIST National Institute of Standards and Technology, Big Data Interoperability 
Framework: Volume 5, Architectures White Paper Survey, September 2015 - 
Gaithersburg, Maryland P. 18. 
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presenta también capacidades de almacenamiento a datos indexados ya sean B-
Tree, BitMap etc.  
A continuación se muestra una imagen que ilustra lo anteriormente descrito y se 
puede apreciar resaltado con el recuadro naranja. La plataforma Greenplum 
incorpora capacidades clave de rendimiento, análisis flexible de datos, robustez, 
una perfecta integración con pilas analíticas y un framework de gestión de bases 
de datos centrado en reducir el coste total de propiedad. 
 
Figura 9. Almacenamiento, Procesamiento y Sistemas de Acceso a los datos, 
Pivotal Greenplum19. 
Dicho lo anterior, a continuación se relacionan algunos requerimientos que se 
pueden tener en cuenta al momento de trabajar con plataformas basadas en 
tecnologías Greenplum para Pivotal, específicamente para correr análisis de datos 
en plataformas físicas, ya que siendo en la capa de Cloud los requerimientos los 
ofrece el mismo servicio. 
                                            
19 Data Warehouse, Pivotal - https://pivotal.io/big-data/pivotal-greenplum. 
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Las especificaciones de almacenamiento para la arquitectura EMC Greenplum son 
las siguientes: 
Master host: 
6 Discos duros  600 GB 10 K RPM SAS (Un RAID5 volumen 4+1 con 1 puerto 
de emergencia). El Host del Servidor maestro utiliza las mismas unidades entre 
sistemas equilibrados y de capacidad. 
48 GB de memoria DDR3 1333 MHz 
Segment Host: 
12 Discos durosBalanced System: 600 GB 15 K RPM SAS (two RAID5 volumes 
of 5+1 disks) Capacity System and DIA: 2TB 7.2K RPM SATA (two RAID5 
volumes of 5+1 disks) 
48 GB de memoria DDR3 1333 MHz 
 
A continuación se plantean dos escenarios de análisis Big Data en diferentes 
ambientes, el primero es un despliegue en la nube y el segundo un despliegue 
físico, para cada uno se especifica algunas condiciones y requerimientos con 









5.6 ESCENARIO I 
La imagen que se relaciona a continuación muestra un escenario Big Data 
totalmente virtualizado en una nube privada. 
Figura 10. Escenario 1: Infraestructura de análisis Big Data en un ambiente Cloud 
(Almacenamiento). 
Fuente: (Creación propia.)   
5.6.1 INFRAESTRUCTURA DE ALMACENAMIENTO ESCENARIO 1 
La gran ventaja que proveen los ambientes cloud, es que permiten la no 
dependencia hacía el hardware y en este escenario donde se tiene que realizar 
análisis de Big Data, se hace indispensable tener una buena base y gestión del 
almacenamiento para lograr así disminuir costos. 
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La infraestructura se encuentra dividida por hipervisores, y para este escenario se 
requiere que el hipervisor que está asignado a las máquinas virtuales gestione los 
recursos computacionales y de almacenamiento en el mismo espacio.  
Para darle un enfoque de Big Data, es más conveniente usar el almacenamiento 
convergente y el modelo más común es el almacenamiento de bloques para 
máquinas virtuales. Convenientemente, los hipervisores ofrecen el mecanismo 
necesario para permitir la coexistencia de almacenamiento y cómputo en los 
mismos servidores virtualizados. 
Con este enfoque lo que se logra es que cada máquina virtual posea una parte de 
almacenamiento gestionado por el hipervisor y a su vez compartirlo con las otras 
máquinas virtuales y aplicaciones. Gracias al componente de redes de SDN 
también se permite compartir el almacenamiento con los otros hipervisores. 
La gestión centralizada de todo el almacenamiento lo lleva el componente de 
SDDC que por medio de una interfaz gráfica, recibe reportes y estadísticas del 











5.7 ESCENARIO II 












Figura 11. Escenario 2: Infraestructura de análisis Big Data en un despliegue físico 
(Almacenamiento). 




5.7.1 INFRAESTRUCTURA DE ALMACENAMIENTO ESCENARIO 2 
El escenario físico de análisis Big Data que se muestra en la figura anterior es 
básicamente una arquitectura basada en Hadoop, lo que supone el uso de nodos 
para el procesamiento de los datos. Con respecto a la infraestructura de 
almacenamiento la arquitectura que se plantea cuenta con un conjunto redundante 
de discos independientes (RAID, por sus siglas en inglés), el cual se encarga de 
combinar los discos duros que posee cada núcleo en una unidad lógica. 
La memoria RAM es accesible por todos los núcleos que tenga cada servidor de 
segmento para el procesamiento de las respectivas tareas y el análisis de datos.  
En la figura se observa una ampliación que se le hace a un servidor de segmento 
en el rack, allí se puede apreciar que a cada CPU se le asigna un disco lógico, 
este a su vez consta de un sistema primario de archivos para acceder al conjunto 
de discos físicos antes mencionado a través de una controladora de disco. Tanto 
el disco lógico (RAID) como el sistema de archivos son proporcionados por el 
sistema operativo. Es recomendable para los servidores de segmento la 
implementación de RAID 5 ya que genera un bajo costo de redundancia. Con 
respecto a requerimientos de disco para los Servidores Maestros, para obtener 
una mayor fiabilidad se recomienda utilizar discos SAS en vez de discos SATA ya 
que en general presentan mejores tasas de fiabilidad. También se recomienda una 
configuración de los discos en RAID redundante.  
El servidor que realiza los procesos de extracción, transformación y carga de los 
dados (ETL, por sus siglas en inglés) se plantea como un recurso externo, debido 
a que éste realiza los diferentes procesos a los datos que recolecta de diferentes 
fuentes y los carga al clúster donde se tienen los nodos maestros con sus 
respectivos servidores de segmento para que se realice el análisis de dichos datos 
y se entregue una respuesta al usuario; por lo tanto no se especifican condiciones 
y/o requerimientos con respecto a su almacenamiento en este apartado, sólo se 
muestra a continuación de manera muy general su funcionamiento. Básicamente 
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el proceso que realiza ETL se basa, como ya se mencionó antes, en tres pasos, la 
extracción de datos desde una o varias fuentes, teniendo en cuenta cualquier tipo 
de dato; la transformación de dichos datos, es decir, debe ser capaz de 
reformatear y/o limpiar esos datos de ser necesario; y por último la carga de los 
datos en un lugar diferente o una base de datos, data mart o data warehouse con 



















6. INFRAESTRUCTURA DE COMPUTACIÓN 
 
En este capítulo se plantean los distintos despliegues de infraestructura de 
Computación que tienen los grandes proveedores de soluciones de Big Data y 
como intervienen para ayudar al análisis de los datos.  
6.1 ET STRATEGIES 
Para la solución propuesta por la ET STRATEGIES de Robert Marcus, se habla 
principalmente de la escalabilidad horizontal aplicándola a un enfoque de Cloud, 
que a su vez está dirigido a la virtualización de todo el poder computacional que se 
requiere para poder llevar a cabo análisis de Big Data. La ventaja de tener un 
enfoque de escalamiento horizontal es que los costos disminuyen 
considerablemente y al aplicar un enfoque virtualizado se puede lograr con mayor 
facilidad abordar los nuevos requerimientos que surjan en el análisis de los datos. 
La virtualización y cloud son herramientas de apoyo para poner en funcionamiento 
las soluciones de Big Data haciendo posible crear conjuntos de computación muy 
grandes, automatizados y escalables, capaces de manejar grandes cantidades de 
datos para su análisis. Combinando entonces el escalamiento horizontal con cloud 
y virtualización, se crea una base flexible y escalable en las arquitecturas para 
llevar a cabo procesamiento de los datos. 
La ventaja de este enfoque es que se pueden rentar Nubes con capacidad 
computacional prácticamente ilimitada a los proveedores de servicios de 
computación en forma de Infraestructura como servicio (IaaS), pagando sólo por lo 
que se use. De este modo los problemas de almacenamiento y de capacidad de 
procesamiento estarían resueltos. 
“Para aprovechar las ventajas de los almacenes de datos distribuidos escalables, 
el procesamiento distribuido en paralelo escalable debe tener tolerancia a fallos. 
En general, el procesamiento debe ser configurado para minimizar el movimiento 
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innecesario de datos”20, bajo este párrafo se plantea que el análisis de los datos se 
da en un entorno distribuido funcionando en paralelo y que aparte este debe ser 
tolerante a fallos y escalable. La virtualización de los sistemas proporciona lo 
necesario para cumplir con la condición de escalabilidad y el enfoque de Cloud 
asegura una tolerancia a fallos respecto al hardware ya que no depende de este.  
Existe otro problema cuando se habla del procesamiento de los datos y este se 
relaciona con el movimiento innecesario de la información para su posterior 
procesamiento. Esto representa una de las desventajas más grandes de los 
sistemas de Big Data, entonces para resolver este problema y para aterrizar más a 
fondo los conceptos de Big Data, Virtualización y Cloud, se plantea una unión de 
los tres y se propone entonces que la manera más efectiva de llevar a cabo el 
proceso del análisis de los datos es enfocarse en la creación de un Data Center 
Virtual.  
Figura 12. Data Center Virtual21. 
Para procesar Big Data eficazmente es mejor utilizar una arquitectura de Data 
Center Virtual, donde se deja de lado la dependencia hacía el hardware de los 
Data Center individuales, conectando múltiples Data Center a modo de una 
entidad lógica en la nube.  En otras palabras, se crea Data Center sin hardware, 
                                            
20NIST National Institute of Standards and Technology, Big Data Interoperability 
Framework: Volume 5, Architectures White Paper Survey, P. 7 Septiembre 2015 - 
Gaithersburg, Maryland  





que usa una red en la nube de alto rendimiento para conectarse a un conjunto de 
recursos, compartiendo con los Data Center tanto de los usuarios como del 
proveedor. 
La gran ventaja de los Data Center Virtuales (DCV) se enfoca en la capacidad de 
tener total control sobre los recursos que se desean utilizar para llevar a cabo 
procesamientos. Por ejemplo, existe la posibilidad por medio de un proveedor de 
DCV de crear máquinas virtuales bajo demanda, es decir adaptable a los nuevos 
requerimientos que puedan surgir en el desarrollo del análisis de Big Data. 
Teniendo en cuenta las facilidades que brindan los Data Center Virtuales a la hora 
de crear VM, muchos proveedores de estos servicios permiten personalizar con 
que características debe contar la infraestructura de computación, es decir que se 
tiene libertad en elegir el número de procesadores que tendrá una máquina, así 
como también su sistema operativo, cantidad de memoria RAM y las aplicaciones 
necesarias para realizar un análisis de Big Data. 
Los proveedores de servicios de DCV en la nube, permiten la gestión de los 
recursos por medio de interfaces gráficas a través de Navegador Web y facilitan la 
distribución necesaria de los recursos entre las máquinas virtuales creadas para 
toda la solución de Big Data. 
Cuando se habla de infraestructura de computación, no solo se habla del 
hardware utilizado para llevar a cabo el procesamiento de los datos, también se 
habla de los modelos utilizados para llevar a cabo este proceso y que 
requerimientos trae consigo. En el documento de la NIST, se habla de un 
componente B de arquitectura llamado “Analytics and Database Interfaces” que 
relaciona el almacenamiento y procesamiento y que habla de lo siguiente, “Estas 
interfaces utilizan el procesamiento escalable por lotes (por ejemplo, Map/Reduce) 
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para acceder a los datos en los almacenes de datos escalables (por ejemplo, 
Hadoop File System…).”22 
6.1.1 PROCESO MAP/REDUCE 
Se habla acerca de Map/Reduce como modelo para procesar los lotes de datos 
para la arquitectura de ET Strategies, en general es un modelo bastante utilizado 
para ambientes de Big Data tanto en ambientes Cloud o no-Cloud, “El uso de 
paralelización de técnicas y algoritmos es la clave para lograr una mejor 
escalabilidad y rendimiento para el procesamiento de Big Data. En la actualidad, 
hay una gran cantidad de modelos populares de procesamiento en paralelo, 
incluyendo MPI, la GPU de uso general (GPGPU), Map/Reduce y Map/Reduce-
like. Map/Reduce propuesto por Google, es un modelo de procesamiento de 
grandes volúmenes de datos muy popular que rápidamente se ha estudiado y 
aplicado por la industria y el mundo académico. Map/Reduce tiene dos ventajas 
principales: el modelo Map/Reduce oculta los detalles relacionadas con el 
almacenamiento de datos, distribución, replicación, equilibrio de carga y así 
sucesivamente,  y además es tan simple que los programadores sólo especifican 
dos funciones, función “Map” y función “Reduce” para realizar el procesamiento de 
Big Data...”23 
 
En la siguiente figura, se observa un ejemplo de Map/Reduce aplicado a un 
ambiente Cloud: 
                                            
22 NIST National Institute of Standards and Technology, Big Data Interoperability 
Framework: Volume 5, Architectures White Paper Survey, September 2015 - 
Gaithersburg, Maryland P. 7 
23 JI, Changqing, et al. Big data processing in cloud computing environments. En 2012 
12th International Symposium on Pervasive Systems, Algorithms and Networks. IEEE, 




Figura 13. Map/Reduce Cloud24. 
En la figura se puede ver cómo trabaja Map/Reduce, donde M expresa la función 
Map que tiene la labor de transformar una parte de los datos en un número de 
pares clave/valor. Cada uno de estos elementos se ordena por la llave y llega al 
mismo nodo, donde una función de "reducir" es utilizada para combinar los valores 
(de la misma llave) en un único resultado. Cuando se habla de Nodo, se entiende 
como las máquinas virtuales que se crean en la infraestructura de Data Center 
Virtual y que llevan el procesamiento de los datos. 
Map Reduce se vuelve entonces una necesidad para realizar el procesamiento de 
los datos sin ser necesariamente este modelo el único existente para realizar este 
proceso, se volverá a tratar los requerimientos de computación más adelante. 
                                            




6.2 UNIVERSIDAD DE ÁMSTERDAM 
El enfoque presentado por la ET Strategies¸ tiene similitudes en la solución de Big 
Data que propone la Universidad de Ámsterdam, donde el BDAF (Big Data 
Architecture Framework) retoma lo propuesto anteriormente con relación al papel 
de Computación en la nube (Cloud) y su concepto asociado de virtualización, solo 
que en este ambiente lo que se quiere es generar un modelo a partir del concepto 
de intercloud, que se define como una red pública de data center virtuales.  
Para complementar lo dicho anteriormente, se toma como referencia el documento 
“Scheduling of Big Data application workflows in cloud and inter-cloud 
environments”, acerca de la definición de intercloud, “Una colección 
interconectada de nubes se llama Inter-Cloud y es una extensión de Internet, que 
es la colección interconectada de redes. Los recursos de varios proveedores de 
nube están interconectados en el Inter-Cloud Computing. Para proporcionar 
servicios en la nube con éxito, interconectar las nubes es requisito y la 
interoperabilidad y la portabilidad son factores importantes en el Inter-Cloud. Esto 
tiene que ver principalmente con la interoperabilidad directa entre los proveedores 
de servicios de nubes públicas. Las limitaciones de las nubes son que tengan 
limitados los recursos físicos y además exista la posibilidad de agotamiento de los 
recursos computacionales y de almacenamiento en nube. Si se agotan los 
recursos entonces la nube no puede dar servicio a los clientes. El Inter-Cloud se 
ocupa de este tipo de situaciones en las que cada una de las nubes utiliza los 
recursos de las infraestructuras de otras nubes en el Inter-Cloud.”25 
La Universidad de Ámsterdam para complementar su arquitectura y la integración 
con los servicios en la nube de los proveedores, plantea y se direcciona por la 
ICAF (Intercloud Arquitecture Framework) y más específicamente la ICFF 
                                            
25 RANI, B. Kezia; BABU, A. Vinaya. Scheduling of Big Data application workflows in cloud 
and inter-cloud environments. En Big Data (Big Data), 2015 IEEE International Conference 




(Intercloud Federation Framework) desarrollada por los mismos autores de la 
BDAF. Estas arquitecturas lo que buscan es la manera más adecuada de crear un 
modelo que sirva para conectar el multi-dominio de la infraestructura base de 
servicios de intercloud y lograr una integración e interoperabilidad con la 
infraestructura de servicios de legado, es decir el hardware y las tecnologías ya 
existentes.  
En el documento “Defining Intercloud Federation Framework for Multi-provider 
Cloud Services Integration”, se define lo siguiente con respecto al papel de la ICAF 
e ICFF, “La ICAF define la Intercloud Federation Framework (ICFF) como un 
framework para la gestión independiente de los recursos nube/no-nube y los 
dominios de servicios junto con el cliente y el proveedor de servicios de identidad 
de federación”. Ahora bien, ¿Cuál es la ventaja de tener esta clase de enfoque con 
respecto a la infraestructura de computación?, básicamente se centra en que 
estos modelos de federación se crearon con el fin de unirse a la intercloud y poder 
compartir los recursos que tienen otras nubes o data center virtuales, por eso se 
habla en el mismo documento que muchos proyectos cooperativos, “han 
desarrollado modelos federados de Organización Virtual (VO), compartiendo 
recursos Grid federados, acceso federado a los servicios web y de red, y la red 
combinada y los recursos de TI de aprovisionamiento por los proveedores de 
servicios de telecomunicaciones”26. 
Para brindar un acercamiento a lo que concierne con Big Data en ambientes de 
Cloud, se habla acerca de las aplicaciones Workflow como requerimiento para 
llevar a cabo un análisis de Big Data en la infraestructura de Intercloud, las cuales 
son utilizadas para realizar procesamiento de grandes lotes de datos por medio de 
un Scheduling Workflow (Flujo de trabajo programado). Con estas aplicaciones se 
puede lograr un alto rendimiento en la nube. En el documento “Scheduling of Big 
                                            
26 MAKKES, Marc X., et al. Defining intercloud federation framework for multi-provider 




Data application Workflows in Cloud and InterCloud Environments”, se explica que, 
“Las tareas en el Workflow realizan las labores de procesamiento de datos, la 
necesidad de almacenamiento de datos, recursos computacionales y ancho de 
banda para la transmisión de datos. Los recursos pueden ser proporcionados por 
una nube de optimización por costo, optimizando el tiempo, el cumplimiento de los 
plazos y la gestión de los presupuestos. La nube proporciona las ventajas de 
escalabilidad y paralelismo. El uso de un servicio de Inter-Cloud federado ofrece 
más recursos distribuidos, lo que reduce las transferencias de datos a través de la 
red, disminuye el coste de las transferencias de datos y proporciona más 
paralelismo. Los recursos para las tareas del Workflow pueden ser proporcionados 
por un único proveedor de servicios de nube o servicio de Inter-Cloud federado en 
función de los criterios de la aplicación de Big Data y el acuerdo de nivel de 
servicio (SLA)”27. 
A continuación se muestra un grafo con el proceso llevado a cabo por el Workflow 
para distribuir la labor del procesamiento entre los componentes o nodos de la 




Figura 14. Grafo Workflow28.  
Se tiene entonces un grafo G 
con Workflow donde las tareas 
hijo 1, 2, 3 y 4 se ejecutan después de la tarea padre 0. El nodo hijo toma de 
                                            
27 RANI, B. Kezia; BABU, A. Vinaya. Scheduling of Big Data application workflows in cloud 
and inter-cloud environments. En Big Data (Big Data), 2015 IEEE International Conference 
on. IEEE, 2015. p. 2864. 
28 Scheduling of Big Data application workflows in cloud and inter-cloud environments, Big 
Data Application Workflow, 2015 p.2864. 
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entrada la salida del nodo padre. La tarea 0 actúa como nodo de entrada y la tarea 
9 actúa como un nodo de salida. Después de la finalización de las tareas 5, 6, 7 y 
8 la tarea 9 se ejecuta. Scheduling en el contexto de cloud significa elegir el mejor 
recurso para la ejecución de tareas o para asignar máquinas para tareas de tal 
manera que el tiempo de terminación se reduce al mínimo. 
El ambiente de Cloud y de intercloud para las arquitecturas expuestas, suponen 
una gran ventaja para los flujos de trabajo (Workflow) de las aplicaciones de Big 
Data, ya que estos poseen alta disponibilidad en sus recursos, alta escalabilidad 
(horizontal/vertical) y un alto valor de paralelismo. 
Además de estos enfoques basados en Cloud e Intercloud, existen otras 
arquitecturas como IBM, Oracle y Pivotal que serán tratadas en este documento 
desde su infraestructura de computación y procesamiento de datos, teniendo en 
cuenta el uso de herramientas y sus requerimientos. 
6.3 IBM 
La arquitectura de IBM se presenta como un ambiente no-cloud y una opción para 
realizar el procesamiento de los datos y su análisis en la misma plataforma, es 
decir en-sitio. La NIST, describe la arquitectura como, “Una plataforma de Big Data 
debe ser compatible con todos los tipos de datos y ser capaz de ejecutar todos los 
cálculos necesarios para conducir la analítica”29. 
En este escenario se observa que uno de los objetivos clave de una plataforma 
Big Data debe ser reducir el tiempo de análisis, es decir, la cantidad de tiempo que 
se tarda en descubrir y transformar los datos, el desarrollo de los modelos, 
analizar y publicar los resultados. 
 
                                            
29 NIST National Institute of Standards and Technology, Big Data Interoperability 
Framework: Volume 5, Architectures White Paper Survey, September 2015 - 
Gaithersburg, Maryland P. 12. 
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Figura 15. Arquitectura IBM Big Data Platform30. 
La arquitectura de IBM tiene seis componentes claves, pero el componente que se 
centra en el procesamiento y análisis de los datos es Hadoop. Para darle soporte 
a este requerimiento es necesario contar con la plataforma IBM InfoSphere 
BigInsights y PureData System for Hadoop.  
El hardware que se requiere para darle soporte a las plataformas IBM InfoSphere 
que se centra en el procesamiento, consta de los siguientes requerimientos para 
cada nodo o servidor: 
- 24Gb de memoria RAM.  
- Arquitectura en el procesador de x86 64-bit Systems. 
- Sistema operativo Red Hat Enterprise Linux x86. 
                                            
30 Big Data Interoperability Framework: Volume 5, IBM, September 2015 - Gaithersburg, 
Maryland P. 13. 
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El sistema operativo Red Hat Linux se ha venido consolidando actualmente como 
el sistema operativo escogido en la mayoría de despliegues de Big Data. Red Hat 
Enterprise Linux sobresale en las arquitecturas distribuidas y tiene características 
que respondan a necesidades esenciales de Big Data como lo es la escalabilidad 
horizontal y especialmente en el procesamiento intensivo analítico.  
Con este hardware se permite entonces la adecuada utilización del framework de 
Hadoop así como la utilización del sistema de archivos distribuidos de Hadoop 
(HDFS) que tiene como uno de sus principales componentes la Computación 
Distribuida. Además de lo mencionado anteriormente, gracias a esta plataforma se 
le puede dar soporte al modelo de programación Map/Reduce para el 
procesamiento de los datos, explicado anteriormente en este capítulo.  
El siguiente gráfico muestra el funcionamiento de Hadoop y Map Reduce. 
Figura 16. HDFS – Hadoop31. 
                                            




“La mitad izquierda del diagrama representa la magia HDFS, en el que el comando 
Hadoop dfs -copyFromLocal se utiliza para mover un archivo de datos de gran 
tamaño en HDFS, se replica y se distribuye a través de múltiples nodos de 
computación física automáticamente. Si bien esta etapa de mover datos en HDFS 
no es estrictamente una parte del trabajo Map Reduce, los datos de entrada de un 
Map Reduce ya deben existir en HDFS antes de que la tarea puede iniciarse.”32 
Otra de las arquitecturas analizadas en capítulos anteriores con respecto a 
infraestructura es el despliegue propuesto por Oracle que tiene similitudes con la 
de IBM, en este capítulo se analiza la infraestructura de computación. 
6.4 ORACLE 
El modelo de arquitectura presentado por Oracle en el documento de la NIST33,  
no menciona mucho respecto a la infraestructura de computación, a excepción de 
lo que se menciona en el componente Servicios de Infraestructura, que entre sus 
subcomponentes están Hardware, Sistema Operativo, Almacenamiento, 
Seguridad, etc. En el componente Fuentes de Datos de esta arquitectura se 
evidencian algunos tipos de datos que soporta ésta solución Big Data presentada 
por Oracle, tales como: HDFS, datos de Streaming, NoSQL, datos no-
estructurados, datos relacionales entre otros. Una herramienta bastante útil que 
ofrece la compañía Oracle para el análisis de datos para el Framework Hadoop es 
Big Data Appliance, ésta ya ha sido mencionada en capítulos anteriores debido a 
que es un sistema abierto que puede ser ampliado por terceros añadiendo nuevas 
funcionalidades, además está orientado al procesamiento de datos basado en 
Hadoop y NoSQL lo que supone una gran ventaja a la hora de implementar una 
solución Big Data que contemple una variedad de tipos de datos bastante amplia.  
                                            
32 Glenn Klock Wood, Conceptual Overview of Map-Reduce and Hadoop, 2015; 
www.glennklockwood.com/data-intensive/hadoop/overview.html. 
33 NIST National Institute of Standards and Technology, Big Data Interoperability 




“Una solución Big Data no es simplemente un sistema que ejecuta programas Map 
Reduce en contra de un nuevo conjunto de datos; en cambio, una solución Big 
Data requiere una arquitectura que gestione tanto datos estructurados como no-
estructurados, proporcionando capacidades de análisis profundos en los datos  y 
proporcionando información directamente a los usuarios de negocios para ayudar 
en la toma de decisiones. Oracle Big Data Appliance fue diseñado para ser parte 
de la solución Big Data global en una empresa. Cuando se combina con Oracle 
Exadata Database Machine para la gestión de datos estructurados, la ejecución de 
análisis más profundos y el apoyo a un gran número de usuarios, al igual que con 
Oracle Exalystics In-Memory Machine para proporcionar un entorno de análisis 
con la velocidad pensada para usuarios de negocios, Oracle Big Data Appliance 
es un componente del núcleo de una infraestructura de análisis completa.”34  
6.4.1 ORACLE BIG DATA APPLIANCE  
En la siguiente imagen se puede observar el modelo donde Oracle Big Data 
Appliance realiza todo con respecto a adquisición de datos, el sistema de Exadata 
se centra en la organización de dichos datos y por último está Exalystics el cual 
realiza los diferentes análisis.  
                                            





Figura 17. Big Data Strategy35. 
A continuación se relacionan algunos requerimientos para la infraestructura de 
computación ofrecidos por Oracle en su sistema Big Data Appliance para hacer 
posible la adquisición, organización y análisis de los diferentes datos. 
Esta plataforma cuenta con 18 nodos de computación y almacenamiento.  
Cada uno de esos nodos cuenta con lo siguiente: 
- 2 procesadores 8-Core Intel Xeon E5-2260 (2.2 GHz). 
- 64 GB de Memoria (Expandible a 256 GB). 
- 1 Controlador de disco HBA con 512 MB de caché de escritura y batería de 
respaldo.  
6.5 PIVOTAL 
Para finalizar el capítulo de Infraestructura de computación, se expone la 
arquitectura de Pivotal que cuenta con una capa de infraestructura en la nube 
(virtual) y que se apoya fuertemente en HDFS, ya que provee una interfaz 
estándar entre los datos y la capa de análisis. 
Se analiza entonces los requerimientos de computación para Greenplum 
Database que es una de las principales tecnologías que usa la arquitectura para 
realizar el procesamiento de los datos por medio de SQL. 
6.5.1 BASE DE DATOS GREENPLUM 
Greenplum Database es un almacén de datos (Data warehouse) que proporciona 
un potente y rápido análisis de volúmenes de datos en escala de Petabytes. 
Según la página oficial de Greenplum, la arquitectura de Greenplum Database 
tiene como características:  
                                            
35 ClearPeaks, 2013; www.clearpeaks.com/blog/big-data/big-data-strategy. 
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- Una arquitectura de procesamiento paralelo masivo para todos los datos y 
consultas. 
- Carga de escalado de Petabytes (Petabyte-Scale Loading), haciendo uso 
de arquitecturas MPP (procesamiento paralelo masivo) la velocidad de 
carga aumenta a 10 terabytes por hora, por rack. 
- Optimizador de consulta para los workloads (carga de trabajo) de Big Data. 
Los requerimientos para el uso de Greenplum Database es que la arquitectura 
cuente con un sistema operativo Linux como CentOS 5.0, RedHat, SUSE u 
Oracle.  Requiere como mínimo de una CPU Pentium Pro y 16 GB de memoria 
RAM. 
A continuación se presenta la arquitectura de Greenplum Database: 
Figura 18. Greenplum Architecture. 
“La arquitectura Greenplum Database separa el almacenamiento físico de los 
datos en pequeñas unidades en los servidores segmentados individuales, cada 
uno con una conexión dedicada, independiente de alto ancho de banda de canal 
para los discos locales. Los servidores segmentados son capaces de procesar 
todas las consultas de una manera totalmente paralela, utilizan todas las 
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conexiones de disco al mismo tiempo y de manera eficiente el flujo de datos entre 
segmentos como dicta el planeador de consultas…”.36 
A continuación se plantean dos escenarios de análisis Big Data en diferentes 
ambientes, el primero es un despliegue en la nube y el segundo un despliegue 
físico, para cada uno se especifica algunas condiciones y requerimientos con 















                                            




6.6 ESCENARIO I 
La imagen que se relaciona a continuación muestra un escenario Big Data 
totalmente virtualizado en una nube privada. 
Figura 19. Escenario 1: Infraestructura de análisis Big Data en un ambiente Cloud 
(Computo). 
Fuente: (Creación propia).   
6.6.1 INFRAESTRUCTURA DE COMPUTACIÓN ESCENARIO 1 
Con respecto a la infraestructura de computación que se plantea en este capítulo y 
teniendo en cuenta las condiciones descritas para algunas plataformas de análisis 
Big Data en la nube se relacionan entonces los requerimientos necesarios para el 
escenario propuesto en un ambiente Cloud.  
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Un componente importante en el escenario planteado es el Centro de Datos 
Definido por Software (SDDC, por sus siglas en inglés), el cual se encarga de la 
administración de todo el data center virtual y de cada uno de los Hipervisores; 
siendo estos últimos los encargados de gestionar y administrar las máquinas 
virtuales. A nivel de computación es importante anotar que el hipervisor brinda 
mayor fiabilidad y velocidad en el procesamiento de los datos, además, cada 
hipervisor controla el procesamiento de los datos que realizan las máquinas 
virtuales en el centro de datos, éste también es el encargado de proporcionar los 
recursos computacionales necesarios para dicho procesamiento en cada máquina 
virtual tales como la cantidad de núcleos del procesador que tendrá la VM, CPU, 
RAM, Sistema Operativo, etc. Además proporciona a las máquinas virtuales 
extensiones para el soporte de aplicaciones de análisis Big Data como Hadoop en 
términos generales y aplicaciones basadas en HDFS y Map/Reduce para el 
procesamiento de los datos.  
Para que sea posible generar una arquitectura Big Data basada en Cloud teniendo 
en cuenta las condiciones planteadas en el escenario que se aprecia en la imagen 
anterior, es necesario tener en cuenta todos los componentes que brinda tanto el 











6.7 ESCENARIO II 












Figura 20. Escenario 2: Infraestructura de análisis Big Data en un despliegue físico 
(Computo). 




6.7.1 INFRAESTRUCTURA DE COMPUTACIÓN ESCENARIO 2 
La infraestructura de cómputo en el despliegue físico, consta principalmente de 
servidores maestros y servidores de segmento que se encargan de llevar a cabo 
el procesamiento de los datos, gracias a estos componentes se implementa el uso 
de HDFS y el framework de procesamiento de grandes datos Map/Reduce. 
Servidor Maestro: Son los servidores de gestión de los servicios Big Data como 
pueden ser la distribución de los trabajos y el servicio de metadatos del sistema de 
ficheros paralelo. 
El servidor maestro valida las conexiones de cliente, procesa los comandos SQL, 
distribuye la carga de trabajo entre los servidores segmentos, coordina los 
resultados devueltos por cada segmento y presenta los resultados finales para el 
programa cliente. 
Servidor de Segmento: Es donde se almacenan los datos y donde se produce más 
procesamiento. Los usuarios no interactúan directamente con los servidores 
segmentos ya que lo hacen a través del servidor maestro. La RAM es compartida 
para cada núcleo del servidor de segmento, cada núcleo cuenta con su propia 










7. CONDICIONES AMBIENTALES 
 
A la hora de proponer una solución Big Data es muy importante tener en cuenta 
algunas condiciones del ambiente en el que se alojan los dispositivos ya sean 
virtuales o físicos; para una arquitectura Big Data debe ser prioridad mantener 
estables algunos factores como el rendimiento, enfriamiento, espacio para equipos 
físicos, niveles de temperatura, etc. en los diferentes equipos que realizan el 
procesamiento y el análisis de datos.  
En este apartado se profundiza con respecto a las condiciones ambientales que se 
deben tener en cuenta en los centros de datos para una arquitectura Big Data 
además de las normas y estándares emitidos por grandes organizaciones para la 
construcción de centros de datos o centros computacionales para el análisis de 
grandes volúmenes de datos.  
En los anteriores capítulos se ha venido hablando de algunas arquitecturas 
específicas Big Data propuestas por diferentes proveedores, sin embargo, con 
relación al capítulo de Condiciones Ambientales la documentación a la que se 
tiene acceso por parte de la NIST37 no resulta de mucha utilidad, debido a que en 
las arquitecturas allí mencionadas dichos documentos no hacen referencia a 
ningún aspecto sobre condiciones ambientales que se deba tener en cuenta en 
una solución Big Data ya sea local o alojada en una nube pública/privada; por esta 
razón es necesario sintetizar información ofrecida por investigaciones, 
publicaciones, documentos científicos y de carácter comercial para profundizar 
más en lo que respecta al acondicionamiento y estado,  ya sea en equipos, 
servidores o centros de datos físicos/virtuales.  
                                            
37 NIST National Institute of Standards and Technology, Big Data Interoperability 
Framework: Volume 5, Architectures White Paper Survey, September 2015 - 
Gaithersburg, Maryland;NIST National Institute of Standards and Technology, Cloud 
Computing Reference Architecture, September 2011 - Gaithersburg, Maryland 
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7.1 CONDICIONES AMBIENTALES PARA CENTROS DE DATOS 
A continuación se detallan de manera muy general algunos requerimientos que 
debe cumplir un data center o una sala de servidores para garantizar así la 
seguridad de los datos, por lo tanto, en la implementación de un data center se 
tienen en cuenta aspectos importantes como una instalación eléctrica adecuada 
que sea capaz de alimentar eficientemente el sistema, tener control de las 
condiciones ambientales tales como temperatura y humedad, posibles filtraciones, 
flujo de aire, así como también contar con detectores de inundación; la 
temperatura deberá ser constante en un rango de 20 a 22 grados centígrados y la 
humedad no debería estar por encima de un 40 o un 50%, además debería contar 
con un plan de prevención de incidentes, ya sean incendios u otros desastres que 
se puedan presentar, éste debe contar con un sistema de alimentación 
ininterrumpida (UPS, por sus siglas en inglés), que además realice funciones de 
protección ante picos de corriente que puedan dañar el servidor y con ello perder 
la información allí almacenada.  
En relación con algunas plataformas Big Data que se mencionan en soluciones 
propuestas por proveedores como Oracle y Pivotal, dichas plataformas presentan 
aspectos referentes a condiciones ambientales, los cuales se especifican más 
adelante en este capítulo para tener mayor claridad de cómo las arquitecturas 
aseguran su infraestructura física y al mismo tiempo la información. Además, se 
realiza un enfoque con respecto a data center virtuales y sus características 
ambientales para lograr una visión más general a la hora de proponer una solución 
Big Data que ofrezca todas las condiciones necesarias al ejecutar cualquier tipo de 
análisis y entregar resultados de manera óptima. 
Existen algunas normas y estándares específicos tales como ISO/IEC 27001, 
ANSI/TIA - 942 las cuales brindan pautas para el diseño e implementación de un 
data center, algunas de ellas se detallan aquí para profundizar más en el tema de 
condiciones ambientales, a continuación se detallan dichas normas: 
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7.1.1 NORMA ANSI/TIA - 942 
ANSI/TIA - 942 es una norma de calidad para los centros de datos. La norma 
específica los requerimientos para los centros de datos, incluyendo arrendamiento 
individual en centros de datos empresariales y centros de datos alojados en 
internet con arrendamiento múltiple. La topología presentada en la norma es 
aplicada a cualquier data center y cubre toda la infraestructura física, incluyendo, 
pero no limitado a, ubicación del sitio, arquitectónico, eléctrico, mecánico, 
seguridad contra incendios, telecomunicaciones, seguridad y otros requisitos.38 
La norma ANSI/TIA - 942 realiza una clasificación de los data center, esto fue 
ideado por Uptime Institute39 y básicamente establece hasta el día de hoy, cuatro 
categorías denominadas TIER, cada uno en función del nivel de redundancia de 
los componentes que soporta el Data Center, cada uno de éstos presenta 
diferentes aspectos en cuanto a condiciones ambientales se refieren. A 
continuación se definen cada uno de los cuatro TIER; 
 
Tier I: Data Center básico 
Es una instalación sin redundancia en sus componentes vitales (climatización, 
suministro eléctrico) y que por lo tanto perderá su capacidad de operación ante un 
fallo de cualquiera de ellas.  
Podría tener o no suelos elevados, generadores auxiliares o UPS; ya que para 
este tipo de instalación resultan irrelevantes. 
                                            
38 ANSI/TIA - 942, http://www.tia-942.org/  
39 Uptime Institute: Organización imparcial de asesoramiento centrado en mejorar el 
rendimiento, la eficiencia y la fiabilidad de la infraestructura crítica de negocio a través de 
la innovación, la colaboración y certificaciones independientes. 
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Las operaciones de mantenimiento se realizan en tiempo de no disponibilidad de 
la infraestructura, es decir, cuando esta no esté en funcionamiento. 
Posee un porcentaje de disponibilidad del 99.671%. 
Tier II: Data Center redundante 
Estos centros de datos cuentan con redundancia en sus sistemas vitales como por 
ejemplo la refrigeración, pero sólo cuentan con un camino de suministro eléctrico. 
(N + 1) componentes redundantes. 
Cuentan con suelos elevados, generadores auxiliares o UPS, para garantizar 
mayor seguridad ante fallos eléctricos o desastres naturales. Están conectados a 
una única línea de distribución eléctrica y de refrigeración. Son instalaciones con 
cierto grado de tolerancia a fallos y permite algunas operaciones de 
mantenimiento Online. Disponibilidad del 99.741% 
Tier III: Data Center concurrentemente mantenibles 
Además de contar con todos los requisitos del Tier II, este además tiene niveles 
importantes de tolerancia a fallos al contar con todos los equipamientos básicos 
redundados incluyendo el suministro eléctrico, permitiéndose una configuración 
Activo/Pasivo. Todos los servidores deben contar con doble fuente, el data center 
no requiere que se detengan los procesos para realizar tareas de mantenimiento 
básicas. Componentes redundantes (N + 1). 
Presenta conexión de múltiples líneas de distribución eléctrica y de refrigeración, 
pero sólo presenta una activa. También puede realizar Upgrade a Tier IV sin 
interrupción de servicio. Disponibilidad 99.982% 
Tier IV: Data Center tolerante a fallos 
Esta es la clasificación más exigente, además de cumplir con todos los requisitos 
del Tier III, debe soportar fallos en cualquiera de sus componentes en donde esté 
inhabilitada una línea (suministro, refrigeración). Tiene conexión múltiple de líneas 
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de distribución eléctrica y de refrigeración con múltiples componentes redundantes 
2 (N + 1), lo que quiere decir que cuenta con 2 líneas de suministro eléctrico, cada 
una de ellas con redundancia N + 1. Disponibilidad del 99.995% 
Con relación a lo especificado anteriormente, a continuación se relacionan dos 
plataformas usadas por Oracle y Pivotal, estas son Oracle Big Data Appliance y 
EMC Greenplum DCA respectivamente, ambas contienen en sus definiciones de 
infraestructura aspectos relacionados a condiciones ambientales. 
Oracle en su plataforma Big Data Appliance presenta la siguiente información de 
requerimientos físicos y ambientales:  
Dimensiones Físicas: 
 Alto - 42 U, 78.66” - 1998 mm 
 Ancho  - 23.62” - 600 mm 
 Profundidad - 47.24” - 1200 mm 
Peso: 
 Instaladas - 2005 Lbs 
Poder: 
 Máximo - 10.2 kVA; 10.0 KW 
 Típico - 7.15 kVA; 7.0 KW 
Enfriamiento: 
 Máximo - 34,142 BTU/Hour; 34,838 kJ/Hour 
 Típico - 23,940 BTU/Hour; 24,420 kJ/Hour 
 Flujo de aire máximo - 1,573 CFM (Cubic Feet per Minutes) 




Otras especificaciones ambientales de la arquitectura son las siguientes: 
Temperatura / Humedad: 5 ºC a 32 ºC (41ºF a 89.6 ° F), 10 % a 90 % de 
humedad relativa, sin condensación. 
Altitud de funcionamiento: Hasta 3.048 m, max. La temperatura ambiente es de 
una clasificación de 1 ° C por cada 300 m por encima de 900 m. 
 
7.1.2 CONDICIONES AMBIENTALES DE LA PLATAFORMA GREENPLUM DCA 
A continuación se muestran los requerimientos o condiciones ambientales 
proporcionadas por Pivotal Greenplum DCA, este requiere una potencia y 
refrigeración modestos, lo que simplifica la tarea de aprovisionamiento DCA en el 
data center. 
Figura 21. Especificaciones físicas ambientales DCA40. 
                                            




7.2 CONDICIONES AMBIENTALES PARA PROVEEDORES DE SERVICIO EN 
LA NUBE 
Desde el punto de vista del cliente, las arquitecturas y sus despliegues en 
ambientes cloud tienen como una de sus principales ventajas la no dependencia 
hacia el hardware, sin embargo se debe tener certeza de que clase de condiciones 
y cuidados tienen las empresas que facilitan servicios cloud y como aseguran el 
hardware que de manera virtualizada acceden los clientes. 
En general las condiciones ambientales de los data center virtuales y las máquinas 
virtuales son las mismas mostradas anteriormente en este capítulo, aunque cabe 
resaltar que los proveedores están sujetos a estándares y normas en sus servicios 
para garantizar la continuidad, tolerancia a fallos y demás factores que aseguran 
la calidad de los procesos llevados a cabo en estos ambientes virtualizados. En 
este apartado se habla acerca de las certificaciones y entidades encargadas de 
generar el estándar asociado con las prestaciones de servicios cloud.  
Para enseñar las condiciones ambientales de un ambiente cloud, se toma como 
ejemplo el proveedor de servicios virtualizados de Amazon Web Services, que en 
su portafolio de soluciones, cuenta con data centers virtuales, nubes privadas y 
todo lo que concierne a IaaS (Infrastructure as a Service). 
Amazon expone los siguientes puntos haciendo referencia a sus medidas 
ambientales: 
La detección y extinción de incendios: la detección automática de incendios y 
equipos de extinción se ha instalado para reducir el riesgo. El sistema de 
detección de incendios utiliza sensores de detección de humo en todos los 
entornos de centros de datos, espacios de infraestructura mecánicos y eléctricos, 
salas de refrigeración y en las salas de equipos generadores. Estas áreas están 
protegidas por cualquiera de tubería húmeda, antes de la acción de doble 
entrelazada, o sistemas de rociadores gaseosos. 
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Alimentación de corriente: Los sistemas de energía eléctrica del data center están 
diseñados para ser totalmente redundantes y fáciles de mantener, sin impacto en 
las operaciones, las 24 horas del día, los siete días de la semana. El sistema de 
alimentación ininterrumpida o UPS (Uninterruptible Power Supply) que proporciona 
unidades de energía de reserva en caso de fallo eléctrico para cargas críticas y 
esenciales en la instalación. Los centros de datos utilizan generadores para 
suministrar energía de respaldo para toda la instalación. 
Clima y temperatura: Se requiere control de temperatura para mantener una 
temperatura de funcionamiento constante para servidores y otro hardware, lo que 
evita el sobrecalentamiento y reduce la posibilidad de interrupciones del servicio. 
Los centros de datos están habilitados para mantener las condiciones 
atmosféricas en niveles óptimos. El personal y los sistemas de seguimiento, 
control de la temperatura y la humedad en los niveles apropiados. 
Administración: Monitores Amazon Web Services con equipos y sistemas de 
soporte vital, eléctrico y mecánico de manera que cualquier problema se 
identifique inmediatamente. El mantenimiento preventivo se realiza para mantener 
la operatividad continua del equipo41. 
Se observa entonces que las condiciones ambientales que expone Amazon Web 
Services siguen los mismos lineamientos de un Data Center normal. Se habla 
entonces a manera de ejemplo, cuáles certificaciones posee Amazon con respecto 
a sus soluciones en cloud: 
SAS 70 Tipo II: Este informe incluye controles detallados de las operaciones de 
Amazon Web Service que junto con un auditor independiente da una opinión sobre 
la operación efectiva de estos controles. 
                                            
41 Amazon Web Services, Overview of Security Processes, mayo 2011 p. 5-6; 
http://s3.amazonaws.com/aws_blog/AWS_Security_Whitepaper_2008_09.pdf   
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Nivel 1 de PCI DSS: Amazon Web Service ha sido validado de forma 
independiente para cumplir con el estándar de seguridad de datos PCI como un 
proveedor de servicio de alojamiento compartido. 
ISO 27001: Amazon Web Service ha logrado la certificación ISO 27001 del 
Sistema de Gestión de Seguridad de la Información (SGSI) que cubre la 
infraestructura, centros de datos y servicios. 
FISMA: Amazon Web Service permite a los clientes de las agencias 
gubernamentales lograr y mantener el cumplimiento de la Ley de Gestión de la 
Información de Seguridad Federal (FISMA)42.  
Analizando las certificaciones que tiene Amazon Web Services, se concluye que 
más allá de los estándares propuestos para las condiciones ambientales de los 
data center, las certificaciones se centran en la seguridad e integridad de la 
información, ahondando esfuerzos en asegurar la infraestructura física de los 
proveedores de servicios para asegurar la calidad de estos. 
Por ejemplo, se hace mención de la certificación de SAS 70 Tipo II que se centra 
en el control de los procesos que aseguran la calidad del servicio. 
La SAS 70 como tal es un estándar de auditoría reconocido internacionalmente 
enfocado a los controles internos y externos que posee una empresa que presta 
servicios. El reporte consiste en una revisión por parte de una firma auditora 
independiente certificada.  
“La certificación básica se llama SAS 70 Tipo I, donde un auditor independiente de 
servicios la asigna después de un examen a fondo del grado en que un proveedor 
de Data Center representan de manera justa sus servicios en lo que respecta a los 
                                            
42  Amazon Web Services, Overview of Security Processes, mayo 2011 p. 3; 
http://s3.amazonaws.com/aws_blog/AWS_Security_Whitepaper_2008_09.pdf   
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controles operativos que se han implementado para cumplir con los objetivos 
establecidos.”43 
Algunos ejemplos de controles internos implementados por esta auditoría son: 
Aspectos de controles ambientales de la organización de servicio; los procesos de 
evaluación de riesgos; los procesos de información y comunicación; y los procesos 
que pueden afectar a los servicios prestados a las organizaciones de usuarios. 
La SAS 70 Tipo II es igual a la Tipo I con la diferencia de que se añade una 
sección adicional que incluye la opinión del auditor del servicio de la eficacia de los 
controles efectuados durante la auditoría. 
También existe la PCI Digital Security Standard (PCI DSS), que se encarga de 
implementar la seguridad y el acceso a los Data Center. Para condiciones 
ambientales físicas en cuanto a seguridad PCI expresa lo siguiente, “la seguridad 
física significa que sólo el personal autorizado tiene acceso limitado a los rack 
cerrados de los clientes privados, suites, & cages. También se requiere la 
administración de seguridad para cada cliente con el control de acceso de doble 
identificación de los Data Center y los racks. Manteniendo el control del medio 
ambiente con el monitoreo 24/7, vigilancia conectado, y múltiples sistemas de 
alarma para alertar sobre cualquier interrupción.”44 
Los estándares nombrados anteriormente se centran en la seguridad de la 
información y la calidad del servicio, siendo estos dos factores primordiales para 
un proveedor de servicios en la nube donde los clientes buscan alejarse de la 
dependencia física y dejar esto en manos de los vendedores. El gran reto de los 
proveedores es generar una fuerte infraestructura con las certificaciones y 
estándares adecuados para soportar todo el portafolio de servicios que ofrecen a 
                                            
43Nathan Hatch, SAS 70 Compliance for Data Center Providers, mayo 2010; 
www.datacenterknowledge.com/archives/2010/05/17/sas-70-compliance-for-data-center-
providers/  




todos los clientes que puede variar entre hardware compartido entre otros clientes 
o hardware dedicado y que todos sin excepción deben prestarse con las 
características de seguridad, disponibilidad, integridad de procesamiento, 




















Propuesta de arquitectura Big Data para el análisis de datos en un ambiente 
híbrido. 
Figura 22. Escenario final: Arquitectura Big Data en un ambiente híbrido. 
Fuente: Creación propia. 
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8.1 ANÁLISIS DE LA PROPUESTA 
Para dar cumplimiento al último objetivo de este trabajo se propone el anterior 
modelo de arquitectura Big Data. Teniendo en cuenta las investigaciones 
realizadas en los capítulos anteriores acerca de diversas plataformas y 
despliegues proporcionados por grandes proveedores, se genera una solución a 
partir de las características mencionadas en los dos escenarios planteados tanto 
en un ambiente físico como en la nube para proponer el diseño de una futura 
implementación con la que sea posible realizar análisis a grandes volúmenes de 
datos, tomando como referencia los componentes específicos y los requerimientos 
necesarios correspondientes a infraestructura de red, almacenamiento, 
computación y condiciones ambientales los cuales se detallan a lo largo del 
capítulo. 
A continuación se describe el proceso llevado a cabo por la arquitectura propuesta 
para el análisis de los datos. 
Para un ambiente de Big Data lo ideal es trabajar con las soluciones propuestas 
por Hadoop, que se componen de HDFS como modelo para el almacenamiento y 
el modelo de programación Map/Reduce para lo que concierne al procesamiento 
de los datos. La arquitectura cuenta con un servidor maestro que provee 
infraestructura física necesaria para la implementación de un nodo maestro y un 
conjunto de nodos esclavos los cuales intervienen en el análisis que se lleva a 
cabo por el sistema de archivos distribuido HDFS y el framework de 
procesamiento de datos paralelo y distribuido Map/Reduce.  
Los recursos proporcionados por el servidor se encuentran virtualizados en una 
nube privada de infraestructura como servicio (IaaS, por sus siglas en inglés); en 
este espacio se crea una máquina virtual (VM) designada como nodo maestro, el 
cual se encarga de gestionar el trabajo y ejecutar el demonio NameNode de 
HDFS, además de un segundo demonio llamado JobTracker del proceso 
Map/Reduce. Cada nodo esclavo ejecuta dos demonios, el primero de los 
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demonios DataNode, corresponde al sistema de ficheros distribuido HDFS y el 
segundo TaskTracker del entorno de ejecución de trabajos MapReduce.  
El demonio NameNode del nodo maestro se encarga de almacenar la información 
de la localización de los bloques de datos a analizar y el demonio de los nodos 
esclavos DataNode tiene la función de almacenar bloques de datos. Para los 
procesos de Map/Reduce la labor se centra en ejecutar el JobTracker que se 
encarga de administrar los trabajos Map/Reduce y distribuir las tareas individuales 
a los nodos esclavos. Ya en los nodos se crea una instancia y se supervisa la 
tarea de Map o Reduce. 
En cuanto a la ubicación de los datos, es conveniente establecer el 
almacenamiento en el mismo espacio donde se realiza el procesamiento de los 
mismos, esto con el fin de evitar retrasos en los procesos de escritura y lectura, 
dando como resultado un modelo convergente donde cómputo y almacenamiento 
coexisten. Para la administración efectiva de los recursos se establece un 
hipervisor, tanto para el servidor maestro como para la infraestructura del 
proveedor de servicios, de esta manera se puede lograr que cada hipervisor tenga 
un almacenamiento previamente definido donde cada máquina virtual tiene su 
propia porción en donde guardar la información y a su vez comparte espacio con 
las demás máquinas facilitando el almacenamiento compartido. 
En primera instancia, todo se ejecuta en el espacio virtualizado del servidor 
maestro, dada sus condiciones de computo mejor establecidas, pero a medida que 
se haga necesaria la intervención de más poder de procesamiento, se hace uso 
de dos espacios virtualizados brindados por un proveedor de servicios. Cada uno 
de los espacios junto con la infraestructura física virtualizada, serán administrados 
por una serie de hipervisores conectados entre sí, que se encarga de la gestión de 
recursos de las máquinas virtuales creadas.  
Por medio de un componente SDN que brinda switch virtuales se garantiza la 
interconexión de las máquinas o nodos de los espacios administrados por los 
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hipervisores.  Existe el inconveniente de que las velocidad de transferencia de la 
información y los procesamientos llevado a cabo en la infraestructura física 
virtualizada sea mayor a la de los recursos prestados por el proveedor de servicio, 
ya que esta se encuentra en el mismo espacio físico, por lo tanto los procesos de 
entrada y salida de archivos no cuentan con el retraso habitual de las conexiones 
remotas. Para dar solución a este problema, por medio de la administración dada 
por el componente de SDN y al canal establecido entre los hipervisores, se limita 
la tasa de transferencia de la información a una velocidad de 1 Gbps. Para la 
conexión remota con una nube pública que brinda el servicio de ETL se tiene una 
conexión por VPN sitio a sitio para el transporte de datos listos a ser procesados.  
8.1.1 SISTEMA ETL 
En la arquitectura se puede apreciar el acceso que se tiene a un sistema de 
extracción, transformación y carga de datos (ETL, por sus siglas en inglés), éste 
se presenta como un recurso externo que realiza una secuencia de procesos por 
medio de los cuales permite que los datos que se desean analizar estén cargados 
en un sistema de almacenamiento y estén listos para ser analizados; a 
continuación se describen cada uno de los pasos que realiza este sistema ETL 
para tener una mayor perspectiva del proceso en general. 
Los procesos ETL son un término estándar que se utiliza para referirse al 
movimiento y transformación de datos. Se trata del proceso que permite a las 
organizaciones mover datos desde múltiples fuentes, reformatearlos y cargarlos 
en otra base de datos con el objeto de analizarlos. Como ya se ha mencionado, el 
término ETL corresponde a las siguientes siglas en inglés: Extract → Extraer, 




8.1.2 FASES DEL PROCESO ETL 
Extracción: Se refiere a la extracción de datos desde las fuentes de recursos y los 
hace accesibles para su posterior procesamiento. Su objetivo general es extraer 
todos los datos posibles desde su origen con la menor cantidad de recursos como 
sea posible. 
Existen varias maneras de realizar la extracción de los datos, puede hacerse 
mediante una notificación de actualización con la que es posible extraer los datos 
de manera más fácil sólo si el origen de los datos es capaz de proporcionar una 
notificación de que el sistema ha sido cambiado, de manera incremental que 
consiste básicamente en que el sistema donde se encuentran los datos 
proporciona un extracto de los registros que se han modificado cuando esto ocurra 
o una extracción completa que como su nombre lo indica es realizar una 
extracción completa de los datos ya que no es posible saber a ciencia cierta si los 
datos han sido actualizados. Lo más recomendable es realizar una extracción 
completa de los datos debido a que algunos sistemas no identifican 
modificaciones en los datos, es necesario que se realice una copia del anterior 
extracto en el mismo formato para poder identificar futuros cambios de los datos 
en sus respectivas fuentes. 
Cabe aclarar que si se usa el método de extracción completa, la frecuencia con la 
que se realiza la extracción es muy importante; además, los volúmenes de datos 
pueden estar en decenas de Gigabytes. 
El sistema ETL presenta un beneficio bastante grande con respecto a la fase de 
extracción de datos y la conectividad a las fuentes donde se encuentran dichos 
datos, ya que posee la habilidad para conectarse con un amplio rango de tipos de 
estructuras de datos, entre los que se pueden incluir: bases de datos relacionales 
y no relacionales, formatos variados de ficheros, XML, aplicaciones ERP (sistemas 
de planificación de recursos empresariales), CRM (sistema de gestión de clientes), 
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formatos de mensajes estándar (EDI, SWIFT), colas de mensajes, emails, 
websites, repositorios de contenido o herramientas ofimáticas.  
Transformación: En esta etapa se aplican un conjunto de reglas para transformar 
los datos desde el origen hasta el destino. Esto implica la conversión de cualquier 
medida de datos al mismo tamaño usando las mismas unidades para que se 
puedan unir más tarde. 
En esta etapa de transformación también es necesario unir datos de varias 
fuentes, así como generar agregación, generar claves suplentes, clasificar datos, 
derivar nuevos valores calculados, y aplicar reglas de validación avanzadas. 
Existe también una etapa de limpieza (Clean) a los datos la cual en ocasiones se 
entiende como una acción integrada a la fase de Transformación, pero en realidad 
la limpieza de datos se considera una fase separada del proceso ETL.  
Carga: Es necesario garantizar que la carga de datos se realiza correctamente y 
con los menores recursos como sea posible. Con el fin de realizar un proceso de 
carga eficiente es necesario desactivar cualquier restricción e indexación y que 
puedan volver a habilitarse sólo después de completar la carga de los datos al 
destino.  
La manera en cómo se hace uso del sistema ETL alojado en una nube pública 
para que sea posible realizar los respectivos procesos a los datos y estos a su vez 
sean preparados para el posterior análisis en la arquitectura que se propone, será 
básicamente  mediante una conexión VPN sitio a sitio al servidor que presta los 
servicios ETL, éste además, accede a las fuentes de datos los cuales son en su 
mayoría información almacenada en la web proveniente de aplicaciones de 
negocios. Dado que dicho sistema es un recurso externo del que se hace uso sólo 
si se han hecho actualizaciones de datos en las fuentes a donde tiene acceso el 
sistema ETL, no se profundiza en sus requerimientos ni en las condiciones que 
debe presentar para la arquitectura en cuestión.  
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Bajo las condiciones que se plantean a lo largo de este capítulo y teniendo en 
cuenta que se deben especificar las condiciones necesarias para la arquitectura 
que se muestra en la figura así como también los requerimientos para cada uno de 
los componentes de infraestructura (red, almacenamiento, computación y 
condiciones ambientales) que básicamente es lo que más interesa en este trabajo, 
se definirán los posibles requerimientos para llevar a cabo un análisis Big Data 
eficiente, óptimo y sin contratiempos. 
El modelo que se propone consta de diferentes componentes que han sido el 
resultado de un proceso de síntesis basado en diferentes plataformas Big Data, 
los cuales se explican a continuación para una mayor comprensión de la 
arquitectura.  
 
8.2 INFRAESTRUCTURA DE RED 
 
En la figura se puede apreciar un despliegue físico de un servidor llamado 
maestro, el cual posee recursos computacionales virtualizados. Lo que se 
pretende es alojar de manera virtual en una nube privada el servidor maestro y 
que además contenga también servicios contratados a un tercero para garantizar 
mayor escalabilidad de la arquitectura; para lograr la integración del servidor 
maestro virtualizado se requiere de un router VPN y de esta manera crear un túnel 
sitio a sitio para lograr conectar la red local de la infraestructura física virtualizada 
con la red de la nube privada y por medio del componente SDN (redes definidas 
por software) se crea entonces un router virtual como Gateway VPN para la 
conexión. 
Para lograr la integración de los hipervisores, es necesario la utilización de 
controladores SDN que se encarguen de crear una red virtualizada por medio de 
una interconexión de todas las máquinas virtuales que se requieran para llevar a 
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cabo un análisis de datos. La creación entonces de Switches virtuales con 
interfaces virtuales de 1 Gbps se hace necesaria para la creación de un bus de 
interconexión y de esta manera lograr la comunicación efectiva entre todas las 
partes involucradas. 
Para la conexión con el servidor de ETL se crea otra VPN sitio a sitio ya que es la 
que provee seguridad a través de internet a la información que será analizada por 
la infraestructura propuesta, logrando una nube híbrida entre recursos traídos 
desde una nube pública hacia una nube privada. 
 
8.3 INFRAESTRUCTURA DE ALMACENAMIENTO 
 
Ya se ha mencionado con anterioridad sobre el uso de un servidor en el que se 
ejecuta un sistema ETL alojado en una nube pública, dicho sistema cuenta con 
varios procedimientos para la preparación de los datos que son tomados de 
diferentes fuentes, uno de esos procedimientos es el Load (carga) que 
básicamente almacena los datos que ya han sido transformados y están listos 
para el análisis en una base de datos o un almacén de datos; en la figura se 
puede apreciar varios hipervisores los cuales proporcionan máquinas virtuales que 
son tomadas como nodos, estos deben contar con sus recursos tanto de disco 
duro como de memoria RAM para el almacenamiento de los resultados que se van 
a enviar a través de la administración gestionada por el nodo maestro a la 
infraestructura física para su respectiva visualización, con respecto al disco duro 
de cada nodo, se presenta como un componente de almacenamiento compartido. 
En el hipervisor que administra la infraestructura física denominada Servidor 
Maestro se tienen los recursos virtualizados, entre los que se encuentra el 
componente de almacenamiento en el cual se carga los datos provenientes del 
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sistema ETL para que luego sea posible realizar el análisis de estos, este proceso 
se hace a través de la interconexión proporcionada por el SDN. 
El hipervisor que se encuentra dentro de las instalaciones (On-premise) tiene 
acceso a los demás hipervisores con nodos virtuales que están fuera de las 
instalaciones pero en la misma infraestructura de nube a través del controlador 
SDN que permite la interconexión de estos en caso de requerir mayor 
almacenamiento. 
 
8.4 INFRAESTRUCTURA DE COMPUTACIÓN 
 
Cuando se habla de computación se deben tener en cuenta las condiciones de 
procesamiento que posee la arquitectura en general, cada componente es crucial 
para el correcto funcionamiento de la plataforma. Los hipervisores deben contar 
con un sistema operativo especial para adaptarse a las necesidades de ambiente 
en la nube algunas de los proveedores son Microsoft Hyper-V, Vmware, Citrix 
XenServer, KVM.  
Los cálculos Big Data pocas veces se ven limitados por la CPU, en general están 
condicionados por la E/S al almacenamiento y a la red. Por tanto no son 
necesarios procesadores de gama alta y se tiene más en cuenta el número de 
núcleos a la frecuencia ya que la mayor parte del tiempo la CPU está esperando 
por la E/S. Una configuración típica en cuanto a poder de procesamiento repartido 
entre las máquinas virtuales, es la creación de una CPU virtual (vCPU), donde el 
hipervisor utiliza una parte de CPU física y asigna una vCPU a una máquina 
virtual. El administrador del sistema debe configurar diferentes asignaciones de 
recursos en las máquinas virtuales con relación a cada una de las necesidades 
que presente, por ejemplo no es la misma configuración para un nodo maestro 
que para un nodo esclavo, donde estos últimos requieren más poder de cómputo 
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ya que son los que llevan el grueso del procesamiento, mientras que los nodos 
maestros solo se encargan de la asignación de tareas. 
En cuanto a asignación de memoria RAM para llevar a cabo el procesamiento de 
los datos, cada uno de los nodos que se tienen en cada hipervisor posee recursos 
de memoria por separado para garantizar un procesamiento eficiente, la cantidad 
de memoria RAM que posee el nodo maestro dependerá exclusivamente de la 
cantidad de nodos esclavos que se implementen en la arquitectura y la cantidad 
de memoria que se le asigna a cada nodo esclavo depende del número de 
núcleos de CPU que se le hayan asignado a dicho nodo. 
 
8.5 CONDICIONES AMBIENTALES 
 
Las condiciones ambientales para la propuesta se dividen en dos partes, la 
primera consta de aquellos requerimientos que debe tener el espacio donde se 
encuentra el servidor maestro y la segunda son aquellos aspectos con los que 
debe contar un proveedor de servicios de la nube para asegurar la seguridad de la 
información y la calidad del servicio. 
Se debe tener en cuenta que existen normas y estándares que son fundamentales 
a la hora de implementar ya sean servidores, clústeres o centros de datos para el 
análisis de grandes volúmenes de datos.  
Para el servidor maestro es necesario tener en cuenta aspectos importantes como 
la instalación eléctrica adecuada para alimentar de manera eficiente todo el 
sistema, además deberá poseer redundancia en dicho sistema de alimentación 
eléctrica para prevenir fallos o caídas de voltaje y con ello una pérdida parcial o 
total de la información. El servidor físico debe contar con controles con respecto a 
condiciones ambientales tales como temperatura y humedad, filtraciones, flujo de 
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aire, contar con un detector de inundaciones y detector de incendios, debe contar 
con un sistema de alimentación ininterrumpida (UPS, por sus siglas en inglés), que 
además realice funciones de protección ante picos de corriente que puedan dañar 
el servidor.  Se debe tener en cuenta dimensiones físicas tales como el ancho, alto 
y la profundidad del equipo que se va a destinar como servidor así como también 
el espacio donde va a estar ubicado, este debe ser un espacio limpio y con buena 
ventilación debido a las altas temperaturas a las que podría verse sometido el 
equipo si no tiene un escape al exterior.  
Con respecto a los componentes que se tienen de manera virtual en la nube, las 
condiciones ambientales se rigen bajo normas y estándares tales como ANSI/TIA - 
942, ISO/IEC 27001 entre otros, los cuales brindan pautas de cómo se 
implementan centros de datos y servidores. Además de las normas y estándares 
que existen, el proveedor del servicio que se contrata en la nube privada debe 
garantizar la seguridad de los datos en caso de una falla en el sistema, 
proporcionando herramientas de backups y garantizando además que el servicio 












9. CONCLUSIONES  
 
- Big Data se ha convertido en un concepto cada vez más común en el 
ámbito computacional, es por eso que las organizaciones/empresas deben 
estar preparadas para los retos que supone realizar un correcto análisis de 
los datos, por lo tanto, tener en cuenta la infraestructura que necesita un 
escenario Big Data para ofrecer un óptimo desempeño, requiere entonces 
un análisis de los componentes de red, almacenamiento y computación que 
en conjunto crean una base sólida que brinde mayor fiabilidad y eficiencia a 
la arquitectura y a los procesos involucrados en Big Data. 
 
- Cuando se piensa en implementaciones Big Data es necesario tener en 
cuenta muchos factores que hacen de estas herramientas potentes 
complementos para el buen manejo de los datos en una organización; no 
obstante, estas implementaciones deben cumplir con las diferentes normas 
y estándares que existen con respecto a condiciones ambientales las 
cuales brindan pautas para que la prestación del servicio Big Data sea el 
más eficiente y además garantice seguridad a los datos alojados en los 
diferentes servidores de la solución.  
 
 
- Aunque un escenario en la nube se desliga de la preocupación del 
hardware y reduce los costos en comparación con un escenario en físico, 
tener un dispositivo en las instalaciones que administre de manera central 
toda la infraestructura resulta una mejor opción para evitar la dependencia 






- Realizando una investigación detallada con relación a diferentes 
arquitecturas Big Data ofrecidas por proveedores específicos, y haciendo 
un análisis de los componentes de infraestructura que allí se mencionan se 
logra establecer un modelo de arquitectura para el análisis de datos en el 
que se combinan condiciones en ambientes tanto físicos como en la nube 
tomando como referencia características y requerimientos precisos con el 
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