Abstract. We investigate the poset structure on the alternating group which arises when the latter is generated by 3-cycles. We study intervals in this poset and give several enumerative results, as well as a complete description of the orbits of the Hurwitz action on maximal chains. Our motivating example is the well-studied absolute order arising when the symmetric group is generated by transpositions, i.e. 2-cycles, and we compare our results to this case along the way. In particular, noncrossing partitions arise naturally in both settings.
Introduction
Given a group G generated by a finite set T closed under taking inverses, the (right) Cayley graph Cay(G, T ) is perhaps one of the most fundamental geometric objects to attach to it. Recall that the vertex set of Cay(G, T ) is G, and that its edges are of the form (g, gt) for g ∈ G, t ∈ T . Since T = T −1 we can view Cay(G, T ) as an undirected graph. It comes with a natural graph distance which can be written as d Cay (g, g ′ ) = ℓ T (g −1 g ′ ). Here the length ℓ T (g) is the minimum k such that there exists a factorization g = t 1 t 2 · · · t k where each t i is in T . Such factorizations are T -reduced and Red T (g) denotes the set of all T -reduced factorizations of g.
The relation defined by u ≤ T v if and only if ℓ T (v) = ℓ T (u) + ℓ T (u −1 v) is a partial order on G, graded by ℓ T . Geometrically, u ≤ T v holds if and only if u occurs on a geodesic from the identity e to v in Cay(G, T ). Note also that Red T (g) is naturally identified with the set of maximal chains from e to g in this poset.
If we require furthermore that T is closed under G-conjugation, then we can define a natural action of the braid group on ℓ T (g) strands on the set Red T (g); the Hurwitz action. Informally, this action can be described as follows: the i th generator of the braid group shifts the (i + 1) st letter of an element in Red T (g) one step to the left, and conjugates as it goes. The Hurwitz action on closed intervals in (G, ≤ T ) was recently studied in [27] . For special groups, the Hurwitz action was also studied for instance in [4, 5, 7, 12, 14, 30, 35] .
A well-understood example of this construction is the case where G = S N is the symmetric group of all permutations of [N] = {1, 2, . . . , N}, and T is the set of all transpositions. Whenever we refer to this case we replace the subscript "T " by "2" in all of the above definitions. It is a standard fact that ℓ 2 (x) = N − cyc(x), where cyc(x) denotes the number of cycles of x. The poset (S N , ≤ 2 ) was for instance studied in [2] . Moreover, it was observed in [9] that the lattice of noncrossing partitions arises as the principal order ideal NC N = [e, c] 2 where c is the N-cycle c = (1 2 . . . N). See [31] for a survey on these lattices, and [24] for some enumerative and structural properties.
It was in fact this permutation setting in which the Hurwitz action was first considered [22] . One of the crucial properties, namely that for any x ∈ S N the Hurwitz action is transitive on Red 2 (x), is essential for the enumeration of branched covers of the Riemann sphere with N given branch points.
In this article we set out to study the poset (G, ≤ T ) in the case, where G = A N is the alternating group and T is the set of all 3-cycles. In that case we replace the subscript "T " by "3". Several articles have been written about ordering the elements of A N with respect to certain generating sets, mostly for the purpose of equipping A N with a "Coxeter-like" structure; see [3, 11, 26, 28, 29] . However, none of these orders fits into the framework described in the first paragraph of this section.
When T is the set of all 3-cycles of A N , then it turns out that the poset (A N , ℓ 3 ) has a rich combinatorial structure, which can be compared to the well-studied structure of (S N , ℓ 2 ). Our first main combinatorial result computes the zeta polynomial of the closed interval [e, c] We note that the zeta polynomial of [e, c] 2 in (S N , ℓ 2 ), where c = (1 2 . . . N) for any N has a well-known formula [24, Theorem 5] comparable to ours.
We further show that the Hurwitz action is no longer transitive on Red 3 (x) for all x ∈ A N . Our second main result computes the number of orbits depending on the number of even-length cycles of x. Theorem 1.2. Let x ∈ A N for N ≥ 3, and write 2k for its number of cycles of even length. The Hurwitz action on Red 3 (x) has (2k) k = (k + 1)(k + 2) · · · (2k) orbits.
We see in particular that the Hurwitz action is transitive on Red 3 (x) if and only if x has only cycles of odd length.
This article is organized as follows. In Section 2 we recall the necessary definitions and concepts. In Section 3 we recall the definition of the alternating group and prove some basic properties of the poset (A N , ≤ 3 ). Subsequently, in Section 4 we recall the definition of noncrossing partitions, and exhibit a subset of A N whose combinatorial properties can be described with certain noncrossing partitions. We prove Theorem 1.1 in Section 5, and establish further combinatorial results of certain intervals of (A N , ≤ 3 ). In Section 6 we prove Theorem 1.2, and we finish this article with Section 7, where we outline potential extensions of the work presented here.
2. Preliminaries 2.1. Poset Terminology. Let P = (P, ≤) be a partially ordered set, or poset for short. If x < y in P and there exist no z ∈ P such that x < z < y, then y covers x and we write x ⋖ y. The poset diagram of P is the directed graph with vertex set P formed by such cover relations. For x, y ∈ P with x ≤ y, the set {p ∈ P | x ≤ p ≤ y} is an interval. Let I(P ) denote the set of all intervals of P.
An (m-)multichain is a sequence (x 1 , x 2 , . . . , x m ) of m elements of P such that x 1 ≤ x 2 ≤ · · · ≤ x m . If all elements in this sequence are distinct, we simply speak of an (m-)chain. A chain C (considered as a set) is maximal if there is no x ∈ P \ C such that C ∪ {x} is a chain. Let M(P ) denote the set of maximal chains of P.
The poset P is graded if its maximal chains all have the same cardinality. In that case we can assign a rank function to P, where the rank of an element x is the maximum cardinality minus one of some chain from a minimal element to x. Let R P (k) denote the set of elements of P having rank k. The rank of P is the rank of a maximal element of P.
Now let P be a bounded poset, i.e. P has a least element0 and greatest element 1. Moreover, let P be graded with rank function rk. Given an m-multichain C = (x 1 , x 2 , . . . , x m ) of P, the rank jump vector of C is r(C) = (r 1 , r 2 , . . . , r m+1 ),
The Möbius function of a poset P is the function µ : P × P → Z recursively defined by
If P is bounded, then its Möbius number is defined to be µ(0,1), and is denoted by µ(P ). If P is finite, let Z P (m) denote the number of (m − 1)-multichains of P. This is in fact a polynomial function of m called the zeta polynomial of P, which encodes a lot of information about P. In particular, when P is bounded and graded of rank n, then µ(P ) = Z P (−1), Z P (m) has degree n, and its leading coefficient is M(P ) /n!; see [34, Proposition 3.12.1].
Groups With Generating Sets Closed Under Conjugation.
Let G be a group with identity e, and let T ⊆ G be a generating set closed under taking inverses. Any element g ∈ G can be written as a word over the alphabet T . A shortest such word is T -reduced, and the length of T -reduced word for g will be denoted by ℓ T (g). This gives rise to a graded partial order on G defined by
the T -prefix order. This definition has first appeared explicitly in [10] in the case where G is the symmetric group and T is the set of all transpositions. It is also implicitly contained in [9] and has its origins perhaps in [15] . In other words, an element x ∈ G is less than y ∈ G if it lies on a geodesic from the identity to y in the (right) Cayley graph of G with respect to T . We write [x, y] T for the interval between x and y in (G, ≤ T ).
The poset (G, ≤ T ) has rank function ℓ T , and the following result states that when T is well-behaved, this poset is in fact locally self-dual. 
We obtain
and by assumption w −1 t i w ∈ T for i ∈ [k]. The assumption that ℓ T (x) = k now implies ℓ T (x ′ ) = k, which proves the first claim. The second claim follows then by definition of ≤ T .
2.3. The Hurwitz Action. Let B k denote the braid group on k strands, which admits the presentation
and |i − j| > 1 and
When T is closed under G-conjugation, then B k acts on the set of words over T of length k as follows. Let x = t 1 t 2 · · · t k be such a word. The Hurwitz operators σ i and σ
Remark 2.4. Note that if t i and t i+1 commute then σ i and σ It is straightforward to verify that the Hurwitz operators satisfy the defining relations for B k , so they indeed extend to a group action of B k , the Hurwitz action. Let us say that two words are Hurwitz-equivalent if they are in the same orbit for this action. It is obvious from Equations (3) and (4) that two equivalent words represent the same element of G. This implies that given x ∈ G of length k, the Hurwitz action can be in particular studied on Red T (x), the set of all T -reduced decompositions of x.
The Hurwitz action is closely related to the study and enumeration of ramified coverings of the 2-sphere and probably appeared first in [22] . Such a ramified covering is essentially determined by a set of branching points, which give rise to a sequence of permutations, or a constellation, associated with this covering. Theorem 1.2.28 in [25] states that two ramified coverings of the 2-sphere are "flexibly" equivalent if and only if their associated constellations belong to the same Hurwitz orbit.
The enumeration of Hurwitz orbits in subgroups of the symmetric group therefore yields information on the number of "flexibly" equivalent ramified coverings. The number of Hurwitz orbits also plays a role for the enumeration of all ramified coverings (up to isomorphism). If one such covering is given, then it is relatively easy to compute all coverings in its Hurwitz orbit. If we want to compute all coverings, we thus need at least one representative from each Hurwitz orbit, which may be a non-trivial task at times.
We explicitly describe and enumerate the Hurwitz orbits on Red 3 (x) for any element x of the alternating group in Section 6.
The Alternating Group
Let us now define the objects of our study. Recall that the symmetric group S N is the group of all permutations of [ 
A cycle is a permutation which moves the elements of its support cyclically. We say that a cycle is odd (respectively even) if its support has odd (respectively even) cardinality. Any permutation x has a unique decomposition as a product of cycles with disjoint supports, up to the order of the factors. The set of cycles of x consists of the cycles of the previous decomposition together with the fixed points of x; where these fixed points are considered as odd cycles.
S N is naturally generated by the set of all transpositions, and the minimal number of transpositions needed to factor a permutation x ∈ S N is given by the reflection length
where cyc(x) denotes the number of cycles of x. This well-known result is based on the following observation: Let (i j) be a transposition. If w ∈ S n has two distinct cycles containing i and j, write w = w ′ (s i )(s j ) where s i and s j are sequences ending with i and j respectively. Then w · (i j) = w ′ (s i s j ), and so the number of cycles decreases by one. In this case we say that we join the two cycles; more generally, given m disjoint cycles of w, joining them in a new cycle consists in picking a starting element in each of them, concatenate the m sequences thus obtained in any order, and consider the resulting sequence as a cycle. The inverse operation is called splitting a cycle.
The alternating group A N is the subgroup of S N that consists of all permutations with even reflection length. It is easily seen that A N is generated by the set
of all 3-cycles. Since C 3,N is closed under taking inverses, we can define a C 3,Nprefix order on A 3 as in (1) via the length function ℓ C 3,N . Let us write ℓ 3 for this length function, and denote the resulting partial order by ≤ 3 .
Let ocyc(x) denote the number of odd cycles of x ∈ A N ; by definition this number takes into account the fixed points of x. The next proposition gives an explicit formula for ℓ 3 , which nicely parallels that of ℓ 2 . To the best of our knowledge this result was first proved in [20] . We give here a proof for completeness, and because it will give us Proposition 3.2 as a byproduct. 
. Let a = (i j k) ∈ C 3,N , and let ζ i , ζ j , and ζ k be the cycles of x that contain i, j, and k, respectively. We let x ′ be the product of all other cycles of x.
We first study the possible values for the difference ℓ * 3 (xa) − ℓ * 3 (x). We need to distinguish three cases depending on the cardinality of {ζ i , ζ j , ζ k }. In the following we will denote by s t a sequence of integers ending with t.
(i) Suppose that the cycles
It follows that ℓ * 3 (xa) − ℓ * 3 (x) = 0 if {ζ i , ζ j , ζ k } contains 0 or 1 odd cycle, and ℓ * 3 (xa) − ℓ * 3 (x) = 1 if {ζ i , ζ j , ζ k } contains 2 or 3 odd cycles. (ii) Suppose now that {ζ i , ζ j , ζ k } has cardinality 2. Because of the cyclic symmetry (i j k) = (j k i) = (k i j), we can assume without loss of generality
It follows that if |s j | is even, then ℓ * 3 (xa) − ℓ * 3 (x) = 0. Let thus |s j | be odd. Then ℓ * 3 (xa) − ℓ * 3 (x) = 0 if |s i | and |s k | have the same parity, and ℓ *
There are two possibilities for this cycle depending on the cyclic order of i, j, k: it can be either written as (s i s j s k ) or (s i s k s j ). In the first case,
Clearly then ℓ * 3 (xa) − ℓ * 3 (x) = 0. In the second case,
It follows that ℓ * 3 (xa) − ℓ * 3 (x) = 0 if |s i |, |s j |, |s k | contains 0 or 1 odd integer, and ℓ * 3 (xa) − ℓ * 3 (x) = −1 otherwise.
We now prove that ℓ * 3 (x) = ℓ 3 (x) for all x ∈ A N . First of all we notice that ℓ * 3 (x) = 0 if and only if x = e, since only the identity permutation possesses N odd cycles. By the case analysis performed above, we have ℓ * 3 (xa) ≤ ℓ * 3 (x) + 1 for any x, a. Therefore if x is written as a product x = a 1 a 2 · · · a k , then ℓ * 3 (x) ≤ k by immediate induction. By choosing k minimal, we have ℓ * 3 (x) ≤ ℓ 3 (x) for any x ∈ A N . Now we claim that for any x = e we can find a such that ℓ * 3 (xa) = ℓ * 3 (x) − 1. Indeed, either x has an odd cycle (u 1 u 2 u 3 . . .) of length at least 3, and we choose a = (u 3 u 2 u 1 ); or x has two even cycles (u 1 u 2 . . .) and (v 1 v 2 . . .) and we choose a = (u 2 u 1 v 1 ). By immediate induction we obtain the existence of a decomposition x = a 1 a 2 · · · a k with k = ℓ * 3 (x). This shows the reverse inequality ℓ * 3 (x) ≥ ℓ 3 (x), and we conclude that
If t and t ′ are distinct integers that belong to the same cycle of x, define r(t, t ′ ) to be the smallest r ≥ 0 such that x r (t) = t ′ . Equivalently, r(t, t ′ ) is one more than the number of elements appearing between t and t ′ in the cycle notation of x.
,N and ζ t be the cycle of x containing t for t ∈ {i, j, k}.
• ℓ 3 (xa) = ℓ 3 (x) + 1 if and only if one of the following holds:
are pairwise disjoint and at least two of them are odd;
-{ζ i , ζ j , ζ k } has cardinality 2, say ζ i = ζ j = ζ k ,
both cycles are odd, and r(i, j) is odd.
• ℓ 3 (xa) = ℓ 3 (x) − 1 if and only if one of the following holds: The statement follows immediately from the case analysis performed in the proof of Proposition 3.1. As a corollary we get a description of the cover relations of (A N , ≤ 3 ), which fall into three categories. Example 3.4. Let us give examples of all three types of covers. These were written on purpose in a way that makes it not trivial to check, and we advise the reader to do so. For the first case (2 6 3)(4)(7 12 5 8 11) z ⋖ 3 (5 8 11 4 6 3 2 7 12) z.
In this example and the other ones, z is simply a product of cycles such that we obtain permutations. For the second case (2 6 3)(4)(7 12 9 5 8 11) z ⋖ 3 (5 8 11 4 6 3 2 7 12 ; 9) z. An example of the third case is (5 8 11 4)(6 3 2 7 12 9) z ⋖ 3 (8 11 7 3 2 4 5)(12 9 6) z. 
Proof. Since ζ 1 , ζ 2 , . . . , ζ k , ξ have disjoint supports, the map f is clearly well defined, injective and order-preserving. Now let y ≤ 3 x. We will prove by induction on
By Remark 3.5, all the x ′ i have only odd cycles. Therefore the possible even cycles of x ′ are in ξ. It follows then from Corollary 3.3 that y ⋖ 3 x ′ is also in the image of f , so f is surjective. The same analysis shows also that f −1 preserves the ordering.
Remark 3.7. It sould be clear from Corollary 3.3 that we should not hope for a simple decomposition for products of even cycles. If we split the even cycles of y ∈ A N in groups of even sizes (so that we remain in A N ), then the direct product of the resulting induced intervals is not isomorphic to the original one. A little thought shows that it can be identified (via the same product map as above) as a proper subposet of [e, y] 3 .
Consider for instance y = (1 2)(3 4)(5 6)(7 8) ∈ A 8 , and let x 1 = (1 2)(3 4) and x 2 = (5 6) (7 8 
Noncrossing Partitions
Let c = (1 2 . . . N) be a long cycle of S N . It follows from [9] that the interval [e, c] 2 in (S N , ≤ 2 ) is isomorphic to the lattice of noncrossing set partitions of [N] defined in [24] : these are the set partitions Π of [N] such that given any two distinct blocks B 1 , B 2 of Π, there are no indices i, j in B 1 and k, l in B 2 satisfying i < k < j < l. If each block of Π is ordered increasingly and considered as a cycle by extending this order cyclically, then by [9, Theorem 1.1] one obtains a permutation x ≤ 2 c, and each such permutation can be uniquely obtained in this way.
By a slight abuse of vocabulary, we shall call a permutation x ∈ S N with x ≤ 2 c a noncrossing partition. Let us write NC N for the set of all noncrossing partitions of S N ; and let NC N = (NC N , ≤ 2 ).
Let us now consider the set A o N ⊆ A N of permutations having only odd cycles. It is clear from Proposition 3.6 and the remark following it that this subset plays a special role for the order ≤ 3 . In this section we will investigate the structure of intervals in the poset (A o N , ≤ 3 ). In Section 6 we will also prove that this subset occurs naturally in the context of the Hurwitz action. 
The aim of this section is to prove Theorem 4.1. We start with a few observations. The first follows from Equation (5) 
All elements belong to A o N , so we can multiply this equation by two and use Proposition 4.2 to obtain
which means precisely that x ≤ 2 y. 
If we want to understand the intervals in (A o N , ≤ 3 ) it is therefore sufficient to consider those intervals induced by a single cycle, and we might as well pick our favorite one. Clearly, the cycle c = (1 2 . . . N) belongs to A o N if and only if N is odd. We now define a particular subset of NC N in terms of the following property for an increasing cycle (u 1 < u 2 < · · · < u q ):
(OD): q is odd, and u j+1 − u j is odd for all j ∈ [q − 1]. We say that x ∈ NC N satisfies Property (OD) if all its cycles do. (1)
(1 6 7)(3 4 5) (1 2 3 6 7) (1 2 3)(4 5 6) (1 4 5 6 7) (1 6 7)(2 3 4) (2 3 4 5 6) (1 2 7)(4 5 6) (1 2 3 4 7) (2 3 4)(5 6 7) (1 2 5 6 7) (1 2 7)(3 4 5) (3 4 5 6 7) (1 2 3)(5 6 7) (1 2 3 4 5)
(1 2 3 4 5 6 7) Figure 1 . The poset ONC 7 = (ONC 7 , ≤ 3 ).
Proof. Let c = (1 2 . . . 2n+1). Suppose x ≤ 3 c. All cycles of x are odd by Proposition 4.2. From Proposition 4.3, we have x ≤ 2 c so that x ∈ NC 2n+1 , which implies that all cycles of x are increasing and noncrossing; see [10, Theorem 2.14] or [9] . We prove that x satisfies (OD) by induction on f (x) = n − ℓ 3 (x). If f (x) = 0, then x = c which clearly satisfies (OD). If f (x) > 0, then there exists y ∈ ONC 2n+1 with x ⋖ 3 y ≤ 3 c, so f (y) = f (x) − 1 and we can assume by induction that the cycles of y satisfy (OD). By Proposition 4.2, x is obtained from y by splitting an odd cycle (u 1 < u 2 < · · · < u 2q+1 ) in three odd cycles, and we need to verify that each such cycle satisfies (OD). This is clear if u 1 and u 2q+1 are in different cycles of x. If they are in the same cycle, say in
for some l > k + 1, then we need to show that u l − u k is odd, which is equivalent to l − k odd. This is indeed the case since the two other cycles are odd and thus the set {u k+1 , u k+2 , . . . , u l−1 } has even cardinality.
Conversely, assume that x ∈ NC 2n+1 and its cycles satisfy (OD). If x = c we are done. We now assume x = c. We will construct y ∈ A N such that x ⋖ 3 y ≤ 2 c and all cycles of y satisfy (OD). Then x ≤ 3 c by induction on f (x) as above.
Consider the cycle ζ 1 = (u 1 < u 2 < · · · < u 2q+1 ) of x with u 1 = 1, and set u 2q+2 = 2n + 2. Since x = c, there exists t ∈ [2q + 1] such that u t+1 − u t > 1. Let ζ 2 be the cycle containing u t + 1, say (v 1 < v 2 < · · · < v 2r+1 ) with v 1 = u t + 1, which because of the noncrossing condition satisfies v 2r+1 < u t+1 . Now we obtain
and we can thus consider a third cycle ζ 3 = (w 1 < · · · < w 2s+1 ) with w 1 = v 2r+1 + 1, where w 2s+1 < u t + 1 still by the noncrossing condition, and
which satisfies (OD). Let y = x · (i j k); by construction y ∈ NC 2n+1 , x ⋖ 3 y and all its cycles satisfy (OD).
In Remark 5.9 we shall give an alternative proof of this result based on a bijection due to Goulden and Jackson [18] . Proof.
. If x(j) = j, then there is nothing to show. If x(j) = j, then x must have a cycle in which j and x(j) are consecutive. Since x ∈ NC N , we can write each cycle such that its entries are strictly increasing. Then, x(j) < j implies that the cycle in question has x(j) as its least element, and j as its greatest. If x satisfies (OD), then neighboring entries in a cycle have odd difference, and the extremal entries have even difference, and (P) follows. Conversely, if x satisfies (P), then it follows that neighboring entries in a cycle have odd difference, and this combined with the fact that extremal entries in a cycle have even difference implies that all cycles are odd. Hence x satisfies (OD). Proof. Assume first y = c k = (1 2 . . . 2k+1) for a certain k, and write x ′ = K c k (x). Then x ′ (i) = x −1 (i + 1) for i < 2k + 1 and x ′ (2k + 1) = x −1 (1). By Lemma 4.7, we assume that x satisfies (P) and we must show that so does x ′ .
Suppose i < x ′ (i). In particular we have i = 2k + 1 so that we have x ′ (i) = x −1 (i + 1) =: j. If i ≤ j − 2, then we have x(j) = i + 1 < j, and (P) implies that j − x(j) is even which is equivalent to i − x ′ (i) being odd as desired. If i = j − 1, then x ′ (i) = i + 1, and we get x ′ (i) − i = 1, which is odd as desired.
Suppose
We have x(j) = i + 1 > j, and (P) implies that x(j) − j is odd which is equivalent to i − x ′ (i) being even as desired. If i = 2k + 1, then we have x ′ (i) = x −1 (1), and 2k + 1 − x −1 (1) is even if and only if x −1 (1) is odd. This is clearly satisfied if x −1 (1) = 1. Otherwise, if x −1 (1) > 1, then (P) applied to x and x −1 (1) yields that x −1 (1) − 1 is even as desired.
We have thus shown the claim for y = c k . If y is a cycle ζ = (a 1 a 2 . . . a 2k+1 ) satisfying (OD), then by Proposition 2.3 the posets [e, y] 3 and (1 2 . . . 2k + 1) are isomorphic via conjugation by w ∈ S 2n+1 satisfying w(i) = a i . Since a i − a j has the same parity as i − j, the property (OD) is preserved by this conjugation, and we can conclude the claim for y = ζ since K c k = wK ζ w −1 .
In 2 , and this property is certainly preserved under the above isomorphism.
Enumerative Results
In this section we collect a few enumerative properties of the poset (A N , ≤ 3 ). (q) t N N! is given by
Proof. We need to count collections of cycles with an even number of even cycles, with q marking the number of odd cycles. Recall that the series enumerating cycles is − log(1 − t), so that, by taking its odd and even part, the series for odd cycles is 1/2 log (1 + t)/(1 − t) while the series for even cycles is −1/2 log(1 − t 2 ). By the exponential formula [33, Chapter 5], using q to mark odd cycles and exp(x) + exp(−x) /2 to ensure an even number of even cycles, we get
which gives the desired expression (6), and (7) follows immediately.
Notice that the case q = 1 gives F(t, 1) = 1 + t + 1/(1 − t) /2 which corresponds to the fact that |A 0 | = |A 1 | = 1 and |A N | = N!/2 for N ≥ 2. We obtain F N (q) by expanding (7) in powers of t and picking the coefficient of t N /N!. There does not seem to be a nice formula for F N (q) in general, however it is easy to use any mathematics software to obtain the polynomials for the first few values of n, see Table 1 . Table 1 . The rank generating function of (A N , ≤ 3 ) for N ≤ 7. In particular, m-multichains of ONC 2n+1 correspond bijectively to factorizations x 1 x 2 · · · x m+1 = (1 2 . . . 2n + 1) in A N such that ℓ 3 (x 1 ) + ℓ 3 (x 2 ) + · · · + ℓ 3 (x m+1 ) = n. All x i in this factorization belong to ONC 2n+1 because C 3,N is closed under conjugation, and so they have only odd cycles and therefore ℓ 2 (x i ) = 2ℓ 3 (x i ) by Proposition 4.2. We have therefore:
Lemma 5.2. The set of m-multichains of ONC 2n+1 is in bijection with factorizations x 1 x 2 · · · x m+1 = (1 2 . . . 2n + 1) such that ℓ 2 (x 1 ) + ℓ 2 (x 2 ) + · · · + ℓ 2 (x m+1 ) = 2n, and all factors x i belong to A o 2n+1 . These multichains can thus be found inside NC 2n+1 , which enables us to draw from results on the noncrossing partition lattice.
We start with a formula for the number of multichains of ONC 2n+1 with fixed rank jump vector, and then derive the zeta polynomial of ONC 2n+1 , as well as some other enumerative properties, from this. 
To obtain all factorizations, we sum over all sequences (q (1) i , q (2) i , . . .) by using [23, Lemma 4], we obtain (2n + 1)
for the number of such factorizations. This formula is equivalent to the formula in the statement.
The cases q = 2, r(C) = (k, n − k) on the one hand, and q = n + 2, r(C) = (0, 1, 1, . . . , 1, 0) on the other give the following enumerations. 
The second result is in fact a special case of [8, Theorem 1] and corresponds to sequence [32, A052750] . Table 2 lists the rank numbers of ONC 2n+1 for n ≤ 5.
Before we continue to prove Theorem 1.1, we record the following auxiliary result, which is a multi-parameter version of the Rothe-Hagen identity. 1 , a 2 , . . . , a r , b, Proof. The key observation to this proof was already made in Equation (7) of [16] . It was noted there that for integers s, t we have the identity of power series in z: 
Lemma 5.5. Let r be a positive integer, and fix integers a
The claim follows then by comparing coefficients.
Proof of Theorem 1.1. By summing the number of (q − 1)-multichains over all rank jump vectors given by Theorem 5.3, we get
as desired. The equality marked with a '*' is Lemma 5.5 with r = q, a 1 = a 2 = · · · = a q = 2n + 1 and b = −1.
By specializing the previous polynomial at q = 2, 3, and −1, respectively, we obtain the following corollary. Corollary 5.6. For n ≥ 1, we have the following formulas:
The formulas appearing in Corollary 5.6 correspond to sequences [32, A006013] , [32, A118970] , and [32, A002293], respectively.
5.3.
Bijections. In this section we reprove the formula for the cardinality of ONC 2n+1 bijectively, and we use this bijection to enumerate ONC 2n .
Bijective Proof of (9) . We first recall the bijection Φ from NC N to the set of edgerooted bicolored plane trees with N edges from Goulden and Jackson [17, Theorem 2.1].
Consider x ∈ NC N , and let y = x −1 (1 2 . . . N). With each cycle of x (respectively y) we associate a white (respectively black) vertex in the tree Φ(x). The vertex corresponding to a cycle (a 1 a 2 . . . a p ) is adjacent to p edges labeled by  a 1 , a 2 , . . . , a p clockwise. This creates a planar bicolored tree, and in order to obtain Φ(x) we root the tree at the edge labeled by 1, and delete all labels. To obtain the inverse bijection, we simply need to reconstruct the labels from the tree: this is done by going around the tree clockwise, and labeling every edge by 1, 2, . . . , N starting from the marked edge in the direction from its white to its black vertex.
Clearly this bijection sends the cycle type of x (respectively y) to the degree distribution of white (respectively black) vertices in the tree Φ(x). By Lemma 5.2 for m = 1, it follows that Φ restricts to a bijection between ONC 2n+1 and marked bicolored plane trees with 2n + 1 edges where all vertices have odd degree. By deleting the marked edge, we obtain a bijection between ONC 2n+1 and the set of pairs T 1 , T 2 ∈ T e where T e is the set of planar rooted trees where each node has an even number of children, and the total number of edges in T 1 and T 2 is 2n. In view of [13] , the latter set is in bijection with the set of pairs of ternary trees with a total of n internal nodes. Their number is known to be given by (9) as desired, see [19, p. 201 
, Equation (5.60)]
Actually one can also work with ONC 2n . Here one shows easily that Φ sends such elements to marked bicolored plane trees with 2n edges where all vertices have odd degree, except the black vertex adjacent to the marked edge. Indeed this vertex corresponds to the cycle of y containing 1, and this cycle has even length because x has an even number of cycles. By making this black vertex the root, we obtain a bijection between ONC 2n and trees in T e with 2n edges. Their enumeration is well known (it is an application of (8) for s = 1 and t = 3) and we thus get the following proposition. 4 5 6)(15 16 17). The corresponding labeled planar bicolored tree is shown in Figure 2a ; and the corresponding pair of ternary trees is shown in Figure 2b . 1 14 15)(3 4 7)(8 9 10 11 12) and y = (1 2 7 12 13)(4 5 6)(15 16 17). x), that all cycles of x and y necessarily satisfy Property (OD), and thus x belongs to ONC 2n+1 .
To prove the reverse implication, consider x ∈ ONC 2n+1 . It is enough to prove that y = x −1 c has odd cycles. Equivalently, one must show that the white vertices in Φ(x) all have odd degree if the cycles of x satisfy (OD), which is also done by induction.
This approach has the additional advantage that it proves Proposition 4.8 for y a long cycle (1 2 . . . 2k+1), and thus bypasses the use of Lemma 4.7.
The Case of two Even Cycles.
In Section 4 we have extensively studied the principal order ideals in (A N , ≤ 3 ) induced by permutations consisting of only odd cycles. In view of Proposition 3.6 it remains to study those principal order ideals induced by even permutations consisting of only even cycles.
We restrict our attention to even permutations consisting of two even cycles,
We are not able to determine a combinatorial model for the elements y ∈ A N with y ≤ 3 x, though there is reason to believe that noncrossing partitions on an annulus could be involved. We can however count the number of reduced decompositions of x p,q .
Proposition 5.10. The number of maximal chains in
Proof. We have to count the minimal factorizations of x p,q in 3-cycles; these factorizations are easily seen to be transitive. Therefore the number that we seek is precisely the coefficient c 3 (2p, 2q) in [18] , and can be computed via their Theorem 1.4 in this paper. 
Sketch of the Proof. The Kreweras complement y → y −1 x p,q is the desired bijection: it is clear that it leaves stable the set of pure elements, and one checks easily that it exchanges the parity. An even pure element can be decomposed uniquely as a product of a permutation with support in {a 1 , a 2 , . . . , a 2p } and a permutation with support in {b 1 , b 2 , . . . , b 2q }; we only need to focus on the first permutation. In the same way as Proposition 4.6, one can show that this permutation is a noncrossing partition of {a 1 , a 2 , . . . , a 2p } with exactly one even cycle, and where all cycles (x 1 < x 2 < · · · < x t ) have the property that x i+1 − x i is odd for all i. GouldenJackson's bijection Φ then encodes these noncrossing partitions as edge-rooted plane trees with 2p edges with one black vertex of even degree and all other vertices (white or black) of odd degree. By making the even-degree vertex the root, we get an element of the set T e with 2p edges where an edge of its leftmost subtree is marked. Some standard enumerative combinatorics shows that such trees are enumerated by (
We do not know of a formula for the number m p,q of mixed elements of [e, x p,q ] 3 , and consequently neither for the total number t p,q of elements of [e, x p,q ] 3 . Let us, moreover, denote by µ p,q the Möbius number of [e, x p,q ] 3 , and let r p,q be the corresponding rank-vector. Table 3 lists a few of those numbers for small p + q.
Hurwitz Action
This section is devoted to the enumeration of Hurwitz orbits on the set Red 3 (x) of reduced factorizations of x ∈ A N into 3-cycles. 
In the course of the proof we will in fact describe precisely the orbits. The case k = 0 emphasizes once again the special role of A o N : we state it separately. Proposition 6.2. For N ≥ 3 and x ∈ A N , we have x ∈ A o N if and only if B ℓ 3 (x) acts transitively on Red 3 (x).
We start with the direct implication: if x ∈ A o N , then the Hurwitz action is transitive on Red 3 (x).
Proof of Proposition 6.2 (⇒).
We reason by induction on ℓ 3 (x). The result is trivial when x is the identity, so we assume that ℓ 3 (x) > 0 and that the proposition holds for any elements of A o N with length smaller than ℓ 3 (x). Suppose first that x has more than one (non-trivial) cycle in its decomposition,
N so are its cycles. Let w ∈ Red 3 (x). By Proposition 3.6, w is a shuffle of k reduced words w i ∈ Red 3 (ζ i ), and moreover the letters involved in distinct w i commute since the corresponding 3-cycles have disjoint supports. Therefore the Hurwitz action allows us to bring w to the form w 1 w 2 · · · w k . Now by induction the Hurwitz action is transitive on Red 3 (ζ i ) for all i ∈ [k], and therefore also on Red 3 (x).
If x is a single cycle, we can assume without loss of generality that x = c = (1 2 . . . 2n+1) which has length ℓ 3 (c) = n. Let us write u i = (i, i+1, i+2) for i ∈ [N − 2], and fix the reduced word w c = u 1 u 3 · · · u 2n−1 ∈ Red 3 (c).
For any k ∈ {0, 1, . . . , n − 1} define w k := σ
where the hat indicates omission. Now for j ∈ {0, 1, . . . , n − k − 1} define w k,j := (1, 2k+2, 2k+2j+3) x y z, where the words x, y, z are given by
In particular w k,0 = w k . By induction on j it is verified that
, which implies that all words w k,j are Hurwitz-equivalent to w c . Furthermore, it is easily shown that (σ 1 σ 2 · · · σ n−1 ) n acts on a word of length n consisting of 3-cycles by conjugating each letter by c. The characterization in Proposition 4.6 implies that any 3-cycle below c is conjugate to a 3-cycle of the form (1, 2k+2j+2, 2k+2j+3 ). So we proved that for any 3-cycle a below c, there exists a word w a such that aw a is Hurwitz-equivalent to w c . Now pick any reduced word for c, and write it as aw where a ∈ A is its first letter, and let x = a −1 c be the element represented by w. Then x is in A o N by Proposition 4.2, and so by induction the Hurwitz action is transitive on its reduced expressions. In particular w is Hurwitz-equivalent to w a , and so from the previous paragraph aw is Hurwitz-equivalent to w c , and the direct implication in Proposition 6.2 is proved.
Remark 6.3. The recursive structure of the proof is inspired by [6, Proposition 1.6.1]. The result is also a special case of [25, Theorem 5.4.11] . The proof there is of a geometric nature, using the dictionary between factorizations and ramified coverings of the Riemann sphere.
We now want to deal with the case that x ∈ A N has 2k even cycles for k > 0. For w ∈ Red 3 (x) we define an equivalence relation M w on the set of even cycles of x as follows: M w is the finest relation such that ζ ∼ ζ ′ whenever there exists a letter of w whose support intersects the supports of both ζ and ζ ′ .
Lemma 6.4. With the above notations, all classes of M w consist of two cycles, i.e. M w is a matching. Moreover, M w is invariant under the Hurwitz action on Red
Proof. Consider the maximal chain from the identity to x in (A N , ≤ 3 ) corresponding to w ∈ Red 3 (x). By the description of covers in Corollary 3.3, there must be k occurrences of a cover of type (3), and each creates a pair of even cycles (from a pair of odd cycles). If x i ⋖ 3 x i+1 is such a cover, then the 3-cycle x −1 i x i+1 implies that the newly created pair of even cycles in x i+1 is contained in some block of M w . Since the other possible covers of type (1) or (2) merge three cycles (at most one of which is even), they are necessarily labeled by 3-cycles whose support cannot involve elements from non-paired even cycles. This shows that all classes of M w have size 2.
By the analysis from the previous paragraph, the support of each 3-cycle occurring in w is included in the support of ζζ ′ for a well-defined pair {ζ, ζ ′ } ∈ M w , or in the support of an odd cycle of x. So letters corresponding to distinct pairs of M w commute, which entails that the Hurwitz action does not modify M w .
The previous lemma effectively reduces the Hurwitz action to the case of two even cycles, so we now consider x p,q = (a 1 a 2 . . Proof. Consider the maximal chain from the identity to x p,q in (A N , ≤ 3 ) that corresponds to w. By the description of covers in Corollary 3.3, this chain contains a unique occurrence of a cover of type (3), cover which is necessarily labeled by a mixed generator. Now one of the two odd cycles joined in this cover contains elements of both cycles of x p,q , and so not all generators below it can be pure, which accounts for at least one other mixed generator beside the one coming from the distinguished cover relation above. Now let us consider any two such mixed generators. Using the Hurwitz action, we can assume that these generators occur in the last two positions of w. Up to exchanging the two cycles of x p,q , we can also assume that the mixed generator occurring in last position in w has the form (a i a j b k ); here j − i is necessarily odd as noticed previously. We shall also assume that j < i, the opposite case proceeds entirely similarly. Define
We have x ′ ⋖ x p,q by definition, and x ′ is a product of two odd cycles; only the second one of these cycles can be split into three odd cycles when multiplied by a mixed generator. Denote by (a r a s b t ) (or (a r b s b t )) the mixed generator occurring second to last in w. By an elementary but tedious distinction of cases (depending on how the splitting of the second odd cycle occurs when multiplied by this mixed generator), one shows that there always holds t − r ≡ k − i (mod 2). This shows that the two mixed mixed generators have the same parity.
We may now conclude the proof of Proposition 6.2.
Proof of Proposition 6.2 (⇐)
. Let x ∈ A N \ A o N , and let 2k ≥ 2 be its number of even cycles. To show that the Hurwitz action is not transitive, it is enough by Lemma 6.4 to consider the case k = 1, and pick w ∈ Red 3 (x). If we act on w by τ = σ ±1 i , then at most one letter is modified. The resulting letter cannot be a mixed generator of a different parity than in w, since the resulting word τw would then have generators of both parities which is excluded by Lemma 6.7. So in a Hurwitz orbit all occurring mixed generators have the same parity.
To conclude that there are at least two Hurwitz orbits, note that both parities actually occur in the factorizations (12) and (13) above, and so the two words belong to different Hurwitz orbits.
We end this section with the proof of Theorem 1.2, which explicitly enumerates the Hurwitz orbits of x ∈ A N according to the number of its even cycles.
Proof of Theorem 1.2. In view of Lemma 6.4 and Lemma 6.7 we see that for any matching M of the even cycles of x, and any choice of parity for each of the k pairs of even cycles, one obtains a Hurwitz-invariant set of factorizations. This shows that the number of Hurwitz orbits of Red 3 (x) is at least (2k − 1)!!2 k = (2k) k . To show Theorem 1.2, we thus have to show that each of these Hurwitz-invariant sets is in fact a Hurwitz orbit.
A byproduct of the proof of Lemma 6.4 is that it is enough to do the case k = 1 with no odd cycle: this will transfer to the general case due to the fact that generators with disjoint supports commute, and that the Hurwitz action realizes this commutation for adjacent letters.
Let N = p + q and write x p,q = (a 1 a 2 . . . a 2p )(b 1 b 2 . . . b 2q ) ∈ A N . Consider the word
which consists only of pure generators. Now define
, and (12)
It is quickly verified that x 1 and x 2 are reduced words for x p,q , starting respectively with odd and even mixed generators.
We want to prove that any w ∈ Red 3 (x p,q ) is in the orbit of either x 1 or x 2 . By Remark 6.6, it suffices to establish that all reduced words for x p,q containing odd mixed generators belong to the Hurwitz orbit of x 1 : let Red Before proving the lemma, let us see how it allows us to finish the proof of Theorem 1.2.
Let w = aw ′ be any element of Red o 3 (x p,q ); by Lemma 6.8, we know that there exists ax ′ in the Hurwitz orbit of x 1 . So we just have to show that x ′ is in the Hurwitz orbit of w ′ : both are reduced expressions of a −1 x p,q . We need to distinguish two cases: if a is mixed, then a −1 x p,q is a product of two odd cycles, and we know that the Hurwitz action has just one orbit so we are done. If a is pure, then a −1 x p,q is a product of two odd cycles and two even ones. One of the even cycles of a −1 x p,q is unchanged from x p,q , and the other even cycle of a −1 x p,q is cut from the other cycle of x p,q . This new cycle can be written in way that makes x ′ and w ′ elements of Red Proof of Lemma 6.8 . Note that one can omit "first" in the statement: if a letter occurs in the i th position of a word w, then it occurs as the first letter of the word
First of all, a simple computation shows that the braid word Let ζ = (a r b s b t ) be an odd mixed generator of type (II), i.e. s − t is odd. Without loss of generality we may assume that r = 1. (We may obtain the general case by suitable application of γ from (14).) For arbitrary integers i, j define the braid words
Fix k ∈ {2, 3, . . . , q} and define
We can then verify that
Finally define for k ∈ {2, 3, . . . , q} and j ∈ {0, 1, . . . , k − 2} the braid words
where the indices of the middle entries in the triples of the second line are supposed to form a decreasing sequence. In particular, if j = k − 2, then this line is supposed to be empty. We conclude that any w ∈ Red 3 (x p,q ) starting with an odd mixed generator of type (II) lies in the Hurwitz orbit of x 1 . Let now ζ = (a s a r b t ) be an odd mixed generator of type (IV), i.e. s − r is odd. Without loss of generality assume that t = 2. (We may obtain the general case by suitable application of γ from (14).) For arbitrary integers i, j define the braid words
If there is a choice of parameter that makes one of the occurring sequences nonmonotone, then we define the corresponding word to be empty. For instance ν 1 is supposed to be empty. For 0 ≤ j < k < p define yet another braid word
We obtain β k,j · x 1 = (a 2k+1 a 2j+2 b 2 )(a 1 a 2k+1 a 2k+2 )(a 1 a 2j a 2j+1 ) · · · (a 1 a 2 a 3 
Generation by k-Cycles.
A fairly natural question is to consider k-cycles instead of 3-cycles for k ≥ 4; which results of this paper can then be generalized from ≤ 3 to ≤ k ? The difficulty starts at the very beginning: to our knowledge, there is no simple way to express the associated length function ℓ k . In the paper [20] , the authors manage to find some complicated formula for ℓ 4 , which hints at the increasing complexity of formulas for larger k. Thus it is arguably even harder to describe cover relations for the orders ≤ k , and the rest of the general structure of the poset is probably even trickier. There is, however, a certain subclass of permutations for which the results generalize. By writing a k-cycle as a product of k − 1 transpositions, one has easily (k − 1)ℓ k (x) ≥ ℓ 2 (x). Equality holds in the case described by the following easy proposition. Notice that for k = 3 the elements occurring in Proposition 7.5 are precisely the elements of A o , and the results from Section 3 concerning A o can be extended to the analogous set for k ≥ 4.
Furthermore, the enumerative results of Sections 5.2 and 5.3 can also be generalized. The set of all elements x in the subgroup of S (k−1)n+1 generated by all k-cycles, which satisfy x ≤ k 1 2 . . . (k − 1)n + 1 is then in bijection with the set of pairs of k-ary trees which have a total of n internal nodes. Therefore, the cardinality of these sets is given by ). These constructions will be addressed in a subsequent paper. We can thus define ℓ A to be the word length in A(W) with respect to A and the A-prefix order ≤ A . The structural and enumerative questions that we dealt with in type A can thus be studied for any finite Coxeter group.
In particular, recall that a Coxeter element c of W is a product of any permutation of the Coxeter generators, and therefore has ℓ T (c) = n. 
