Summary. Carleman linearization is used to transform a polynomial control system with output, defined on n-dimensional space, into a linear or bilinear system evolving in the space of infinite sequences. Such a system is described by infinite matrices with special properties. Linear observability of the original system is studied. It means that all coordinate functions can be expressed as linear combinations of functions from the observation space. It is shown that this property is equivalent to a rank condition involving matrices that appear in the Carleman linearization. This condition is equivalent to observability of the first n coordinates of the linearized system.
Introduction
Carleman linearization is a procedure that allows to embed a finite dimensional system of differential equations, with analytic or polynomial data, into a system of linear differential equations on an infinite dimensional space. Thus we trade polynomials (or analytic functions) that describe the system for the infinite matrices of the Carleman linearization. The reader may consult [11] , which gives a general introduction to the subject.
There were several attempts to apply Carleman linearization in control theory. Let us mention [17] , where this technique was used for linear systems with polynomial output. We consider a more general situation, where also the system's dynamics is polynomial. Our goal is to relate observability of the original system and its Carleman linearization. We study linear observability of a polynomial system on R n , which means that all the coordinate functions can be expressed as linear combinations of functions from the observation space of the system. Two cases are studied. The simpler one concerns a system without control, which leads to a linear system with output, also without control. We show that the original system is linearly observable if and only if the first n coordinates of its Carleman linearized system are observable, and express this property by a rank condition involving the matrices of the linearized system. The other case, where the original system contains control, leads to a bilinear infinite dimensional system. A similar rank condition for linear observability is presented.
Checking observability of infinite dimensional linear systems is not easy as we have to deal with infinite matrices. Though the Kalman condition of observability holds for this class of systems, it must be expressed in a different way and there is no finite algorithm to check this. Here we have a simpler task, as only finitely many coordinates are to be observed. Several results on observability of systems described by infinite matrices were given in our papers [2, 3] and duality between observability and controllability was studied in [16] . In [2] we considered discrete-time systems, which are easier to study since existence and uniqueness of solutions is always guaranteed. The continuoustime case, examined in [3] , is much harder as even for linear infinite systems of differential equations, solutions of initial value problems may not exist or be nonunique. Concerning this subject more can be found in [9, 12, 13] . In the next section we provide the reader with basic definitions and facts. The Banach space case, studied in [5, 6] , is more regular. Observability of nonlinear infinite dimensional systems was studied in [14, 15] . Such systems may appear as infinite extensions of finite dimensional nonlinear control systems (see e.g. [10] ).
Preliminaries
Let R ∞ denote the linear space of all real sequences denoted by infinite columns. Let Π n : R ∞ → R n denotes the projection on the first n coordinates, that is if z = (z 1 , . . . , z n , . . .)
T ∈ R ∞ then Π n (z) = (z 1 , . . . , z n ) T . We say that a function f : R ∞ → R is finitely presented on R ∞ if there is n ∈ N and a functionf : R n → R such that f =f • Π n . If we consider R ∞ as a topological space we use the product (Tikhonov) topology. A basis of this topology consists of the sets U = i∈N U i , where U i is the open subset of R and U i = R for all i, but finite number values of i. It is the weakest topology for which projections Π n are continuous.
From [1] we have the following:
be the space of linear and continuous functions on
then f is finitely presented and there are n f ∈ N and
We deal with differential systems described by infinite matrices which can be interpreted as functions from R ∞ × R ∞ to R. We say that a matrix A = (a ij ) i,j∈N is row-finite if for each i ∈ N there is n(i) ∈ N such that for j > n(i), a ij = 0. The matrix is upper-diagonal if a ij = 0 for j < i. The set of row-finite matrices forms an algebra over R with a unit E = (δ ij ) i,j∈N . Hence if A is a row-finite matrix, then for each k ∈ N, A k is well defined and it is a row-finite matrix as well.
Let A be an infinite row-finite matrix. Then the system of differential equationsż(t) = dz dt = Az(t) is called a row-finite system. If together with this system we consider the initial condition z(0) = z 0 ∈ R ∞ then the discussion of existence and uniqueness of solutions of the initial value problem can be found, e.g., in [3, 6, 14, 15] . In particular the concept of formal solutions is there presented.
be the initial value problem with A being a row-finite matrix. Then it has the unique formal solution
We are concerned with the system with output:
where
Given a formal solution Γ z 0 ,A of the dynamical part of the system and corresponding to the initial condition z 0 we define the formal output:
We say that the system (Σ) is observable if any two distinct points are distinguishable.
Corollary 1. ([3])
System (Σ) is observable if and only if ∀ n ∈ N ∃k ∈ N ∪ {0} :
where E T n denotes the infinite row with 1 at the n-th position.
Since the rows of D correspond to derivatives of the output, one can characterize observability as possibility to compute every state variable as a linear combination of finitely many outputs and their derivatives. As using formal solutions and formal outputs brought us to the characterization of observability based on matrices of the systems, we extend now this concept by defining some kind of observability of infinite bilinear systems.
Definition 2. Let us consider an infinite bilinear systeṁ
System (3) is said to be formally observable if ∀ n ∈ N ∃k ∈ N ∪ {0} such that
Remark 1. Condition (4) becomes the same as (2) for B = 0.
We will consider the situation when condition (4) is satisfied only for some number of variables.
Definition 3. We say that system (3) is observable with respect to the variable z i if for n = i there is k such that (4) holds.
Remark 2. System (3) is formally observable iff it is observable with respect to each variable.
Carleman linearization
By M(m, n) we denote the set of matrices of dimensions m × n with real elements. Let the function x : R ⊃ J → R n , x ∈ C 1 (J), be a solution of the first order system of ordinary differential equations:
T is a vector field whose components are polynomials without constant term, i.e. F (0) = 0. Then we can write
where each F k is a vector of homogeneous polynomials of degree k and m ∈ N, m ≥ max
For every integer k ≥ 1, let H k denote the space of homogeneous polynomials of degree k in n variables x 1 , x 2 , . . . , x n . In H k we choose the canonical bases {x
We use the lexicographic order in the set of monomials x q induced by the order x 1 < x 2 < . . . < x n . We use the following notation:
. Let H ∞ be the space of all polynomials (without constant term)
in variables x 1 , . . . , x n . Then H ∞ may be represented by the direct sum of the family {H k } k∈N of the spaces of homogeneous polynomials, i.e. H ∞ := k∈N H k . Let us mention that the direct sum of an infinite family of modules is defined to be the set of all functions w with domain N such that w(k) ∈ H k for all k ∈ N and w(k) = 0 for all but finitely many indices k.
Let P be a polynomial of degree r with P (0) = 0. So P ∈ H ∞ and there are homogeneous polynomials ϕ k ∈ H k , k = 1, . . . , m, such that P (x) = r k=1 ϕ k (x). Using the above notation we can write that
Then system (5) can be written in the form
Let us observe that F 1 (x) = A 11 ζ 1 , where the matrix A 11 ∈ M (n, n), forms the linear part of system (5). Additionally we can obtain matrices A 1k by the
T be the infinite vector of elements of the basis of H ∞ . Then by (7) P (x) = (p 11 , . . . , p 1d1 , . . . , p r1 , . . . , p rdr , 0, . . .)ζ.
The Lie derivative in the direction of the vector field F of system (5) defines the linear map
A 1j ζ j and there are uniquely determined matrices
. . .
Applying (10) to D Σ P (x) we obtain
This yields
In the following example we show how matrices A kj could be determined for the case n = 2.
Example 1. We have that
(0) , where q i ∈ N and q 1 + q 2 = k. For calculating matrices A 2k , k = 1, . . . , m+1 we can use the following. Let us observe thaṫ
The last equality can be written aṡ Definition 4. Let M F denotes matrix given by (13) . The system of equations
for an infinite sequence of functions z = (z 1 , z 2 , . . .) T with z i ∈ C 1 (J), i ∈ N and with J an open interval, is called the associated infinite linear system to the finite nonlinear system (5). The setting up the associated infinite linear system to a given finite system is called the Carleman linearization procedure (Carleman embedding).
By the truncation of the order s ≥ 1 of system (14) we mean the following finite dimensional system:
Remark 3.
[11] Each solution x of system (5) gives a solution of (14) . And conversely each solution z of (14) gives x = (z 1 , . . . , z n ) as a solution of the system (8).
. . , a m ∈ R, then the matrix M F in the system (14) is triangular, with m − 1 filled diagonal lines above the main diagonal. Additionally z n (0) = c n and x(t) = z 1 (t) = c c+(1−c) exp(t) . We can look at truncated versions of the Carleman linearization, e.g. the system
Now the vector field of system (14) defines the map
where f (z) = Cz and C = (c 1 , c 2 , . . . , c n f , 0, . . .).
Proposition 4. The map α defined by (17) is a linear bijective mapping from
Proposition 5. Let α be the map defined by (17) . Then
Proof. Let P ∈ H ∞ be a polynomial of degree r in n-variables, in the form (9) . Then by the definition (17) of the map α and the definition (16) of DΣ we get (DΣ • α)(P )(z) = (p 11 , . . . , p rdr , 0, . . .)M F z. Hence by (12) we get that (18) is true.
Then by induction we conclude that
Linear observability of polynomial dynamical system
Let (Σ) be a polynomial system with output:
, where F k (x) = A 1k ζ k and h j (x) = C j ζ, where C j = (β j 11 , . . . , β j rdr , 0, . . .). Definition 6. By O (Σ) we denote the smallest linear subspace of H ∞ containing h j , j = 1, . . . , p, the components of h, and invariant under the map D Σ , the action of the vector field F of the system (Σ) . The system (Σ) is said to be linearly observable if for each i = 1, . . . , n: x i ∈ O (Σ) .
Example 3. Let (Σ) be the following :
where the dynamics is the same as in the Lotka-Volterra model. Then
By (Σ) we denote the associated with (Σ) (by Definition 4) infinitedimensional system:
where z ∈ R ∞ , y ∈ R p and the matrix C =
Corollary 3.
1. For each k = 0, 1, . . . the following holds:
, where for j = 1, . . . , p and h j (x) = C j ζ are components of the output of (Σ). T be the vector from R ∞ with 1 at the i-th position. The finite-dimensional polynomial system (Σ) is linearly observable iff there is k ∈ N ∪ {0} such that
Proof. Let i = 1, . . . , n. As, by Proposition 4, α is a bijective mapping from
It holds for all i = 1, . . . , n iff the condition (23) is satisfied.
Remark 5. Using Definition 3 we can formulate Proposition 6 as follows: system (Σ) is linearly observable iff its Carleman linearization is observable with respect to variables z 1 , . . . , z n .
Corollary 4.
If the system (Σ) is linearly observable then there is k ≥ deg h such that the truncation of the order k of associated infinite linear system is observable on R k .
Carleman bilinearization for polynomial control system
Let (Λ) denote the finite dimensional polynomial system with one-dimensional input u:
where F, G are vectors of polynomials without constant term and u ∈ U, where U denotes the set of piece wise constant functions u : [0, T u ] → R and T u depends on u, T u ≥ 0. Using the same description as for systems without control, equation (24) of (Λ) can be written in the following form:ẋ = m j=1 (A 1j + uB 1j ) ζ j , where m = max n j=1 deg(f j , g j ) and Similarly as in the case of system Σ, we consider the action of the derivation D u Λ on a polynomial P ∈ H ∞ given by (7) . By (10) and (12): 
By (Λ) we denote the infinite system associated (by Carleman embedding) to the system (Λ).
Remark 6. (Λ) has the form:
where z ∈ R ∞ , y ∈ R p . (Λ) is a bilinear infinite-dimensional system. 
Proposition 7.
Let
