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DIXMIER TRACE FOR TOEPLITZ OPERATORS ON SYMMETRIC DOMAINS
HARALD UPMEIER AND KAI WANG
Abstract. For Toeplitz operators on bounded symmetric domains of arbitrary rank, we define a
Hilbert quotient module corresponding to partitions of length 1 and prove that it belongs to the
Macaev class Ln,∞. We next obtain an explicit formula for the Dixmier trace of Toeplitz commutators
in terms of the underlying boundary geometry.
0. Introduction
The Dixmier trace of Hilbert space operators [6], of fundamental importance for pseudo-differential
operators [5, 28], has recently found deep applications in complex analysis, for Hankel and Toeplitz
operators on strictly pseudo-convex domains [1, 10, 11, 12, 18] and for homogeneous Hilbert quotient
modules over the unit ball [8, 9, 15, 16]. In these applications the underlying operators are essentially
normal, i.e. commutators are compact; more precisely, belong to certain norm ideals of Schatten type.
In this paper we are concerned with operators of Toeplitz or Hankel type which are not essentially
commuting. These operators arise naturally when the underlying domain D ⊂ Cd is not strictly pseudo-
convex or does not have a smooth boundary. The most important case is the so-called hermitian
bounded symmetric domains D = G/K of arbitrary rank r, which generalize the unit disk and the
unit ball of rank 1. In this paper, we construct a suitable Hilbert quotient module of the Hardy space
over the Shilov boundary S and study the associated ’sub-Toeplitz’ operators. Our first main result
shows that commutators of such operators belong to the Macaev class Ln,∞, for a suitable n related to
the geometry of D. The second main result is an explicit formula for the Dixmier trace of products of
such operators, in terms of a Jordan theoretic Grassmann-type manifold.
The results of this paper can be generalized to cover the weighted Bergman spaces instead of the
Hardy space, at least for the continuous part of the Wallach set [14]. On the other hand, extending
these results to all smooth functions f ∈ C∞(S) will be more challenging, even for the basic case of rank
2-domains (involving pseudo-differential operators on spheres [3, 4]). Finally, the higher strata of the
boundary of D give rise to a family of smooth extensions [27] and it is of interest to develop a family
version of the Dixmier trace (involving cyclic cohomology) for the associated Toeplitz commutators.
1. Symmetric domains and Toeplitz operators
Let D be an irreducible bounded symmetric domain of rank r in a complex vector space Z of finite
dimension d. The unit ball D = Bd ⊂ Cd corresponds to rank r = 1. Denote by G = Aut(D) the
biholomorphic automorphism group, and put
K := {g ∈ G : g(0) = 0}.
Then D = G/K. It is well known [14, 19] that D can be realized as the open unit ball of an irreducible
hermitian Jordan triple Z. Thus Z is a complex vector space endowed with a Jordan triple product
u, v, w 7→ {uv∗w} ∈ Z ∀u, v, w ∈ Z.
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Then K = Aut(Z) is the linear group of all triple automorphisms of Z. Let S be the Shilov boundary
of D. Since K acts transitively on S, there exists a unique K−invariant probability measure ds on S.
Denote by L2(S) the space of L2-integrable functions, with inner product
(f |g)S :=
∫
S
ds f(s) g(s), (1.1)
and define the Hardy space
H2(S) = {ψ ∈ L2(S) : ψ holomorphic on D}.
For a bounded function f , define the Toeplitz operator
Tfψ = PH2(S)(fψ) ∀ψ ∈ H2(S).
In previous work [23, 24] it was shown that Toeplitz operators Tf with smooth symbol function f ∈
C∞(S), acting on H2(S), generate a C∗-algebra T (S) which is not essentially commutative (if r > 1)
but has a composition series
K = I1 ⊂ I2 ⊂ · · · ⊂ Ir ⊂ T (S) = Ir+1,
starting with the compact operators K, such that the subquotients Ik+1/Ik are essentially commutative.
More precisely, there is a stable isomorphism
Ik+1/Ik ≈ C(Sk)⊗K,
where Sk denotes the K-homogeneous manifold of all ’tripotents’ of rank k. (Similar results hold for
Toeplitz operators on weighted Bergman spaces over D, as shown in [26].) An element c ∈ Z such that
{cc∗c} = c is called a tripotent. Every tripotent induces a Peirce decomposition
Z = Z2c ⊕ Z1c ⊕ Z0c ,
where Zαc := {z ∈ Z : {cc∗z} = 2αz}. The Peirce 2-space is a Jordan ∗-algebra with unit element c
and involution z 7→ {cz∗c}. The self-adjoint part Xc ⊂ Z2c is a so-called euclidean Jordan algebra
[14]. Let (z|w) denote the K-invariant inner product normalized by the condition (c|c) = 1 for each
minimal tripotent c ∈ Z. Let P(Z) be the algebra of all (holomorphic) polynomials on Z, endowed with
the K-invariant Fischer-Fock inner product
(p|q)Z := 1
πd
∫
Z
dz e−(z|z)p(z) q(z) (1.2)
for all p, q ∈ P(Z). By [14, 25] the natural action of K on P(Z) induces a multiplicity-free Peter-Weyl
decomposition
P(Z) =
∑
λ
Pλ(Z), (1.3)
where
λ = λ1 ≥ . . . ≥ λr ≥ 0
runs over all integer partitions of length ≤ r. The decomposition (1.3) is orthogonal under (1.2). We
let Nr+ denote the set of all such partitions. As usual we will identify partitions that differ only by
zeros. Then
Nr+ =
r⋃
ℓ=1
Nℓ+,
where Nℓ+ = {λ ∈ Nr+ : λℓ+1 = 0}. As a special type of partition we denote
kℓ := (k, . . . , k, 0 . . . , 0)
for 1 ≤ ℓ ≤ r and k ∈ N repeated ℓ times. Choose a frame e1, . . . , er of minimal tripotents. The
associated joint Peirce decomposition [19] defines two numerical invariants a, b for Z such that
ρ :=
d
r
= 1 +
a
2
(r − 1) + b.
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For the Hilbert unit ball (r = 1) we put a = 2 and b = d− 1. Thus b = 0 only for the unit disk. In case
b = 0 the Jordan triple Z is actually a Jordan algebra with unit element
e := e1 + · · ·+ er.
In this case Z carries a Jordan determinant N = Nr which is normalized by N(e) = 1. For 1 ≤ ℓ ≤ r
denote by Nℓ the Jordan determinant polynomial for the Peirce 2-space Z
2
e1+...+eℓ . As shown in [25]
Pλ(Z) has the highest weight vector
Nλ(z) := N1(z)
λ1−λ2N2(z)
λ2−λ3 · · ·Nr(z)λr . (1.4)
The multi-variable Pochhammer symbol is the product
(s)λ :=
r∏
i=1
(s− a
2
(i − 1))λi
of the usual Pochhammer symbols (ν)m =
m∏
i=1
(ν + i− 1). By [23, 14] the inner products (1.2) and (1.2)
are related by
(p|q)S = 1
(ρ)λ
(p|q)Z , ∀ p, q ∈ Pλ(Z). (1.5)
We note the relation
(ρ)λ
(ρ− b)λ =
r∏
j=1
(λj + 1 +
a
2 (r − j))b
(1 + a2 (r − j))b
.
Proposition 1.1. For λ ∈ Nr+ we have
‖Nλ‖2S =
(ρ− b)λ
(ρ)λ
∏
1≤i<j≤r
(1 + a2 (j − i− 1))λi−λj
(1 + a2 (j − i))λi−λj
. (1.6)
Proof. Using the reciprocity relation
(x+ b)m
(x)m
=
(x+m)b
(x)b
(1.7)
for integers 0 ≤ b ≤ m, the assertion follows from [23] or (for tube domains) [14, Proposition XI.4.3]. 
For any partition λ let
Pλ : P(Z)→ Pλ(Z) (1.8)
denote the orthogonal projection. If fu(z) = (z|u) is a linear functional associated with u ∈ Z, we
simply write Tu := Tfu . Moreover, u
∂ denotes the directional derivative. By [23, Theorem 2.11] we have
T ∗uq =
∑
i
Pλ−[i]T
∗
uq =
r∑
i=1
1
λi +
a
2 (r − i) + b
Pλ−[i]u
∂q (1.9)
for all q ∈ Pλ(Z), where
[i] = (0, . . . , 0, 1, 0, . . . , 0)
with 1 at position i. More precisely, only those terms occur where λ− [i] is again a partition.
Definition 1.2. Let S denote the set of all sequences
cm = c0 +
c1
m+ 1
+ om,
where c0, c1 are constants and the sequence {m2om}m is bounded. Let S+ denote the set of sequences
in S with c0 > 0.
It is clear that S is closed under taking finite sums and products of sequences. S+ is also closed
under taking quotients.
Lemma 1.3. Let α, γ ∈ Nr−1+ . Then
{
‖Nm−k,γ‖
2
S
‖Nm,α‖2S
}
m
∈ S+.
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Proof. In terms of the falling Pochhammer symbol (m)∗j =
j∏
i=1
(m+ 1− i), (1.6) implies
‖Nm−k,γ‖2S
‖Nm,α‖2S
= C
r−1∏
j=1
(m− αj + a2 j)∗k+γj−αj
(m− αj + a2 (j − 1))∗k+γj−αj
whenever k + γj ≥ αj . Since each factor belongs to S+, the assertion follows. 
Lemma 1.4. Let ℓ ≤ r and λ ∈ Nℓ+. Then
T ∗Nk
ℓ
Nλ =
ℓ∏
j=1
(λj +
a
2 (ℓ − j))∗k
(λj +
a
2 (r − j) + b)∗k
Nλ−kℓ , ∀ k ≤ λℓ.
Proof. Consider the Peirce 2-space Z˜ = Z2e1+...+eℓ of rank ℓ and put ρ˜ = 1 +
a
2 (ℓ − 1). Using Nλ =
Nkℓ Nλ−kℓ and applying (1.5) to S ⊂ Z and S˜ ⊂ Z˜, we obtain for φ ∈ P(Z˜)
(ρ)λ(φ|T ∗Nk
ℓ
Nλ)S = (ρ)λ(N
k
ℓ φ|Nλ)S = (Nkℓ φ|Nλ)Z = (Nkℓ φ|Nλ)Z˜ = (ρ˜)λ(Nkℓ φ|Nλ)S˜
= (ρ˜)λ(φ|Nλ−kℓ)S˜ =
(ρ˜)λ
(ρ˜)λ−kℓ
(φ|Nλ−kℓ )Z˜ =
(ρ˜)λ
(ρ˜)λ−kℓ
(φ|Nλ−kℓ)Z =
(ρ˜)λ(ρ)λ−kℓ
(ρ˜)λ−kℓ
(φ|Nλ−kℓ)S .
Since φ is arbitrary, it follows that
T ∗Nk
ℓ
Nλ =
(ρ˜)λ(ρ)λ−kℓ
(ρ˜)λ−kℓ(ρ)λ
Nλ−kℓ .
We have
(ρ)λ
(ρ)λ−kℓ
=
ℓ∏
j=1
(λj +
a
2
(r − j) + b)∗k. (1.10)
Applying (1.10) to Z and Z˜, the assertion follows. 
We will now consider partitions (m, 0, . . . , 0) = m of length 1, with projection Pm : H
2(S)→ Pm(Z).
Here Pm(Z) is spanned by the K-orbit of the conical polynomial Nm1 . As shown in [24], the projection
P :=
∑
m
Pm (1.11)
on H2(S) belongs to the Toeplitz C∗-algebra T (S). For a partition λ choose an orthonormal basis
pi ∈ Pλ(Z), for the inner product (1.2). Then
Aλ :=
∑
i
TpiPT
∗
pi
is a K-invariant operator, independent of the choice of orthonormal basis. Since the decomposition
(1.3) is multiplicity-free, every K-invariant operator T on P(Z) (or H2(S)) is a ’diagonal’ operator.
Define
λ′ := (λ2, . . . , λr) ∈ Nr−1+ .
Lemma 1.5. Let p ∈ Pλ(Z) such that PT ∗pNm,β 6= 0. Then β ≤ λ ≤ (m,β).
Proof. For φ ∈ Pn,0(Z) the non-zero components of pφ correspond to signatures µ obtained from λ by
adding a horizontal n-strip [22, Proposition 5.3]. Thus
µ′ ≤ λ ≤ µ.
It follows that (φ|T ∗pNm,β)S = (p φ|Nm,β)S is non-zero only if µ = (m,β) satisfies the above condition,
which leads to β ≤ λ ≤ (m,β). 
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Since
Ran(TpiP ) ⊂
∑
µ′≤λ≤µ
Pµ
by Lemma (1.5), it follows that
Aλ =
∑
µ′≤λ≤µ
(Nµ|AλNµ)S
‖Nµ‖2S
Pµ, (1.12)
where
(Nµ|AλNµ)S
‖Nµ‖2S
=
1
‖Nµ‖2S
(Nµ|
∑
i
TpiPT
∗
pi Nµ)S =
1
‖Nµ‖2S
∑
i
‖PT ∗piNµ‖2S . (1.13)
Proposition 1.6. Let λ ∈ Nr+. Then
{
(Nm,λ′ |A
λNm,λ′ )S
‖Nm,λ′‖
2
S
}
m
∈ S+.
Proof. The proof is by induction on the length ℓ ≤ r of λ. Put k := λℓ > λℓ+1 = 0. Then γ := λ − kℓ
has length < ℓ. Consider the Peirce 2-space Z˜ := Z2e1+...+eℓ of rank ℓ. We may assume that a subfamily
pi : i ∈ I˜ is an orthonormal basis of Pλ(Z˜). Since Pλ(Z˜) = Nkℓ Pγ(Z˜), there exists a constant c > 0
such that pi = c ·Nkℓ qi for all i ∈ I˜ , where qi ∈ Pγ(Z˜) is an orthonormal basis. For m ≥ λ2 it follows
from Lemma (1.4) that T ∗
Nk
ℓ
Nm,λ′ = cmNm−k,γ′ , where
cm =
(m+ a2 (ℓ− 1))∗k
(m+ b+ a2 (r − 1))∗k
ℓ∏
j=2
(λj +
a
2 (ℓ − j))∗k
(λj + b+
a
2 (r − 1))∗k
belongs to S+, in view of the identity
m+ a
m+ b
= 1+
a− b
m
− (a− b)b
m(m+ b)
.
For i ∈ I \ I˜ we have T ∗piNm,λ′ = 0 since pi belongs to the ideal generated by Z˜
⊥
. It follows that
(Nm,λ′ |AλNm,λ′)S =
∑
i∈I
(T ∗piNm,λ′ |PT ∗piNm,λ′)S =
∑
i∈I˜
(T ∗piNm,λ′ |PT ∗piNm,λ′)S
= c2
∑
i∈I˜
(T ∗qiT
∗
Nk
ℓ
Nm,λ′ |PT ∗qiT ∗Nkℓ Nm,λ′)S = c
2 · c2m
∑
i∈I˜
(T ∗qiNm−k,γ′ |PT ∗qiNm−k,γ′)S .
Now consider the K-invariant operator
Aγ =
∑
j∈J
TqjPT
∗
qj ,
where qj , j ∈ J is an orthonormal basis of Pγ(Z). We may assume that qi, i ∈ I˜ are a subfamily of J.
As above, we have T ∗qjNm−k,γ′ = 0 whenever j ∈ J \ I˜ . Therefore
AγNm−k,γ′ =
∑
j∈J
TqjPT
∗
qjNm−k,γ′ =
∑
i∈I˜
TqiPT
∗
qiNm−k,γ′
and hence (Nm,λ′ |AλNm,λ′)S = c2 · c2m(Nm−k,γ′ |AγNm−k,γ′)S . Since γ has length < ℓ, the induction
hypothesis implies that
{
(Nm−k,γ′ |A
γNm−k,γ′)S
‖Nm−k,γ′‖
2
S
}
m
∈ S+. It follows that the sequence
(Nm,λ′ |AλNm,λ′)S
‖Nm,λ′‖2S
= c2 c2m
(Nm−k,γ′ |AγNm−k,γ′)S
‖Nm−k,γ′‖2S
‖Nm−k,γ′‖2S
‖Nm,λ′‖2S
belongs to S+, since Lemma (1.3) implies that
{
‖Nm−k,γ′‖
2
S
‖Nm,λ′‖
2
S
}
m
∈ S+. 
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2. Hilbert submodule and sub-Toeplitz operators
The Hilbert sum
H21 (S) =
∑
m
Pm(Z) = Ran(P )
will be called the sub-Hardy space. For smooth symbols f ∈ C∞(S) define the sub-Toeplitz oper-
ator
Sf := P f P = P Tf P
as a bounded operator on H21 (S). Let A be the ∗-algebra generated by Sp for polynomial symbols
p ∈ P(Z). For p, q ∈ P(Z) we have
SpSq = Spq
since PTqP
⊥ = 0. Thus it often suffices to consider linear symbols z 7→ (z|u) for some u ∈ Z. We denote
by Su the corresponding operators.
Theorem 2.1. For µ ∈ Nr+ let p ∈ P(Z) satisfy deg p ≤ |µ′|. Then
PT ∗p TqP = ST∗p q ∀ q ∈ Pµ(Z).
The proof is based on the following Lemma.
Lemma 2.2. Let µ be a partition and q ∈ Pµ(Z). Then we have for u ∈ Z and each h ∈ Pn,0(Z),
Pµ+n[1]−[i]u
∂Pµ+n[1]hq = Pµ+n[1]−[i]hPµ−[i]u
∂q ∀ i > 1.
Proof. Write hq =
∑
λ
Pλhq. The partitions λ occurring here satisfy λ ≥ µ and hence λ′ ≥ µ′. For such
λ we have
u∂Pλhq =
∑
j
Pλ−[j]u
∂Pλhq.
Now assume λ − [j] = µ + n[1] − [i]. If j = 1 than λ′ = µ′ − [i]  µ′. Hence j > 1. If j 6= i then
λ′ = µ′ − [i] + [j]  µ′. Hence i = j and therefore λ = µ+ n[1]. This argument shows
Pµ+n[1]−[i]u
∂(hq) =
∑
λ
Pµ+n[1]−[i]u
∂Pλhq = Pµ+n[1]−[i]u
∂Pµ+n[1]hq. (2.1)
Since u∂(hq) = q(u∂h)+ h(u∂q) and q(u∂h) has only components λ ≥ µ which satisfy λ′ ≥ µ′ it follows
that
Pµ+n[1]−[i]u
∂(hq) = Pµ+n[1]−[i]h(u
∂q). (2.2)
We next show that
Pµ+n[1]−[i]h(u
∂q) =
∑
j
Pµ+n[1]−[i]hPµ−[j]u
∂q = Pµ+n[1]−[i]hPµ−[i]u
∂q. (2.3)
In fact, since hPµ−[1]u
∂q cannot have a component λ with λ1 = µ1 + n we may assume j > 1. If j 6= i,
then the components λ ≥ µ− [j] occurring in hPµ−[j]u∂q satisfy λ′ ≥ µ′− [j] which implies λ′ 6= µ′− [i].
Thus (2.3) holds. Combining equations (2.1),(2.2) and (2.3), the assertion follows. 
Proof of Theorem (2.1). We may assume that p(z) = (z|u1) · · · (z|uk). Let λ = (λ1, λ′) be a
partition such that |λ′| ≥ k. Putting [i1, . . . , ik] = [i1] + . . .+ [ik] it follows from (1.9) that
T ∗uk . . . T
∗
u1ψ =
∑
i1,...,ik
Pλ−[i1,...,ik]T
∗
uk . . . Pλ−[i1 ]T
∗
u1ψ
for all ψ ∈ Pλ(Z). If any ij = 1 then (λ− [i1, . . . , ik])′ 6= 0. Therefore (λ− [i1, . . . , ik])′ = 0 implies that
all ij > 1. It follows that
PT ∗uk . . . T
∗
u1ψ = P
∑
i1>1,...,ik>1
Pλ−[i1,...,ik]T
∗
uk
. . . Pλ−[i1]T
∗
u1ψ. (2.4)
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Moreover, if |λ′| > k we have PT ∗uk . . . T ∗u1ψ = 0. The same argument shows
Pu∂k . . . u
∂
1ψ = P
∑
i1>1,...,ik>1
Pλ−[i1,...,ik]u
∂
k . . . Pλ−[i1]u
∂
1ψ (2.5)
and |λ′| > k implies Pu∂k . . . u∂1ψ = 0. By Lemma (2.2) we have for h ∈ Pn,0(Z)
Pµ+n[1]−[i1]u
∂
1Pµ+n[1]hq = Pµ+n[1]−[i1]hPµ−[i1]u
∂
1q.
Applying Lemma (2.2) to Pµ−[i1]u
∂
1q, we obtain
Pµ+n[1]−[i1,i2]u
∂
2Pµ+n[1]−[i1]u
∂
1Pµ+n[1]hq = Pµ+n[1]−[i1,i2]u
∂
2Pµ+n[1]−[i1]hPµ−[i1]u
∂
1q
= Pµ+n[1]−[i1,i2]hPµ−[i1,i2]u
∂
2Pµ−[i1]u
∂
1q.
More generally,
Pµ+n[1]−[i1,...,ik]u
∂
k . . . Pµ+n[1]−[i1]u
∂
1Pµ+n[1]hq = Pµ+n[1]−[i1,...,ik]hPµ−[i1,...,ik]u
∂
k . . . Pµ−[i1]u
∂
1q. (2.6)
Consider
Ph(T ∗uk . . . T
∗
u1q) = Ph
∑
i1,...,ik
Pµ−[i1,...,ik]T
∗
uk
. . . Pµ−[i1]T
∗
u1q = P
∑
i1,...,ik
∑
λ
PλhPµ−[i1,...,ik]T
∗
uk
. . . Pµ−[i1]T
∗
u1q.
Note the components λ = (m, 0) occurring here satisfy λ′ = 0 ≥ (µ − [i1, . . . , ik])′. Since |µ′| ≥ k this
implies that all ij > 1. Moreover, m = |λ| = n+ |µ− [i1, . . . , ik]| = n+ µ1 + |µ′ − [i1, . . . , ik]| = n+ µ1.
Therefore λ = (n+ µ1, 0) and hence
Ph(T ∗uk . . . T
∗
u1q) = P
∑
i1>1,...,ik>1
Pµ+n[1]−[i1,...,ik]hPµ−[i1,...,ik]T
∗
uk
. . . Pµ−[i1]T
∗
u1q. (2.7)
We have hq =
∑
λ
Pλhq, where λ ≥ µ and the skew-partition λ− µ is a horizontal n-strip. Since λ′ ≥ µ′
satisfies |λ′| ≥ |µ′| ≥ k the condition (λ − [i1, . . . , ik])′ = 0 implies that all ij > 1 and in addition all
terms with |λ′| > k vanish. Assuming |λ′| = k it follows that λ′ = µ′ and hence λ = µ + n[1]. This
shows
PT ∗uk . . . T
∗
u1(hq) = P
∑
λ
T ∗uk . . . T
∗
u1Pλhq = PT
∗
uk . . . T
∗
u1Pµ+n[1]hq.
With (2.4),(2.5), (2.6) and (2.7), we obtain
PT ∗uk . . . T
∗
u1(hq) = P
∑
i1>1,...,ik>1
Pµ+n[1]−[i1,...,ik]T
∗
uk
. . . Pµ+n[1]−[i1]T
∗
u1Pµ+n[1]hq
= P
∑
i1>1,...,ik>1
Pµ+n[1]−[i1,...,ik]u
∂
k . . . Pµ+n[1]−[i1]u
∂
1Pµ+n[1]hq(
(µ− [i1, . . . , ik−1])ik + a2 (r − ik) + b
)
. . .
(
µi1 +
a
2 (r − i1) + b
)
= P
∑
i1>1,...,ik>1
Pµ+n[1]−[i1,...,ik]hPµ−[i1,...,ik]u
∂
k . . . Pµ−[i1]u
∂
1q(
(µ− [i1, . . . , ik−1])ik + a2 (r − ik) + b
)
. . .
(
µi1 +
a
2 (r − i1) + b
)
= P
∑
i1>1,...,ik>1
Pµ+n[1]−[i1,...,ik]hPµ−[i1,...,ik]T
∗
uk
. . . Pµ−[i1]T
∗
u1q = Ph(T
∗
uk
. . . T ∗u1q)
It follows that PT ∗p (hq) = Ph(T
∗
p q). Since h ∈ Pn,0(Z) is arbitrary, PT ∗p TqP = PTT∗p qP = ST∗p q. 
Applying Theorem (2.1) we obtain
Corollary 2.3. If deg p, deg q ≤ |λ′|, then PT ∗pAλTqP ∈ A.
For β ∈ Nr−1+ , consider the projections
P β :=
∑
m≥β1
Pm,β .
Then P 0 = P.
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Definition 2.4. Define a diagonal operator Λ on P(Z) by
Λpλ := λ1 pλ, ∀ pλ ∈ Pλ. (2.8)
Let Qj := ⊕λ1=jPλ(Z) be the eigenvector subspace (and denote the corresponding projection by the
same notation) for Λ with eigenvalue j. Then we have the orthogonal decomposition H2(S) = ⊕j∈NQj .
We call an operator T of finite propagation if there exists a positive number l such that
TQj ⊂
⊕
|i−j|≤l
Qi.
Lemma 2.5. Suppose the operator T has the finite propagation property. If TΛ2 is bounded, then Λ2T
and T ∗Λ2 are also bounded.
Proof. By assumption, we have that T = ⊕−l≤i≤lTi for some number l, where
Ti = ⊕jQj+iTQj
is an operator of degree i. By grading, one sees that each Λ2Ti is bounded iff there exists a constant Ci
such that ‖Tip‖ ≤ Ci ‖p‖j2 for any index j and p ∈ Qj . Indeed, if such Ci exists, then for any p = ⊕jpj ,
‖Λ2Tip‖2 =
∑
j
‖(i+ j)Tipj‖2 ≤ C2i
∑
j
(i+ j)2‖pj‖2
j2
≤ C2i (1 + l)2‖p‖2.
Using the fact that TΛ2 is bounded, for each j and p ∈ Qj , we have
‖TΛ2p‖2 = j2‖
∑
−l≤i≤l
Tip‖2 = j2
∑
−l≤i≤l
‖Tip‖2 ≥ j2‖Tip‖2
for each i. It follows that each Λ2Ti is bounded. Therefore Λ
2T =
∑
−l≤i≤l
Λ2Ti is bounded. This implies
that T ∗Λ2 is bounded. 
Let C denote the ∗-algebra generated by Tp with polynomial symbol p, and 1Λ+t together with all
projections P β , where β ∈ Nr−1+ is arbitrary. Define
B := {B ∈ C : BΛ2 bounded},
BΛ := A(Λ + 1)−1 + B = {A(Λ + 1)−1 +B : A ∈ A, B ∈ B}.
It is easy to check that operators in C have the finite propagation property. Therefore Lemma (2.5)
implies that B and BΛ are invariant under taking adjoints.
Lemma 2.6. B is an ideal in C. Moreover,
[C, (Λ + t)−1] ⊂ B.
Proof. For the first assertion it suffices to show that BTu ∈ B whenever B ∈ B. Define a bounded
operator Ru by Rup = Pm+1,βTup for p ∈ Pm,β(Z). Then
(Λ2Tu − TuΛ2)p =
r∑
i=1
(Λ2 −m2)P(m,β)+[i]Tup = ((m+ 1)2 −m2)Pm+1,βTup = (2Λ− 1)Rup.
Therefore BTuΛ
2 = BΛ2Tu − B(2Λ − 1)Ru is bounded. Thus BTu ∈ B. For the second assertion it
suffices to show that [Tu, (Λ + t)
−1] ∈ B. With the previous notation, we have
[Tu, (Λ + t)
−1]Λ2p = m2(Tu(Λ + t)
−1 − (Λ + t)−1Tu)p = m2
r∑
i=1
(
1
m+ t
− 1
Λ + t
)
P(m,β)+[i]Tup
= m2
(
1
m+ t
− 1
m+ 1 + t
)
Pm+1,βTup = Ru
Λ2
(Λ + t)(Λ + 1 + t)
p.
Therefore [Tu, (Λ + t)
−1]Λ2 is bounded. 
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Lemma 2.7. BΛ is a (non-unital) ∗-algebra and an A-bimodule, i.e.,
ABΛ + BΛA ⊂ BΛ
.
Proof. We only show that BΛA ⊂ BΛ. Indeed, for A ∈ A, B ∈ B, and u ∈ Z, we have
(A(Λ + 1)−1 +B)Su −ASu(Λ + 1)−1 = BSu +A[(Λ + 1)−1, Su] = BSu −ASu(Λ + 1)−1(Λ + 2)−1 ∈ B.
Since ASu ∈ A, it follows that A(Λ + 1)−1 +B ∈ BΛ. 
Proposition 2.8. For λ ∈ Nr+ let p, q ∈ P(Z) satisfy deg(p), deg(q) ≤ |λ′|. Then
PT ∗pP
λ′TqP ∈ A+ BΛ.
Proof. The K-invariant operator Pλ
′
AλPλ
′
is diagonal, and Proposition (1.6) implies that
Pλ
′
AλPλ
′
=
cλΛ + c˜λ
Λ + 1
Pλ
′
+B,
where B ∈ B and cλ > 0. It follows that
Pλ
′
= Pλ
′
AλPλ
′ Λ + 1
cλΛ + c˜λ
+B′
with B′ ∈ B. If β ∈ Nr−1+ satisfies |β| ≤ |λ′| and AλP β is non-zero, then β ≥ λ′ by Lemma (1.5). This
is only possible if β = λ′. Therefore
PT ∗pA
λTqP =
∑
|β|≤|λ′|
PT ∗pP
βAλP βTqP = PT
∗
pP
λ′AλPλ
′
TqP.
Since B is an ideal in C and
[
Λ+1
cλΛ+c˜λ
, TqP
]
∈ B we obtain
PT ∗pP
λ′TqP = PT
∗
pP
λ′AλPλ
′ Λ + 1
cλΛ + c˜λ
TqP + PT
∗
pB
′TqP
= PT ∗pP
λ′AλPλ
′
TqP
Λ + 1
cλΛ + c˜λ
+ PT ∗pP
λ′AλPλ
′
[
Λ + 1
cλΛ + c˜λ
, TqP
]
+ PT ∗pB
′TqP
= PT ∗pA
λTqP
Λ + 1
cλΛ + c˜λ
+B′′,
where B′′ ∈ B. Since PT ∗pAλTqP ∈ A by Corollary (2.3), the assertion follows. 
Proposition 2.9. [A,A] ⊂ BΛ.
Proof. In view of Lemma (2.7) it suffices to show that [S∗u, Sv] ∈ BΛ. We may suppose that Z has rank
r > 1. By definition, Sv = PTvP = TvP−P 1TvP. Note SvPm,0(Z) ⊂ Pm+1,0(Z) and a2 (r−1)+b = ρ−1.
Applying (1.9) it follows that
(m+ ρ)S∗uSvPm = (m+ ρ)T
∗
uSvPm = u
∂(SvPm) = u
∂(TvPm − P 1TvPm)
= (u|v)Pm + Tvu∂Pm − u∂P 1TvPm
= (u|v)Pm + (m+ ρ− 1)TvS∗uPm − u∂P 1TvPm
= (u|v)Pm + (m+ ρ− 1)SvS∗uPm − Pu∂P 1TvPm.
Thus S∗uSv(Λ + ρ) = (u|v)P + SvS∗u(Λ + ρ− 1)− Pu∂P 1TvP and hence
[S∗u, Sv](Λ + ρ) = (u|v)P + SvS∗u((Λ + ρ− 1)− (Λ + ρ))− Pu∂P 1TvP = (u|v)P − SvS∗u − Pu∂P 1TvP.
By (1.9) we have
Pu∂P 1TvP =
∑
m
Pu∂P 1TvPm =
∑
m
Pmu
∂Pm,1TvPm = (1 +
a
2
(r − 2) + b)
∑
m
PmT
∗
uPm,1TvPm
= (1 +
a
2
(r − 2) + b)
∑
m
PT ∗uP
1TvPm = (1 +
a
2
(r − 2) + b)PT ∗uP 1TvP.
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Thus Proposition (2.8) implies that Pu∂P 1TvP ∈ A+ BΛ, and the assertion follows. 
Lemma 2.10. A ⊂
{∑
i
SpiS
∗
qi +B : pi, qi ∈ P(Z), B ∈ BΛ
}
.
Proof. Since the latter set contains Su, S
∗
v , it suffices to show that it is invariant under multiplication by
Su, S
∗
v . By Proposition (2.9) we have [S
∗
u, Sp] ∈ BΛ and [S∗q , Sv] ∈ BΛ. With Lemma (2.7), the assertion
follows. 
The following technical lemma will be used in the next section.
Lemma 2.11. Let T ∈ A+ BΛ. Then
{
(Nm1 |TN
m
1 )S
‖Nm
1
‖2
S
}
m
∈ S.
Proof. By Lemma (1.4), we have
S∗Nk
1
Nm1 =
(m+ 1)∗k
(m+ ρ)∗k
Nm−k1
for 0 ≤ k ≤ m, S∗
Nk
1
Nm1 = 0 for k > m and S
∗
vN
m
1 = 0 for all v ∈ Z⊥1 . Thus for any p, q ∈ P(Z) there
exist constants ck(p, q), for 0 ≤ k ≤M(p, q) := min(deg p, deg q), such that
(S∗pN
m
1 |S∗qNm1 )S =
M(p,q)∑
k=0
ck(p, q)‖S∗Nk
1
Nm1 ‖2S =
M(p,q)∑
k=0
ck(p, q)‖ (m+ 1)
∗
k
(m+ ρ)∗k
Nm−k1 ‖2S
for all m ≥M(p, q). Since T ∈ A+ BΛ, Lemma (2.10) implies that
T =
∑
i
SpiS
∗
qi +B0
for some polynomials pi, qi and B0 = A1(Λ + 1)
−1 + B1 ∈ BΛ with A1 ∈ A, B1 ∈ B. Using Lemma
(2.10) for A1 again, there exist polynomials φj , ψj and B2 ∈ BΛ such that
T =
∑
i
SpiS
∗
qi +
∑
j
SφjS
∗
ψj +B2
 (Λ + 1)−1 +B1 =∑
i
SpiS
∗
qi +
∑
j
SφjS
∗
ψj (Λ + 1)
−1 +B,
where B ∈ B. It follows that
(Nm1 |TNm1 )S − (Nm1 |BNm1 )S =
∑
i
(S∗piN
m
1 |S∗qiNm1 )S +
1
m+ 1
∑
j
(S∗φjN
m
1 |S∗ψjNm1 )S
=
∑
i
M(pi,qi)∑
k=0
ck(pi, qi) ‖ (m+ 1)
∗
k
(m+ ρ)∗k
Nm−k1 ‖2S +
1
m+ 1
∑
j
M(φj ,ψj)∑
k=0
ck(φj , ψj) ‖ (m+ 1)
∗
k
(m+ ρ)∗k
Nm−k1 ‖2S.
Since
BNm1 = (B(Λ + 1)
2)(Λ + 1)−2Nm1 =
B(Λ + 1)2Nm1
(m+ 1)2
the sequence {m2 (Nm1 |BNm1 )S
‖Nm
1
‖2S
} is bounded. Thus there exist finitely many sequences {ck(m)} ∈ S such
that
(Nm1 |TNm1 )S
‖Nm1 ‖2S
=
∑
k
ck(m)
‖Nm−k1 ‖2S
‖Nm1 ‖2S
.
This yields the desired result since
{
‖Nm−k
1
‖2S
‖Nm
1
‖2S
}
m
∈ S+ by Lemma (1.3). 
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3. First main theorem
Theorem 3.1. Let f ∈ P(Z × Z) be a real-analytic polynomial. Then Sf ∈ A+ BΛ.
The proof is based on a lengthy induction argument. We may assume that f = p q for some p, q ∈
P(Z). Let Ai,j denote the set of all operators PT ∗p TqP, where deg p ≤ i, deg q ≤ j. For a given k we
consider the following assumption
Ai,j ⊂ A+ BΛ whenever min(i, j) < k. (3.1)
We now proceed via a sequence of ’claims’ which are proved under this assumption.
Claim 3.2. The assumption (3.1) implies that for each partition λ with |λ| < k there exist constants
aλβ , b
λ
β such that
Aλ −
∑
β≤λ
aλβΛ + b
λ
β
Λ + 1
P β ∈ B. (3.2)
Proof. For β ≤ λ ≤ (m,β) we have Nm,β = Nβ1,βNm−β11 and hence
(Nm,β |AλNm,β)S
‖Nm,β‖2S
=
∑
i
‖PT ∗piNm,β‖2S
‖Nm,β‖2S
=
∑
i
‖PT ∗piTNβ1,βN
m−β1
1 ‖2S
‖Nm−β11 ‖2S
‖Nm−β11 ‖2S
‖Nm,β‖2S
.
Since deg(pi) = |λ| < k, (3.1) implies PT ∗piTNβ1,βP ∈ A + BΛ. By Lemma (2.11) and Lemma (1.3), we
have that
{
(Nm,β|A
λNm,β)S
‖Nm,β‖2S
}
m
∈ S. By (1.12) there is a sequence om, with m2 om bounded, such that
Aλ =
∑
β≤λ≤(m,β)
(Nm,β|AλNm,β)S
‖Nm,β‖2S
Pm,β =
∑
β≤λ≤(m,β)
(
aλβm+ b
λ
β
m+ 1
+ om
)
Pm,β =
∑
β≤λ
aλβΛ + b
λ
β
Λ + 1
P β +B,
where we set aλβ = b
λ
β = 0 if β  λ
′. Thus B − ∑
β≤λ≤(m,β)
om Pm,β has finite rank and hence B ∈ B. 
Claim 3.3. Under the assumption (3.1) there exist constants cβα, d
β
α such that
P β −
∑
α≤β
cβαΛ + d
β
α
Λ + 1
Aα ∈ B, ∀β ∈ Nr−1+ , |β| < k. (3.3)
Proof. We use induction on |β|. The case β = 0 is trivial. Assume (3.3) holds for all β with |β| < j < k.
Let β satisfy |β| = j. Then Claim (3.2) implies
Aβ =
aββΛ + b
β
β
Λ + 1
P β +
∑
α<β
aβαΛ + b
β
α
Λ + 1
Pα +Bβ , (3.4)
where Bβ ∈ B, and α < β means that α ≤ β and α 6= β. Now consider the diagonal operator∑
|λ|=j
Aλ =
∑
µ∈Nr
+
aµPµ.
If |λ| = j, then (Nm,β |AλNm,β)S is non-zero only if λ = β, since β ≤ λ and |β| = j = |λ|. Therefore
am,β Nm,β =
∑
|λ|=j
AλNm,β =
∑
|λ|=j
(Nm,β|AλNm,β)S
‖Nm,β‖2S
Nm,β =
(Nm,β|AβNm,β)S
‖Nm,β‖2S
Nm,β.
By [24, Theorem 1.6], there exists a constant c > 0 such that aµ ≥ c whenever µ2 + · · · + µr = j. For
µ = (m,β) this implies
(Nm,β|A
βNm,β)S
‖Nm,β‖2S
= am,β ≥ c and hence aββ = limm (Nm,β |A
βNm,β)S
‖Nm,β‖2S
≥ c > 0. For
any |α| < |β| = j, the induction hypothesis implies
Pα =
∑
γ≤α
cαγΛ + d
α
γ
Λ + 1
Aγ +Bα,
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where Bα ∈ B. Plugging into (3.4) we obtain
P β =
Λ+ 1
aββΛ + b
β
β
Aβ −∑
α<β
aβαΛ + b
β
α
aββΛ + b
β
β
∑
γ≤α
cαγΛ + d
α
γ
Λ + 1
Aγ +Bα
−Bβ
 .
It is easy to see that this expression has the desired form. 
Claim 3.4. The assumption (3.1) implies Ak,k ⊂ A+ BΛ.
Proof. Let deg p = deg q = k. Then
PT ∗p TqP =
∑
|β|≤k
PT ∗pP
βTqP.
If |β| = k then PT ∗pP βTqP ∈ A+BΛ by Proposition (2.8). If |β| = h < k and α ≤ β then (3.1) implies
PT ∗pA
αTqP ∈ Ak,hAh,k ⊂ A+ BΛ. It follows that
PT ∗pA
α c
β
αΛ + d
β
α
Λ + 1
TqP = PT
∗
pA
αTqP
cβαΛ + d
β
α
Λ + 1
+ PT ∗pA
α
[
cβαΛ + d
β
α
Λ + 1
, TqP
]
∈ A+ BΛ,
since
[
cβαΛ+d
β
α
Λ+1 , C
]
⊂ B and B is an ideal in C. Therefore Claim (3.3) implies PT ∗pP βTqP ∈ A+BΛ. 
Claim 3.5. Under the assumption (3.1), for T ∈ C and q ∈ P(Z) of degree i < k there exists B ∈ B
such that
PT [T ∗u , Tv]TqP = B +
∑
|β|≤i
∑
α≤β
∑
γ≤β
PTAα[T ∗u , Tv]A
γTqP
cβαc
β
γΛ + c
β
α(d
β
γ − cβγ) + (dβα − cβα)cβγ
Λ + 1
.
Proof. Since Ran(TqP ) ⊂
∑
|β|≤i
P β and [T ∗u , Tv] is a ’block-diagonal’ operator [24, Lemma 2.1] which
commutes with each P β, it suffices to consider PTP β[T ∗u , Tv]P
βTqP for β ∈ Nr−1+ satisfying |β| ≤ i.
By Claim (3.3) we have
PTP β[T ∗u , Tv]P
βTqP = PT
B1 +∑
α≤β
cβαΛ + d
β
α
Λ + 1
Aα
 [T ∗u , Tv]
B2 +∑
γ≤β
cβγΛ + d
β
γ
Λ + 1
Aγ
TqP,
where B1, B2 ∈ B. Since B ⊂ C is an ideal and C contains PT, [T ∗u , Tv], Aα, Aγ , TqP, the assertion
follows. 
Claim 3.6. The assumption (3.1) implies
PT ∗φ [T
∗
u , Tv]TψP ∈ A+ BΛ (3.5)
whenever degφ, degψ < k.
Proof. We prove (3.5) by induction on h = max(deg φ, degψ) < k. For h = 0, we have
P [T ∗u , Tv]P = PT
∗
uTvP − PTvPT ∗uP,
where PT ∗uTvP ∈ A1,1 ⊂ A + BΛ by Claim (3.4), and PTvPT ∗uP ∈ A. For the induction step, let φ, ψ
be polynomials with degφ ≤ h = degψ < k, and we may assume that (3.5) holds in the case of the
maximal degree less than h. Then
PT ∗φ [T
∗
u , Tv]TψP = PT
∗
φ ([T
∗
u , Tvψ]− Tv[T ∗u , Tψ])P = PT ∗φuTvψP − PT ∗φTvψPT ∗uP − PT ∗φTv[T ∗u , Tψ]P.
By the assumption (3.1), we have PT ∗φTvψP ∈ Ah,h+1 ⊂ A+BΛ, and using Claim (3.4) also PT ∗φuTvψP ∈
Ah+1,h+1 ⊂ A+ BΛ. For the third term we may assume that ψ = vh−1 · · · v0 for some linear functions
vi. Then
PT ∗φTv[T
∗
u , Tψ]P =
h−1∑
i=0
PT ∗φTv·vh−1···vi+1 [T
∗
u , Tvi ]Tvi−1···v0P.
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If p, q, ξ, η are polynomials of degree ≤ i < h we have
PT ∗φTv·vh−1···vi+1TpPT
∗
q [T
∗
u , Tvi ]TξPT
∗
η Tvi−1···v0P ∈ A+ BΛ,
since (3.1) implies that A + BΛ contains PT ∗φTv·vh−1···vi+1TpP ∈ Ah,h and PT ∗η Tvi−1···v0P ∈ Ai,i, and
the induction hypothesis implies PT ∗q [T
∗
u , Tvi ]TξP ∈ A+ BΛ. Thus
PT ∗φTv·vh−1···vi+1A
α[T ∗u , Tvi ]A
ρTvi−1···v0P ⊂ A+ BΛ,
whenever |α| ≤ i and |ρ| ≤ i. Now the assertion follows from Claim (3.5) 
The proof of Theorem (3.1) can now be completed as follows. Since A∗m,n = An,m, it suffices to
show that
Ak :=
∑
ℓ≥k
Aℓ,k ⊂ A+ BΛ. (3.6)
We prove (3.6) by induction over k ≥ 0. The case k = 0 is trivial. For the induction step, let k > 0 and
suppose that Ah ⊂ A+ BΛ whenever h < k. This is precisely the assumption (3.1). We prove that
Aℓ,k ⊂ A+ BΛ (3.7)
by induction over ℓ ≥ k. By Claim (3.4) we have Ak,k ⊂ A + BΛ. For the induction step assume that
Aℓ,k ⊂ A+BΛ for some ℓ ≥ k. Passing to ℓ+1, consider polynomials φ, ψ with degφ ≤ ℓ and degψ = k.
Then we have for any linear function u
PT ∗φ·uTψP = PT
∗
φT
∗
uTψP = PT
∗
φTψPT
∗
uP + PT
∗
φ [T
∗
u , Tψ]P.
By the induction hypothesis we have PT ∗φTψP ∈ Aℓ,k ⊂ A+ BΛ. For the second term, we may assume
that ψ = vk−1 · · · v0 for some linear functions vi. Then
PT ∗φ [T
∗
u , Tψ]P =
k−1∑
i=0
PT ∗φTvk−1···vi+1 [T
∗
u , Tvi ]Tvi−1···v0P.
If p, q, ξ, η are polynomials of degree ≤ i < k we have
PT ∗φTvk−1···vi+1TpPT
∗
q [T
∗
u , Tvi ]TξPT
∗
η Tvi−1···v0P ∈ A+ BΛ,
since the assumption (3.1) implies thatA+BΛ contains PT ∗φTvk−1···vi+1TpP ∈ Aℓ,k−1 and PT ∗η Tvi−1···v0P ∈
Ai,i, and Claim (3.6) implies PT ∗q [T ∗u , Tvi ]TξP ∈ A+ BΛ. Thus
PT ∗φTvk−1···vi+1A
α[T ∗u , Tvi ]A
γTvi−1···v0P ∈ A+ BΛ,
whenever |α| ≤ i and |γ| ≤ i. With Claim (3.5), it follows that PT ∗φ [T ∗u , Tψ]P ∈ A + BΛ. Therefore
Aℓ+1,k ⊂ A+ BΛ, completing the induction proof of (3.6).
4. Smooth extension and Dixmier trace
Let K denote the compact operators. By definition [6] we have
Ln,∞ := {T ∈ K : µj(T ) = O(j−1/n)}
for n > 1, and
L1,∞ := {T ∈ K :
j∑
i=1
µi(T ) = O(log j)}.
Here µ1(T ) ≥ µ2(T ) ≥ · · · are the singular values of T. We will apply these concepts to the Hilbert
space H21 (S). Using the invariants a, b we put
n := 1 + a(r − 1) + b.
Note that n is not the dimension d = r(1 + a2 (r− 1)+ b) of the underlying domain D, unless r = 1. We
will give a geometric interpretation below.
Lemma 4.1. Consider Λ as an unbounded operator on H21 (S). Then (Λ + 1)
−1 ∈ Ln,∞.
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Proof. For any partition λ it follows from [23, Lemma 2.7 and Lemma 2.6] that
dimPλ(Z) = (ρ)λ
(ρ− b)λ
∏
1≤i<j≤r
λi − λj + a2 (j − i)
a
2 (j − i)
· (λi − λj + 1 +
a
2 (j − i− 1))a−1
(1 + a2 (j − i− 1))a−1
. (4.1)
Specializing (4.1) to m = (m, 0, . . . , 0) we obtain
dimPm(Z) =
(m+ 1+ a2 (r − 1))b
(1 + a2 (r − 1))b
r∏
j=2
m+ a2 (j − 1)
a
2 (j − 1)
· (m+ 1 +
a
2 (j − 2))a−1
(1 + a2 (j − 2))a−1
for m ≥ b. It follows that asymptotically, we have
dimPm(Z) ∼ c ·mb+a(r−1) = c ·mn−1
for some constant c > 0 independent ofm. Since (Λ+1)−1 has the eigenvalues 1/(1+m), with eigenspace
Pm(Z), this estimate implies that the partial sum
Sj((Λ + 1)
−1) =
j∑
i=0
µi((Λ + 1)
−1) ∼ j1−1/n,
where µi(T ) is the i-th eigenvalue of T. This implies the assertion since, for n > 1, T ∈ Ln,∞ iff
{j(1/n−1)Sj(T ) : j ≥ 1} is a bounded sequence [6]. 
Theorem 4.2. Let f, g ∈ P(Z × Z) be real-analytic polynomials. Then [Sf , Sg] ∈ Ln,∞.
Proof. Let A ∈ A, B ∈ B. Then Lemma (4.1) implies A(Λ + 1)−1 + B ∈ Ln,∞ since A + B(Λ + 1) is
bounded. It follows that BΛ ⊂ Ln,∞. Since [A,A] ⊂ BΛ by Proposition (2.9) and BΛ is an A-bimodule
we obtain
[A+ BΛ,A+ BΛ] ⊂ BΛ.
Since Sf , Sg ∈ A+ BΛ by Theorem (3.1), the assertion follows. 
It is well known [6] that Ti ∈ Lpi,∞ and
n∑
i=1
1
pi
= 1 implies T = T1 · · ·Tn ∈ L1,∞. Hence Theorem
(4.2) implies
Corollary 4.3. Let f1, g1, . . . fn, gn ∈ P(Z × Z) be real-analytic polynomials. Then
[Sf1 , Sg1 ] · · · [Sfn , Sgn ] ∈ L1,∞. (4.2)
The trace class L1 is a proper subspace of L1,∞. For T ∈ L1,∞ the Dixmier trace, denoted by
trω(T ), depends a priori on a choice of positive functional ω on l
∞(N) vanishing on c0(N). For the
so-called measurable operators T the value trω(T ) is independent of ω. More precisely, for a positive
operator T,
trω(T ) = lim
j→∞
1
log j
j∑
i=1
µi(T )
whenever the limit exists. It also satisfies the tracial property
trω(TS) = trω(ST )
and trω(T ) = 0 if T ∈ L1. We refer the reader to [6] for more details.
In order to determine the Dixmier trace of the operators (4.2) we consider the algebraic variety
Z•1 := {z ∈ Z : rank(z) ≤ 1},
which has (complex) dimension dimZ•1 = 1+ a(r − 1) + b = n, and is singular only at the origin.
Proposition 4.4. Consider the polynomial ideal I(Z•1 ) ⊂ P(Z) vanishing on Z•1 . Then the sub-Hardy
space H21 (S) can be identified with the Hilbert quotient module
H21 (S) = H
2(S)/I(Z•1 ) ≈ I(Z•1 )
⊥
.
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Proof. It suffices to show that I(Z•1 ) coincides with the ideal
J =
⊕
λ2>0
Pλ(Z) ⊂ P(Z).
For z ∈ Z•1 , we have Nℓ(z) = 0 for ℓ ≥ 2 since rank(z) ≤ 1. This implies that J ⊂ I(Z•1 ). By Schur
orthogonality the orthogonal projection Pλ is given by
1
dλ
Pλ f =
∑
α
∫
K
dk (φα|k · φα) (k−1 · f)
for all f ∈ P(Z), where φα ∈ Pλ(Z) is an orthonormal basis. It follows that the K-invariant ideal I(Z•1 )
is invariant under all Pλ. Now suppose there exists f ∈ I(Z•1 ) \ J . Then f = f ′ + f ′′, where f ′′ ∈ J
and f ′ ∈ J⊥ = ⊕m Pm(Z) is non-zero. Since J ⊂ I(Z•1 ) we may assume f = f ′. By the above, we
may assume that f ∈ Pm(Z) for some m ≥ 0. By irreducibiliy, it follows that Pm(Z) ⊂ I(Z•1 ), which
is a contradiction since Nm1 /∈ I(Z•1 ). 
The unit ball D ∩ Z•1 of Z•1 is a strictly pseudo-convex domain (singular at the origin), with
a K-homogeneous smooth boundary S1 = {c : {cc∗c} = c, rank(c) = 1} consisting of all minimal
tripotents. Denote by L2(S1) the L
2-space with respect to the K-invariant measure. The Hardy space
H2(S1) is the closure of the algebra P(Z) of all polynomials on Z, restricted to S1. Since Nℓ|S1 = 0 for
each ℓ ≥ 2, it follows that
H2(S1) =
∑
m≥0
P∼m(Z),
where f˜ = f |S1 denotes the restriction.
Lemma 4.5. Let p, q ∈ Pm(Z). Then
(p|q)S = (ra/2)m
(a/2)m
(p˜|q˜)S1 .
Hence the transformation U : H21 (S)→ H2(S1), defined by
Up :=
√
(ra/2)m
(a/2)m
p˜ ∀ p ∈ Pm(Z),
is unitary.
Proof. Let X be the self-adjoint part of the Peirce 2-space Z2e of full rank r [14]. For any partition
λ ∈ Nr+, the associated spherical polynomial φλ on X ⊂ Z, normalized by φλ(e) = 1 [14], is given
by
Eλ(t, e)
dλ
=
φλ(t)
(d/r)λ
for all t ∈ X , where dλ := dim Pλ(Z) and Eλ(z, w) is the Fischer-Fock reproducing kernel for Pλ(Z).
Now suppose λ ∈ Nℓ+. Then [2, Proposition 3.7] implies
φλ(e1 + . . .+ eℓ) =
(ℓa/2)λ
(ra/2)λ
and hence
φλ(t) =
(ℓa/2)λ
(ra/2)λ
φλℓ (t)
for all t ∈ Xℓ ⊂ X , where φλℓ is the spherical polynomial for the self-adjoint partXℓ of the Peirce 2-space
Z2e1+...eℓ . Let Ωℓ ⊂ Xℓ be the strictly positive cone, and let t ∈ Ωℓ be fixed. By Schur orthogonality [7,
Theorem 14.3.3], we have∫
K
dk Eλ(z, k
√
t)Eµ(k
√
t, w) =
δλ,µ
dλ
Eλ(k
√
t, k
√
t) Eλ(z, w)
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=
δλ,µ
(d/r)λ
φλ(t) Eλ(z, w) = δλ,µ
(d/r)λ
(ℓa/2)λ
(ra/2)λ
φλℓ (t)Eλ(z, w).
for all λ, µ ∈ Nℓ+ and z, w ∈ Z. Applying this identity to ℓ = r, t = e and ℓ = 1, t = e1, resp., the
assertion follows. 
Define Λ˜p˜ = mp˜ for p ∈ Pm(Z). Then Lemma (4.1) gives
1
1 + Λ˜
∈ Ln,∞.
Let T˜ f denote the Toeplitz operators H
2(S1). Then T˜uΛ˜ = (Λ˜− 1)T˜u and T˜ ∗uΛ˜ = (Λ˜ + 1)T˜
∗
u.
Proposition 4.6. Let u, v ∈ Z. Then USuU∗ − T˜u ∈ Ln,∞ and
U [Su, S
∗
v ]U
∗ − [T˜u, T˜ ∗v] ∈ Ln/2,∞.
Proof. For each p ∈ Pm(Z) we have
USuU
∗p˜ = U∗PTu
(√
(a/2)m
(ra/2)m
p
)
=
√
(a/2)m
(ra/2)m
U∗P (up)
=
√
(a/2)m
(ra/2)m
√
(ra/2)m+1
(a/2)m+1
P˜ (up) =
√
ra/2 +m
a/2 +m
u˜p˜ = T˜u
√
Λ˜ + ra/2
Λ˜ + a/2
p˜.
Thus we have USuU
∗ = T˜u
√
Λ˜+ra/2
Λ˜+a/2
. This implies the first assertion. For the second assertion
U [Su, S
∗
v ]U
∗ =
[
T˜u
√
Λ˜ + ra/2
Λ˜ + a/2
,
√
Λ˜ + ra/2
Λ˜ + a/2
T˜
∗
v
]
= T˜u
Λ˜ + ra/2
Λ˜ + a/2
T˜
∗
v −
√
Λ˜ + ra/2
Λ˜ + a/2
T˜
∗
vT˜u
√
Λ˜ + ra/2
Λ˜ + a/2
=
Λ˜ + ra/2− 1
Λ˜ + a/2− 1 T˜uT˜
∗
v −
Λ˜ + ra/2
Λ˜ + a/2
T˜
∗
vT˜u =
Λ˜ + ra/2
Λ˜ + a/2
[T˜u, T˜
∗
v] +
[
Λ˜ + ra/2− 1
Λ˜ + a/2− 1 −
Λ˜ + ra/2
Λ˜ + a/2
]
T˜uT˜
∗
v.
Therefore
U [Su, S
∗
v ]U
∗ − [T˜u, T˜ ∗v] =
(
Λ˜ + ra/2
Λ˜ + a/2
− 1
)
[T˜u, T˜
∗
v] +
(
Λ˜ + ra/2− 1
Λ˜ + a/2− 1 −
Λ˜ + ra/2
Λ˜ + a/2
)
T˜uT˜
∗
v
=
(r − 1)a/2
Λ˜ + a/2
[T˜u, T˜
∗
v] +
(r − 1)a/2
(Λ˜ + a/2− 1)(Λ˜ + a/2) T˜uT˜
∗
v ∈ Ln/2,∞
since [T˜ u, T˜
∗
v] (cf. [11]) and (Λ˜ + a/2)
−1 belong to Ln,∞. 
To consider general symbols, we need the following algebraic lemma.
Lemma 4.7. Suppose that the given operators Ai, A˜j satisfy that Ai− A˜i, [Ai, Aj ], [A˜i, A˜j ] ∈ Ln,∞ and
[Ai, Aj ]− [A˜i, A˜j ] ∈ Ln/2,∞ for 1 ≤ i, j ≤ 4. Then
[A1A2, A3A4]− [A˜1A˜2, A˜3A˜4] ∈ Ln/2,∞.
Corollary 4.8. For polynomials p, q, φ, ψ, we have
U [S∗pSq, S
∗
φSψ]U
∗ − [T˜ pq, T˜φψ] ∈ Ln/2,∞.
Proof. Apply Lemma (4.7) and Proposition (4.6). 
Every f ∈ C∞(S) has a Poisson integral extension fˆ ∈ C∞(D), which is harmonic in the sense
that it is annihilated by the so-called Hua operators [17, 21]. For any non-zero tripotent c ∈ Sk there
exists a continuous extension, again denoted by fˆ , onto the boundary component c+Dc. This extension
is given by
fˆ(c+ ζ) = f∧c (ζ)
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for all ζ ∈ D0c , where f∧c denotes the Poisson extension, relative to the Shilov boundary Sc of Dc, for
the restricted smooth function
fc(ζ) := f(c+ ζ), ζ ∈ Sc.
Setting ζ = 0 the Poisson extension fˆ is well-defined on Sk.
Lemma 4.9. For all c ∈ Sk we have
p̂q(c) = (pc|qc)Sc .
Proof. Let h(z) = p̂q(z) be the Poisson extension of p(s)q(s). For all ζ ∈ Sc, we have c + ζ ∈ S and
hence
hc(ζ) = h(c+ ζ) = p(c+ ζ)q(c+ ζ) = pc(ζ)qc(ζ)
Since hc(ζ) is harmonic, the mean value property applied to the Peirce 0-space Zc yields
h(c) = hc(0) = h
∧
c (0) =
∫
Sc
dζ hc(ζ) =
∫
Sc
dζ pc(ζ)qc(ζ) = (pc|qc)Sc .

Proposition 4.10. For polynomials f ∈ P(Z × Z) we have USfU∗ − T˜ fˆ ∈ Ln,∞ and
U [S∗f , Sf ]U
∗ − [T˜ ∗fˆ , T˜ fˆ ] ∈ Ln/2,∞.
Here fˆ is the Poisson extension restricted to S1.
Proof. Without loss of generality we may suppose that f = pq for p, q ∈ P(Z). By Theorem (3.1),
Proposition (2.9) and Lemma (2.10), there exist B ∈ BΛ and finitely many pi, qi ∈ P(Z) such that
Sf = PT
∗
p TqP = B +
∑
i
S∗piSqi .
By the definition of BΛ, Proposition (2.9) and Lemma (4.1), we have Sf −
∑
i
S∗piSqi ∈ Ln,∞ and
[S∗f , Sf ] −
[∑
i
S∗qiSpi ,
∑
i
S∗piSqi
]
∈ Ln/2,∞. For any c ∈ S1, the symbol map in [24, Theorem 3.12] is
given by
(σ1Sf )(c) = (1c ⊗ 1c)T ∗pcTqc(1c ⊗ 1c) = (pc|qc)Sc(1c ⊗ 1c),
and
σ1
(∑
i
S∗piSqi
)
(c) =
∑
i
pi(c)qi(c)(1c ⊗ 1c).
With Lemma (4.9) it follows that
fˆ |S1 =
∑
i
piqi.
Since US∗piSqiU
∗ = B˜ + T˜
∗
pi T˜ qi = B˜ + T˜ piqi , it follows that
USfU
∗ = T˜∑
i
piqi
+B = T˜ fˆ +B
for B ∈ Ln,∞. Therefore USfU∗ − T˜ fˆ = USfU∗ −
∑
i
T˜ piqi ∈ Ln,∞ and
U
[
S∗f , Sf
]
U∗ −
[
T˜
∗
fˆ , T˜ fˆ
]
= U
([
S∗f , Sf
]− [∑
i
S∗qiSpi ,
∑
i
S∗piSqi
])
U∗ −
(
U
[∑
i
S∗qiSpi ,
∑
i
S∗piSqi
]
U∗ −
[
T˜
∗
fˆ , T˜ fˆ
])
∈ Ln/2,∞.

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The explicit computation of the Dixmier trace uses the results of [11] on strictly pseudo-convex
domains. Let Σ = {z ∈ Z : rank(z) = 1}. Then S1 ⊂ Σ has the defining function r(z) = (z|z) − 1.
Therefore the contact 1-form η = (∂r − ∂r)/(2i) on S1 [11, Section 2.1] is given by
ηcw =
(w|c)− (c|w)
2i
for all c ∈ S1 and w ∈ Tc(Σ) ⊂ Z. It follows that
(dη)c(w1, w2) =
(w1|w2)− (w2|w1)
i
.
Since Tc(Σ) = Z
2
c ⊕ Z1c = C c ⊕ Z1c we may write w = iα c + v, with α ∈ C and v ∈ Z1c . Then
ηc(iα c + v) = α. It follows that Ker(ηc) = Z
1
c and the Reeb vector field E⊥ [11, p. 614] is given by
c 7→ ic. Restricted to the tangent space Tc(S1) = iR c⊕Z1c , the 2-form dη has the radical iR c = RE⊥
and is non-degenerate on Ker(ηc). Every ψ ∈ C∞(S1) defines a vector field Zψ ∈ Ker(η) such that
dη(X,Zψ) = X ψ
for all vector fields X ∈ Ker(η). For φ, ψ ∈ C∞(S1) we obtain the boundary Poisson bracket
{φ, ψ}♭ = dη(Zφ, Zψ) = Zφ ψ.
Theorem 4.11. Let fj , gj ∈ P(Z × Z). Then
trω [Sf1 , Sg1 ] · · · [Sfn , Sgn ] = C
∫
S1
ds
n∏
j=1
{fˆ j , gˆj}♭,
where ds is the normalized K-invariant measure, fˆ is the Poisson extension of f and {φ, ψ}♭ denotes
the boundary Poisson bracket. The constant
C =
1
(2πi)n
∫
S1
η ∧ (dη)
n−1
n!
will be computed in the following Proposition (4.12).
Proof. In general, if T1 ∈ Ln/2,∞ and T2, . . . , Tn ∈ Ln,∞ then T1T2 · · ·Tn ∈ L1 since Lk,∞ ⊂ Lk+ǫ for
any ǫ > 0. By Proposition (4.10) it follows that U [Sf1 , Sg1 ] · · · [Sfn , Sgn ]U∗ − T ∈ L1, where
T := [T˜ fˆ1
, T˜ gˆ1 ] · · · [T˜ fˆn , T˜ gˆn ]
is a generalized Toeplitz operator on H2(S1) of order −n. Applying [11, Theorem 3] it follows that
Trω[Sf1 , Sg1 ] · · · [Sfn , Sgn ] = Trω(T ) =
1
(2π)n
∫
S1
η ∧ (dη)
n−1
n!
σ−n(T )(x, ηx),
where η is the contact form. By [11, Section 4], T has the symbol
σ−n(T ) =
n∏
j=1
σ−1[T˜ fˆj
, T˜ gˆj ] =
n∏
j=1
1
i
{σ0T˜ fˆj , σ0T˜ gˆj}Σ =
n∏
j=1
1
i
{fˆ (0)j , gˆ(0)j }Σ
in terms of the Poisson bracket of Σ. Here φ(0)(t c) = φ(c) denotes the 0-homogeneous extension of
φ ∈ C∞(S1). Now the assertion follows, since by [11, Corollary 8] we have for t = 1
1
i
{φ(0), ψ(0)}Σ = Zφψ = {φ, ψ}♭.

Let V = Z1e1 be the Peirce 1-space for the minimal tripotent e1. If a 6= 2 or r = 1, then V is an
irreducible hermitian Jordan triple. If a = 2 and r > 1 then Z = Cr×(r+b) and V = C(r−1)×1 ⊕
C1×(r+b−1) is a direct sum of two hermitian Jordan triples of rank 1. For any irreducible hermitian
Jordan triple V let ΓV denote the Gindikin Γ-function for the radial cone ΩV ⊂ V [14]. Let rV , dV , pV
denote the rank, dimension and genus of V, resp.
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Proposition 4.12. If a 6= 2 or r = 1, we have
1
(2π)n
∫
S1
η ∧ (dη)
n−1
(n− 1)! =
ΓV (pV − n−1rV )
ΓV (pV )
;
If a = 2 we have
1
(2π)n
∫
S1
η ∧ (dη)
n−1
(n− 1)! =
1
Γ(r) Γ(r + b)
.
In the rank r = 1 case, where Z = Cd and S1 = S
2n−1, we have n = d = 1+ b and both formulas imply
1
(2π)n
∫
S1
η ∧ (dη)n−1 = 1.
Proof. Any irreducible hermitian Jordan triple V has a ’quasi-determinant’ function ∆V (u, v) such that
the invariant measure on its conformal compactification M, containing V as an open dense subset of
full measure, is a multiple of ∆V (v,−v)−pV dλ(v), where dλ(v) is Lebesgue measure for the normalized
inner product. Moreover, by [13] we have the polar integration formula∫
V
dλ(z)
πdV
∆(z,−z)−pV = ΓV (pV −
dV
rV
)
ΓV (pV )
. (4.3)
LetM denote the compact complex manifold of all Peirce 2-spaces U ⊂ Z of rank 1. There is a canonical
map
π : Σ→M
which maps z ∈ Σ onto its Peirce 2-space Z2z . In this way, Σ becomes a hermitian holomorphic line
bundle over M which can be identified with the tautological line bundle L = ⋃U∈M U. The subset
S1 ⊂ Σ corresponds to the circle bundle
⋃
U∈M SU , where SU ≈ S1 is the Shilov boundary of U ∈ M.
The holomorphic map π satisfies
ker(dcπ) = Z
2
c ,
since Z2c ⊂ ker(dcπ) and both spaces are 1-dimensional. Therefore dη vanishes on
Tc(S1) ∩ ker(dcπ) = iR · c.
As a consequence there exists a K-invariant 2-form Θ on M such that dη = π∗Θ. Now η, restricted to
SU , is the usual contact form on S
1 of volume 2π. It follows that
1
(2π)n
∫
S1
η ∧ (dη)
n−1
(n− 1)! =
1
(2π)n
∫
S1
η ∧ π
∗Θn−1
(n− 1)! =
1
(2π)n−1
∫
M
Θn−1
(n− 1)! .
In order to compute this integral, let V = Z1e1 . A local coordinate forM is given by the map σ := π ◦ τ :
V →M, where τ : V → Σ is defined by
τ(v) = e1 + v + {ve∗1v}.
The semi-simple part K ′ of K acts transitively on M, and induces a ’Moebius-type’ biholomorphic
action on V such that σ becomes K ′-equivariant. We have
τ∗dη = τ∗(π∗Θ) = σ∗Θ.
Since (d0τ)v = v at the origin 0 ∈ V , the pull-back τ∗(dη)|v(v1, v2) = (dη)τ(v)((dvτ)v1, (dvτ)v2) satisfies
σ∗Θ|0(v1, v2) = τ∗(dη)|0(v1, v2) = (v1|v2)− (v2|v1)
i
.
Using complex coordinates vj with respect to an orthonormal basis of V = T0(V ) this means
σ∗Θ|0 =
n−1∑
j=1
dvj ∧ dvj
i
.
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Now assume that a 6= 2 or r = 1. Then M is irreducible. Since Θ is invariant under K, it follows that
σ∗Θ is invariant under the Moebius action. Since dV = n− 1, we obtain for the volume form
σ∗Θn−1
(n− 1)! = C ·∆V (v,−v)
−pV dλ(v),
where C is a constant. Evaluating at 0 ∈ V and using
dλ(v) =
n−1∏
j=1
dvj ∧ dvj
2i
=
1
(n− 1)!
n−1∑
j=1
dvj ∧ dvj
2i
n−1 = 1
2n−1
(σ∗Θ|0)n−1
(n− 1)! . (4.4)
it follows that C = 2n−1. Since σ is a Zariski dense open embedding of full measure we obtain
1
(2π)n−1
∫
M
Θn−1
(n− 1)! =
1
(2π)n−1
∫
V
σ∗Θn−1
(n− 1)! =
C
2n−1
∫
V
dλ(v)
πn−1
∆V (v,−v)−pV =
ΓV (pV − n−1rV )
ΓV (pV )
by applying (4.3) to the irreducible hermitian Jordan triple V = Z1e1 . Now assume a = 2 and r > 1.
Then Z = Cr×(r+b) and M is reducible. More precisely,
Σ = {z ∈ Cr×(r+b) : rank(z) = 1} = {ξ1ξ2 : 0 6= ξ1 ∈ Cr×1, 0 6= ξ2 ∈ C1×(r+b)}.
Consider the associated projective spaces M1 = P(C
r×1) = {[ξ1] : 0 6= ξ1 ∈ Cr×1} ≈ Pr−1 and
M2 = P(C
1×(r+b)) = {[ξ2] : 0 6= ξ2 ∈ C1×(r+b)} ≈ Pr+b−1. Then M =M1×M2 is a direct product via
the identification ([ξ1], [ξ2]) 7→ Ran(ξ1ξ2). For i ∈ {1, 2}, the map πi : Σ → Mi given by ξ1ξ2 7→ [ξi] is
well-defined and the canonical map π : Σ→M1 ×M2 is a product
π(ξ1ξ2) = ([ξ1], [ξ2]) = (π1(ξ1ξ2), π2(ξ1ξ2)).
Now Θ = Θ1 ⊕Θ2 is the direct sum of K ′-invariant 2-forms Θi on Mi. Using the binomial theorem for
(commuting) 2-forms, the corresponding volume form is
Θn−1
(n− 1)! =
Θn11
n1!
∧ Θ
n2
2
n2!
for the dimensions n1 = r− 1, n2 = r+ b− 1 adding up to n1+n2 = 2(r− 1)+ b = n− 1. It follows that
1
(2π)n−1
∫
M
Θn−1
(n− 1)! =
1
(2π)n1
∫
M1
Θn11
n1!
1
(2π)n2
∫
M2
Θn22
n2!
.
In order to compute these integrals, put V1 := C
(r−1)×1 and V2 = C
1×(r+b−1). Then
V = Z1e1 = {
(
0 v2
v1 0
)
: vi ∈ Vi} ≈ V1 × V2.
The local coordinate σ(v1, v2) = (σ1(v1), σ2(v2)) is of product type, where σi(vi) := [1, vi]. In fact,
putting v =
(
0 v2
v1 0
)
∈ V, we obtain
τ(v) = e1 + v + {ve∗1v} =
(
1 v2
v1 v1v2
)
=
(
1
v1
) (
1 v2
)
and hence
σ(v) = π(τ(v)) = [
(
1
v1
)
], [
(
1 v2
)
].
The semi-simple partK ′ = SU(r)×SU(r+b) of K = S(U(r)×U(r+b)) acts transitively on each factor
Mi and induces a ’Moebius-type’ biholomorphic action on Vi such that σi becomesK
′-equivariant. Since
Θi is invariant under K
′, it follows that σ∗iΘi is invariant under this Moebius action. This implies for
the volume form
σ∗iΘ
ni
i
ni!
= Ci · (1 + (vi|vi))−1−ni dλi(vi),
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where Ci is a constant. Using the relation
dλi(vi) =
1
2ni
(σ∗iΘi|0)ni
ni!
analogous to (4.4), it follows that Ci = 2
ni . Since σi : Vi → Mi is a Zariski dense open embedding of
full measure we obtain
1
(2π)ni
∫
Mi
Θnii
ni!
=
1
(2π)ni
∫
Vi
σ∗iΘ
ni
i
ni!
=
Ci
2ni
∫
Vi
dλi(vi)
πni
(1 + (vi|vi)−1−ni = Γ(1)
Γ(1 + ni)
=
1
ni!
by applying (4.3) to the irreducible hermitian Jordan triple Vi. 
Finally, let us mention a relation involving numerical invariants of the domain D and V = Z1e1 , which
would make the formulas more tractable.
Lemma 4.13. Suppose that a 6= 2. Then the rank rV and the genus pV of V = Z1e1 satisfy the relation
rV pV = ra+ b.
As a consequence, the Γ-function quotient in Proposition (4.12) can also be expressed as
ΓV (pV − n−1rV )
ΓV (pV )
=
ΓV (
a
rV
)
ΓV (
ra+b
rV
)
.
Proof. We use the classification of hermitan Jordan triples [19, 20]. For a = 2, we obtain the Jordan
triples Z = Cr×(r+b) of type (I), for which the relation does not hold. The other cases are listed in the
following table
type Z rank a b V rV pV
(II) C(2r+ǫ)×(2r+ǫ)asym r 4 2ǫ C
2×(2(r−1)+ǫ) 2 2r + ǫ
(III) Cr×rsymm r 1 0 C
r−1 1 r
(IV) Cdspin 2 d-2 0 C
d−2
spin 2 d-2
(V) O1×2
C
2 6 4 C5×5asym 2 8
(VI) H3(O)⊗C 3 8 0 O1×2C 2 12

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