In this paper it is shown how to adapt an existing package (VODE) for solving systems of ordinary di erential equations on serial computers to distributed memory parallel computers. The approach taken is based on waveform relaxation in which the problem is decomposed into a sequence of subproblems and which are then solved independently using VODE on each processor. Communication between subtasks is provided by a generic software environment p4. This approach allows the development of general purpose parallel software for ODEs which is both reliable and portable.
Introduction { Parallel Computing
In the last ten years there has been a dramatic explosion of research interest in the area of High Performance Scienti c Computing. One of the main reasons for this is the rapid maturing of both hardware and software for parallel computers. From the late 1970s until the mid 1980s most interest in High Performance Scienti c Computing was directed via vector computer technology which allows instructions to operate on an array of information rather than a single date item. Such a machine can consist of several vector processors sharing a common memory with fast data access (based on bank{switching) and the pipelining of operations. High performance relies on the vectors of information being as long as possible because of signi cant overheads due to lling and emptying the pipes. But if the vectors are su ciently long, close to peak performance can be sustained on vector computers. In addition, there are the advantages of compilers which attempt to vectorize codes automatically by reordering loops and sophisticated scienti c libraries. In comparison, parallel computing technology is more immature and there is a much greater variety of hardware with the concomitant di culties associated with the porting of software from architecture to architecture. A simple classication of the range of systems would include the following characteristics:
Array computers
An array computer is a large collection of processing elements (PEs) arranged in a mesh topology or some close derivative. Typically the PEs operate in a synchronized fashion with all the PEs performing the same action but on di erent data. This group of processors is then usually attached to a host workstation or mainframe. The computer is said to operate in SIMD mode (single instruction-stream, multiple data-stream). Examples of such machines include the MasPar and CM2. The advantage of this approach is that problems in modelling such as uid mechanics, stress analysis and spatial modelling can easily be approximated by a spatial discretization mesh. Thus there is a topology 
Multicomputers
A multicomputer is a generic term which describes a collection of homogeneous independent processors with local memory, communicating using an interconnection network (see Figure 1) .
There are many possible topologies for the interconnection network such as hypercube or mesh. A host computer supplies mass storage and other I/O, which can be a bottleneck. One solution to ameliorate this, is to attach disk arrays directly to the processors. Multicomputers may share a common memory through some interconnection network or each processor may have its own local (distributed) memory. In the former case, communication can be very fast but there may be problems with di erent processors accessing memory at the same time. Multicomputers are said to operate in MIMD mode (multiple instruction-stream, multiple data-stream. The MIMD paradigm gives exibility since each processor can execute completely di erent processes while simultaneously communicating between the processors using message passing or shared variables. Examples of multicomputers include the nCUBE, Paragon and Cray MPP.
Distributed computing
Distributed computing allows the utilization of a number of distinct computers on networks and can exploit the capacity of idle workstations. These workstations can be networked together running in software environments, such as PVM (Parallel Virtual Machine) 15] or p4 (portable programs for parallel processors) 6]. This will be discussed in more detail in the next section.
Software aspects
Although the claimed peak performance of individual nodes is, in some cases now over 100MFlops 1 the communication bandwidths of extant parallel machines often mitigate against achieving more than 5% sustainable peak performance on many applications, see 35] . Naturally, this gure will improve with time but massively parallel computing technology is still immature especially in terms of software application libraries. On the other hand recent developments suggest that the distinction between parallel paradigms such as MIMD and SIMD are beginning to blur. The KSR1 developed by Kendall Square Research, for example, is a novel architecture designed to hide the complications of interprocessor communication by automatically handling it in hardware using advanced caching technology. Up to 1088 processors can be arranged in a ring of rings structure in which up to 34 outer rings each containing 32 processors can be attached to an inner ring. The memory is globally addressable and the KSR1 o ers an extensive range of parallel constructs including threads, parallel domains and tiling. Another product recently announced is the CRAY MPP which will support SIMD and MIMD programming paradigms along with very impressive interprocessor communication rates.
Thus as individual processors become more and more powerful and with the development of faster and faster routing chips and appropriate memory management tools, it may become possible to develop standard models for algorithm development. Recent such models include Parallel Random Access Machine, 9] and the Bulk Synchronous Parallel model 32] The latter model shows that it is possible to emulate shared memory models on distributed machines with only a constant factor of ine ciency given that there is \excess parallelism" and concurrent communication on all links.
The advantages of these models are signi cant in terms of robustness and portability of software, especially in light of the recent developments of such software tools as PVM and p4. These message passing environments enable the collection of heterogeneous computers to be used as a coherent and exible concurrent computational resource that may be interconnected by a variety of networks. Codes written in C or FORTRAN are provided access to these environments by calls to library routines which allow message exchange, process initiation and synchronization, whilst users can control the execution location of processes.
Thus, for a given program, it is possible to take an existing sequential application package (written in C or Fortran) and to domain decompose the problem so that the package can now run on a set of subproblems over a heterogeneous network. Inter{processor communication can be provided by message passing paradigms such as PVM and p4.
Of course, it may not always be possible to decompose the problem e -1 the CM{5 claim 128MFlops per node, while the recently announced CRAY MPP claim a peak performance of 150MFlops for the alpha nodes ciently, but provided it is, then the advantages can be quite substantial. The most important advantage being that it allows the programmer to use existing software packages developed for sequential machines that are known to be e cient and robust as the computational core. All that remains to be implemented is the message passing between the processes and this depends on how the orginal problem is split. This is the approach that will be taken in this paper, where we are concerned with the development of parallel tools for solving ordinary di erential equations of initial value type. The underlying sequential code that will be used is called VODE which is a variable coe cient Adams-Moulton and Backward Di erentiation-based code developed for handling either sti or nonsti systems 4]. Domain decomposition will be achieved via Jacobi waveform relaxation which will enable the decomposition of an initial value problem into a set of communication subproblems each of which is solved using VODE. In section 2 a fuller discussion on the use of PVM and p4 is given, whilst in section 3 VODE is described and the concept of waveform relaxation introduced. In section 4 some numerical results are given on a variety of parallel computing platforms and the paper concludes with a discussion on various aspects concerning the development of parallel software for ordinary di erential equations.
Distributed computing
A number of computers, interconnected by a network, can also be used as \one" distributed memory computer. This can be achieved by software packages, such as PVM or p4, which can combine various computers such as workstations, vector{computers, SIMD{machines, shared memory and distributed memory MIMD{computers into one single computational resource using possibly di erent interconnecting networks such as Ethernet or Internet.
In a typical o ce or institute environment, where reading mail or editing les is an often{performed, but CPU{extensive task, the idle times of workstations can be used by programs, running di erent tasks on the workstations in parallel. Thus in almost every network a \poor man's supercomputer" 2 can be made available.
Here we do not want to compare the wide range of parallel toolkits, but rather to describe two packages to give an idea of how these parallel environments can be utilized. We have chosen PVM and p4 as the basis of our discussion. A full description of both packages is beyond the scope of this paper. The material presented here is designed only to give a avour of things that are possible within those environments. Both PVM and p4 can be fetched from NETLIB and can be installed in any user directory. They can be used allowing the combination of machines with di erent login names by using the lo option. If the pw option is used for any machine the user will be asked to type in a password. The dx option is used to specify a location of the pvmd daemon which is di erent from the standard location. By using the ep option it is possible to use executables that do not rest in the standard directory.
After the pvmd daemon is started on each machine, the user can run PVM programs. These consist of standard Fortran77 or C codes into which message passing routines contained in the libpvm.a library are inserted. Although the names and arguments of the Fortran and C routines di er, ( C routines start with pvm and the corresponding Fortran routines start with pvmf ) their functionality is identical. In fact a Fortran{to{C interface is used together with the libf2c.a library which means that only the C routines are called. The library contains all the routines that are necessary for message passing, coordinating tasks or spawning processes. As an example, we will illustrate the necessessary calls in a host/node model using Fortran.
The rst routine of the PVM calls must be pvmfmytid(task id) which enrolls this process into PVM and identi es it by a unique identi er task id. Subtasks are started on the di erent machines by pvmfspawn(subtask name; flag; where; ntask; task ids; numt) ntask: number of executables to be spawned subtask name: executable to be spawned task ids: array to store the task identifying numbers flag:
ag indicating whether a speci c host of a speci c type of architecture should be used to spawn the jobs. where:
target host or architecture numt:
the number of tasks actually started (used as a control parameter). Sending a message is initiated by a call to pvm nitsend(), clearing the bu er in which the message is stored. The data to be sent is placed into the bu er by the command pvmfpack(type, var name, length, stride, info) where type can be STRING, BY TE, INTEGER, REAL or COMPLEX. The message is sent by pvmfsend(task id; msg id; info) together with the identifying number of the subtask and a message identi er. A multicast to several processes can be established by using pvmfmcast(ntasks; task ids; msg id; info) instead of the pvmfsend command. This multicast sends the bu er to all ntask subtasks, the identi er of which is given in the task ids array.
The subtask to which the message was sent, receives the message with the label msg id from task task id by the command pvmfrecv(task id; msg id; info) and extracts the data in the bu er by the corresponding command pvmfunpack(type, var name,length,stride,info)
The pvmfrecv routine stops the receiving process until the message is actually received. If pvmfnrecv is used instead, the process checks whether the desired message has already arrived and proceeds if this is not the case.
The PVM system is exited by the command pvmfexit():
p4
A similar package to PVM is p4, which stands for portable programs for parallel processors, developed at Argonne National Laboratory by Butler and Lusk 6] and which can also be used on a variety of di erent computers. Unlike PVM, where daemons are used for communication, p4 does not require this. Rather, communication on distributed memory machines is done by message passing, whereas monitors or forks are used on shared memory machines. p4 accepts command line arguments which o er various levels of debugging and are useful during program development.
Analogous to PVM, each user can con gure the parallel machine to be used by describing it in a procgroup le which corresponds to the pvmdhosts le in PVM. This has the following structure: local n full path name] login name] remote machine n1 full path name] login name]
. . . . . . . . . The procgroup le de nes which processes will run on which machine.
n: n subtasks run on the local machine sharing memory with the master remote machine: machine name n1: n1 subtasks sharing the same memory full path name: path to executable login name:
user name on remote machine. If processes are not allowed to share memory, n1 lines of the form remote machine 1 1 full path name] login name] have to be inserted instead.
Before any p4 command is executed, the call p4init() reads and interprets the command line arguments and also starts p4 . Access to the p4 routines is provided by including the le p4f:h. After p4 is envoked, the command p4crpg() reads the procgroup file and starts the subtasks, described in that le, on the corresponding machines.
The send command has the syntax p4send p4sendr (msg id,to,msg name,length,info) msg id:
integer label of the message to:
id of the subtask receiving the message msg name: variable name length:
length in bytes. The p4sendr routine corresponds to a synchronized send, whereas the sending process continues immediately after sending the message without waiting for a con rmation of the to process if the p4send routine is used.
A broadcasting of messages to all participating processes is done by the command p4brdcst(msg id; msg name; length; info) The parameters here have the same meaning as described in the send commands.
Messages are received by the command p4recv(msg id; from; buf; buf length; length; info) where msg id: message number, (-1) accepts any message number from:
identi er of sender, (-1) accepts any sender buf:
variable to store the accepted message buf length: length of the variable length:
length of the message. If msg id = (?1) and from = (?1) any message is accepted. As in PVM, info is always used as a control parameter.
The command p4cleanup() shuts the p4 system down.
Example
In order to illustrate the usage of PVM and p4, a simple example is now presented. In this example, processor i computes exp(i) and sends back the result to the host: The beauty of such generic message passing environments such as PVM and p4 is that programs can be developed and tested in a cheap distributed workstation environment and then be migrated to sophisticated and powerful parallel machines with little if no modi cation.
3 Parallelism across the system
Introduction
In recent years, considerable attention has been given to the development of e cient parallel methods for the numerical solution of initial value problems (IVPs) of the form y 0 (t) = f(t; y(t)); f : t 0 ; T] I R m ! I R m ; y(t 0 ) = y 0 :
(1) So far it would be fair to say that limited progress has been made because of the fact that there is no natural parallelism across time when solving IVPs. However, the framework for much of the analysis of a large number of proposed methods has now been laid and it is hoped that this work will soon bear fruit and that some parallel production codes will be developed in the near future.
One very natural way to exploit parallelism associated with large systems is by the splitting of the evaluation of the function components amongst the available processors. A second source of parallelism arises if the problem to be solved is sti . Sti ness is a very di cult property to characterize explicitly but problems that are sti typically arise from models which have widely di ering time components. In particular, the technique of the method of lines applied to parabolic partial di erential equations usually results in a sti system if the spatial grid is moderately ne-grained. If a problem is sti and nonlinear then explicit methods are generally not suited because of unnatural restrictions on the stepsize and so implicit methods must be used. This means the solution of large systems of nonlinear equations at each time step. Hence codes based on the concept of BLAS for solving linear systems of equations in a parallel environment can be exploited at this stage (see the package LAPACK 10], for example).
Gear in a seminal paper 14] proposed two di erent categories for developing parallel techniques for IVPs based on parallelism across the method parallelism across the system.
Algorithms that fall into the rst category include those that exploit concurrent function evaluations within a step and other techniques (such as the parallel solution of linear recurrences) which solve simultaneously over a large number of steps; while algorithms of the second type include the recently developed approach of waveform relaxation (see White et al. 34] , for example). It is the latter approach that will be focussed upon in the rest of this paper.
Waveform relaxation
As has already been mentioned there is no natural parallelism across time when solving IVPs, so that if the system size is moderate then it is necessary to use temporal iterative techniques in order to exploit any massive parallelism. Perhaps one of the simplest techniques in this respect for solving (1) is the Picard method in which a sequence of iterative solutions y 
so that there is no convergence until k j jT. Thus one way to improve the convergence is by the technique of time-windowing in which the region of integration is split into a series of windows and the iterative process then takes place on each window. Another way to improve the convergence behaviour is via the concept of the splitting of the right hand side and this leads to the shifted Picard method (see Skeel 31] , for example) which takes the form
Clearly there are di culties in knowing how to choose the window size and the splitting matrix M k automatically.
The Picard method is a particular example of a much more general class of iterative methods known as waveform relaxation (WR) methods. Waveform relaxation methods were originally introduced by Lelarasmee 21] and Lelarasmee, Ruehli and Sangiovanni- Vincentelli 22] for the time domain analysis of large-scale problems arising from the modelling of integrated circuits. An excellent survey paper in this area was given by White, Sangiovanni-Vincentelli, Odeh and Ruehli 34]. Carlin and Vachoux noted in 8] that there can be a slow convergence of the iterations in the case of strong coupling between subsystems. Fortunately, for integrated circuit problems this strong coupling occurs only over short time intervals. In addition, the physicality of the problem can be exploited to lump the tightly coupled nodes together, and, in many cases, a reordering of the variables can be made which transforms the system into a mostly triangular form. This arises because of the fact that transistors are highly directional.
A consequence of the above is that waveform relaxation techniques can perform extremely e ciently on problems arising from electrical network modelling. More recently, these techniques have been generalized to general systems of equations with less success because the automatic reordering and e cient groupings of the subsystems is often performed on the basis of physicality which is not always available (see Juang and Gear 20] , for example).
Elegant convergence theories (mainly for linear problems) have been developed by Miekkala The functions G and g are called splitting functions and are chosen in an attempt to decouple (as much as possible) the original system into independent subsystems which can then be solved by a number of di ering numerical methods in an independent fashion.
A simpler formulation of (5) can be given, which is a natural generalization of the Picard approach, namely The advantage of the Jacobi approach is that each component of the system can be solved independently in parallel, while a drawback is that a great deal of past information must be stored if m is large. Storage is not such a problem in the Gauss-Seidel case but then there is no obvious decoupling of the systems. On the other hand it is well-known that SOR methods can be parallelized by di erent orderings of the components (the so-called chequer board e ect). Fang 11] has considered multi-coloured implementations on sparse problems.
It is easy to prove an analogous result to the linear case (given in (3)) for the convergence of the functions y 
Again it can be seen that if the interval of integration is long, convergence is very slow. A slightly di erent approach to the three previous standard iterations is to linearize the problem, as in the Newton waveform approach, in which F(t; y ):
(8) This is now a linear problem and so, for example, quadrature techniques can be used (as in the Picard approach) or techniques based on the fast parallel solution of linear recurrences.
Linear problems
The waveform relaxation approach is also simply demonstrated by considering the linear problem y 0 (t) = Qy(t) + g(t); y(0) = y 0 : (9) Suppose that matrix Q is split such that Q = N ? M then (9) can be written as y 0 (t) + My(t) = Ny(t) + g(t) and a waveform approach of the form
(10) is a natural one. Furthermore if M can be made block diagonal then the system is decomposed into independent subsystems.
Nevanlinna 27] has analyzed the convergence properties of the sequence of iterates y (1) (t); y (2) (t); : : : based on the fact that they can be written in a xed-point iterative form Given a waveform approach it is possible to prove various results about the behaviour of numerical methods used in the discretization of the waveform (see Odeh, Ruehli and Carlin 30] , for example). Thus in the linear case considered above, if an A-stable linear multistep method is used for the discretization of the waveform and if K h denotes the discretization operator, it can be shown that
Here it is assumed that the whole system is integrated with the same multistep method and with constant stepsize h.
A multigrid approach
One of the di culties associated with the Jacobi and Gauss-Seidel schemes is their poor convergence behaviour. For example, for the semi{discretized heat equation (in which the spatial meshsize is h) these two schemes have convergence rates of 1 ? O(h 2 ) (see Miekkala and Nevanlinna 25] , for example). A similar behaviour is observed for nonlinear problems. One way of accelerating this convergence is to use a multigrid waveform relaxation approach. In particular, if a system of equations of the form (9) is derived from a time{dependent, parabolic partial di erential equation by a semi{discretization of the spatial variables, a multigrid acceleration of waveform relaxation is possible which exploits the geometry of the problem. This was rst analyzed by Lubich and Ostermann 23] and Vandewalle and Piessens 33] , who extended the approach to nonlinear parabolic partial di erential equations. Lubich and Ostermann's approach is independent of the nature of the time discretization.
Vandewalle and Piessens have extended the ideas of Lubich and Ostermann and used a ne{grid smoothing and a coarse{grid correction approach. Thus, given an initial approximation y h on a ne grid, a number of waveform relaxations are rst applied to y h : The current approximation is then projected onto a coarse grid and the system of equations is solved on this coarse grid with an interpolation of the solution back to the ne grid. Finally a post{smoothing waveform relaxation is applied to the solution.
As Vandewalle and Piessens note, any sti method can be used to solve the underlying di erential equations. Nonlinear problems are handled by a Newton waveform approach, while in the linear case they use the Gauss-Seidel approach, both in conjunction with the trapezoidal rule.
Implementation

Introduction
In the previous section, we discussed how the Block Jacobi Waveform Relaxation Algorithm is implemented in conjunction with the sequential solver VODE on a variety of distributed systems including the 32 node iPSC/860 and the 72 processor Paragon sited at the KFA J ulich, Germany. The code was initially developed using p4 on a cluster of Sparc workstations in the Department of Mathematics at the University of Queensland.
The parallel implementation of our program will be described fully in section 4.3, but in order to do this systematically, a description of VODE is needed.
VODE{ an ODE solver
Assuming that a given problem has been decomposed into a number of subproblems by some form of waveform relaxation, the question that remains is how best to solve these individual subproblems. It is at this stage that we choose to exploit existing sequential packages that are known to be e cient and robust. One such package is VODE which is available from NETLIB.
One of the rst di erential equation packages (DIFFSUB) developed by Gear 13] was (in the sti case) based on xed-coe cient Backward Di erentiation Formulae. Although codes based on these methods can be very e cient they can have di culties coping with sti problems whose eigenvalues have a large imaginary component. There are also additional di culties associated with the xed-coe cient approach. A later code (EPISODE by Byrne and Hindmarsh 7] ) implemented the nonsti Adams methods and sti BDF methods in a variable coe cient code with improved local error control. The class of k-step Adams methods for solving (1) is characterized by the formula y n+1 = y n + h n k X j=0 n+1;j f(t n?j ; y n?j )
while the family of BDF methods is characterized by the formula k X j=0 n+1;j y n+1?j = h n n+1;0 f(t n+1 ; y n+1 ):
In EPISODE the order of the Adams methods and the BDF methods can vary between 1 and 12 and 1 and 5, respectively. The coe cients are computed as functions of current and past stepsizes h j = t j ?t j?1 with the past history being stored in a Nordsieck array of scaled derivatives. EPISODE was further re ned (by Hindmarsh) within LSODE 17] and ODE-PACK 18] which cater for a variety of di erent problems (full, banded, linearly implicit) and which also allows much greater exibility with respect to user controls and options. The latest variant, VODE, has a user interface which is almost identical to LSODE but improves on the e ciency of problems which require frequent and large changes in stepsize (see Brown et al. 4] ).
In the solution of the nonlinear systems for the update point, VODE o ers a choice of either functional iteration or modi ed Newton iteration in which the Jacobian is either user-supplied or computed internally. VODE also caters for full or banded problems. Since most of the computational work in any di erential equation solver involves the solution of the nonlinear equations de ning the update, VODE uses a number of techniques to reduce this work. These include reusing the LU factors of the ampli cation matrix until convergence properties deteriorate, as well as accelerating the convergence of the iterations within the Newton step by relaxing the ampli cation matrix based on estimates of the extreme eigenvalues of the problem. (These techniques are also used in other ODE solvers such as STRIDE 5] , which is based on an implementation of singly implicit Runge-Kutta methods)
At the end of each step the local error is estimated and a stepsize change is considered for the current step or subsequent steps depending on the magnitude of the error. Periodically, order changes of one lower and one higher are considered based on estimation of the local errors.
The program
The program attempts initially to solve (1) on the interval of integration t 0 ; T] using one window. If it turns out that the initial window is too large in terms of the slowness of the convergence of the waveforms, a smaller window is automatically chosen.
The waveform algorithm itself is based on a Block Jacobi multisplitting approach. Because for general problems little may be known about the problem, the problem is ( more or less ) evenly split amongst the available (p) processors. This achieves a very rudimentary load balancing.
The program allows for the overlapping of components between the di erent subsystems which is illustrated in Figure 2 . Given m = 14 components and L = 4 subsystems the following three examples would re ect a nonoverlapping system, an overlapping system of overlap 1 and an overlapping system of overlap 2.
Note that in this de nition an overlap means overlap in both directions. The scheme can easily be modi ed to allow overlap in only one direction by changing a parameter in the code. The weighting that is given to the components in the overlapping systems is always the weighting that would be given in the nonoverlapping case. Thus for example, when the overlap is 2, only components 1, 2, and 3 are given a full weighting in the rst subsystem. In order to obtain a rudimentary load balancing and assuming p processors, L Some care has to be taken in dimensioning the arrays needed in our program. In particular, the waveforms for all subsystems are stored in a three dimensional array representing the subsystem, the component and the timepoint. In order to compute the waveform, VODE is required to provide continuous output at 80 equidistant timepoints over the interval of integration. These values are then interpolated by a piecewise linear polynomial to provide the continuous waveform at each iteration.
Some care must also be taken in selecting the convergence criteria. There are in fact two criteria: the tolerance that VODE uses ( the VODE tolerance vo ) in controlling the local error and choosing its step size and the waveform tolerance ( wr ) which determines when successive waveform iterates are su ciently close. In the case of wr the maximum absolute di erence between successive waveforms over all components and 80 output points is computed and when this di erence is less than wr = 10 ?3 , the iterates are deemed to have converged.
vo is chosen as a mixture of absolute and relative errors and is set to vo = 10 ?5 . Depending on the nature of the problem being solved, a banded or full version of a linear solver can be used. For the test problem chosen in section 4.4 the banded option is the appropriate choice.
The test problem
In order to test the performance of our code on large problems, we chose as our test equation a reaction{di usion equation known as the di usion Brusselator This problem is converted into a system of ordinary di erential equations by the method of lines. That is, the second order spatial derivatives are replaced by central nite di erences on a uniform array of N N points. If the grid discretization parameter in both the x and y directions is h = 1 N+1 then a central di erencing discretization leads in the case of (13) (14) suggests that there are two natural ways of ordering the components of the system. It is of course well{known that the nature of the ordering of the components can have enormous in uence on the convergence of waveform algorithms. For problems with no particular observable structure and for which the physicality of the underlying model cannot be exploited, a waveform implementation can be very much a hit{or{miss a air as there are no simple techniques for knowing how to group the components. However for problems such as (14) which arise from the method of lines applied to some parabolic partial di erential equation there is usually a very natural ordering.
In the case of (14) 
For the ordering (A) however, the Jacobian of the problem has the structure
where each of the matrices are of dimension N 2 and D 1 ; D 2 are diagonal matrices. On the other hand, the Jacobian associated with the ordering (B) is banded with a halfbandwidth of 2N.
Ignoring for the moment the e ect of (A) or (B) on the convergence of the waveforms it is seen that the (B) ordering is much better than the ordering (A) in that the bandwidth is a factor N=2 smaller with the concomitant substantial reduction in linear algebra costs and memory storage which can become signi cant when N is large.
Numerical Results and conclusions
In the rst set of tests we implemented our code on (14) using the (A) ordering on the 32 node iPSC/860 at KFA J ulich. We attempt to explore the importance of overlap on the e ciency of our code as well as the signi cance of using message passing based on p4 or the original Intel communication routines. The results are summarised in the two graphs of Figure 3 . The speedup results are obtained by comparing the times taken by VODE running on one processor in serial mode and our code running on 32 processors.
These graphs show that there is a slight improvement to be had by using message passing based on the native instructions rather than a general message passing environment such as p4 . But recalling that p4 allowed us to debug and test the code on a cluster of workstations before migrating it to the iPSC/860, it is by no means clear that the extra e ort involved in modifyingthe p4 commands is worthwhile.
On the other hand, the graphs do indicate that overlapping the components is important in terms of performance. The di culty here is in knowing a{priori how to select the overlap. For the ordering (A) in which all the u components are then followed by all the v components a large overlap is appropriate because the u ij and v ij are coupled. On the other hand if the overlap is too large, the size of each subsystem becomes large and although the waveforms may converge more quickly the linear algebra and memory costs grow substantially. Numerical results here suggest an overlap of approximately N is appropriate.
In the second set of tests we implemented our code using the (B) ordering on 16 nodes of the 72 Paragon at KFA J ulich. Some initial tests suggest that an individual node of the Paragon is 20-50% more powerful than an individual node on the iPSC/860. Because there were some di culties with the Paragon operating system we were unable to get a comprehensive set of results for the (B) ordering. However preliminary results showed that for a dimension size of m = 800 and m = 1800 the speedup was only about 1.5 with 16 processors. We would expect to get similar speedup as illustrated in Figure 3 only, when the dimension of the problem is very large. On the other hand the much smaller bandwidth of the Jacobian associated with the (B) ordering allows much larger systems to be solved. We will investiage these aspects in future work.
In conclusion we have shown that the use of existing software packages such as VODE enables us to exploit the robustness and e ciency of these packages into a robust and e cient parallel code based on waveform relaxation. There are of course still di culties associated with knowing how to cluster individual components in order to get reasonable convergence behaviour of the waveform iterates, but for certain classes of coupled problems arising by the semidiscretization of parabolic partial di erential equations in which there is a natural grouping and overlap the approach described in this paper proves to be both robust and e cient. 
