Let [m] n denote the set of all n-tuples of the integers {0, 1 .... , m -1}, partially ordered by defining x = (x 1 ..... x n) to precede y = (Yl .... , Yn) if for each i either
INTRODUCTION
Let [2] n denote the poset consisting of the 2 n n-tuples of 0s and ls partially ordered by defining x = (Xl, x 2 .... , x,) to precede y = (Yl, Y2 .... , y~) if x i < Yi for each i. The rank ofx is Y'.n=lX i. Here [2] " can be regarded as the set of subsets of an n-element set ordered by setwise inclusion, where rank is cardinality.
For any ranked poset P we will use P~ to denote the set of rank l elements of P. An element of x of/'l is said to cover the elements of Pt-1 which precede x and the set of all elements covered by x, denoted Ax, is called the shadow of x. The shadow of a subset of P is the union of the shadows of its elements.
The gives an algorithm for calculating the minimum cardinality c of the shadow of a k-element element subset of [2] ~', where k and l are given integers: take integers k(/), k(l -1) .... , k(t) such that k(1) >k(l-1)> -.. >k(t) >t_> 1 and k = NOTE where (~)is the usual binomial coefficient (such a representation for k exists and is unique). Then
Since [2] n = FI~'=IQ where Q is the poset consisting of {0, 1}, 0 preceding 1, our shadow minimizing problem can be generalized by generalizing Q. Some of this material is admirably exposed in [1] ; see [4] for a more encyclopedic account. We discuss two lines of generalization. First, Q can be regarded as a special case of (rn), the poset consisting of {0,1 ..... m-1} ordered as the integers are ordered. In (m) n, x precedes y if x i < Yi for each i and the rank of x is ~.n=lX i. The problem of finding the minimal cardinality c of the shadow of a k-element subset of (m)}' was first answered not with a Kruskal-Katona type theorem--i.e., giving an algorithm for c--but rather by giving a total order on (m) n, namely lexicographic order, such that c is the cardinality of the shadow of the first k elements of (m)7. This result is known as the generalized Macaulay theorem and also as the Clements-Lindstr6m theorem [2, 5] . (Actually, it is more general than we have indicated since it solves the problem for (m x) × (m z) × "'" × (m,) where it is only required that m 1 < m 2 < ... < m~.) In this context we propose to call the total order a Macaulay order and posets having such an order Macaulay posets in honor of F. S. Macaulay [11] , who showed that (~)n, where (~) is the set of non-negative integers ordered in the usual way, and the rank of The poset [3] " is of special interest since it is isomorphic to the set of faces of the n-dimensional cube ordered by setwise inclusion, x = (xl,..., x,) ~ [3] " corresponding to the face {zlz = (Zl ..... z,,), z i = xi iff x i=0 or x i= 1, and 0<z i< 1 otherwise}. The rank of a face coincides with its dimension.
Kruskal [8] asked if his theorem generalized somehow to [3] n and Lindstr6m [10] showed that the answer is yes in both of our senses: he showed that [3] ~ is a Macaulay poset and also provided a Kruskal-Katona type algorithm. Leeb [9] showed that [m] ~ is a Macaulay poset for all m and n (m >2, n_> 1). His Macaulay order for [3] " is the same as Lindstr6m's, but the descriptions are quite different. The purpose of this paper is to generalize the Kruskal-Katona algorithm to [m] ~. It is instructive to array [2] °, [2] 1, [2] 2, [2] 3, and [3] 3 in Leeb's order. We write elements in increasing order from left to right, top to bottom, putting elements of successive ranks in successive columns. We consider [2] o to be the empty set. See Fig. 1 .
Note that if each x in [3] 3 is replaced by I(x), the first row, the next row, the next 3 rows, the next row, the next 2 rows, the next two rows, and the last 4 rows become respectively [2] In general we will see that the m n= E7=0(~,](m-1) i elements in the Proof. We make a double induction. Both -<~ and <~ are lexico-1 and 1 graphic order for any n and "<m <m are the usual order between the integers 1, 2,..., m -1 for any m. Now assuming the two orders are the same in [2] We remark that if G is any subset of A~, where l < n, and AG = S / 0S/<, where S / and S< denote, respectively, the elements of zIG having tags equal to and less than t(i) (in lexicographic order), and U denotes a disjoint union, then si<cA(A°OA~ U ... (JAb-l) . For if x ~ S~<, then T(x) = t(j) for some j < i. Also, x is of rank l -1 < n, so some coordinate of x is < (m -1). If x has a non-zero coordinate < m -1 and y is the result of replacing any such coordinate by m -1, then y ~ A~ and x E ziy. Ifx has (l -1) of its coordinates = m -1 and its remaining coordinates equal to 0, then x is the single element in Since IEm]}'l is evidently (7}(m-1) "-', our theorem allows us to calculate minimal shadow sizes recursively. For example, to calculate the minimal shadow size of a 4 element subset of [3] 3 (in view of Fig. 1 , the answer will be 11), we have 
