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3Abstract
For any class of channel conditional distributions, with finite memory dependence on channel input
RVs An
4
= {Ai : i = 0, . . . ,n} or channel output RVs Bn 4= {Bi : i = 0, . . . ,n} or both, we characterize the
sets of channel input distributions, which maximize directed information defined by
I(An→ Bn) 4=
n
∑
i=0
I(Ai;Bi|Bi−1)
and we derive the corresponding expressions, called “characterizations of Finite Transmission Feedback
Information (FTFI) capacity”. The main theorems state that optimal channel input distributions occur
in subsets PCI[0,n] ⊆P[0,n]
4
=
{
PAi|Ai−1,Bi−1 : i = 0, . . . ,n
}
, which satisfy conditional independence on past
information. We derive similar characterizations, when general transmission cost constraints are imposed.
Moreover, we also show that the structural properties apply to general nonlinear and linear autoregressive
channel models defined by discrete-time recursions on general alphabet spaces, and driven by arbitrary
distributed noise processes.
We derive these structural properties by invoking stochastic optimal control theory and variational
equalities of directed information, to identify tight upper bounds on I(An→ Bn), which are achievable
over subsets of conditional distributions PCI[0,n] ⊆P[0,n], which satisfy conditional independence and they
are specified by the dependence of channel distributions and transmission cost functions on inputs and
output symbols.
We apply the characterizations to recursive Multiple Input Multiple Output Gaussian Linear Channel
Models with limited memory on channel input and output sequences, and we show a separation principle
between the computation of the elements of the optimal strategies.
The structural properties of optimal channel input distributions, generalize the structural properties
of Memoryless Channels with feedback, expressed in terms of conditional independence, to any channel
distribution with memory, and settle various long standing open problems in information theory.
I. INTRODUCTION
Shannon’s mathematical model of a communication channel with feedback is defined by({
Ai : i =−∞, . . . ,n
}
,
{
Bi : i =−∞, . . . ,n
}
,
{
PAi|Ai−1,Bi−1 : i = 0, . . . ,n
}
,
{
PBi|Bi−1,Ai : i = 0, . . . ,n
})
where an
4
= {. . . ,a−1,a0,a1, . . . ,an}∈×ni=−∞Ai are the channel input symbols, bn
4
= {. . . ,b−1,b0,b1, . . . ,bn}∈
×ni=−∞Bi are the channel output symbols,P[0,n]
4
=
{
PAi|Ai−1,Bi−1 : i= 0,1, . . . ,n
}
is the sequence of channel
input conditional distributions with feedback, C[0,n]
4
=
{
PBi|Bi−1,Ai : i = 0,1, . . . ,n
}
is the sequence of
channel conditional distributions, and the initial distribution PA−1,B−1 ≡ ν(da−1,db−1) is fixed.
Shannon’s operational definion for reliable communication of information over the channel is described
via a sequence of feedback codes {(n,Mn,εn) : n = 0,1, . . .}, which consist of the following elements.
(a) A set of uniformly distributed messages Mn
4
= {1, . . . ,Mn} and a set of encoding strategies, mapping
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4messages into channel inputs of block length (n+1), defined by1
E FB[0,n](κ),
{
gi :Mn×Ai−1×Bi−1 7−→ Ai, a0 = g0(w),a1 = g1(w,a0,b0), . . . ,an = gn(w,an−1,bn−1),
w ∈Mn : 1n+1E
g
(
c0,n(An,Bn−1)
)
≤ κ
}
, n = 0,1, . . . . (I.1)
The codeword for any w ∈Mn is uw ∈ An, uw = (g0(w),g1(w,a0,b0), . . . ,gn(w,an−1,bn−1)), and Cn =
(u1,u2, . . . ,uMn) is the code for the message set Mn, and {A−1,B−1} = { /0}. In general, the code may
depend on the initial data, depending on the convention, i.e., (A−1,B−1) = (a−1,b−1), which are known
to the encoder and decoder (unless specified otherwise).
(b) Decoder measurable mappings d0,n : Bn 7−→Mn, such that the average probability of decoding error
satisfies
P(n)e ,
1
Mn
∑
w∈Mn
Pg
{
d0,n(Bn) 6= w|W = w
}
≡ Pg
{
d0,n(Bn) 6=W
}
≤ εn
and the decoder may also assume knowledge of the initial data.
The coding rate or transmission rate over the channel is defined by rn, 1n+1 logMn. A rate R is said to be an
achievable rate, if there exists a code sequence satisfying limn−→∞ εn = 0 and liminfn−→∞ 1n+1 logMn ≥ R.
The operational definition of feedback capacity of the channel is the supremum of all achievable rates,
i.e., C , sup{R : R is achievable}.
Given a source process
{
Xi : i= 0,1, . . . ,
}
with finite entropy rate, which is mapped into messages to be
encoded and transmitted over the channel, and satisfies conditional independence [2]
PBi|Bi−1,Ai,Xk = PBi|Bi−1,Ai ∀k ∈ {0,1, . . . ,n}, i = 0, . . . ,n (I.2)
under appropriate conditions, it is shown in [3]–[5], using tools from [6]–[13], that the supremum of all
achievable rates is characterized by the information quantity CFBA∞→B∞ , defined by the extremum problem
CFBA∞→B∞
4
= liminf
n−→∞
1
n+1
CFBAn→Bn , C
FB
An→Bn
4
= sup
P[0,n]
I(An→ Bn) (I.3)
where I(An→ Bn) is the directed information from An to Bn, defined by [2], [14]
I(An→ Bn) 4=
n
∑
i=0
I(Ai;Bi|Bi−1) =
n
∑
i=0
Eν
{
log
(dPBi|Bi−1,Ai(·|Bi−1,Ai)
dPBi|Bi−1(·|Bi−1)
(Bi)
)}
(I.4)
Here, Eν{·} denotes expectation with respect to the joint distribution induced by the channel input
conditional distribution from P[0,n], the specific channel conditional distribution from C[0,n], and the
initial distribution ν(da−1,db−1).
A fundamental problem in such extremum problems of directed information, is to determine the informa-
tion structures of optimal channel input conditional distributions P[0,n]
4
=
{
PAi|Ai−1,Bi−1 : i = 0,1, . . . ,n
}
,
for any class of channel distributions, which maximize I(An → Bn), equivalently, to characterize the
1The superscript on expectation, i.e., Pg indicates the dependence of the distribution on the encoding strategies.
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5subsets of P[0,n] which satisfy conditional independence and maximize I(An→ Bn).
Our interest in the structural properties of optimization problem CFBAn→Bn is the following. From the
converse coding theorem [2], [5], [15], in view of (I.2), if the supremum over channel input distributions
in CFBAn→Bn exists, and its per unit time limit exists and it is finite, then C
FB
A∞→B∞ is a non-trivial upper
bound on the supremum of all achievable rates of feedback codes-the feedback capacity, while under
stationary ergodicity or Dobrushin’s directed information stability [4]–[7], [11], then CFBA∞→B∞ is indeed
the feedback capacity.
When transmission cost constraints are imposed of the form (or variants of them)
P[0,n](κ)
4
=
{
PAi|Ai−1,Bi−1 , i = 0, . . . ,n :
1
n+1
Eν
( n
∑
i=0
γi(T iAn,T iBn)
)
≤ κ
}
, κ ∈ [0,∞) (I.5)
the optimization problem (I.3) is replaced by
CFBA∞→B∞(κ)
4
= liminf
n−→∞
1
n+1
CFBAn→Bn(κ), C
FB
An→Bn(κ)
4
= sup
P[0,n](κ)
I(An→ Bn) (I.6)
where for each i, the dependence of transmission cost function
{
γi(·, ·) : i = 0, . . . ,n
}
, on input and
output symbols is specified by T ian ⊆ {a0,a1, . . . ,ai},T ibn ⊆ {b0,b1, . . . ,bi}, and these are either fixed
or nondecreasing with i, for i = 0,1, . . . ,n.
Our main objective is the following. Given a specific channel distribution and transmission cost function,
we wish to determine the subsets of optimal channel input distributions PCI[0,n] ⊆P[0,n] and PCI[0,n](κ)⊆
P[0,n](κ), which satisfy conditional independence and correspond to the maximizing subsets of the
extremum problems CFBAn→Bn and C
FB
An→Bn(κ), respectively. Then to determine the corresponding charac-
terizations, called Finite Transmission Feedback Information (FTFI) Capacity and Feedback capacity (i.e.,
their per unit time limiting versions), as it is done for Discrete Memoryless Channels (DMCs).
A. Literature Review
Shannon and subsequently Dobrushin [16] characterized the capacity of DMCs (and memoryless channels
with continuous alphabets, subject to transmission cost
∫ |a|2PA(da) ≤ κ), with and without feedback,
and obtained the well-known two-letter expression
C
4
= max
PA
I(A;B). (I.7)
For memoryless channels without feedback, this characterization is obtained from the upper bound
CAn;Bn
4
= max
PAn
I(An;Bn)≤ max
PAi ,i=0,...,n
n
∑
i=0
I(Ai;Bi)≤ (n+1)C. (I.8)
since this bound is achievable, when the channel input distribution satisfies conditional independence
PAi|Ai−1(dai|ai−1) = PAi(dai), i = 0,1, . . . ,n, and {Ai : i = 0,1, . . . ,} is identically distributed, which then
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6implies the joint process {(Ai,Bi) : i = 0,1, . . . ,} is independent and identically distributed.
For memoryless channels with feedback, (I.7) is often obtained by first applying the converse to the
coding theorem, to show that feedback does not increase capacity [1], which then implies
PAi|Ai−1,Bi−1(dai|ai−1,bi−1) = PAi(dai), i = 0,1, . . . ,n (I.9)
and C is obtained if {Ai : i= 0,1, . . . ,} is identically distributed. That is, since feedback does not increase
capacity, then mutual information and directed information are identical, in view of (I.9). However, as
pointed out elegantly by Massey [2], for channels with feedback it will be a mistake to use the same
arguments as in (I.8). The conditional independence conditions imply that the Information Structure of
the maximizing channel input distributions is the Null Set.
In Section III, we develop a methodology for directed information, which in principle, repeats the
above steps, to show that for many classes of channel distribution with memory subject to transmission
cost constraints, the optimal channel input distributions occur in subsets, characterized by conditional
independence. However, each of the steps is more involved due to the memory of the channels, and
hence new tools are introduced to established these achievable upper bounds.
Cover and Pombra [1] (see also [11], [17]) characterized the feedback capacity of non-stationary non-
ergodic Additive Gaussian Noise (AGN) channels with memory, defined by
Bi = Ai+Vi, i = 0,1, . . . ,n,
1
n+1
n+1
∑
i=0
E
{
|Ai|2
}
≤ κ, κ ∈ [0,∞) (I.10)
where {Vi : i= 0,1, . . . ,n} is a real-valued jointly non-stationary Gaussian process N(µV n ,KV n), under the
assumption that “An is causally related to V n” defined by2
PAn,V n(dan,dvn) =
(
⊗ni=0 PAi|Ai−1,V i−1(dai|ai−1,vi−1)
)
⊗PV n(dvn). (I.11)
In [1], the authors characterized feedback capacity, via the maximization of mutual information between
uniformly distributed messages and the channel output process, denoted by I(W,Bn), and obtained the
following characterization 3.
CFB,CPW ;Bn (κ)
4
= max{
1
n+1 ∑
n
i=0 E|Ai|2≤κ
} I(W,Bn) = max{
1
n+1 ∑
n
i=0 E|Ai|2≤κ: Ai=∑i−1j=0 γ i, jV j+Zi: i=0,1,...,n
}H(Bn)−H(V n)
(I.12)
= sup(
Γn,KZn
)
: 1n+1 Tr
(
ΓnKV nΓ
T
+KZn
)
≤κ
1
2
log
∣∣∣(Γn+ I)KV n(Γn+ I)T +KZn∣∣∣∣∣∣KV n∣∣∣ (I.13)
where Zn
4
= {Zi : i = 0,1, . . . ,n} is a Gaussian process N(0,KZn), orthogonal to V n
4
= {Vi : i = 0, . . . ,n},
2 [1], page 39, above Lemma 5.
3The methodology in [1] utilizes the converse coding theorem to obtain an upper bound on the entropy H(Bn), by restricting
{Ai : i = 0, . . . ,n} to a Gaussian process.
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7and {γ i, j : i, j = 0, . . . ,n} are deterministic functions, which constitute the entries of the lower diagonal
matrix Γn. The feedback capacity is shown to be CFB,CPW ;B∞ (κ)
4
= limn−→∞ 1n+1C
FB,CP
W ;Bn (κ). Based on the
characterization derived in [1], several investigations of versions of the Cover and Pombra [1] AGN
channel are found in the literature, such as, [11], [18], [19]. Specifically, in [19], the stationary ergodic
version of Cover and Pombra [1] AGN channel, is revisited by utilizing characterization (I.13) to derive
expressions for feedback capacity, CFB,CPW ;B∞ (κ), using frequency domain methods, when the noise power
spectral density corresponds to a stationary Gaussian autoregressive moving-average model with finite
memory. For finite alphabet channels with memory and feedback, expressions of feedback capacity are
derived for certain channels with symmetry, in [20]–[24], while in [25] it is illustrated that if the input
to the channel and the channel state are related by a one-to-one mapping, and the channel distribution
is
{
PBi|Ai,Ai−1 : i = 0, . . . ,n
}
, then dynamic programming can be used, in such optimization problems. In
[4], the general concepts of dynamic programming are related to the computation of feedback capacity
for Markov Channels (Definition 6.1 in [4]). In [26] the unit memory channel output (UMCO) channel{
PBi|Bi−1,Ai : i = 0, . . . ,n}, is analyzed under the assumption that the optimal channel input distribution is{
PAi|Bi−1 : i = 0, . . . ,n}.
B. Channel Models and Transmission Cost Functions: Motivation and Objectives
In general, it is almost impossible, to determine the information structures of optimal channel input
distributions directly from CFBA∞→B∞ and C
FB
A∞→B∞(κ). Indeed, in the related theory of infinite horizon
Markov Decision (MD), the fundamental question, whether optimizing the expected value of a fixed pay-
off functional over all non-Markov strategies occurs in the subclass of Markov strategies, is addressed
from its finite horizon version. Then by using the Markovian property of strategies, the infinite horizon
or per unit time limit (i.e., asymptotic limit) over Markov strategies is analyzed [27].
However, classical stochastic optimal control or MD theory, is not directly applicable to extremum
problems of directed information, such as, (I.4), because the pay-off functional is the directed information
density,
ιAn→Bn(An,Bn)
4
=
n
∑
i=0
dPBi|Bi−1,Ai(·|Bi−1,Ai)
dPBi|Bi−1(·|Bi−1)
(Bi) (I.14)
and this pay-off depends nonlinearly on the channel input conditional distribution {PAi|Ai−1,Bi−1 : i =
0, . . . ,n} via the channel output conditional distribution {PBi|Bi−1 : i = 0, . . . ,n}. This means, for general
extremum problems of feedback capacity, the information structure of optimal channel input distribution
needs to be identified, before any method can be applied to compute feedback capacity, such as, the
identification of sufficient statistics and dynamic programming [27], [28].
In this paper, our main objective is to determine the information structures of optimal channel input
distributions, by characterizing the subsets of channel input distributions PCI[0,n] ⊆P[0,n] and PCI[0,n](κ)⊆
P[0,n](κ), which satisfy conditional independence, and give tight upper bounds on directed information
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8I(An→ Bn), which are achievable, called the “characterizations of Finite Transmission Feedback Infor-
mation (FTFI) capacity”.
We derive characterizations of FTFI capacity for any class of time-varying channel distributions and
transmission cost functions, of the following type.
Channel Distributions.
Class A. PBi|Bi−1,Ai(dbi|bi−1,ai) = PBi|Bi−1,Aii−L(dbi|b
i−1,aii−L), i = 0, . . . ,n, (I.15)
Class B. PBi|Bi−1,Ai(dbi|bi−1,ai) = PBi|Bi−1i−M ,Ai(dbi|b
i−1
i−M,a
i), i = 0, . . . ,n, (I.16)
Class C. PBi|Bi−1,Ai(dbi|bi−1,ai) = PBi|Bi−1i−M ,Aii−L(dbi|b
i−1
i−M,a
i
i−L), i = 0, . . . ,n. (I.17)
Transmission Cost Functions.
Class A. γi(T ian,T ibn) = γA.Ni (a
i
i−N ,b
i), i = 0, . . . ,n, (I.18)
Class B. γi(T ian,T ibn) = γB.Ki (a
i,bii−K), i = 0, . . . ,n, (I.19)
Class C. γi(T ian,T ibn) = γC.N,Ki (a
i
i−N ,b
i
i−K), i = 0, . . . .n, (I.20)
Here, {K,L,M,N} are nonnegative finite integers and we use the following convention.
If M = 0 then P
Bi|Bi−1i−M ,A
i(dbi|bi−1i−M,ai)|M=0 = PBi|Ai(dbi|a
i), for any Ai ∈ {Ai,Aii−L}, i = 0,1, . . . ,n.
For M = L = 0, the channel is memoryless. By invoking function restriction, if necessary, the above
transmission cost functions include, as degenerate cases, many others, such as, γi(·,T ibn) = γi(·,bi−1i−K), i=
0, . . . ,n. In this paper we do not treat the case L=N = 0, because these are investigated in [29]. However,
we provide discussions on the fundamental differences of the information structures of optimal channel
input distributions, when the channels and transmission cost functions depend on past channel inputs,
compared to L = N = 0.
Channel distributions of Class A, B or C, i.e., (I.15)-(I.17), are induced by various nonlinear channel
models (NCM) driven by noise processes [30].
We also derive characterizations of FTFI capacity for any channel distribution induced by recursive
Nonlinear Channel Models (NCM) driven by arbitrary distributed noise process {Vi : i = 0, . . . ,n} with
memory and arbitrary alphabet spaces {Vi : i = 0, . . . ,n}, of the following type.
Nonlinear Channel Models with Correlated Noise.
Bi = hDi (B
i−1
,Ai,Vi) for any A
i ∈ {Ai,Aii−L}, Bi−1 ∈ {Bi−1,Bi−1i−M}, i = 0, . . . ,n, (I.21)
1
n+1
Eν
{ n
∑
i=0
γi(T iAn,T iBn)
}
≤ κ, (I.22)
PVi|V i−1,Ai(dvi|vi−1,ai) = PVi|V i−1(dvi|v
i−1), vi−1 ∈ {vi−1i−T ,vi−1}, i = 0, . . . ,n (I.23)
where {hDi (·, ·, ·) : i = 0, . . . ,n} are nonlinear mappings and B−1−M = b−1−M,A−1−L = a−1−L are the initial data.
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9Specifically, we show that we can apply the main theorems of the characterizations of FTFI capacity
for Class A, B, C channels and tranmsission cost functions, with slight modification, to derive the
characterizations of FTFI capacity for NCMs with correlated noise.
The channel distributions of Class A, B, C and the NCMs include nonlinear and linear time-varying
autoregressive models and linear channel models expressed in state space form [30]. Our main theorems
generalize many existing results found in the literature, for example, non-stationary and non-ergodic
Additive Gaussian Noise channels investigated by Cover and Pombra [1] and stationary deterministic
channels [31], and finite alphabet channels with channel state information investigated in [20]–[26].
However, the derivations of characterizations of FTFI capacity and realizations of optimal channel input
distributions by random processes are fundamentally different from any of the above references.
C. Methodology & Main Results
The methodology we apply to derive the information structures of optimal channel input distributions
and the corresponding characterizations of FTFI capacity, combines stochastic optimal control theory
[32] and variational equalities of directed information [33]. This method is applied in [29] to derive
characterizations of FTFI capacity for channel distributions of Class A and C, with L = 0, with and
without transmission cost functions of Class A or C, with N = 0.
In this paper, we apply the method with some variations, to any combination of channel distributions
and transmission cost functions of class A, B, C, and to NCMs with correlated noise, as follows.
Class A, B, C Channel Distributions and Transmission Cost Functions.
First, we identify the connection between stochastic optimal control theory and extremum problems
CFBAn→Bn ,C
FB
An→Bn(κ) (see also Figure I-C), as follows.
(i) The information measure I(An→ Bn) is the pay-off;
(ii) the channel output process {Bi : i = 0,1, . . . ,n} is the controlled process;
(iii) the channel input process {Ai : i = 0,1, . . . ,n} is the control process;
(iv) the channel output process {Bi : i = 0,1, . . . ,n} is controlled, by controlling the conditional
probability distribution
{
PBi|Bi−1 : i = 0, . . . ,n
}
, via the choice of the transition probability
distribution
{
PAi|Ai−1,Bi−1 : i = 0, . . . ,n
} ∈P[0,n] or P[0,n](κ) called the control object.
Second, we identify variational equalities of directed information, which can be used to determine
achievable upper bounds on directed information over subsets of channel input conditional distributions,
PCI[0,n](κ)⊆P[0,n](κ), characterized by conditional independence. We show that for any combination of
channel distributions and transmission cost functions of class A, B, or C, the maximization of I(An→ Bn)
October 14, 2018 DRAFT
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Fig. I.1. Communication block diagram and its analogy to stochastic optimal control.
over P[0,n](κ), occurs in a subset PCI[0,n](κ), which satisfy conditional independence, as follows.
PCI[0,n](κ)
4
=
{
PAi|Ai−1,Bi−1(dai|ai−1,bi−1) = pii(dai|I Pi )≡ P
{
Ai ∈ dai|I Pi
}
: i = 0, . . . ,n
}⋂
P[0,n](κ),
(I.24)
I Pi ⊆
{
ai−1,bi−1
}
, i = 0, . . . ,n, (I.25)
I Pi
4
= Information Structure of optimal channel input distributions for i = 0, . . . ,n. (I.26)
Further, we show that the information structure I Pi , i = 0,1, . . . ,n, is specified by the memory of the
channel conditional distribution, and the dependence of the transmission cost function on the channel
input and output symbols. This procedure allows us to determine the dependence, of the joint distribution
of {(Ai,Bi) : i = 0, . . . ,n}, and the conditional distribution {PBi|Bi−1 : i = 0, . . . ,n} on the control object,{
pii(dai|I Pi ) : i = 0, . . . ,
}
, and to determine the characterizations of FTFI capacity.
NCMs with Correlated Noise.
For any NCM defined by (I.21)-(I.23), with limited memory, i.e.,
{
Ai,Bi−1,V i
}
=
{
Aii−L,B
i−1
i−M,V
i
i−T
}
,γi(·, ·)=
γC.L,Mi (·, ·), i = 0, . . . ,n, and under the assumption that the functions mappings for fixed (bi−1i−M,aii−L)
defined by
hDi (b
i−1
i−M,a
i
i−L, ·) : Vi 7−→ hDi (bi−1i−M,aii−L,vi), i = 0, . . . ,n (I.27)
are invertible and measurable, with inverse h
D
i (bi,b
i−1
i−M,a
i
i−L), i = 0, . . . ,n, we first apply the converse to
the coding theorem to derive the tight upper bound
R≤ liminf
n−→∞
1
n+1
CFB,DW ;Bn (κ) (I.28)
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where
CFB,DW ;Bn (κ)
4
= sup
PD
[0,n](κ)
n
∑
i=0
I(Aii−L,V
i−1
i−T ;Bi|Bi−1), (I.29)
PD[0,n](κ)
4
=
{
PAi|Ai−1,V i−1,Bi−1 , i = 0, . . . ,n :
1
n+1
Eν
( n
∑
i=0
γC.L,Mi (A
i
i−L,B
i
i−M)≤ κ
)}
. (I.30)
That is, CFB,DW ;Bn (κ) is the analog of C
FB
An→Bn(κ). Then we show that the methodology described above for
Class A, B, C channels and transmission costs, with slight variations, is directly applicable, and we derive
characterizations of the FTFI capacity, by showing that the maximization in (I.29), occurs in subsets of
PD[0,n](κ), which satisfy conditional independence.
We emphasize that our objective and methodology descibed above, are fundamentally different from
any derivations given in the literature, such as, Theorem 1 in [25], Theorem 1 in [18], Theorem 1 in
[20], and further adopted in subsequent work in [21], [22]. Specifically, we show that the supremum of
directed information over all channel input conditional distributions occurs in a smaller set, satisfying a
conditional independence condition, which is analogous to (I.24). This is different from the derivations
given in [18], [20], [25]. This point is further elaborated in Section III.
In Section II, we introduce the notation and the variational equalities of directed information.
In Section III, we derive the information structures of optimal channel input distributions for any
combination of channel distributions and transmission cost functions of Class A, B or C.
In section IV, we consider the application example of general Multiple-Input Multiple-Output (MIMO)
Gaussian channels with memory on past channel input and output symbols, and quadratic cost constraint,
i.e., class C, with L = M = 1. We show that the optimal channel input distribution corresponding to the
characterization of the FTFI capacity exhibits a separation principle. We show this separation principle
by using the orthogonal decomposition of realizations of optimal channel input distributions.
Via the separation principle, we derive an expression for the optimal channel input distribution, and we
relate the characterization of FTFI capacity to the so-called Linear-Quadratic-Gaussian partially observable
stochastic optimal control problem [27].
In Section V, we first derive a converse to the coding theorem for NCMs defined by (I.21)-(I.23) and
(I.27) and then we derive analogous information structures of optimal channel input distributions and
corresponding characterizations of FTFI capacity.
Throughout the paper we relate the characterizations of FTFI capacity of various channels and the
realizations of optimal channel input distributions to existing results given in the literature.
II. EXTREMUM PROBLEMS OF DIRECTED INFORMATION AND VARIATIONAL EQUALITIES
In this section, we introduce the basic notation, the precise definition of extremum problem of FTFI
capacity (I.3), the variational equalities of directed information [34], and some of their properties.
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Throughout the paper we use the following notation.
R : set of real numbers;
Z : set of integer;
N0 : set of nonnegative integers {0,1,2, . . .};
Rn : set of n tuples of real natural;
Sp×p+ : set of symmetric positive semi-define p× p matrices A ∈ Rp×p;
Sp×p++ : subset of positive definite matrices of the set S
p×p
+ ;
〈·, ·〉 : inner product of elements of vectors spaces;
(Ω,F ,P) : probability space, where F is the σ−algebra generated by subsets of Ω;
B(W) : Borel σ−algebra of a given topological space W;
M (W) : set of all probability measures on B(W) of a Borel space W;
K (V|W) : set of all stochastic kernels on (V,B(V)) given (W,B(W)) of Borel spaces W,V;
All spaces (unless stated otherwise) are complete separable metric spaces also called Polish spaces, i.e.,
Borel spaces. This generalization is adopted to treat simultaneously discrete, finite alphabet, real-valued
Rk or complex-valued Ck random processes for any positive integer k, and general Rk−valued random
processes with absolute summable p-moments, p = 1,2, . . ., (see [35]) etc.
Given two measurable spaces (X,B(X)), (Y,B(Y)) then X×Y 4= {(x,y) : x ∈X,y ∈Y} is the cartesian
product of X and Y, and for A ∈B(X) and B ∈B(Y) then A×B is called a measurable rectangle. The
product measurable space of (X,B(X)) and (Y,B(Y)) is denoted by (X×Y,B(X)⊗B(Y)), where
B(X)⊗B(Y) is the product σ−algebra generated by {A×B : A ∈B(X),B ∈B(Y)}.
A Random Variable (RV) defined on a probability space (Ω,F ,P) by the mapping X : (Ω,F ) 7−→
(X,B(X)) induces a probability distribution P(·)≡ PX(·) on (X,B(X)) as follows4.
P(A)≡ PX(A) 4= P
{
ω ∈Ω : X(ω) ∈ A}, ∀A ∈B(X). (II.31)
A RV is called discrete if there exists a countable set SX
4
= {xi : i ∈ N0} such that ∑xi∈SX P{ω ∈ Ω :
X(ω) = xi}= 1. The probability distribution PX(·) is then concentrated on points in SX , and it is defind
by
PX(A)
4
= ∑
xi∈SX
⋂
A
P
{
ω ∈Ω : X(ω) = xi
}
, ∀A ∈B(X). (II.32)
If the cardinality of SX is finite then the RV is finite-vaued and it is called a finite alphabet RV.
Given another RV Y : (Ω,F ) 7−→ (Y,B(Y)), PY |X(dy|X)(ω) is called the conditional distribution of RV Y
4The subscript X is often omitted.
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given RV X . The conditional distribution of RV Y given X = x is denoted by PY |X(dy|X = x)≡PY |X(dy|x).
Such conditional distributions are equivalently described by stochastic kernels or transition functions
K(·|·) on B(Y)×X, mapping X into M (Y) (the space of probability measures on (Y,(B(Y)), i.e.,
x ∈ X 7−→K(·|x) ∈M (Y), such that for every F ∈B(Y), the function K(F |·) is B(X)-measurable.
The family of such probability distributions on (Y,B(Y)) parametrized by x∈X, is defined byK (Y|X) 4={
K(·|x) ∈M (Y) : x ∈ X
}
.
A. FTFI Capacity and Variational Equalities
The communication block diagram is shown in Figure I-C. The channel input and channel output alphabets
are sequences of Polish measurable spaces (complete separable metric spaces) {(Ai,B(Ai)) : i ∈ Z} and
{(Bi,B(Bi)) : i ∈ Z}, respectively, and their history spaces are the product spaces AZ 4= ×i∈ZAi, BZ 4=
×i∈ZBi. These spaces are endowed with their respective product topologies, and B(ΣZ) 4= ⊗i∈ZB(Σi),
denotes the σ−algebra on ΣZ, where Σi ∈
{
Ai,Bi
}
, ΣZ ∈ {AZ,BZ}, generated by cylinder sets. Points
in Σmk
4
=×mj=kΣ j are denoted by zmk
4
= {zk,zk+1, . . . ,zm} ∈ Σmk , (k,m) ∈ Z×Z.
Next, we introduce the various distributions.
Channel Distributions with Memory. A sequence of stochastic kernels or distributions defined by
C[0,n]
4
=
{
Qi(dbi|bi−1,ai) = PBi|Bi−1,Ai ∈K (Bi|Bi−1×Ai) : i = 0,1, . . . ,n
}
. (II.33)
At each time instant i the conditional distribution of the channel is affected causally by past channel
output symbols bi−1 ∈ Bi−1 and current and past channel input symbols ai ∈ Ai, i = 0,1, . . . ,n.
Channel Input Distributions with Feedback. A sequence of stochastic kernels defined by
P[0,n]
4
=
{
Pi(dai|ai−1,bi−1) = PAi|Ai−1,Bi−1 ∈K (Ai|Ai−1×Bi−1) : i = 0,1, . . . ,n
}
. (II.34)
At each time instant i the conditional channel input distribution with feedback is affected causally by
past channel inputs and output symbols {ai−1,bi−1} ∈ Ai−1×Bi−1, i = 0,1, . . . ,n.
Admissible Histories. For each i = −1,0, . . . ,n, we introduce the space Gi of admissible histories of
channel input and output symbols, as follows. Define
Gi , A−1×B−1×A0×B0× . . .×Ai−1×Bi−1×Ai×Bi, i = 0, . . . ,n, G−1 = A−1×B−1. (II.35)
A typical element of Gi is a sequence of the form (a−1,b−1,a0,b0, . . . ,ai,bi). We equip the space Gi
with the natural σ -algebra B(Gi), for i=−1,0, . . . ,n. Hence, for each i, the information structure of the
channel input distribution is
I Pi
4
=
{
A−1,B−1,A0,B0, . . . ,Ai−1,Bi−1
}
, i = 0,1, . . . ,n, I P0
4
=
{
A−1,B−1
}
. (II.36)
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This implies at time i = 0, the initial distribution is P0(da0|a−1,b−1) = P0(da0|I P0 ) = P0(da0|a−1,b−1).
However, we can modify I P0 to consider an alternative convention such as I
P
0 = { /0} or I P0 = {b−1},
etc..
Joint and Marginal Distributions. Given any channel input distribution
{
Pi(dai|ai−1,bi−1) : i= 0,1, . . . ,n
}∈
P[0,n], the channel distribution
{
Q(dbi|bi−1,ai−1) : i = 0,1, . . . ,n
} ∈ C[0,n], and the initial probability
distribution P(da−1,db−1) ≡ ν(da−1,db−1) ∈M (G−1), then we can uniquely define the induced joint
distribution PPν(dan,dbn) on the canonical space
(
Gn,B(Gn)
)
, and we can construct a probability space(
Ω,F ,P
)
carrying the sequence of RVs {(Ai,Bi) : i = . . . ,−1,0, . . . ,n}, as follows.
PPν(da
n,dbn)≡PPν(da−1,db−1,da0,db0, . . . ,dan,dbn) (II.37)
=ν(da−1,db−1)⊗P0(da0|a−1,b−1)⊗Q0(db0|b−1,a−1,a0)⊗P1(da1|a−1,a0,b−1,b0)
⊗ . . .⊗Qn−1(dbn−1|bn−2,an−1)⊗Pn(dan|bn−1,an−1)⊗Qn(dbn|bn−1,an) (II.38)
≡ν(da−1,db−1)⊗nj=0
(
Q j(db j|b j−1,a j)⊗Pj(da j|a j−1,b j−1)
)
(II.39)
such that for j = 0, . . . ,n,
P
{
(A−1,B−1) ∈C}= PPν(C) = ν(C), C ∈B(G−1) (II.40)
P
{
A j ∈ D|A j−1 = a j−1,B j−1 = b j−1}= PPν(D|a j−1,b j−1) = Pj(D|a j−1,b j−1), D ∈B(A j) (II.41)
P
{
B j ∈ E|B j−1 = b j−1,A j = a j}= PPν(E|b j−1,a j) = Q j(E|b j−1,a j), E ∈B(B j). (II.42)
Further, we define the joint distribution of
{
B−1,B0, . . . ,Bn
}
and the conditional probability distribution
of Bi given Bi−1 by5
P
{
Bn ∈ dbn} 4= PPν(dbn) = ∫
An
PPν(da
n,dbn), n ∈ N, (II.43)
≡ ν(db−1)⊗−→ΠP0,n(dbn),
−→
ΠP0,n(db
n)
4
=⊗ΠP0 (db0|b−1)⊗ . . .⊗ΠPn (dbn|bn−1) (II.44)
ΠPi (dbi|bi−1) =
∫
Ai
Qi(dbi|bi−1,ai)⊗Pi(dai|ai−1,bi−1)⊗PP(dai−1|bi−1), i = 0, . . . ,n. (II.45)
The above distributions are parametrized by the distribution P(da−1,db−1)= ν(da−1,db−1) or P(db−1)=
ν(db−1). We denote the expectation operator with respect to PPν(dan,dbn) by EPν . Moreover, if ν is
concentrated at (A−1,B−1)= (a−1,b−1) we write PPa−1,b−1 and E
P
a−1,b−1 ; in this case, the above distributions
are parametrized by (A−1,B−1) = (a−1,b−1). This notation is often omitted when it is clear from the
context.
Transmission Cost. The cost of transmitting and receiving symbols is a measurable function c0,n :
5Throughout the paper the superscript notation PP(·),ΠP0,n(·),etc., indicates the dependence of the distributions on the
channel input conditional distribution.
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An×Bn 7−→ [0,∞). The average transmission cost is defined by
1
n+1
EPν
{
c0,n(An,Bn)
}
≤ κ, c0,n(an,bn) 4=
n
∑
i=0
γi(T ian,T ibn), κ ∈ [0,∞) (II.46)
where the superscript notation EPν{·} denotes the dependence of the joint distribution on the choice of
conditional distribution {Pi(dai|ai−1,bi−1) : i = 0, . . . ,n} ∈P[0,n]. The set of channel input distributions
with feedback and transmission cost is defined by
P[0,n](κ)
4
=
{
Pi(dai|ai−1,bi−1) ∈M (Ai), i = 0, . . . ,n : 1n+1E
P
ν
(
c0,n(An,Bn)
)
≤ κ
}
⊂P[0,n]. (II.47)
FTFI Capacity. The pay-off or directed information I(An→ Bn) is defined as follows.
I(An→ Bn) 4=
n
∑
i=0
EPν
{
log
(dQi(·|Bi−1,Ai)
dΠPi (·|Bi−1)
(Bi)
)}
(II.48)
=
n
∑
i=0
∫
Gi
log
(dQi(·|bi−1,ai)
dΠPi (·|bi−1)
(bi)
)
PPν(da
i,dbi)≡ IνAn→Bn(Pi,Qi, : i = 0,1, . . . ,n) (II.49)
where the notation in the right hand side of (II.49) illustrates that I(An→ Bn) is a functional of the two
sequences of conditional distributions,
{
Pi(dai|ai−1,bi−1),Qi(dbi|bi−1,ai) : i = 0,1, . . . ,n
}
and the fixed
distribution ν(·).
Next, we introduce the definition of FTFI capacity CFBAn→Bn , for Class A, B, C channel distributions and
transmission cost functions, using the above notation.
Definition II.1. (Extremum problem with feedback)
Given any channel distribution from the class C[0,n], and any initial distribution (A−1,B−1)∼ ν(da−1,db−1)∈
M (A−1×B−1), find the Information Structure of the optimal channel input distribution {Pi(dai|ai−1,bi−1) :
i = 0, . . . ,n
} ∈P[0,n] (assuming it exists) of the extremum problem defined by
CFBAn→Bn
4
= sup{
Pi(dai|ai−1,bi−1):i=0,...,n
}
∈P[0,n]
I(An→ Bn), I(An→ Bn) = (II.49). (II.50)
When an transmission cost constraint is imposed the extremum problem is defined by
CFBAn→Bn(κ)
4
= sup{
Pi(dai|ai−1,bi−1):i=0,...,n
}
∈P[0,n](κ)
I(An→ Bn). (II.51)
Our first objective is to determine the information structures of optimal channel input distributions for
any combination of channel distribution and transmission cost of class A, B, or C, as discussed by
(I.24)-(I.26). Clearly, for each time i the largest information structure of the channel input distributions
of problem CFBAn→Bn and C
FB
An→Bn(κ) is I
P
i
4
= {ai−1,bi−1}, i = 0,1, . . . ,n.
Alternative Equivalent Representation of Directed Information. Often, it is convenient to use al-
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ternative equivalent representations of the sets P[0,n],C[0,n] and induced joint distribution, and marginal
distribution, via the causally conditioned compound probability distributions, defined as follows. Introduce
the distributions
−→
Q 0,n(·|an) ∈M (Bn0) parametrized by (an,b−1) ∈ An×B−1 and
←−
P 0,n(·|bn−1) ∈M (An0)
parametrized by (a−1,bn−1) ∈ A−1×Bn−1, and defined by
−→
Q 0,n(dbn|an) 4=⊗ni=0Qi(dbi|bi−1,ai),
←−
P 0,n(dan|bn−1) 4=⊗ni=0Pi(dai|ai−1,bi−1). (II.52)
For a fixed (A−1,B−1) = (a−1,b−1) these compound distribution define uniquely the following joint and
marginal distributions.
PPa−1,b−1(da
n,dbn) = (
←−
P 0,n⊗−→Q 0,n)(dan,dbn), PPb−1(dbn) =
−→
Π
←−
P
0,n(db
n)
4
=
∫
An0
(
←−
P 0,n⊗−→Q 0,n)(dan,dbn).
(II.53)
It is shown in [33], that the set of distributions
−→
Q 0,n(·|an) ∈M (Bn0) and
←−
P 0,n(·|bn−1) ∈M (An0) are
convex. Moreover, given a fixed P(da−1,db−1) = ν(da−1,db−1), directed information I(An → Bn) is
equivalently defined as follows.
I(An→ Bn) 4=
n
∑
i=0
EPν
{
log
(dQi(·|Bi−1,Ai)
dΠPi (·|Bi−1)
(Bi)
)}
(II.54)
=
∫
Gn
log
(d−→Q 0,n(·|ai)
d
−→
Π
←−
P
0,n(·)
(bn)
)
(
←−
P 0,n⊗−→Q 0,n)(dan,dbn)⊗ν(da−1,db−1) (II.55)
≡IνAn→Bn(
←−
P 0,n,
−→
Q 0,n) (II.56)
where the notation in the right hand side of (II.56) illustrates the functional dependence on {←−P 0,n(dan|bn−1),−→
Q 0,n(dbn|an)} and the fixed distribution ν(da−1,db−1). These are equivalent representations [33].
Further, it is shown in [33], that for a fixed ν(·), the functional IνAn→Bn(
←−
P 0,n,
−→
Q 0,n) is convex in−→
Q 0,n(·|an) ∈M (Bn0) for a fixed
←−
P 0,n(·|bn−1) ∈M (An0) and concave in
←−
P 0,n(·|bn−1) ∈M (An0) for a
fixed
−→
Q 0,n(·|an) ∈M (Bn0). These convexity and concavity properties imply that any extremum problem
of feedback capacity is a convex optimization problem over appropriate sets of channel input distributions.
Variational Equalities of Directed Information. Next, we introduce the two variational equalities of
directed information, derived in [33], which we employ in many of the derivations.
Theorem II.1. (Variational Equalities)
Given a channel input distribution
{
Pi(dai|ai−1,bi−1) : i = 0,1, . . . ,n
} ∈P[0,n] and channel distribu-
tion
{
Qi(dbi|bi−1,ai) : i = 0,1, . . . ,n
} ∈ C[0,n], define the corresponding joint and marginal distributions
PPa−1,b−1(da
n,dbn) and
{
ΠPi (dbi|bi−1) : i = 0, . . . ,n
}
by (II.37)-(II.45).
(a) Let
{
Vi(dbi|bi−1) ∈M (Bi) : i = 0, . . . ,n} be an arbitrary distribution. Then the following variational
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equality holds.
I(An→ Bn) = inf{
Vi(dbi|bi−1)∈M (Bi):i=0,1,...,n
} n∑
i=0
∫
Gi
log
(dQi(·|bi−1,ai)
dVi(·|bi−1) (bi)
)
PPν(da
i,dbi) (II.57)
and the infimum in (II.57) is achieved at
Vi(dbi|bi−1) =ΠPi (dbi|bi−1), i = 0, . . . ,n given by (II.45). (II.58)
(b) Let
{
Si(dbi|bi−1,ai−1) ∈M (Bi) : i = 0, . . . ,n
}
and
{
Ri(dai|ai−1,bi) ∈M (Ai) : i = 0,1, . . . ,n
}
be
arbitrary distributions and define the joint distribution on M (An0×Bn0) by ⊗ni=0
(
Si(dbi|bi−1,ai−1)⊗
Ri(dai|ai−1,bi)
)
. Then the following variational equality holds.
I(An→ Bn) = sup{
Si(dbi|bi−1,ai−1)⊗Ri(dai|ai−1,bi)∈M (Ai×Bi):i=0,1,...,n
}{
Si(dbi|bi−1,ai−1)∈M (Bi), Ri(dai|ai−1,bi)∈M (Ai)
}
n
∑
i=0
∫
Gi
log
(
dRi(·|ai−1,bi)
dPi(·|ai−1,bi−1)(ai)
.
dSi(·|bi−1,ai−1)
dΠPi (·|bi−1)
(bi)
)
PPν(da
i,dbi) (II.59)
and the supremum in (II.59) is achieved when the following identity holds.
dPi(·|ai−1,bi−1)
dRi(·|ai−1,bi) (ai).
dQi(·|bi−1,ai)
dSi(·|bi−1,ai−1)(bi) = 1−a.a.(a
n,bn), i = 0,1, . . . ,n. (II.60)
Equivalently, the supremum in (II.59) is achieved at
⊗ni=0
(
Si(dbi|bi−1,ai−1)⊗Ri(dai|ai−1,bi)
)
= PPa−1,b−1(da
n,dbn). (II.61)
Proof: These are derived in [33], Theorem IV.1.
We shall use the variation equality in (a) to identify upper bounds on directed information, which are
achievable over specific subsets of the set of distributions P[0,n] and P[0,n](κ), which depend on the
properties of the channel distribution and the transmission cost function. This procedure is applied recently
in [29] to derive the information structures of optimal channel input distributions for channel distributions
and transmission cost functions corresponding to L = N = 0. We apply the second variation equality to
identify lower bounds on directed information, which are achievable over specific subsets of the set
of distributions P0,n] and P[0,n](κ). The first variational equality encompasses as a special case, the
maximum entropy properties of joint and conditional distributions, such as, the maximizing entropy
property of Gaussian distributions.
Often, we use the following alternative version of the variational given in Theorem II.1, (a).
Given a channel input distribution
{
Pi(dai|ai−1,bi−1) : i = 0,1, . . . ,n
} ∈ P[0,n] and channel distribu-
tion
{
Qi(dbi|bi−1,ai) : i = 0,1, . . . ,n
} ∈ C[0,n], define the corresponding joint and marginal distribu-
tions PPa−1,b−1(da
n,dbn) ≡ (←−P 0,n ⊗−→Q 0,n)(dan,dbn) ∈M (An0 ×Bn0),
−→
ΠP0,n(db
n) = ⊗ni=0ΠPi (dbi|bi−1) ≡
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−→
Π
←−
P
0,n(db
n) ∈M (Bn0) by (II.53).
(a) Let
−→
V 0,n(dbn)
4
=⊗ni=0Vi(dbi|bi−1)∈M (Bn0) be any arbitrary distribution on Bn0, for a fixed B−1 = b−1,
which is uniquely defined by
{
Vi(dbi|bi−1) ∈M (Bi) : i = 0, . . . ,n} and vice-versa.
For a fixed ν(da−1,db−1) ∈M (A−1×B−1), ←−P 0,n(dan|bn−1) ∈M (An0) and
−→
Q 0,n(dbn|an) ∈M (Bn0),
define the following functional.
Iν0,n(·,
←−
P 0,n,
−→
Q 0,n) :M (Bn0) 7−→
{
R,+∞}, −→V 0,n(dbn) 7−→ Iν0,n(
−→
V 0,n,
←−
P 0,n,
−→
Q 0,n), (II.62)
Iν0,n(
−→
V 0,n,
←−
P 0,n,
−→
Q 0,n))
4
=
∫
Gn
log
(d−→Q 0,n(·|an)
d
−→
V 0,n(·)
(bn)
)
(
←−
P 0,n⊗−→Q 0,n)(dan,dbn)⊗ν(da−1,db−1) (II.63)
Then the following hold.
(i) The functional Iν0,n(
−→
V 0,n,
←−
P 0,n,
−→
Q 0,n) is convex in
−→
V 0,n(dbn) ∈M (Bn0) for fixed
←−
P 0,n(dan|bn−1) ∈
M (An0),
−→
Q 0,n(dbn|an) ∈M (Bn0), and ν(da−1,db−1) ∈M (A−1×B−1).
(ii) The following variational equality holds.
I(An→ Bn) = inf−→
V 0,n(dbn)∈M (Bn0)
Iν0,n(
−→
V 0,n,
←−
P 0,n,
−→
Q 0,n) (II.64)
and the infimum in (II.64) is achieved at
−→
V 0,n(dbn) =
−→
Π
←−
P
0,n(db
n) given by (II.53).
Variational equality given in Theorem II.1, (a) is often appropriate when it is applied together with
dynamic programming, while the alternative one is appropriate to understand the convexity properties of
Iν0,n(·, ·, ·) as a functional of causally conditioned compound distributions.
III. CHARACTERIZATION OF FTFI CAPACITY
In this section, we derive the information structures of optimal channel input distributions, as described in
Section I-C. Using the established notation, the channel output process {Bi : i= 0,1, . . . ,n} is controlled,
by controlling
{
P(dbi|bi−1)≡ΠPi (dbi|bi−1) ∈M (Bi) : i = 0, . . . ,n
}
via the choice of the control object{
Pi(dai|ai−1,bi−1) : i = 0, . . . ,n
} ∈P[0,n].
We derive the characterizations of FTFI capacity in the following sequence.
Step 1-Channel Distributions and Transmission Cost Functions of Class A or B with L 6= 0,N 6= 0. Given
a channel distribution of Class A or B, and transmission cost functions of Class A or B, where {L,N}
are finite and different than zero, we show via stochastic optimal control and variational equality (II.57),
that at each time instant i, the optimal channel input distribution lies in a subset P [0,n] ⊆P[0,n], which
satisfies conditional independence and it is of finite memory with respect to past channel input symbols,
for i= 0, . . . ,n. This impies for each i, the information structure of the optimal channel input distribution
lies in a subset I Pi ⊆ {ai−1,bi−1}, i = 0,1, . . . ,n.
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Step 2-Channel Distributions and Transmission Cost Functions of Class C with L 6= 0,N 6= 0. Given a
channel distribution of Class C, and transmission cost functions of Class C, since these are special cases
of the ones in Step 1, then the optimal channel input distributions lie in a subset P [0,n] ⊆P[0,n], which
satisfy conditional independence.
Step 3-Channel Distributions and Transmission Cost Functions of Class C with L=N = 0. Given a channel
distribution of Class C, and transmission cost functions of Class C with L= N = 0, we can further apply
stochastic optimal control and the variational equality (II.57), to the resulting optimization problem of
Step 1, to obtain an upper bound, which is achievable over smaller subsets of conditional distributions
◦
P [0,n]⊂P [0,n], which satisfy conditional independence and have finite memory with respect to channel
output symbols. However, since this is already shown in [29], we will concentrate on the fundamental
differences of the information structures between L = N = 0 and L 6= 0 and/or N 6= 0, i.e., corresponding
to the channels and transmission cost functions considered in steps 1, 2.
Although, in Step 1 we invoke generalizations of methods often applied in stochastic optimal control
problems to show that optimizing a pay-off [27], [28] over all non-Markov policies or strategies, occurs in
the smaller set of Markov policies, there are certain issues which should be treated with caution, because
extremum problems of information theory are distinct from any of the common pay-offs of stochastic
optimal control. We discuss some of the fundamental differences below to clarify subsequent derivations
of information structures of optimal channel input distributions.
Stochastic optimal control Theory versus Extremum Problems of Information Theory. In classical
stochastic optimal control theory [32], we are often given a controlled process {Xi : i = 0, . . . ,n}, called
the state process taking values in
{
Xi : i= 0, . . . ,n
}
, affected by a control process {Ui : i= 0, . . . ,n} taking
values in
{
Ui : i = 0, . . . ,n
}
, and the corresponding control object distribution PCO[0,n]
4
=
{
PUi|U i−1,X i : i =
0, . . . ,n
}
and a general non-Markov controlled object distribution CCO[0,n]
4
=
{
PXi|X i−1,U i−1 : i = 0, . . . ,n
}
.
However, often the controlled object distribution is Markov conditional on the past control values, that is,
PXi|X i−1,U i−1 =PXi|Xi−1,Ui−1−a.a.(xi−1,ui−1), i= 0, . . . ,n. Such Markov controlled objects are often induced
by discrete recursions
Xi+1 = fi(Xi,Ui,Vi), X0 = x0, i = 0, . . . ,n (III.65)
where {Vi : i = 0, . . . ,n} is an independent noise process taking values in
{
Vi : i = 0, . . . ,n
}
, independent
of the initial state X0. Let us denote the set of such Markov distributions or controlled objects by
CCO−M
[0,n]
4
=
{
PXi|Xi−1,Ui−1 : i = 0, . . . ,n
}
.
In stochastic optimal control theory, we are also given a sample pay-off function to grade the behaviour
of each of the strategies, often of additive form, defined by
l : Xn×Un 7−→ (−∞,∞], l(xn,un) 4=
n
∑
i=0
`i(ui,xi) (III.66)
where the functions
{
`i(·, ·) : i = 0, . . . ,n} are fixed and independent of the control object
{
PUi|U i−1,X i :
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i = 0, . . . ,n
}
.
The main problem of stochastic optimal control is the following. Given a Markov controlled object
distribution from the set CCO−M
[0,n] , determine the optimal strategy among all non-Markov strategies in
PCO[0,n], which impacts the minimum average of the sample path pay-off, i.e.,
JF0,n(P
∗
Ui|U i−1,X i ,PXi|Xi−1,Ui−1 : i = 0, . . . ,n)
4
= inf
PCO0,n]
E
{ n
∑
i=0
`(Ui,Xi)
}
. (III.67)
Hence, for any non-Markov strategy from the set PCO[0,n], the functional J
F
0,n(PUi|U i−1,X i ,PXi|Xi−1,Ui−1 : i =
0, . . . ,n) depends on a fixed and given controlled object distribution PXi|Xi−1,Ui−1 , i = 0, . . . ,n. Next, we
discuss two features of stochastic optimal control which are distinct from any extremum problem of
directed information.
Feature 1. The definition of stochastic optimal control formulation (III.67) pre-supposes the following.
(i) The controlled object distribution is Markov, i.e., CCO−M
[0,n]
4
=
{
PXi|Xi−1,Ui−1 : i = 0, . . . ,n
}
;
(ii) at each i, the sample path pay-off is single letter, i.e., `i(ui,xi) for i = 0, . . . ,n.
If (i) and/or (ii) do not hold, then prior to arriving to the formulation (III.67), additional state variables
are introduced, which constitute the complete state process {Xi : i = 0, . . . ,n} so that (i) and (ii) hold.
This may be due to a noise process {Vi : i = 0, . . . ,n} which is correlated, a dependence of the discrete
recursion on past information, and a dependence of the sample pay-off function `i(·, ·) at each i on
additional variables than single letters (xi,ui), for i= 0, . . . ,n, and converted into the formulation (III.67),
satisfying (i) and (ii), by state augmentation, so that the controlled object is Markov, and the sample path
pay-off is single letter. The procedure is given in [36] for deterministic or non-randomized strategies,
defined by
ECO[0,n]
4
=
{
ei : Ui−1×Xi 7−→ Ui, i = 0, . . . ,n : ui = ei(ui−1,xi), i = 0, . . . ,n
}
. (III.68)
In view of the Markovian property of the controlled object, i.e., satisfying PXi|X i−1,U i−1 = PXi|Xi−1,Ui−1 , i=
0, . . . ,n, then it can be shown that the optimization in (III.67) over all non-Markov strategies reduces to
an optimization problem over Markov strategies, as follows [27], [32].
JF0,n(P
∗
Ui|U i−1,X i ,PXi|Xi−1,Ui−1 : i = 0, . . . ,n) =J
M
0,n(P
∗
Ui|Xi ,PXi|Xi−1,Ui−1 : i = 0, . . . ,n) (III.69)
4
= inf
PUi|Xi ,i=0,...,n
E
{ n
∑
i=0
`(Ui,Xi)
}
. (III.70)
This further implies that the control process {Xi : i = 0, . . . ,n} is Markov, i.e., it satisfies PXi|X i−1 =
PXi|Xi−1 , i = 0, . . . ,n. On the other hand, if PXi|X i−1 = PXi|Xi−1 , i = 0, . . . ,n then (III.70) holds.
Feature 2. Given a general non necessarily Markov controlled object
{
PXi|X i−1,U i−1 : i = 0, . . . ,n
}
, one
of the fundamental results of classical stochastic optimal control is that the optimization of the average
pay-off E
{
∑ni=0 `(Ui,Xi)
}
over all non-Markov randomized strategies PCO[0,n] does not incur a better
performance than optimizing it over non-Markov and non-randomized strategies ECO[0,n], i.e., the following
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holds.
JF0,n(P
∗
Ui|U i−1,X i ,PXi|X i−1,U i−1 : i = 0, . . . ,n) = infECO
[0,n]
E
{ n
∑
i=0
`(Ui,Xi)
}
(III.71)
= inf
gi(Xi): i=0,...,n
Eg
{ n
∑
i=0
`(Ui,Xi)
}
if PXi|X i−1,U i−1 = PXi|Xi−1,Ui−1 , i = 0, . . . ,n. (III.72)
We note that in any extremum problem of directed information, Features 1 and 2 above do not hold.
Specifically, the sample path pay-off is the directed information density, and this is a functional of the
channel output conditional distribution, which depends on the channel input conditional distribution. Since
the directed information density is not a fixed functional, then Feature 1 of stochastic optimal control
formulation does not hold for extremum problems of directed information. The dependence of the directed
information density or sample path pay-off on the channel output conditional distribution, which is induced
by the channel distribution and the channel input conditional distribution makes extremum problems of
directed information distinct compared to classical stochastic optimal control problems.
Further, Feature 2 does not hold in extremum problems of directed information, because if the channel
input distributions are replaced by non-randomized deterministic strategies, then directed information is
zero.
In view of Features 1 and 2 of stochastic optimal control, any application of stochastic optimal control
techniques to derive the information structures of optimal channel input distributions, which maximize
directed information, needs to be treated with caution. Often, stochastic optimal control techniques might
not be directly applicable and properties of optimal channel input distributions need to be derived from
first principles. Also, additional properties of directed information density might be needed, such as, the
variational equality of directed information, to determine achievable upper bounds.
A. Channel Class A or B and Transmission Cost Class A or B
Throughout this section we use the following definition of channel input distributions satisfying condi-
tional independence.
Definition III.1. (Conditional independence for class A channels and class B transmission cost functions)
Consider the class of channel input conditional distributions P[0,n] and define the set of channel input
conditional distributions for Class A channels and Class B transmission cost constraints by
PA[0,n](κ)
4
=
{
Pi(dai|ai−1,bi−1), i = 0,1, . . . ,n : 1n+1E
P
( n
∑
i=0
γA.Ni (A
i
i−N ,B
i)
)
≤ κ
}
⊂P[0,n]. (III.73)
A subclass of channel input conditional distributions from P[0,n] for Class A channels, which satisfy
conditional independence is defined by
P
A.L
[0,n]
4
=
{
Pi(dai|ai−1,bi−1) = piA.Li (dai|ai−1i−L,bi−1)−a.a.(ai−1,bi−1) : i = 0,1, . . . ,n
}
⊂P[0,n] (III.74)
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A subclass of channel input conditional distributions from the set PA[0,n](κ), for Class A channels and
Class B transmission cost constraints, which satisfy conditional independence is defined by
P
A.I
[0,n](κ)
4
=
{
Pi(dai|ai−1,bi−1) = piA.Ii (dai|ai−1i−I ,bi−1)−a.a.(ai−1,bi−1), i = 0,1, . . . ,n :
1
n+1
Epi
A.I
( n
∑
i=0
γA.Ni (A
i
i−N ,B
i)
)
≤ κ
}
⊂PA[0,n](κ), I
4
= max{L,N}. (III.75)
1) Channel Class A and Transmission Cost Class A: Given the channel distribution (I.15), the joint
distribution is defined by6
PP(dai,dbi) 4=⊗ij=0
(
Pj(da j|a j−1,b j−1)⊗Q j(db j|b j−1,a jj−L)
)
, i = 0, . . . ,n. (III.76)
Consequently, directed information is given by
I(An→ Bn) =
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)}
≡
n
∑
i=0
I(Aii−L;Bi|Bi−1) (III.77)
=
n
∑
i=0
EP
{
`Pi (Ai,A
i−1
i−L,B
i−1)
}
(III.78)
≡
n
∑
i=0
EP
{
`Pi (Ai,A
i−1
i−L,Si)
}
(III.79)
where the sample path pay-off and the conditional distribution of the channel output obtained from (II.45)
are given by
`Pi (ai,a
i−1
i−L,b
i−1) 4=
∫
Bi
log
(dQi(·|Bi−1,aii−L)
dΠPi (·|bi−1)
(bi)
)
Qi(dbi|bi−1,aii−L) (III.80)
≡`P(ai,ai−1i−L,si), s j
4
= b j−1, j = 0, . . . ,n, (III.81)
ΠPi (dbi|bi−1) =
∫
Ai
Qi(dbi|bi−1,aii−L)⊗Pi(dai|ai−1,bi−1)⊗PP(dai−1|bi−1), i = 0, . . . ,n. (III.82)
It is important to note that for each i, the a´ posteriory distribution PP(dai−1|bi−1) in (III.82) depends on
the channel input distribution {Pj(da j|a j−1,b j−1) : j = 0, . . . , i−1}, for i = 0,1, . . . ,n.
Information Structures of Optimal Channel Input Distributions. First, we make the following obser-
vation. For each i, the pay-off in (III.78), i.e., `Pi (ai,a
i−1
i−L,b
i−1) depends on (ai−1i−L,b
i−1) through the channel
distribution dependence on these variables, and the control object
{
g j(a j−1,b j−1)
4
= Pj(da j|a j−1,b j−1) :
j = 0, . . . , i
}
, via
{
ξPj (b j−1)
4
= ΠPi (dbi|bi−1) : j = 0, . . . , i}, defined by (III.82), for i = 0, . . . ,n. More-
over, for each i, ξPi (bi−1) depends on bi−1 through the channel distribution and the control object{
g j(a j−1,b j−1) : j = 0, . . . , i
}
, for i = 0, . . . ,n. Moreover, for each i, the common information to the
encoder (channel input distribution) and to the decoder is the process Si
4
= Bi−1, for i = 0, . . . ,n.
6Often we do not indicate the dependence of the distributions P(·) and expectation E{·} on the initial data, ν(db−1) or
b−1, because these are easily extracted from the definitions.
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Next, we show that {ξPi (bi−1)
4
=ΠPi (dbi|bi−1) : i= 0, . . . ,n} is a functional of the object
{
P(dai|ai−1i−L,bi−1) :
i = 0, . . . ,n
}
, instead of the control object
{
g j(a j−1,b j−1)
4
= Pj(da j|a j−1,b j−1) : j = 0, . . . , i
}
. First, we
apply Bayes’ theorem and we use the property of the channel distribution, to deduce the following
conditional independence holds.
P(dsi+1|si,ai) = P(dsi+1|si,aii−L), i = 0, . . . ,n−1. (III.83)
It is easy to verify that the process {Si 4= Bi−1 : i = 0, . . . ,n} is Markov, and satisfies the following
identities.
PP(dsi+1|si) = PP(dsi+1|si) =
∫
Aii−L
P(dsi+1|si,aii−L)⊗P(dai|ai−1i−L,si)⊗PP(dai−1i−L|si), i = 0, . . . ,n−1
(III.84)
where the second equality follows from (III.83). Further, we show that the a´ posteriori distribution
PP(dai−1i−L|si)≡ PP(dai−1i−L|bi−1) appearing in (III.84) is a functional of the conditional distribution
{P(da j|a j−1j−L,s j) : j = 0, . . . , i−1} instead of the distribution Pj(da j|a j−1,s j) : j = 0, . . . , i−1}, as follows.
By applying Bayes’ theorem we obtain the following recursion.
PP(dai−1i−L|si) =
∫
Ai−1−L Qi−1(dbi−1|si−1,ai−1i−1−L)⊗P(dai−1|ai−2i−1−L,si−1)⊗PP(dai−2i−1−L|si−1)
PP(dbi−1|si−1) , i = 1, . . . ,n,
(III.85)
PP(da−1−L|s0) =given (III.86)
where the denominator is given by
PP(dbi−1|si−1) =
∫
Ai−1i−1−L
Qi−1(dbi−1|si−1,ai−1i−1−L)⊗P(dai−1|ai−2i−1−L,si−1)⊗PP(dai−2i−1−L|si−1). (III.87)
For a fixed channel distribution Qi−1(·|·, ·) define the operator appearing in the numerator of (III.85) by(
bi−1,si−1,P(·|·,si−1),PP(·|si−1)
)
7−→ Ti−1
(
bi−1,si−1,P(·|·,si−1),PP(·|si−1)
)
(·), i = 1, . . . ,n, (III.88)
Ti−1
(
bi−1,si−1,P(·|·,si−1),PP(·|si−1)
)
(dai−1i−L)
4
=
∫
Ai−1−L
Qi−1(dbi−1|si−1,ai−1i−1−L)⊗P(dai−1|ai−2i−1−L,si−1)
⊗PP(dai−2i−1−L|si−1) (III.89)
Then (III.85) is expressed as follows.
PP(dai−1i−L|si) =
Ti−1
(
bi−1,si−1,P(·|·,si−1),PP(·|si−1)
)
(dai−1i−L)∫
Ai−1i−L
Ti−1
(
bi−1,si−1,P(·|·,si−1),PP(·|si−1)
)
(dai−1i−L)
, i = 1, . . . ,n (III.90)
≡T˜i−1
(
bi−1,si−1,P(·|·,si−1),PP(·|si−1)
)
(dai−1i−L), (III.91)
PP(da−1−L|s0) =given. (III.92)
By iterating (III.91), then we deduce that the conditional distribution PP(dai−1i−L|si) is a functional of the
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control object
{
gA.Lj−1(a
j−2
j−1−L,b
j−2) ≡ piA.Lj−1(da j−1|a j−2j−1−L,b j−2) : j = 0, . . . , i
}
and bi−1, i.e., for each i,
PP(dai−1i−L|bi−1)≡ Ppi
L
(dai−1i−L|bi−1).
Thus, from (III.84) we deduce that for each i, the conditional distribution PP(dsi+1|si)≡ PP(dsi+1|bi−1)≡
PpiL(dsi+1|bi−1) is a functional of the control object
{
gA.Lj (a
j−1
j−L,b
j−1)≡ piA.Lj (da j|a j−1j−L,b j−1) : j= 0, . . . , i
}
and bi−1. This implies, for each i, that ΠPi (dbi|bi−1)≡Πpi
A.L
i (dbi|bi−1)≡ ξ pi
A.L
i (b
i−1) is also a functional
of the control object
{
gA.Lj (a
j−1
j−L,b
j−1)≡ piA.Lj (da j|a j−1j−L,b j−1) : j = 0, . . . , i
}
and bi−1.
Using the above facts, we can express the distribution of {Si : i = 0, . . . ,n} as follows.
PP(dsi+1) =
∫
Bi−1×Aii−L
P(dsi+1|si,aii−L)⊗P(daii−L|si)⊗PP(dsi), i = 0, . . . ,n (III.93)
=⇒ PpiA.L(dsi+1) =
∫
Bi−1×Aii−L
P(dsi+1|si,aii−L)⊗piA.Li (daii−L|si)⊗Ppi
A.L
(dsi) (III.94)
where (III.94) is due to iterating (III.93). Finally, we can express directed information (III.78) as follows.
I(An→ Bn) =
n
∑
i=0
EP
{
`Pi (Ai,A
i−1
i−L,S
i−1) (III.95)
=
n
∑
i=0
∫
Bi−1×Ai−1i−L
`pi
A.L
i (ai,a
i−1
i−L,s
i−1)piA.Li (dai|ai−1i−L,si)⊗Ppi
A.L
(dai−1i−L|si)⊗Ppi
A.L
(dsi) (III.96)
≡
n
∑
i=0
Epi
A.L
{
`pi
A.L
i (Ai,A
i−1
i−L,B
i−1)
}
(III.97)
where the joint and marginal distributions are induced by the channel distribution {Qi(dbi|bi−1,aii−L) :
i = 0, . . . ,n} and the control object {piA.Li (dai|ai−1i−L,bi−1) : i = 0, . . . ,n}. Clearly, from (III.97) we deduce
that the maximization of directed information I(An → Bn) defined by (III.77) over {gi(ai−1,bi−1) 4=
Pi(dai|ai−1,bi−1) : i = 0, . . . ,n
}
, occurs in the subset, which satisfies conditional independence
Pi(dai|ai−1,bi−1) = P(dai|ai−1i−L,bi−1)≡ piA.Li (dai|ai−1i−L,bi−1)−a.a.(ai−1i−L,bi−1), i = 0, . . . ,n. (III.98)
Hence, {Si : i = 0, . . . ,n} is the controlled process controlled by the control process {Ai : i = 0, . . . ,n}.
However, the information structure of any candidate of optimal channel input distribution (encoder) for
each i, is {Ai−1i−L,Bi−1}, while that of the decoder is {Bi}. Nevertheless, with the above simplification, we
can further pursue the optimization of (III.97) over the channel input distributions
{
piA.Li (dai|ai−1i−L,bi−1) :
i = 0, . . . ,n
}
, with some variations from classical stochastic optimal control theory, as often done in
Markov decision theory, [27], [32].
We note that the above derivation is done from first principles, without utilizing any of the properties of
Markov decision. In Theorem III.2 we provide an alternative derivation, which is based on identifying
an augmented state process so that the above properties of optimal channel input distributions can be
obtained, directly from stochastic optimal control theory of Markov processes.
For the degenerate channel Qi(dbi|bi−1,ai,ai−1) =Qi(dbi|ai,ai−1), i= 0, . . . ,n, the derivation in [25] (see
Theorem 1) and in [18], should be read with caution, because the authors do not show that the supremum
of directed information over all channel input conditional distributions {Pi(dai|ai−1,bi−1) : i = 0, . . . ,n},
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occurs in a smaller set, satisfying a conditional independence Pi(dai|ai−1,bi−1) = P(dai|ai−1,bi−1), i =
0, . . . ,n. Similarly, the derivation of Theorem 1, in [20], for the unifilar finite state channel of Figure 2
in [20], i.e., p(yi|xi,si−1),si = f (si−1,xi,yi), where it is shown that directed information becomes I(Xn→
Y n)=∑ni=0 I(Xi,Si−1;Yi|Y i−1), should be read with caution. Specifically, the derivation given in [20], under
“Proof of Equality (18): It will suffice to prove by induction that if we have two input distributions ...”,
page 3154, is not equivalent to the statement that maximizing ∑ni=0 I(Xi,Si−1;Yi|Y i−1) over PXi|X i−1,Y i−1 :
i = 1, . . . ,n occurs in the subset of distributions satisfying conditional independence
{
PXi|X i−1,Y i−1 =
PXi|Si−1,Y i−1 : i= 1, . . . ,n
}
(see feedback channels in [1]). The derivations of Theorem 1 in [25], Theorem
1 in [18], and Theorem 1 in [20] need to incorporate the above steps, or variants of them (as done
shortly), to fill the gaps of showing that the optimal channel input distributions for the specific channels
considered by the authors, occur in subsets satisfying conditional independence.
Sufficient Statistic. For Class A channel distribution, the resulting characterization of FTFI capacity
corresponds to the maximization problem
sup
pii(dai|ai−1i−L,bi−1):i=0,...,n
n
∑
i=0
Epi
A.L
{
`pi
A.L
i (Ai,A
i−1
i−L,B
i−1)
}
(III.99)
and this is expressed in terms of the a´ posteriori distribution
{
PpiA.L(dai−1i−L|bi−1) : i = 0, . . . ,n
}
satisfying
recursion (III.85), (III.86). However, it will be erroneous to assume that this a´ posteriori distribution is a
sufficient statistic for the channel input distribution
{
piA.Li (dai|ai−1i−L,bi−1) : i = 0, . . . ,n
}
, because it is not
a Markov recursion [27]. Rather, it is the joint process
{
(PpiA.L(dai−1i−L|Bi−1),Bi−1) : i= 0, . . . ,n
}
which is
Markov.
Next, we provide an alternative more information theoretic derivation based on the variational equalities
of Theorem II.1, applied to the channel distribution (I.15), that is, to (III.77). For convenience of the
reader we introduce the following application of Theorem II.1 to channel distribution (III.77).
Theorem III.1. (Variational equalities for Class A channels)
Consider the channel distribution of Class A (I.15), i.e., {Qi(dbi|bi−1,Aii−L) : i = 0, . . . ,n} and directed
information I(An→ Bn) defined by (III.77), via distributions (III.76), (III.82).
The following hold.
(a) Let V[0,n]
4
=
{
Vi(dbi|bi−1) ∈M (Bi) : i = 0, . . . ,n
}
be an arbitrary set of distributions. Then
sup
P[0,n]
I(An→ Bn) = sup
P[0,n]
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)}
(III.100)
= sup
P[0,n]
inf
V[0,n]
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Aii−L)
dVi(·|Bi−1) (Bi)
)}
. (III.101)
Moreover, the infimum over V[0,n] is achieved at Vi(dbi|bi−1) =ΠPi (dbi|bi−1), i= 0, . . . ,n given by (III.82).
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(b) Let
{
Si(dbi|bi−1,ai−1) ∈M (Bi) : i = 0, . . . ,n
}
and
{
Ri(dai|ai−1,bi) ∈M (Ai) : i = 0,1, . . . ,n
}
be
arbitrary distributions and define the joint distribution on M (An0×Bn0) by ⊗ni=0
(
Si(dbi|bi−1,ai−1)⊗
Ri(dai|ai−1,bi)
)
. Then
sup
P[0,n]
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)}
(III.102)
= sup
P[0,n]
sup{
Si(dbi|bi−1,ai−1)⊗Ri(dai|ai−1,bi)∈M (Ai×Bi):i=0,1,...,n
}{
Si(dbi|bi−1,ai−1)∈M (Bi), Ri(dai|ai−1,bi)∈M (Ai)
}
n
∑
i=0
EP
{
log
( dRi(·|Ai−1,Bi)
dPi(·|Ai−1,Bi−1)(Ai)
.
dSi(·|Bi−1,Ai−1)
dΠPi (·|Bi−1)
(Bi)
)}
(III.103)
Moreover, the supremum over
{
Si(dbi|bi−1,ai−1)⊗ Ri(dai|ai−1,bi) ∈ M (Ai × Bi) : i = 0,1, . . . ,n
}
is
achieved when the following identity holds.
dPi(·|ai−1,bi−1)
dRi(·|ai−1,bi) (ai).
dQi(·|bi−1,aii−L)
dSi(·|bi−1,ai−1) (bi) = 1−a.a.(a
i,bi), i = 0,1, . . . ,n. (III.104)
Equivalently, the supremum is achieved at
⊗ni=0
(
Si(dbi|bi−1,ai−1)⊗Ri(dai|ai−1,bi)
)
=⊗ni=0
(
Pi(dai|ai−1,bi−1)⊗Qi(dbi|bi−1,aii−L)
)
. (III.105)
Proof: (a), (b) These are applications of Theorem II.1 to the specific channel, hence the derivations
are omitted.
Next, we apply the variational equalities of Theorem III.1 and stochastic optimal control theory, to identify
the information structure of the optimal channel input conditional distribution, which maximizes (III.77)
over P[0,n], without and with a transmission transmission cost constraint of Class A.
Theorem III.2. (Class A channels and class A transmission cost functions)
Suppose the channel distribution is of Class A defined by (I.15), i.e.,
PBi|Bi−1,Ai(dbi|bi−1,ai) = Qi(dbi|bi−1,aii−L)−a.a.(bi−1,ai), i = 0, . . . ,n. (III.106)
The following hold.
(a) Without Transmission Cost. The maximization of I(An→ Bn) defined by (III.77) over P[0,n] occurs in
P
A.L
[0,n] defined by (III.74) and the characterization of FTFI capacity is given by the following expression.
CFB,A.LAn→Bn = sup{
piA.Li (dai|ai−1i−L,bi−1)∈M (Ai):i=0,...,n
} n∑
i=0
Epi
A.L
{
log
(dQi(·|Bi−1,Aii−L)
dΠpiA.Li (·|Bi−1)
(Bi)
)}
(III.107)
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where
Πpi
A.L
i (dbi|bi−1) =
∫
Aii−L
Qi(dbi|bi−1,aii−L)⊗piA.Li (dai|ai−1i−L,bi−1)⊗Ppi
A.L
(dai−1i−L|bi−1), (III.108)
Ppi
A.L
(dai,dbi) =⊗ni=0
(
Qi(dbi|bi−1,aii−L)⊗piA.Li (dai|ai−1i−L,bi−1)
)
, i = 0, . . . ,n (III.109)
Ppi
A.L
(dai−1i−L|bi−1) =T˜i−1
(
bi−1,bi−2,piA.Li−1(·|·,bi−2),Ppi
A.L
(·|bi−2)
)
(dai−1i−L), i = 1, . . . ,n, (III.110)
Ppi
A.L
(da−1−L|b−1) =given (III.111)
and the initial data I P0 are specified by I
P
0
4
= {A−1−L,B−1} (or any other convention, ie., I P0
4
= {B−1}).
(b) With Transmission Cost. Consider the average transmission cost constraint defined by (III.73) and
suppose the following condition holds.
sup
PA
[0,n](κ)
I(An→ Bn) = inf
λ≥0
sup{
Pi(dai|ai−1,bi−1):i=0,...,n
}
∈P[0,n]
{
I(An→ Bn)
−λ
{
EP
( n
∑
i=0
γA.Ni (A
i
i−N ,B
i)
)
−κ(n+1)
}}
(III.112)
where λ is the Lagrange multiplier associated with the transmission cost constraint.
The maximization of I(An→ Bn) defined by (III.77) over PA[0,n](κ) occurs in the subset P
A.I
[0,n](κ) defined
by (III.75) and the characterization of FTFI capacity is given by the following expression.
CFB,A.IAn→Bn = sup{
piA.Ii (dai|ai−1i−I ,bi−1),i=0,...,n: 1n+1 Epi
A.I
(
∑ni=0 γ
A.N
i (A
i
i−N ,Bi)
)
≤κ
} n∑i=0 EpiA.I
{
log
(dQi(·|Bi−1,Aii−L)
dΠpiA.Ii (·|Bi−1)
(Bi)
)}
(III.113)
where the joint and marginal distributions are given by
Πpi
A.I
i (dbi|bi−1) =
∫
Aii−L
Qi(dbi|bi−1,aii−L)⊗piA.Ii (dai|ai−1i−I ,bi−1)⊗Ppi
A.I
(dai−1i−I |bi−1), (III.114)
Ppi
A.I
(dai,dbi) =⊗ni=0
(
Qi(dbi|bi−1,aii−L)⊗piA.Ii (dai|ai−1i−I ,bi−1)
)
, i = 0, . . . ,n (III.115)
and the aˆ posteriori distribution satisfies a recursion similar to (III.110), (III.111), and the initial data
are specified by the convention used.
Proof: First, we show the pay-off is a functional of a certain process, called the state process and
then we show that the state process is Markov given the past values of the state process and the past
values of the channel inputs. Basically, we re-formulate the optimization problem so that the state and
control processes satisfy Feature 1, (i), (ii), discussed below (III.67).
(a) Recall (III.77). By applying the re-conditioning property of expectation, we obtain the following
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identities.
I(An→ Bn) =
n
∑
i=0
EP
{
log
(
dQi(·|Bi−1,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)}
(III.116)
=
n
∑
i=0
EP
{
EP
{
log
(dQi(·|Bi−1,Aii−L)
ΠPi (·|Bi−1)
(Bi)
)∣∣∣∣Ai,Bi−1}} (III.117)
=
n
∑
i=0
EP
{
EP
{
log
(dQi(·|Bi−1,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)∣∣∣∣Aii−L,Bi−1}} (III.118)
=
n
∑
i=0
EP
{
`Pi
(
Ai,Si
)}
, Si
4
= (Ai−1i−L,B
i−1), Si
4
= Bi−1, i = 0, . . . ,n, (III.119)
`Pi
(
ai,si
)≡`Pi (ai,ai−1i−L,si)= ∫
Bi
log
(Qi(dbi|si,ai)
ΠPi (dbi|si)
)
Qi(dbi|si,ai), i = 0, . . . ,n (III.120)
where (III.118) is due to the channel conditional independence property (III.106). Hence,
sup
P[0,n]
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)}
= sup
P[0,n]
n
∑
i=0
EP
{
`Pi
(
Ai,Si
)}
. (III.121)
The pay-off functional
{
`Pi (ai,si) : i = 0, . . . ,n
}
defined by (III.120) depends on
{
si
4
= (ai−1i−L,b
i−1) : i =
0,1, . . . ,n
}
, called the state process, via the channel distribution dependence on these variables, and
the control object
{
gi(ai−1,bi−1)
4
= Pi(dai|ai−1,bi−1) : i = 0, . . . ,n
}
, via {ξPi (bi−1)
4
= ΠPi (dbi|bi−1) : i =
0, . . . ,n}.
Next, we give a different derivation than the one given earlier. For each i, we can easily show, using
Bayes’ theorem, and the property of the channel distribution, that the conditional distribution of the state
Si+1 given {Si,Ai} is Markov, i.e., the following conditional independence holds.
P(dsi+1|si,ai) = P(dsi+1|si,ai), i = 0, . . . ,n−1. (III.122)
Hence,
{
P(dsi+1|si,ai) : i = 0, . . . ,n−1
}
is the controlled object, i.e., {Si : i = 0, . . . ,n} is the controlled
process, control by the control process {Ai : i = 0, . . . ,n}.
Note that if the pay-off function in (III.121), i.e., `Pi
(
ai,si
)
, was fixed and independent of the channel
input distribution {Pj(da j|a j−1,b j−1) : j = 0, . . . , i}, for i = 0, . . . ,n, then in view of the Markov property
(III.122), it follows directly from stochastic optimal control theory [32] or [27], that the maximizing
distribution occurs is the subset satisfying conditional independence Pi(dai|ai−1,bi−1) = P(dai|si) ≡
piA.Li (dai|ai−1i−L,bi−1)−a.a.(ai−1,bi−1), i = 0, . . . ,n. However, the dependence of the pay-off `Pi
(
ai,si
)
on
{Pj(da j|a j−1,b j−1) : j = 0, . . . , i} prevents us from using, directly stochastic optimal control theory, to
establish this claim.
However, we can bypass this technicality, by invoking the variational equalities of Theorem III.1 to obtain
achievable upper bounds, when the optimal control object satisfies
{
gi(ai−1,bi−1) = gA.Li (a
i−1
i−L,b
i−1) ≡
piA.Li (dai|ai−1i−L,bi−1) : i = 0, . . . ,n
}
. Consider the set of arbitrary distributions V[0,n]
4
=
{
Vi(dbi|bi−1) ∈
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Mi(Bi) : i = 0, . . . ,n
}
and define the pay-off function
`Vi
(
ai,si
)
=
∫
Bi
log
(Qi(dbi|si,ai)
Vi(dbi|si)
)
Qi(dbi|si,ai), i = 0, . . . ,n. (III.123)
By virtue of (III.101), identity (III.121), and inequality supinf{·} ≤ infsup{·} we obtain the following
upper bound.
sup
P[0,n]
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)}
= sup
P[0,n]
inf
V[0,n]
n
∑
i=0
EP
{
`Vi
(
Ai,Si
)}
(III.124)
≤ inf
V[0,n]
sup
P[0,n]
n
∑
i=0
EP
{
`Vi
(
Ai,Si
)}
(III.125)
≤ sup
P[0,n]
n
∑
i=0
EP
{
`Vi
(
Ai,Si
)}
, ∀Vi(dbi|bi−1) ∈M (Bi), i = 0, . . . ,n
(III.126)
Since the pay-off functions
{
`Vi
(
ai, ·
)
: i = 0, . . . ,n
}
depend on
{
si = (ai−1i−L,b
i−1) : i = 0, . . . ,n
}
(and also
ζi(bi−1)
4
=Vi(dbi|bi−1) ∈M (Bi), whose information is already included in si), and the controlled object
is Markov, i.e., (III.122) holds, then by making use of recursions (III.85)-(III.87) or applying the standard
results of Markov decision of stochastic optimal control theory [32], then the maximizing distribution in
the right hand side of (III.126) occurs in the set P
A.L
[0,n], defined by (III.74). Hence, the following upper
bound is obtained.
sup
P[0,n]
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)}
≤ sup{
piA.Li (dai|ai−1i−L,bi−1):i=0,...,n
} n∑
i=0
Epi
A.L
{
`Vi
(
Ai,Si
)}
, (III.127)
∀Vi(dbi|bi−1) ∈M (Bi), i = 0, . . . ,n
where EpiA.L means expectation with respect to joint distribution (III.109). Next, we evaluate the upper
bound (III.127) at Vi(dbi|bi−1) =ΠpiA.Li (dbi|bi−1), i = 0, . . . ,n, defined by (III.108), which implies
`Vi
(
ai,si
)∣∣∣
V=ΠpiA.L
≡ `piA.Li
(
ai,ai−1i−L,si
) 4
=
∫
Bi
log
(Qi(dbi|si,ai)
ΠpiA.Li (dbi|si)
)
Qi(dbi|si,ai), i = 0, . . . ,n (III.128)
to obtain the following upper bound.
sup
P[0,n]
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)}
≤ sup{
piA.Li (dai|ai−1i−L,bi−1):i=0,...,n
} n∑
i=0
Epi
A.L
{
`pi
A.L
i
(
Ai,Si
)}
(III.129)
= sup{
piA.Li (dai|ai−1i−L,bi−1):i=0,...,n
} n∑
i=0
Epi
A.L
{
log
(dQi(·|Bi−1,Aii−L)
dΠpiA.Li (·|Bi−1)
(Bi)
)}
≡CFB,A.LAn→Bn . (III.130)
Note that any other choice of Vi(dbi|bi−1), other than Vi(dbi|bi−1) =ΠpiA.Li (dbi|bi−1), i = 0, . . . ,n will not
be consistent with the joint distribution induced by the channel distribution and {piA.Li (dai|aii−L,bi−1) :
i = 0, . . . ,n}, i.e., the distribution over which the expectation is taken in (III.127).
October 14, 2018 DRAFT
30
The reverse inequality can be shown by restricting the maximization in (III.121) to the subset P
A.L
[0,n] ⊂
P[0,n], which then implies the joint and transition probability distribution of the channel output process
are given by (III.108) and (III.109), and consequently the reverse inequality is obtained.
We can also show the reverse inequality via an application of variational equality (III.103). We do so to
illustrate the power of variational equalities. By virtue of (III.103), and by removing the supremum over{
Si(dbi|bi−1,ai−1)⊗Ri(dai|ai−1,bi) : i = 0, . . . ,n
}
, and setting
Si(dbi|bi−1,ai−1)⊗Ri(dai|ai−1,bi) = dPi(·|a
i−1,bi−1)
dpiA.L(·|ai−1i−L,bi−1)
(ai)
dΠP(·|bi−1)
dΠpiA.Li (·|bi)
(bi)
.piA.Li (dai|ai−1i−L,bi−1)⊗dQi(dbi|bi−1,ai−1i−L), a.s., i = 0,1, . . . ,n. (III.131)
where
{
ΠpiA.Li (bi|bi) : i = 0, . . . ,n
}
is given by (III.108), then the following lower bound is obtained.
sup
P[0,n]
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)}
≥ sup
P[0,n]
n
∑
i=0
EP
{
`pi
A.L
i
(
Ai,Si
)}
. (III.132)
Since for each i, the pay-off `pi
A.L
i
(
ai, ·
)
depends on s, for i = 0, . . . ,n, and the controlled object is
Markov, i.e., (III.122) holds, then from Markov decision theory [27], or by making use of recursions
(III.85)-(III.87), the supremum in the right hand side of (III.132) occurs in P
A.L
[0,n] and the following lower
bound is obtained.
sup
P[0,n]
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)}
≥CFB,A.LAn→Bn . (III.133)
Combining (III.130) and (III.133) we establish the claims in (a).
(b) Since by condition (III.112), the constraint problem is equivalent to an unconstraint problem, we
repeat the steps in (a), for the augmented pay-off given by the following expression.
I(An→ Bn)−λEP
( n
∑
i=0
γA.Ni (A
i
i−N ,B
i)
)
=
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)
−λγA.Ni (Aii−N ,Bi)
}
.
(III.134)
Note that the term λ (n+ 1)κ is not included, because it does not affect the derivation of information
structures of optimal channel input conditional distribution. Similarly as in the unconstraint case, we have
the following.
I(An→ Bn)−λEP
( n
∑
i=0
γA.Ni (A
i
i−N ,B
i)
)
(III.135)
=
n
∑
i=0
EP
{
EP
{
log
(dQi(·|Bi−1,Aii−L)
ΠPi (·|Bi−1)
(Bi)
)
−λγA.Ni (Aii−N ,Bi)
∣∣∣∣Ai,Bi−1}} (III.136)
=
n
∑
i=0
EP
{
`
P
i
(
Ai, Ŝi
)}
, Ŝi
4
= (Ai−1i−I ,B
i−1), Si
4
= (Ai−1i−L,B
i−1), Si
4
= Bi−1, I 4= max{L,N} i = 0, . . . ,n,
(III.137)
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where
`
P
i
(
ai, ŝi
)
=
∫
Bi
[
log
(Qi(dbi|si,ai)
ΠPi (dbi|si)
)
−λγA.Ni (Aii−N ,Bi)
]
Qi(dbi|si,ai), i = 0, . . . ,n. (III.138)
Note that unlike part (a), the augmented pay-off function
{
`
P
i
(
ai, ·
)
: i = 0, . . . ,n
}
defined by (III.138)
depends on
{
ŝi = (ai−1i−I ,b
i−1) : i = 0, . . . ,n
}
, via the channel and cost function, and that if I = L then
sˆi = si, i = 0, . . . ,n (same as in (a)).
It is easy to verify that the variational equalities of Theorem II.1 (see Theorem IV.1 in [33]) are also
valid, when transmission cost constraints are imposed. Thus, Theorem III.1 holds, with the supremum
over P[0,n] replaced by PA[0,n](κ). Note that if I = L, the optimal channel input distribution has exactly
the same form as in part (a).
Keeping in mind the dependence, for each i, of the unconstraint pay-off function `
P
i (ai, ·) on ŝi =
(ai−1i−I ,b
i−1), for i = 0, . . . ,n, we repeat the derivation of the upper bound in (a), by invoking the first
variational equality, and then remove the infimum, to deduce
sup
PA
[0,n](κ)
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)}
≤ sup
PA
[0,n](κ)
n
∑
i=0
EP
{
`Vi
(
Ai,Si
)}
. (III.139)
Further, by setting Vi(dbi|bi−1) = ΠpiA.Ii (dbi|bi−1), i = 0, . . . ,n defined by (III.114), the maximization of
the right hand side of (III.139) occurs in the subset P
A.I
[0,n](κ) ⊆PA[0,n](κ), hence the following upper
bound.
sup
PA
[0,n](κ)
n
∑
i=0
EP
{
log
(dQi(·|Bi−1,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)}
≤CFB,A.IAn→Bn(κ). (III.140)
From this point forward, by repeating the derivation of part (a), if necessary, it is easy to deduce that the
information structure of the channel input distribution, which maximizes directed information, for each
i, is I Pi = {ai−1i−I ,bi−1}, for i = 0,1, . . . ,n, which then implies (III.113)-(III.115).
We note that if N > L, the upper bound corresponds to {ΠpiA.Ni (dbi|bi−1) : i= 0, . . . ,n} defined by (III.114),
(with I = N), which depends on the channel input conditional distribution {piA.Ni (dai|ai−1i−N ,bi−1) : i =
0, . . . ,n}. This completes the prove.
We make the following comments regarding the derivation of the theorem.
Remark III.1. (Comments on Theorem III.2)
(a) Recall the functional defined by (II.64), below Theorem II.1, specialized to channel distribution Class
A, with
−→
Q (dbn|an) replaced by −→Q A(dbn|an) 4=⊗ni=0Qi(dbi|bi−1,aii−L). The pay-off functional in (III.125),
is equivalent to
I(−→V 0,n,←−P 0,n,−→Q A0,n)
4
=
n
∑
i=0
EP
{
`
−→
V
i (Ai,Si)
}
(III.141)
and this functional is convex in
−→
V 0,n(dbn) ∈M (Bn0) for fixed
←−
P 0,n(dan|bn−1) ∈M (An0) (since the
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channel
−→
Q A(dbn|an) ∈M (Bn0) is always fixed), and concave in
←−
P 0,n(dan|bn−1) ∈M (An0) for a fixed−→
V 0,n(dbn) ∈M (Bn0). Hence, if we also impose sufficient conditions so that I(
−→
V 0,n,
←−
P 0,n,
−→
Q A0,n) is lower
semicontinuous in
−→
V 0,n(dbn)∈M (Bn0) and upper semicontinuous in
←−
P 0,n(dan|bn−1)∈M (An0), then the
saddle point inequalities hold [37], and we have
sup
P[0,n]
inf
V[0,n]
n
∑
i=0
EP
{
`
−→
V
i (Ai,Si)
}
= inf
V[0,n]
sup
P[0,n]
n
∑
i=0
EP
{
`
−→
V
i (Ai,Si)
}
. (III.142)
For the special case of finite alphabet spaces {(Ai,Bi) : i = . . . ,−1,0, . . . ,n}, all conditions for validity
of (III.142) hold. However, for countable or Borel spaces (i.e., continuous alphabet spaces) we need
to impose conditions for upper and lower semicontinuity of the functional I(−→V 0,n,←−P 0,n,−→Q A0,n). Such
conditions are identified in [33] using the topology of weak convergence of probability distributions.
In the next remark, we illustrate that when the class A channel distributions and transmission cost
functions are specialized to L = N = 0, then the last theorem gives as degenerate case, one of the
information structures derived [29]. Moreover, for memoryless channels with feedback, we also illustrate
that the derivation based on variational equalities, gives an alternative approach to derive the memoryless
property of capacity achieving distribution, to the one given in [10], which is based on first showing that
feedback does not increase capacity.
Remark III.2. (Fundamental differences between I 6= 0 and I = 0)
(a) If L= N = 0 then I = 0, which corresponds to a channel distribution and transmission cost function,
that do not depend on past channel input symbols, and (III.114) and (III.115) are induced by the channel
and channel input distribution {piA.0i (dai|bi−1) : i = 0, . . . ,n
}
, and all statements of Theorem III.2, (b)
specialize to one of the results derived in [29], as follows.
The characterization of FTFI capacity is given by
CFB,A.0An→Bn = sup
P
A.0
[0,n](κ)
n
∑
i=0
Epi
A.0
{
log
(dQi(·|Bi−1,Ai)
dΠpiA.0i (·|Bi−1)
(Bi)
)}
(III.143)
where
P
A.0
[0,n](κ)
4
=
{
piA.0i (dai|bi−1), i = 0, . . . ,n :
1
n+1
Epi
A.0
( n
∑
i=0
γA.0i (Ai,B
i)
)
≤ κ
}
(III.144)
and the joint and marginal distributions are given by
Πpi
A.0
i (dbi|bi−1) =
∫
Ai
Qi(dbi|bi−1,ai)⊗piA.0i (dai|bi−1), (III.145)
Ppi
A.0
(dai,dbi) =⊗ni=0
(
Qi(dbi|bi−1,ai)⊗piA.0i (dai|bi−1)
)
, i = 0, . . . ,n. (III.146)
In this case, for each i, the information structure of the channel input distribution is I Pi = {bi−1}, and
this information is also known at the decoder. In view of this, there is no need for the decoder to estimate
any state variable using an a´ posteriori distribution, as in (III.114).
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On the other hand, when I 6= 0 the optimal channel input distribution is of the form {piA.Ii (dai|ai−1i−I ,bi−1) :
i = 0, . . . ,n
}
, and hence for each i, the information structure is I Pi = {ai−I, . . . ,ai−1,bi−1}, is known to
the encoder, however, the additional variables {ai−I, . . . ,ai−1} (i.e., state variables) are not known to
the decoder. Hence, at each time i, the additional variables {ai−I, . . . ,ai−1} need to be estimated at the
decoder, for i = 0, . . . ,n. On the other hand, when I = 0, since the optimal channel input distribution
is of the form {piA.0i (dai|bi−1) : i = 0, . . . ,n
}
, then there are no additional state variables which need to
estimated at the decoder, because for each i, the decoder knows Bi−1 = bi−1, for i = 0, . . . ,n.
The fundamental difference is that the case I 6= 0 corresponds to an encoder or strategy with memory
or dynamics, in view of its dependence on past channel inputs, while the case I = 0 corresponds to an
encoder or strategy without memory or dynamics, since it does not depend on past channel input symbols.
This fundamental difference needs to be accounted for, when attempting to optimize the characterizations
of FTFI capacity. It is illustrated in Section IV, for the application example of Multiple-Input Multiple
Output (MIMO) Gaussian Recursive Linear Channel Models.
(b) Application of variational equalities to memoryless channels. If the channel is memoryless, i.e.,
PBi|Bi−1,Ai(dbi|bi−1,ai) = Qi(dbi|ai)−a.a.(bi−1,ai), i = 0, . . . ,n, then from Theorem III.2, we obtain
`pi
A.0
i
(
ai,si
)
=
∫
Bi
log
( Qi(·|ai)
ΠpiA.0i (·|bi−1)
(bi)
)
Qi(dbi|ai), s 4= bi−1, i = 0, . . . ,n (III.147)
Πpi
A.0
i (dbi|bi−1) =
∫
Ai
Qi(dbi|ai)⊗piA.0i (dai|bi−1) (III.148)
Thus, for each i, the pay-off function `pi
A.0
i
(
ai, ·
)
depends on s = bi−1 only through the control object
gi(bi−1)
4
= P(dai|bi−1)≡ piA.0i (dai|bi−1), and not the channel distribution.
By an application of the variational equality, repeating the steps, starting with (III.123) and leading to
(III.130), with the corresponding upper bound obtained by using
Vi(dbi|bi−1) =Πpii (dbi)
4
=
∫
Ai
Qi(dbi|ai)⊗pii(dai), i = 0, . . . ,n (III.149)
i.e., corresponding to piA.0i (dai|bi−1) = pii(dai) ≡ P(dai), i = 0, . . . ,n, then the following upper bound is
obtained.
sup
P
A.0
[0,n]
n
∑
i=0
Epi
A.0
{
log
( dQi(·|Ai)
dΠpiA.0i (·|Bi−1)
(Bi)
)}
≤ sup{
pii(dai):i=0,...,n
} n∑
i=0
Epi
{
log
(dQi(·|Ai)
dΠpii (·)
(Bi)
)}
. (III.150)
Further, the reverse inequality holds, by restricting the channel input distributions to the smaller con-
ditional independent set
{
piA.0i (dai|bi−1) = pii(dai), i = 0, . . . ,n
}
, and from (III.132) (with P replaced by
piA.0) the following lower bound is obtained.
sup
P
A.0
[0,n]
n
∑
i=0
Epi
A.0
{
log
( dQi(·|Ai)
dΠpiA.0i (·|Bi−1)
(Bi)
)}
≥ sup{
pii(dai):i=0,...,n
} n∑
i=0
Epi
{
log
(dQi(·|Ai)
dΠpii (·)
(Bi)
)}
(III.151)
i.e., the upper bound is achievable, when the process
{
(Ai,Bi) : i = 0, . . . ,n
}
is jointly independent.
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Note that for memoryless channels with feedback, the standard method often applied to derive the capacity
achieving distribution, is via the converse coding theorem, which pre-supposes that it is shown that
feedback does not increase capacity, compared to the case without feedback [10]. As pointed out by
Massey [2], for channels with feedback, it will be a mistake to use mutual information I(An;Bn), because
by Marko’s bidirectional information [14], mutual information is not a tight bound on any achievable
rate for channels with feedback. Strictly speaking, for memoryless channels, any derivation of capacity
achieving distribution for channels with feedback, which applies the bound I(An;Bn)≤∑ni=0 I(Ai;Bi), pre-
supposes that it is already shown that feedback does not increase capacity, i.e., that P(dai|ai−1,bi−1) =
P(dai)−a.a.(ai−1,bi−1), i = 0, . . . ,n (see [10]).
Next, we give examples to illustrate the dependence of the information structures of optimal channel
input distributions on L,N.
Example III.1. (Channel Class A and Transmission Cost Class A)
Case 1: I 6= 0. Consider a channel {Qi(bi|bi−1,ai,ai−1) : i = 0,1, . . . ,n}.
(a) Without Transmission Cost. By Theorem III.2, (a) (since there is no transmission cost constraint) the
optimal channel input conditional distribution occurs in the subset
P
A.1
[0,n]
4
=
{
piA.1i (dai|ai−1,bi−1) : i = 0, . . . ,n
}⊂P[0,n] (III.152)
and the characterization of the FTFI capacity is
CFB,A.1An→Bn
4
= sup
P
A.1
[0,n]
n
∑
i=0
Epi
A.1
{
log
(dQi(·|Bi−1,Ai,Ai−1)
dΠpiA.1i (·|Bi−1)
(Bi)
)}
(III.153)
= sup
P
A.1
[0,n]
n
∑
i=0
I(Ai−1,Ai;Bi|Bi−1) (III.154)
where
Πpi
A.1
i (dbi|bi−1) =
∫
Aii−1
Qi(dbi|bi−1,ai,ai−1)⊗piA.1i (dai|ai−1,bi−1)⊗Ppi
A.1
(ai−1|bi−1), i = 0, . . . ,n,
(III.155)
Ppi
A.1
(dbi,dai) =⊗ni=0
(
Qi(dbi|bi−1,ai,ai−1)⊗pipiA.1i (dai|ai−1,bi−1)
)
, i = 0, . . . ,n, (III.156)
Ppi
A.1
(ai−1|bi−1) satisfy recursions (III.110) and (III.111) with L = 1. (III.157)
(b) With Transmission Cost Function
{
γA.2i (aii−2,b
i), i = 0,1, . . . ,n
}
, that is, L = 1,N = 2. The character-
ization of the FTFI capacity is given by the following expression.
CFB,A.2An→Bn(κ) = sup
P
A.2
[0,n](κ)
n
∑
i=0
I(Ai−1,Ai;Bi|Bi−1) (III.158)
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where
P
A.2
[0,n](κ)
4
=
{
piA.2i (dai|ai−1,ai−2,bi−1), i = 0, . . . ,n :
1
n+1
Epi
A.2
( n
∑
i=0
γA.2i (Ai,Ai−1,Ai−2,B
i)
)
≤ κ
}
,
(III.159)
Πpi
A.2
i (dbi|bi−1) =
∫
Aii−1
Qi(dbi|bi−1,ai,ai−1)⊗piA.2i (dai|ai−1,ai−2,bi−1)⊗Ppi
A.2
(ai−1,ai−2|bi−1),
(III.160)
Ppi
A.2
(dbi,dai) =⊗ni=0
(
Qi(dbi|bi−1,ai,ai−1)⊗piA.2i (dai|ai−1,ai−2,bi−1)
)
, i = 0, . . . ,n (III.161)
(III.162)
Ppi
A.2
(ai−1,ai−2|bi−1) satisfy recursions (III.110) and (III.111) with L = 2. (III.163)
Since, N = 2 and L = 1, the dependence of the optimal channel input distribution on past channel
input symbols is determined from the dependence of the instantaneous transmission cost on past chan-
nel input symbols. Moreover, although, in both cases, with and without transmission cost, the pay-off
∑ni=0 I(Ai−1,Ai;Bi|Bi−1) is the same, the channel output transition probability distributions and joint
distributions, are different, because these are induced by different optimal channel input conditional
distributions.
Case 2: I = 0. Consider any channel and transmission cost function of Remark III.2, (a). Clearly, this is
much simpler compared to Case 1, because the characterization of FTFI capacity is not a functional of
the aˆ posteriori distribution of Ai−1 or (Ai−1,Ai−2) given Bi−1, for i = 0, . . . ,n.
2) Channel Class A and Transmission Cost Class B and Vice-Versa: From Theorem III.2, we can
also deduce the information structures of optimal channel input conditional distributions for channels of
Class A and transmission cost functions of Class B, and vice-versa. These are stated as a corollary.
Corollary III.1. (Class A channels and Class B transmission cost functions and vice-versa)
(a) Suppose the channel distribution is of Class A, as in Theorem III.2, i.e., {Qi(dbi|bi−1,aii−L) : i =
0, . . . ,n}, the transmission cost function is of Class B, specifically, {γB.Ki (ai,bii−K) : i = 0, . . . ,n}, and the
corresponding average transmission cost constraint is defined by
PB[0,n](κ)
4
=
{
Pi(dai|ai−1,bi−1), i = 0,1, . . . ,n : 1n+1E
P
( n
∑
i=0
γB.Ki (A
i,Bii−K)
)
≤ κ
}
⊂P[0,n]. (III.164)
Then the optimal channel input conditional distribution, which maximizes I(An→ Bn) defined by (III.77)
over PB[0,n](κ), is of the form
{
Pi(dai|ai−1,bi−1), i = 0,1, . . . ,n
}
(i.e., there is no reduction in the infor-
mation structure of the optimal channel input distribution).
(b) Suppose the channel distribution is of Class B, defined by
PBi|Bi−1,Ai(dbi|bi−1,ai) = Qi(dbi|bi−1i−M,ai)−a.a.(bi−1,ai), i = 0, . . . ,n (III.165)
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and the average transmission cost constraint is PA0,n(κ) defined by (III.73) (i.e., it corresponds to a
transmission cost function of Class A). Then directed information is given by
I(An→ Bn) =
n
∑
i=0
EP
{
log
(dQi(·|Bi−1i−M,Ai)
dΠPi (·|Bi−1)
(Bi)
)}
(III.166)
where
ΠPi (dbi|bi−1) =
∫
Ai
Qi(dbi|bi−1i−M,ai)⊗Pi(dai|ai−1,bi−1)⊗PP(dai−1|bi−1), i = 0, . . . ,n (III.167)
and
{
PP(dai−1|bi−1) : i= 0, . . . ,n} satisfies a recursion. Moreover the optimal channel input distribution,
which maximizes (III.166) over PA0,n(κ) is of the form
{
Pi(dai|ai−1,bi−1), i = 0,1, . . . ,n
}
(i.e., there is
no reduction in information structure).
Proof: This follows from the derivation of Theorem III.2.
B. Channels Class C and Transmission Cost Class C, A or B
In this section, we consider channel distributions of Class C and transmission cost functions Class C, A
or B.
Clearly, channel distributions of Class C and transmission cost functions of Class C, depend only on
finite channel input and output symbols, when compared to any of the ones treated in previous sections.
Since any channel of Class C is a special case of Channels of Class A, and any transmission cost of
Class C is a special case of transmission costs of Class A, then we can invoke Theorem III.2 to conclude
that the maximizing channel input conditional distribution occurs in the subset P
A,I
[0,n](κ)⊂P[0,n](κ).
1) Channel Class C with Transmission Costs Class C: Consider a channel distribution of Class C,
i.e.,
{
Qi(dbi|bi−1i−M,aii−L) : i = 0,1, . . . ,n
}
, and an average transmission cost constraint corresponding to a
transmission cost function of Class C, specifically, {γC.N,Ki (aii−N ,bii−K) : i = 0, . . . ,n}, defined as follows.
PC[0,n](κ)
4
=
{
Pi(dai|ai−1,bi−1), i = 0,1, . . . ,n : 1n+1E
P
( n
∑
i=0
γC.N,Ki (A
i
i−N ,B
i
i−K)≤ κ
)}
. (III.168)
From the preliminary discussion above, then Theorem III.2, (b) is directly applicable, hence we obtain
the following characterization of FTFI capacity.
CFB,CAn→Bn(κ)
4
= sup
PC
[0,n](κ)
n
∑
i=0
EP
{
log
(dQi(·|Bi−1i−M,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)}
(III.169)
= sup
P
C.I
[0,n](κ)
n
∑
i=0
Epi
A.I
{
log
(dQi(·|Bi−1i−M,Aii−L)
dΠpiA.Ii (·|Bi−1)
(Bi)
)}
≡CFB,C.IAn→Bn(κ) (III.170)
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where
P
C.I
[0,n](κ)
4
=
{
piA.Ii (dai|ai−1i−I ,bi−1), i = 0, . . . ,n :
1
n+1
Epi
A.I( n∑
i=0
γC.N,Ki (A
i
i−N ,B
i
i−K)
)≤ κ} (III.171)
Πpi
A.I
i (dbi|bi−1) =
∫
Aii−I
Qi(dbi|bi−1i−M,aii−L)⊗piA.Ii (dai|ai−1i−I ,bi−1)⊗Ppi
A.I
(dai−1i−I |bi−1), I
4
= max{L,N},
(III.172)
Ppi
A.I
(dai,dbi) =⊗ij=0
(
Q j(db j|b j−1j−M,a jj−L)⊗piA.Ij (da j|a j−1j−I ,b j−1)
)
, i = 0, . . . ,n. (III.173)
The a´ posteriori distribution satisfies the following recursion.
Ppi
A.I
(dai−1i−I |bi−1) =T˜i−1
(
bi−1,bi−2i−1−M,pi
A.I
i−1(·|·,bi−2),Ppi
A.I
(·|bi−2)
)
(dai−1i−I ), i = 1, . . . ,n, (III.174)
Ppi
A.I
(da−1−I |b−1) =given (III.175)
Special Case: L = N = 0, I = 0 and Initial Data b−1−M∧K
4
= max{b−1−M,b−1−K} Known to the Encoder and
Decoder. In this case, we can further apply the variational equalities of directed information and stochastic
optimal control theory (as in Theorem III.2), or invoke [29], to deduce that the supremum over the set of
channel input conditional distributions P
C.0
[0,n](κ) in (III.170), occurs in a smaller subset
◦
P
J
[0,n] (κ) ⊂
P
C.0
[0,n](κ) ⊂ P[0,n](κ), which satisfies the conditional independence condition, piA.Ii (dai|ai−1i−I ,bi−1) =
P(dai|bi−1i−J)− a.a.(ai−1i−I ,bi−1), i = 0, . . . ,n,J
4
= max{M,K}. This follows from the fact that, for each i,
the pay-off functional, i.e., `pi
A.L
i (ai, ·)≡ `pi
A.0
i (ai, ·), depends on bi−1i−J via the channel distribution and the
cost function, and on the additional symbols bi−1−J only via the control object gi(bi−1)
4
= piA.0i (dai|bi−1),
for i = 0, . . . ,n. For completeness we state the main theorem without derivation, since this is given in
[29].
Theorem III.3. (Channel class C transmission cost class C, L = N = 0 and initial data known to the
encoder and decoder)
Suppose the channel conditional distribution is of Class C with L = 0, i.e.,
{
Qi(dbi|bi−1i−M,ai) : i =
0,1, . . . ,n
}
, the transmission cost constraint is defined by (III.168) with N = 0 defined by
PC.0,K
[0,n] (κ)
4
=
{
Pi(dai|ai−1,bi−1), i = 0,1, . . . ,n : 1n+1E
P
( n
∑
i=0
γC.0,Ki (Ai,B
i
i−K)≤ κ
)}
(III.176)
the initial data b−1−J
4
=max{b−1−M,b−1−K} is known to the encoder and decoder, and the following condition
holds.
sup
PC.0,K
[0,n] (κ)
I(An→ Bn) = inf
λ≥0
sup
P[0,n]
{
I(An→ Bn)−λ
{
EP
( n
∑
i=0
γC.0,Ki (Ai,B
i
i−K)
)
−κ(n+1)
}}
. (III.177)
Then the following hold.
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The characterization of the FTFI capacity is given by the following expression.
CFB,C.0,JAn→Bn (κ) = sup
◦
P
C.0,J
[0,n] (κ)
n
∑
i=0
Epi
C.0,J
{
log
( dQi(·|Bi−1i−M,Ai)
dΠpiC.0,Ji (·|Bi−1i−J)
(Bi)
)}
, J
4
= max{M,K} (III.178)
where the maximizing channel input conditional distribution occurs in the subset
◦
P
C.0,J
[0,n] (κ)
4
=
{
piC.0,Ji (dai|bi−1i−J), i = 0,1, . . . ,n :
1
n+1
Epi
C.0,J
( n
∑
i=0
γC.0,Ki (Ai,B
i
i−K)
)
≤ κ
}
(III.179)
and the joint and channel output distributions are given by
Πpi
C.0,J
i (dbi|bi−1i−J) =
∫
Ai
Qi(dbi|bi−1i−M,ai)⊗piC.0,Ji (dai|bi−1i−J), (III.180)
Ppi
C.0,J
(dai,dbi) =⊗ij=0
(
Q j(db j|b j−1j−M,ai)⊗piC.0,Jj (da j|b j−1j−J)
)
, i = 0, . . . ,n. (III.181)
Proof: The derivation when the transmission cost function is {γC.0,Ki (Ai,Bi−1i−K) : i= 0, . . . ,n} is given
in [29]. This is easily modified to account for the transmission cost function {γC.0,Ki (Ai,Bii−K) : i =
0, . . . ,n}.
Remark III.3. (Initial data unknown to the encoder and decoder)
We note that if the initial data b−1−J
4
= max{b−1−M,b−1−K} is not available to the encoder and decoder, then
these become additional variables which need to be estimated, and hence Theorem III.3 is no longer
valid.
Next, we present examples.
Example III.2. (Channel Class C)
(a) Consider a channel
{
Qi(dbi|bi−1,ai) : i = 0,1, . . . ,n
}
, i.e., M = 1,L = 0.
By Theorem III.3, the optimal channel input conditional distribution occurs in the subset
◦
P
C.0,1
[0,n]
4
=
{
piC.0,1i (dai|bi−1) : i = 0,1, . . . ,n
}
(III.182)
and the characterterization of the FTFI capacity is
CFB,C.0,1An→Bn = sup
◦
P
C.0,1
[0,n]
n
∑
i=0
Epi
C.0,1
{
log
(dQi(·|Bi−1,Ai)
dΠpic.1i (·|Bi−1)
(Bi)
)}
(III.183)
≡ sup
◦
P
C.0,1
[0,n]
n
∑
i=0
I(Ai;Bi|Bi−1). (III.184)
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where
Πpi
C.0,1
i (dbi|bi−1) =
∫
Ai
Qi(dbi|bi−1,ai)⊗piC.0,1i (dai|bi−1), (III.185)
Ppi
C.0,1
(dai,dbi) =⊗ij=0
(
Q j(db j|b j−1,a j)⊗piC.0,1j (da j|b j−1)
)
, i = 0, . . . ,n. (III.186)
The above characterization of FTFI capacity implies
(a.i) the joint process {(Ai,Bi) : i = 0, . . . ,n} is first-order Markov;
(a.ii) the channel output process {Bi : i = 0, . . . ,n} is first-order Markov.
(b) Consider a channel
{
Qi(dbi|bi−1,bi−2,ai) : i = 0,1, . . . ,n
}
, i.e., M = 2,L = 0.
By Theorem III.3, the optimal channel input conditional distribution occurs in the subset
◦
P
C.0,2
[0,n]
4
=
{
piC.0,2i (dai|bi−1,bi−2) : i = 0,1, . . . ,n
}
(III.187)
and the characterization of the FTFI capacity is
CFB,C.0,2An→Bn = sup
◦
P
C.0,2
[0,n]
n
∑
i=0
Epi
C.0,2
{
log
( dQi(·|Bi−1,Bi−2,Ai)
dΠpiC.0,2i (·|Bi−1,Bi−2)
(Bi)
)}
(III.188)
≡ sup
◦
P
C.0,2
[0,n]
n
∑
i=0
I(Ai−1,Ai;Bi|Bi−1,Bi−2). (III.189)
The above characterization of FTFI capacity implies
(b.i) the joint process {Zi 4= (Bi−1,Bi−2,Ai−1) : i = 0, . . . ,n} is first-order Markov;
(b.ii) the channel output process {Si 4= (Bi−1,Bi−2) : i = 0, . . . ,n} is first-order Markov,
The optimizations of characterizations of FTFI capacity expressions in (a) and (b) over the channel input
distributions can be solved by applying dynamic programming, in view of the Markov property of the
channel output processes.
Let us illustrate, in the next example, the difference of the information structure of optimal channel input
distribution, when the channel or the cost function depend on past channel input symbols, compared to
Example III.2.
Example III.3. (Channel Class C and Transmission Cost Class C with L 6= 0 and or N 6= 0)
Consider a channel
{
Qi(dbi|bi−1,ai,ai−1) : i= 0,1, . . . ,n
}
and transmission cost function
{
γC.2,1i (a
i
i−2,b
i
i−1) :
i = 0, . . . ,n
}
, i.e., , M = 1,L = 1,N = 2,K = 1, I = max{L,N}= 2.
By (III.169)-(III.173), the optimal channel input conditional distribution occurs in the subset
P
A.2
[0,n](κ)
4
=
{
piA.2i (dai|ai−1i−2,bi−1), i = 0, . . . ,n :
1
n+1
Epi
A.2{ n∑
i=0
γi(Aii−2,B
i
i−1)
}≤ κ} (III.190)
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and the characterterization of the FTFI capacity is
CFB,C.2An→Bn(κ) = sup
P
A.2
[0,n](κ)
n
∑
i=0
Epi
A.2
{
log
(dQi(·|Bi−1,Ai,Ai−1)
dΠpiA.2i (·|Bi−1)
(Bi)
)}
(III.191)
where
Πpi
A.2
i (dbi|bi−1) =
∫
Aii−2
Qi(dbi|bi−1,ai,ai−1)⊗piA.2i (dai|ai−1i−2,bi−1)⊗Ppi
A.2
(dai−1i−2|bi−1), (III.192)
Ppi
A.2
(dai,dbi) =⊗ij=0
(
Q j(db j|b j−1,a j,a j−1)⊗piA.2j (da j|a j−1j−2,b j−1)
)
. (III.193)
Ppi
A.2
(ai−1i−2|bi−1) satisfy recursions (III.174) and (III.175) with M = 1, I = 2. (III.194)
This example illustrates that the dependence of the transmission cost function, for each i, on ai−2 in
addition to symbols {ai−1,ai} (i.e, the ones the channel depends on), implies the information structure
of the optimal channel input conditional distribution is I Pi
4
= {ai−1,ai−2,bi−1}, for i = 0, . . . ,n.
Special Case. If the channel is
{
Qi(dbi|bi−1,ai) : i = 0,1, . . . ,n
}
then the optimal channel input condi-
tional distribution occurs in the subset P
A.2
[0,n](κ), which is fundamentally different from the information
structures of Example III.2, (a) (although the channels are identical).
2) Channel Class C with Transmission Costs Class A: Consider a channel distribution of Class C,
i.e.,
{
Qi(dbi|bi−1i−M,aii−L) : i = 0,1, . . . ,n
}
, and an average transmission cost constraint PA[0,n](κ) defined
by (III.73), and corresponding to a transmission cost function of Class A, {γA.Ni (aii−N ,bi) : i = 0, . . . ,n},
with L 6= 0,N 6= 0. We can repeat the derivation of Theorem III.2, to obtain the following characterization
of FTFI capacity.
CFB,C,AAn→Bn(κ)
4
= sup{
Pi(dai|ai−1,bi−1):i=0,...,n
}
∈PA
[0,n](κ)
n
∑
i=0
EP
{
log
(dQi(·|Bi−1i−M,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)}
(III.195)
= sup{
piA.Ii (dai|ai−1i−I ,bi−1),i=0,...,n: 1n+1 Epi
A.I
(
∑ni=0 γ
A.N
i (A
i
i−N ,Bi)
)
≤κ
} n∑
i=0
Epi
A.I
{
log
(dQi(·|Bi−1i−M,Aii−L)
dΠpiA.Ii (·|Bi−1)
(Bi)
)}
(III.196)
where I
4
= max{L,N} and
Πpi
A.I
i (dbi|bi−1) =
∫
Aii−I
Qi(dbi|bi−1i−M,aii−L)⊗Pi(dai|ai−1i−I ,bi−1)⊗Ppi
A.I
(dai−1i−I |bi−1), (III.197)
Ppi
A.I
(dai,dbi) =⊗ij=0
(
Q j(db j|b j−1j−M,a jj−L)⊗piA.Ij (da j|a j−1j−I ,b j−1)
)
, i = 0, . . . ,n. (III.198)
Ppi
A.I
(ai−1i−I |bi−1) satisfy recursions (III.174) and (III.175). (III.199)
3) Channel Class C with Transmission Costs Class B: Consider a channel distribution of Class C,
i.e.,
{
Qi(dbi|bi−1i−M,aii−L) : i = 0,1, . . . ,n
}
, and an average transmission cost constraint PB[0,n](κ) defined
by (III.164), and corresponding to a transmission cost function of Class B, {γB.Ki (ai,bii−K) : i = 0, . . . ,n}.
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Similarly as above, we can repeat the derivation of Theorem III.2, to obtain the following characterization
of FTFI capacity.
CFB,C,BAn→Bn(κ)
4
= sup{
Pi(dai|ai−1,bi−1):i=0,...,n
}
∈PB
[0,n](κ)
n
∑
i=0
EP
{
log
(dQi(·|Bi−1i−M,Aii−L)
dΠPi (·|Bi−1)
(Bi)
)}
(III.200)
where
ΠPi (dbi|bi−1) =
∫
Ai
Qi(dbi|bi−1i−M,aii−L)⊗Pi(dai|ai−1,bi−1)⊗PP(dai−1|bi−1), i = 0, . . . ,n, (III.201)
PP(dai,dbi) =⊗ij=0
(
Q j(db j|b j−1j−M,a jj−L)⊗Pj(da j|a j−1,b j−1)
)
, i = 0, . . . ,n (III.202)
and
{
PP(dai−1|bi−1) : i = 0, . . . ,n} satisfies a recursion.
The characterizations of FTFI capacity presented in this section cover many channel distributions and
transmission cost functions of practical interest.
Conclusion III.1. (Concluding comments)
(a) For specific channel distributions and transmission cost functions, it is possible to derive closed form
expressions for the optimal channel input conditional distributions and corresponding characterizations
of FTFI capacity, via dynamic programming.
(b) Whether feedback increases the characterizations of FTFI capacity compared to that of no feedback
can be determined by investigating whether there exists a channel input distribution without feedback
which induces the joint distribution of the joint process {(Ai,Bi) : i = 0, . . . ,n} and the marginal distri-
bution of the output process {Bi : i = 0, . . . ,n}, corresponding to the characterization of FTFI capacity
(see [24] for specific application examples).
(c) The characterizations of the feedback capacity, are obtained from the per unit time limit of the
characterization of FTFI capacity, provided the optimal channel input distributions induce information
stability of the directed information density [7]. This can be shown following [4], [11] with appropriate
modifications.
IV. SEPARATION PRINCIPLE OF MIMO GAUSSIAN RECURSIVE LINEAR CHANNEL MODELS
In this section, we show that the maximization of FTFI capacity over channel input distributions exhibits
a separation principle. We show this separation principle by using the orthogonal decomposition of the
realizations of optimal channel input distributions.
The application examples we consider are general Multiple-Input Multiple-Output Gaussian channel with
arbitrary memory on past channel input and output symbols, and quadratic cost constraint, i.e., class
C. Via the separation principle, we derive an expression for the optimal channel input distribution, and
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we relate the characterization of FTFI capacity to the well-known Linear-Quadratic-Gaussian partially
observable stochastic optimal control problem [27].
A. Multiple Input Multiple Output Gaussian Linear Channel Models with Memory One
First, we treat a special case, since the general case with arbitrary memory is handled similraly, with
additional notation complexity.
Gaussian-Linear Channel Model. Consider a recursive model, called Gaussian-Linear Channel Model
(G-LCM) with quadratic cost function, defined as follows.
Bi =Ci,i−1 Bi−1+Di,i Ai+Di,i−1Ai−1+Vi, B−1 = b−1, A−1 = a−1, i = 0, . . . ,n, (IV.203)
PVi|V i−1,Ai = PVi , Vi ∼ N(0,KVi), (IV.204)
γi(ai,bi−1)
4
= 〈ai,Ri,iai〉+ 〈bi−1,Qi,i−1bi−1〉, (IV.205)
Ci,i−1 ∈ Rp×p, (Di,i,Di,i−1) ∈ Rp×q×Rp×q, Ri,i ∈ Sq×q++ , Qi,i−1 ∈ Sp×p+ , i = 0, . . . ,n (IV.206)
where the initial data (b−1,a−1) are known to the encoder and decoder.
By Section III-B, the optimal strategy is of the form {piA.1i (dai|ai−1,bi−1) : i= 0, . . . ,n}, and the aˆ posteriori
distribution satisfies the following recursion.
Ppi
A.1
(dai−1|bi−1) =T˜i−1
(
bi−1,bi−2,piA.1i−1(·|·,bi−2),Ppi
A.1
(·|bi−2)
)
(dai−1), i = 1, . . . ,n, (IV.207)
Ppi
A.1
(da−1|b−1) =given. (IV.208)
Next, we show that the presence of {Ci,i−1 : i = 0, . . . ,n} in (IV.203) destoys the Markov property of
process
{
ξ piA.1i−1 (B
i−1) 4= PpiA.1(dai−1|bi−1) : i = 0, . . . ,n
}
.
Theorem IV.1. (Markov structure of augmented process)
The process
{
ξ piA.1i−1 (B
i−1) 4= PpiA.1(dai−1|bi−1) : i= 0, . . . ,n
}
satisfying the recursion (IV.207) and (IV.208)
is not Markov and furthermore the following holds.
For any test function ϕ : Ai−1 7−→ R, which is continuous and bounded then
Epi
A.1
{∫
Ai−1
ϕ(a)Ppi
A.1
(da|bi−1)
∣∣∣Bi−2}= EpiA.1{∫
Ai−1
ϕ(a)Ppi
A.1
(da|bi−1)
∣∣∣Bi−2,ξ piA.1i−2 (Bi−2)}, i = 1, . . . ,n.
(IV.209)
Proof: For each i, the right hand side of the recursion (IV.207) depends in addition to {bi−1,PpiA.1(dai−2|bi−2)}
on bi−2, hence the claim of the non-Markov property. From (IV.207) we deduce (IV.209).
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By the channel definition, directed information pay-off is expressed using conditional entropies as follows.
I(An→ Bn) =
n
∑
i=0
{
H(Bi|Bi−1)−H(Bi|Ai,Ai−1,Bi−1)
}
(IV.210)
where
H(Bi|Bi−1,Ai,Ai−1) = H(Vi) = 12 log(2pie)
p|KVi |, i = 0, . . . ,n. (IV.211)
Let {(Agi ,Bgi ,Vi) : i = 0, . . . ,n} denote a jointly Gaussian process. There are many ways to show that
the optimal channel input distribution is Gaussian, i.e., {piA.1i (dai|ai−1,bi−1) = pig,A.1i (dai|ai−1,bi−1) :
i = 0, . . . ,n} , which then implies the joint process {(Ai,Bi,Vi) = (Agi ,Bgi ,Vi) : i = 0, . . . ,n} is Gaus-
sian, and the average constraint is satisfied. One approach is to assume a Gaussian channel input
conditional distribution and to verify the a´ posteriori recursion is satisfied by a Gaussian distribution
{PpiA.1(dai−1|bi−1) = Pg,pig,A.1(dai−1|bi−1) : i= 0, . . . ,n}. An alternative approach is to apply the maximum
entropy property of Gaussian distributions, as in [1] (see also [11]) which states
n
∑
i=0
H(Bi|Bi−1) = H(Bn)≤ H(Bg,n) (IV.212)
and this upper bound is achieved if {(Ai,Bi,Vi) = (Agi ,Bgi ,Vi) : i = 0, . . . ,n}, the average constraint is
satisfied, and (IV.204) also holds. Since any linear combination of RVs is Gaussian if and only if each
one of them is Gaussian, then we deduce from (IV.203)-(IV.206), and the information structures derived
in Section III-B1, that any realization of the optimal strategies is linear.
Orthogonal Decomposition. The orthogonal realization of optimal channel input conditional distribution
is given by
Agi =U
g
i +Λi,i−1A
g
i−1+Z
g
i ≡ eA.1i (Bg,i−1,Agi−1,Zgi ), Ugi
4
= Γi−1Bg,i−1, (IV.213)
≡ eA.1i (Bg,i−1)+Λi,i−1Agi−1+Zgi , (IV.214)
eA.1i (b
i−1) 4= Γi−1bi−1, i = 0, . . . ,n, (IV.215)
Zgi is independent of
(
Ag,i−1,Bg,i−1
)
, Zg,i is independent of V i, i = 0, . . . ,n, (IV.216){
Zgi ∼ N(0,KZi) : i = 0,1, . . . ,n
}
is an independent Gaussian process (IV.217)
for some deterministic matrices {(Γi−1,Λi,i−1) : i = 0, . . . ,n} of appropriate dimensions, where (IV.216)
follows from the independence condition (IV.204).
Next, we shall show a separation principle between the computation of the strategies {eA.1i (·) ≡ Γi−1 :
i = 0, . . . ,n} and {(Λi,i−1,KZi) : i = 0, . . . ,n}.
To determine the expression of the directed information pay-off (IV.210), we need the conditional density
of Bgi given B
g,i−1 for i = 0, . . . ,n. We determine this by using (IV.203) and strategy (IV.213). Since the
conditional density is characterized by the conditional mean and the conditional covariance, we introduce
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the following quantities.
B̂i|i−1
4
= Ee
A.1
{
Bgi
∣∣∣Bg,i−1}, Âi|i 4= EeA.1{Agi ∣∣∣Bg,i},
KBi|Bi−1
4
= Ee
A.1
{(
Bgi − B̂i|i−1
)(
Bgi − B̂i|i−1
)T ∣∣∣Bg,i−1}
Pi|i = Ee
A.1
(
Agi − Âi|i
)(
Agi − Âi|i
)T
, i = 0, . . . ,n.
Using the properties of the noise processes, i.e., (IV.204), (IV.213)-(IV.217), we obtain the following
recursive Kalman-filter estimates and recursions [30].
Âi|i = Λi,i−1Âi−1|i−1+U
g
i +∆i|i−1
(
Bgi−B̂i|i−1
)
, Â−1|−1 = given, i = 0, . . . ,n, (IV.218)
B̂i|i−1 =Ci−1B
g
i−1+Di,iU
g
i +Λi,i−1Âi−1|i−1, (IV.219)
KBi|Bi−1 = Λi,i−1Pi−1|i−1Λ
T
i,i−1+Di,iKZiD
T
i,i+KVi (IV.220)
where {Â−1|−1,P−1|−1} are the initial data and
Λi,i−1
4
= Di,iΛi,i−1+Di,i−1, i = 0, . . . ,n,
Pi|i = Λi,i−1Pi−1|i−1ΛTi,i−1+KZi−
(
KZiD
T
i,i+Λi,i−1Pi−1|i−1Λ
T
i,i−1
)
.Φi|i−1
(
KZiD
T
i,i+Λi,i−1Pi−1|i−1Λ
T
i,i−1
)T
, P−1|−1 = given,
Φi|i−1
4
=
[
Di,iKZiD
T
i,i+KVi +Λi,i−1Pi−1|i−1Λ
T
i,i−1
]−1
,
∆i|i−1
4
=
(
KZiD
T
i,i+Λi,i−1Pi−1|i−1Λ
T
i,i−1
)
Φi|i−1
Note that the above recursions are driven by the innovations process defined by
{
νeA.1 4= Bgi−B̂i|i−1 : i =
0, . . . ,n}, which is an an orthogonal process. Moreover, it is easily verified that the innovations process
is independent of the strategy {eA.1i (·) : i = 0, . . . ,n}, and satisfies the following identities.
νe
A.1
i
4
=Bgi−B̂i|i−1 = Λi,i−1
(
Agi−1−Âi−1|i−1
)
+Di,iZ
g
i +Vi
=νe
A.1
i
∣∣∣
eA.1i =0
≡ ν0i , ν0i ∼ N(0,Kν0i ), Kν0i = KBi|Bi−1 i = 0, . . . ,n (IV.221)
where the notation
{
ν0i : i= 0, . . . ,n
}
indicates that the innovations process is independent of the strategy{
eA.1i (·)≡ Γi−1 : i = 0, . . . ,n}, i.e., it follows from (IV.213) and (IV.218).
From the above equations, we deduce that the conditional covariance KBi|Bi−1 is independent of B
g,i−1
for i = 0, . . . ,n. Hence, the conditional distribution PeA.1(Bgi ≤ bi|Bg,i−1)∼ N(B̂i|i−1,KBi|Bi−1), i = 0, . . . ,n.
Applying the above two observations to (IV.210), using (IV.211) we obtain
I(Ag,n→ Bg,n) =
n
∑
i=0
I(Agi ;B
g
i |Bg,i−1) =
1
2
n
∑
i=0
log
|KBi|Bi−1 |
|KVi |
≡
n
∑
i=0
{
H(ν0i )−H(Vi)
}
. (IV.222)
Next, we state the main theorem, which establishes a separation principle between the computation of
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optimal strategies, {Γi−1 : i = 0, . . . ,n} and {(Λi,i−1,KZi) : i = 0, . . . ,n}, and it is a generalization of the
separation principle of LQG stochastic optimal control problems with partial information [27], when
Ci,i−1 = 0, i = 0, . . . ,n.
Theorem IV.2. (Separation principle)
Consider the G-LCM (IV.203)-(IV.206). Then the following hold.
(a) Equivalent Extremum Problem. The joint process {(Ai,Bi,Vi) = (Agi ,Bgi ,Vi) : i = 0, . . . ,n}, is jointly
Gaussian and satisfies the following equations.
Agi = e
A.1
i (B
g,i−1,Agi−1)+Z
g
i , i = 0, . . . ,n, (IV.223)
=Ugi +Λi,i−1A
g
i−1+Z
g
i , U
g
i = e
A.1
i (B
g,i−1) = Γi−1Bg,i−1, (IV.224)
Bgi =Ci,i−1B
g
i−1+Di,iU
g
i +Λi,i−1A
g
i−1+Di,iZ
g
i +Vi, (IV.225)
i) Zgi is independent of
(
Ag,i−1,Bg,i−1
)
, i = 0, . . . ,n,
ii) Zg,i is independent of V i, i = 0, . . . ,n,
iii)
{
Zgi ∼ N(0,KZi) : i = 0,1, . . . ,n
}
is an independent Gaussian process. (IV.226)
Moreover, the average cost is given by
1
n+1
n
∑
i=0
Ee
A.1
{
γi(Agi ,B
g
i−1)
}
=
1
n+1
n
∑
i=0
Ee
A.1
{
〈Ugi ,Ri,iUgi 〉+2〈Λi,i−1Âi−1|i−1,Ri,iUgi 〉
+ 〈Λi,i−1Âi−1|i−1,Ri,iΛi,i−1Âi−1|i−1〉+ tr
(
KZiRi,i
)
+ tr
(
ΛTi,i−1RiΛi,i−1Pi−1|i−1
)
+ 〈Bgi−1,Qi,i−1Bgi−1〉
}
≡ 1
n+1
n
∑
i=0
Ee
A.1
{
γ i(Ui, Âi−1|i−1,B
g
i−1,Λi,i−1,KZi)
}
. (IV.227)
The characterization of FTFI capacity given by
CC.1An→Bn(κ) = sup
P
A.1
[0,n](κ)
1
2
n
∑
i=0
log
|KBi|Bi−1 |
|KVi |
(IV.228)
where {KBi|Bi−1 : i = 0, . . . ,n} is given by (IV.220) and the average constraint set is defined by
P
A.1
[0,n](κ)
4
=
{
eA.1i (·)
4
=
(
eA.1i (·, ·),Λi,i−1,KZi
)
, i = 0, . . . ,n :
1
n+1
n
∑
i=0
Ee
A.1
(
γi(Agi ,B
g,i−1)
)
≤ κ
}
.
(IV.229)
(b) Separation of Strategies. If there exists an interior point to the constraint setP
A.1
[0,n](κ) then the optimal
strategy denoted by {eA.1,∗(·) ≡ (eA.1,∗i (·),Λ∗i,i−1,K∗Zi) : i = 0, . . . ,n} is the solution of the following dual
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optimization problem.
JAn→Bn(eA.1,∗) = inf
λ≥0
sup{
eA.1(·)4=
(
eA.1i (·,·),Λi,i−1,KZi
)
,i=0,...,n
}
{
1
2
n
∑
i=0
log
|KBi|Bi−1 |
|KVi |
−λ
{ n
∑
i=0
Ee
A.1
(
γi(Agi ,B
g
i−1)
)
−κ(n+1)
}}
(IV.230)
where λ is the Lagrange multiplier associated with the transmission cost constraint.
Moreover, the following separation holds.
(i) The optimal strategy {eA.1,∗i (·) : i = 0, . . . ,n} is the solution of the optimization problem
JAn→Bn(eA.1,∗(·),λ ,Λ,KZ) 4= inf
eA.1i (·):i=0,...,n
λEe
A.1
{ n
∑
i=0
γi(Agi ,B
g
i−1)
}
(IV.231)
for a fixed λ ,{Λi,i−1,KZi : i = 0, . . . ,n}.
(ii) The optimal strategy {Λ∗i,i−1,K∗Zi : i = 0, . . . ,n} is the solution of (IV.230) for {eA.1i (·) = e
A.1,∗
i (·) : i =
0, . . . ,n}.
(c) Optimal Strategies. Define the augmented state variable as follows.
Bgi−1
4
=
[
Bgi−1
Âi−1|i−1
]
, i = 0, . . . ,n.
Any candidate of the strategy {eA.1i (Bg,i−1) : i = 0, . . . ,n} is of the form
eA.1i (B
g,i−1)≡eA.1i (Bgi−1)
4
= Γ1i,i−1B
g
i−1+Γ
2
i,i−1Âi−1|i−1, (IV.232)
=Γi,i−1B
g
i−1, i = 0, . . . ,n.
where the components of {Bgi : i = 0, . . . ,n} satisfy (IV.218), (IV.221), the augmented system is
Bgi =F i,i−1B
g
i−1+E i,i−1U
g
i +Gi,i−1ν
eA.1
i , i = 0, . . . ,n, (IV.233)
F i,i−1
4
=
[
Ci,i−1 Λi,i−1
0 Λi,i−1
]
, E i,i−1
4
=
[
Di,i
I
]
, Gi,i−1
4
=
[
I
∆i|i−1
]
(IV.234)
the average cost is
Ee
A.1
{ n
∑
i=0
γi(Agi ,B
g
i−1)
}
≡ EeA.1
{ n
∑
i=0
γ i(U
g
i ,B
g
i−1,Λi,i−1,KZi)
}
4
= Ee
A.1
{ n
∑
i=0
([ Bgi−1
Ugi
]T [
Mi,i−1 Li,i−1
LTi,i−1 Ni,i−1
][
Bgi−1
Ugi
]
+ tr
(
KZiRi,i
)
+ tr
(
ΛTi,i−1Ri,iΛi,i−1Pi−1|i−1
))}
,
(IV.235)
Mi,i−1
4
=
[
Qi,i−1 0
0 ΛTi,i−1Ri,iΛi,i−1
]
, Li,i−1
4
=
[
0
ΛTi,i−1Ri,i
]
, Ni,i−1
4
= Ri,i. (IV.236)
and the following hold.
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(1) For a fixed λ ,{Λi,i−1,KZi : i= 0, . . . ,n}, the optimal strategy {Ug,∗i = eA.1,∗i (Bg,i−1)≡ eA.1,∗i (Bgi−1) : i=
0, . . . ,n} is the solution of the fully observable classical stochastic optimal control problem
J1An→Bn(e
A.1,∗(·),λ ,Λ,KZ) = inf
eA.1i (·):i=0,...,n
λEe
A.1
{ n
∑
i=0
γ i(U
g
i ,B
g
i−1,Λi,i−1,KZi)
}
(IV.237)
where {Bgi : i = 0, . . . ,n} satisfy recursion (IV.233). Moreover, the optimal strategy {Ug,∗i = eA.1,∗i (Bgi−1) :
i = 0, . . . ,n} is given by the following equations.
eA.1,∗i (bi−1) = Γi,i−1b
i−1
=−
(
λNi,i−1+E
T
i,i−1Σ(i+1)E i,i−1
)−1
ETi,i−1Σ(i+1)F i,i−1bi−1, i = 0, . . . ,n−1,
(IV.238)
eA.1,∗n (bn−1) = 0 (IV.239)
where the symmetric positive semi-definite matrix {Σ(i) : i= 0, . . . ,n} satisfies the matrix difference Riccati
equation
Σ(i)=FTi,i−1Σ(i+1)F i,i−1−
(
FTi,i−1Σ(i+1)E i,i−1+λLi,i−1
)
.
(
λNi,i−1+E
T
i,i−1Σ(i+1)E i,i−1
)−1(
ETi,i−1Σi,i−1F i,i−1+λL
T
i,i−1
)T
+λMTi,i−1, i = 0, . . . ,n−1,
(IV.240)
Σ(n) =λMTn,n−1. (IV.241)
and the optimal pay-off is given by
J1An→Bn(e
A.1,∗(·),λ ,Λ,KZ) =
n
∑
j=0
{
tr
(
Φ j| j−1Σ( j)
)
+λ tr
(
KZ j R j, j
)
+λ tr
(
ΛTj, j−1R j, jΛ j, j−1Pj−1| j−1
)
+ tr
(
∆ j| j−1KB j|B j−1∆ j, j−1Σ( j)
)}
+ 〈B0|−1,Σ(0)B0|−1〉. (IV.242)
(2) The optimal strategies {(Λ∗i,i−1,K∗Zi) : i = 0, . . . ,n} are the solutions of the optimization problem
JAn→Bn(eA.1,∗) = inf
λ≥0
sup{(
Λi,i−1,KZi
)
,i=0,...,n
}
{
1
2
n
∑
i=0
log
|KBi|Bi−1 |
|KVi |
−λ
{
J1An→Bn(e
A.1,∗(·),Λ,KZ)−κ(n+1)
}}
.
(IV.243)
Proof: (a) Equations (IV.223)-(IV.226) follow from the statements prior to the theorem. The average
constraint (IV.227) follows from (IV.205) and (IV.223)-(IV.226), using the reconditioning property of
expectation. (IV.228) is due to (IV.222). (b) (IV.230) follows from duality theory, in view of the convexity
of the optimization problem. (i), (ii) These follow from the observation that directed information expressed
in terms of the logarithm in the right hand side of (IV.230) depends on {(Λi,i−1,KZi) : i = 0, . . . ,n} and
not on {eA.1i (·) : i = 0, . . . ,n}, which then implies the optimization problem in (IV.230) over {eA.1i (·) : i =
0, . . . ,n} can be decomposed as stated. (c) Consider the output process {Bgi : i = 0, . . . ,n}, expressed in
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terms of the innovations process as follows.
Bgi = B̂i|i−1+ν
eA.1
i =Ci,i−1B
g
i−1+ e
A.1
i (B
g,i−1)+Λi,i−1Âi−1|i−1+νe
A.1
i , i = 0, . . . ,n. (IV.244)
Also recall that {Âi|i : i = 0, . . . ,n} satisfies (IV.218) and it is driven by the innovations process (IV.221),
as follows.
Âi|i = Λi,i−1Âi−1|i−1+U
g
i +∆i|i−1ν
A.1
i , Â−1|−1 = given, i = 0, . . . ,n. (IV.245)
Since the following Markov property holds
Pe
A.1
(dbi,dâi|i|{Bgj = b j, Â j| j = â j| j : j = 0, . . . , i−1},{Ugj = u j : j = 0, . . . , i})
= Pe
A.1
(dbi,dâi|i|Bgi−1 = bi−1, Âi−1|i−1,Ugi = ui), i = 0, . . . ,n (IV.246)
and the average cost in (IV.227), specifically, γ i(Ui, Âi−1|i−1,B
g
i−1,Λi,i−1,KZi)
}
is a function of {Ui, Âi−1|i−1,Bgi−1},
then {(Bgi , Âi|i) : i = 0, . . . ,n} is a sufficient statistics for strategy {eA.1i (·) : i = 0, . . . ,n}, that is, for
each i, then Ugi = e
A.1
i (B
g
i−1, Âi−1|i−1), for i = 0, . . . ,n. This also follows from Theorem IV.1. Conse-
quently, (IV.232)-(IV.236) are obtained by simple algebra. Finally, by (IV.221) the innovations process
{νeA.1i ≡ ν0i : i = 0, . . . ,n}, is independent of strategy {eA.1i (·) : i = 0, . . . ,n}, and hence the rest of the
equations follow directly from the solution of LQG partially obervable stochastic optimal control problems
[30] and (b), that is, the statements under (1) follow from the fact that {(Bgi , Âi|i) : i = 0, . . . ,n} is the
state process of a completely observable stochastic optimal control problem (IV.237).
Remark IV.1. (Comments on the separation principle of Theorem IV.2)
(a) The solution methodology given in Theorem IV.2 states that there is a separation principle, in the sense
that the optimal strategy {eA.1,∗i (·) =: i= 0, . . . ,n} is obtained for fixed strategies {Λi,i−1,KZi : i= 0, . . . ,n},
while the optimal strategies {Λ∗i,i−1,K∗Zi : i = 0, . . . ,n} are found from the optimization problem (IV.243),
evaluated at the optimal strategy {eA.1,∗i (·) =: i = 0, . . . ,n}. This is analogous to the concept of Person-
by-Person (PbP) optimality of decentralized stochastic optimal control or decision theory in cooperative
optimization [38], [39]. Moreover, this separation principle is a generalization of the separation principle
between estimation and control of LQG partially observable stochastic optimal control problems.
(b) If Ci,i−1 = 0,Qi,i=0 = 0, i = 0, . . . ,n then the sample path pay-off in (IV.227) and (IV.244) reduce to
the following expressions.
γ i(Ui, Âi−1|i−1,B
g
i−1,Λi,i−1,KZi) = γ˜i(Ui, Âi−1|i−1,Λi,i−1,KZi), i = 0, . . . ,n, (IV.247)
Bgi = B̂i|i−1+ν
eA.1
i = e
A.1
i (B
g,i−1)+Λi,i−1Âi−1|i−1+νe
A.1
i (IV.248)
hence {Âi|i : i = 0, . . . ,n} is a sufficient statistics for strategy {eA.1i (·) : i = 0, . . . ,n}, that is, Ugi =
eA.1i (B
g,i−1) = e˜A.1i (Âi−1|i−1), i.e., B
g
i−1 = Âi−1|i−1, for i = 0, . . . ,n (see (IV.233).
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B. Multiple Input Multiple Output Gaussian Linear Channel Models with Arbitrary Memory
The methodology and results obtained in Section IV-A admit generalizations to the following models.
Gaussian-Linear Channel Model with Arbitrary Memory. Consider a (G-LCM) with quadratic cost
function, and arbitrary memory, defined as follows.
Bi =
M
∑
j=1
Ci,i− jBi− j +
L
∑
j=0
Di,i− jAi− j +Vi, B−1−M = b
−1
−M, A
−1
−L = a
−1
−L, i = 0, . . . ,n, (IV.249)
≡CM(i)Bi−1i−M +DL(i)Aii−L+Vi,
1
n+1
n
∑
i=0
E
{
γC.L,Mi (A
i
i−L,B
i
i−M)
} 4
=
1
n+1
n
∑
i=0
E
{
〈Aii−L,RL(i)Aii−L〉+ 〈Bii−M,QM(i)Bii−M〉
}
≤ κ, (IV.250)
RL(i) = RTL (i) 0 ∈ R(L+1)q×(L+1)q, QM(i) = QTM(i) 0 ∈ R(M+1)p×(M+1)p, (IV.251)
PVi|V i−1,Ai = PVi , Vi ∼ N(0,KVi). (IV.252)
By (IV.252), the channel distribution is Gaussian given by
P
{
Bi ≤ bi|Bi−1 = bi−1,Ai = ai
}
∼ N(CM(i) bi−1i−M +DL(i) aii−L, KVi), i = 0,1, . . . ,n (IV.253)
From Section III-B, we directly obtain that the optimal channel input conditional distribution occurs in
the following set.
P
A.L
[0,n](κ)
4
=
{
piA.Li (dai|ai−1i−L,bi−1), i = 0, . . . ,n :
1
n+1
n
∑
i=0
Epi
A.L
(
γC.L,Mi (A
i
i−L,B
i
i−M)
)
≤ κ
}
(IV.254)
and that the characterization of FTFI capacity is given by the following expression.
CFB,C.LAn→Bn(κ) = sup
P
A.L
[0,n](κ)
{ n
∑
i=0
H(Bi|Bi−1)
}
−H(V n) (IV.255)
where
P
{
Bi ≤ bi|Bi−1 =bi−1
}
=
∫
Aii−L
P
{
Vi ≤ bi−CM(i) bi−1i−M +DL(i) aii−L
}
⊗piA.Li (dai|ai−1i−L,bi−1)⊗Ppi
A.L
(dai−1i−L|bi−1), i = 0,1, . . . ,n. (IV.256)
We can show, as in Section IV-A, that the optimal channel input distribution satisfying the average
transmission cost constraint is Gaussian.
Theorem IV.3. (MIMO G-LCM with arbitrary memory)
Consider the G-LCM defined by (IV.249)-(IV.252).
Then the following hold.
(a) The optimal channel input conditional distribution is Gaussian distributed, denoted by
{
piA.Li (·|ai−1i−L,bi−1)=
pig,A.Li (·|ai−1i−L,bi−1) : i = 0, . . . ,n
}
, and the corresponding joint process is jointly Gaussian distributed,
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denoted by
{
(Ai,Bi,Vi) = (A
g
i ,B
g
i ,Vi) : i = 0, . . . ,n
}
.
Moreover, the characterization of FTFI capacity is given by
CFB,G−A.LAn→Bn (κ) = sup
P
G−A.L
[0,n] (κ)
{ n
∑
i=0
H(Bgi |Bg,i−1)
}
−H(V n) (IV.257)
where
P
G−A.L
[0,n] (κ)
4
=
{
pig,A.Li (dai|ai−1i−L,bi−1), i = 0, . . . ,n :
1
n+1
n
∑
i=0
Epi
g,A.L
(
γC.L,Mi (A
g,i
i−L,B
g,i
i−M)
)
≤ κ
}
(IV.258)
P
{
Bgi ≤ bi|Bg,i−1 = bi−1
}
=
∫
Aii−L
P
{
Vi ≤ bi−CM(i) bi−1i−M +DL(i) aii−L
}
⊗pig,A.Li (dai|ai−1i−L,bi−1)⊗Pg,pi
A.L
(dai−1i−L|bi−1), i = 0,1, . . . ,n. (IV.259)
(b) An equivalent FTFI characterization is given by the following expressions.
Agi = Γ
i−1Bg,i−1+
L
∑
j=1
Λi,i− jAgi− j +Z
g
i , i = 0,1, . . . ,n (IV.260)
= Γi−1Bg,i−1+ΛL(i)Ag,i−1i−L +Z
g
i , (IV.261)
Bgi =
M
∑
j=1
Ci,i− jB
g
i− j +
L
∑
j=0
Di,i− jA
g
i− j +Vi, i = 0, . . . ,n, (IV.262)
=CM(i)B
g,i−1
i−M +DL(i)A
g,i
i−L+Vi (IV.263)
i) Zgi is independent of
(
Ag,i−1,Bg,i−1
)
, i = 0, . . . ,n, (IV.264)
ii) Zg,i is independent of V i, i = 0, . . . ,n (IV.265)
iii)
{
Zgi ∼ N(0,KZi),KZi  0 : i = 0,1, . . . ,n
}
is a Gaussian process (IV.266)
CFB,G−A.LAn→Bn (κ) = sup{(
Γi−1,ΛL(i),KZi
)
,i=0,...,n
}
∈E IL−G−A.L
[0,n] (κ)
n
∑
i=0
H(Bgi |Bg,i−1)−H(V n) (IV.267)
E IL−G−A.L[0,n] (κ)
4
=
{(
Γi−1,ΛL(i),KZi
)
, i = 0, . . . ,n :
1
n+1
n
∑
i=0
E
(
γC.L,Mi (A
g,i
i−L,B
g,i
i−M)
)
≤ κ
}
, (IV.268)
γC.L,Mi (A
g,i
i−L,B
g,i
i−M)
4
= 〈Ag,ii−L,RL(i)Ag,ii−L〉+ 〈Bg,ii−M,QM(i)Bg,ii−M〉, i = 0, . . . ,n. (IV.269)
Proof: The derivation is done precisely as in Section IV-A, hence it is omitted.
We can proceed further to derive the anlog of the material in Section IV-A.
In the next remark we relate the above theorem to the Cover and Pombra [1] characterization, and
illustrate some of the fundamental differences.
Remark IV.2. (MIMO G-LCM and relation to Cover and Pombra [1])
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By Theorem IV.3, and assuming, without loss of generality the initial data are B−1−M = b
−1
−M = 0,A
−1
−L =
a−1−L = 0, and P0(da0|a−1−L,b−1) = P0(da0),P1(da1|a0,a−11−L,b0,b−1) = P1(da1|a0,b0), etc., we can express
the decomposition (IV.260) in terms of {(Vi,Zgi ) : i= 0, . . . ,n}, by simple recursive substitution, as follows.
Agi =
i−1
∑
j=0
Γi, jBgj +
L
∑
j=1
Λi,i− jAgi− j +Z
g
i , A
g
0 = Z
g
0 , i = 1, . . . ,n, (IV.270)
=
i−1
∑
j=0
Γi, jVj +Zi, Zi
4
=
i
∑
j=0
∆i, jZgj (IV.271)
for appropriately chosen matrices {Γi, j : i = 0, . . . ,n, j = 0, . . . , i−1},{∆i, j : i = 0, . . . ,n, j = 0, . . . , i}.
Clearly, in (IV.270) the process {Zgi : i = 0, . . . ,n} is an orthogonal or independent innovations process,
while in the alternative equivalent expression (IV.271), the process {Zi : i= 0, . . . ,n} is not an independent
innovations process. In fact, the realization of the process {Agi : i = 0, . . . ,n} given by (IV.271), in terms
of {Zi : i= 0, . . . ,n}, is analogous to the realization derived by Cover and Pombra [1] (see (I.10)-(I.13)),
where the process {Zi : i = 0, . . . ,n} is not an orthogonal process.
Since the objective is to compute CFB,G−A.LAn→Bn (κ) given by (IV.267), as in Theorem IV.2, then decomposition
(IV.260) or (IV.270), where the process {Zgi : i = 0, . . . ,n} is an orthogonal process, is much simpler to
analyze, compared to decomposition (IV.271), where {Zi : i = 0, . . . ,n} is correlated. This is possibly
one of the main reason, which prevented many of the past attempts to solve the Cover and Pombra [1]
non-stationary non-ergodic characterization explicitly, or any of its stationary ergodic variants [18], [19].
Finally, we note that although, the emphasis is to illustrate applications in MIMO G-LCM, the method-
ology applies to arbitrary channel models, irrespectively of the type of alphabet spaces and channel noise
distributions.
V. GENERAL DISCRETE-TIME RECURSIVE NONLINEAR CHANNEL MODELS
In this section, we show the following.
(i) The information structures of channel distributions (I.15)-(I.17) are sufficient to derive the
information structures of Nonlinear Channel Models (NCMs) driven by arbitrary distributed
and correlated noise processes.
(ii) The optimal channel input conditional distributions of Multiple-Input Multiple Output (MIMO)
Gaussian Linear Channel Models (G-LCM), driven by correlated Gaussian noise processes, can
be dealt with as in Section IV.
Claim (i) illustrates that many of the existing channels investigated in the literature, for example, [1], [20]–
[23], [25], [26], [31], induce channel distributions of Class A, B or C. Claim (ii) generalizes the Cover
and Pombra [1] characterization (I.12) of feedback capacity of non-nstationary non-ergodic Additive
Gaussian channels driven by correlated noise.
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A. Nonlinear Discrete-Time Recursive Channel Models
First, we illustrate that channel distributions of Class A, B or C, i.e., (I.15)-(I.17), are induced by various
nonlinear channel models (NCM), and include nonlinear and linear time-varying Autoregressive models,
nonlinear and linear channel models expressed in state space form [30], and many of the existing channels
investigated in the literature, for example, [1], [20]–[23], [25], [26], [31], and non-nstationary non-ergodic
Additive Gaussian channels driven by correlated noise [1].
Definition V.1. (Nonlinear channel models and transmission costs)
(a) NCM-A. Nonlinear Channel Models A (NCM-A) are defined by nonlinear recursive models and
transmission cost functions, as follows.
Bi = hAi (B
i−1,Aii−L,Vi), B
−1 = b−1, A−1−L = a
−1
−L, i = 0, . . . ,n, (V.272)
1
n+1
n
∑
i=0
E
{
γA.Ni (A
i
i−N ,B
i)
}
≤ κ (V.273)
where {Vi : i = 0,1, . . . ,n} is the noise process, and the following assumption holds.
Assumption A.(i). The alphabet spaces include any of the following.
Continuous Alphabets: Bi
4
= Rp, Ai
4
= Rq, Vi
4
= Rr, i = 0,1, . . . ,n; (V.274)
Finite Alphabets: Bi
4
=
{
1, . . . , p
}
, Ai
4
=
{
1, . . . ,q}, Vi 4=
{
1, . . . ,r
}
, i = 0,1, . . . ,n; (V.275)
Combinations of Continuous and Discrete (Finite or Countable) Alphabets. (V.276)
Assumption A.(ii). hAi : Bi−1×Aii−L×Vi 7−→ Bi,γA.Ni : Aii−N×Bi 7−→ Ai and hAi (·, ·, ·),γA.Ni (·, ·) are mea-
surable functions, for i = 0,1, . . . ,n;
Assumption A.(iii). The noise process {Vi : i = 0, . . . ,n} satisfies conditional independence condition
PVi|V i−1,Ai(dvi|vi−1,ai) = PVi(dvi)−a.a.(vi−1,ai), i = 0, . . . ,n. (V.277)
(b) Nonlinear Channel Models A.B and B.A are as follows.
(b.1) NCM-A.B. Nonlinear Channel Models A.B (NCM-A.B) correspond to nonlinear recursive models
NCM-A, with γAi (Aii−N ,Bi) in (V.272) replaced by γB.Ki (Ai,Bii−K), i= 0, . . . ,n, and Assumptions A.(i)-A.(iii)
hold with appropriate changes.
(b.2) NCM-B.A. Nonlinear Channel Models B.A (NCM-B.A) correspond to nonlinear recursive models
NCM-A, with hA(Bi−1,Aii−L,Vi) in (V.272) replaced by h
B
i (B
i−1
i−M,A
i,Vi), i= 0, . . . ,n, and Assumptions A.(i)-
A.(iii) hold with appropriate changes.
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(c) NCM-C. Nonlinear Channel Models C (NCM-C) are defined as follows.
Bi = hCi (B
i−1
i−M,A
i
i−L,Vi), B
−1
−M = b
−1
−M, A
−1
−L = a
−1
−L, i = 0, . . . ,n, (V.278)
1
n+1
n
∑
i=0
E
{
γC.N,Ki (A
i
i−N ,B
i
i−K)
}
≤ κ (V.279)
where {Vi : i = 0,1, . . . ,n} is the noise process, and Assumptions A.(i)-A.(iii) hold with appropriate
changes.
(d) NCM-D. Nonlinear Channel Models D (NCM-D) correspond to any one of NCM-A, NCM-A.B,
NCM-B.A, NCM-C, with recursive function hDi (·, ·, ·) for D ∈ {A,B,C}, Assumptions A.(i)-A.(ii) hold
with appropriate changes, and the noise noise process {Vi : i = 0, . . . ,n} is correlated with Assumption
A.(iii) replaced by the following assumptions.
Assumption D.(iii). The noise process V n
4
= {Vi : i = 0, . . . ,n} distribution satisfies conditional indepen-
dence
PVi|V i−1,Ai(dvi|vi−1,ai) = PVi|V i−1(dvi|v
i−1), vi−1 ∈ {vi−1i−T ,vi−1}−a.a.(vi−1,ai), i = 0, . . . ,n (V.280)
where T is nonnegative and finite.
Assumption D.(iv). The inverse of the map
hDi (b
i−1
,ai, ·) : Vi 7−→ hDi (bi−1,ai,vi), ai ∈ {ai,aii−L}, bi−1 ∈ {bi−1,bi−1i−M}, i = 0, . . . ,n (V.281)
exists and it measurable, i.e., the inverse is h
D
i (bi,b
i−1
,ai), for i = 0, . . . ,n.
Clearly, by (V.277) the noise process distribution satisfies PV n(dvn) = ⊗ni=0PVi(dvi), and the following
consistency condition holds.
P
{
Bi ∈ Γ
∣∣∣Bi−1 = bi−1,Ai = ai}= PVi({Vi : hAi (bi−1,aii−L,Vi) ∈ Γ}), Γ ∈B(Bi) (V.282)
= Qi(Γ|bi−1,aii−L), i = 0,1, . . . ,n. (V.283)
We use the convention that transmission starts at time i = 0, the initial data B−1 4= b−1,A−1−L = a
−1
−L are
specified and known to the encoder and decoder, and their distribution is fixed. Alternatively, we can
assume no information is available for i∈ {−1,−2, . . . ,}, i.e., σ{B−1,A−1}= {Ω, /0}, which then implies
B0 = hA0 (A0,V0),B1 = h
A
1 (B0,A1,A0,V1), . . . ,Bn = h
A
n (Bn−1, . . . ,B0,An, . . . ,A0,Vn).
Any NCM-A.B induces channel distribution {Qi(dbi|bi−1,aii−L) : i= 0, . . . ,n
}
and any NCM-B.A induces
channel distribution {Qi(dbi|bi−1i−M,ai) : i = 0, . . . ,n
}
(i.e., they satisfy a consistency conditions as in
(V.283)).
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Any NCM-C induces channel distribution
P
{
Bi ∈ Γ
∣∣∣Bi−1 = bi−1,Ai = ai}= PVi({Vi : hCi (bi−1i−M,aii−L,Vi) ∈ Γ}), Γ ∈B(Bi) (V.284)
= Qi(Γ|bi−1i−M,aii−L), i = 0,1, . . . ,n. (V.285)
Since any NCM-A, NCM-A.B, NCM-B.A., NCM-C, induces a channel distribution of Class A, B, C, then
by the converse to the coding theorem the characterization of FTFI is the one given in Definition II.1,
in terms of directed information I(An→ Bn).
However, any NCM-D induces a channel distribution, which depends on past noise symbols. To gain
insight into the distribution induced by any NCM-D with correlated noise sequence {Vi : i = 0, . . . ,n}
consider the following case.
Any NCM-D, with D=C with correlated noise satisfying Assumptions D.(iii), (iv) induces the following
distribution.
P
{
Bi ∈ Γ
∣∣∣Bi−1 = bi−1,Ai = ai}=P{Bi ∈ Γ∣∣∣Bi−1 = bi−1,Ai = ai,V i−1 = vi−1}
=P
Vi|V i−1
({
Vi : hDi (b
i−1
i−M,a
i
i−L,Vi) ∈ Γ
}∣∣∣vi−1), Γ ∈B(Bi) (V.286)
= Qi(Γ|bi−1i−M,aii−L,vi−1), vi−1 ∈
{
vi−1i−T ,v
i−1}, i = 0,1, . . . ,n. (V.287)
Clearly, in general, if the noise is correlated then the channel (V.287) depends on past noise sequences,
and hence we need to identify the characterization of FTFI from the converse to the coding theorem.
For general NCM-D, in the next section, we identify via the converse coding theorem, the characterization
of FTFI capacity and the information structures of optimal channel input distributions.
B. Arbitrary Distributed NCM-D: Converse Coding Theorem & Information Structures
In this section we illustrate the application of information structures of optimal channel input distributions
to NCM-D, with arbitrary alphabets, and correlated noise process. Subsequently, we apply the results to
generalizations of the the Cover and Pombra non-stationary non-ergodic Additive Gaussian Noise (AGN)
Channel [1] defined by (I.10) and (I.11), including the case when the noise is finite memory.
Nonlinear Channel Model-D. Consider the specific NCM-D (see Definition V.1) defined as follows.
Bi = hDi (B
i−1
i−M,A
i
i−L,Vi), B
−1
−M = b
−1
−M, A
−1
−L = a
−1
−L, i = 0, . . . ,n, (V.288)
PC[0,n](κ)
4
=
{
Pi(dai|ai−1,bi−1), i = 0,1, . . . ,n : 1n+1
n
∑
i=0
E
(
γC.L,Mi (A
i
i−L,B
i
i−M)
)
≤ κ
}
, (V.289)
PVi|V i−1,Ai(dvi|vi−1,ai) = PVi|V i−1i−T (dvi|v
i−1
i−T )−a.a.(vi−1,ai), i = 0, . . . ,n, (V.290){
Bi,Ai,Vi
}
, i = 0, . . . ,n are arbitrary, (V.291)
the inverse of the map vi ∈ Vi 7−→ hDi (bi−1i−M,aii−L,vi), i = 0, . . . ,n exists and it measurable (V.292)
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i.e., the inverse is h
D
i (bi,b
i−1
i−M,a
i
i−L), for i = 0, . . . ,n,, where {Vi : i = . . . ,−1,0,1, . . . ,n} is the noise
process, the past information available to the encoder and decoder at time i = 0 is the null set, or the
initial data (b−1,a−1) are known to the encoder and decoder (an alternative convention can be used as
in [19], [31]).
First, we prove the converse to the coding theorem, as discussed in Section V-A. Then we show that
the information structures of maximizing distributions, follow directly either from Section III-A or
Section III-B.
The channel distribution is obtained as follows.
P
{
Bi ≤ bi
∣∣∣Bi−1 = bi−1,Ai = ai}=P{hDi (Bi−1i−M,Aii−L,Vi)≤ bi∣∣∣Bi−1 = bi−1,Ai = ai,V i−1 = vi−1}
(V.293)
=PVi|Bi−1,Ai,V i−1
({
Vi : Vi ≤ hDi (bi,bi−1i−M,aii−L)
})
(V.294)
=PVi|Ai,V i−1
({
Vi : h
D
i (bi,b
i−1
i−M,a
i
i−L)≤ bi
}})
(V.295)
=PVi|V i−1i−T
({
Vi : h
D
i (bi,b
i−1
i−M,a
i
i−L)≤ bi
})
by (V.290) (V.296)
≡Qi
(
(−∞,bi]
∣∣∣bi−1i−M,aii−L,vi−1i−T ), i = 0, . . . ,n (V.297)
where the first and second identities (V.293), (V.294) follow from (V.292), the third identity (V.295)
follows from (V.288), the fourth identity (V.296) is due to (V.290), and the last identity states that the
channel distribution
{
Qi
(
dbi|aii−L,bi−1i−M,vi−1i−T
)
: i = 0, . . . ,n
}
is induced by the noise distribution and the
channel.
Next, we use the assumption that the initial data are known to the encoder and decoder. Let PAi|Ai−1,Bi−1,V i−1 ≡
Pi(dai|ai−1,bi−1,vi−1) : i= 0, . . . ,n}. Then by (V.292) we have {Pi(dai|ai−1,bi−1)=Pi(dai|ai−1,vi−1,bi−1) :
i= 0, . . . ,n}. In fact, if the initial data are known to the encoder then by knowing {ai−1,bi−1} the encoder
also knows vi−1 for i = 0, . . . ,n.
Moreover, the induced joint distributions is given as follows7.
PP(dvi−1,dai,dbi) =⊗ij=0
(
P(db j|b j−1,a j,v j−1)⊗P(da j|a j−1,v j−1,b j−1)⊗δhDj−1(b j−1j−1−M ,a j−1j−1−L)(dv j−1)
)
=⊗ij=0
(
Q j(db j|b j−1j−M,a jj−L,v j−1j−T )⊗P j(da j|a j−1,v j−1,b j−1)⊗δhDj−1(b j−1j−1−M ,a j−1j−1−L)(dv j−1)
)
(V.298)
≡PP(dvi−1,dai,dbi), i = 1, . . . ,n. (V.299)
The channel output transition distribution is thus, given by
ΠPi (dbi|bi−1) =
∫
Ai×Vi−1
Qi(dbi|bi−1i−M,aii−L,vi−1i−T )⊗P j(dai|ai−1,vi−1,bi−1)
⊗PP(dai−1,dvi−1|bi−1), i = 0, . . . ,n. (V.300)
7δx(dy) is the delta measure concentrated at y = x.
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If the initial data is the null set then we can set
ΠP0 (db0|b−1) =ΠP0 (db0) =
∫
A0
Q0(db0|a0)⊗P0(da0), PP(da0,db0) = Q0(db0|a0)⊗P0(da0). (V.301)
Next, we derive a converse coding theorem, which shows that the supremum of all achievable codes is
bounded above by the supremum over all channel input distribution, of the conditional mutual information
∑ni=0 I(Aii−L,V
i−1
i−T ;Bi|Bi−1), and then we identify the information structures of optimal channel input
distributions, so that this upper bound is tight.
Theorem V.1. (Converse coding theorem & information structures for arbitrary NCM-D)
Consider the NCM-D defined by (V.288)-(V.292). Then we have the following.
(1) Converse coding theorem. If there exists a sequence of feedback codes
{
(n,Mn,εn) : n = 0,1, . . . ,} as
defined in Section I, (a), (b) such that such that limn−→∞ εn = 0 (i.e., the probability of decoding error
goes to zero) then8
R≤ liminf
n−→∞
1
n+1
logMn (V.302)
≤ liminf
n−→∞ sup
E
FB
[0,n](κ)
1
n+1
n
∑
i=0
Ig(Aii−L,V
i−1
i−T ;Bi|Bi−1), ai = gi(w,ai−1,vi−1,bi−1) (V.303)
≤ liminf
n−→∞ sup
P
D
[0,n](κ)
1
n+1
n
∑
i=0
I(Aii−L,V
i−1
i−T ;Bi|Bi−1) (V.304)
≡ liminf
n−→∞
1
n+1
CFB,DW ;Bn (κ) (V.305)
where
CFB,DW ;Bn (κ)
4
= sup
P
C
[0,n](κ)
n
∑
i=0
I(Aii−L,V
i−1
i−T ;Bi|Bi−1), (V.306)
I(Aii−L,V
i−1
i−T ;Bi|Bi−1) =
∫
Bi×Ai×Vi−1
log
(dQi(·|bi−1i−M,aii−L,vi−1i−T )
dΠPi (·|bi−1)
(bi)
)
Qi(dbi|bi−1i−M,aii−L,vi−1i−T ),
⊗Pi(dai|ai−1,vi−1,bi−1)⊗PP(dai−1,dvi−1|bi−1)⊗PP(dbi−1), i = 0, . . . ,n, (V.307)
E
FB
[0,n](κ)
4
=
{
gi(w,a
i−1,vi−1,bi−1), i = 0, . . . ,n :
1
n+1
Eg
( n
∑
i=0
γC.L,Mi (A
i
i−L,B
i
i−M)≤ κ
)}
, (V.308)
P
D
[0,n](κ)
4
=
{
Pi(dai|ai−1,vi−1,bi−1), i = 0, . . . ,n : 1n+1E
P
( n
∑
i=0
γC.L,Mi (A
i
i−L,B
i
i−M)≤ κ
)}
(V.309)
provided the following conditions hold.
(a) The supremum of ∑ni=0 I(Aii−L,V
i−1
i−T ;Bi|Bi−1) over P
C
[0,n](κ) in (V.304) for any finite n in achieved in
the set (i.e., the maximizing distribution exists).
8The superscript notation Ig(·; ·|·) indicates that the distributions depend on encoding strategies.
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(b) The limin fn−→∞ in (V.304) is finite.
(2) Information structures. The optimal distribution in (V.306) satisfies conditional independence
Pi(dai|ai−1,vi−1,bi−1) = piD.L,Ti (dai|ai−1i−L,vi−1i−T ,bi−1)−a.a.(ai−1,vi−1,bi−1), i = 0, . . . ,n (V.310)
and the corresponding charactrization of FTFI capacity is given by
CFB,D.L,TW ;Bn (κ)
4
= sup
P
D.L,T
[0,n] (κ)
n
∑
i=0
Epi
D.L,T
{
log
(dQi(·|Bi−1i−M,Aii−L,V i−1i−T )
dΠpiA.L,Ti (·|Bi−1)
(Bi)
)}
(V.311)
where
P
D.L,T
[0,n] (κ)
4
=
{
piD.L,Ti (dai|ai−1i−L,vi−1i−T ,bi−1), i = 0, . . . ,n :
1
n+1
Epi
D.L,T
( n
∑
i=0
γC.L,Mi (A
i
i−L,B
i
i−M)≤ κ
)}
(V.312)
and the joint and transition probability distributions are given as follows.
Ppi
D.L,T
(dvi−1,dai,dbi) =⊗ij=0
(
Q j(db j|b j−1j−M,a jj−L,v j−1j−T )⊗piA.L,Tj (da j|a j−1j−L,v j−1j−T ,b j−1)
⊗PpiD.L,T (da j−1j−L,dv j−1j−T |b j−1)⊗δhDj−1(b j−1j−1−M ,a j−1j−1−L)(dv j−1)
)
, i = 0, . . . ,n, (V.313)
Πpi
D.L,T
i (dbi|bi−1) =
∫
Aii−L×Vi−1i−T
Qi(dbi|bi−1i−M,aii−L,vi−1i−T )⊗piD.L,Ti (dai|ai−1i−L,vi−1i−T ,bi−1)
⊗PpiD.L,T (dai−1i−L,dvi−1i−T |bi−1) (V.314)
where the a´ posteriori distribution
{
PpiD.L,T (dai−1i−L,dv
i−1
i−T |bi−1) : i = 0, . . . ,n
}
satisfies a recursion.
Proof: (1) Consider any sequence of feedback codes as defined in Section I, (a), (b). Suppose R is
achievable, so there exists an (n,Mn,εn) block code Cn = (u0,u1,u2, . . . ,uMn) such that limn−→∞ εn = 0
and liminfn−→∞ 1n+1 logMn ≥ R. Then for each n, since W ∈Mn is uniformly distributed and in view of
Fano’s inequality [10], the following inequalities hold9.
logMn =H(W ) = Hg(W |Bn)+ Ig(W ;Bn), ∀{gi(·, ·) : i = 0, . . . ,n} ∈ E FB[0,n](κ)
≤h(εn)+ εn logMn+ Ig(W ;Bn), h(z) 4=−z logz− (1− z) log(1− z), z ∈ [0,1]
=h(εn)+ εn logMn+
n
∑
i=0
Ig(W ;Bi|Bi−1) (V.315)
9The superscript g on Hg(·), Ig(·; ·),Eg{·} indicates that the distributions are induced by the channel and {gi(·, ·) : i =
0, . . . ,n} ∈ E FB[0,n](κ).
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where
Ig(W ;Bn) =
n
∑
i=0
Ig(W ;Bi|Bi−1), ai = gi(w,ai−1,bi−1), i = 0, . . . ,n (V.316)
=
n
∑
i=0
Eg
{
log
(dPg(·|Bi−1,W )
Pg(·|Bi−1) (Bi)
)}
(V.317)
=
n
∑
i=0
Eg
{
log
(dPg(·|Bi−1,{g j(W,A j−1,B j−1) : j = 0, . . . , i},W )
Pg(·|Bi−1) (Bi)
)}
(V.318)
=
n
∑
i=0
Eg
{
log
(dPg(·|Bi−1,{g j(W,A j−1,B j−1) : j = 0, . . . , i},W,V i−1)
Pg(·|Bi−1) (Bi)
)}
(V.319)
=
n
∑
i=0
Eg
{
log
(dPg(·|Bi−1,{g j(W,A j−1,V j−1,B j−1) : j = 0, . . . , i},W,V i−1)
Pg(·|Bi−1) (Bi)
)}
(V.320)
≤ sup
E
FB
[0,n](κ)
n
∑
i=0
Eg
{
log
(dPg(·|Bi−1i−M,{g j(W,A j−1,V j−1,B j−1) : j = i−L, . . . , i},V i−1i−T )
Pg(·|Bi−1) (Bi)
)}
(V.321)
≤ sup
P
D
[0,n](κ)
n
∑
i=0
EP
{
log
(dQi(·|Bi−1i−M,Aii−L,V i−1i−T )
ΠPi (·|Bi−1)
(Bi)
)}
(V.322)
≡ sup
P
D
[0,n](κ)
n
∑
i=0
I(Aii−L,V
i−1
i−T ;Bi|Bi−1) (V.323)
where (V.316) is due to chain rule of mutual information, (V.317) is by definition, (V.318) is also by
definition, i.e., the distributions are evaluated for a fixed encoding strategy, (V.319) and (V.320) are
due to the invertibility condition (V.292), (V.321) follows from the channel definition and by taking
the supremum, (V.322) is due to the fact that E
FB
[0,n](κ) ⊆PC[0,n](κ), since {Pi(dai|ai−1,vi−1,bi−1) : i =
0, . . . ,n} are not necessarily generated by uniform RVs W . From the above inequalities we extract the
following inequalities.
logMn ≤h(εn)+ εn logMn+ sup
E
FB
[0,n](κ)
n
∑
i=0
Ig(Aii−L,V
i−1
i−T ;Bi|Bi−1), ai = gi(w,vi−1,bi−1), i = 0, . . . ,n
≤h(εn)+ εn logMn+ sup
P
D
[0,n](κ)
n
∑
i=0
I(Aii−L,V
i−1
i−T ;Bi|Bi−1) (V.324)
By conditions (a), (b), there exists a channel input distribution, which achieves the supremum in (V.324)
and its per unit time limit exists and it is finite, hence by dividing both sides of the above inequalities
by (n+1) and taking the limit, as n−→∞, then εn −→ 0 and h(εn)−→ 0, and moreover the inequalities
(V.302)- (V.304) are obtained.
(2) Next, we show the statements regarding the information structure of the optimal distribution (V.310)-
(V.314). These are easily obtained from Section III-A1 or Section III-B with {(ai−1i−L,vi−1i−T ) : i = 0, . . . ,n}
replacing {ai−1i−L : i = 0, . . . ,n}. This completes the prove.
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Note that for each i, the noise sequence vi−1 is available to the encoder, but not at the decoder, and
hence, it is a state variable that needs to estimated at the decoder for i = 0, . . . ,n. This is analogous to
the discussion in Remark III.2, (b).
In general, the noise distribution may be described via another recursive nonlinear dynamical model. We
discuss an example, below.
Example V.1. (Nonlinear and linear noise models)
Consider the NCM-D defined by (V.288)-(V.292), with T = 1. Then we can model the noise process as
follows.
(a) Nonlinear Noise Model. A Nonlinear Noise Model (NNM) is described by the recursion
Vi = fi(Vi−1,Wi), V−1 = v−1, i = 0, . . . ,n (V.325)
where Vi =Rp,Wi =Rr, Wi ∈Rr, and the noise process {Wi : i= 0, . . . ,n} is independent and identically
distributed, independent of V−1. Then PVi|V i−1 = PVi|Vi−1 , i = 0, . . . ,n, i.e., the noise process is Markov.
(b) Linear Noise Model. A Linear Noise Model (LNM) is a special case of NNM, described by
Vi = AiVi−1+BiWi, V−1 = v−1, i = 0, . . . ,n (V.326)
(c) Gaussian Linear Noise Model. A Gaussian Linear Noise Model (G-LNM) is a special case of LNM
with Gaussian distributed noise, i.e., {Wi ∼ N(0,ΣWi) : i = 0, . . . ,n}. This implies, that {Vi : i = 0, . . . ,n}
for fixed V−1 = v−1 is also Gaussian.
Next, we discuss generalizations of Theorem V.1 to different NCM-D.
Remark V.1. (Alternative NCM-D)
(a) If the noise distribution of the NCM-D defined by (V.288)-(V.292) is replaced by
PVi|V i−1,Ai(dvi|vi−1,ai) = PVi|V i−1(dvi|vi−1)−a.a.(vi−1,ai), i = 0, . . . ,n (V.327)
then the analog of Theorem V.1 is obtained by substituting vi−1i−T 7−→ vi−1, i = 0, . . . ,n in all equations,
i.e., the optimal distribution satisfies conditional independence condition
Pi(dai|ai−1,vi−1,bi−1) = piA.Li (dai|ai−1i−L,vi−1,bi−1)−a.a.(ai−1,vi−1,bi−1), i = 0, . . . ,n (V.328)
(b) If the channel of the NCM-D defined by (V.288)-(V.292) is replaced by
Bi = hDi (B
i−1
i−M,A
i,Vi), i = 0, . . . ,n (V.329)
then the analog of Theorem V.1 is obtained by substituting ai−1i−L 7−→ ai−1, i = 0, . . . ,n in all equations.
In view of the main theorems obtained thus far, next we relate our characterizations of FTFI capacity to
existing results found in the literature, specifically, [1], [19].
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1) Arbitrary Distributed Additive Channel Noise Models: Consider a model called Arbitrary Distributed
Additive Channel Noise (ACN) model with transmission cost constraint, defined as follows.
Bi = Ai+Vi, i = 0, . . . ,n, (V.330)
PVi|V i−1,Ai = PVi|V i−1 , i = 0, . . . ,n, (V.331)
PC.0,0
[0,n] (κ)
4
=
{
Pi(dai|ai−1,bi−1), i = 0,1, . . . ,n : 1n+1E
P
( n
∑
i=0
γC.0,0i (Ai,Bi)≤ κ
)}
, (V.332){
Bi,Ai,Vi
}
, i = 0, . . . ,n are arbitrary (V.333)
where for each i, V i
4
= {V0, . . . ,Vi},Ai 4= {A0, . . . ,Ai}, for i = 0, . . . ,n, and P0(da0|a−1,b−1) = P0(da0),
PV0|V−1,A0 = PV0 , i.e., no information is available at time i = 0 to the encoder and decoder, the alphabet
spaces are arbitrary, and the noise process {Vi : i = 0, . . . ,n} is arbitrary distributed. The above model is
a generalization of the non-stationary non-ergodic AGN channel investigated by Cover and Pombra [1].
The characterization of the FTFI capacity is obtained from Theorem V.1, as discussed in Remark V.1, (a).
Next, we express the characterization of FTFI capacity in terms of random processes {Ai,Bi) : i= 0, . . . ,n}.
To simplify the presentation, we assume all distributions are absolutely continuous with respect to the
Lebesgue measures, i.e., PX |Z(dx|z) = pX |Z(x|z)dx, thus, lower case functions denote probability density
functions.
By Remark V.1 and (V.296), (V.300), and since ai = bi− vi, i = 0, . . . ,n, we have the following.
pBi|Bi−1,Ai(bi|ai,bi−1) = pVi|V i−1(bi−ai|vi−1), i = 0, . . . ,n, (V.334)
pBi|Bi−1(bi|bi−1) =
∫
Ai×Vi−1
pVi|V i−1(bi−ai|vi−1)pAi|V i−1,Bi−1(ai|vi−1,bi−1)pV i−1|Bi−1(vi−1|bi−1)daidvi−1.
(V.335)
By change of variables of integration we obtain the following.
pBi|Bi−1(bi|bi−1) =
∫
Ai
pVi|V i−1(bi−ai|bi−1−ai−1)pAi|Ai−1,Bi−1(ai|ai−1,bi−1)pV i−1|Bi−1(bi−1−ai−1|bi−1)dai.
(V.336)
Therefore, the characterization of FTFI capacity, i.e., the analog of (V.311) is the following.
CFB,D.0W ;Bn (κ) = sup{
pAi|Ai−1,Bi−1 ,i=0,...,n:
1
n+1 E
(
∑ni=0 γ
C.0,0
i (Ai,Bi)≤κ
)} n∑i=0
∫
Bi×Ai
log
(pVi|V i−1(bi−ai|bi−1−ai−1)
pBi|Bi−1(bi|bi−1)
)
pVi|V i−1(bi−ai|bi−1−ai−1)pAi|Ai−1,Bi−1(ai|ai−1,bi−1)pV i−1|Bi−1(bi−1−ai−1|bi−1)pBi−1(bi−1)daidbi.
(V.337)
Note that by the additive noise channel property, the distribution {Pi(dai|vi−1,bi−1) : i= 0, . . . ,n} uniquely
defines {Pi(dai|ai−1,bi−1) : i = 0, . . . ,n} and vice-versa, and this also holds for general recursive NCMs,
under mild conditions, i.e., the invertibility condition (V.292).
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2) Non-stationary Non-ergodic AGN Channel: Orthogonal Decomposition & Relation to Cover and
Pombra [1]: Suppose the channel is the non-stationary non-ergodic Additive Gaussian Noise (AGN)
channels with memory, defined by (I.10), i.e., the following hold
{Vi : i = 0,1, . . . ,n} ∼ N(µV n ,KV n), γC.0.0i (ai,bi)
4
= |Ai|2, i = 0, . . . ,n. (V.338)
Then by the entropy maximizing property of Gaussian processes, as in [1], it follows from the definition
of CFB,D.0W ;Bn (κ) given by (V.337), that the maximizing channel input distribution induces a Gaussian joint
distribution for the joint process {(Ai,Bi,Vi) = (Agi ,Bgi ,Vi) : i= 0, . . . ,n}, the average constraint is satisfied,
and condition (V.331) holds. Since a linear combination of RVs is Gaussian if and only all RVs are
Gaussian, then a realization of the channel input process corresponding to (V.337) is the following.
Orthogonal Decomposition.
Agi =
i−1
∑
j=0
γ1i, jB
g
j +
i−1
∑
j=0
γ2i, jVj +Z
g
i , i = 1, . . . ,n, A0 = Z
g
0 , (V.339)
≡ Ni+Mi, Ni 4=
i−1
∑
j=0
γ1i, jB
g
j +
i−1
∑
j=0
γ2i, jVj, Mi
4
= Zgi , (V.340)
Zgi is independent of
(
Ag,i−1,Bg,i−1
)
, Zg,i is independent of V i, i = 0, . . . ,n, (V.341){
Zgi ∼ N(0,KZi) : i = 0,1, . . . ,n
}
is an independent Gaussian process (V.342)
for some deterministic sequences {(γ1i, j,γ2i, j) : i = 0, . . . ,n, j = 0, . . . , i−1}. The decomposition (V.340) is
unique due to the orthogonality condition (V.341).
Reduction of Orthogonal Decomposition to [1]. From the above decomposition, by recursive substi-
tution, we can obtain the realization of optimal channel input distribution derived by Cover and Pombra
[1], i.e., (I.12), (I.13), as follows.
Agi =
i−1
∑
j=0
γ1i, jVj +Z
g
i , Z
g
i
4
=
i
∑
j=0
γ2i, jZ
g
j , i = 1, . . . ,n, A0 = Z
g
0, (V.343)
Zg,i is independent of V i, i = 0, . . . ,n, (V.344){
Zgi : i = 0,1, . . . ,n
}
zero mean correlated Gaussian process (V.345)
for some deterministic sequences {γ1i, j : j = 0, . . . , i− 1}, {γ2i, j : j = 0, . . . , i}, i = 0, . . . ,n. Thus, the
realization via the orthogonal decomposition (V.340) is equivalent to the Cover and Pombra [1] realization,
i.e., (V.343), (V.345).
However, as illustrated in Theorem IV.2, since the objective is to compute the characterization of FTFI
capacity given by (V.337), then the orthogonal decomposition realized by (V.339)-(V.342), in which the
process {Zgi : i = 0, . . . ,n} is an orthogonal process, is more convenient compared to the non-orthogonal
decomposition realized by (V.343), (V.345), in which {Zgi : i = 0, . . . ,n} is correlated. This is possibly
one of the main reason, which prevented many of the past attempts to solve explicitly, the non-stationary
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non-ergodic Cover and Pombra [1] characterization of FTFI capacity or its stationary variants [18], [19],
and to generalize it to Multiple Input Multiple Output (MIMO) Gaussian channels, with past dependence
on past channel input and output.
3) Arbitrary Distributed Limited Memory Noise: Suppose the noise distribution is limited memory defined
by
PVi|V i−1,Ai = PVi|V i−1i−L , i = 0, . . . ,n. (V.346)
Then by Theorem V.1, the optimal channel input distribution is also limited memory, and satisfies
conditional independence
{
PAi|V i−1,Bi−1(dai|vi−1,bi−1) = piD.0,L(dai|vi−1i−L,bi−1) : i = 0, . . . ,n}. Moreover,
the characterization of FTFI capacity is given as follows.
CFB,D.0,LW ;Bn (κ)
4
= sup
P
D.0,L
[0,n] (κ)
n
∑
i=0
Epi
D.0,L
{
log
( dQi(·|V i−1i−L ,Ai)
dΠpiD.0,Li (·|Bi−1)
(Bi)
)}
(V.347)
where
Πpi
D.0,L
i (dbi|bi−1) =
∫
Ai×Vi−1i−L
Qi(dbi|ai,vi−1i−L)⊗Pi(dai|vi−1i−L,bi−1)⊗Ppi
D.0,L
(dvi−1i−L|bi−1), i = 0, . . . ,n,
(V.348)
P
D.0,L
[0,n] (κ)
4
=
{
piD.0,Li (dai|vi−1i−L,bi−1), i = 0, . . . ,n :
1
n+1
Epi
D.0,L
( n
∑
i=0
γC.0,0i (Ai,Bi)≤ κ
)}
. (V.349)
Note that for each i, then vi−1i−L are the state variables, known to the encoder but unknown to the decoder,
hence they need to be estimated at the decoder. Moreover, it is straight forward to verify that the a´
posteriori distribution
{
PpiD.0,L(dvi−1i−L|bi−1) : i = 0, . . . ,n
}
satisfies a recursion similar to (III.85)-(III.87).
The characterization of FTFI capacity, (V.347) holds for finite and continuous alphabet spaces, and any
combination of them, for arbitrary distributed noise.
4) Non-stationary Non-ergodic AGN Channel with Limited Noise Memory & Orthogonal Decomposition:
Suppose the channel is defined by (I.10) and the noise is Gaussian and limited memory, i.e., (V.338) and
(V.346) hold. Then we can show using the recursion (V.348) that the optimal channel input distribution
is Gaussian. Moreover, we deduce the following realization of the channel input process.
Orthogonal Decomposition.
Agi =
i−1
∑
j=0
γ1i, jB
g
j +
L
∑
j=1
γ2i,i− jVi− j +Z
g
i , i = 1, . . . ,n, A0 = Z
g
0 , (V.350)
≡ Ni+Mi, Mi 4= Zgi , (IV.216) and (IV.217) hold. (V.351)
The above property of optimal channel input distribution, i.e., its dependence on limited memory on the
channel noise, is new and did not appear in the literature. It compliments similar results obtained by Kim
in [19], for the stationary ergodic case, where the author applied frequency domain methods to the Cover
and Pombra [1] decomposition of optimal channel input process, to show that if the noise power spectral
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density corresponds to a stationary Gaussian autoregressive moving-average model of order K, then a
K−dimensional generalization of the Schalkwijk-Kailath coding scheme achieves feedback capacity.
However, our analysis is based on the information structures derived in this paper, it is strictly probabilistic,
and applies to general channels.
VI. ACHIEVABILITY
Many existing coding theorems found in [3]–[5], [11], [15], [19], [26], [31], are either applicable or
can be generalized to show the per unit time limiting versions of the characterizations of FTFI capacity,
corresponds to feedback capacity, under appropriate conditions.
Next, we provide a short elaboration on technical issues, which need to be resolved, in order to ensure,
under relaxed conditions (i.e., without imposing stationarity, ergodicity, or assuming finite alphabet
spaces), that the per unit time limiting versions of the characterizations of FTFI capacity correspond
to the supremum of all achievable feedback codes.
For Class A, B, C channel distributions and transmission cost functions, it is shown by Massey in [2],
that directed information I(An → Bn) gives a tight bounds on any achievable code rate (of feedback
codes). This follows from the converse coding theorem [4], [5], [15], [31], similar to the converse coding
theorem of NCM-D, given in Theorem V.1. Via these tight bounds, the direct part of the coding theorem
can be shown, by investigating the per unit time limit of the characterizations of FTFI capacity, without
unnecessary a´ priori assumptions on the channel, such as, stationarity, ergodicity, or information stability
of the joint process {(Ai,Bi) : i = 0,1, . . .}.
Further, through the characterizations of FTFI capacity, several hidden properties of the role of optimal
channel conditional distributions to affect the channel output transition probability distribution can be
identified.
Next, we state the fundamental conditions, in order to make the transition to the per unit time lim-
iting versions of the characterizations of FTFI capacity, and to give an operational meaning to these
characterizations.
(C1) For any source process
{
Xi : i = 0, . . . ,
}
to be encoded and transmitted over the channel, the
conditional independence condition (I.2) is satisfied [2]. As pointed out by Massey [2], conditional
independence condition (I.2), is a necessary condition for directed information I(An → Bn) to give a
tight upper bound on the information conveyed by the source to the channel output (Theorem 3 in
[2]), and that directed information reduces to mutual information in the absence of feedback, that is, if
PAi|Ai−1,Bi−1 = PAi|Ai−1 , i = 0, . . . ,n, then I(A
n→ Bn) = I(An;Bn).
(C2) For any of the channels and transmission cost functions investigated, there exist channel input
conditional distributions denoted by
{
pi∗i (dai|I P) : i = 0, . . . ,n
} ∈ P[0,n](κ) (if transmission cost is
imposed), which achieve the supremum of the characterizations of FTFI capacity, and their per unit
time limits exist and they are finite.
For the converse part of the channel coding theorem, existence, i.e., (C2), is necessary, because it is often
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shown by invoking Fano’s inequality, which requires finiteness of liminfn−→∞ 1n+1C
FB
An→Bn(κ). Similarly,
the direct part of the coding theorem is often shown by generating channel codes according to the channel
input distributions, which achieve liminfn−→∞ 1n+1C
FB
An→Bn(κ). Hence, the derivation of coding theorems
pre-supposes existence of optimal channel input distributions and finiteness of the limiting expression.
Since, for continuous and countable alphabet spaces,
{
(Ai,Bi) : i = 0, . . . ,n
}
, information theoretic
measures are not necessarily continuous functions on the space of distributions [40], and that, di-
rected information is lower semicontinuous, as a functional of channel input conditional distributions{
PAi|Ai−1,Bi−1 : i = 0, . . . ,n
} ∈P[0,n], sufficient conditions for continuity of directed information should
be identified. Such conditions are given in [33]. However, for finite alphabet spaces such technicalities
do not arize, and hence one can invoke the various coding theorems derived in [3]–[5], [15], [19], [26],
[31] are applicable.
(C3) The optimal channel input distributions
{
pi∗i (dai|I Pi ) : i = 0,1, . . . ,n
} ∈P[0,n](κ), which achieve
the supremum of the characterizations of FTFI capacity, induce stability in the sense of Dobrushin [7],
of the directed information density, that is,
lim
n−→∞P
pi∗
{
(An,Bn) ∈ An×Bn : 1
n+1
∣∣∣Epi∗{ipi∗(An,Bn)}− ipi∗(An,Bn)∣∣∣> ε}= 0 (VI.352)
and stability of the transmission cost constraint, that is,
lim
n−→∞P
pi∗
{
(An,Bn) ∈ An×Bn : 1
n+1
∣∣∣Epi∗{ n∑
i=0
γi(T iAn,T iBn)
}
−
n
∑
i=0
γi(T iAn,T iBn)
∣∣∣> ε}= 0. (VI.353)
For example, for any channel distribution of Class C, and any transmission cost of Class C, the directed
information density is
ipi
∗
(An,Bn)≡ ipi∗,A.I (An,Bn) 4=
n
∑
i=0
log
(Qi(·|Bi−1i−M,Aii−L)
Πpi∗,A.Ii (·|Bi−1)
(Bi)
)
, i = 0, . . . ,n, I
4
= max{L,N} (VI.354)
and similarly for the rest of the characterizations of FTFI capacity derived in the paper. The important
research question of showing (VI.352) and (VI.353) requires extensive analysis, especially, for abstract
alphabet spaces (i.e., continuous), and this is beyond the scope of this paper. For finite alphabet spaces
various coding theorems derived in [3]–[5], [15], [19], [26], [31] are applicable.
Condition (C1) implies the well-known data processing inequality, while condition (C2) implies existence
of the optimal channel input distributions and finiteness of the corresponding characterizations of the FTFI
capacity and their per unit time limits. Condition (C3) is sufficient to ensure the AEP holds, and hence
standard random coding arguments hold, i.e., following Ihara [11], by replacing the information density
of mutual information by the directed information density.
Finally, we note that, for specific application examples, it is possible to invoke the characterizations of
FTFI capacity derived in this paper, to compute the expressions of error exponents derived in [5], and
establish coding theorems via this alternative direction.
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VII. CONCLUSION
We derived structural properties of optimal channel input conditional distributions, which maximize
directed information from channel input RVs to channel output RVs, for general channel distributions with
memory, with and without transmission cost constraints, and we obtained the corresponding characteriza-
tions of FTFI capacity. These are characterized by channel input distributions, which satisfy conditional
independence. We have also derived similar structural properties for general Nonlinear Channel Models
(NCM) driven by correlated noise processes.
We have applied one of the characterizations of FTFI capacity to recursive Multiple Input Multiple Output
Gaussian Linear Channel Models, with limited memory on channel input and output sequences, under
general transmission cost constraints, and we have established a separation principle. The separation prin-
ciple is based on realizing optimal channel input distributions by randomized strategies, using orthogonal
decompositions. The feedback capacity can be obtained via its per unit time limiting version and standard
results on ergodic Markov Decision theory.
In future work, it is of interest to understand the role of feedback to control the channel output process,
to derive, for specific channel models, closed form expressions for the characterizations of FTFI capacity
and feedback capacity, and to determine whether feedback increases capacity, and by how much.
Whether the methodology of this paper can be applied to extremum problems of network information
theory, to identify information structures of optimal distributions and achievable upper bounds, remains,
however, a subject for further research.
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