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INDEX TRANSFORMS WITH THE PRODUCT OF
THE ASSOCIATED LEGENDRE FUNCTIONS
S. YAKUBOVICH
Abstract. Index transforms with the product of the associated
Legendre functions are introduced. Mapping properties are inves-
tigated in the Lebesgue spaces. Inversion formulas are proved. The
results are applied to solve a boundary value problem in a wedge
for a third order partial differential equation.
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1. Introduction and preliminary results
Let µ ∈ C, f(x), g(τ), x, τ ∈ R+ be complex-valued functions. In the
present paper we will investigate mapping properties of the following
index transforms [1]
F (τ) =
√
piΓ(1 + iτ − µ)Γ(1− iτ − µ)
∫ ∞
0
P µiτ (
√
1 + x)P µ−iτ (
√
1 + x)
× f(x)√
1 + x
dx, (1.1)
G(x) =
√
pi
1 + x
∫ ∞
0
Γ(1+iτ−µ)Γ(1−iτ−µ)P µiτ (
√
1 + x)P µ−iτ (
√
1 + x)
×g(τ)dτ. (1.2)
Here i is the imaginary unit, Γ(z) is the Euler gamma-function and
P µν (z) is the associated Legendre function of the first kind (see [2], Vol.
I, [3]). Our goal is to study them mapping properties, prove inversion
theorems and apply to solve a boundary value problem for a higher
order PDE. Denoting the kernel of (1.1), (1.2) by
1
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Φ(x, τ) =
√
pi
1 + x
Γ(1+ iτ −µ)Γ(1− iτ −µ)P µiτ (
√
1 + x)P µ−iτ (
√
1 + x),
(1.3)
we will find for further use its representation in terms of Fourier co-
sine transform [6] and deduce an ordinary differential equation with
polynomial coefficients, whose solution is Φ(x, τ), employing the so-
called method of the Mellin-Barnes integrals, which is already being
successfully applied by the author for other index transforms. In fact,
appealing to [4], Vol. III, entry 8.4.41.50, we find the following Mellin-
Barnes integral representation for the kernel (1.3), namely,
Φ(x, τ) =
1
2pii
∫ γ+i∞
γ−i∞
Γ(1− s+ iτ)Γ(1− s− iτ)Γ(1/2− s)Γ(s− µ)
Γ(1− s)Γ(1− s− µ) x
−sds, x > 0,
(1.4)
where γ is taken from the interval (Reµ, 1/2). The absolute conver-
gence of the integral (1.4) follows immediately from the Stirling as-
ymptotic formula for the gamma- function [2], Vol. I, because for all
τ ∈ R
Γ(1− s+ iτ)Γ(1 − s− iτ)Γ(1/2− s)Γ(s− µ)
Γ(1− s)Γ(1− s− µ)
= O
(
e−pi|s||s|−1/2) , |s| → ∞. (1.5)
Moreover, it can be differentiated under the integral sign any number of
times due to the absolute and uniform convergence by x ≥ x0 > 0. Our
method of investigation of the index transforms (1.1), (1.2) is based on
the Mellin transform technique developed in [5]. Precisely, the Mellin
transform is defined, for instance, in Lν,p(R+), 1 ≤ p ≤ 2 (see details
in [6]) by the integral
f ∗(s) =
∫ ∞
0
f(x)xs−1dx, (1.6)
being convergent in mean with respect to the norm in Lq(ν − i∞, ν +
i∞), ν ∈ R, q = p/(p− 1). Moreover, the Parseval equality holds for
f ∈ Lν,p(R+), g ∈ L1−ν,q(R+)∫ ∞
0
f(x)g(x)dx =
1
2pii
∫ ν+i∞
ν−i∞
f ∗(s)g∗(1− s)ds. (1.7)
The inverse Mellin transform is given accordingly
f(x) =
1
2pii
∫ ν+i∞
ν−i∞
f ∗(s)x−sds, (1.8)
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where the integral converges in mean with respect to the norm in
Lν,p(R+)
||f ||ν,p =
(∫ ∞
0
|f(x)|pxνp−1dx
)1/p
. (1.9)
In particular, letting ν = 1/p we get the usual space Lp(R+).
We begin with
Lemma 1. Let x, τ ∈ R+, Reµ < 1/2. Then the kernel (1.3) has the
following integral representation in terms of Fourier cosine transform
of the associated Legendre function
Φ(x, τ) = Γ
(
3
2
− µ
)
epiiµ
∫ ∞
0
cos(τu)
cosh1/2(u/2)(x+ cosh2(u/2))3/4
×P µ1/2
(
x+ 2 cosh2(u/2)
2 cosh(u)(x+ cosh2(u/2))1/2
)
du. (1.10)
Proof. In fact, appealing to the reciprocal formulae via the Fourier
cosine transform (cf. formula (1.104) in [1])∫ ∞
0
Γ (1− s+ iτ) Γ (1− s− iτ) cos(τy)dτ = pi
22(1−s)
Γ(2(1− s))
cosh2(1−s)(y/2)
, Re s < 1,
(1.11)
Γ (1− s+ iτ) Γ (1− s− iτ) = Γ(2(1− s))
21−2s
∫ ∞
0
cos(τy)
cosh2(1−s)(y/2)
dy,
(1.12)
we replace the gamma-product Γ (1− s+ iτ) Γ (1− s− iτ) in the in-
tegral (1.4) by its integral representation (1.12) and change the order
of integration via Fubini’s theorem. Then, employing the duplication
formula for the gamma-function [2], Vol. I, we derive
Φ(x, τ) =
1
2pi
√
pii
∫ ∞
0
cos(τu)
cosh2(u/2)
×
∫ γ+i∞
γ−i∞
Γ(s− µ)Γ(1/2− s)Γ(3/2− s)
Γ(1− s− µ)
(
x
cosh2(u/2)
)−s
dsdu.
(1.13)
In the meantime, the inner integral with respect to s can be calculated,
employing the Parseval equality (1.7), properties of the Mellin trans-
form (1.6) and relations (8.4.3.1), (8.4.46.7) in [4], Vol. III. Thus we
obtain
1
2pii
∫ γ+i∞
γ−i∞
Γ(s− µ)Γ(1/2− s)Γ(3/2− s)
Γ(1− s− µ)
(
x
cosh2(u/2)
)−s
ds
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=
(
x
cosh2(u/2)
)−µ ∫ ∞
0
y1/2−µe−(x cosh
−2(u/2)+1)y Ψ
(
1
2
− µ, 2; y
)
dy,
(1.14)
where Ψ(a, b; z) is the Tricomi function [2], Vol. I. But entry 7.11.4.9
in [4], Vol. III permits to express Tricomi’s function in (1.14) in terms
of the Bateman function kν(z) [2], Vol. II, and we have
(
x
cosh2(u/2)
)−µ ∫ ∞
0
y1/2−µe−(x cosh
−2(u/2)+1)y Ψ
(
1
2
− µ, 2; y
)
dy
= Γ(3/2+µ)
(
x
cosh2(u/2)
)−µ ∫ ∞
0
y−1/2−µe−(x cosh
−2(u/2)+1/2)y k1+2µ
(y
2
)
dy.
Meanwhile, the latter integral is calculated in [4], Vol. III, entry
2.14.2.4 in terms of the Gauss hypergeometric function [2], Vol. I and
it gives after slight simplifications
Γ(3/2+µ)
(
x
cosh2(u/2)
)−µ ∫ ∞
0
y−1/2−µe−(x cosh
−2(u/2)+1/2)y k1+2µ
(y
2
)
dy
= 4µ
√
pi
(
x
cosh2 (u/2)
)−µ
Γ(3/2− µ)
Γ(1− µ) 2F1
(
1
2
− µ, 3
2
− µ; 1− 2µ; − x
cosh2 (u/2)
)
.
Finally, appealing to relation (7.3.1.70) in [4], Vol. III, we express the
value of the Gauss hypergeometric function in terms of the associated
Legendre function. Precisely, we find
4µ
√
pi
(
x
cosh2 (u/2)
)−µ
Γ(3/2− µ)
Γ(1− µ) 2F1
(
1
2
− µ, 3
2
− µ; 1− 2µ; − x
cosh2 (u/2)
)
=
√
piΓ
(
3
2
− µ
)
epiiµ
(
1 + x cosh−2
(u
2
))−3/4
P µ1/2
(
x+ 2 cosh2(u)
2 cosh(u)(x+ cosh2(u/2))1/2
)
.
Hence substituting this value in the right-hand side of (1.14) and re-
calling (1.13), we arrive at the formula (1.10), completing the proof of
Lemma 1.

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Lemma 2. The function Φ(x, τ), (x, τ) ∈ R+ × R+ given by for-
mula (1.3) satisfies the following third order differential equation with
polynomial coefficients
2x2(1 + x)
d3Φ
dx3
+ x(11x+ 6)
d2Φ
dx2
+
(
2(1− µ2) + x(11 + 2τ 2)) dΦ
dx
+
(
1 + τ 2
)
Φ = 0. (1.15)
Proof. As it was mentioned above, the asymptotic behavior (1.5) of
the integrand in (1.4) permits a differentiation under the integral sign
any number of times. Hence employing the reduction formula for the
gamma- function [2], Vol. I , we derive
(
x
d
dx
)2
Φ(x, τ) =
1
2pii
∫ γ+i∞
γ−i∞
s2Γ(1− s+ iτ)Γ(1 − s− iτ)Γ(1/2− s)Γ(s− µ)
Γ(1− s)Γ(1− s− µ) x
−sds
=
1
2pii
∫ γ+i∞
γ−i∞
Γ(2− s+ iτ)Γ(2 − s− iτ)Γ(1/2− s)Γ(s− µ)
Γ(1− s)Γ(1− s− µ) x
−sds
− (1 + τ 2)Φ(x, τ)− 2xdΦ
dx
. (1.16)
Meanwhile, with a simple change of variable
1
2pii
∫ γ+i∞
γ−i∞
Γ(2− s+ iτ)Γ(2 − s− iτ)Γ(1/2− s)Γ(s− µ)
Γ(1− s)Γ(1− s− µ) x
−sds
=
1
2pii
∫ γ−1+i∞
γ−1−i∞
Γ(1− s+ iτ)Γ(1 − s− iτ)Γ(−1/2 − s)Γ(s+ 1− µ)
Γ(−s)Γ(−s− µ) x
−s−1ds
= − 1
2pii
∫ γ−1+i∞
γ−1−i∞
s(s2 − µ2)Γ(1− s+ iτ)Γ(1 − s− iτ)Γ(1/2− s)Γ(s− µ)
(1/2 + s)Γ(1− s)Γ(1− s− µ) x
−s−1ds
= − 1
2pii
∫ γ−1+i∞
γ−1−i∞
(s2 − µ2)Γ(1− s+ iτ)Γ(1 − s− iτ)Γ(1/2− s)Γ(s− µ)
Γ(1− s)Γ(1− s− µ) x
−s−1ds
+
1
4pii
∫ γ−1+i∞
γ−1−i∞
(s2 − µ2)Γ(1− s+ iτ)Γ(1− s− iτ)Γ(1/2− s)Γ(s− µ)
(1/2 + s)Γ(1− s)Γ(1− s− µ) x
−s−1ds.
Therefore, moving the contour of two latter integrals to the right via
Cauchy’s theorem, multiplying by
√
x, differentiating again and using
(1.16), we obtain
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d
dx
[
√
x
[(
x
d
dx
)2
Φ +
(
1 + τ 2
)
Φ + 2x
dΦ
dx
+
1
x
(
x
d
dx
)2
Φ− µ
2
x
Φ
]]
= −x
−3/2
2
[(
x
d
dx
)2
Φ− µ2Φ
]
.
Hence we arrive at the following operator equation
2
(
x
d
dx
)3
Φ+5
(
x
d
dx
)2
Φ+2(2+τ 2)
(
x
d
dx
)
Φ+2
d
dx
((
x
d
dx
)2
− µ2
)
Φ+(1+τ 2)Φ = 0.
Thus fulfilling the differentiation, we end up with (1.15). Lemma 2 is
proved.

2. Boundedness and inversion properties for the index
transform (1.1)
In this section we will investigate the mapping properties of the index
transform (1.1). In fact, denoting by Cb(R+) the space of bounded
continuous functions, we establish
Theorem 1. Let Reµ < 1/2. The index transform (1.1) is well-
defined as a bounded operator F : L1−ν,1 (R+)→ Cb(R+), ν ∈ (Reµ, 1/2)
and the following norm inequality takes place
||Ff ||Cb(R+) ≡ sup
τ∈R+
|(Ff)(τ)| ≤ Cµ,ν ||f ||1−ν,1, (2.1)
where
Cµ,ν =
2−2ν
pi
√
pi
B (1− ν, 1− ν)
∫ ν+i∞
ν−i∞
∣∣∣∣Γ(3/2− s)Γ(1/2− s)Γ(s− µ)Γ(1− s− µ) ds
∣∣∣∣
(2.2)
and B(a, b) is the Euler beta-function [2], Vol. 1. Moreover, (Ff)(τ)→
0, τ →∞. Besides, if, in addition, f ∈ L1−ν,p(R+), ϕ(x) ∈ L1−ν,p(R+), 1 <
p ≤ 2, ν ∈ (max(0,Reµ), 1/(2q)) , Reµ < 1/(2q), q = p/(p−1), where
ϕ(x) =
1
2pii
∫ ν+i∞
ν−i∞
Γ(s− µ)Γ(s)Γ(1/2− s)
Γ(s− 1/2)Γ(1− s)Γ(1− s− µ)f
∗(1− s)x−sds,
(2.3)
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then
(Ff)(τ) =
√
pi
cosh(piτ)
∫ ∞
0
Kiτ
(√
x
) [
Iiτ
(√
x
)
+ I−iτ
(√
x
)]
ϕ(x) dx
(2.4)
and integrals (2.3), (2.4) converge absolutely.
Proof. Indeed, recalling (1.4), (1.9), (1.12), using the duplication for-
mula for the gamma-function and calculating an elementary integral
with the hyperbolic function, we derive
|(Ff)(τ)| ≤
∫ ∞
0
|Φ(x, τ)| |f(x)|dx
≤ 1
pi
√
pi
∫ ν+i∞
ν−i∞
∣∣∣∣Γ(3/2− s)Γ(1/2− s)Γ(s− µ)Γ(1− s− µ) ds
∣∣∣∣
×
∫ ∞
0
|f(x)|x−νdx
∫ ∞
0
dy
cosh2(1−ν)(y)
=
2−2ν
pi
√
pi
B (1− ν, 1− ν)
∫ ν+i∞
ν−i∞
∣∣∣∣Γ(3/2− s)Γ(1/2− s)Γ(s− µ)Γ(1− s− µ) ds
∣∣∣∣ ||f ||1−ν,1.
The latter estimate proves (2.1). Furthermore, Fubini’s theorem and
the definition of the Mellin transform (1.6) yield the integral represen-
tation of (Ff)(τ) in terms of the Fourier cosine transform of integrable
function, namely,
(Ff)(τ) =
1
pii
√
pi
∫ ∞
0
cos(2τy)
cosh2(y)
∫ ν+i∞
ν−i∞
Γ(3/2− s)Γ(1/2− s)Γ(s− µ)
Γ(1− s− µ)
×f ∗(1− s) cosh2s(y)dsdy.
Hence it tends to zero, when τ →∞ via the Riemann-Lebesgue lemma.
Moreover, the Parseval equality (1.7) and (1.4) give the representation
(Ff)(τ) =
1
2pii
∫ ν+i∞
ν−i∞
Γ(1− s + iτ)Γ(1− s− iτ)Γ(1/2− s)Γ(s− µ)
Γ(1− s)Γ(1− s− µ)
×f ∗(1− s)ds. (2.5)
Hence, employing the Mellin-Barnes representation for the product of
modified Bessel functions of the third kind (cf. relation (8.4.23.23) in
[4], Vol. III)
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√
pi
cosh(piτ)
Kiτ
(√
x
) [
Iiτ
(√
x
)
+ I−iτ
(√
x
)]
=
1
2pii
∫ ν+i∞
ν−i∞
Γ(1/2− s)
Γ(1− s) Γ(s+ iτ)Γ(s− iτ)x
−sds, x > 0
and using again the Parseval equality (1.7), we find that (2.5) becomes
the Lebedev index transform with the product of the modified Bessel
functions [7] given by formula (2.4), where ϕ(x) is defined by integral
(2.3). Its absolute convergence for each x > 0 can be verified via
Ho¨lder’s inequality
∫ ν+i∞
ν−i∞
∣∣∣∣ Γ(s− µ)Γ(s)Γ(1/2− s)Γ(s− 1/2)Γ(1− s)Γ(1− s− µ)f ∗(1− s)x−sds
∣∣∣∣
≤ x−ν
(∫ ν+i∞
ν−i∞
|f ∗(1− s)|q |ds|
)1/q
×
(∫ ν+i∞
ν−i∞
∣∣∣∣ Γ(s− µ)Γ(s)Γ(1/2− s)Γ(s− 1/2)Γ(1− s)Γ(1− s− µ)
∣∣∣∣
p
|ds|
)1/p
<∞, q = p
p− 1 .
The convergence of the latter integral by s is justified, recalling the
Stirling formula for the asymptotic behavior of the gamma-function,
which gives
Γ(s− µ)Γ(s)Γ(1/2− s)
Γ(s− 1/2)Γ(1− s)Γ(1− s− µ) = O
(|s|2ν−1) , |s| → ∞,
and ν is chosen from the interval (max(0,Reµ), 1/(2q)) , Reµ < 1/(2q).
In order to establish the absolute convergence of the integral (2.4), we
use the assumption ϕ(x) ∈ L1−ν,p(R+) and invoke the asymptotic for-
mulae for the modified Bessel functions [2], Vol. 2 for fixed τ ∈ R,
namely,
Kiτ
(√
x
) [
Iiτ
(√
x
)
+ I−iτ
(√
x
)]
= O(log x), x→ 0+,
Kiτ
(√
x
) [
Iiτ
(√
x
)
+ I−iτ
(√
x
)]
= O
(
x−1/2
)
, x→∞.
Then accordingly,∫ ∞
0
∣∣Kiτ (√x) [Iiτ (√x)+ I−iτ (√x)]ϕ(x)∣∣ dx
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≤ ||ϕ||1−ν,p
(∫ ∞
0
∣∣Kiτ (√x) [Iiτ (√x)+ I−iτ (√x)]∣∣q xνq−1dx
)1/q
= ||ϕ||1−ν,p
(∫ 1
0
O
(
xνq−1 logq x
)
dx+
∫ ∞
1
O
(
xq(ν−1/2)−1
)
dx
)1/q
<∞.
Theorem 1 is proved.

Writing (2.4) in the form
(Ff)(τ) =
2
√
pi
cosh(piτ)
∫ ∞
0
Kiτ (x) [Iiτ (x) + I−iτ (x)]ϕ(x
2)xdx, (2.6)
we appeal to the Lebedev expansion theorem in [7], which implies the
following representation of the antiderivative
∫ ∞
x
ϕ
(
y2
)
ydy =
1
pi2
√
pi
∫ ∞
0
τ sinh(2piτ)K2iτ (x)(Ff)(τ)dτ, x > 0,
(2.7)
which holds under condition xϕ(x2) ∈ L1
(
(0, 1); x−1/2dx
)∩L1 ((1,∞); x1/2dx).
By straightforward substitutions we see that this condition is equiva-
lent to (cf. (1.9)) ϕ ∈ L5/4,1(1,∞)∩L3/4,1(0, 1). Hence (2.7) yields the
equality
∫ ∞
x
ϕ (y) dy =
2
pi2
√
pi
∫ ∞
0
τ sinh(2piτ)K2iτ (
√
x)(Ff)(τ)dτ. (2.8)
Then, appealing to relation (8.4.23.27) in [4], Vol. III and differentiat-
ing both sides of (2.8) with respect to x, we find
ϕ(x) = − 1
2pi3i
d
dx
∫ ∞
0
τ sinh(2piτ)(Ff)(τ)
×
∫ ν+i∞
ν−i∞
Γ(s)Γ(s+ iτ)Γ(s− iτ)
Γ(1/2 + s)
x−sdsdτ, (2.9)
where ν > 0. Our goal now is to motivate the differentiation under
integral sign in the right-hand side of (2.9). To do this, we first appeal
to the Parseval equality (1.7) and relation (8.4.23.3) in [4], Vol. III in
order to rewrite the integral with respect to s in (2.10) as follows
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1
2pii
∫ ν+i∞
ν−i∞
Γ(s)Γ(s+ iτ)Γ(s− iτ)
Γ(1/2 + s)
x−sds =
1√
pi
∫ ∞
0
e−y/2−x/yKiτ
(y
2
) dy
y
.
Hence after substitution of the right-hand side of the latter equality
into (2.9) a formal differentiation means
ϕ(x) =
1
pi2
√
pi
∫ ∞
0
τ sinh(2piτ)(Ff)(τ)
∫ ∞
0
e−y/2−x/yKiτ
(y
2
) dydτ
y2
.
(2.10)
It is allowed via the absolute and uniform convergence by x ≥ x0 > 0 of
the iterated integral (2.10), which can be verified under the integrability
condition Ff ∈ L1(R+; τe3piτ/2dτ) and the Lebedev inequality for the
modified Bessel function [5], p. 99
|Kiτ(y)| ≤ y
−1/4√
sinh(piτ)
, y, τ > 0. (2.11)
Indeed, with the use of relation (2.3.16.1) in [4], Vol. I we have∫ ∞
0
τ sinh(2piτ) |(Ff)(τ)|
∫ ∞
0
e−y/2−x/y
∣∣∣Kiτ (y
2
)∣∣∣ dydτ
y2
≤
∫ ∞
0
τe3piτ/2 |(Ff)(τ)|
∫ ∞
0
e−y−x0/(2y)
dydτ
y9/4
= 213/8 x
−5/8
0 K5/4
(√
2x0
) ∫ ∞
0
τe3piτ/2 |(Ff)(τ)| dτ <∞.
Moreover, one can change the order of integration in (2.10) due to
Fubini’s theorem to get
ϕ(x) =
1
pi2
√
pi
∫ ∞
0
e−y/2−x/y
∫ ∞
0
τ sinh(2piτ)Kiτ
(y
2
)
(Ff)(τ)
dτdy
y2
.
(2.12)
This equality guarantees the condition ϕ ∈ Lν+1,1 (R+) , ν > 1/4. In
fact, we have with (2.11)
||ϕ||1+ν,1 =
∫ ∞
0
|ϕ(x)|xνdx ≤ Γ(ν + 3/4)Γ(ν − 1/4) 2
ν+3/4
pi2
√
pi
×
∫ ∞
0
τ
√
sinh(piτ) cosh(piτ) |(Ff)(τ)| dτ <∞.
Therefore, recalling the Parseval equality (1.7), equality (2.12) can be
written in the form
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xϕ(x) =
1
2pi3i
∫ ν+i∞
ν−i∞
Γ(1 + s)
Γ(1/2 + s)
x−s
∫ ∞
0
τ sinh(2piτ)(Ff)(τ)
×Γ(s+ iτ)Γ(s− iτ)dτds. (2.13)
Besides, applying the Mellin transform to both sides (2.13) (cf. (2.3)),
we obtain after a slight simplification
Γ(s+ 1− µ)Γ(−1/2− s)
Γ(−s)Γ(−s− µ) f
∗(−s) = 1
pi2
∫ ∞
0
τ sinh(2piτ)(Ff)(τ)
×Γ(s+ iτ)Γ(s− iτ)dτ. (2.14)
Hence, employing the reduction formula for the gamma-function and
the inverse Mellin transform (1.8) under the integrability condition
sf ∗(−s) ∈ L1 (ν − i∞, ν + i∞), we deduce from (2.14)
− 1
2pii
∫ ν+i∞
ν−i∞
sf ∗(−s)x−sds = 1
2pi3i
∫ ν+i∞
ν−i∞
Γ(1− s)Γ(−s− µ)
Γ(s+ 1− µ)Γ(−1/2− s)x
−s
×
∫ ∞
0
τ sinh(2piτ)(Ff)(τ)Γ(s+ iτ)Γ(s− iτ)dτds. (2.15)
The left-hand side of (2.15) can be treated with the use of the opera-
tional properties for the Mellin transform under corresponding condi-
tions, and in the right-hand side we interchange the order of integration,
justifying this passage below. Consequently, we obtain for almost all
x > 0 the equality
x
d
dx
[
f
(
1
x
)]
=
1
pi2
∫ ∞
0
τ sinh(2piτ)S(x, τ)(Ff)(τ)dτ, (2.16)
where the kernel S(x, τ) is defined in terms of the Mellin-Barnes inte-
gral
S(x, τ) =
1
2pii
∫ ν+i∞
ν−i∞
Γ(s+ iτ)Γ(s− iτ)Γ(1 − s)Γ(−s− µ)
Γ(s+ 1− µ)Γ(−1/2− s) x
−sds,
(2.17)
and the vertical line (ν− i∞, ν+ i∞) in the complex plane s separates
left- and right-hand side simple poles of the gamma-functions under
the assumption 0 < ν < min(−Reµ, 1), µ /∈ Z.
In the meantime, to justify the interchange of the order of integration
in (2.15), we appeal again to the Parseval equality (1.7) and relation
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(8.4.23.3) in [4], Vol. III to write the right-hand side of (2.15) in the
form
1
2pi3i
∫ ν+i∞
ν−i∞
Γ(1− s)Γ(−s− µ)
Γ(s+ 1− µ)Γ(−1/2− s)x
−s
×
∫ ∞
0
τ sinh(2piτ)(Ff)(τ)Γ(s+ iτ)Γ(s− iτ)dτds
=
1
pi5/2
∫ ∞
0
e−y/2h
(
x
y
)∫ ∞
0
τ sinh(2piτ) Kiτ
(y
2
)
(Ff)(τ)
dτdy
y
,
(2.18)
where
h(x) =
1
2pii
∫ ν+i∞
ν−i∞
Γ(s+ 1/2)Γ(1− s)Γ(−s− µ)
Γ(s+ 1− µ)Γ(−1/2− s) x
−sds (2.19)
and 1/4 < ν < min(−Reµ, 1). But for µ /∈ Z the integral (2.19) can
be calculated in terms of the generalized hypergeometric functions by
means of the Slater theorem [4], Vol. III. Precisely, we find the value
h(x) =
3 Γ(−1 − µ)
8x Γ(2− µ) 2F2
(
3
2
,
5
2
; 2 + µ, 2− µ; −1
x
)
+
(x
4
)µ √pi Γ(1 + µ)
Γ(1− µ)Γ(µ− 1/2) 2F2
(
1
2
− µ, 3
2
− µ; −µ, 1− 2µ; −1
x
)
.
(2.20)
Meanwhile, the interchange of the order of integration in the right-
hand side of (2.18) by Fubini’s theorem is motivated by the following
estimate (see (2.11), (2.19))
∫ ∞
0
e−y/2
∣∣∣∣h
(
x
y
)∣∣∣∣
∫ ∞
0
τ sinh(2piτ)
∣∣∣Kiτ (y
2
)
(Ff)(τ)
∣∣∣ dτdy
y
≤ x
−ν21/4
pi
∫ ∞
0
e−y/2yν−5/4dy
∫ ν+i∞
ν−i∞
∣∣∣∣Γ(s+ 1/2)Γ(1− s)Γ(−s− µ)Γ(s+ 1− µ)Γ(−1/2− s) ds
∣∣∣∣
×
∫ ∞
0
τ
√
sinh(piτ) cosh(piτ) |(Ff)(τ)| dτ <∞.
Therefore we end up with the equality (2.16), where the kernel (2.17)
can be written in the form
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S(x, τ) =
1√
pi
∫ ∞
0
e−y/2h
(
x
y
)
Kiτ
(y
2
) dy
y
. (2.21)
Moreover, it can be calculated explicitly, substituting (2.20) in the
right-hand side of (2.21) and employing relation (3.35.9.3) in [8]. In
fact, we get
S(x, τ) =
3
√
pi τΓ(−1 − µ)
4x Γ(2− µ) sinh(piτ) 3F2
(
1 + iτ, 1− iτ, 5
2
; 2 + µ, 2− µ; −1
x
)
+
(x
4
)µ √pi Γ(1 + µ)Γ(−µ− iτ)Γ(−µ+ iτ)
Γ(1− µ)Γ(µ− 1/2)Γ(1/2− µ)
× 3F2
(
−µ− iτ, −µ + iτ, 3
2
− µ; −µ, 1− 2µ; −1
x
)
. (2.22)
Finally, returning to (2.16) and making a simple substitution, we come
up with the following inversion formula for the index transform (1.1)
f (x) = − 1
pi2
∫ ∞
1/x
∫ ∞
0
τ sinh(2piτ)S(y, τ)(Ff)(τ)
dτdy
y
. (2.23)
One can change the order of integration in the right-hand side of (2.23)
due to the estimate (see (2.19), (2.21))∫ ∞
1/x
∫ ∞
0
τ sinh(2piτ) |S(y, τ)(Ff)(τ)| dτdy
y
≤ C||Ff ||L1(R+;τe3piτ/2dτ)
∫ ∞
0
e−uuν−5/4du
∫ ∞
1/x
y−ν−1dy <∞, ν > 1
4
,
where C > 0 is an absolute constant. Hence from (2.22) and relation
(1.16.1.1) in [4], Vol. III
∫ ∞
1/x
S(y, τ)
dy
y
=
3x
√
pi τΓ(−1 − µ)
4 Γ(2− µ) sinh(piτ) 4F3
(
1 + iτ, 1− iτ, 5
2
, 1; 2 + µ, 2− µ, 2; −x
)
− 1
(4x)µ
√
pi Γ(µ)Γ(−µ− iτ)Γ(−µ + iτ)
Γ(1− µ)Γ(µ− 1/2)Γ(1/2− µ)
× 3F2
(
−µ− iτ, −µ+ iτ, 3
2
− µ; 1− µ, 1− 2µ; −x
)
, (2.24)
and after a simple substitution formula (2.23) can be written as follows
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f(x) =
1
pi
√
pi
∫ ∞
0
[
Γ(µ)Γ(−µ− iτ)Γ(−µ + iτ) sinh(2piτ)
(4x)µ Γ(1− µ)Γ(µ− 1/2)Γ(1/2− µ)
× 3F2
(
−µ− iτ, −µ+ iτ, 3
2
− µ; 1− µ, 1− 2µ; −x
)
−3x τ cosh(piτ)Γ(−1− µ)
2 Γ(2− µ) 4F3
(
1 + iτ, 1− iτ, 5
2
, 1; 2 + µ, 2− µ, 2; −x
)]
×(Ff)(τ) τdτ. (2.25)
The hypergeometric functions in (2.25) can be expressed in terms of
the associated Legendre functions. To do this, we, firstly, appeal to
the differential property for the generalized hypergeometric function
[2], Vol. I to have the formula
3F2
(
−µ− iτ, −µ+ iτ, 3
2
− µ; 1− µ, 1− 2µ; −x
)
=
xµ+1/2
1/2− µ
× d
dx
[
x1/2−µ3F2
(
−µ − iτ, −µ+ iτ, 1
2
− µ; 1− µ, 1− 2µ; −x
)]
.
However, the generalized hypergeometric function on the right-hand
side of the latter equality can be written in terms of the squares of the
associated Legendre functions (cf. [4], Vol. III, Entries 7.4.1.26 and
7.3.1.40 ), taking into account the fundamental identity [2], Vol. I
P µν (z) = P
µ
−ν−1(z). (2.26)
Hence we obtain
3F2
(
−µ− iτ, −µ+ iτ, 1
2
− µ; 1− µ, 1− 2µ; −x
)
=
(x
4
)µ Γ2(1− µ)
2iτ
×
[
(iτ + µ)
[
P µ−iτ
(√
1 + x
)]2
+ (iτ − µ)
[
P µiτ
(√
1 + x
)]2]
. (2.27)
In the same manner we write
4F3
(
1 + iτ, 1− iτ, 5
2
, 1; 2 + µ, 2− µ, 2; −x
)
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=
2
3
√
x
d
dx
[
x3/24F3
(
1 + iτ, 1− iτ, 3
2
, 1; 2 + µ, 2− µ, 2; −x
)]
.
(2.28)
Moreover, in turn, (see [4], Vol. III, Entry 1.16.1.1)
4F3
(
1 + iτ, 1− iτ, 3
2
, 1; 2 + µ, 2− µ, 2; −x
)
= (µ−1)xµ−1
∫ ∞
x
y−µ4F3
(
1 + iτ, 1− iτ, 3
2
, 1; 2 + µ, 1− µ, 2; −y
)
dy.
(2.29)
But the formula in [4], Vol. III, Entry 7.5.1.5 says
4F3
(
1 + iτ, 1− iτ, 3
2
, 1; 2 + µ, 1− µ, 2; −y
)
= 2F1
(
1 + iτ, 1− iτ ; 2 + µ; 1−
√
1 + y
2
)
2F1
(
1 + iτ, 1− iτ ; 1− µ; 1−
√
1 + y
2
)
.
Besides, via the formula in [4], Vol. III, Entry 7.3.1.92 we find the
equalities
2F1
(
1 + iτ, 1− iτ ; 1− µ; 1−
√
1 + y
2
)
=
Γ(1− µ)
iτ
( √
y√
1 + y + 1
)µ [
(iτ − µ)P µ−1−iτ(
√
1 + y)−
√
y√
1 + y + 1
P 1+µ−1−iτ (
√
1 + y)
]
,
2F1
(
1 + iτ, 1− iτ ; 2 + µ; 1−
√
1 + y
2
)
=
Γ(2 + µ)
iτ
( √
y√
1 + y + 1
)−(1+µ) [
(1 + iτ + µ)P−1−µ−1−iτ (
√
1 + y)
−
√
y√
1 + y + 1
P−µ−1−iτ (
√
1 + y)
]
.
Finally, minding (2.26), we get
4F3
(
1 + iτ, 1− iτ, 3
2
, 1; 2 + µ, 1− µ, 2; −y
)
= − Γ(2 + µ)Γ(1− µ)
τ 2
√
y (
√
1 + y + 1)
×
[
(1 + iτ + µ)(
√
1 + y + 1)P−1−µiτ (
√
1 + y)−√y P−µiτ (
√
1 + y)
]
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×
[
(iτ − µ)(
√
1 + y + 1)P µiτ (
√
1 + y)−√y P 1+µiτ (
√
1 + y)
]
.
We summarize these results as the following inversion theorem.
Theorem 2. Let Reµ < 0, µ /∈ Z, min(−Reµ, 1) > 1/4, the
conditions of Theorem 1 hold and ϕ ∈ L3/4,1(0, 1) ∩ L5/4,1(1,∞), f ∈
L−ν,1(R+), min(−Reµ, 1) > ν > 1/4, Ff ∈ L1(R+; τe3piτ/2dτ) . Let,
besides, the Mellin transform f ∗(−ν − it) be such that (ν + it)f ∗(−ν −
it) ∈ L1(R). Then for all x > 0 the inversion formula (2.25) holds.
3. Index transform (1.2)
In this section we investigate the boundedness properties of the op-
erator (1.2) and establish the inversion formula for this transformation.
We begin with
Theorem 3. Let Reµ < 1/2. The index transform (1.2) is well-
defined as a bounded operator G : L1 (R+)→ Lν,∞(R+), ν ∈ (Reµ, 1/2)
and the following norm inequality takes place
||Gg||ν,∞ ≡ ess supx>0|xν(Gg)(x)| ≤ Cµ,ν ||g||L1(R+), (3.1)
where Cµ,ν is defined by (2.2). Moreover, if, besides, Gg ∈ L1−γ,1(R+), 1/2 <
γ < 1− Reµ, G∗g is analytic in the strip Reµ < Res < 1− Reµ and
sup
µ0≤Res≤µ1
|(G∗g) (1− Res + it)| → 0, |t| → ∞, [µ0, µ1] ⊂ (Reµ, 1−Reµ),
(3.2)
where max (Reµ, 0) < µ0 < 1/2 < µ1, then for all y > 0
1
2pii
∫ ν+i∞
ν−i∞
Γ(s)Γ(s− µ)Γ(1/2− s)
Γ(s− 1/2)Γ(1− s− µ) (G
∗g)(1− s)y−sds
=
√
pi ey/2
∫ ∞
0
Kiτ
(y
2
) g(τ)
cosh(piτ)
dτ, ν ∈ [µ0, 1/2). (3.3)
Proof. Indeed, as we see from (1.4) the kernel Φ(x, τ) has a bound
|Φ(x, τ)| ≤ Cµ,ν x−ν , x > 0,
where Cµ,ν is defined by (2.2), we have
|(Gg)(x)| ≤ Cµ,νx−ν
∫
R+
|g(τ)|dτ = Cµ,νx−ν ||g||L1(R+),
and (3.1) holds. Further, taking the Mellin transform (1.6) of both sides
of (1.2) at the point 1−s under the condition Gg ∈ L1−γ,1(R+), 1/2 <
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γ < 1−Reµ, we change the order of integration on the right-hand side
of the obtained equality by Fubini’s theorem. Moreover, taking into
account (1.4), we derive
Γ(s)Γ(s− µ)
Γ(s− 1/2)Γ(1− s− µ)(G
∗g)(1−s) =
∫ ∞
0
Γ (s+ iτ) Γ (s− iτ) g(τ)dτ.
(3.4)
Meanwhile, employing relation (8.4.23.5) in [4], Vol. III
√
pi
cosh(piτ)
ex/2Kiτ
(x
2
)
=
1
2pii
∫ ν+i∞
ν−i∞
Γ (s+ iτ) Γ (s− iτ) Γ(1/2− s)x−sds,
(3.5)
we multiply (3.4) by Γ(1/2−s) and then take the inverse Mellin trans-
form (1.8) of both sides of the obtained equality over the vertical line
(ν − i∞, ν + i∞), ν ∈ [µ0, 1/2). This is indeed possible via (3.2) and
conditions of the theorem. Thus we establish (3.3), where the integral
in the left-hand side converges absolutely. Theorem 3 is proved. 
The inversion formula for the index transform (1.2) is given by
Theorem 4. Let Reµ < 1/2, µ /∈ Z, g(z/i) be an even analytic
function in the strip D = {z ∈ C : |Rez| ≤ α < 1/2}, such that g(0) =
g′(0) = 0 and g(z/i) be absolutely integrable over any vertical line in
D. If Gg ∈ L1−ν,1 (R+) , ν ∈ [µ0, 1/2), µ0 ∈ (max (Reµ, 0) , 1/2), then
for all x ∈ R+ the inversion formula holds for the index transform (1.2)
g(x) = lim
ε→0+
1
pi2
x sinh(2pix)
∫ ∞
0
[√
pi Γ(ε− ix)Γ(ε+ ix)
2µ Γ(1/2 + ε)
×4F3
(
1
2
,
3
2
, ε− ix, ε+ ix; 1 + µ, 1− µ, 1
2
+ ε; −u
)
+
pi 4µΓ(µ)Γ(ε− µ− ix)Γ(ε − µ+ ix)
Γ(1/2 + ε− µ)Γ(µ− 1/2)Γ(1− µ)
× 4F3
(
1
2
− µ, 3
2
− µ, ε− µ− ix, ε− µ+ ix; 1− µ, 1− 2µ, 1
2
+ ε− µ; −u
)]
×(Gf)(u)du. (3.6)
Proof. Indeed, recalling (3.3), we write its left-hand side, appealing to
the Parseval equality (1.7), to get
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1
2pii
∫ ν+i∞
ν−i∞
Γ(s)Γ(s− µ)Γ(1/2− s)
Γ(s− 1/2)Γ(1− s− µ) (G
∗g)(1− s)y−sds
=
∫ ∞
0
Uµ(yu)(Gf)(u)du, (3.7)
where
Uµ(y) =
1
2pii
∫ ν+i∞
ν−i∞
Γ(s)Γ(s− µ)Γ(1/2− s)
Γ(s− 1/2)Γ(1− s− µ) y
−sds, y > 0.
The function Uµ(y), µ /∈ Z can be calculated explicitly by Slater’s
theorem in terms of a combination of two hypergeometric functions
2F2. Precisely, we obtain
Uµ(y) =
1
2µ
2F2
(
1
2
,
3
2
; 1 + µ, 1− µ; −y
)
+
(y
4
)−µ √pi Γ(µ)
Γ(µ− 1/2)Γ(1− µ) 2F2
(
1
2
− µ, 3
2
− µ; 1− µ, 1− 2µ; −y
)
.
Returning to (3.3), we substitute its left-hand side by the right-hand
side of (3.7) and multiply both sides of the obtained equality by e−y/2Kix (y/2) y
ε−1
for some positive ε ∈ (0, 1). Then, integrating with respect to y over
(0,∞), we appeal to the asymptotic behavior of the hypergeometric
functions at infinity [2], Vol. I and the condition Gg ∈ L1−ν,1 (R+) , ν ∈
[µ0, 1/2) to justify the interchange of the order of integration in the
left-hand side due to the absolute convergence of the iterated integral.
Finally, the inner integral is calculated with the use of formula 3.35.9.3
in [8], and we derive the equality∫ ∞
0
∫ ∞
0
e−y/2Kix (y/2) y
ε−1Uµ(yu)(Gf)(u)dydu
=
∫ ∞
0
[√
pi Γ(ε− ix)Γ(ε + ix)
2µ Γ(1/2 + ε)
4F3
(
1
2
,
3
2
, ε− ix, ε+ ix; 1 + µ, 1− µ, 1
2
+ ε; −u
)
+
pi 4µΓ(µ)Γ(ε− µ− ix)Γ(ε − µ+ ix)
Γ(1/2 + ε− µ)Γ(µ− 1/2)Γ(1− µ)
× 4F3
(
1
2
− µ, 3
2
− µ, ε− µ− ix, ε− µ+ ix; 1− µ, 1− 2µ, 1
2
+ ε− µ; −u
)]
Index transforms with Legendre functions 19
×(Gf)(u)du =
∫ ∞
0
Kix
(y
2
)
yε−1
∫ ∞
0
Kiτ
(y
2
) g(τ)
cosh(piτ)
dτdy. (3.8)
In the meantime, the right-hand side of latter equality in (3.8) can be
treated, using the evenness of g and the representation of the modified
Bessel function Kz(y) in terms of the modified Bessel function of the
first kind Iz(y) [2], Vol. II. Hence with a simple substitution we find
1
2
∫ ∞
0
Kix
(y
2
)
yε−1
∫ ∞
−∞
Kiτ
(y
2
) g(τ)
cosh(piτ)
dτdy
= pii
∫ ∞
0
Kix
(y
2
)
yε−1
∫ i∞
−i∞
Iz
(y
2
) g(z/i)
sin(2piz)
dz dy. (3.9)
On the other hand, according to our assumption g(z/i) is analytic and
integrable in the vertical strip 0 ≤ Rez ≤ α < 1/2, g(0) = g′(0) = 0.
Hence, appealing to the inequality for the modified Bessel function of
the first kind (see [5], p. 93)
|Iz(y)| ≤ IRez(y) epi|Imz|/2, 0 < Rez ≤ α,
one can move the contour to the right in the latter integral in (3.8).
Then
pii
∫ ∞
0
Kix
(y
2
)
yε−1
∫ i∞
−i∞
Iz
(y
2
) g(z/i)
sin(2piz)
dz dy
= pii
∫ ∞
0
Kix
(y
2
)
yε−1
∫ α+i∞
α−i∞
Iz
(y
2
) g(z/i)
sin(2piz)
dz dy.
Now Rez > 0, and it is possible to pass to the limit under the integral
sign when ε → 0 and to change the order of integration due to the
absolute and uniform convergence. Therefore the value of the integral
(see relation (2.16.28.3) in [4], Vol. II)∫ ∞
0
Kix(y)Iz(y)
dy
y
=
1
x2 + z2
leads us to the equalities
lim
ε→0
pii
∫ ∞
0
Kix
(y
2
)
yε−1
∫ i∞
−i∞
Iz
(y
2
) g(z/i)
sin(2piz)
dz dy
= pii
∫ α+i∞
α−i∞
g(z/i)
(x2 + z2) sin(2piz)
dz
=
pii
2
(∫ −α−i∞
−α+i∞
+
∫ α+i∞
α−i∞
)
g(z/i) dz
(z − ix) z sin(2piz) . (3.10)
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Hence conditions of the theorem allow to apply the Cauchy formula in
the right-hand side of the latter equality in (3.8). Thus
lim
ε→0
pii
∫ ∞
0
Kix
(y
2
)
yε−1
∫ i∞
−i∞
Iz
(y
2
) g(z/i)
sin(2piz)
dz dy
=
pi2 g(x)
x sinh(2pix)
, x > 0. (3.11)
Therefore passing to the limit through equalities (3.8), we end up with
the inversion formula (3.6), completing the proof of Theorem 4.

Remark 1. If the passage to the limit in (3.6) is permitted, the
inversion formula takes the form
g(x) =
1
piµ
∫ ∞
0
[
cosh(pix)3F2
(
3
2
, −ix, ix; 1 + µ, 1− µ; −u
)
+
4µΓ(1 + µ)Γ(−µ− ix)Γ(−µ+ ix)x sinh(2pix)
Γ(1/2− µ)Γ(µ− 1/2)Γ(1− µ)
× 3F2
(
3
2
− µ, −µ− ix, −µ+ ix; 1− µ, 1− 2µ; −u
)]
(Gf)(u)du.
4. Boundary value problem
In this section the index transform (1.2) is employed to investigate
the solvability of the boundary value problem for the following third
order partial differential equation
2x
(
y2 + x2
(
1 +
1
r
))
∂3u
∂x3
+ 2y
(
x2 + y2
(
1 +
1
r
))
∂3u
∂y3
+2x
(
x2 + y2
(
1 +
3
r
))
∂3u
∂x∂y2
+ 2y
(
y2 + x2
(
1 +
3
r
))
∂3u
∂y∂x2
+
(
5y2 + 3x2
(
3 +
2
r
))
∂2u
∂x2
+
(
5x2 + 3y2
(
3 +
2
r
))
∂2u
∂y2
+4xy
(
2 +
3
r
)
∂2u
∂x∂y
+2
(
4 +
1− µ2
r
)(
x
∂u
∂x
+ y
∂u
∂y
)
+u = 0, (4.1)
where (x, y) ∈ R2\{0}, r =
√
x2 + y2. Writing (4.1) in polar coordi-
nates (r, θ), we end up with the equation
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2r2(1 + r)
∂3u
∂r3
+ 2r
∂3u
∂r∂θ2
+ r (11r + 6)
∂2u
∂r2
+
∂2u
∂θ2
+
(
2(1− µ2) + 11r) ∂u
∂r
+ u = 0. (4.2)
Lemma 3. Let 0 < Re µ < 1/2, g ∈ L1 (R+) , β ∈ (0, 2pi). Then
the function
u(r, θ) =
√
pi
1 + r
∫ ∞
0
Γ(1 + iτ − µ)Γ(1− iτ − µ)
×P µiτ (
√
1 + r)P µ−iτ(
√
1 + r)
sinh(θτ)
sinh(βτ)
g(τ)dτ (4.3)
satisfies the partial differential equation (4.2) on the wedge (r, θ) : r >
0, 0 ≤ θ < β, vanishing at infinity.
Proof. The proof is straightforward by substitution (4.3) into (4.2) and
the use of (1.15). The necessary differentiation with respect to r and θ
under the integral sign is allowed via the absolute and uniform conver-
gence, which can be verified, appealing to the integrability condition
g ∈ L1 (R+) , β ∈ (0, 2pi) and estimates of derivatives of the kernel
(1.3) with respect to r. Finally, the condition u(r, θ) → 0, r → ∞ is
due to the estimate of the integral (1.4). 
Finally we will formulate the boundary value problem for equation
(4.2) and give its solution.
Theorem 5. Let g(x) be given by formula (3.6) and its transform
(Gg)(y) ≡ G(y) satisfies conditions of Theorem 4. Then u(r, θ), r >
0, 0 ≤ θ < β by formula (4.3) will be a solution to the boundary value
problem on the wedge for the partial differential equation (4.2) subject
to boundary conditions
u(r, 0) = 0, u(r, β) = G(r).
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