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Preface
This booklet is the result of five years of “work” in experimental high-energy (elemen-
tary particle) physics. In this branch of physics it is not the high-energy which is
studied, but high-energy is used as a tool to learn about the properties of the tiniest
building blocks of matter, elementary particles, and how they interact with each other.
The interactions of elementary particles at high-energy are rather well known. In
a sense, the predictions of the Standard Model for these interactions are almost too
good to be true. On the other hand, the low-energy phases of an initially high-energy
interaction are hardly understood. In particular the hadronization process, the process
in which elementary quarks and gluons combine to form observable particles, is only
described by ad-hoc models. However, it is clear that both the high and low-energy
part have to obey certain fundamental principles. One of these is the Bose-Einstein
symmetry of identical bosons. A study of Bose-Einstein symmetry of pions, created in
the hadronization process, is the main topic of this thesis.
Usually, the effects of Bose-Einstein symmetry are called Bose-Einstein correlations,
since the symmetry makes identical pions correlated, but from an analogy with astron-
omy it may just as well be named interference of pions. Bose-Einstein condensation is
a different manifestation of the same symmetry principle, but this is not studied here.
Bose-Einstein correlations have been observed for charged pions in a variety of
high-energy interactions, and there is no reason to believe that they do not exist for
neutral pions. The amount of interference depends on properties of the pion source (the
hadronization process), such as its size. This may be different for charged and neutral
pions. Moreover, the existence of Bose-Einstein symmetry depends on what “identical”
means, in a quantum mechanical sense. In the following pages, an attempt is made to
give some theoretical and experimental insight on correlations of neutral pions, like-
sign charged pions, and non-identical pions. In the latter case, it is not so clear that
Bose-Einstein correlations exist, hence the title of this thesis. The experimental input
is taken from hadronic events in e+e− annihilation around the Z resonance.
In the first chapter, I give, as a warm-up, my personal view on the history of high-
energy physics. The Standard Model is described in a few words in the second chapter.
Moreover, in that chapter I describe our understanding of the hadronization process,
and the principles of and expectations from Bose-Einstein symmetry, for all possible
pion combinations. Finally, I pose the questions addressed by the experimental part of
this work.
In the following chapters I give an extensive description of the experimental tools and
methods to find an answer to these questions. The experimental apparatus is covered
in the third chapter. This includes a short overview of the machine which produces
pions and the detector that is used to measure them. More details are given of the
subdetectors which are most important for this research, and how their (electronic)
signals are translated into particle properties.
v
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The selection of neutral and charged pions, from hadronic events, is explained in
the fourth chapter. For the neutral pions in particular, a large part of the selection is
actually a study of the behaviour of the detector. Although it sounds like an easy task,
a separate chapter is devoted to the selection of pairs of pions. I outline a method to
obtain a neutral pion pair sample without any contamination from other particles.
Finally, I give the results of correlation studies, for all pion combinations. The
main result is a comparison of Bose-Einstein symmetry in pairs of neutral pions and
pairs of like-sign charged pions, in the same events. This result has been accepted for
publication in Physics Letters.
Let me now turn to the more personal part of the preface, the acknowledgements.
These are more or less obligatory, but it is indeed true that this work would have
been less fun and much harder, if not impossible, without the help and support of and
diversion by many people.
I thank Wolfram and Wes for giving me a large amount of freedom in my research,
and for pushing me every now and then to finalize things and to not drown myself in
interesting but unimportant details. I am grateful to Sijbrand, for our discussions on
physics topics beyond this thesis, and on physics education. I very much appreciated
Charles’ critical (prejudiced?) view on what I was doing. I think I managed to convince
you that it is not so bad after all! Without Chris’ careful and patient explanations of the
ins-and-outs of the ECAL, this thesis would certainly not have been the way it is now.
Simon and Frank (and the other members of the CMU group) introduced me to the
real experimental side of experimental physics. Although it was frustrating sometimes,
I did like it. For all bureaucratic matters, Annelies, Marjo, Martine and Hanneke were
of great help. Moreover, “De Gelderlander” was a good start of the day, during my
stay in Nijmegen.
During the last five years, the boundary between “work” and free time has been
vague. It was great to be right on this boundary with (in arbitrary order and non-
exhaustive) Ann, Sandra, Daniel, Albert, Frank, Tasja, Bert, Simon, Henric, Tanja,
Jorn, Charles, Mirna, Gerhard, Kaia, Rego, Martijn, Ivo, Wim and Silke. Thanks
a lot for the time we spent together on discussions on physics topics, dinners, wine,
skiing holidays (including the endless fights on (free-heel!) skiing versus snowboarding),
movies, and what not. Paul, Liesbeth, Jan Willem and Sophie, I appreciated your
interest, and I hope you got some feeling of what I have been doing. Finally, Esther,
Pauline and Marie¨lle, merci vielmals for everything.
Enough for now, let’s start with the real work!
Michiel Sanders Nijmegen
October 2001
1History
Mankind has always been fascinated by its own environment. For many centuries,
one has tried to understand the physical (and non-physical) world by reason in terms
of simple objects and interactions between these entities. Things which could not be
explained by reason, were (and are) thought to be arranged by an omnipotent “God”.
To give an example, already in the Greek times, Democritus tried to explain the
world with undividable objects which he called a-toms. His work was of a philosophical
nature, but it clearly indicates that he was trying to describe the world in as simple
terms as possible, with as few particles as possible.
Modern particle physics is still based on that principle. Even in the 20th century,
the number of thought-to-be-elementary particles fluctuated a lot. In the course of
time, more and more particles were discovered, but then some clever theoretical insight
or careful experimentation revealed the existence of a substructure of the particles, thus
reducing the number of elementary particles again.
One can say that modern particle physics started with the discovery of the electron
by Thomson, in 1897. Soon it was discovered that atoms were actually made of a
tiny positive nucleus surrounded by a cloud of negative electrons (experimental work
by Rutherford and theoretical studies by Bohr). In 1932, Chadwick discovered the
neutron, which explained the mass of atoms. It could now be shown that all atoms in
the periodic table are made of just three elementary particles, namely electrons, protons
and neutrons.
In the meantime, Einstein put forward that electromagnetic waves can also be seen
as particles. His work went one step beyond Planck’s pioneering work (started in 1900).
Together with Compton’s experiments on light scattering, it laid the basis for modern
quantum mechanics. In quantum theories, electromagnetic fields are nothing but an
effect of the exchange of photons. All present theories of subatomic interactions are
based on this idea of exchanging messenger -particles.
An early application of messenger-particles was proposed by Yukawa in 1934. To
keep neutrons and protons together in the atomic nucleus, a short range but strong
force is needed. Yukawa calculated the mass of a messenger-particle which met both
requirements, the meson. However, no such particle was known at the time. Although it
was not immediately recognized, it was found a few years later (1937) in cosmic rays. It
was called the pion (pi). Everything appeared to be in place again. However, practically
at the same time an additional particle was found in cosmic rays: the muon (µ).
Quantum mechanics seemed to be in good shape but it did not yet contain Einstein’s
special relativity theory. Dirac managed to formulate a relativistic quantum theory
1
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(1927), but to do so, he had to postulate a new particle, identical to the electron but
with positive charge. And again, a theoretical prediction was correct. Anderson found
this positive electron (positron) in 1931.
Another lasting problem was that of nuclear beta decay (1930). It seemed that there
was no conservation of energy in beta decay. Pauli postulated yet another particle to
solve this problem. After Fermi incorporated it in a powerful theory of beta decay, it
came to be known as the neutrino. It is a neutral, very light or even massless particle,
and it hardly interacts with anything. This neutrino could also explain the properties
of both pion and muon decay. In the latter case, two neutrinos (of different type) are
needed. So there were many theoretical hints for its existence, but its experimental
observation took until 1950.
Cosmic rays spoiled this concise picture of nature with protons, neutrons, elec-
trons, neutrinos, pions and muons. From 1947 onwards, a huge forest of new particles
(hadrons) was discovered in more and more sophisticated experiments. In cloud cham-
bers “strange” particles were seen to decay to pions, or pions and protons. Some of
them (K, η, φ, ω, ρ, etc.) looked like the pion and were grouped together as mesons,
others were heavier than the proton and were called baryons (Λ, Σ, Ξ, ∆, etc.).
In 1961, Gell-Mann managed to organize this jungle of particles. He classified
baryons and mesons in geometrical patterns (e.g. octets, hence the name Eightfold
Way) according to their charge and strangeness. Soon after, it was realized that these
patterns could be explained by introducing even more elementary constituents of these
hadrons. Three different types of quarks (Zweig, Gell-Mann, 1964) were sufficient to
build all known hadrons. A meson is a quark-anti-quark pair, baryons consist of three
quarks.
This quark model was purely hypothetical. No free quarks were ever observed. How-
ever, from experiments similar to those in which Rutherford discovered the nucleus, it
became clear (in the late sixties) that the proton indeed has three “pits”. A theoret-
ical flaw (the wave function of the ∆++ is inconsistent with the Pauli principle) was
overcome by giving each quark flavour three colours (Greenberg, 1964). The statement
then was that all naturally occurring particles must be “colourless”.
In this way, the number of elementary particles was again brought back to a small
number, but not for long. In 1974, two independent groups (around Ting and Richter)
discovered a new heavy particle (called J by Ting and ψ by Richter). It was the
first sign of a fourth quark flavour. This fourth quark had already been theoretically
introduced by Glashow, Iliopoulos and Maiani (1970), but its discovery still came as
a surprise. With this new quark, four quarks and four leptons (electron, muon, each
accompanied by a neutrino) were known. The picture seemed to be nice and complete.
In 1975 however, Perl and coworkers discovered an additional lepton, the τ . A little
later, in 1977, the group around Lederman found a fifth quark flavour. Now the hunt
was open for the expected sixth quark which was finally discovered in 1995 by the CDF
and DØ experiments at Fermilab. The sixth lepton (the τ -neutrino) has probably been
observed by the DONUT experiment (also at Fermilab), in 2000.
Furthermore, it was known that Fermi’s theory for beta decay (for which the weak
3force is responsible) was incorrect at high energies. Just like Yukawa’s meson, a massive
messenger particle was needed. Finally the (heavy) messengers (Z, W±) were discovered
at the CERN proton-anti-proton collider in 1983 (Rubbia et al., after pioneering work
by Van der Meer on anti-proton beams). Their existence and a good value of their
mass were not predicted until a few years before this discovery.
This concludes the overview of how we came to know the present “zoo” of elementary
particles. It is worth noting that 20th century research has shown a tight bond between
theory and experiment. Sometimes, theory was ahead of experiment; sometimes it was
the other way around. If one takes into account that no major experimental discoveries
(not already predicted by theory) were made in the last decade, the hope is that in
the next decade (with more powerful machines) experiments will again lead particle
physics to some unpredicted discoveries. However, for that to happen, one has to keep
an eye on the unexpected and make sure that one understands the expected.
2Introduction
In this chapter, a short summary is given (partly based on the textbooks [1] and [2])
of the Standard Model which describes the interactions between (elementary) particles.
Afterwards, the phenomenon of Bose-Einstein correlations, or particle interference is
described. In particular, the correlations expected between the pions in the isospin
triplet I = 1 (pi±, pi0) are covered, which is the main topic of this thesis. In the end,
experimental difficulties encountered in measurements of Bose-Einstein correlations are
mentioned, as well as some experimental results.
The following notation is used. Greek indices (µ, ν, . . . ) running over 0, 1, 2, 3 in-
dicate the time (energy) and the three spatial (momentum) components, respectively.
Roman indices (i, j, . . . ) denote the three spatial (momentum) components only. Four-
vectors and scalars are denoted by light italic type, three-vectors by boldface type:
x = xµ = (x0,x). Repeated indices are summed over. Products of four-vectors are
given by px = pµx
µ = p0x0 − p · x. Finally, units are chosen such that ~ = c = 1.
2.1 The Standard Model
According to present knowledge, four fundamental forces govern all laws of nature:
the strong force which binds protons and neutrons in the nucleus and (anti-) quarks
in hadrons, the electromagnetic force, the weak force (beta decay) and gravity (in or-
der of decreasing strength). In the Standard Model, these forces, apart from gravity,
describe the interactions between the fundamental fermions, and the interactions be-
tween them and their anti-partners. These fermions are grouped in three generations,
as summarized in Table 2.1.
quarks u c t +2/3 e
d s b −1/3 e
leptons e µ τ −1 e
νe νµ ντ 0
Table 2.1. The three generations of elementary building blocks with their charge (e is
the electron charge).
The Standard Model is a (relativistic) quantum field theory based on local gauge
symmetries. The concept of symmetries is widespread in nature. For example, the
invariance of the laws of nature under translations is closely related to the conservation
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of momentum in interactions between particles. Local gauge invariances give rise to
interactions between fermions via the exchange of gauge bosons.
In the following sections, a short overview is given of the various ingredients of the
Standard Model.
2.1.1 Quantum Electrodynamics
Quantum Electrodynamics (QED) describes the interactions of charged particles with
other charged particles via the exchange of photons. It is the quantum mechanical
version of Maxwell’s equations for electromagnetic waves. For the fermion-fermion
interaction, the QED Lagrangian density is given by
L = ψ¯(iγµ∂µ −m)ψ − eAµψ¯γµψ − 1
4
FµνF
µν, (2.1)
where the four-component field ψ denotes the fermion, Aµ the four-vector photon field
(γ), Fµν the electromagnetic field tensor Fµν = ∂µAν − ∂νAµ and γµ the 4 × 4 Dirac
matrices. This equation can quite easily be derived from Dirac’s original equation
for free fermions, the first term in Equation (2.1), by demanding a local U(1) gauge
invariance
ψ(x) → eiα(x)ψ(x), Aµ → Aµ − 1
e
∂µα(x). (2.2)
The introduction of the gauge field Aµ is natural in this procedure and it is identified
as the photon field. The coupling constant e is the electric charge, α(x) is a scalar
function.
Quantum Electrodynamics is one of the most predictive and accurate theories cur-
rently available. Although calculations are far from trivial, an astonishing agreement
between this theory and experimental results is found. However, QED turns out to be
part of a bigger theory which incorporates both the electromagnetic force and the weak
force.
2.1.2 The GSW Model
Quantum Electrodynamics is based on the simple Abelian group U(1). A step further
in complexity is to start with the non-Abelian group SU(2). This gives the following
Lagrangian density:
L = ψ¯(iγµDµ −m)ψ − 1
4
F iµνF
µνi. (2.3)
The field ψ is now a doublet of fermion fields
ψ =
(
ψ1(x)
ψ2(x)
)
. (2.4)
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The covariant derivative Dµ follows from local SU(2) symmetry:
Dµ = ∂µ − igAiµ
σi
2
, (2.5)
where g is the fundamental coupling.
The 2 × 2 matrices σi are three generators of SU(2), the Pauli matrices. To each
generator, a gauge field Aiµ (i = 1, 2, 3) is attached. Because of the non-Abelian nature
of SU(2), interactions between the gauge fields themselves exist, as can be seen from
the form of the gauge field tensor
F iµν = ∂µA
i
ν − ∂νAiµ + gijkAjµAkν, (2.6)
with ijk the totally anti-symmetric tensor.
By extending the gauge symmetry to SU(2)×U(1), a field theory is obtained which
describes both weak interactions and electromagnetic interactions. Glashow, Salam
and Weinberg were the first ones to find this unification of forces (GSW model [3]).
As shown before for QED, the additional U(1) symmetry gives an extra gauge field
(Bµ) and an extra fundamental coupling g
′. Linear combinations of the four gauge
fields yield the QED photon field Aµ and three additional fields Z
0
µ,W
±
µ (the Z and
W± bosons). The electric charge e is hidden in the couplings g and g ′.
The GSW model contains many interaction vertices. First of all, it connects photons
to charged particles (including W bosons). Also, the Z couples to all fermion-anti-
fermion pairs, and to W+W−. The W’s themselves couple the two components of the
fermion doublet (2.4) (the two members of a generation, as indicated in Table 2.1), and
are thus responsible for beta decay. More interestingly, it predicts four-boson couplings
like γZW+W−.
2.1.3 Higgs Mechanism
From a theoretical point of view, the GSW model is beautiful. However, it is known
that the Z and the W± bosons are massive. This is exactly the reason to give up Fermi’s
theory for weak interactions. It is not a trivial task to introduce mass in the model
without breaking gauge invariance. The simplest way is via the Higgs mechanism,
based on spontaneous symmetry breaking.
The Higgs mechanism roughly works as follows. An additional two-component com-
plex scalar field Φ is introduced, with a Lagrangian density given by
L = |DµΦ|2 + µ2Φ†Φ− λ(Φ†Φ)2. (2.7)
This Lagrangian density is invariant under the SU(2) × U(1) gauge symmetry of the
GSW model. However, the vacuum expectation value of the field Φ is non-zero. The
minimum is reached for a set of Φ values which are connected by gauge invariance.
A certain point from this set can be chosen and Φ can be expanded around this point.
In this way, the original symmetry is broken and some interesting terms appear. First
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of all, the Z0µ and W
±
µ fields acquire a mass, while the photon Aµ stays massless. Also,
a massive remnant of Φ, the Higgs boson, appears. By introducing couplings between
the Higgs field Φ and the fermions, mass terms for the fermions can be generated.
Although at first sight, the GSW model with the Higgs mechanism to generate
mass seems to be a simple and elegant theory, it still took some elaborate work by
’t Hooft [4] and Veltman [5] to actually prove that it has predictive power. The details
are not discussed any further here.
2.1.4 Quantum Chromodynamics
The description of the strong force is based on colour symmetry. Quarks need to carry
an additional quantum number (colour) to make the wave function for the ∆++ or Ω−
totally anti-symmetric. The simplest way to implement this is to assign an internal
SU(3) (colour-) symmetry to the quarks. The requirement that physical hadrons must
be in a colour singlet state, i.e. colourless, automatically leads to mesons (quark-anti-
quark pair) and (anti-) baryons (three (anti-) quarks).
Quantum Chromodynamics (QCD), the theory of strong interactions, is simply a
local SU(3) gauge theory in colour space. Its Lagrangian density is of the same form
as the one for the SU(2) group, Equation (2.3),
L = ψ¯(iγµDµ −m)ψ − 1
4
F aµνF
µνa, (2.8)
but now ψ is a fermion triplet:
ψ =

ψ1(x)ψ2(x)
ψ3(x)

 . (2.9)
The indices 1, 2, 3 can be seen as labels for colour. The covariant derivative Dµ working
on a particular colour component of ψ is given by
(Dµψ)i = (∂µδij − igAaµλaij)ψj. (2.10)
The 3 × 3 matrices λa are the eight Gell-Mann matrices, generators of SU(3). From
local gauge invariance, each of these generators is attached to a vector field Aaµ (gluons
(g), a = 1, . . . , 8). Already at this stage, it is clear that a quark can transform its
colour by emitting a (coloured) gluon.
The gluon field tensor is similar to the SU(2) gauge field tensor (2.6):
F aµν = ∂µA
a
ν − ∂νAaµ + gf abcAbµAcν. (2.11)
The constants f abc are the structure constants of SU(3). In the product of field tensors
in the Lagrangian density (2.8), coupling vertices of three and four gluons exist, just
like the three and four boson couplings in the GSW model.
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An important property of QCD is the so-called “running of the coupling constant”.
This means that αs (= g
2/4pi) depends on the energy scale. It can be shown that the
value of αs decreases with increasing energy scale, i.e. the strength of the force decreases
(asymptotic freedom). This implies that if an electron hits a proton hard enough, it sees
the three constituent quarks as weakly interacting objects. It is then easy to kick one
of these quarks out of the proton. However, at small energy scales (long distances) the
coupling becomes large, and this is what makes QCD a theory of strong interactions,
and precise calculations difficult.
In the end, QCD should explain why quarks and gluons are bound together in
hadrons, and why free quarks are not seen (confinement). Also, it should predict the
hadron spectrum. This is a long way to go but brute-force computational techniques
(lattice QCD) may give the right direction. However, it is not yet clear from QCD how
partons (quark/gluon) produced in short-distance interactions combine to form stable,
observable hadrons.
Clearly, quarks can radiate gluons, just like electrons can radiate photons (Brems-
strahlung). In the process e+e− → γ∗/Z → qq¯, for instance, the (high-energy) quarks
can emit a high-energy gluon which, due to confinement, will give rise to a third jet
of hadrons. The two quarks give the other two jets. Similarly, gluons can emit gluons
and gluons can split into qq¯ pairs. In principle, this process of hard gluon radiation is
calculable perturbatively from QCD. However, it becomes very difficult to go beyond
second order in αs, which limits the calculable number of partons (quark/gluon) to
four, i.e. four jets.
A less accurate but more powerful approach to gluon radiation is that of parton
showers. In perturbative QCD, the probability for parton branching Pa→bc(z), z =
Eb/Ea can be calculated, for the processes g → gg, g → qq¯, q → qg. Each individual
parton can now be seen as a source for branching. A calculation of successive branching
can be continued down to an energy scale to which the perturbative approach is believed
to be valid (∼ 1 GeV). Thus, a whole “shower” of partons is predicted, whereas fully
perturbative calculations so far can be applied to four partons (at most).
This probabilistic picture of parton branching obviously ignores quantum mechan-
ical interference effects. However, it can be shown that in the soft, low energy region,
interference cannot be neglected. It cancels branching for certain regions of phase space.
The region that survives is the one in which successive branchings occur at decreasing
angles (angular ordering).
2.1.5 Experimental Status
As is clear from the GSW model, the Z couples to the same charged particles as the
photon does. However, the Z also couples to neutrinos. The place to look for the Z is
therefore in neutrino scattering, with no (additional) charged lepton in the final state,
which would indicate a W exchange process. These neutral weak events were discovered
in 1973 at CERN [6,7]. Indirectly, this is a proof of the existence of the Z boson. Ten
years later, the W and the Z were produced on-shell and detected in proton-anti-proton
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collisions at CERN [8,9]. Their mass turned out to be very close to what was predicted
by the GSW model.
Now that the gauge bosons had been discovered, the next step was to test the
electroweak model as extensively as possible. For this purpose, the Large Electron
Positron collider (LEP) was constructed at CERN. The first collisions took place in
1989. During its first phase, the centre-of-mass energy was around the mass of the Z.
This gave extremely high precision measurements of the GSW model parameters (see
e.g. [10]) like the mass of the Z, its decay width and its couplings to fermions, etc.
Later, at higher beam energies, W’s and Z’s could be pair-produced. This gave
accurate measurements of the W mass [11]. More importantly, it was a test for the
triple boson couplings in the GSW model. It was shown that the ZWW vertex exists [12]
with the expected strength [13], thus proving the non-Abelian structure of the weak
force. Also, no sign of a γZZ or ZZZ vertex was found [14]. Quartic couplings like
γZWW are under investigation. However, since this process has a very small cross
section, no accurate result will be available soon [15].
Apparently, the GSW model is a very powerful model. It has been tested in many
ways, including the electromagnetic sector, and parameters have been overdetermined.
If now the model is assumed to be correct, predictions can be made, e.g., for the mass of
the Higgs boson, the only particle in the model which has not been discovered yet. Its
mass comes out at a rather small value [16], within reach of LEP. Indeed, hints for the
existence of the Higgs boson have been seen recently by experiments at LEP [17–19].
Also, predictions from QCD were verified in several experiments. The situation here
is more difficult, because QCD gives predictions for quarks and gluons, whereas in the
detectors hadrons are seen. This is discussed in more detail in Section 2.2.
However, the existence of gluons is plausible from studies on three-jet events in
e+e− annihilation. If one of the initial quarks radiates a hard gluon, this can be seen
as a third jet in the detector. From precise studies on the properties of these jets, it is
clear that indeed the third jet has a gluonic origin [20]. Furthermore, the running of
αs is clearly observed [21].
2.1.6 Gravity
Although very successful theories for the other three fundamental forces exist, a satisfac-
tory relativistic quantum theory for gravity has not yet been found. Einstein’s general
relativity has not been proven to be wrong, but it should be remarked that it has not
been tested yet at microscopic scales. Actually, the weakness of the gravitational force
makes this a very difficult task.
Recently, theoretical calculations have shown that quantum gravity may be “around
the corner”. In these theories, the gravitational force is transmitted by a graviton
moving in an extra dimension. It is claimed that this effect may even be visible at
present day accelerators [22]. However, no such effect has been seen so far [23,24].
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2.2 Hadronization
Quantum Chromodynamics is a theory of strong interactions, but it does not (yet) ex-
plain how quarks and gluons combine to form the colourless hadrons that are observed.
This hadronization process takes place at low energy scales, of the order of hadron
masses, and in that regime, the strong coupling αs is large. The perturbative approach
which works well at higher energies breaks down. This is one of the main reasons why
QCD has not yet been tested at the same level of accuracy as the GSW model.
To resolve this problem, the effects of hadronization can be completely ignored (local
parton hadron duality, LPHD). Properties of the partons (quark flavour, other quantum
numbers) are assumed to be reflected in the hadrons. The flavour of the initial quark
for instance, should be seen in a hadron close to the jet axis. LPHD is supported by
single particle spectra [25,26].
Lately, it has been tried to use the low energy (infrared) perturbative behaviour of
QCD to extend it phenomenologically into the non-perturbative regime (power correc-
tions). If f is a certain variable describing the structure or shape of the event or the jet,
then the mean is written as 〈f〉 = 〈fpert〉+cfP, where the first term is a prediction from
perturbative methods and cf is a constant depending on the variable f . P is a function
of 1/Q (Q is the energy scale) and an effective infrared strong coupling constant α0.
P is supposed to be universal for all shape variables. The two free parameters αs and
α0 are to be inferred from fits to data. This power correction approach works very well
in e+e− collisions [27].
Both LPHD and the power correction ansatz basically ignore the precise mechanism
of hadronization. However, phenomenological hadronization models do exist. Both the
cluster model and the string model are quite successful.
2.2.1 Cluster Model
The cluster model is based on the observation that partons generated in a (perturbative)
branching process (parton shower) tend to be arranged in colour singlet clusters with
limited extension in coordinate and momentum space.
The first step in the hadronization process is to split gluons left over in a parton
shower into qq¯ pairs. This can be seen as an enhanced probability of the g → qq¯ process
in the non-perturbative region. Then colour singlet clusters are formed from qq¯ pairs.
These clusters have masses typically of the energy scale at which the parton shower
is terminated. Each cluster then decays isotropically into observable hadron pairs,
with branching ratios simply determined by the density of states (phase space times
spin degeneracy). Very massive clusters first decay into lighter cluster pairs. Both a
parton shower and this cluster model are implemented in the Monte Carlo program
Herwig [28].
The beauty of the cluster model is that it uses relatively few parameters for the
hadronization process. Nevertheless, in its Herwig implementation, the cluster model
gives a good description of e+e− → γ∗/Z → qq¯ events [21].
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2.2.2 String Model
In e+e− annihilation, the primary quark and anti-quark fly apart with high relative
momentum. In the string model [29], it is assumed that the colour field between the
quark and anti-quark behaves as a string-like colour tube. The string tension κ is of
the order of 1 GeV/fm. As the qq¯ move further apart, the string eventually breaks by
producing a q′q¯′ pair. This process continues and finally mesons are formed from quark-
anti-quark pairs from adjacent vertices. The probability for a string to break up into
n hadrons is simply proportional to e−bAn , where An is the space-time area of the string
breakup region. The parameter b is related to the string tension κ. In this model,
baryons are formed by string breakup into diquark-anti-diquark pairs. Gluons give
rise to “kinks”, or transverse excitations on the string stretched between the original
qq¯ pair.
The string model has more free parameters than the cluster model. However, a
string-like colour field, linearly rising with separation distance (constant amount of
stored energy per unit length), is expected from e.g. charmonium and bottonium spec-
troscopy, and from lattice QCD calculations.
The model is implemented in the Jetset [30] program. In this program, strings are
stretched between the quarks and gluons left over in a parton shower process. Jetset
gives a very good description of hadronic (qq¯) events in e+e− annihilation [21]. It tends
to be even better than the cluster model.
2.3 Bose-Einstein Correlations
2.3.1 A Historical Primer
It was shown by Pauli in 1940 [31] that particles with arbitrary half-integer spin
(fermions) must obey Fermi-Dirac (anti-symmetric) statistics, whereas particles with
arbitrary integral spin (bosons) follow Bose-Einstein (symmetric) statistics. This con-
nection between spin and statistics implies that for a pair of identical pions, the quan-
tum mechanical two-particle wave function has to be symmetric under interchange of
the two pions. Of course, the same symmetry rule applies for multi-pion states.
Experimentally, Bose-Einstein statistics for charged pions was “discovered” in 1959
by G. Goldhaber et al. [32]. They studied anti-proton annihilation events in a propane
bubble chamber. Events with an equal number of positive and negative charged pions
were selected (four or six pions). Next, the distribution of cos θ12, where θ12 is the
angle between a pair of pions, was measured for different charge combinations (like
sign, unlike sign, combined). It was found that like sign pairs are more likely produced
at small relative angles than unlike sign pairs. Also, the like sign and unlike sign pair
distributions did not agree with a phase space calculation, whereas the combined sample
did agree. Quantitatively, the result was expressed by the ratio γ of the number of pairs
produced at opening angle greater than 90◦ to those with opening angles smaller than
90◦: γlike = 1.23 ± 0.11, γunlike = 2.06 ± 0.12, γtotal = 1.72 ± 0.08. The phase space
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calculation gave γ = 1.74 for all combinations (events with four tracks, similar results
in events with six tracks).
A possible explanation for this effect was given in 1960 by G. Goldhaber, S. Gold-
haber, W. Lee and A. Pais (GGLP) [33]. They explicitly introduced symmetric wave
functions for like sign particles in the statistical model, which is based on Lorentz-
invariant phase space. An assumption had to be made for the shape of the pion emis-
sion region. For simplicity, a spherical emission volume was chosen. However, a volume
with a Gaussian density would give no noticeable differences in the final result. This
symmetrized model gave a much better description of the data, both for the cos θ12 dis-
tribution for like and unlike sign pairs, as for the values of γ. The radius of the reaction
volume was found to be of the order of 1 fm. It should be stressed that Bose-Einstein
symmetrization is a possible explanation for the observed enhancement. It is clearly
not a definite answer.
After this first observation, many other bubble chamber experiments confirmed the
GGLP-effect [34]. Furthermore, no angular enhancement was found for different charge
combinations of Kpi pairs, but it was observed for pairs of pi0’s [35], confirming the con-
dition of identical particle pairs. This last measurement was done in pi−Xe interactions.
The photons from pi0 decay were found from the two tracks that they leave after conver-
sion. With these photons, pi0’s were reconstructed. From the experimental distribution,
γ was determined to be γ = 0.417±0.029, whereas a Monte Carlo simulation predicted
γ = 1.137 ± 0.047, in the absence of Bose-Einstein symmetrization. This difference is
of the same kind as that observed for charged pions.
2.3.2 Simple Derivation
Define the two-particle correlation function C2 as follows:
C2(p1, p2) =
PBE(p1, p2)
P0(p1, p2)
. (2.12)
Here, PBE(p1, p2) is the two-particle probability density to produce identical bosons
(pions) with four-momenta p1 and p2, subject to Bose-Einstein symmetry. P0(p1, p2),
the reference distribution, is the same probability in the absence of Bose-Einstein sym-
metry.
Assume now a particle source with space-time distribution ρ(r). Two identical
bosons with momenta p1 and p2 are emitted from points r1 and r2 at the source and
detected in two detectors positioned at x1 and x2 (see Figure 2.1). Since the two bosons
cannot be distinguished, the probability for this to happen is
PBE(p1, p2) =
∫∫
d4r1d
4r2|ψBE(p1, p2)|2ρ(r1)ρ(r2), (2.13)
where ψBE is the symmetrized two-particle wave function. If simple plane waves are
taken, this wave function has the form
ψBE(p1, p2) =
1√
2
[eip1(x1−r1)eip2(x2−r2) + eip1(x1−r2)eip2(x2−r1)]. (2.14)
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Figure 2.1. Two (identical) particles are emitted from points r1 and r2 in a source
volume. The distance between the two points is of the order of a femtometre. They are
detected at two separate points x1 and x2 with momenta p1 and p2, respectively. The
two different particle trajectories (full lines and dashed lines) cannot be distinguished.
Random phases at the emission points are averaged over in the final intensity and thus
do not contribute to the correlation function.
Working out the absolute value of the wave function (2.14) in the probability density
(2.13), gives
PBE =
∫∫
d4r1d
4r2(1 +
1
2
eiqr1e−iqr2 +
1
2
e−iqr1eiqr2)ρ(r1)ρ(r2), (2.15)
with the four-momentum difference q = p1 − p2. Define
F (q) =
∫
d4reiqrρ(r), (2.16)
which is the Fourier transform of the source density ρ(r). Equation (2.15) is then
written as
PBE = 1 + |F (q)|2. (2.17)
The reference distribution P0(p1, p2) is calculated in the same way, but now, the
particle trajectories can be distinguished. The wave function is then not symmetric
under interchange of the two particles, the two terms in Equation (2.14) do not interfere:
P0(p1, p2) =
1
2
∫∫
d4r1d
4r2(|eip1(x1−r1)eip2(x2−r2)|2 + |eip1(x1−r2)eip2(x2−r1)|2)ρ(r1)ρ(r2)
=
∫∫
d4r1d
4r2ρ(r1)ρ(r2).
(2.18)
2.3 Bose-Einstein Correlations 15
The correlation function (2.12) takes the form
C2(p1, p2) = 1 + |F (q)|2. (2.19)
As an example, consider a spherical source with a Gaussian density:
ρ(r) =
1
4pi2R4
e−(x
2−x2
0
)/2R2 . (2.20)
With ∫∫
dx0d
3xeiq0x0e−iq·xe−(x
2−x2
0
)/2R2 = i 4pi2R4eq
2
0
R2/2e−q
2R2/2, (2.21)
the expression for C2(p1, p2) reads
C2(p1, p2) = 1 + e
−Q2R2 , (2.22)
where Q2 = −q2 = −qµqµ = −(p1 − p2)2, the invariant four-momentum difference
(squared). This simple formula was already derived in the pioneering paper on Bose-
Einstein effects by Goldhaber et al. [33].
To arrive at the simple form of the correlation function (2.22), some crude assump-
tions are made. First of all, plane waves are used to describe the bosons. Second, a
specific source distribution is chosen, etc. However, the final result can be expressed in
a Lorentz invariant variable Q2. In this way, all four components of the momentum
vector are used. The parameter R can be interpreted as the size of the boson source in
the centre-of-mass system of the boson pair.
A different source model is proposed by Kopylov and Podgoretskiˇı [36]. They use
a spherical volume of radius R and lifetime τ , which emits particles from its surface.
From a calculation similar to the one presented before, they find
C2(q⊥, q0) = 1 +
[
2J1(q⊥R)
q⊥R
]2
1
1 + (q0τ)2
, (2.23)
where J1 is a Bessel function of the first order, q⊥ is the pair (three) momentum
difference transverse to the momentum sum and q0 is the pair energy difference. Here,
temporal and spatial properties of the source are separated. However, it is pointed
out by the authors that the functional difference between the two parameterizations of
C2 (2.22) and (2.23) is marginal.
Experimentally, both parameterizations of the correlation function are fitted to
data. It is observed that the measured correlation functions do not reach the expected
maximum of two at vanishing momentum difference. To accommodate this, an extra
parameter λ is introduced [37], which describes the fraction of effectively interfering
pion pairs:
C2(p1, p2) = 1 + λe
−Q2R2 . (2.24)
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Now the interpretation of this formula becomes even more difficult. The parameter
λ quantifies more or less the level of ignorance. It can be different from one for sev-
eral reasons. Some bosons, e.g. from decay of long lived resonances, do not interfere.
It is also possible that bosons are emitted from the source coherently, and are thus
non-interfering. Experimentally, particle pairs can be misidentified as identical (non-
identical bosons are expected not to interfere). Finally, the experimental resolution
may be insufficient to measure small momentum differences.
The above derivation of the Bose-Einstein effect is clearly too simple. As already
pointed out by Gyulassy et al., a proper derivation of Bose-Einstein correlations should
be in terms of quantum fields [38] for several reasons: first, the simple wave function
approach ignores any multiparticle effect and the use of plane waves is an oversimplifica-
tion. In the end, the full multiparticle final state wave function has to obey the proper
statistics. Second, chaotic emission of bosons from the source is assumed, although
coherent emission is probably possible too. Finally, bosons from resonance decay and
final state interactions between bosons (Coulomb forces, strong interactions) are not
taken into account at all.
As to coherence, a correlation function different from (2.24) is found by Weiner [39]:
C2(p1, p2) = 1 + 2κ(1− κ)e−Q2R2 + κ2e−2Q2R2 . (2.25)
Here, κ is the fraction of pions which are produced chaotically and R is a characteristic
length of the chaotic pion source. The interpretation of λ as a measure of coherence is
therefore debatable, according to Weiner.
Many more theoretical studies are devoted to the effects of Bose-Einstein statistics.
They tend to be more and more complex and hardly accessible to experimental studies,
especially in e+e− collisions. Andreev et al. [40] find ten independent parameters to
describe interference effects from a partly chaotic, partly coherent static source. Taking
into account expansion of the source increases the number of parameters even more.
Also, hydrodynamical methods are applied to attack the problem. These methods tend
to be useful in heavy-ion collisions, where thermodynamical equilibrium may be present
in the boson emitting volume. It is certainly beyond the scope of this thesis to discuss
all these efforts in any detail.
The main conclusion from the consequences of Bose-Einstein symmetry is that it
gives a handle on the space-time properties of the boson emitting source via interference
effects (particle interferometry). It is closely related to intensity interferometry in
astronomy as originally recognized by Hanbury Brown and Twiss [41]. In astronomy,
the source is much bigger than the distance between detectors, in particle physics it
is the other way around, but the physical principle is the same. Stated differently,
Bose-Einstein correlations quantify the amount of overlap of identical bosons, which is
a purely quantum mechanical effect.
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2.3.3 Bose-Einstein Symmetry in Pion Triplet
So far, the discussion on Bose-Einstein correlations has been general. For all types
of identical bosons (pi,K) the simple derivation is valid. Source dynamics most likely
depends on particle properties like mass, so that differences for different bosons can be
expected. Here, differences in Bose-Einstein correlation expected for pairs of bosons
in the pion isospin triplet (pi+, pi−, pi0) are considered. From both isospin invariance
and quantum statistics, it can be shown that interference effects may also be present
for non-identical pion pairs. This immediately leads to the question what “identical”
exactly means, in a quantum mechanical sense. Also, from the dynamics of the string
model, differences are expected for equal-charge pion pairs and pairs of neutral pions.
Isospin Invariance
In terms of isospin, the three pions have the following quantum numbers |I I3〉:
pi+ = |1 1〉, pi0 = |1 0〉, pi− = |1 − 1〉. (2.26)
Pairs of pions are then written as:
pi±pi± = |2 ± 2〉,
pi±pi∓ =
√
1
6
|2 0〉 ±
√
1
2
|1 0〉+
√
1
3
|0 0〉,
pi±pi0 =
√
1
2
|2 ± 1〉 ±
√
1
2
|1 ± 1〉,
pi0pi0 =
√
2
3
|2 0〉 −
√
1
3
|0 0〉.
(2.27)
If now the relative angular momentum of a pi±pi0 pair is 0 (s-wave), then Bose-
Einstein statistics requires an isospin eigenstate which is symmetric under isospin per-
mutations. A pi±pi0 pair at small four-momentum difference Q2 is presumably in an
s-wave state and would therefore be in a pure I = 2 isospin state. Isospin invariance,
i.e. independence of I3 in the same isospin multiplet, then predicts that for pi
±pi0 sim-
ilar correlation effects are present as for pi+pi+ or pi−pi−. Even though pi± and pi0 are
different particles, they behave as identical. Any admixture of a p-wave pi±pi0 state
spoils the picture. The ρ± resonance at m = 770 MeV is such a p-wave pi±pi0 state and
its tails extend well down to low Q2 values. But still, at small Q2, s-wave dominance
and thus Bose-Einstein enhancement is expected.
This counter-intuitive effect was first described in 1987 by Suzuki [42]. In 1999,
Alexander and Lipkin [43] rediscovered and extended it to pi±pi∓ and pi0pi0 pairs. Both
pi±pi∓ and pi0pi0 have an (even) I = 0 admixture as is clear from (2.27), but a quanti-
tative comparison can be made between the I = 2 parts of pi±pi∓ and pi0pi0 on the one
hand, and pi±pi0 and pi±pi± on the other. The I = 1 state in pi±pi∓ is absent if the pair
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is an s-wave state. The derivation is based on an I = 0 qq¯ initial state, but it is pointed
out that a deviation from this should not affect the enhancement.
Although the above arguments are persuasive, it is not so obvious that these cor-
relations between non-identical particles really exist. In a reaction to Suzuki’s claim,
Bowler concludes the opposite [44], i.e. pi±pi0 correlations do not exist. His argument is
as follows.
First consider two pointlike sources which both emit a pi+, detected with momentum
p1 at detector 1 and p2 at detector 2. Since the two pions are indistinguishable at the
source, both pion trajectories (Figure 2.2a) contribute to the production amplitude
(cf. (2.14)):
A ∝ pi+(p1)pi+(p2)(1 + ei∆p∆r)A+i A+j ninj, (2.28)
where pi+(p) indicates the pion wave function, A+i the amplitude to produce a pi
+ at
position ri in the source, ∆r = ri − rj and ∆p = p1 − p2. ni labels the state of the
source at ri after pion emission. The square of this amplitude, integrated over the
source, leads to the “standard” interference (2.19).
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Figure 2.2. Two pions with momenta p1 and p2 are emitted from points ri and rj in a
source volume. (a) depicts the indistinguishable trajectories for a pi+pi+ pair, (b) shows
the four possible trajectories for a pi+pi0 pair.
Second, consider production of a pi+ or pi0 with momentum p1 or p2 (Figure 2.2b).
The four particle trajectories are in principle distinguishable1, so no interference is
expected.
1From the Heisenberg uncertainty principle, it is impossible in principle to decide where a particle
with definite momentum originates. Thus, a pair of identical pions close together in coordinate space
cannot be distinguished and will interfere. However, electric charge is not related to position or
momentum via an uncertainty principle: unequal charged pions are distinguishable at the source (in
principle, in practice it will be impossible).
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To arrive at a description with isospin eigenstates, the total amplitude is written
as:
A ∝ pi+(p1)pi0(p2)A+i A0j nimj + pi0(p1)pi+(p2)A+i A0j nimj ei∆p∆r
+ pi0(p1)pi
+(p2)A
0
iA
+
j minj + pi
+(p1)pi
0(p2)A
0
iA
+
j minj e
i∆p∆r.
(2.29)
If the ratio of the production amplitudes for pi+ and pi0 is independent of the position
on the source,
A+i /A
0
i = A
+
j /A
0
j ⇒ A0iA+j = A+i A0j ≡ AiAj, (2.30)
then this can be rewritten as
A ∝ 1
2
AiAj[(1 + e
i∆p∆r)(nimj +minj)(pi
+(p1)pi
0(p2) + pi
0(p1)pi
+(p2)) +
(1− ei∆p∆r)(nimj −minj)(pi+(p1)pi0(p2)− pi0(p1)pi+(p2))].
(2.31)
In this amplitude, the isospin eigenstates of the pi±pi0 pair are seen:
A ∝ 1
2
AiAj[(1 + e
i∆p∆r)(nimj +minj)|2 1〉+
(1− ei∆p∆r)(nimj −minj)|1 1〉].
(2.32)
These two states are orthogonal, so cross terms in the production probability are zero,
leading to:
|A|2 ∝ 1
4
|AiAj|2(2 + 2 cos (∆p∆r)) + 1
4
|AiAj|2(2− 2 cos (∆p∆r))
= |AiAj|2.
(2.33)
No interference term is present in this probability, so pi+ and pi0 do not interfere. The
I = 2 term is cancelled by the I = 1 term. This exactly explains the difference
with the previous result, where the I = 1 term is removed under the assumption of
Bose-Einstein statistics. Indeed, as is clear from Equation (2.32), this term is zero for
vanishing momentum difference, but it cannot be neglected. Note, however, that the
amplitude for the |2 1〉 state has a similar form as the pi+pi+ amplitude (2.28), as it
should from isospin invariance.
Bowler’s argument seems to be more convincing. Already from quantum mechanical
principles, no interference is expected for pi±pi0 pairs. However, some experimental input
is certainly needed here.
Quantum Statistics / Quantum Fields
As already mentioned in the previous section, the wave function approach to Bose-
Einstein symmetry is an oversimplification of the world. Andreev et al. [45] extend
the current formalism as introduced by Gyulassy et al. [38] to include the three isospin
20 Introduction
components of the pion field. Under the assumption of chaotic source currents (with
randomly fluctuating signs) in a restricted space-time region, they arrive at the following
correlation functions for the different charge combinations:
C±±2 (p1, p2) = 1 + |d12|2,
C±∓2 (p1, p2) = 1 + |d˜12|2,
C±02 (p1, p2) = 1,
C002 (p1, p2) = 1 + |d12|2 + |d˜12|2.
(2.34)
Here d12 is a function which depends on the four-momentum difference of the two pions
(cf. (2.19)). The “new” term d˜12 is a function of the four-momentum sum. This term
is expected to be non-zero for short living sources. Thus, correlations exist for pi+pi−
(particle-anti-particle) pairs which is a “surprising” effect. Also, pi0pi0 correlations are
different from pi±pi± correlations, even if the same source distribution is assumed for
pi0 and pi± emission.
Bowler gives a simple pictorial interpretation of this result [46]. Under the as-
sumption of randomly fluctuating production amplitude signs and at short time scales,
probably satisfied in e+e− annihilation, the two-pion production probabilities can be
drawn as in Figure 2.3. As before, only those diagrams interfere where the change in
charge at the two source points i, j is equal. In certain cases, two pions are emitted
from the same point. This is a direct consequence of the current formalism, and is
already observed in [38], but extended here to the pion triplet. Working out the prob-
abilities gives exactly the result (2.34). In the string model, opposite sign amplitudes
are present. Therefore, in that model these correlations may occur.
However, the size of the d˜12 term is expected to be small. First of all, it requires
rather specific source dynamics. Second, if similar functional shapes for the d12 and d˜12
terms are assumed, with Q2 = M2−4m2pi (Q2 is the squared four-momentum difference,
M2 is the squared four-momentum sum or invariant mass), then at vanishing four-
momentum difference the new term d˜12 is of the order d12(Q
2 = 4m2pi). This is a small
number, as measured experimentally.
It is hard to distinguish the two terms experimentally, since an eventual real inter-
ference effect has to be disentangled from other dynamical correlations. Furthermore,
it requires a very precise measurement of pi0pi0 or pi+pi− (or both) correlations.
String Model
The string model gives a very specific shape of the particle source. However, the model
is of probabilistic nature so no interference for identical bosons is present. Nonetheless,
it is attempted to interpret the probabilistic string break-up rule as the square of a
quantum mechanical amplitude [47,48].
The break-up rule gives the following probability dnPn for a string to decay in
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Figure 2.3. Two pions with momenta p1 and p2 are emitted from points ri, rj in a source
volume. Depicted are those terms which contribute to the pair production probability,
after averaging over random signs. (a) pi0pi0. The first pair of interfering diagrams
give the usual correlation d12, the second pair gives the new term d˜12. (b) pi
+pi0. Each
diagram is distinguishable, so no interference. (c) pi+pi+. Only the first two diagrams
interfere, giving the usual d12 term. (d) pi
+pi−. Only the last two diagrams interfere,
giving the new term d˜12.
n hadrons with momenta p1, p2, . . . , pn:
dnPn(p1, . . . , pn) =
[
n∏
i=1
Ndpi δ(p
2
i −m2i )
]
δ(
n∑
i=1
pi − Ptot) e−bAn, (2.35)
with An the Lorentz invariant space-time (or equivalently energy-momentum) area cov-
ered by the colour (string) field, and N and b phenomenological parameters related to
the mean multiplicity and the correlation length, respectively. The total momentum of
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the system is given by Ptot.
The exponential factor e−bAn can be seen as the square of a matrix element An.
Two mechanisms (Schwinger tunnelling and Wilson loop operators) lead to the same
quantum mechanical form of this matrix element:
An = exp [(iκ− b/2)An], (2.36)
with κ the string tension. This amplitude is then used to calculate fully symmetric
multiparticle amplitudes. For two identical bosons, the symmetrization leads to [47]:
C2 ≈ 1 + 〈cos (κ∆A)/ cosh (b∆A/2)〉, (2.37)
with ∆A the colour field area difference between the two interfering string final states,
i.e. the two string configurations which give the same final state under boson exchange.
Of course, symmetrization should be implemented for all possible permutations
of identical bosons, which gives an overall event weight. For N different types of
bosons and ni bosons of type i, (n1!n2! . . . nN ! − 1) permutations are possible. From
the computational point of view, this leads to an almost impossible calculation, but
a result is obtained if one considers only those configurations that give a considerable
weight. The radius of the boson source is found to be R ' 1 fm [48].
Furthermore, a wider momentum correlation distribution and thus a smaller spatial
emission region is predicted for pi0pi0, than for pi±pi±. This is already expected from the
probabilistic version of the string model. Since the string breaks up into qq¯ pairs, two
equally charged pions cannot lie next to each other on the string, whereas two neutral
pions can. This difference is the most important expectation from the string model for
the pion triplet.
In general, the length scale measured by particle interference is the separation of
boson production points for which the momentum distributions still overlap. This is
not necessarily the same as the total source size, in this case the string length.
2.3.4 Experimental Difficulties
The basic principle of Bose-Einstein symmetry is simple. However, it is not so clear
how to get reliable measurements. Also, interpretation of measurements is far from
trivial.
First of all, several mechanisms give rise to correlations [38]. Conservation of energy-
momentum introduces kinematic constraints between produced particles. The same is
true for conservation of quantum numbers. Also, the precise production mechanism
is important. Related to this are the interactions between final state particles: strong
interactions may have a large effect (see e.g. [42]) and Coulomb interactions between
charged particles always influence particle distributions. Finally, quantum statistics
(Bose-Einstein, Fermi-Dirac) gives the correlations that we want to measure. Obviously,
it has to be ascertained that the other mechanisms do not obscure or enhance the effect.
Second, the definition of the reference sample (P0 in (2.12)) is not simple. Ideally,
it is identical to the data sample, including resonances, kinematic constraints, etc.,
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but without Bose-Einstein symmetry. If unequally charged boson pairs are used as
a reference, non-Bose-Einstein correlations due to resonances are introduced. Boson
pairs where the bosons are taken from different events (event mixing) do not obey
conservation laws. Another reference sample can be obtained from a model based Monte
Carlo simulation of the event without boson symmetry. However, these Monte Carlo
models are tuned to describe jet shape distributions in the data. These distributions
are presumably sensitive to Bose-Einstein symmetry effects.
Actually, a good description of Bose-Einstein effects is not even available in hadron-
ization models such as Herwig and Jetset. The models describe hadronization as a
probabilistic and not as a quantum mechanical process, so interference is not included.
As described in the previous section, symmetrization is possible in the string model at
huge computational expense. However, an ad-hoc model, LUBOEI [49], is implemented
in Jetset. This model shifts boson momenta after the hadronization phase in such
a way that the correlation function C2(p1, p2) for identical bosons is proportional to a
constant plus a Gaussian as in Equation (2.24). It is widely realized, however, that this
model is too simplistic [50,51].
Finally, decay products of resonances have a big effect. As observed by several
experiments [52–54], the shape of the ρ0(770 MeV) in the pi+pi− mass spectrum in
hadronic events at the Z resonance is different from the expectation. Inclusion of Bose-
Einstein correlations between identical bosons only (with e.g. LUBOEI) gives a better
description of the data. The mass decreases and the peak becomes wider. A similar
effect is expected for the ρ±, decaying to pi±pi0. Also, the four-momentum difference of
pairs of pions from decay of e.g. η are kinematically constrained in Q2. If the production
rates of these particles are not correctly known, they give an additional uncertainty on
Q2 spectra. Actually, pi±pi± pairs are not so much affected by resonances. In Section 5.1,
more details are given on resonances.
2.3.5 Experimental Highlights
It is not so obvious how to perform a reliable, unbiased determination of interference
effects. The interpretation of measurements is even harder. Much work has been
invested, though, and many results have been obtained.
Since the first measurements of Goldhaber et al. [32], correlation studies have been
done for charged bosons (pions, kaons) in a variety of reactions (proton-(anti-)proton,
hadron-hadron, heavy ions) [55,56]. It actually came as a surprise that even in e+e− an-
nihilation, correlations are found [57]. This annihilation process was thought to give a
highly coherent particle source and thus no correlations were expected [58].
Systematic uncertainties on the measurements in e+e− processes are still consid-
erable, due to the reasons explained in the previous section [59]. Lately, much effort
has gone into multidimensional interference analyses with charged pions. It is found
that the pion source in hadronic events at the Z resonance is elongated along the thrust
axis [60–62], which contradicts the usual assumption of a spherical source, as in LUBOEI.
For fermions, a similar interference effect is expected as for bosons, but, due to
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Fermi-Dirac statistics, with an opposite sign: a depletion instead of an enhancement at
small four-momentum difference. This is indeed observed by the ALEPH and OPAL
collaborations at LEP for Λ’s and Λ¯’s [63,64]. It confirms the trend already seen for
kaons that the source size (in the parameterization (2.24)) decreases for increasing
particle mass.
A very clean measurement was done by the CPLEAR collaboration in pp¯ annihila-
tion at rest [65]. By using an exclusive 2pi+2pi− sample, some of the previously men-
tioned problems are circumvented. The calculable phase space factor is removed event
by event, ρ resonances can be explicitly reconstructed and rejected from the sample and
effects from other resonances are shown to be negligible. Thus, the measurement is ob-
tained independently of model assumptions. A large enhancement at small momentum
difference is seen, but still, the interpretation in terms of Bose-Einstein interference is
not obvious.
Concerning neutral pion pairs, a GGLP-like measurement was mentioned earlier
in this chapter [35]. Since then, only one measurement has been performed. In this
pi−Xe bubble chamber experiment [66], neutral pions are reconstructed from photons,
which are identified on the basis of tracks of conversion electrons. A reference distri-
bution is formed from pions taken from different events. Although the result is limited
by low statistics, the conclusion is that the neutral pion emission region is smaller than
the charged pion region, as measured by similar experiments. Since then, no new mea-
surements have been done, partly because they are technically very difficult. With the
enormous LEP data sample and the available charged pion results, it is worth the effort
to do a neutral pion measurement.
2.4 The Aim of the Game
The main topic of this thesis is an interference measurement for pairs of neutral pions
from hadronic events at the Z resonance, e+e− → γ∗/Z → qq¯ → hadrons. Also, a
new analysis for identical charged pions is presented, where the analysis is as much as
possible the same as that for neutral pions (identical phase space cuts, similar correction
procedure, etc.).
These two measurements are then directly compared to shed light on properties of
the hadron source or the hadronization process, and to possibly confirm or rule out
predictions as summarized in Section 2.3.3. To try to get further constraints on these
predictions, and thus on fundamental quantum mechanical principles, also pi+pi− and
pi±pi0 spectra are analyzed and discussed.
The study of neutral pion pairs was never done before in e+e− annihilation. Further-
more, no comparison with charged pions was ever made within the same experimental
environment. However, the neutral pion analysis is not easy. The pions have to be
reconstructed from decay photons. Photons have to be found among many other parti-
cles. Also, photon pairs which do not come from one pi0 will give a large combinatorial
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background. Luckily, pi0’s do not experience Coulomb interactions, but resonances are
more troublesome than for pi±pi± pairs.
All studies are performed in terms of the Lorentz invariant four-momentum differ-
ence Q, Q =
√
Q2, of the pion pair, and a Gaussian parameterization of the correlation
function (2.24).
3Experimental Setup
The main experimental tools needed for this work are a machine to produce e+e− anni-
hilation events at the Z resonance in the first place, and secondly a precision detector
to measure the events. In this chapter, a short description is given of the machine
(LEP) and the detector (L3), with its data acquisition and trigger system. The main
L3 subdetectors used in this analysis, the central tracking device and the electromag-
netic calorimeter, are discussed in more detail. Finally, the reconstruction of electronic
detector signals into physical properties of the annihilation events is described.
3.1 The LEP Collider
The Large Electron Positron (LEP) collider was located at the European Laboratory
for Particle Physics (CERN) near Geneva, Switzerland. It was built 50 to 150 meter
below ground level on Swiss and French territory. The machine consisted of eight
straight sections and eight arcs and had a total circumference of almost 27 km. In four
of the straight sections, huge general purpose detectors (ALEPH, DELPHI, L3, OPAL)
registered the effects of high-energy e+e− annihilations. A schematic view of the whole
complex is given in Figure 3.1.
During the first six years of LEP operation (1989-1995, LEP1), beams were acceler-
ated to energies of around 45.6 GeV. With a centre-of-mass energy (
√
s) approximately
at the mass of the Z boson, this allows for precision measurements of parameters of
the electroweak model. In particular, properties of the Z are determined with unprece-
dented accuracy.
To get to this high precision, it is mandatory to have a very good knowledge of the
LEP beam energy. It turns out that the LEP machine is quite sensitive to external
influences [67]. Gravitational attraction of both sun and moon deform the earth, and
with it the LEP ring. These tiny variations influence the beam energy, but are easily
measurable from the beam position in the ring. Similarly, the varying water level in the
nearby Jura mountains and in Lake Geneva cause changes in the LEP circumference of
several hundred microns. Also, TGV trains passing the LEP machine at a few kilometre
distance give a beam energy fluctuation of several MeV’s, due to leakage currents from
the rails back to the power plant, which flow over the LEP beam pipe.
In 1995, the LEP2 program was started. The main goals are to measure properties
of the W boson and to search for new particles, such as the Higgs boson. For that, the
centre-of-mass energy was gradually increased from an intermediate point at 130 GeV,
to the W pair production threshold at 161 GeV, and in the end to the maximum possible
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Figure 3.1. Overview of the CERN area with the (underground) SPS and LEP accel-
erators and the four LEP experiments.
energy of 209 GeV. This was not a trivial task, because the beam energy loss due to
synchrotron radiation increases with the fourth power of the energy. At 45 GeV beam
energy, the loss is a moderate 125 MeV per turn, but at 100 GeV it is almost 3 GeV.
Thus, the accelerating voltage installed along the ring was increased from 400 MV
during the LEP1 era to more than 3.6 GV in 2000, by filling nearly all available space
in the straight sections around the experiments with superconducting Radio Frequency
cavities. To compensate for the much lower cross section, approximately two orders
of magnitude, the luminosity was increased, too. The obtained performance in both
energy and luminosity was well above the original design goals.
LEP unfortunately ended its successful life in November 2000, to make place for the
Large Hadron Collider.
3.2 The L3 Detector
The L3 detector [68] was housed in a huge cavern (26.5 m long, 21.4 m diameter) at
Interaction Point 2 of the LEP ring, some 50 meters underground. Its layout is basically
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similar to that of the other LEP experiments. Special effort, however, has been put into
identification and precise momentum measurement of electrons, photons and muons,
at the cost of hadron identification.
The L3 coordinate system is right handed, with the e+e− interaction point as the
origin. The x-axis points to the centre of the LEP ring, the y-axis vertically upwards
and the z-axis along the beam line. The polar angle θ is taken from 0 (beam direction)
to pi, the azimuthal angle φ from 0 to 2pi.
In Figure 3.2, the general layout of the experiment is shown (see also Figure 3.3).
All detectors are placed in a 16 m high, 14 m long octagonal shaped solenoid, providing
a 0.5 Tesla homogeneous magnetic field. The inner subdetectors are housed in a 32 m
long, 4.45 m diameter steel support tube.
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Figure 3.2. The L3 detector with the main detector components.
Going from inside out, particles produced in an e+e− annihilation travel through
the following subdetectors.
Central Tracker Charged particles are tracked in the central tracking device. This
consists of a silicon detector (SMD) and a gaseous wire chamber (TEC). These
detectors are described in Section 3.3.
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ECAL Electrons and photons deposit their energy in the crystal electromagnetic cal-
orimeter (ECAL), which has a barrel part (42◦ < θ < 138◦) and two endcaps
(10◦ < θ < 37◦ and 143◦ < θ < 170◦). It is discussed in detail in Section 3.4.
Scintillators Scintillator counters are installed between the electromagnetic and the
hadron calorimeter in the barrel, and in front of the hadron calorimeter in the
endcaps. They provide timing information to distinguish dimuon events produced
in e+e− annihilation (close to zero time difference between opposite counters) from
cosmic muon events (time difference ∼ 5.8 ns).
HCAL Hadrons are stopped in the hadron calorimeter (HCAL). This sampling cal-
orimeter gives a good measurement of hadron energies by tracking the hadron
shower through the detector. High-energy muons pass the HCAL basically un-
hindered, while hadrons are mostly absorbed. The HCAL consists of 5 mm thick
depleted uranium absorber plates interspersed with proportional wire chambers.
In the barrel part (35◦ < θ < 145◦), more than 50 uranium plates give approxi-
mately 3.5 nuclear absorption lengths for pions. The endcaps extend the HCAL
fiducial volume to 5.5◦ < θ < 174.5◦.
Muon-filter In the space between the back of the HCAL and the support tube, some
extra, partly instrumented absorption material is mounted. It adds an extra
interaction length to the hadron calorimeter and thus reduces the amount of
punch-through.
Muon detector High-momentum muons pass through all inner subdetectors. They
are tracked in three layers of precision drift chambers, mounted on the outside of
the support tube but still inside the magnet volume. The 80 chambers in total are
arranged in octants. They provide a muon momentum measurement independent
of the other subdetectors. Three layers of additional chambers (forward-backward
muon chambers, FBMU [69]) are installed on the magnet doors, together with a
toroidal magnet. They extend the polar region for muon detection from 35◦ <
θ < 145◦ to 24◦ < θ < 156◦.
LUMI In the very forward direction, the luminosity monitor (LUMI) allows for an
accurate measurement of the LEP luminosity. This is a crucial input for precision
cross section measurements. With the LUMI, the Bhabha event rate at small
polar angles is counted. For this e+e− → e+e− process, the cross section is well
known theoretically (QED). So, the luminosity is immediately found from the
event rate. The LUMI uses the same type of crystals as the ECAL, to measure
both energy and position of scattered electrons and positrons. To obtain a very
precise definition of the fiducial volume, three layers of single sided silicon wafers
are placed in front of the crystal array: two layers to measure the polar angle
and one layer to measure the azimuthal angle (SLUM [70]). This setup gives a
luminosity determination at the per mill level.
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ALR To protect the TEC from beam induced background, lead rings are installed in
the forward direction, at 1 m from the interaction point. To make sure that no
particles leave undetected, the rings are instrumented with scintillators (which
make them active lead rings, ALR [71]). They are positioned such that they do
not add to the material in front of the LUMI.
In the years after the data described in this thesis were recorded, several other
subdetectors (EGAP [72], VSAT [73], cosmic scintillators [74]) were added. These are
not described any further.
3.3 Central Tracker
The central tracking device is used to measure the momentum of charged particles. In
this section, both the inner part of the detector, the SMD, and the outer part, TEC,
are described [75]. Furthermore, a short explanation is given of the reconstruction
algorithms.
3.3.1 SMD
The Silicon Microvertex Detector [76] is installed in the free space between the beam
pipe and the inner wall of the TEC (Figure 3.3). Particles traversing the depletion
layer of the silicon lose energy by ionization, while creating electron-hole pairs in the
material. These electron-hole pairs give a detectable signal.
The detector is made of 70 × 40 mm2, 300 µm thick silicon wafers. Four wafers
form a ladder, and a total of 24 ladders are arranged in two cylindrical layers around
the beam pipe. The inner layer is positioned at a radial distance of 6.0 cm from the
interaction region, the second layer at 7.7 cm. With this configuration, the detector
covers the polar angle region | cos θ| < 0.93.
On one side of the silicon wafers, strips are implanted parallel to the beam line
at a 25 µm pitch, with readout for every second strip. They provide a high precision
rφ position measurement of a traversing charged particle. In total, there are 36864
rφ channels. On the other side, strips perpendicular to the rφ ones give an rz position.
With a 50 µm pitch and readout every 150 µm (central) or 200 µm (forward), the SMD
has 35712 rz channels. The detector thus provides two or three (the wafers overlap
partially) high precision 3-dimensional position measurements, close to the interaction
region. The position measurement is optimized by combining the charge collected on
neighbouring strips with a centre-of-gravity method.
To reach the highest precision, an excellent knowledge of the internal alignment
of the detector is mandatory. This is reached by using e+e− pairs and µ+µ− pairs
from Z decays, for which the momentum is known from the beam energy. At a later
stage, the SMD is aligned with the TEC. Basically, the alignment procedure gives
the transformations from the local coordinates on the silicon wafers to the coordinate
system of the TEC.
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3.3.2 TEC
The Time Expansion Chamber is a relatively small gaseous wire chamber. Charged
particles traversing the detector cause ionization of the gas. By applying an electric
field, the ionization charges drift towards sensitive wires. From the time of arrival of
the charge on the wires, the position of the ionization clusters can be reconstructed.
With that information, both direction and momentum of the traversing particle can be
determined.
Only 31.7 cm of lever arm is available for coordinate measurements in the TEC.
The size of the chamber is constrained by the inner radius of the ECAL, which in turn
was constrained by the cost of the ECAL crystals. A good charge determination for a
45 GeV track then requires 50 coordinate measurements with a position resolution of
50 µm. This is achieved by operating the chamber at a low drift velocity (5.9 µm/ns).
The low drift velocity is reached by the relatively low electric field in the drift region,
in combination with the specific gas mixture of 80% CO2 and 20% iC4H10.
The inner part of the chamber at approximately 11 to 15 cm from the beamline,
is subdivided into 12 φ-sectors. The outer part, up to 43 cm from the beam, has
24 sectors. Each inner sector has eight sensitive anode wires, giving a rφ coordinate.
Two of these wires (charge division (CD) wires) are read out on both sides to give a
z measurement. An outer sector has 40 rφ wires, including nine CD wires. A 1.5 mm
thick beryllium inner cylinder, a 4 mm thick aluminium outer cylinder and two 4.5 cm
thick aluminium end plates enclose the gas volume. The length of the TEC is 1 m.
The low field drift region is separated from the high field detection region by a set
of grid wires. In this high field region, the signal from the drifting electrons is amplified
to an avalanche of secondary electrons, which gives a detectable signal on the anode
wires. Some of the grid wires are read out to resolve left-right ambiguities.
On the outer wall of the TEC, two cylindrical proportional chambers are mounted to
provide an additional z-coordinate measurement (TECZ). The outer diameter of these
chambers is 98 cm. In addition, the forward tracking chambers (FTC), placed between
the endflanges of the TEC and the ECAL, give an extra coordinate measurement for
forward going particles.
To relate the measured arrival times on the anode wires to coordinates in the de-
tector, the relation between drift time and drift distance is calibrated for each wire. As
for the SMD, this calibration is based on e+e− and µ+µ− events from Z decays. The
high precision SMD position measurements and the known lepton momentum are used
to predict the coordinates in the TEC.
3.3.3 Track Reconstruction
In the homogeneous magnetic field of L3, charged particles follow a helix. This helix
can be seen as a circle in the xy plane and a straight line in the sz plane. Here, s is the
length of the track along the arc. The circle is parameterized in terms of its curvature
(this includes the sign of the charge of the particle), its distance of closest approach to
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a reference point and its azimuthal angle at the point of closest approach.
The track reconstruction is initiated by combining wire hits to track segments, using
a minimum spanning tree method. Compatible segments are combined and circles are
then fitted through these segments. If needed, segments are split in two to allow for
kinks in the track, due to Coulomb scattering.
At this stage, no information is included yet on whether the ionization was on the
left or right side of the amplification region. This ambiguity is resolved by combining
segments in the inner TEC sectors with segments in the outer sectors. Also, information
from the LR wires is included.
The polar angle of the track is determined from hits on the CD wires and hits in the
TECZ chambers. Finally, tracks in the TEC are extrapolated to the SMD layers. SMD
hits are then attached to the track and a final fit is done. The transverse momentum
of the particle follows from the curvature of the track.
Best resolution (both in momentum and direction) is obtained for particles at polar
angles between 45◦ and 135◦. They in principle traverse two or three layers of silicon,
the maximum possible radial length in TEC, and the TECZ chambers. The polar angle
is best measured by the SMD rz layers and the TECZ chambers. A measurement from
CD wires only gives a rather poor resolution.
3.4 Electromagnetic Calorimeter
The electromagnetic calorimeter is used to measure energy and position of electrons and
photons, which may originate from pi0 decay. As such, it is an important L3 subdetector
for the work presented here. In this section, the principles of electromagnetic calorime-
try are described [77,78]. Next, the detector itself (geometry, active material), with its
readout system, and monitoring and calibration systems [68,78] is covered. Finally, the
reconstruction algorithms are outlined, with special emphasis on the reconstruction of
low-energy particles.
3.4.1 Principles of (Electromagnetic) Calorimetry
Ideally, calorimeters completely absorb the energy of an incoming particle (neutral or
charged), producing a signal from which the energy of the particle can be inferred. This
allows for both an energy and a position measurement of the particle. In a sampling
calorimeter, absorber plates interspersed with active material such as scintillators or
wire chambers are used. The path of the particle in the calorimeter can be tracked,
as well as the depth in the absorber where the particle is stopped. This provides a
measure of the original energy. In homogeneous calorimeters, particles are stopped in
one piece of absorber material (usually a crystal). A fraction of the original energy is
emitted in the form of detectable scintillation light. The amount of light is typically
proportional to the incident energy.
The exact mechanism by which a particle loses energy as it traverses material de-
pends on the energy of the particle. The energy at which high and low-energy processes
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contribute in the same amount to the energy loss of a particle is called the critical energy
Ec. For electrons in bismuth-germanate crystals Ec ' 10 MeV.
Above the critical energy, bremsstrahlung and e+e− pair production are the domi-
nant energy loss processes. If an electron or positron interacts with the Coulomb field
of a nucleus, it radiates a high-energy photon (bremsstrahlung). Similarly, if a high-
energy photon interacts with the nucleus’ field, it splits into an e+e− pair. In both
cases, one incoming particle splits into two. Apart from recoil effects, the outgoing
particles share the incoming energy. At low energy, below Ec, an electron or hadron
no longer feels the nucleus; it simply scatters off the atom, which is left in an ionized
or excited state. Decay of this excited state produces scintillation light. Above Ec,
obviously more and more particles are generated: a shower of electrons and photons
is produced. The number of shower particles is proportional to the incoming energy.
As soon as the energy of a shower particle drops below the critical energy, it stops
showering, and eventually it is absorbed completely.
The longitudinal depth of an electromagnetic shower in the absorber material is
characterized by the radiation length X0. After on average one radiation length, the
incoming high-energy electron or photon has lost all but a fraction 1/e of its original
energy. The lateral extension of the shower is quantified by the Molie`re radius RM:
10% of the incoming electron or photon energy lies outside a cylinder with radius RM,
about 99% is contained inside of 3.5RM.
For hadrons and muons, the critical energy is much bigger: hundreds of GeV for
hadrons, up to a TeV for muons. Thus, these particles lose their energy mainly by
ionization. Since the energy loss per interaction is small, thick (high density) absorbers
are needed. Therefore, hadron calorimeters are usually of the sampling type. Because of
the different processes of interaction with material for hadrons and electrons or photons,
electromagnetic calorimeters can provide a much better energy resolution.
3.4.2 BGO Crystals and ECAL Geometry
The L3 electromagnetic calorimeter is a homogeneous calorimeter consisting of a large
array of bismuth-germanate (BGO) crystals. They provide both the showering (absorb-
ing) and the detecting medium for electrons and photons. BGO is a mixture of bismuth
oxide (Bi2O3) and germanium oxide (GeO2) in a crystalline phase (Bi4Ge3O12). At the
time of design and construction of L3, it was a major effort to grow the required amount
of (large) crystals. Nowadays, they are widely used in medical and industrial imaging
techniques. Properties of BGO are summarized in Table 3.1 together with those of
some other crystal scintillators [77].
The BGO crystals in L3 are truncated pyramids of 24 cm length. The front face
area is 2×2 cm2, the back face varies from 2.6×2.6 cm2 to 2.9×2.9 cm2. The length of
the crystals corresponds to about 22X0, which implies that electromagnetic showers are
practically fully contained in the crystals. The lateral size is of the order of RM, thus
if the particle hits the crystal at the centre of its front face, then most of the shower is
contained in one crystal.
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NaI(Tl) BGO CsI(Tl) PbWO4
Density [g/cm3] 3.67 7.13 4.53 8.28
Radiation length [cm] 2.59 1.12 1.85 0.89
Molie`re radius [cm] 4.5 2.4 3.8 2.2
Relative light output 100 15 40 1.3
Table 3.1. Properties of scintillator crystals. NaI(Tl) is given as a reference, its light
output is normalized to 100. CsI(Tl) is used in e.g. the BaBar experiment at SLAC
and CLEO at CESR, PbWO4 will be used in the CMS experiment at CERN.
The barrel part of the ECAL is made of 7680 crystals. They are arranged in two
half-barrels. Each half-barrel has 24 rings in θ and each ring contains 160 crystals in
the φ direction (see Figure 3.3). In the endcaps, the crystal arrangement is 16 φ sectors
with 96 crystals per sector. In each endcap, nine crystals are missing for calibration
purposes (see Section 3.4.4), which brings the total number of BGO crystals in the
barrel and endcaps to 10734. The luminosity monitor is basically a scaled down version
of the endcaps, with 19 crystals per φ sector, 608 crystals in total.
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Figure 3.3. The central part of the L3 detector.
The crystals are supported by a thin cellular structure made of carbon fibre. Their
front faces are supported by a 10 mm thick carbon fibre cylinder, at 51 cm from the
beam line. To prevent particles from passing through the dead space between the
crystals undetected, the crystals are tilted in φ by 10 mrad. Still, 1.75% of the solid
angle covered by the ECAL is dead material.
To obtain the best performance of the ECAL, as close as possible to the intrinsic
resolution of BGO, the amount of material in front of the crystals is kept to a mini-
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mum. In the barrel, the beam pipe (1.5 mm beryllium), SMD with support structures,
TEC inner (1.5 mm beryllium) and outer (4 mm aluminium) walls, TECZ chambers
(21.5 mm polyurethane) and the ECAL support structure amount to 10–15% of a ra-
diation length, which gives an approximately 10% conversion probability for photons
before they reach the BGO crystals. In the endcaps, the situation is much worse. Be-
cause of the thick TEC end flanges the conversion probability in the forward directions
is of the order of 40%. Especially for low-energy particles, this results in a far inferior
resolution.
3.4.3 Readout
Two photodiodes are glued to the back-side of each crystal. They convert the scintil-
lation light from the crystal (some 1400 photons per MeV per cm2) into an electrical
signal. The use of photomultiplier tubes, which give a much larger signal for the
same amount of light, is difficult due to the limited amount of space available, and
because of the 0.5 Tesla magnetic field of the L3 main magnet. The photodiode signal
is (pre-)amplified, and transported to the readout Level 1 outside the HCAL endcaps
(Figure 3.3), and from there to higher readout levels outside the experimental cavern.
The main task of Level 1 is to digitize the analogue signal from the pre-amplifiers.
Boards with 12 independent Analogue to Digital Converter (ADC) channels each, are
mounted in 16 aluminium boxes on each side of the detector. All boards in a box share
a common ground.
The Level 1 ADC processors are organized in token ring networks, 60 processors per
ring in the barrel, 48 in the endcap and 38 for the LUMI. During normal data taking,
the Level 2 computer (one for each token ring) sends out a token to the first Level 1
processor in a ring. The Level 1 transfers its digitized data to Level 2 and passes on the
token to the next Level 1 in the ring. At this stage, it can be decided to read out only
those ADC’s which have a signal above a certain pre-set threshold (sparsed readout).
In addition, some channels can be read out unsparsed to test the functionality of the
token ring. A second reason for unsparsed channels is discussed in Section 3.4.5.
Sixteen Level 2 processors are controlled by one Level 3 computer which collects the
Level 2 data and sends them on to the Level 4 memories. The main task of Level 4 is
to combine the data into one event and transfer them to the main L3 Data Acquisition
system.
A special ECAL run type is the base run. These runs are taken between LEP
fills, in the absence of energy deposits in the crystals. All crystals are read out several
times (unsparsed) and the resulting mean ADC readings (pedestal values) are stored
in a database. In addition, the root-mean-square (RMS) of the distributions, which
is a measure of noise, is stored. The pedestal values are used online to set sparsed
thresholds and to check the functionality of channels. Oﬄine, they are needed as a zero
energy reference value. Sparsed thresholds are usually set at an ADC value for which
6% of the base readings gave a higher value. This corresponds to an energy threshold
at the MeV level [79].
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3.4.4 Monitoring and Calibration
The light output of the crystals is strongly correlated to the temperature, varying as
−1.55%/◦C. Therefore, the temperature of the crystals has to be kept as stable as
possible. Also, the actual crystal temperature is measured regularly. These data are
used in the reconstruction to correct for light yield variations.
Crystal transparency and functionality of the whole readout system from crystal to
Level 4 is monitored on a daily basis with a Xenon flash system, which provides a well-
known amount of light. The light is fed into the crystals through optical fibres and the
response is recorded. This system can be used to calibrate the detector. It also provides
a measure for light output recovery after radiation incidents. BGO crystals are known
to recover from radiation damage on a time scale of days. A similar system, based on
Light Emitting Diodes (LED) is used in the luminosity monitor and the VSAT, where
radiation incidents can easily happen from LEP beam losses or synchrotron radiation.
A first calibration of the complete ECAL was done in an electron test beam at
CERN [80]. Since then, the Xenon system has been used to keep the accuracy of the
calibration at the percent level. During the LEP2 phase, the calibration accuracy was
improved with an in-situ Radiofrequency Quadrupole (RFQ) calibration system [81].
A proton beam is shot onto a lithium target inside the detector through the hole of nine
missing crystals in one of the endcaps producing 17.6 MeV (very low-energy) photons,
which are then detected in the BGO crystals. These low-energy photons provide an
intercalibration of all crystals. A final calibration scale is set by Bhabha events taken at
the Z resonance. This technique gives a calibration accuracy similar to the one obtained
in the test beam, even after more than 10 years of detector operation.
The Xenon and RFQ methods also give a handle on the BGO ageing process. The
response of the crystals decays in the course of time. However, the trend is smooth and
can be corrected for. The reason for the decay is not well understood.
3.4.5 Reconstruction
Before the raw digital information from the ECAL can be used for physics analyses,
it has to be interpreted in terms of energy deposits in certain crystals, and eventually
as particles with a certain four-momentum. Several steps are needed for this oﬄine
reconstruction of the ECAL data.
Level 4 data contain a set of ADC readings with a crystal identity number attached
to it. The crystal identity number directly corresponds to a certain position in the
detector. For every crystal, the pedestal reference value is subtracted from this ADC
value and with the help of the calibration constant (one for each crystal), the amount
of energy deposited in the crystal is calculated. Crystals with an energy deposit of less
than 2 MeV are removed (set to zero) completely.
At this point, several corrections are applied. Crystal temperature measurements
are used to correct the light yield and thus the ADC value. Xenon results can be used
to take crystal transparency and ageing into account. Furthermore, crystals or readout
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channels which are known to be dead, noisy or bad in some other way are removed
immediately.
At the same time, an attempt is made to correct the ADC readings for noise which
is common to several channels [79]. This correlated noise is, in general, generated by
external sources, such as the SMD power supplies (before 1995). It can be common
to e.g. all channels in a Level 1 box. External sources can cause the pedestal values
to shift from their base values. This is not so unlikely because base runs are taken
in a detector environment which is completely different from that of real physics runs:
different timing, no activity and different voltage settings in other detectors, etc. Also,
pedestals may fluctuate from event to event.
The pedestal shifts can be inferred from the reading of unsparsed channels. First,
it has to be decided whether the unsparsed crystal has an energy deposit in it and
should thus give a reading above its pedestal. This is actually the most important and
most difficult step in the procedure. Then, if the unsparsed channel is in its pedestal
baseline, its reading together with the base pedestal is used to correct (“decorrelate”)
other channels in the same token ring. This procedure works better if more channels
are read out unsparsed. Therefore, the number of unsparsed channels was increased
in mid-1994 to two (three) in each token ring in the barrel (endcap). In 1994 data,
up to hundreds of MeV are subtracted in this way. In 1995, with better Level 1 box
grounding, this is reduced to tens of MeV per token ring.
Of course, the algorithm can give an incorrect answer and thus change channel
readings with the wrong value. However, the failure rate is low, and on average, the
noise decorrelation routine improves the energy measurement.
Unfortunately, fluctuating effective readout thresholds cannot be corrected for. If
the pedestal in a certain channel has a downward fluctuation, with the sparsed threshold
at a fixed number of ADC counts, then a higher effective threshold in terms of energy
is the result. The difference between the actual pedestal and the base pedestal is
corrected. However, this cannot recover data below the sparsed threshold which would
have been above threshold in case of no pedestal fluctuation. Upward fluctuations cause
a lower effective threshold, and this is fully handled by the noise decorrelation, thus no
data get lost. Effective thresholds can actually be tens of MeV higher than the 2 MeV
reconstruction cut. This effect of correlated noise turns out to be of vital importance
for the work presented here.
After the energy determination in each crystal, the next step in the reconstruction
is to group crystals which are presumably giving a non-zero energy reading due to the
same incoming particle. A crystal with an energy of at least 40 MeV is chosen and taken
as a “seed” for a cluster. Next, all neighbouring crystals are considered: each crystal
with more than 10 MeV energy is added to the cluster. This procedure is repeated for
every crystal which has been added to the cluster, until no more neighbouring crystals
are found. At this stage, a cluster is a set of adjacent crystals with an energy of more
than 10 MeV. This procedure is repeated for a new seed until all crystals with energy
deposit above 10 MeV are attached to a cluster. A minimum cluster energy of 40 MeV
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is mandatory. During the clustering procedure, local energy maxima (crystals above
40 MeV for which all crystals in a 3× 3 ring around it have a lower energy deposit) are
flagged as bump crystals.
Clusters are then split into bumps, which in principle correspond to one particle.
A cluster would be a jet of particles. The crystals in a 9 × 9 matrix around each
bump crystal which belong to the same cluster are uniquely assigned to a bump. The
assignment is based on the energy deposit with respect to the bump crystals and on
distance to the bump crystals. Leftover crystals are attached to the closest bump in
the same cluster.
The final step in the reconstruction is to determine the energy of a bump and the
most probable particle impact point. For the energy, several definitions are available.
One of the simplest definitions, used in this work, is the energy sum of the nine crystals
in a 3× 3 matrix around the bump crystal:
E9(raw) =
9∑
i=1
Ei, (3.1)
with Ei the energy deposit in crystal i. In this energy sum, all crystals in the matrix
are used, i.e. all crystals with an energy deposit of more than 2 MeV, which may or may
not be attached to the bump. Of course, there can be less than nine crystals in the sum.
Also, if two bump crystals are separated by one crystal only, this crystal is used twice
for the energy calculation. Because of the dead material in front of and between the
crystals, an additional factor is needed to get the real electromagnetic energy, especially
for low-energy bumps. This factor is discussed in more detail in Chapter 4.
The “corrected” sum-of-nine exploits the feature that the distribution of the incident
energy over the crystals depends on the local impact point. The closer the particle hits
the crystal to its edge, the more energy is lost between the crystals. A measure for this
is the ratio of the bump crystal energy to the sum-of-nine energy (3.1). The corrected
sum-of-nine is then
E9(cor) =
E9(raw)
0.1231E1/E9(raw) + 0.8222
, (3.2)
where E1 is the bump crystal energy. In the endcaps, this definition is supplemented
with a θ dependent factor. All correction factors are obtained from simulation of high-
energy electron showers in the ECAL. For bumps caused by hadrons, these energy
determinations obviously do not give the hadron energy.
The calculation of the impact point is a bit more cumbersome. First, the 3×3 matrix
around the bump crystal is used to calculate a centre-of-gravity of the bump, using the
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actual positions of the crystal front faces θi and φi:
Rcog = Radius front face bump crystal,
θcog =
9∑
i=1
θiEi/E9(raw),
φcog =
9∑
i=1
φiEi/E9(raw).
(3.3)
This centre-of-gravity is related to the true impact point via a simple relation, obtained
from simulation:
ximpact = 6.0288 arctan(0.53 xcog) + 0.215 xcog,
yimpact = 6.0288 arctan(0.53 ycog) + 0.215 ycog.
(3.4)
Here, x and y (in mm) indicate the local coordinate on the crystal front, with the centre
of the crystal front face as origin. Finally, the true impact point is transported to the
shower maximum in the crystal, calculated from the bump energy, while taking into
account the φ-tilt of the crystals. Eventually, a correction is made to align the ECAL
end TEC systems.
This procedure works very well for high-energy electromagnetic bumps, where all
nine crystals are read out: the distribution of impact points over the crystal front is
uniform [78]. However, for low-energy bumps, several effects are visible. If only two
crystals are read out, the component of the centre-of-gravity perpendicular to the line
through the crystal centres is simply this centre. This is clearly visible in Figure 3.4.
Also, the distribution of the true impact point (Equation 3.4) is far from uniform.
For three crystals, the situation is somewhat better. If the three crystals are lined up
though, one component of the centre-of-gravity is still at the centre of a crystal. The
centre-of-gravity may even fall outside the bump crystal, if the bump crystal energy is
smaller than the energy sum of the two other crystals.
Even for nine crystals (Figure 3.5), the final impact point distribution is not uniform.
The reconstructed impact point peaks at the bump crystal corners. This is because
the calculation for the true impact point (3.4) is based on high-energy electrons (from
Bhabha scattering), whereas here low-energy bumps in a hadronic environment are
used. This implies that a larger fraction of the energy is lost in dead material, thus the
distribution of energy over the crystals in a low energetic bump is different from that
of high energetic bumps. Besides, the impact point for a hadron calculated in this way
is wrong because of its rather different way of distributing energy over the crystals in
a bump.
The final distribution of, e.g., the polar angle for all low-energy bumps is, therefore,
non-uniform. As is seen in Figure 3.6, spikes are visible at the crystal geometric centres,
caused by bumps with two or three crystals read out. Also, the impact points are pushed
towards the edge of a crystal. These two effects, specific for low-energy deposits from
hadronic or electromagnetic origin, limit the angular resolution of the ECAL.
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Figure 3.4. (a) Centre-of-gravity and (b) reconstructed impact point in local crystal
coordinates for low-energy bumps with two crystals read out (100 MeV < E9(cor) <
6 GeV, barrel only, hadronic events), in bins of 0.5× 0.5 mm2.
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Figure 3.5. As Figure 3.4 for nine crystals read out, in bins of 0.5 × 0.5 mm2. The
square indicates the bump crystal front face size.
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Figure 3.6. Polar angle distribution in one ECAL half-barrel for all reconstructed low-
energy bumps with two or more crystals per bump.
3.5 L3 Data Acquisition and Trigger
As explained for the ECAL, the Data Acquisition system for each subdetector performs
digitization of the raw data and event building on its own, and transfers the results to
a central memory. From there, it is picked up by the L3 readout system, which builds
the complete event and stores it on disk or tape for later oﬄine analysis. At the same
time, events are taken from the main data stream and analyzed in more detail online,
to signal detector or readout problems. In principle, each subdetector can be run stand
alone (in “local” mode) to do subdetector calibrations.
An important part of data taking is logging of time dependent detector settings.
On a regular basis, high voltage settings, pedestal values, etc. are saved in a database
to be used for later analysis.
Since digitization of raw data takes a relatively long time, the detector cannot be
read out between bunch crossings. Therefore, for every bunch crossing, a decision is
made whether to save the data or to reset the detector before the next bunch crossing.
For hadronic events, this trigger decision is relatively easy: a certain amount of energy
is required in the calorimeters. This energy calculation is based on a raw energy sum
of regions in both ECAL and HCAL, no specific reconstruction is performed. Some of
the other Level 1 triggers look for tracks in the TEC or muon chambers.
Two higher levels in the trigger process perform more detailed analyses, up to an
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almost complete reconstruction of the event. All trigger levels are set up in such a way
as to reduce the amount of dead time, during which new events cannot be accepted.
The final data rate to disk is of the order of a few events per second.
3.6 Event Reconstruction and Simulation
During oﬄine event reconstruction, data from each subdetector(-group) are analyzed.
Energy deposits are calculated for the calorimeters, as explained before for the ECAL,
hits and tracks are looked for in the tracking chambers and eventually fitted to de-
termine charge and momentum, etc. An important input is the online database infor-
mation. Eventually, data from different subdetectors are combined to obtain energy
(particle) flow or to define hadronic jets. Furthermore, ambiguities at subdetector level
are resolved at this stage.
These procedures also reduce the amount of data finally used in physics analyses.
The so-called DVN stream contains only high level detector objects such as bumps
in the ECAL and tracks in the TEC. Single crystal or single hit information is not
available from this stream.
Basically any measurement requires a precise knowledge of the detector resolution
and acceptance, as well as of the performance of analysis procedures. The detector re-
sponse to annihilation events is therefore modelled. As a first step, an e+e− annihilation
event is generated with a Monte Carlo (MC) event generator, such as Jetset. Next,
the generated particles are tracked through a full detector simulation [82]. Interactions
of particles with matter are well understood. This gives hits and energy deposits in the
subdetectors, just as in real data. Finally, these Monte Carlo “data” are reconstructed
with the same reconstruction programs as used for real data. The ultimate simulation
is obtained by adding time dependent detector inefficiencies, such as malfunctioning
TEC sectors or dead BGO crystals from database information. This is done before the
reconstruction of Monte Carlo events. In the end, for every run in data taking, there
is a corresponding run in this so-called RDVN, the “real detector” DVN.
As is made clear in Chapter 4, the default simulation of L3 is not good enough for
the measurement presented here. Additional modelling is therefore performed. The
details are explained in Section 4.3.3.
Unfortunately, the complexity of both detector and analysis procedures requires
these simulations. This means that measurements can never be completely model
independent.
4Event and Pion Selection
In this chapter, the first steps on the road to a correlation measurement for pion pairs
from hadronic events at the Z resonance are described. First, the hadronic event selec-
tion and the resulting data sample are presented. The selection of photons originating
from neutral pion decay is covered in the second section. In the third section, the
neutral pion selection is described, together with a procedure to correct for certain
omissions in detector simulation and calibration. Finally, the charged pion selection is
discussed.
4.1 Event Selection
Selection of hadronic events is relatively easy. The selection method used in this work
is based on the energy flow measured with the calorimeters. It closely follows the
technique used for the determination of the cross section of the process e+e− → γ∗/Z →
qq¯ → hadrons [10]. Typically, a large number of particles is expected. Furthermore,
only a small fraction of the initial beam energy is carried away by neutrinos. This gives
a total energy deposit in the detector close to the beam energy and a well balanced
energy-momentum configuration. Thus, the following selection criteria are applied:
1. Ncluster ≥ 15. Ncluster is the number of energy clusters in the calorimeters (both
ECAL and HCAL).
2. 0.5 < Evis/
√
s < 1.5. Evis is the total energy measured in the calorimeters,
√
s is
the centre-of-mass energy of the electron and positron beams.
3. |E‖|/Evis < 0.4 . E‖ is the energy imbalance along the beam direction.
4. E⊥/Evis < 0.4 . E⊥ is the energy imbalance perpendicular to the beam direction.
Apart from these cuts based on physical properties of hadronic events, requirements
are imposed on the quality of the data. So-called “bad runs”, i.e. data taking runs
during which part of the detector, especially ECAL and inner tracker, or the DAQ
system is non-functional, are rejected. Events with ECAL bumps with a large number
of crystals (typically more than 30) are considered to be noise and are also rejected.
From Monte Carlo simulation it is calculated that with these selection criteria, about
98% of all hadronic events are selected. A negligible fraction (less than 0.3%) of the
selected sample is background from the e+e− → τ+τ− process and from two photon
scattering, e+e− → e+e−hadrons.
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The data used in this analysis were collected during the 1994 and 1995 LEP runs.
For technical reasons, the data are split up into periods. In 1994, the number of
unsparsed channels in the ECAL readout was increased (see Section 3.4.5) halfway
during the run: in periods a and b1, data were taken with the old settings; in periods
b2, c and d, the new settings were used. The centre-of-mass energy of the beams was at
the mass of the Z boson during all of 1994 and in period 1995a. In the 1995b period, off-
peak runs were taken approximately 2 GeV below (called period b0 hereafter), ∼ 2 GeV
above (b1) and at the Z pole (b2).
The Jetset generator is used to study the detector response to hadronic events.
Parameters of the generator are tuned to give a good description of event and jet
shapes of hadronic events measured in L3 [83]. The effects of Bose-Einstein symmetry
are simulated with the LUBOEI routine. The generated events are passed through a full
detector simulation and are reconstructed and subjected to the same analysis procedure
as the data. This Monte Carlo sample (Jetset-BE) contains about 7 million events.
A control sample (Jetset-noBE) is also generated with Jetset but it has LUBOEI
switched off and the generator parameters retuned [84]. Significant differences are found
in the tuned parameters in the two cases. The number of events in the control sample
is approximately 2 million. Unless stated otherwise, the Jetset-BE sample is used
throughout this thesis.
In Table 4.1, a summary is given of the data1 and corresponding Monte Carlo
samples. In total, about 2 million events are selected in data.
year period
√
s
∫L dt Nevents Nevents Nevents
[GeV] [pb−1] data Jetset-BE Jetset-noBE
1994 a 91.24 8.47 252.5k 811.0k 171.9k
b1 91.22 18.97 565.2k 1817.0k 381.1k
b2 91.20 7.44 219.9k 706.0k 149.2k
c 91.23 10.09 311.7k 970.8k 200.3k
d 91.26 3.13 92.7k 293.0k 63.9k
total 91.22 48.10 1442.0k 4597.8k 966.4k
1995 a 91.31 5.73 171.4k 688.9k 270.6k
b0 89.45 7.55 74.8k 297.2k 114.7k
b1 92.98 8.36 117.3k 469.4k 188.1k
b2 91.30 7.34 219.6k 877.5k 345.8k
total 91.31 28.98 583.1k 2333.0k 919.2k
Table 4.1. Data and Monte Carlo samples for the 1994 and 1995 LEP runs: aver-
age centre-of-mass energy, integrated luminosity, number of selected events in data,
Jetset-BE and Jetset-noBE.
1The integrated luminosity in 1994c is underestimated due to malfunctioning of the luminosity
monitor.
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4.2 Photon Selection
4.2.1 General Selection
Neutral pions have a mean lifetime of about 8.4 × 10−17 seconds [77] and decay into
two photons in 98.8% of the cases. Thus, for all practical purposes, a pi0 decays to
two photons immediately after its production. Therefore, pi0’s are reconstructed from
photon pairs.
By definition, two ECAL bumps are separated by at least one crystal (see Sec-
tion 3.4.5). This puts a limit on the minimum opening angle between two bumps of
∼ 39 mrad in the centre of the ECAL barrel (θ = 90◦), and ∼ 27 mrad at the barrel
edge. Thus the decay photons of a high-energy pi0 are not seen as two separate bumps
in the ECAL. In this work, bumps are selected below 6 GeV, with in addition the re-
quirement Epi0 < 6 GeV. At a pi
0 mass of approximately 135 MeV [77], this gives a
minimum photon pair opening angle of 45 mrad.
A general bump selection is done as follows:
1. Ncrystal ≥ 2. This cut on the number of crystals (with an energy above 10 MeV)
in a bump reduces background from minimum ionizing particles, such as muons
and charged pions, and from detector noise.
2. 100 MeV < Ebump < 6 GeV. Ebump is based on E9(raw) and is explained in detail
in Section 4.3.3. Below 100 MeV, detector noise and the limited energy resolution
make photon identification difficult.
3. | cos(θbump)| < 0.73. Bumps are selected in the barrel only. In the endcaps, the
resolution is worse, due to the large amount of material in front of it, in particular
the TEC end flanges.
To discriminate bumps caused by photons from other bumps, two additional cuts
are imposed. One of these cuts is based on the distribution of the energy over the
crystals in the bump (shower shape). The other rejects bumps pointed to by a track in
the central tracker, since photons leave no trace in the tracker.
4.2.2 Shower Shapes
As explained in detail in Section 3.4, electrons and photons deposit a large fraction of
their energy in one crystal. The crystals in a 3× 3 ring around the bump crystal have
a relatively low energy deposit. On the other hand, a hadron loses energy in a much
wider shower. This is illustrated in Figure 4.1 where the energy deposit in every crystal
in a 5 × 5 matrix is shown for an incoming photon and a charged pion. Exactly this
difference is used to distinguish photons from other particles in the ECAL.
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photon
φθ
E
(a)
charged pion
φθ
E
(b)
Figure 4.1. Energy deposit in each crystal in a 5× 5 matrix for an ECAL bump caused
by (a) a photon or (b) a charged pion.
The shape of the shower is quantified with the following variables:
1. The fraction (fi) of the raw energy sum in the 3 × 3 matrix around the bump
crystal deposited in crystal i in that matrix: fi = Ei/E9(raw). The fi are energy
ordered: f1 > f2 > . . . > f9.
2. A χ2-like variable, χ2(EM), which quantifies the compatibility of the energy frac-
tions fi with those expected from an incoming electron. The expected fractions
are inferred from two sets of test beam data: one set for E9(cor) < 4.5 GeV, and
the other for E9(cor) ≥ 4.5 GeV.
3. The ratio of energy deposited in the 3 × 3 matrix to that in the 5 × 5 matrix
E9(raw)/E25(raw).
Both χ2(EM) and E9(raw)/E25(raw) are powerful in distinguishing electromagnetic
from hadronic bumps, but they are obviously limited. The variable χ2(EM) is based
on a measured shower shape at a fixed energy. The ratio E9(raw)/E25(raw) works well
for isolated bumps, far from the barrel edge, but fails when energy from other particles
is deposited in the 5× 5 matrix.
To overcome these limitations, and to include the discriminating power of the frac-
tions fi, a neural network was developed for which the input contains the eleven vari-
ables described above, as well as the bump energy E9(cor) [85]. The neural network was
trained on a fully simulated and reconstructed Monte Carlo sample of hadronic events
from Jetset. To take the energy dependence of the shower shape and of the photon to
background ratio into account, the training was done in four energy (E9(cor)) ranges:
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0.1–1, 1–3, 3–5 and 5–45 GeV. The output of the network was chosen to be 0.975 for
photons and 0.025 for background.
In Figures 4.2 and 4.3, distributions for all twelve input variables are plotted, for
both the data and Monte Carlo samples. For the Monte Carlo sample, the distributions
for bumps caused by photons are indicated separately2. The output of the neural
network (NNout) is given in Figure 4.4. For the photon and the charged pion bump in
Figure 4.1, NNout is equal to 0.939 and 0.038, respectively.
These plots show that all variables have some discriminating power for photons. The
neural network is obviously even better. However, there is a clear discrepancy between
the simulated and the data samples, especially for 1994 data. The discrepancies in
each variable individually are amplified in the final neural network output distribution.
Although the plots shown here are made for a small part of the data sample only,
the disagreement is visible for all data in 1994. Nevertheless, the agreement between
data and Monte Carlo improves with time. For a short period at the end of the 1994
LEP run and for all of 1995, the disagreement is less severe and independent of time.
Since the selection efficiency determinations are based on Monte Carlo simulations, this
disagreement is of major concern.
Part of the discrepancy is due to an incorrect description of the detector (-response)
in the L3 Monte Carlo. Some details of material in the detector, e.g. the thickness of
the cell walls that separate the crystals, are not properly taken into account. Also, the
amount of noise is underestimated.
More importantly, readout thresholds are different in data and Monte Carlo. In
the data, sparsed readout thresholds are set after each base run (see Section 3.4.3).
They are based on the pedestal RMS values, which give a measure of the amount of
noise in each channel. Obviously, these thresholds vary with time, and may be above
or below the reconstruction cut (as mentioned in Section 3.4.5, only crystals with an
energy deposit greater than 2 MeV are used in the reconstruction). In Monte Carlo,
this reconstruction cut is the same. However, crystals with an energy deposit less than
3 MeV are discarded already in the simulation stage. This can still be above or below
the actual readout threshold. Clearly, using one crystal more or less in a bump will
affect the shower shape variables.
Another important cause for the disagreement is the presence of correlated noise
in the ECAL electronics. As explained in Section 3.4.5, an attempt to remove this
noise is made in the reconstruction. However, this cannot correct for higher effective
2Unfortunately, in the L3 Monte Carlo samples no information is stored on which generated particle
causes a particular bump. An attempt is made to recover this link as follows. For each bump, a
cylinder around the beam line is defined, with a radius corresponding to the bump crystal’s radius in
the xy-plane. Each generated particle which does not decay or interact with detector material, is then
tracked through the magnetic field and its intersection point with the bump cylinder is determined.
The generated particle which is closest (in distance over the cylinder surface) to the bump is taken to
be the particle having caused the bump. In this procedure, one generated particle may be matched
to several bumps. In that case, only the bump with the best match (shortest distance) is considered
to be matched to a generated particle, the other bump(s) is (are) flagged unmatched. This matching
procedure is used for resolution studies only, the final result is independent of this.
50 Event and Pion Selection
f1
o
cc
u
rr
e
n
ce
 p
er
 b
um
p
f2
o
cc
u
rr
e
n
ce
 p
er
 b
um
p
f3
o
cc
u
rr
e
n
ce
 p
er
 b
um
p
f4
o
cc
u
rr
e
n
ce
 p
er
 b
um
p
f5
o
cc
u
rr
e
n
ce
 p
er
 b
um
p
Data 1995
Data 1994
MC total
Photons
Non-photons
f6
o
cc
u
rr
e
n
ce
 p
er
 b
um
p
0
0.01
0.02
0 0.25 0.5 0.75 1 0
0.01
0.02
0 0.2 0.4
0
0.01
0.02
0 0.1 0.2 0.3 0
0.02
0.04
0 0.1 0.2
0
0.02
0.04
0 0.05 0.1 0.15 0.2 0
0.02
0.04
0.06
0 0.05 0.1 0.15
Figure 4.2. Input variables for the neural network for photon discrimination in a subset
of Jetset-BE Monte Carlo, data 1994 (period a) and data 1995 (period b2) samples.
The general bump selection cuts are applied. For the Monte Carlo distributions, the
bumps caused by (non-converted) photons are indicated separately, as well as the non-
photon bumps. Bins with fi = 0 are suppressed, the plots are normalized by the number
of bumps in the distribution.
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Figure 4.3. As Figure 4.2. The bin at E9(raw)/E25(raw) = 1 is not plotted.
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Figure 4.4. Neural network output, for the same samples used in Figures 4.2 and 4.3.
readout thresholds, in which case the data were not read out at all. Again, this gives
rise to a discrepancy: if information is missing, the expected shower shape cannot be
retrieved. The fi distributions in Figures 4.2 and 4.3 do not show this because fi = 0
is not plotted. From the relatively good agreement of fi in the data samples for the
two years, it follows that the noise itself apparently does not change the distribution
significantly, as long as the crystal is above threshold.
A measure for the effective readout thresholds is obtained from the number of crys-
tals with an energy deposit above the reconstruction cut of 2 MeV, in the 3 × 3 or
5× 5 matrix around the bump crystal for each bump. These distributions are given in
Figure 4.5 for the same bumps as used in the previous figures. A clear shift towards
a smaller number of crystals is visible for the 1994 data, indicating a higher energy
threshold in data than in Monte Carlo. A small shift is still present in 1995, but the
agreement is better.
If the incoming energy is high enough so that (almost) all crystals in the 5×5 matrix
are above the effective threshold, no crystal information is lost and decorrelation will
work. Furthermore, simulation of high-energy showers is less dependent on details in
the description of the material. Therefore, data-Monte Carlo agreement is better for
high bump energies. This is shown in Figure 4.6, which is similar to Figure 4.4, except
that the low-energy cut is increased from 100 MeV to 2 GeV. However, at high energy
the decay photons of a pi0 give overlapping bumps, and such a high-energy cut thus
makes it impossible to efficiently reconstruct pi0’s.
To remove the difference between fluctuating thresholds in the data and constant
thresholds in Monte Carlo, the ECAL reconstruction is redone with the 2 MeV recon-
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Figure 4.5. Number of crystals read out in (a) the 3×3 matrix and (b) the 5×5 matrix
around the bump crystal, for the same bumps as in Figure 4.2, except for the cut on
the number of crystals.
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Figure 4.6. Neural network output as in Figure 4.4, with 2 GeV < Ebump < 6 GeV.
struction cut increased to 6 MeV in both data and Monte Carlo. The most sensitive
shower shape variable, the neural network output, is shown in Figure 4.7, for the same
sample as used in Figure 4.4, but after this re-reconstruction. An improvement is seen
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in the agreement between the two data samples and between the data and Monte Carlo
samples, indicating that effective thresholds above 6 MeV are rare. However, the dis-
criminating power for photons has decreased. Furthermore, the energy resolution for
low bump energies is worse. Basically no bumps are lost because of the even higher
energy cutoff for bump creation in the reconstruction.
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Figure 4.7. Neural network output as in Figure 4.4, after reconstruction with a 6 MeV
crystal energy threshold.
The main source for correlated noise (the SMD power supplies) was finally discov-
ered and remedied at the end of the 1994 run. This improved the agreement between
data and Monte Carlo for the last period in 1994 and for all of 1995 and thus no
re-reconstruction is needed for 1995 data. To allow the inclusion of 1994 data in the
analysis, the reconstruction of bumps in the ECAL is redone for all 1994 data and
Monte Carlo samples, with a 6 MeV crystal energy threshold. No time dependent de-
tector inefficiencies are simulated for 1994, but as is made clear in Section 6.2, this does
not influence the final result.
4.2.3 Charged Particle Rejection
The shower shape discriminant as described above gives a good separation between
hadrons and electromagnetic particles (electrons, photons). To get rid of the electrons
and the other remaining charged particles, tracks reconstructed in the central tracker
are matched with bumps in the ECAL. In the matching procedure, only tracks with
a θ determination from TECZ chambers, CD wires or SMD rz layers (or a combina-
tion) are considered. For each bump, tracks in the event are extrapolated through the
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magnetic field. Then, the point on the track helix closest to the bump impact point in
the xy-plane is calculated, and the distance between these two points is derived. The
final discriminant dbump-track is then this distance, for the track which has the smallest
distance to the bump.
Actually, this charged particle rejection on its own is already quite powerful. Apart
from neutral pions, most of the (long-living) particles produced in a hadronic event at
the Z resonance are charged hadrons (pions, kaons) which have to be rejected anyway.
4.2.4 Final Selection and Results
In addition to the general bump selection cuts given in Section 4.2.1, the following cuts
are made to select bumps with a photon signature:
1. Neural network output NNout > 0.5.
2. Distance between bump and closest track dbump-track > 30 mm. This corresponds
to 1.5 times the size of the front face of a crystal.
Distributions of these variables are shown in Figure 4.8, for the complete 1995 data and
Monte Carlo samples. The agreement between data and Monte Carlo is not perfect:
for low values of NNout (non photon-like), more bumps are seen per event in data than
in Monte Carlo. This excess seems to be independent of dbump-track. A similar excess
is seen in the 1994 data, although the total number of selected bumps is lower, due to
the higher thresholds.
Figure 4.9 displays the NNout distribution for all selected bumps, for the two ECAL
half-barrels separately (cos θ > 0, cos θ < 0). The agreement between the data and
Monte Carlo in the one half-barrel is clearly better than in the other. This is caused
by lower noise levels in that half (in both years). The better performance is reflected
in the single pi0 spectra (Section 4.3.4).
From the energy spectrum of selected bumps given in Figure 4.10, it is clear that
the excess of bumps in the data occurs at low energies, below ∼ 1 GeV. The source
of the discrepancy is an insufficient simulation of the detector behaviour or a slightly
incorrect description of the number of particles and their energy spectrum incident
on the detector. It turns out though that this disagreement is less severe in neutral
pion distributions. For the final result, the disagreement is taken into account as a
systematic uncertainty (see Section 6.2.1).
The structure around 5 GeV is due to a combination of the precise definition of
Ebump, which is discussed in Section 4.3.3, and the application of the neural network. As
mentioned before, the neural network was trained in different energy bins. The highest
bin starts at E9(cor) = 5 GeV, where apparently its discriminating power changes.
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Figure 4.8. Distribution of (a) the neural network output NNout and (b) the distance
between a bump and the closest track dbump-track, for the 1995 data and Monte Carlo
samples. The photon bumps are indicated separately for the Monte Carlo. All selection
cuts are applied except the one indicated by the arrow.
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Figure 4.9. Distribution of the neural network output NNout for all selected bump for
the two ECAL half-barrels separately, in the 1995a data and Monte Carlo samples.
Ebump [GeV]
N
bu
m
ps
 
/ N
e
ve
n
t 
 
 
 
 
/ 5
0 
M
eV Data 1995
MC total
Photons
10
-3
10
-2
10
-1
1
0 1 2 3 4 5 6
0
0.2
0.4
0.6
0 1 2
Figure 4.10. Distribution of the selected-photon energy in both the 1995 data and
Monte Carlo samples. The insert shows the same plot for low energies on a linear scale.
58 Event and Pion Selection
4.2.5 Selection Performance
In the Monte Carlo sample, it is in principle known which of the selected bumps are
really photons, and which fraction of all generated photons is selected. Here, the photon
selection efficiency is defined as the number of selected photons which do not convert
before they reach the ECAL, divided by the total number of generated (non-converted)
photons, subject to the general bump selection cuts (Section 4.2.1). It is of the order
of 42% (48%) in 1994 (1995). The purity is given by the number of selected photons
divided by the total number of selected bumps. This is determined to be ∼ 78% in
both years. About 45% of the non-photon bumps are matched to electrons or positrons
from photon conversion, anywhere between the interaction point and the ECAL. It is
shown in Section 4.3.1 that a part of these converted photons can still be used for the
pi0 selection. The numbers given here should therefore be seen as just an indication of
the selection performance.
Both the efficiency and purity depend on the energy and the polar angle θ (Fig-
ure 4.11). The structures in the performance as a function of the energy at 1, 3 and
5 GeV are again due to the different energy bins in which the neural network was
trained. The decrease in efficiency with increasing energy or decreasing | cos θ| is a de-
tector geometry effect. At high energy, photon bumps overlap since most photons in an
event originate from pi0 decay. At decreasing values of | cos θ|, the angular granularity
of the ECAL decreases. In both cases, it is harder to distinguish photon bumps from
others. The corresponding distributions in φ are uniform due to the simple regular
geometry of the ECAL in that direction.
From the fully simulated Monte Carlo samples, the uncertainty (resolution) on the
energy and angle measurement for identified photons in the detector can be estimated.
To do so, again only selected bumps which are caused by (non-converted) photons are
considered. For these bumps, the correct energy and angle are known from the Monte
Carlo generator, before detector simulation. The (relative) uncertainty is then defined
as
∆E =
Ebump − Eγ
Eγ
,
∆Ψ = Ψ− Ψγ ,
(4.1)
where Ebump and Ψ are the measured energy and angle (θ or φ), respectively, and Eγ and
Ψγ the corresponding correct, generated energy and angle. Ideally, these uncertainties
have a Gaussian distribution, centred around zero. However, for any of the three
variables, the distributions show a Gaussian peak with exponential tails.
For the energy uncertainty ∆E, the tail on the negative side (Ebump < Eγ) is caused
by undetected photon energy, lost outside the BGO crystals. Energy from particles
hitting the ECAL close to the photon may leak into the photon-bump, causing a tail
on the positive side (Ebump > Eγ). If the photon bump is demanded to be well-
separated from any other bump, then this tail disappears. The distributions for the
angular uncertainty ∆Ψ are symmetric. Their shape is non-Gaussian though, due to the
4.2 Photon Selection 59
Ebump [GeV]
e
ffi
cie
nc
y
(a) MC 1995
MC 1994
Ebump [GeV]
pu
rit
y
(b)
cos(θ)
e
ffi
cie
nc
y
(c)
cos(θ)
pu
rit
y
(d)
0.2
0.4
0.6
0 2 4 6
0.6
0.7
0.8
0 2 4 6
0.2
0.4
0.6
-1 -0.5 0 0.5 1
0.6
0.7
0.8
-1 -0.5 0 0.5 1
Figure 4.11. Photon selection performance: efficiency and purity as function of (a,b)
bump energy and (c,d) polar angle, for 1994 and 1995 Monte Carlo.
granularity of the detector, which limits the power to correctly reconstruct the photon
impact point. This holds especially for low-energy photons, for which the bump consists
of a small number of crystals (see Section 3.4.5 and Figure 3.6).
If the photon is assumed to be created at the position of the e+e− collision, the
primary vertex, then the angle measurement is improved by transforming the photon
impact point in the ECAL to a direction of flight with respect to the vertex. The
primary vertex is in general not at the origin of the detector coordinate system because
the electron and positron bunches do not meet exactly there. Moreover, interactions
can take place anywhere in the overlap region of the two bunches, which has a width
of approximately 120 µm in x, 20 µm in y and 7 mm in z.
The primary vertex can in principle be reconstructed for every event from tracks in
the central tracker [86]. The subsequent transformation from photon impact point to
direction mainly diminishes the uncertainty on the θ measurement ∆θ, due to the large
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size of the interaction region in the z-direction. This correction is applied to 1995 data
and Monte Carlo.
To quantify the uncertainty, ∆E,∆θ and ∆φ are plotted in bins of generated photon
energy Eγ . A Gaussian function with exponential tails
3 is fitted to the uncertainty
distributions. Both the width of the Gaussian and the root-mean-square (RMS) of the
full distribution are a measure of the resolution. As an example, these variables are
shown in Figure 4.12 for 1995b2 Monte Carlo, as a function of the photon energy. It
is clearly visible that the resolution improves with increasing energy. At low energies,
the angular resolution is close to what is expected for a single crystal impact point
measurement, i.e. the RMS of a uniform distribution. Furthermore, the resolutions in
θ and φ are identical, as expected from the detector geometry. This is not true if no
correction is applied for the event primary vertex. The resolution in θ is then far worse
due to the large z-elongation of the interaction region.
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Figure 4.12. (a) Photon energy and (b) angular resolution, as a function of photon en-
ergy, for 1995b2; σE,Ψ is the width of ∆E,Ψ distributions. The RMS of ∆E is calculated
over the same bins as over which the fit is done.
The energy trend is easily understood. As explained in Section 3.4.1 the number
of scintillation photons in the bump crystals is basically proportional to the photon
energy. At a fixed energy, this number statistically fluctuates with a typical width of
the square root of the number (Poissonian). The “statistical” uncertainty on the energy
measurement therefore increases slower than the energy itself and consequently the rel-
ative resolution improves with increasing energy. Since the impact point determination
is based on a centre-of-gravity measurement, its accuracy improves with an increasing
number of crystals in the bump, i.e. a higher photon energy.
3This function is described in Section 4.3.2
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4.3 Neutral Pion Selection
4.3.1 General Selection
Neutral pions are reconstructed from pairs of bumps selected as photons, within an
event. The only variable to distinguish bump pairs originating from a pi0 decay from
other bump pairs is their invariant mass. The invariant mass is given by the following
formula, which follows from the relativistic relation between mass, energy and three-
momentum:
minv =
√
2E1E2(1− cos Θ12) . (4.2)
Here, minv is the invariant mass and E1,2 indicate the energy Ebump of the photon
candidates (bumps) in the pair. The opening angle between the two photons Θ12 is
derived from the photon directions θ1,2 and φ1,2:
cos Θ12 = sin θ1 sin θ2 cos(φ1 − φ2) + cos θ1 cos θ2 . (4.3)
A distribution of the two-photon invariant mass is shown in Figure 4.13. A sharp peak
around the pi0 mass (135 MeV) is clearly visible, on top of a large background.
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Figure 4.13. Two-photon invariant mass for 1995b2 Monte Carlo, for the total sample
of selected bump pairs and for the different contributions to the total.
In the Monte Carlo sample, the origin of selected bump pairs can be traced back.
For some typical combinations of bumps, this is also shown in Figure 4.13. First of
all, pairs with both bumps caused by photons from one and the same pi0 decay give
part of the peak. Second, selected photon pairs originating from different pi0 decays
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give a large combinatorial background, about half of the total background. Bump pairs
from other sources (e.g. a photon bump paired with a non-photon bump or a pair of
non-photon bumps) give rise to the other half of the background.
More interestingly, also pairs of a photon and a converted photon from the same
pi0 contribute to the peak. If a photon converts before or inside the TEC volume, the
electron-positron pair gives tracks, and the electron or positron bump in the ECAL is
not selected, ideally. However, a photon conversion can also take place in the TEC
outer wall or in the TECZ chambers. In that case, it can be selected. Due to the short
distance between the place of conversion and the ECAL, the angular information is
still more or less correct, whereas some of the energy is lost. This explains why the
invariant mass peak is shifted to a lower value. Although these pi0’s are not so well
measured, they are valuable. Even the invariant mass distribution of pairs of converted
photons has a clear pi0 component, at an even lower mass (not shown). Their statistical
contribution is very low though.
The four-momentum of the bump pair is calculated from the sum of the bump four-
momenta. The bump pair is then selected as a pi0 candidate if it fulfils the following
criteria:
1. 120 MeV < minv < 150 MeV. Most of the invariant mass peak around the pi
0 mass
falls within this window.
2. 200 MeV < Epi0 < 6 GeV. These energy cuts have been introduced in Sec-
tion 4.2.1.
The selected sample of course includes a large non-pi0 background. More details and
selection performance are discussed later.
4.3.2 Invariant Mass Fit
As is clear from Figure 4.13, the two-photon invariant mass distribution has two com-
ponents: a smooth background part and a Gaussian-like pi0 structure (“signal”). For
the rest of this work, an accurate functional description of these two components is
essential. It is used to get an estimate for the photon pair mass resolution and detector
energy scale. Furthermore, the integral of the signal function gives a measure for the
number of selected neutral pions, void of background and independent of any detec-
tor simulation. The following functions and fit methods are used to obtain this good
description.
The background is described by an up to third-order polynomial function. To make
the fit procedure more stable, orthogonal Chebyshev polynomials are chosen:
fbg(x) = 1 + p1x+ p2(2x
2 − 1) + p3(4x3 − 3x), (4.4)
with p1,2,3 as fit parameters. The variable x is required to be in the range −1 ≤ x ≤ 1.
This is reached by transforming the original variable y (i.e. the invariant mass of a
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bump pair) to
x =
2y − ymax − ymin
ymax − ymin , (4.5)
with ymin (ymax) the lower (upper) bound of the fit range.
The signal is described by a Gaussian function with exponential tails, which is
continuous and smooth in the first derivative:
fsig(x) =


exp
(
α2
2
)
exp
(
α(x−m)
σ
)
if x−m < −ασ
exp
(
− (x−m)2
2σ2
)
if βσ ≥ x−m ≥ −ασ
exp
(
β2
2
)
exp
(
−β(x−m)
σ
)
if x−m > βσ
. (4.6)
Here, m indicates the peak position and σ is the Gaussian peak width. The parameters
α and β indicate the value of x, with respect to m and in units of σ, where the Gaussian
changes into an exponential. For α, β →∞, fsig becomes a Gaussian. The exponential
tail at low mass is needed to describe the presence of converted photons in the peak
(see Figure 4.13), whereas the high-mass tail accounts for an overestimate of the bump
energy due to another bump nearby. This function fsig has already been used for the
photon resolution fits, presented in Section 4.2.5.
For a one-dimensional invariant mass fit, the sum of fbg and fsig is used:
ftot(x) = Asigfsig(x) + Abgfbg(x), (4.7)
where Asig and Abg are two additional parameters. If the integral of ftot over the fit
range xmin ≤ x ≤ xmax is required to be equal to the integral of the original distribution
over the same range, Nhis (this is basically the number of entries in the histogram times
the bin width), then this constraint determines one of the parameters in ftot. For Abg
it is
Abg =
Nhis − Asig
∫ xmax
xmin
dxfsig(x)∫ xmax
xmin
dxfbg(x)
. (4.8)
The values of the function parameters which fit the distribution best are determined
from either a χ2 or a binned negative log-likelihood minimization. The χ2 function is
given by
χ2 =
N∑
i=1
(ni − ftot(xi))2
ftot(xi)
, (4.9)
and the likelihood function ` is
` = −
N∑
i=1
ni ln ftot(xi). (4.10)
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The sum runs over all N bins in the fit range, ni is the number of entries in bin i. The
use of ftot(xi) is somewhat misleading. In the simplest case, it is the function value
at the centre of bin i. In a more accurate approach, it is the integral of ftot over the
bin. These integrals are calculated analytically, although the integral of a Gaussian,
the error function, is of course not really determined analytically.
The minuit [87] package is used to minimize χ2 or `. Apart from estimates for
the function parameters at the minimum, it also gives a full covariance matrix. The
minimization method used in the package strongly relies on knowledge of the first-order
derivatives of the function (χ2, `) with respect to the parameters to be estimated. By
providing minuit with analytical values for these derivatives, instead of using numerical
estimates from minuit, the convergence of the minimization is much faster, and the
stability of the calculation improves. However, these derivatives are rather complicated
functions: derivatives with respect to a parameter of an integral over a bin. It also has
to be remarked that by calculating first-order derivatives of χ2 or ` analytically, the
minimization problem is almost solved. The only task is then to find the correct zero
of these derivatives.
If fsig is properly normalized (i.e.
∫ 150 MeV
120 MeV
dmfsig(m) = 1; this normalization de-
pends on the parameters), then Asig is the area of the peak in the mass window. The
minuit minimization then immediately gives the number of pi0’s in the distribution,
together with the (statistical) uncertainty on this number.
4.3.3 ECAL Calibration
In principle, the ECAL is well calibrated, but for high energies only (see Section 3.4.4).
At low energies, the calibration may be wrong, due to e.g. reconstruction effects. In
the simulated Monte Carlo sample, there is no calibration at all: the simulation gives
energy deposits in a crystal, which are directly used for further reconstruction. The
bump energies in the Monte Carlo sample can therefore be used as a low-energy ref-
erence point. The amount of noise in the detector and the resolution are fixed by the
data sample; in the Monte Carlo, noise simulation is insufficient, as seen before (Sec-
tion 4.2). To accommodate both effects, a new ECAL “calibration” is performed, based
on position and width of the pi0 peak.
Table 4.2 shows the mass and mass resolution values for the bump energy definitions
E9(raw) and E9(cor), before this new calibration. These values are obtained from an
invariant mass fit to all selected bump pairs in the data and Monte Carlo samples,
for one particular data taking period (1994b2). From the large disagreement between
data and Monte Carlo, and from the low value of the mass (compared to the expected
135 MeV), it is clear that an additional smearing of the photon energy and an extra
energy scale factor are needed.
As the energy reference point in the calibration, the pi0 mass (parameter m in fsig)
is determined from an invariant mass distribution in Monte Carlo with E9(cor) as
the bump energy. The final bump energy estimate Ebump is however calculated with
E9(raw), for two reasons. First, this variable is independent of the ratio E1/E9(raw)
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energy definition m [MeV] σ [MeV]
E9(raw) data 120.09 ± 0.05 7.18 ± 0.09
MC 121.73 ± 0.04 5.74 ± 0.08
E9(cor) data 132.76 ± 0.06 8.22 ± 0.09
MC 134.23 ± 0.05 6.44 ± 0.08
Table 4.2. Mass m and mass resolution σ in 1994b2 data and Monte Carlo, without
additional energy smearing and calibration, based on E9(raw) and E9(cor).
and the other parameters in the definition of E9(cor) (see Equation (3.2)), and therefore
less dependent on Monte Carlo simulation or disagreement between data and Monte
Carlo. Second, it turns out that Ebump gives a slightly better resolution than E9(cor).
One step in the calibration process is thus to find a multiplicative factor to E9(raw),
which brings the pi0 mass to the Monte Carlo E9(cor) value:
Ebump = cE E9(raw). (4.11)
The energy correction factor cE is determined for both data and Monte Carlo, where
in the former it is an additional factor on top of the Monte Carlo factor. Note that the
neural network for photon selection is based on E9(cor), without additional corrections.
This explains the structure seen in the photon energy (Ebump) spectrum (Figure 4.10).
The second step is to include an appropriate amount of additional smearing to Ebump
in the Monte Carlo sample, with the width of the pi0 peak in data as a reference. Two
separate terms are added:
Ebump −→ Ebump + r1n9 cnoise,
Ebump −→ (1 + r2ccal)Ebump,
(4.12)
where r1,2 are two random numbers taken from a Gaussian distribution with unit width,
n9 is the number of crystals in the bump above 10 MeV, with a maximum of nine,
and cnoise and ccal are tunable parameters. The first term in this smearing describes
correlated noise, i.e. it adds the same amount of energy per crystal to the bump energy.
The second term quantifies the uncertainty in the default calibration factors. It is taken
to be ccal = 1.5%.
A correct description of correlated noise is to add a certain amount of energy to each
crystal in a token ring, and to then recalculate E9(raw) from the new crystal energies
in the 3 × 3 matrix around the bump. At the same time effective thresholds can be
added. However, the simple model used here is sufficient to describe the amount of
correlated noise.
To get a good match between the pi0 peaks in data and Monte Carlo, the parame-
ters cE and cnoise are tuned in an iterative procedure. For a certain set of parameters,
invariant mass plots are made for all bump pairs selected in the standard way (Sec-
tion 4.2), and as a function of the bump energy Ebump, with both bumps in the same
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energy bin. Then a fit is performed to these distributions. For the energy bins, this fit
is a simple χ2 minimization, with a second-order polynomial plus a Gaussian. For the
total distribution, it is a likelihood minimization with the function ftot (4.7), taking
into account the constraint (4.8) and integrating ftot over invariant mass bins. This
likelihood fit gives values for m and σ which are used to obtain a new set of parameters
(cE, cnoise) until data and Monte Carlo agree, within the uncertainties.
No fit is performed for the energy bins Ebump > 1.5 GeV. At those energies, bump
pairs at small invariant mass are so close together that they start to overlap, i.e. the
3×3 or 5×5 matrices around the two bump crystals have crystals in common. Especially
for the 3×3 matrix this is problematic: the crystals in common are used for the impact
point reconstruction of both bumps. The impact points are therefore “pulled” together
and the opening angle between and the invariant mass of the two bumps is biased.
In Figure 4.14, the energy evolution of mass m and mass resolution σ are shown for
a data and a Monte Carlo sample, with the final energy scale and smearing. The tuning
of cE and cnoise is performed for all selected photon pairs (points at zero Ebump), but
there is clearly good agreement between data and Monte Carlo for the energy trend.
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Figure 4.14. (a) Invariant mass peak position m and (b) peak width σ as a function of
selected photon energy with both photons in the same energy bin, for both data and
Monte Carlo samples (1995a). The points at zero Ebump correspond to the result for
all selected photon pairs.
The energy evolution itself is caused by the crystal energy readout and reconstruc-
tion cuts (see Section 3.4.5). A higher cut means that a smaller part of the photon
energy is actually recorded and used in the reconstruction. For high-energy photons, all
crystals in the 3× 3 matrix can have an energy deposit above this higher cut value and
no information is lost. For low-energy photons, the loss of energy information causes the
reconstructed invariant mass to decrease. These effects are illustrated in Figure 4.15.
If the cut is increased from the default 2 MeV to 6 MeV, the energy dependence of
the mass becomes stronger, i.e. the mass at low energy drops; at high energy the mass
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is not affected. A lower threshold would therefore decrease the energy dependence,
and in the ideal case it would completely disappear. A similar effect is seen for the
mean of ∆E (Equation (4.1)) for photons: it moves from a negative to a positive value
with increasing energy. An energy dependent correction for this loss of information is
in principle possible. It would have to be done both in the data sample, where the
threshold is unknown but always above 2 MeV, and in the Monte Carlo sample (3 MeV
threshold). However, such a procedure does not give a significant improvement of the
final results of this work (see Section 5.2.3).
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Figure 4.15. As Figure 4.14, for the 1995a data sample, with the default crystal energy
cut at 2 MeV, and a 6 MeV cut.
Since detector noise levels are not constant in time, the calibration procedure (tuning
of cE and cnoise) is performed for each data taking period separately. In each period,
a random subsample of all data and Monte Carlo events in that period is taken such
that the sizes of data and Monte Carlo samples are comparable. The results are shown
in Table 4.3. It is clear that the mass resolution improves with time. This is due
to the higher energy thresholds in 1994, the event primary vertex correction in 1995,
and the decreasing noise levels. Also, the final value of the pi0 mass is not exactly at
the expected 135 MeV and it varies from year to year. This is again due the different
energy thresholds in the two years. The same corrections are applied to both Monte
Carlo samples, Jetset-BE and Jetset-noBE.
If E9(cor) is used as the bump energy instead of Ebump (i.e. E9(raw) essentially),
then the final mass resolution is slightly worse. For period 1994b2 for instance, the
mass resolution with E9(cor) is 8.30 MeV.
The linearity of the energy and noise calibration is tested from the position and
width of the two-photon invariant mass peak around the η mass (mη = 547.30 MeV
[77]). Due to the higher mass, photons in this region have a higher energy on average.
However, the high photon selection efficiency causes a large combinatorial background,
which almost washes out the η signal (Figure 4.16). Anyhow, both mass and mass
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year period cE cnoise [MeV] m [MeV] σ [MeV]
1994 a data 1.102× 1.015 – 134.00 ± 0.06 8.04 ± 0.10
MC 1.102 3.9 134.05 ± 0.05 8.01 ± 0.08
1994 b1 data 1.102× 1.015 – 134.04 ± 0.05 8.07 ± 0.07
MC 1.102 3.9 134.06 ± 0.05 8.00 ± 0.07
1994 b2 data 1.102× 1.0135 – 134.13 ± 0.06 8.02 ± 0.10
MC 1.102 3.8 134.13 ± 0.05 8.09 ± 0.08
1994 c data 1.102× 1.016 – 134.13 ± 0.05 7.72 ± 0.07
MC 1.102 3.4 134.10 ± 0.05 7.71 ± 0.08
1994 d data 1.102× 1.016 – 134.01 ± 0.07 7.35 ± 0.10
MC 1.102 2.5 134.03 ± 0.06 7.31 ± 0.10
1995 a data 1.103× 1.043 – 135.73 ± 0.04 7.03 ± 0.08
MC 1.103 1.8 135.78 ± 0.04 7.00 ± 0.07
1995 b0 data 1.103× 1.042 – 135.73 ± 0.06 6.88 ± 0.11
MC 1.103 1.5 135.75 ± 0.06 6.81 ± 0.11
1995 b1 data 1.103× 1.041 – 135.69 ± 0.05 6.83 ± 0.09
MC 1.103 1.5 135.72 ± 0.05 6.73 ± 0.10
1995 b2 data 1.104× 1.041 – 135.80 ± 0.04 6.88 ± 0.06
MC 1.104 1.5 135.80 ± 0.04 6.89 ± 0.06
Table 4.3. Calibration factors and corresponding pi0 mass m and mass resolution σ for
all data and Monte Carlo samples. For all periods, ccal is taken to be 1.5% (Monte
Carlo only).
resolution in data and Monte Carlo are in good agreement. The mass itself is slightly
shifted with respect to the real value, but this shift is compatible with that of the
pi0 mass. This clearly demonstrates that the calibration based on pi0’s is valid also for
the more energetic η decay photons.
4.3.4 Results
An example of the final mass spectrum after calibration is given in Figure 4.17. The
function ftot describes the distributions very well. Also, the shape and the size of the
pi0 peak in data and Monte Carlo agree. For the mass window 120 MeV < minv <
150 MeV, a total of 1.3 million pi0’s is selected in the data sample. This corresponds
to about 0.57 (0.80) pi0’s per event in 1994 (1995). The shape and the amount of
background in the data are not described by the Monte Carlo. This is no surprise
because of the clear excess of selected photons in data (Figure 4.10). The fits, however,
show that the excess contributes only to the pi0 background.
From the excess of photons in data compared to Monte Carlo (Figure 4.10), it is
clear that no agreement between data and Monte Carlo is expected for the energy or
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Figure 4.16. Two-photon invariant mass for (a) 1995 data and (b) Monte Carlo in the
mη region. A second-order polynomial plus a Gauss is fitted to the distributions.
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final calibration, and the result of the fit. The arrows indicate the pi0 mass selection
window.
angle distributions of pi0 candidates. Most of the disagreement is likely to be caused
by non-pi0 bump pairs (Figure 4.17), though. The following technique is therefore
applied to both the data and Monte Carlo samples to get distributions free of non-pi0
background.
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For every bin in E, θ or φ, invariant mass plots are made for bump pairs in that
particular bin. This basically means that a normal pi0 selection is performed, with
the cut on the mass window relaxed to include a wide range outside the peak region,
e.g. 50 MeV < minv < 220 MeV. The function ftot (third-order polynomial for the
background plus a Gaussian with exponential tails for the pi0 peak) is then fitted to all of
these mass distributions. As covered in detail in Section 4.3.2, a likelihood maximization
is used, integrals of ftot over invariant mass bins and derivatives of ` are calculated
analytically and the area of fsig in the pi
0 mass window 120 MeV < minv < 150 MeV is
taken as a fit parameter. The main result of the fit is the number of pi0’s in each bin
in E, θ or φ. Good agreement is found between this fit result and the expectation from
the Monte Carlo, where selected bump pairs can be demanded to have a pi0 origin.
Final spectra are shown in Figure 4.18 for both years. A better agreement between
data and Monte Carlo is found for the pure pi0 spectra, obtained from the fits, than
for the “raw” spectra of pi0 candidates. The large disagreement in the raw spectra is
therefore mainly caused by pairs of bumps which do not originate from a pi0 decay.
In the 1994 sample, part of the residual θ and φ dependent disagreement in the pure
pi0 spectra for cos θ > 0 and φ > 4 rad, is caused by the fact that in 1994, no time
dependent detector inefficiencies are included in the simulation: the malfunctioning of
a Level 1 readout box causes photons to pass undetected in a certain region of the
ECAL. However, pi0’s moving in the direction of this “hole” in the detector can still be
reconstructed (at a lower efficiency) if the decay photons do not point into the hole.
The disagreement in the final energy distribution and the asymmetry in the polar
angle has an identical trend in the two years. It indicates that the pion energy spectrum
in the data is softer than in the Monte Carlo. The better performance of the one
ECAL half-barrel compared to the other (Figure 4.9) explains the asymmetry in cos θ.
Both effects are taken into account in the systematic uncertainty of the final result
(Section 6.2.1).
4.3.5 Selection Performance
Neutral pions in hadronic events have different origins. Some are produced in the ha-
dronization process itself, others originate from decays of short lived particles or reso-
nances, and yet others come from interactions of particles with material in the detector.
To calculate the pi0 selection efficiency in Monte Carlo, only those generated pions are
counted which come from the hadronization process, from the decay of K0S and Λ, or
from decays of relatively short living resonances. Next, only those pi0’s are used which
decay to two photons, where both photons are within the kinematic cuts of the photon
selection (Section 4.2.1); these are “detectable” pi0’s. In this manner, the efficiency does
not contain any contribution from limited detector or analysis acceptance.
As shown in Figure 4.13, the selected sample of pi0’s contains a non-negligible frac-
tion of photon pairs where one of the photons converted before being detected in the
ECAL. These pi0’s are therefore included in efficiency and resolution calculations.
The selection efficiency is then defined as the ratio of the number of selected pi0’s
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Figure 4.18. Energy, θ and φ spectra for selected pi0’s in data and Monte Carlo. Both
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from the fit are shown.
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in the window 120 MeV < minv < 150 MeV, to the number of generated detectable
pi0’s. It is approximately 16% (21%) in 1994 (1995). The lower efficiency in 1994 is
again caused by the increased energy thresholds. The purity, i.e. the ratio of selected
pi0’s to the total number of selected bump pairs in the mass window, is of the order of
59% (53%) in 1994 (1995). The higher purity in 1994 is due to the less efficient photon
selection, which gives rise to a relatively smaller combinatorial background4. Obviously,
these purity values are worse for the data because of the higher non-pi0 background.
The dependence of efficiency and purity on the pion energy and its polar angle is
shown in Figure 4.19. The structures which are visible around Ebump = 1, 3, and 5 GeV
for photons (Figure 4.11), are no longer seen. The pi0 energy is the sum of energies
of two bumps and this smears these structures. The decreasing purity at decreasing
energy is caused by the higher photon multiplicity at low energy (Figure 4.10) which
gives a higher combinatorial background. Furthermore, a small fraction of the bump
pairs at the barrel edges are reconstructed as a pi0 outside the barrel region.
The uncertainty on the energy and angle measurement for neutral pions, including
those with one converted decay photon, is determined in the same way as before for
photons (Section 4.2.5). The Gaussian width and RMS of distributions of the (rela-
tive) difference between measured and generated energy and angle (Equation (4.1)) are
plotted in Figure 4.20, as a function of pi0 energy, for the same data taking period as
the photon resolution in Figure 4.12. A similar angular resolution in θ and φ is seen,
as expected. The slightly worse energy resolution observed at high pion energy is a
reflection of the inferior low-energy resolution for single photons, in combinations of
a low- and high-energy photon. In principle, the pi0 resolution can be derived from
the single-photon resolution. But, this is rather complicated because the energy of the
photons is used for the calculation of the angles of the pi0. This also explains why the
angular resolution is worse for pi0’s than for photons.
In an attempt to increase the number of selected neutral pions per event, the photon
selection was extended to include the ECAL endcaps. The low-energy resolution in the
endcaps is not as good as in the barrel due to the thick TEC end flanges. In addition,
the performance of the TEC itself degrades with increasing | cos θ|, beyond the barrel
region. For these reasons, bumps in the endcaps are selected if NNout > 0.7, and no
requirement is made on tracks pointing in the same direction.
Invariant mass spectra for bump pairs selected in barrel and endcap or endcap
only are shown in Figure 4.21, together with the result of a fit with the same function
ftot (4.7) used before for bump pairs in the barrel. A long non-Gaussian tail is visible at
low mass. This is entirely due to the bad energy resolution. Photons can lose a sizeable
fraction of their energy in the TEC end flanges, before they are detected in the ECAL.
Statistically, these pi0’s hardly contribute to the barrel-only sample (cf. Figure 4.17), at
a reduced purity. Therefore, they do not improve the final result and are not used any
further.
4If n pi0’s decay to 2n photons, then of the n(2n−1) possible unique photon pairings, only n originate
from a pi0. Thus, the combinatorial background grows faster than the pi0 peak with increasing pi0 or
photon multiplicity.
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Figure 4.19. Neutral pion selection performance: efficiency and purity as function of
(a,b) pi0 energy and (c,d) polar angle, for 1994 and 1995 Monte Carlo.
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4.4 Charged Pion Selection
Charged pions are rather long lived and thus leave a track in the central tracker. Their
selection is therefore simply a selection of good quality tracks in the TEC. Charged pions
are analyzed in the 1995 data only, since the statistics of this sample are sufficient.
An efficient charged particle (track) identification is not possible, due to the limited
size of the tracking detector. This implies that the correction to the sample of se-
lected tracks for non-pi± origin, is fully based on the Monte Carlo simulation of charged
particles in hadronic events. Furthermore, to convert track momenta to energies, the
pi± mass (∼ 139.6 MeV [77]) is taken for all tracks.
One of the main aims of this work is to compare Bose-Einstein correlations for neu-
tral and charged pions. To make this comparison as unbiased and model-independent
as possible, the general selection of tracks is performed in the same kinematic range as
for neutral pions:
1. 200 MeV < Etrack < 6 GeV.
2. | cos(θtrack)| < 0.73. Together with the energy cut, this implies pt > 97.9 MeV,
where pt is the track momentum transverse to the beam line.
Not all pi0’s in this kinematic regime can be detected, some of the decay photons fall
outside the photon selection cuts. Thus, for the final comparison with charged pions,
an acceptance correction is needed for neutral pions.
A good quality of the track reconstruction is mandatory (no backscatter from TEC
or ECAL edges into TEC, good momentum and charge determination, etc.). The
Etrack > 200 MeV requirement already removes some of the low quality tracks. An even
better sample is obtained by applying the following cuts on individual tracks:
1. Number of wire hits used in the track fit at least 35, out of a possible 48 rφ plus
14 LR hits.
2. Number of wires between first and last (span) at least 50 (maximum 62).
3. Distance of closest approach to the fill vertex in the plane transverse to the beam
(DCA) less than 5 mm.
4. Number of hits in the inner TEC at least one.
The first two cuts remove short fake tracks and ensure enough hits for a good momen-
tum determination. The requirement on the DCA removes backscattered and other fake
tracks. The last cut enhances the probability that the track originates from the e+e− in-
teraction even more, and helps to resolve left-right ambiguities (see Section 3.3.3).
To obtain a good determination of all three components of the track momentum,
an accurate knowledge of the polar angle θ is needed. Therefore, it is also demanded
that a TECZ hit or an SMD z measurement is included in the track fit. This TECZ
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hit should be unambiguous, i.e. it should not have been attached to the track after a
match of the track with an energy deposit in the calorimeters.
Distributions of track quality parameters are shown in Figure 4.22 for the 1995
data and Monte Carlo samples. The agreement between data and Monte Carlo is not
perfect. This is due to an incorrect simulation of the TEC (see for instance [88]). In
the end, it contributes to the systematic uncertainty on the measurement.
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Figure 4.22. (a) Number of hits, (b) span, (c) distance of closest approach to the fill
vertex and (d) number of inner TEC hits for tracks in 1995 data and Monte Carlo. All
quality cuts are applied except the cut on the variable plotted, indicated by the arrow.
The energy and polar angle distribution of selected tracks are shown in Figure 4.23.
Again, the energy spectrum is softer in the data than in the Monte Carlo. The dis-
agreement is quite similar to that observed for neutral pions (Figure 4.18). However, in
this case the sample still includes some non-pi± background, from e.g. charged kaons.
For the polar angle, a difference is seen between the Jetset-BE and Jetset-noBE
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Monte Carlo samples. This difference is due to an improved simulation of the TECZ
chambers in Jetset-noBE. Still, it does not agree with the data. However, if the
requirement of a TECZ or SMD z hit is removed, then the agreement between data
and Monte Carlo improves. Both effects are tested and quantified in the calculation of
the systematic uncertainty on the final result (Section 6.3.1).
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Figure 4.23. Distribution of (a) the selected-track energy and (b) polar angle in the
1995 data and Monte Carlo samples (Jetset-BE and Jetset-noBE). The insert
shows the low-energy distribution on a linear scale.
Since basically all charged particles in an event leave a track in the TEC, the pi± se-
lection is very efficient, compared to the pi0 selection. With the quality cuts as described
before, 4.1 million tracks are selected in the 1995 data sample. Approximately 82% of
the selected tracks are caused by charged pions, and about 60% of all pi±’s in the kine-
matic range are selected. As for pi0’s, this number is based on generated pi±’s from the
hadronization process, from K0S and Λ decay, and from decay of short living resonances.
These performance numbers are based on Monte Carlo only.
5Pion Pair Selection
In this thesis, Bose-Einstein correlations are studied in terms of the four-momentum
difference of pion pairs (see Section 2.4). The selection of these pairs, for all pion
combinations (pi0pi0, pi±pi±, pi±pi0 and pi+pi−), is the main subject of this chapter. With
the neutral and charged pion samples, as obtained with the methods described in
Chapter 4, this selection is rather straightforward.
The invariant four-momentum difference Q =
√
Q2 is found from:
Q2 = −(p1 − p2)2, (5.1)
with p1,2 the four-momenta of the two pions. This quantity is closely related to the
invariant mass M of a pair of massive particles via
Q2 = M2 − 2m21 − 2m22, (5.2)
where m1,2 are the masses of the individual particles.
In the first section of this chapter, results of Monte Carlo generator studies are given,
concerning the influence of resonances and detector acceptance. Next, the pion pair
selection and the selection results are described, for each of the possible combinations
separately.
5.1 Monte Carlo Generator Level Study
The majority of pions in a hadronic event originates from decay of a resonance. These
secondary pions probably do not feel the effect of Bose-Einstein symmetry, due to their
relatively large separation from other pions. In the LUBOEI routine, this is implemented
as a cut on the width of the resonance (20 MeV) below which it is considered stable
for Bose-Einstein effects. The decay of these “stable” resonances is simulated after
the simulation of Bose-Einstein symmetry. In this picture, the η is stable and thus
experiences Bose-Einstein effects itself; the ρ is unstable and its decay pions are treated
by LUBOEI.
The fraction of pion pairs in a Jetset-BE sample which is sensitive to Bose-
Einstein correlations, as it is simulated in LUBOEI, is given in Figure 5.1 for all pion
combinations. Only those pions are plotted which fall within the kinematic range of
the selection, i.e. 200 MeV < Epi < 6 GeV and | cos(θpi)| < 0.73. The large fraction of
pairs not sensitive to Bose-Einstein symmetry leads to a small value of the correlation
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strength λ (see Equation (2.24)). Furthermore, the fraction of pairs sensitive to Bose-
Einstein symmetry is smaller for pi0pi0 than for pi±pi±. So in a measurement, a smaller
λ for neutral pions is expected.
A non-negligible fraction of pi0pi0, pi+pi− or pi±pi0 pairs in an event originates from the
decay of a single resonance. Since the four-momentum difference Q is directly related
to the invariant mass M via Equation (5.2), decays of e.g. K0S to pi
0pi0 or pi+pi− give a
peak in the corresponding Q distributions. Similarly, ρ± → pi±pi0 and ρ0 → pi+pi− show
up as a wide structure, due to the width of the ρ. The four-momentum difference of a
pair of particles from a three-body resonance decay is kinematically constrained to
Q2 < (M −m)2 − 2m21 − 2m22, (5.3)
where in this case, M is the resonance mass, m1,2 are the masses of the particles in the
pair, and m is the mass of the third decay particle. For an η → pi0pi0pi0 decay, this
leads to a constraint on the four-momentum difference of any two pi0’s from this decay of
Q < 311.7 MeV. A similar constraint holds for pion pairs from e.g. η → pi+pi−pi0, pi+pi−γ
and ω → pi+pi−pi0 decays.
The number of pion pairs from η and ρ, relative to the total number of pion pairs
is also shown in Figure 5.1. The three possible combinations of pi0pi0 from η → pi0pi0pi0
decay give about 20% of all pi0pi0 pairs at Q < 311.7 MeV. Moreover, the sum of η and
ω decays accounts for about 10% of all pi±pi0 and pi+pi− pairs at Q . 500 MeV. The
dip in the fraction for pi0pi0 and pi+pi− at Q ' 420 MeV is caused by the K0S decay.
For pi±pi± no resonances are plotted, since only few resonances in a hadronic event
(approximately one resonance per every five to ten hadronic events) decay to equally
charged pions.
The simulation of Bose-Einstein symmetry with LUBOEI moves identical pions which
are presumably sensitive to Bose-Einstein effects closer together in four-momentum
difference. As is shown in Figures 5.1a,b, this has a large impact on the fraction of
identical pion pairs sensitive to Bose-Einstein correlations. At the same time, the
fraction of pi0pi0 pairs originating from an η decay changes from about 23% to 20%.
As a side effect of shifting identical pions, LUBOEI also affects the distribution of non-
identical pion pairs. Consequently, the position and the shape of the ρ, reconstructed
from its decay pions, changes. This effect is indicated in Figures 5.1c,d. The dashed
lines in these spectra give the undisturbed Breit-Wigner shape. It is seen that LUBOEI
shifts the ρ peak to lower values. As shown later (in particular in Section 6.4), the data
actually prefer this distorted shape.
From the above discussion, it is clear already at this point that a good measurement
of possible Bose-Einstein correlations of non-identical pions is difficult. Both a good
knowledge of the abundance of resonances, as well as of their properties is manda-
tory. For pi0pi0 at Q > 311.7 MeV, and pi±pi± the situation is better. However, the
pion selection procedures are more sensitive to pions that originate directly from the
hadronization process or from short living (“unstable”) resonances (see Sections 5.2.4
and 5.3). Since in the Monte Carlo models the fraction of these pions, as a function
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Figure 5.1. Fraction of the total number of pion pairs sensitive to Bose-Einstein sym-
metry or originating from η or ρ decay, as a function of Q, in a Jetset-BE generator
level sample, for (a) pi0pi0, (b) pi±pi±, (c) pi±pi0 and (d) pi+pi−. The full and dashed lines
indicate the same fractions as calculated from a Jetset-noBE sample.
of Q, depends on the simulation of Bose-Einstein symmetry, the use of these models in
data correction procedures introduces a Bose-Einstein model dependence.
Another issue which is affected by Bose-Einstein symmetry, or by the way it is im-
plemented in the models, deals with detector acceptance. As explained in Section 4.3.5,
not all pi0’s in the kinematic regime of interest can be detected. Some of the decay pho-
tons fall outside the acceptance of the detector, or outside the photon selection energy
range. Thus, for a comparison with charged pions in an identical kinematic range, an
acceptance correction has to be applied to selected pi0 pairs. This correction is defined
as the ratio of the number of generated pi0 pairs in the pion kinematic range to the
number of generated detectable pi0 pairs, as a function of Q. It rises from about 2.4 at
vanishing four-momentum difference to 2.7 at Q = 1 GeV, and drops to about 2.0 for
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Q = 2 GeV. For values of Q < 1 GeV, a difference in the correction of approximately
±2% is seen between the sample with Bose-Einstein simulation (Jetset-BE) and the
sample without Bose-Einstein simulation (Jetset-noBE). This adds to the systematic
uncertainty of the final result.
5.2 Neutral Pion Pair Selection
5.2.1 General Selection
After the neutral pion selection, as described in detail in Section 4.3, pi0 candidates
within an event are paired, and their invariant four-momentum difference Q is calcu-
lated. In this pairing, it is required that no bump is common to the two pi0 candidates,
since a pi0 pair decays to four photons (bumps)1.
As seen from the invariant mass spectrum for bump pairs (e.g. Figure 4.17), several
combinations of pi0 bump pairs and non-pi0 bump pairs contribute to the candidate pair
sample. About 30%, the square of the pi0 purity, of the candidate pairs originate from
pi0 pairs, approximately 50% are combinations of pi0 with non-pi0 bump pairs and the
remaining 20% are non-pi0 pairs.
5.2.2 Two-Dimensional Invariant Mass Fit
The different contributions to the pi0 pair candidate sample are disentangled with a
fit method. This method is conceptually the same as for single pi0’s, described in
Section 4.3.2.
Pairs of neutral pion candidates are selected in a wide bump-pair mass window,
ranging from 50 MeV to 220 MeV. For all bins in Q, two-dimensional (2D) distributions
are made for the invariant mass of the one bump pair (m1) in the candidate pair versus
the mass of the other bump pair (m2). An example of such a 2D mass spectrum is
shown in Figure 5.2. The various contributions as described in the previous section,
are clearly visible: non-pi0 candidate pairs give the smooth distribution outside the
pi0 peak regions, pi0 with non-pi0 (background) pairs give the two “ridges” in the pi0 peak
region and pi0 pairs give part of the peak in the centre of the plot, around (m1, m2) =
(135 MeV, 135 MeV). The other part of this peak is caused by the sum of the pi0 with
background ridges.
Combinations of pi0 and non-pi0 in the 2D mass distribution are functionally de-
scribed by:
f2d(m1, m2) = Apipifsig(m1)fsig(m2)
+ Apibg[fsig(m1)fbg(m2) + fbg(m1)fsig(m2)]
+ Abgbgfbgbg(m1, m2),
(5.4)
1The four-momentum difference Q of a pi0 candidate pair with one bump common to the two
candidates is the invariant mass of the other two bumps.
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Figure 5.2. Two-dimensional distribution of the invariant mass of pi0 pair candidates
with a four-momentum difference in the range 0.48 GeV < Q < 0.52 GeV in the 1995
data sample, in bins of 2.5× 2.5 MeV2.
where fbg and fsig have the same functional form as before (Equations (4.4) and (4.6),
respectively). This function is derived from the product of two one-dimensional invari-
ant mass distributions, ftot (4.7). No special ordering to bump pairs is applied, leading
to mass distributions which in principle are symmetric in m1 and m2. Therefore, f2d is
taken to be symmetric in the two masses.
The first term in f2d describes the pi
0pi0 part. With a proper normalization of fsig,
∫∫ 150 MeV
120 MeV
dm1dm2 fsig(m1)fsig(m2) = 1, (5.5)
Apipi gives the number of selected pi
0 pairs in the (double) mass window 120 MeV <
m1,2 < 150 MeV. The second term, with parameter Apibg, describes the pi
0 with non-pi0
pair ridges and the third term (Abgbg) covers the non-pi
0 pair background. As before,
m1,2 are transforms (4.5) of the measured invariant masses.
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The function fbgbg follows from the product of two Chebyshev polynomials of third-
order (fbg) and is again required to be symmetric in the two masses:
fbgbg(m1, m2) = 1 + q1[m1 +m2] + q2[2(m
2
1 +m
2
2)− 2] + q3[4(m31 +m32)− 3(m1 +m2)]
+ q4m1m2 + q5[4m
2
1m
2
2 − 2(m21 +m22) + 1]
+ q6[16m
3
1m
3
2 − 12(m1m32 +m31m2) + 9m1m2]
+ q7[2(m1m
2
2 +m
2
1m2)− (m1 +m2)] + q8[4(m1m32 +m31m2)− 6m1m2]
+ q9[8(m
2
1m
3
2 +m
3
1m
2
2)− 6(m1m22 +m21m2)− 4(m31 +m32) + 3(m1 +m2)],
(5.6)
with q1,... ,9 as free parameters. A special case of fbgbg(m1, m2) is the product fbg(m1)×
fbg(m2), for which the parameters q1,...,9 are related to p1,2,3 via
q1 = p1, q2 = p2, q3 = p3,
q4 = p
2
1, q5 = p
2
2, q6 = p
2
3,
q7 = p1p2, q8 = p1p3, q9 = p2p3.
(5.7)
However, the more general form is needed to get a proper functional description of the
background at small values of Q, due to phase space constraints.
As for the one-dimensional case (Equation (4.8)), the parameter Abgbg can be deter-
mined from the equality of the integral of f2d and the integral (volume) of the original
distribution:
Abgbg =
Nhis − Apipi
∫∫
dm1dm2 fsig(m1)fsig(m2)− 2Apibg
∫∫
dm1dm2 fsig(m1)fbg(m2)∫∫
dm1dm2 fbgbg(m1, m2)
.
(5.8)
The integrals run over the (symmetric) 2D fit range, Nhis is the integral of the original
histogram, i.e. number of entries times 2D bin width.
The optimal values of all 18 parameters of f2d are found from a binned log-likelihood
maximization, with the likelihood function given by:
` =
N∑
i=1
N∑
j=1
nij ln f2d(mi, mj). (5.9)
The double sum runs over all N×N bins in the fit range2, nij is the number of entries (or
volume) in bin (m1, m2) = (mi, mj). To obtain an as accurate as possible determination
of the parameters, the f2d used in this likelihood is actually the 2D integral of f2d over
the bin. These integrals are calculated analytically.
As before, the minuit package is used to maximize `. Derivatives of ` with re-
spect to the function parameters (i.e. derivatives with respect to a parameter of a
2Since f2d(m1, m2) is symmetric in m1,2, the number of evaluations of f2d in the sum can be reduced
from N2 to N(N + 1)/2
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two-dimensional integral over a mass bin) are calculated analytically to ensure stability
of the maximization process. With the normalization as given in Equation (5.5), the
minuit maximization immediately gives the number of pi0 pairs in the (double) mass
window, Apipi, together with the (statistical) uncertainty on this number.
The result of the fit to the invariant mass distribution in Figure 5.2 is shown in Fig-
ure 5.3, for the total f2d, and its three components separately. The function f2d gives a
good description of the shape of the original distribution: in this representative exam-
ple, the χ2 is 4737 for 4606 degrees of freedom, which corresponds to a 9% confidence
level. As a second test, residuals are calculated for six different regions in the (m1, m2)
plane. These regions are chosen below, above and in the pi0 peak window, taking into
account the m1,2 symmetry. In this way, the three different terms in f2d are tested
separately. Both the values of χ2 and of these residuals prove that f2d is very well
suited to describe the mass distributions, for all values of Q under consideration.
In a Monte Carlo sample, the size and shape of the three components of f2d, can
be compared to the expectation. In Figure 5.4, the integral
∫ 150 MeV
120 MeV
dm2 f2d(m1, m2)
is shown as a function of m1, for a Monte Carlo sample in the same four-momentum
difference range as before, 0.48 GeV < Q < 0.52 GeV. The parameters of f2d are
obtained from a fit to the full 2D mass distribution. It is clear that this result is in
good agreement with the expectation from the Monte Carlo generator, where the origin
of each bump in the pi0 candidate pair is known, in principle (see footnote on page 49).
5.2.3 Results
From the deviations in the single pi0 spectra (Figure 4.18), no agreement is expected
between the data and Monte Carlo samples for the four-momentum distribution of pairs
of pi0 candidates (in the 120 MeV < m1,2 < 150 MeV mass window). This is illustrated
in Figure 5.5a, for the 1994 and 1995 data and Monte Carlo samples (Jetset-BE).
However, it is known that for single pi0’s this disagreement is largely caused by non-pi0
background. A similar effect is seen for the background-free Q spectrum of pi0 pairs in
Figure 5.5b. This spectrum is obtained from a two-dimensional mass fit for each bin
in Q, as explained in the previous section. Note that no fit is done for the first Q bin
(Q < 0.04 GeV), due to lack of statistics. The pure pi0pi0 distribution in the data shows
a rather good agreement with the Monte Carlo. Remaining deviations are caused by the
disagreement between data and Monte Carlo in the single pi0 spectra and by imperfect
modelling of Bose-Einstein correlations in the Monte Carlo. This imperfection is not
surprising since this is exactly the effect which is under study.
Apart from the number of pi0 pairs as a function of Q, the fit gives the evolution
with Q of the pi0 mass, i.e. the peak position m in fsig. It is found that this parameter
falls within a window of less than ±0.5 MeV from the average value. The strong depen-
dence of the mass on the photon energy (Figure 4.14) is obscured by the convolution
of the four-momenta of four photons into one variable, Q. The remaining Q depen-
dence is small, relative to the mass resolution. An energy dependent calibration (see
Section 4.3.3) is thus not going to improve the final result significantly.
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Figure 5.3. Fit result for the 2D mass distribution in Figure 5.2 for (a) the total, (b)
the pi0 pairs, (c) the pi0 with non-pi0 pairs and (d) the non-pi0 pairs.
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Figure 5.4. The integral
∫ 150 MeV
120 MeV
dm2 f2d(m1, m2, ) as a function of m1, obtained from
a 2D mass distribution in Monte Carlo, in the range 0.48 GeV < Q < 0.52 GeV.
The different components are shown for the result of the 2D fit and for the generator
expectation.
Moreover, the Q evolution of m and the other parameters of fsig (i.e. σ, α and β)
in the data is very well reproduced by the Monte Carlo simulation. However, if these
parameters are determined from the invariant mass distribution of all selected pi0’s (e.g.
Figure 4.17), and fixed in the 2D fit, then an inferior 2D fit quality is obtained.
As for the functional form of fbgbg, the parameters q1,... ,9 at Q . 600 MeV deviate
significantly from the values expected for the product fbg(m1) × fbg(m2), as given in
Equation (5.7). This “proves” the necessity for the general form of fbgbg.
5.2.4 Selection Performance
The efficiency to actually select a pi0 pair in an event is low and strongly dependent
on the four-momentum difference Q. This is indicated for the Monte Carlo samples
in Figure 5.6a. The efficiency plotted here is defined in the same way as the single
pi0 selection efficiency in Section 4.3.5. That is, only those generated pi0 pairs are
counted which are detectable (all four decay photons within the kinematic cuts of the
photon selection), and decay pions from K0S and Λ are included. As observed before, the
selection efficiency in 1994 is lower than in 1995, due to the higher single crystal energy
thresholds in 1994. The factor of two difference in efficiency is roughly the difference
in photon selection efficiency (Section 4.2.5), to the fourth power.
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Figure 5.5. Four-momentum difference spectra for (a) pairs of pi0 candidates and
(b) pairs of pi0’s, as obtained from 2D mass fits, in both the data and Monte Carlo
samples.
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In Figure 5.6b, the pi0pi0 purity of the raw sample of all pi0 candidate pairs is shown,
ranging from 10% at low Q to about 35% at Q = 2 GeV. The difference between
data and Monte Carlo is in agreement with the large discrepancy in the raw spectrum,
Figure 5.5a. Due to the lower selection efficiency in 1994, the purity in 1994 is higher
than in 1995 (see footnote on page 72). This purity number is of no importance for the
analysis, since pure pi0pi0 spectra are obtained from the fit.
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Figure 5.6. (a) Efficiency to select a pi0 pair in Monte Carlo, as a function of four-
momentum difference. Both the result from the mass fits and the expectation from the
Monte Carlo generator, where the four photons in a pair are required to originate from
pi0pi0, are shown. (b) Purity of the pi0 candidate pair sample calculated from the fit
result, for both data and Monte Carlo.
In the efficiency calculation, the generated sample includes neutral pions from K0S de-
cay. The K0S is rather long lived and decays some distance away from the primary vertex.
The momentum of the photon is, however, measured with respect to the primary ver-
tex. This implies that pi0’s from K0S decays cannot be reconstructed as efficiently as
other pi0’s, which explains the small dip in efficiency in the bin around Q = 420 MeV
(see also Figure 5.1a, pi0 pairs from K0S decay give about 20% of all pairs in that bin).
In more general terms, the pi0 selection is more sensitive to pi0’s that are produced at a
small distance from the primary vertex, i.e. in the hadronization process or from decay
of short living resonances.
A point of concern is the difference at Q < 300 MeV between the efficiency obtained
from the 2D mass fit and that from the Monte Carlo generator itself, where the four
bumps are demanded to originate from a pi0 pair. This indicates a bias in the fit, even
though the quality of the fit (χ2, residuals) in these bins is as good as in the other
bins. Apparently, the information contained in the mass distribution is not sufficient
to separate the different components. Since a similar (but unknown) effect is likely to
be present in the data, these bins are not considered for the final result.
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Another problem at small Q values is the strong dependence of the efficiency esti-
mate on the generator used in the Monte Carlo (Jetset-BE or Jetset-noBE). Due
to the low selection efficiency, this is not easily visible in the fully simulated Monte
Carlo samples. Therefore, two new samples of Jetset-BE and Jetset-noBE of 500k
events each are generated. A simple simulation of the detector is applied by smearing
photon energies by 5% and photon production angles by 7.5 mrad. The usual photon,
pi0 and pi0pi0 selection is then performed, starting from photons which are separated from
any other stable particle by more than 39.2 sin(θγ) mrad, with respect to the primary
vertex. This opening angle corresponds to the size of the front face of one BGO crystal.
Finally, the pi0 pair selection efficiency is calculated, which in this manner includes the
inefficiency caused by the detector (ECAL) geometry but not the full inefficiency from
the electromagnetic shower shape discrimination and the charged particle rejection.
The ratio of this efficiency in the Jetset-BE sample to that in the Jetset-noBE
sample is displayed in Figure 5.7. The figure shows that for Q < 300 MeV the efficiency
depends strongly on the Bose-Einstein simulation (with LUBOEI). This gives a second
reason for not using these bins in the final result.
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Figure 5.7. Ratio of the efficiency to select a pi0 pair in Jetset-BE to the efficiency in
Jetset-noBE (with a simple detector simulation), as a function of the four-momentum
difference.
A third reason for not using the bins at Q < 300 MeV is the decay of the η meson. As
explained in Section 5.1, the four-momentum difference of pi0 pairs from a η → pi0pi0pi0
decay is kinematically constrained to Q < 311.7 MeV. At these values of Q, more than
20% of all pi0 pairs originate from an η decay. A rejection of the small-Q region thus
avoids systematic uncertainties due to the simulation of the η multiplicity.
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5.3 Charged Pion Pair Selection
The selection of pairs of charged pions is simple, compared to the procedure for pairs
of neutral pions. Tracks selected within an event (i.e. good quality tracks, in the 1995
data only) are paired and their four-momentum difference Q is calculated. In this
calculation, the energy of a track is calculated from the measured track momentum,
assuming the pi± mass for all tracks. Figure 5.8 displays the four-momentum difference
of selected track pairs, for both identical-charge pairs and opposite-charge pairs. These
are not pure pi±pi± or pi+pi− distributions, but contrary to the pi0pi0 case, no efficient
track identification can be done.
Rather good agreement is found between the data and the Jetset-BE distribution,
whereas the Jetset-noBE sample disagrees with the data. This indicates that the
LUBOEI modelling of Bose-Einstein correlations in Jetset-BE is quite good, although
not sufficient.
The opening angle between a pair of tracks is best described by Jetset-noBE, as
shown in Figure 5.9. Since the opening angle is, in a non-trivial way, related to the
four-momentum difference of the track pair, this seems to be in contradiction with the
measured Q spectra, and this may lead to the conclusion that LUBOEI fails to describe
Bose-Einstein correlations. However, the two Monte Carlo samples used here differ in
the simulation of the TECZ chambers, and neither of the two give a perfect description
of the polar angle distribution, as shown before in Figure 4.23. A firm conclusion is
therefore not possible.
In contrast to the neutral pion case, where a pure pi0pi0 sample is obtained, both the
efficiency to select a charged pion pair as a track pair, and the pion purity of the track
pair sample have to be determined from the Monte Carlo simulation. This selection
efficiency is defined as the ratio of the number of charged pion pairs in the selected
sample, to the number of generated charged pion pairs in the kinematic range used
in the selection (including decay products of K0S and Λ). The purity is given by the
fraction of pion pairs in the sample of selected track pairs. These numbers are plotted
in Figure 5.10, as a function of four-momentum difference.
Again, a large difference is seen between the two Monte Carlo samples. These
differences can be attributed to LUBOEI, as is seen from, e.g., the pi±pi± purity. The
Jetset-BE sample gives a larger fraction of pi±pi± pairs at low values of Q, since
LUBOEI shifts pi±pi± pairs to this region, while pushing other particle combinations to
higher values of Q. In the efficiency, a similar effect is observed. However, the difference
between Jetset-BE and Jetset-noBE of the ratio of purity to efficiency depends
only weakly on Q. It is effectively this ratio which is used to correct the data spectrum
for selection inefficiency and purity. The remaining model dependence, including that
from the TECZ simulation, adds to the systematic uncertainty on the final result.
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Figure 5.8. Four-momentum difference spectrum for pairs of charged tracks with
(a) identical charge and (b) opposite charge, in both the data and Monte Carlo
(Jetset-BE and Jetset-noBE) samples. The distributions are normalized by the
total number of selected track pairs.
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Figure 5.9. Opening angle between pairs of charged tracks with (a) identical charge
and (b) opposite charge, in the data, Jetset-BE and Jetset-noBE samples.
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Figure 5.10. (a) Efficiency to select a charged pion pair, and (b) pion purity of the
track pair sample, in Jetset-BE and Jetset-noBE.
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The low pi+pi− selection efficiency in the bin around Q = 420 MeV is caused by
the limited efficiency to select charged pions from K0S decays. Due to its long lifetime,
tracks from this decay are on average shorter and have a larger DCA than tracks
from the primary vertex. Therefore, not all of these tracks pass the track quality cuts
(Section 4.4). In general, the track selection is more sensitive to pi±’s that are produced
close to the primary vertex, as shown before for pi0’s (Section 5.2.4). The structure in
the pi+pi− purity around Q = 700 MeV is a remnant of the ρ resonance (see Figure 5.1).
5.4 pi±pi0 Selection
To arrive at a four-momentum difference spectrum for pi±pi0 pairs, selected tracks (in
1995 data only) are paired with pi0 candidates in the same event, and their four-
momentum difference Q is calculated. This spectrum has background contributions
from non-pi± tracks and non-pi0 bump pairs. As explained before for single pi0 distribu-
tions (Section 4.3.4) and for the Q distribution of pi0 pairs (Section 5.2.2), the pi0 and
the non-pi0 components are disentangled with an invariant mass fit. The pi± purity of
the pi0-track sample, as well as the pi±pi0 selection efficiency have to be estimated from
a Monte Carlo simulation.
The Q spectrum for pairs of a pi0 and a track is determined as follows. For every
bin in Q, invariant mass plots are made for bump pairs in that bin, with 50 MeV <
minv < 220 MeV. Following the method used for the E, θ and φ spectra of single pi
0’s in
Section 4.3.4, the function ftot (4.7) is fitted to each of these mass distributions, except
for the bin Q < 0.04 GeV. With fsig properly normalized, the parameter Asig then gives
the number of pi0-track pairs for each bin in Q.
Figure 5.11 displays the final spectrum, obtained from the invariant mass fits in the
data and the Monte Carlo samples, normalized by the number of events. The data are
in good agreement with the expectation from Jetset-BE. The Jetset-noBE sample
gives an overestimate of the number of pairs per event, and it also disagrees slightly
with the data in shape. This difference is discussed in more detail in Section 6.4.
Similar to the pi0pi0 case, the dependence of the pi0 mass (peak position) on Q is less
than ±0.5 MeV with respect to the average value.
As an example of the performance of the pi±pi0 selection, Figure 5.12a gives a se-
lection efficiency estimate, as a function of Q. This efficiency is defined as the number
of pi±pi0 pairs obtained from mass fits to a sample of selected pi0 candidate-track pairs,
where the track is required to correspond to a pi±, divided by the number of generated
pi±pi0 pairs in the same events. In the generated sample, all pions are taken in the
kinematic range of the charged pion selection (including pions from K0S and Λ decay),
so this definition includes an acceptance correction for pi0’s. Again, a difference is found
between the two Monte Carlo samples. In this case, the difference is a Q independent
scale factor. As mentioned before, this difference is caused both by the simulation of
Bose-Einstein correlations, and by the difference in simulation of the TECZ chambers.
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Figure 5.11. Four-momentum difference spectrum for pairs of a track with a pi0, as
obtained from a pi0 mass fit, in both data and Monte Carlo (Jetset-BE and Jetset-
noBE). The distributions are normalized by the number of events.
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Figure 5.12. (a) Selection efficiency for pi±pi0 pairs in the Jetset-BE and Jetset-
noBE samples. (b) pi0 purity of the bump pair-track sample in the data, Jetset-BE
and Jetset-noBE samples.
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The purity given in Figure 5.12b is the pi0-track fraction of the total pi0 candidate-
track pair sample. It is clear that in the data, more non-pi0 bump pairs contribute
to the spectrum, thus causing a lower purity. This effect was seen before in, e.g., the
pi0pi0 purity, Figure 5.6. The fraction of pi±pi0 pairs in the pi0-track sample is not shown
here. This fraction, together with the efficiency defined in the previous paragraph, is
needed to correct the data for all selection inefficiencies and sample impurities. It can
be determined from the Monte Carlo simulation only.
5.5 Pion Pair Resolution
The precision (resolution) of the four-momentum difference measurement for any pion
pair combination is estimated from the fully simulated Monte Carlo sample. This is
done by considering only those selected bump pairs (pi0 candidates) which are caused
by a photon pair from a neutral pion, and those selected tracks which originate from
charged pions. Selected neutral pions with one of the two decay photons converted
before detection are included in the sample.
For a quantitative estimate of the resolution, distributions of the uncertainty ∆Q are
made for bins in Q. This uncertainty on Q is simply defined as ∆Q = Qrec−Qgen. Here,
Qrec is the four-momentum difference reconstructed from the selected pions, and Qgen is
the correct, generated Q of the same pion pair. The Gaussian function with exponential
tails (4.6) is then fitted to each of the ∆Q distributions, and the width of the Gaussian
σ is taken as measure of the resolution. Figure 5.13 shows this quantity as a function
of Qgen, for all possible pion combinations.
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Figure 5.13. Four-momentum difference resolution for all pion pair combinations.
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In 1994, the resolution for pi0 pairs is worse than in 1995. This is in agreement
with the better performance of the ECAL in 1995, in part due to the lower crystal
energy thresholds. For pi±pi0 pairs, the resolution is better than for pi0pi0. The reason
is that the low momentum resolution of the TEC is better than that of the ECAL,
and it is these particles that contribute most to low Q values. Moreover, for the pi±pi0
Q measurement, three particle-measurements are combined, whereas for pi0pi0, four
measurements are combined into one variable (Q), giving an additional uncertainty.
For both reasons, the resolution for pairs of charged pions (two measurements) is even
better. The resolution for pi±pi± and pi+pi− pairs is identical, because the momentum
measurement is independent of the sign of the charge of the pion.
6Results
The final steps for a measurement of Bose-Einstein correlations of pion pairs are de-
scribed in this chapter. First, expectations from the Jetset Monte Carlo generator
with the LUBOEI implementation of Bose-Einstein correlations are given. Next, the four-
momentum difference distributions, as described in Chapter 5, are used to determine
the correlation function (2.12), for all pion pair combinations. Finally, a comparison is
made between the different pion combinations, especially pi0pi0 and pi±pi±.
As described in detail in Section 2.3.2, the correlation function can be parameterized
by a Gaussian function, under the assumption of a spherical boson source. Here, the
function
C2(Q) = N (1 + αQ)(1 + λe−Q2R2) (6.1)
is used to fit to the experimental correlation functions. This form is an extension of that
of Equation (2.24). As before, Q is the four-momentum difference of the pion pair, R is
a measure of the source size and λ quantifies the “strength” of the correlation, in other
words the fraction of effectively interfering pion pairs. The extra factors N (1+αQ) are
normalization factors. They account for possible long-range momentum correlations,
such as energy-momentum conservation, as well as for possible differences in pion mul-
tiplicity in the data and reference samples, over the four-momentum difference range
studied.
6.1 Monte Carlo Generator Level Study
Figure 6.1 displays the correlation function C2(Q) for all pion pair combinations, as
obtained from a Monte Carlo sample at generator level. In this case, C2(Q) is the ratio
of the Q distribution of pion pairs, in the kinematic range of the selection, taken from
a Jetset-BE sample at generator level, to the distribution of pairs from a Jetset-
noBE sample. The latter sample acts as the reference sample P0. The main difference
between the two samples is the simulation of Bose-Einstein correlations with LUBOEI.
As expected, a large enhancement at small four-momentum difference Q is found
for identical pions. From the C2(Q) value for Q→ 0, it is clear that the enhancement is
stronger for pi±pi± than for pi0pi0. This is in agreement with the lower fraction of pi±pi±
pairs from resonance decays (Figure 5.1).
In the region of interest 300 MeV < Q < 2 GeV (see Section 5.2.4), the parameteri-
zation (6.1) of C2(Q) gives a good description of the correlation function. From the fit
of this function to the spectra of pi±pi± and pi0pi0, it is found that the radius of the pion
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Figure 6.1. Correlation function C2(Q) at generator level for (a) pi
0pi0 and (b) pi±pi±.
The open points indicate C2(Q), the full line corresponds to the fit result and the
dashed line is the normalization. The arrow indicates the lower limit of the fit range
and the dotted line is the extrapolation of the fit result in that range. Similar correlation
functions for (c) pi±pi0 and (d) pi+pi−, where the full line corresponds to the correlation
function from a sample with pions from ρ decay removed.
source is the same for neutral and charged pions. This is actually the assumption in
LUBOEI. However, the correlation function as it is defined here (in a specific kinematic
range for pions), does not have a Gaussian shape for Q < 300 MeV. The Gaussian
shape is expected from the assumption in LUBOEI (see also [50,51]). The slope of the
normalization is partly a property of LUBOEI: identical pions close to each other in mo-
mentum space are moved together even more, which causes others to be moved further
apart.
For non-identical pairs, a similar but weaker enhancement is seen near Q = 0, and
a large structure appears in the ρ mass region. If pions from ρ decay are removed from
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the generated samples, then a smooth enhancement towards low Q is observed. These
“fake” correlations are due to the simulation by LUBOEI of “real” correlations between
identical pions. Therefore, it is unclear how to interpret similar spectra in the data.
The string fragmentation model itself can mimic Bose-Einstein-like correlations.
The ratio of Q spectra for Jetset-noBE to Jetset-BE with LUBOEI switched off,
gives a value of λ = 0.1. This enhancement is solely due to the different fragmentation
model parameter tunings in the two samples. These tunings are partly based on jet
shapes, which are obviously sensitive to Bose-Einstein correlations. Moreover, the
ratio of Jetset-BE to Jetset-BE without LUBOEI instead of Jetset-noBE, gives
a slightly smaller pion source size.
From this, it is clear that the result of a quantitative measurement of Bose-Einstein
correlations depends on which reference sample is used. Thus, the use of different
reference samples in a comparison of different pions gives a bias in the result. For that
reason, in this work the same Monte Carlo sample, Jetset-noBE, is used to obtain
the reference for all pion pair combinations.
6.2 Neutral Pions
The final correlation distribution C2(Q) (2.12) for pi
0pi0 is obtained from the Q distri-
bution in the data, Figure 5.5b, normalized by the number of events. This spectrum
is scaled bin-by-bin in Q by the inverse of the detector and selection efficiency. The
statistical uncertainty on the efficiency corrected spectrum is calculated as the uncer-
tainty on the number of selected pi0 pairs in each bin, as obtained from the 2D mass
fit, scaled by the same efficiency inverse, taking into account the statistical uncertainty
on the efficiency determination.
Two different definitions of efficiency are considered. The first is that described
in Section 5.2.4 and shown in Figure 5.6a. It is the ratio of the number of selected
pi0 pairs in a Monte Carlo sample, obtained from the two-dimensional mass fit, to the
number of generated and detectable pi0 pairs (i.e. all four decay photons within the
photon selection cuts) in the same events. In the second definition, the acceptance
correction as introduced in Section 5.1 is included. Effectively, the efficiency is then
the ratio of the number of selected pi0 pairs to the number of generated pairs of pi0’s, in
the kinematic range of the pion selection. In this way, the correlation of pi0 pairs can
directly be compared to that of charged pions. In both cases, the efficiency is calculated
from the Jetset-BE Monte Carlo sample, and the generated sample includes pions
from K0S and Λ decays.
The reference distribution P0(Q) is calculated from a Jetset-noBE sample at
generator level, normalized by the number of events in this sample. In P0, pions are
taken in the same kinematic range as in the definition of the selection efficiency. The
correlation distribution C2(Q) is then simply the ratio of the efficiency corrected data
distribution to the reference distribution. No other normalizations are applied than the
ones mentioned.
102 Results
Finally, the Gaussian parameterization of the correlation function (6.1) is fitted to
the ratio C2(Q), for Q < 2 GeV. The fit is also restricted to the bins Q > 300 MeV
for the reasons given in Section 5.2.4. The overall normalization N is determined from
the integrals of the correlation function in the data and the fit function. The only free
parameters are λ, R and α.
In Figure 6.2 the distribution of C2(Q) is given for the 1994 and 1995 data separately,
together with the results of the fits. For these plots, the second efficiency definition
(pions in kinematic range) is used. An enhancement at low Q values, expected from
Bose-Einstein symmetry, is visible. The fit results are summarized in Table 6.1. The
statistical significance of the result for the two data sets individually is modest, but the
resulting values of λ,R and α are in good agreement with each other.
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Figure 6.2. Distributions of C2(Q) for pi
0pi0 and the results of the fit for (a) 1994 data
and (b) 1995 data. The open points indicate data points not used in the fit.
year λ R [fm] α χ2/ndof
1994 0.150± 0.069 0.302± 0.089 0.025± 0.043 50.5/40
1995 0.181± 0.076 0.339± 0.118 0.013± 0.046 34.5/40
Table 6.1. Values of λ,R, α and χ2/ndof from fits to the pi0pi0 data sample in 1994 and
1995 separately. The uncertainty is statistical only.
The normalization in the two samples is not identical. This is caused by the missing
simulation of time dependent detector inefficiencies in the 1994 Monte Carlo sample
and follows directly from the differences between data and Monte Carlo in the single
pi0 spectra, shown in Figure 4.18. Due to the incomplete modelling of the detector in
1994, the pion-pair selection efficiency obtained from the Monte Carlo sample is an
overestimate of the performance of the detector. However, the difference between this
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overestimated efficiency and the “real” efficiency is a scale factor, independent of the
four-momentum difference Q. This has been tested by rejecting bumps in a certain
region of the ECAL, to simulate the malfunctioning of a Level 1 readout box. The
pi0 pair selection efficiency in this sample deviates from the original efficiency by a
constant scale only.
In the sum of the data of 1994 and 1995, the normalization difference is taken
into account. The 1994 spectrum, corrected for efficiency, is scaled such that the total
number of pi0 pairs in the range 300 MeV < Q < 2 GeV is identical to that in 1995.
The sum of the scaled 1994 spectrum and the 1995 spectrum is then used to calculate
the correlation function. Figure 6.3 displays this correlation function, with the result
of a fit. The χ2 value of 46.1 for 40 degrees of freedom corresponds to a 23% confidence
level.
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Figure 6.3. Distribution of C2(Q) for pi
0pi0 and the result of the fit for the total data
sample. The open points indicate data points which are not used in the fit.
6.2.1 Systematic Uncertainties
The systematic uncertainties on the result are estimated by varying the selection cri-
teria and the modelling of Bose-Einstein correlations in the Monte Carlo sample, and
by testing the agreement between data and Monte Carlo. For each of these sources
of uncertainty, the whole analysis is redone. An overview of the results is given in
Figure 6.4, for the total data sample with the second efficiency definition (pions in
kinematic range). The exact values for λ,R and α are given in Tables A.1 and A.2 in
the appendix.
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Default
NNout > 0.4
NNout > 0.6
dbump-track > 40 mm
dbump-track > 50 mm
Jetset noBE
NNout / dbump-track wghts
E / cos(θ) weights
0.02 < Q < 2.02 GeV
37.5 < mγγ < 207.5 MeV
62.5 < mγγ < 232.5 MeV
115 < mpi < 155 MeV
125 < mpi < 145 MeV
40 bins
60 bins
no K0S in fit
|cosθ| < 0.7
E > .15 GeV
E < 4.0 GeV
λ R [fm] α
0 0.2 0.4 0.1 0.35 0.6 -0.1 0.05 0.2
Figure 6.4. Values of λ,R and α in the total pi0pi0 data sample, for each of the system-
atic sources studied. The vertical line corresponds to the result with default selection
criteria, the dashed lines indicate the statistical uncertainty on this result.
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First of all, the uncertainty due to the photon selection is determined by varying
the photon selection cuts (Section 4.2.4). The cut on NNout is set to 0.4 and 0.6, and
dbump-track is increased to 40 mm and 50 mm. The pi
0 selection is tested by changing
the size of the mass window (Section 4.3.1) to 40 MeV and to 20 MeV. Here, the
window is kept symmetric around 135 MeV. Deviations from the result with default
cuts are in general smaller than the statistical uncertainty on the default result. For
the NNout > 0.6 case, the statistical uncertainty becomes large, due to the reduced
selection efficiency.
Secondly, the pi0pi0 selection is investigated. This selection is basically the two-
dimensional mass fit (Section 5.2.2), on top of the pi0 selection. Therefore, uncertainties
are quantified by changing the two-dimensional fit range by ±12.5 MeV. A rather large
shift is seen for λ, but this shift is correlated with a similar shift in α.
As mentioned before (Section 5.1), a large uncertainty is expected from the physics
modelling in the Monte Carlo sample used in the efficiency (and acceptance) correction
procedure. Therefore, the Jetset-noBE sample is used instead of Jetset-BE. Again,
the resulting large shift in λ is correlated with the shift in α. The value of R falls within
the statistical uncertainty on the default result.
In Figures 4.8 and 4.18, data and Monte Carlo are seen to disagree at the photon
and single pi0 level. Although part of this disagreement may be due to an incorrect
modelling of the underlying physics, it is taken into account in the following way. For
bins in Ebump, NNout and dbump-track, weights are given to ECAL bumps in the Monte
Carlo sample, such that agreement with data is obtained for the NNout and dbump-track
distributions, for both years separately. With these weights, the whole analysis is
then redone. Similarly, weights are given to pi0’s in data to make their polar angle
distribution symmetric and to pi0’s in Monte Carlo in bins of energy, according to
the spectrum in data. For both cases, this adds mostly to the uncertainty on the
normalization parameter α. The strength λ and the size R are not so much affected.
Finally, the binning in Q is varied. This includes a shift of all bins by 20 MeV, and a
change of bin size to 50 MeV and 33.3 MeV (40 and 60 bins in the range 0 < Q < 2 GeV,
respectively). The influence of this is negligible.
On top of these sources of uncertainty, some others are investigated but not included
in the final result. Bins around the K0S are removed from the fit, leading to an almost
negligible change in fit values. This indicates that the K0S multiplicity is well simulated
in the Monte Carlo samples. Furthermore, a small effect is seen from changing the
acceptance, i.e. the kinematic range (energy and polar angle) of the whole analysis.
Since in the end, a comparison of the pi0pi0 with the pi±pi± result in the same kinematic
range is made, this acceptance variation is not considered any further.
The final systematic uncertainty on the result due to each of these sources is quan-
tified as half the maximum deviation within the source of uncertainty. A summary
of the uncertainties is given in Table 6.2, for both definitions of efficiency. The total
systematic uncertainty is calculated as the quadratic sum of these numbers.
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γ’s in kinematic range pi0’s in kinematic range
Source ∆λ ∆R [fm] ∆α ∆λ ∆R [fm] ∆α
Photon selection 0.020 0.041 0.012 0.020 0.052 0.009
Mass window 0.012 0.005 0.007 0.011 0.008 0.007
2D fit range 0.069 0.015 0.043 0.056 0.019 0.036
MC modelling 0.017 0.025 0.016 0.037 0.035 0.020
Data-MC agreement 0.017 0.017 0.038 0.012 0.018 0.034
Q-binning 0.003 0.011 0.004 0.004 0.013 0.003
Total 0.077 0.054 0.061 0.072 0.070 0.055
Table 6.2. Systematic uncertainties on λ, R and α for the pi0pi0 data sample.
For the first efficiency definition, based on detectable pi0’s, the final result is
λ = 0.190± 0.062 (stat.)± 0.077 (syst.),
R = 0.291± 0.061 (stat.)± 0.054 (syst.) fm,
α = 0.027± 0.040 (stat.)± 0.061 (syst.).
(6.2)
Here, the first uncertainty is due to statistics, the second is systematic. With the second
definition of efficiency, for all pi0’s in the kinematic range, the final result reads
λ = 0.155± 0.054 (stat.)± 0.072 (syst.),
R = 0.309± 0.074 (stat.)± 0.070 (syst.) fm,
α = 0.021± 0.034 (stat.)± 0.055 (syst.).
(6.3)
In Section 6.5, this result is compared to the result for charged pion pairs. The two
definitions of efficiency give compatible results.
6.3 Charged Pions
The final correlation function C2(Q) for pi
±pi± is calculated in a similar way as the
one for pi0pi0. The pi±pi± data distribution (Figure 5.8a) normalized by the number of
selected events, is used as the data input. This normalization is different from the one
in Figure 5.8a, where the total number of selected track pairs is used. The spectrum
is then scaled by a correction factor which is the ratio of the pi±pi± purity to the pi±pi±
selection efficiency (Figure 5.10). As for the second efficiency definition for pi0pi0, the
efficiency is based on all generated pi±’s in the kinematic range of track selection, and
decay products of K0S and Λ are taken into account. The statistical uncertainty on the
final data spectrum is calculated as the uncertainty on the content of each bin in the
original data distribution (assuming a Poisson distribution), scaled by the inverse of
the efficiency.
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As for pi0pi0, the reference distribution P0(Q) is taken from a Jetset-noBE sample
at generator level, normalized by the number of events in this sample, with pions taken
in the kinematic range of the track selection. The correlation distribution C2(Q) is
then again the ratio of the corrected data distribution to the reference distribution. No
other normalizations are applied than the ones mentioned.
Although there is no reason to reject the bins at Q < 300 MeV, the parameterization
of the correlation function (6.1) is fitted to the ratio C2(Q) in the bins 300 MeV < Q <
2 GeV only. In this way, an unbiased, quantitative comparison can be made with the
pi0pi0 result. As before, the free parameters in the fit are λ, R and α.
Figure 6.5 shows the correlation function for pi±pi± and the result of the fit. Due
to the higher selection efficiency for charged pions as compared to neutral pions, the
significance of the low Q value enhancement is much larger. The χ2 of 42.6 for 40 degrees
of freedom corresponds to a 36% confidence level.
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Figure 6.5. Distribution of C2(Q) for pi
±pi± and the result of the fit for the 1995 data
sample. The open points indicate data points which are not used in the fit.
6.3.1 Systematic Uncertainties
Several sources of systematic uncertainty on the result are studied. The procedure is
the same as used in the pi0pi0 case. The result is given in Figure 6.6 and Table A.3 in
the appendix.
The cuts on the quality of the tracks (Section 4.4) are varied as follows. First, the
requirement of a TECZ or SMD z hit in the track fit is removed. Next, cuts on number
of hits, number of hits in the inner TEC and distance of closest approach are varied.
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Default
no TECZ / SMDz
Jetset noBE
loose selection
strict selection
# hits ≥ 30
# hits ≥ 45
# ITEC ≥ 0
# ITEC ≥ 3
|dca| < 10 mm
|dca| < 7.5 mm
|dca| < 3.5 mm
|dca| < 2 mm
|dca| < 1 mm
|dca| < 0.4 mm
0.02 < Q < 2.02 GeV
40 bins
60 bins
|cosθ| < 0.7
E > .3 GeV
E < 4 GeV
λ R [fm] α
0.22 0.27 0.32 0.4 0.45 0.5 0 0.02 0.04
Figure 6.6. Values of λ,R and α in the pi±pi± data sample, for each of the system-
atic sources studied. The vertical line corresponds to the result with default selection
criteria, the dashed lines indicate the statistical uncertainty on this result.
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A loose selection is defined as number of hits at least 30 (default is 35), distance of
closest approach less than 10 mm (default 5 mm) and no cut on the number of hits in
the inner TEC. The other cuts are kept fixed. Similarly, a strict selection is obtained
by requiring at least 45 hits, a distance of closest approach of less than 1 mm and at
least three inner TEC hits (default is one). These loose and strict selections and the
TECZ / SMD z requirement are used to estimate the uncertainty on the final result
due to track selection. The source size R is not so much affected by these variations.
The uncertainty due to the physics modelling, in particular the modelling of Bose-
Einstein correlations, is tested by using Jetset-noBE in the analysis, instead of
Jetset-BE. It causes a large decrease in the value of λ, related to the disagreement
between data and Monte Carlo in the raw Q spectrum. The parameter R is almost
unchanged.
Furthermore, the binning in Q is varied, as it is done for pi0pi0. All bins are shifted
by 20 MeV and the bin size is varied. Again, this has a negligible effect on the result.
Finally, a variation of the kinematic range of the whole analysis is applied as in the
pi0pi0 case. This mostly affects the normalization parameter α. It is not included in the
final result.
The final systematic uncertainty for each of the sources is assigned as half the max-
imum deviation within each source of uncertainty. The total systematic uncertainty is
calculated as the quadratic sum of these uncertainties. A summary is given in Table 6.3.
Source ∆λ ∆R [fm] ∆α
Track selection 0.011 0.009 0.009
MC modelling 0.022 0.003 0.002
Q-binning 0.001 0.001 0.001
Total 0.025 0.010 0.009
Table 6.3. Systematic uncertainties on λ, R and α for the pi±pi± data sample.
The final result for pi±pi± correlations is
λ = 0.286± 0.008 (stat.)± 0.025 (syst.),
R = 0.459± 0.010 (stat.)± 0.010 (syst.) fm,
α = 0.015± 0.003 (stat.)± 0.009 (syst.).
(6.4)
In Section 6.5, this result is compared to the result for pi0pi0, Equation (6.3).
It is hard to make a quantitative comparison with results from other experiments.
This is due to, e.g., differences in kinematic cuts, in pion impurity corrections, and
in the choice of the reference sample P0. Nonetheless, the source size found here is
in reasonable agreement with other measurements at LEP of hadronic events at the
Z resonance (see e.g. [59]). Due to the larger size of the colliding particles, it is not
surprising that in heavy-ion collisions the charged pion source is found to be larger, of
the order of several femtometre [55,56].
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6.4 Non-Identical Pions
Correlation functions for pi+pi− and pi±pi0 pairs can be calculated in a similar way as
the ones for pi0pi0 and pi±pi±. However, a comparison of the raw four-momentum dif-
ference spectra, i.e. not corrected for purity and efficiency, in data and Monte Carlo
(Figures 5.8b and 5.11) gives some information already on possible Bose-Einstein corre-
lations between non-identical pions. This is illustrated in Figures 6.7a,b as the ratio of
the data spectra to the spectra in the fully simulated Jetset-BE and Jetset-noBE
samples. Apart from a normalization difference, the Jetset-BE sample gives a rather
good description of the distribution in the data.
Q [GeV]
ra
tio
(a) Data/Jetset-BE
Data/Jetset-noBE
pi+pi−
Q [GeV]
ra
tio
(b) Data/Jetset-BE
Data/Jetset-noBE
pi±pi0
Q [GeV]
C 2
(Q
)
Data
MC
MC without ρ0
(c) pi+pi−
Q [GeV]
C 2
(Q
)
Data
MC
MC without ρ±
(d) pi±pi0
0.8
0.9
1
1.1
0 0.5 1 1.5 2 0.8
0.9
1
1.1
0 0.5 1 1.5 2
0.9
1
1.1
0 0.5 1 1.5 2
0.9
1
1.1
0 0.5 1 1.5 2
Figure 6.7. Ratio of four-momentum difference spectra in data and Monte Carlo for
(a) pairs of charged tracks with opposite charge and (b) pairs of track and pi0. The
distributions in the ratio are normalized by the total number of selected events. Corre-
lation function C2(Q) for (c) pi
+pi− and (d) pi±pi0, together with the correlation function
at generator level.
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The correlation functions themselves are given in Figures 6.7c,d. As before, these
are obtained from the Q distributions in the data, corrected for charged pion purity
and selection efficiency, and a reference distribution from Jetset-noBE. In the same
plots, the correlation distributions at generator level are shown (see Figures 6.1c,d).
As expected from the agreement of the data spectra with Jetset-BE, the correlation
functions in the data follow the shape in the Monte Carlo samples quite well.
These results are rather surprising, but make a simple interpretation in terms of pos-
sible Bose-Einstein correlations difficult. As shown here and in Figure 6.1, the LUBOEI
routine does not only affect pairs of identical pions, but also pairs of non-identical pi-
ons. In particular, the shape of the ρ resonance is affected (see also Figure 5.1). It is
surprising that the data are compatible with these “fake” correlations, including the
shape of the ρ.
For pi+pi− at Q < 200 MeV, the ratio of data to Monte Carlo and C2(Q) show an
increase. This can be explained by the large influence of Coulomb interactions between
the pions. For larger values of Q, this effect is negligible. Moreover, the behaviour of
the detector in that region is not perfectly understood.
At this stage, no conclusion can be drawn on the (non)-existence of Bose-Einstein
correlations of pairs of non-identical pions (pi+pi−, pi±pi0). Detailed studies are needed
on the shape of the ρ resonance, in the presence of the many pions in hadronic event
at the Z resonance (see e.g. [59,89]). Furthermore, the “fake” correlations caused by
LUBOEI have to be investigated in detail.
6.5 Comparison of Neutral and Charged Pions
The final values for the strength of the correlation λ, the corresponding radii of the
boson sources R and the normalization factors α are summarized in Table 6.4. These
values are identical to those in Equations (6.3) and (6.4), for pions with 200 MeV <
Epi < 6 GeV and | cos(θpi)| < 0.73.
Sample λ R [fm] α
pi0pi0 0.155± 0.054± 0.072 0.309± 0.074± 0.070 0.021± 0.034± 0.055
pi±pi± 0.286± 0.008± 0.025 0.459± 0.010± 0.010 0.015± 0.003± 0.009
Table 6.4. Values for λ, R and α, for both the pi0pi0 and the pi±pi± data samples.
The first uncertainty is statistical, the second systematic.
Due to the lower efficiency of the pi0pi0 selection, the statistical uncertainty on the
pi0pi0 result is larger than the statistical uncertainty on the pi±pi± result. Within the
uncertainties, the data indicate both a weaker correlation and a smaller source radius
for pi0pi0.
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The weakness of the pi0pi0 correlation can be partly explained by the bigger contribu-
tion of resonance decays to the Q spectrum. At Jetset generator level (Figures 6.1a,b)
the correlation strength for neutral pions is found to be λ = 0.292± 0.004 (stat.) and
for charged pions λ = 0.356± 0.004 (stat.). This difference is caused by the resonance
contributions, since in LUBOEI, λ is identical for charged and neutral pions. If the abun-
dance and kinematic distribution of resonances is correctly described in Jetset, then
resonances contribute to the measured difference only in part.
The dissimilarity in source radii R is quantified by both the difference and the
ratio of the radii. Here, systematic uncertainties due to the modelling of Bose-Einstein
correlations in the Monte Carlo, and due to the binning in Q are taken to be correlated
between the charged and neutral samples. This is done by calculating the difference
(ratio) for each of the cases separately, and taking half the (maximum) deviation from
the default difference (ratio) as systematic uncertainty.
The difference and the ratio of the source sizes are then given by:
R±± −R00 = 0.150± 0.075 (stat.)± 0.068 (syst.) fm,
R00/R±± = 0.67± 0.16 (stat.)± 0.15 (syst.),
(6.5)
where R±± and R00 indicate the value of R for pi
±pi± and pi0pi0, respectively. In these
quantities, the uncertainty on the neutral pion result dominates the total uncertainty.
The smaller radius found for pi0pi0 is in qualitative agreement with the predictions
of the string model (Section 2.3.3). However, the accuracy of this first measurement of
the neutral pion source is insufficient to draw a firm conclusion on the actual existence
of a difference in the size of the neutral and charged pion source.
For a better comparison, an improved measurement of neutral pions is mandatory.
This requires both a larger data sample than the one used here, as well as an electro-
magnetic calorimeter with an excellent performance. These requirements will probably
be met by the TESLA project [90].
ASystematic Uncertainties
A.1 Neutral Pions
The determination of the systematic uncertainty on the result for pi0pi0 is described in
detail in Section 6.2.1. The parameters in the fit are obviously correlated. For the
first efficiency definition (detectable pi0’s), the off-diagonal elements ρ of the correlation
matrix for the default result are given by
ρλR = −0.42, ρλα = 0.84, ρRα = −0.77, (A.1)
and similarly for the second efficiency definition (pi0’s in kinematic range)
ρλR = −0.24, ρλα = 0.75, ρRα = −0.73. (A.2)
For each of the sources of uncertainty studied, the exact values of λ,R and α, as well
as the χ2/ndof of the fit and the normalization N are given in Tables A.1 and A.2, for
the first and second efficiency definition, respectively.
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source λ R [fm] α χ2/ndof N
default 0.190±0.062 0.291±0.061 0.027±0.040 43.6/40 0.951
NNout > 0.4 0.170±0.053 0.300±0.056 0.025±0.032 45.1/40 0.952
NNout > 0.6 0.173±0.067 0.373±0.111 0.002±0.033 31.6/38 1.020
dbump-track > 40 mm 0.150±0.062 0.286±0.076 0.020±0.041 46.5/40 0.971
dbump-track > 50 mm 0.169±0.082 0.264±0.069 0.037±0.055 39.5/40 0.941
115 < mpi < 155 MeV 0.214±0.068 0.288±0.057 0.041±0.045 46.6/40 0.931
125 < mpi < 145 MeV 0.171±0.055 0.301±0.068 0.013±0.035 40.4/40 0.971
37.5 < mγγ < 207.5 MeV 0.327±0.127 0.261±0.043 0.114±0.089 44.7/39 0.841
62.5 < mγγ < 232.5 MeV 0.190±0.060 0.294±0.056 0.021±0.037 50.6/40 0.964
Jetset-noBE 0.224±0.147 0.241±0.067 0.059±0.096 40.1/40 0.798
NNout/dbump-track weights 0.183±0.097 0.257±0.065 0.102±0.072 45.7/40 0.745
Epi0/ cos(θ) weights 0.224±0.086 0.271±0.055 0.095±0.063 41.5/40 0.851
0.02 < Q < 2.02 GeV 0.195±0.055 0.313±0.067 0.020±0.034 39.2/40 0.961
40 bins 0.189±0.057 0.305±0.068 0.020±0.037 24.9/31 0.961
60 bins 0.195±0.057 0.307±0.066 0.022±0.036 51.5/48 0.959
no K0S in fit 0.213±0.062 0.303±0.058 0.025±0.037 41.6/37 0.951
| cos(θ)| < 0.7 0.164±0.055 0.317±0.073 0.015±0.033 43.0/40 0.979
E > 0.15 GeV 0.172±0.061 0.297±0.066 0.030±0.039 39.6/40 0.928
E > 4.0 GeV 0.205±0.060 0.300±0.059 0.035±0.039 43.7/40 0.942
Table A.1. Values of λ,R, α, χ2/ndof and N from fits to the pi0pi0 data sample, for
each source of systematic uncertainty. Here, the first efficiency definition is used, i.e.
the selection efficiency and reference sample is based on detectable pi0’s.
A.1 Neutral Pions 115
source λ R [fm] α χ2/ndof N
default 0.155±0.054 0.309±0.074 0.021±0.034 46.1/40 0.965
NNout > 0.4 0.137±0.048 0.316±0.068 0.022±0.028 47.4/40 0.961
NNout > 0.6 0.156±0.075 0.412±0.129 0.002±0.027 31.3/38 1.024
dbump-track > 40 mm 0.116±0.053 0.308±0.095 0.015±0.033 49.7/40 0.984
dbump-track > 50 mm 0.126±0.067 0.279±0.086 0.028±0.044 41.7/40 0.960
115 < mpi < 155 MeV 0.176±0.059 0.304±0.068 0.035±0.038 49.0/40 0.946
125 < mpi < 145 MeV 0.138±0.050 0.324±0.085 0.009±0.029 43.0/40 0.983
37.5 < mγγ < 207.5 MeV 0.266±0.102 0.271±0.053 0.094±0.074 47.3/39 0.871
62.5 < mγγ < 232.5 MeV 0.156±0.055 0.308±0.066 0.018±0.032 53.6/40 0.976
Jetset-noBE 0.228±0.149 0.240±0.066 0.060±0.097 40.2/40 0.796
NNout/dbump-track weights 0.135±0.075 0.273±0.085 0.088±0.057 48.3/40 0.766
Epi0/ cos(θ) weights 0.178±0.071 0.285±0.067 0.083±0.052 43.6/40 0.871
0.02 < Q < 2.02 GeV 0.162±0.052 0.334±0.083 0.017±0.029 40.4/40 0.972
40 bins 0.154±0.053 0.326±0.085 0.015±0.031 25.6/31 0.973
60 bins 0.162±0.053 0.326±0.081 0.018±0.031 54.3/48 0.970
no K0S in fit 0.178±0.057 0.320±0.069 0.021±0.032 44.0/37 0.963
| cos(θ)| < 0.7 0.137±0.052 0.343±0.090 0.013±0.028 45.0/40 0.987
E > 0.15 GeV 0.168±0.055 0.333±0.070 0.033±0.030 41.9/40 0.932
E > 4.0 GeV 0.160±0.053 0.319±0.075 0.027±0.033 46.2/40 0.960
Table A.2. Values of λ,R, α, χ2/ndof and N from fits to the pi0pi0 data sample, for each
source of systematic uncertainty. Here, the second efficiency definition is used, i.e. the
selection efficiency and reference sample is based on pi0’s in the kinematic range of the
pion selection.
116 Systematic Uncertainties
A.2 Charged Pions
The determination of the systematic uncertainty on the result for pi±pi± is described in
detail in Section 6.3.1. For each of the sources of uncertainty studied, the exact values
of λ,R and α, as well as the χ2/ndof of the fit and the normalization N are given in
Table A.3. The off-diagonal elements ρ of the correlation matrix for the default result
are given by
ρλR = 0.53, ρλα = 0.11, ρRα = −0.70. (A.3)
source λ R [fm] α χ2/ndof N
default 0.286±0.008 0.459±0.010 0.015±0.003 42.6/40 0.891
no TECZ/SMDz 0.265±0.007 0.477±0.010 0.014±0.002 32.8/40 0.939
# hits ≥ 30 0.286±0.008 0.459±0.010 0.015±0.003 42.1/40 0.898
# hits ≥ 45 0.285±0.008 0.459±0.011 0.027±0.003 39.1/40 0.804
# ITEC ≥ 0 0.293±0.008 0.460±0.010 0.015±0.003 43.1/40 0.894
# ITEC ≥ 3 0.294±0.008 0.454±0.010 0.020±0.003 39.4/40 0.825
|dca| < 10 mm 0.287±0.008 0.461±0.010 0.014±0.003 41.9/40 0.895
|dca| < 7.5 mm 0.287±0.008 0.460±0.010 0.015±0.003 41.6/40 0.893
|dca| < 3.5 mm 0.281±0.008 0.458±0.010 0.015±0.003 43.2/40 0.888
|dca| < 2 mm 0.270±0.008 0.459±0.011 0.016±0.003 47.1/40 0.878
|dca| < 1 mm 0.250±0.008 0.457±0.012 0.017±0.003 44.3/40 0.866
|dca| < 0.4 mm 0.249±0.011 0.480±0.016 0.028±0.004 43.9/40 0.825
loose selection 0.293±0.008 0.461±0.010 0.014±0.003 42.5/40 0.907
strict selection 0.264±0.009 0.452±0.013 0.033±0.004 39.7/40 0.731
Jetset-noBE 0.242±0.007 0.454±0.011 0.011±0.003 42.2/40 0.857
0.02 < Q < 2.02 GeV 0.286±0.009 0.462±0.011 0.014±0.003 44.1/40 0.893
40 bins 0.285±0.009 0.458±0.011 0.015±0.003 35.4/31 0.891
60 bins 0.287±0.009 0.460±0.011 0.015±0.003 46.5/48 0.891
| cos(θ)| < 0.7 0.289±0.008 0.458±0.010 0.017±0.003 48.6/40 0.886
E > 0.3 GeV 0.269±0.009 0.465±0.012 0.031±0.003 43.7/40 0.863
E > 4.0 GeV 0.283±0.008 0.462±0.010 0.007±0.003 43.5/40 0.903
Table A.3. Values of λ,R, α, χ2/ndof and N from fits to the pi±pi± data sample, for
each source of systematic uncertainty.
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Summary
In this thesis, a study is presented of the interference, or Bose-Einstein correlation, of
pions. In other words, the consequences of the principle of Bose-Einstein symmetry
to pions are described. These effects were discovered more than 40 years ago and it
was immediately realized that Bose-Einstein correlations give access to the size of the
pion emission region. Since this first observation, these correlations have been studied
extensively, both from the theoretical and the experimental side.
The fundamental principles of Bose-Einstein symmetry are relatively easy to un-
derstand. However, our knowledge of the hadronization process, the process in which
quarks and gluons combine to form hadrons, is limited. Therefore, it is not clear how
to make quantitative predictions of the implications of Bose-Einstein symmetry. In the
first part of this work, expectations for the four possible combinations of pions (pi±pi±,
pi0pi0, pi±pi0 and pi+pi−) are highlighted.
From the string-hadronization model, a smaller emission region for neutral pions
than for charged pions is expected. This gives rise to a difference in the Bose-Einstein
correlation of pairs of neutral pions and pairs of identically charged pions. Also from
isospin symmetry or from a quantum statistical approach to Bose-Einstein symmetry,
differences are expected between neutral and charged pions. Moreover, with these ap-
proaches, Bose-Einstein-like correlations are found between non-identical pions (pi±pi0,
pi+pi−).
The main purpose of the experimental work presented in this thesis is to possibly
confirm or rule out these predictions. This is accomplished by studying spectra of
four-momentum difference (Q) of pairs of pions in hadronic events. These events are
produced in e+e− annihilation at the Z resonance in the LEP collider at CERN. The
correlations are quantified by a correlation function which is the ratio of the Q spectrum
in the data to a similar spectrum void of Bose-Einstein symmetry, obtained from a
Monte Carlo simulation of hadronic events. This correlation function depends on a
parameter λ, which gives the strength of the correlation, and a parameter R, which is
a measure of the size of the pion emission region.
For this study of pion pairs, about two million hadronic events, measured with the
L3 detector in 1994 and 1995, are used. In the electromagnetic calorimeter (ECAL) of
L3, photons (and electrons) are distinguished from other particles using the distribution
of the photon energy over the crystals of the ECAL. Moreover, no track in the L3 central
tracker is allowed in the vicinity of the photon. Neutral pion candidates are then
reconstructed from photon pairs with an invariant mass close to the mass of the neutral
pion (135 MeV). All good quality tracks are taken as charged pion candidates. Neutral
and charged pions are selected in the same kinematic range, 200 MeV < Epi < 6 GeV
and | cos θ| < 0.73, to reduce systematic uncertainties on the final comparison.
In 1994, the ECAL was affected by both high noise levels and fluctuating effective
single crystal energy thresholds. These fluctuations are overcome by increasing the
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energy threshold in the photon reconstruction, at the cost of a reduced selection per-
formance. For both years, the amount of noise in the detector is checked by measuring
the neutral pion mass resolution. In addition, the ECAL low-energy calibration is rede-
termined from the position of the peak in the invariant mass spectrum of neutral pion
candidates.
To obtain the four-momentum difference distribution of pairs of neutral pions, two-
dimensional spectra are made for the invariant mass of the one neutral pion candidate
in the pair versus the invariant mass of the other candidate, for each bin in Q. The
pi0pi0 component of these mass distributions is disentangled from the other components
(pi0 with non-pi0, non-pi0 pairs) by fitting a two-dimensional function. The resulting
Q distribution of pairs of neutral pions is then corrected for detector and selection
inefficiency, using a Monte Carlo simulation of the events and detector. From the final
correlation function, in the range 300 MeV < Q < 2 GeV, the correlation strength is
found to be λ = 0.155± 0.054 (stat.)± 0.072 (syst.), and the size of the emission region
R = 0.309± 0.074 (stat.)± 0.070 (syst.) fm.
For pairs of like-sign charged pions, the correlation function is obtained from the
Q spectrum of like-sign track pairs. This spectrum is corrected for both non-pion
background and detector and selection inefficiency using the Monte Carlo simulation. In
the same range 300 MeV < Q < 2 GeV as for neutral pions, the strength is determined
to be λ = 0.286± 0.008 (stat.)± 0.025 (syst.), and the size R = 0.459± 0.010 (stat.)±
0.010 (syst.) fm.
Due to the lower efficiency of the pi0pi0 selection, the statistical uncertainty on the
pi0pi0 result is larger than the statistical uncertainty on the pi±pi± result. Within these
uncertainties, the data indicate both a weaker correlation and a smaller emission region
for neutral pions. The weakness of the pi0pi0 correlation can be partly explained by the
bigger contribution of resonance decays to the Q spectrum. The difference in the size
of the pion emission region is R±±−R00 = 0.150± 0.075 (stat.)± 0.068 (syst.) fm, and
the ratio is R00/R±± = 0.67 ± 0.16 (stat.) ± 0.15 (syst.), where R±± and R00 indicate
the value of R for pi±pi± and pi0pi0, respectively. The smaller size found for neutral pions
is in qualitative agreement with the predictions of the string model.
The experimental Q distributions of pairs of non-identical pions (pi±pi0, pi+pi−) are
also studied in this thesis. However, it is unclear how decay pions of the ρ resonance
are affected by Bose-Einstein correlations between them and other pions in the same
event, and how well this is described by the Monte Carlo models of hadronic events
at the Z resonance. Therefore, no conclusion can be drawn on the (non-) existence of
Bose-Einstein correlations between non-identical pions.
Samenvatting
Pion (niet-) correlaties in hadronische
gebeurtenissen op de Z resonantie
In dit proefschrift wordt een studie gepresenteerd van de interferentie, of Bose-Einstein
correlatie, van pionen. Met andere woorden, de gevolgen van het principe van Bose-
Einstein symmetrie voor pionen worden beschreven. Deze verschijnselen werden meer
dan 40 jaar geleden ontdekt, en er werd direct ingezien dat Bose-Einstein correlaties
gebruikt kunnen worden om de omvang van het gebied van de pion emissie te bepalen.
Sinds deze eerste observatie zijn de correlaties uitgebreid bestudeerd, zowel van de
theoretische als van de experimentele kant.
De fundamentele principes van Bose-Einstein symmetrie zijn relatief eenvoudig te
begrijpen. Echter, onze kennis van het hadronizatie proces, het proces waarin quarks
en gluonen combineren en hadronen vormen, is beperkt. Het is daarom niet duidelijk
hoe kwantitatieve voorspellingen over de gevolgen van Bose-Einstein symmetrie gedaan
kunnen worden. In het eerste deel van dit onderzoek wordt de nadruk gelegd op
verwachtingen met betrekking tot de vier mogelijke combinaties van pionen (pi±pi±,
pi0pi0, pi±pi0 en pi+pi−).
Op basis van het snaar-hadronizatie model wordt een kleiner emissie gebied voor
neutrale pionen dan voor geladen pionen verwacht. Dit heeft als gevolg dat er een
verschil in Bose-Einstein correlatie voor paren van neutrale pionen en paren van iden-
tiek geladen pionen bestaat. Ook vanuit isospin symmetrie en vanuit een quantum-
statistische benadering van Bose-Einstein symmetrie worden verschillen verwacht tussen
neutrale en geladen pionen. Bovendien worden met deze theoretische methodes op Bose-
Einstein gelijkende correlaties gevonden tussen niet-identieke pionen (pi±pi0, pi+pi−).
Het belangrijkste doel van het experimentele werk dat wordt gepresenteerd in dit
proefschrift, is om deze voorspellingen te bevestigen of uit te sluiten. Dit wordt bereikt
door het bestuderen van spectra van het vier-impuls verschil (Q) van paren van pionen
in hadronische gebeurtenissen, gemaakt in e+e− annihilatie op de Z resonantie in de
LEP versneller op CERN. De correlaties worden getalsmatig beschreven met een cor-
relatie functie. Dit is de verhouding van het Q spectrum in de data en een soortgelijk
spectrum zonder Bose-Einstein symmetrie, verkregen met een Monte Carlo simulatie
van hadronische gebeurtenissen. Deze correlatie functie hangt af van een parameter λ,
die de sterkte van de correlatie geeft, en een parameter R, die een maat geeft voor de
omvang van het pion emissie gebied.
Voor deze studie van pion paren zijn ongeveer twee miljoen hadronische gebeurtenis-
sen gebruikt. Deze gebeurtenissen zijn gemeten met de L3 detector in 1994 en 1995.
In de electromagnetische calorimeter (ECAL) van L3 worden fotonen (en electronen)
onderscheiden van andere deeltjes met behulp van de verdeling van de foton energie
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over de kristallen van de ECAL. Daarnaast is de aanwezigheid van een spoor in de
centrale spoor-detector van L3 niet toegestaan in de buurt van het foton. Neutrale
pion kandidaten worden vervolgens gevormd uit paren van fotonen met een invariante
massa dicht bij de massa van het neutrale pion (135 MeV). Alle sporen met een goede
kwaliteit worden beschouwd als geladen pion kandidaten. Neutrale en geladen pio-
nen worden geselecteerd in hetzelfde kinematische gebied, 200 MeV < Epi < 6 GeV
en | cos θ| < 0.73, om de systematische onzekerheid op de uiteindelijke vergelijking te
verkleinen.
In 1994 was de hoeveelheid ruis in de ECAL groot en bovendien varie¨erden de
waarden van de energie drempel van de afzonderlijke kristallen. Deze schommelingen
zijn omzeild door de energie drempels in de foton reconstructie te verhogen, ten koste
van een lagere prestatie van de foton herkenning. Voor beide jaren is de hoeveelheid
ruis in de detector nagegaan door de massa resolutie voor neutrale pionen te bepalen.
De ijking van de ECAL voor lage energiee¨n is opnieuw bepaald met behulp van de
positie van de piek in het invariante massa spectrum van neutrale pion kandidaten.
Om de verdeling van het verschil in vier-impuls van paren van neutrale pionen te
verkrijgen, worden twee-dimensionale spectra gemaakt van de invariante massa van de
ene neutrale pion kandidaat in het paar ten opzichte van de invariante massa van de
andere kandidaat, als functie van Q. Het pi0pi0 deel van deze massa verdelingen wordt
onderscheiden van de andere delen (pi0 met niet-pi0, niet-pi0 paren) door een twee-
dimensionale functie aan de spectra te passen. De zo verkregen Q verdeling van paren
van neutrale pionen wordt vervolgens gecorrigeerd voor de ondoelmatigheid van de
selectie en de detector, die wordt bepaald door middel van een Monte Carlo simulatie
van de gebeurtenissen en de detector. Uit de uiteindelijke correlatie functie in het
gebied 300 MeV < Q < 2 GeV wordt de correlatie sterkte λ = 0.155 ± 0.054 (stat.) ±
0.072 (syst.) gevonden, en de omvang van het emissie gebied wordt bepaald als R =
0.309± 0.074 (stat.)± 0.070 (syst.) fm.
De correlatie functie voor paren van gelijk geladen pionen wordt verkregen uit de
Q verdeling van paren van sporen met identieke lading. Dit spectrum wordt gecor-
rigeerd voor zowel de niet-pion achtergrond als de ondoelmatigheid van de selectie en
de detector, met behulp van de Monte Carlo simulatie. In hetzelfde gebied 300 MeV <
Q < 2 GeV als voor de neutrale pionen, wordt de sterkte bepaald als λ = 0.286 ±
0.008 (stat.)± 0.025 (syst.), en de omvang R = 0.459± 0.010 (stat.)± 0.010 (syst.) fm.
Ten gevolge van de lagere doelmatigheid van de pi0pi0 selectie is de statistische
onzekerheid op het pi0pi0 resultaat groter dan de statistische onzekerheid op het pi±pi±
resultaat. Met deze onzekerheden geven de data zowel een zwakkere correlatie als
een kleiner emissie gebied voor neutrale pionen aan. De zwakte van de pi0pi0 cor-
relatie kan ten dele verklaard worden uit de grotere bijdrage aan het Q spectrum
van vervallen van resonanties. Het verschil in omvang van het pion emissie gebied
is R±±−R00 = 0.150± 0.075 (stat.)± 0.068 (syst.) fm, en de verhouding is R00/R±± =
0.67 ± 0.16 (stat.) ± 0.15 (syst.), waarbij R±± en R00 de waarden van R voor respec-
tievelijk pi±pi± en pi0pi0 aangeven. De gevonden kleinere omvang voor neutrale pionen
is kwalitatief in overeenstemming met de voorspellingen van het snaar model.
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De experimentele Q verdelingen van paren van niet-identieke pionen (pi±pi0, pi+pi−)
worden ook in dit proefschrift bestudeerd. Echter, het is onduidelijk hoe vervalspionen
van de ρ resonantie worden be¨ınvloed door Bose-Einstein correlaties tussen hen en
andere pionen in dezelfde gebeurtenis, en hoe goed dit wordt beschreven door de Monte
Carlo modellen van hadronische gebeurtenissen op de Z resonantie. Er kan daarom geen
conclusie getrokken worden over het al dan niet bestaan van Bose-Einstein correlaties
tussen niet-identieke pionen.
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