Abstract: A new method for structure-from-motion (SfM) is developed for moving vehicles on the street using a video camera Outdoor vehicle is one of the most difficult objects for tracking or three-dimensional (3D) reconstruction because most vehicle surfaces are specular and reflect background scenes. Therefore conventional point feature tracking method is not appropriate since spurious features are often tracked and the numbers of the correct features are too small. To overcome such difficulties, epipolar constraint, cross-ratio histogram and 3D curve reconstruction are employed in this method. The proposed method is also computationally efficient since it does not require expensive feature tracking process, which is used in most conventional SfM methods. Finally, to evaluate the error, experiments over 200 vehicles are performed under various viewing conditions and they show significant correlation among the number of frames, distance from the camera and accuracy of reconstruction.
Introduction
This paper presents a structure-from-motion (SfM) method for a priori unknown type of vehicle. It also provides a quantitative experimental result under various camera-viewing conditions utilising a rational measure of three dimensional (3D) reconstruction error (the number of image frames used, baseline distance and camera distance from the object).
Tracking general objects in video is a well-studied problem in the computer vision literature. Applications are ranging from automated surveillance to robot navigation. The approaches can be grouped as either model based or segmentation based. They can also be grouped as either 2D or 3D. A model-based tracker aligns a model of the object to each frame of video and is typically initialised manually. Segmentation method is based on features like corners, edges or curves. Both can be accomplished in 2D or 3D.
Vehicles on the street are arguably the second most important subjects in machine vision applications -second only to human subjects [1] , since images being used are extremely noisy, unstable because of the prevalence of specular reflections, and contain lots of clutter. The edges seen on the vehicle images are because of 3D ridges on the vehicle structure and to discontinuities in the specular reflection of the light patterns incident on the vehicle as shown in Fig. 1 . Owing to such clutters and reflections on a vehicle, only meaningful edge curves are apparent contours, wheels, license plate, window posts and some parallel-lined structure on the doors and bumpers. However, such meaningful inner structure is still hard to be observed when a vehicle is far from camera or has a dark-coloured surface. On the other hand, the apparent contour is unambiguous. It also encloses important shape information for determining the type of a vehicle.
The proposed work was originally developed for the problem of vehicle class recognition [2, 3] . In those works, the class or type of a vehicle is determined using its 3D structure. For vehicle class recognition, the tracking and reconstruction process must allow wide variety of vehicles under various conditions. Tracking general objects in video is a well-studied problem in the computer vision literature. Applications are ranging from automated surveillance to robot navigation. The approaches can be grouped as either model based or segmentation based. They can also be grouped as either 2D or 3D. A model-based tracker aligns a model of the object to each frame of video and is typically initialised manually. Segmentation method is based on features, such as corners, edges or curves. Both can be accomplished in 2D or 3D.
For most vehicle tracking and recognition purpose, a deformable 3D vehicle model is used. Many suggest a priori known 3D model should be projected on the images [1, 4 -9] . However, to cope with many or unknown vehicle type, it is desirable to build models on the fly, such as bottom-up, feature-based SfM estimation techniques [10, 11] .
In general, most of the SfM methods use motion-tracking processes to find correspondences between image frames using image feature trackers. They make the hypothesis that the object surface is Lambertian. This ensures that images taken from slightly different points of view are similar. However, because of the clutters and reflections on a vehicle, there can be many wrong and missing correspondences of features among image frames. Such difficulties are solved via the cross-ratio histogram method.
Cross-ratio is the only invariance under perspective projection and it plays a major role in the proposed method. It is used for the robust estimation of the object translation and to find corresponding edge elements across the images. As a unique and important invariance under perspective projection, cross-ratio is widely used in computer vision literature [12, 13] . When an object travels in a straight line, cross-ratio invariance can be used to find the relative ratios of object's translations in 3D space among any three frames of video sequences. All of the points on the object move the same distance in 3D, but in the projected image, the 2D translation distances are all different depending on the point's depth and angle from the video camera. When majorities of the edges correspond to the correct ridges or the same feature across the frames, the histogram method determines correct edge or feature correspondence and cross-ratios.
The rest of paper is organised as follows. In Section 2, we overview SfM and our proposed method is described in detail. In Section 3, experimental result and analysis are provided. Experiments on severe conditions, such as occlusion, unseparated background are also explained. In Section 4, conclusion is presented.
SfM using cross-ratio invariance

Structure-from-motion
When the intrinsic parameters are known but the extrinsic ones (the rotation and translation between images) are not, the problem is known as SfM, and has been extensively studied in computer vision research. The parameters to be estimated are the object motion and 3D structure. Structure from motion techniques are used in a wide range of applications including photogrammetric survey, the automatic reconstruction of virtual reality models from video sequences, and for the determination of camera motion [14, 15] . SfM of multiple images (i.e. more than two) from video camera becomes an optimisation problem over the whole set of measurements. In the case of affine cameras, the factorisation method [16] is optimal. The factorisation method is limited to features for which there are correspondences in every image. Recently, sub-space methods are developed, which do not require correspondences in whole set of images [17, 18] . However, in case of outdoor vehicles, a new practical method is desired, since the missing data rate is high and many erroneous features are tracked (Section 3.1).
In general projective case, the relative motion must be estimated for each image but the structure is rigid. This approach was developed through works by Kumar et al. [19] , Szeliski and Kang [20] , Weng and Huang [21] and others where Levenberg-Marquardt non-linear minimisation is used for the solution (bundle adjustment). Bundle adjustment is a well-known solution of SfM and regarded as the final step of any SfM method. Bundle adjustment involves varying the vehicle 3D structure and motion in order to minimise the re-projection error [14] .
Assume that m 3D points are seen in N views and let x ij be the projection of the ith point on image j. Let v ij denote the binary variables that equal 1 if point i is visible in image j and 0, otherwise. Also assume that each camera j is parameterised by a vector a j and each 3D point i by a vector B i . Bundle adjustment minimises the total reprojection error with respect to all 3D point and camera parameters, specifically
where Q(a j , B i ) is the predicted camera matrix projection of point i on image j and d(x, y) denotes the Euclidean distance between the image points represented by vectors x and y. Whereas the bundle adjustment is conceptually simplest, the function to be minimised in bundle adjustment is of many parameters, highly non-linear and multi-modal. It does not have a direct solution (such as the singular value decomposition (SVD) solution in factorisation) and involves a non-linear optimisation that requires a good starting point. A typical SfM solution involves one or several of the following steps:
1. Extract features from images and find the correspondences between frames. 2. Find an initial solution for the structure of the scene and the motion of the cameras (we introduce 'virtual camera': the motion of a vehicle to a fixed camera is equivalent to the motion of a camera with a fixed vehicle). 3. Extend the solution and optimise it. 4. Find a dense representation of the scene.
Extracting feature from images requires pointwise feature extraction [e.g. Kanade -Lucas -Tomasi (KLT) feature tracker [22] or scale invarient feature transform (SIFT) [23] feature]. It is computationally expensive process and usually, it does not give a successful result on vehicle surfaces. This will be discussed in Section 3.1. 
Epipolar geometry for our problem
When the camera is fixed and the object is moving, it can be thought of that the object is fixed and the camera is moving as in Fig. 2 . The moving cameras at the positions corresponding to the image frames are called 'virtual cameras'.
For the short intervals, the assumption of straight-line trajectory is good, that is, covers essentially all of the clips tested. For the long intervals, straight-line trajectory is usually a good approximation since the system automatically segments the sequence of vehicle locations into sub-intervals in each of which the object trajectory is straight and has been assumed in this project.
Our colleagues Matthew and Mundy [10] developed a method for curve reconstruction method using epipolar constraint. Consider a 3D point of interest X t ¼ [x y z 1] T and its projection into the image
T at time t where l t x t ¼ PX t . The camera matrix P is assumed known and fixed over time, and the projective depth l t varies with the distance of the point to the camera. Assume that at time t 0 the vehicle is moving at a variable velocity v(t) in the direction T ¼ [T x T y T z 0], where T is a unit vector. Then the 3D position of the point at time t is X t ¼ X t0 + v t (t 2 t 0 )T. Notice that T is the point on the plane at infinity corresponding to the direction of the vehicles motion. Hence, T projects to the epipole as l e e ¼ l e [e x e y 1]
T ¼ PT. Furthermore, it can be written as
Denoting t ¼ t 2 t 0 , x t can be solved as
where g ¼ vl e /(l t0 ). In (2), g is a function of both depth and velocity of the point X t . Recovering at each point is ultimately equivalent to estimating depth up to a common unknown scale factor. Finally, they use the assumption of constant speed and common depth assumption for each curve segment. For detail, refer to [10] . In this paper, such constraints of constant speed and common depth are released by using cross-ratio invariance.
System overview
Our solution to the problem of SfM on a video clip is:
1. Compute the sequence of approximate silhouette using background subtraction using reference frame (usually the silhouette is in considerable error). Note that in this paper we distinguish the term 'silhouette (or occluding contour)' from 'apparent contour'. Approximate contour is a rough contour, which enclose apparent contour. Fig. 3 shows both approximate and apparent contours. 2. Estimate epipole using contours from Step 1. 3. Estimate the position of the vehicle, on this straight-line trajectory, using robust invariant method (new SfM using cross-ratio invariance). 4. With calibration of N-virtual cameras, triangulate 3D digital curves.
Occluding contour using background subtraction:
In our experiments, the popular Grimson's background subtraction algorithm is used to find occluding contours [24] . The foreground is further processed to fill in any holes with morphological operations to produce occluding contours. However, we found a simple background subtraction algorithm that just does subtraction from the reference image gives usable occluding contours in most cases.
With occluding contour, the vanishing point is estimated. We determine this point approximately and quickly. Towards this end, in a sequence of image frames we determine two straight lines. They are based on the sequence of car silhouettes, one in each frame. One is the line tangent to all the silhouettes near their highest extent. The other is tangent to all the silhouettes near their lowest extent. For each of these lines, the image points at which a line is tangent to the sequence of silhouettes correspond roughly to the same 3D point on the object. Hence, these lines are images of parallel straight lines in 3D. If shadows are present, the lower line may be tangent to the object shadow rather than to the object silhouette. That is all right because that image line will be a view of the 3D trajectory that is parallel with the trajectory associated with each 3D point on the object. The reason for this is that the shadow is cast by the sun, a point source at infinity, and if the road surface geometry is a plane, then, in the world coordinate system, the shadow shape with respect to the object will be invariant with time, that is, with object position within the clip. The intersection of these two tangent lines is a vanishing point for the stationary camera. See Fig. 4 .
Cross-ratio invariance
The cross-ratio is invariant under camera perspective projection and only invariance exists in general perspective transformation.
As illustrated in Fig. 5 , an object is travelling along a straight line and being observed at three locations. Two Even though each point in an image translates unequally from one image to another, its translation in 3D is the same. Homogeneous equations that relate real 3D points and image projection in 1D can be described as
where the projection matrix a 1 a 2 a 3 1 is the camera projection matrix and t 0 in (3) is assumed to be 0, without loss of generality.
From the property of cross-ratio invariance [14] , r (crossratio) is constant as
Substituting a, a ′ , a ′′ into (6) with (3) - (5), we have r = ((a 1 t 1 + a 2 )/(a 3 t 1 + 1) − a 2 )((a 1 t 2 + a 2 )/(a 3 t 2 + 1) − a 2 ) ((a 1 t 2 + a 2 )/(a 3 t 2 + 1))((a 1 t 1 + a 2 )/a 3 t 1 + 1))
After multiplying (a 3 t 2 + 1)(a 3 t 1 + 1) to both numerator and denominator, r simplifies as
where r is the cross-ratio estimate using image points a, a ′ , a ′′ and t 1 and t 2 are the translation distances in real world multiplied by an unknown scale constant. This means the translation ratio (t 1 /t 2 ) in real world does not depend on the camera projection parameters (a i 's) but only on the crossratios. This is true for all the points on a moving object and each has the same r. That is
This plays a key role to the estimation of translation t i 's since it allows us to use histogram method that accumulates r values.
Histogram method for cross-ratio invariance
As shown in Figs. 1 -5 , the images (frames in a video) used are quite noisy and contain considerable clutter, which can change from frame to frame in a video clip, and as a result multiple images are usually required for highly reliable reconstruction. Hence, we needed an SfM tool that runs fast and robust on outdoor vehicle images where illumination condition changes every minute. The suggested method solves both the translation and edge correspondences problems at the same time. The cross-ratio is estimated by computing histogram of cross-ratios based on all edges inside of contours. At the same time, all of the edge correspondences are found. Let E i , E j , E k be edge maps of any three frames indexed i, j, k among all N frames and e is the estimated vanishing point. Also, let the points ((d2 2 d1)/(d3 2 d1) ) . (d3/d2). For every combination of edge points p 1 , p 2 , p 3 , cross-ratio value r is computed. Fig. 6a shows the examples of histogram. The estimate r is then computed as the mean of the peak histogram bin. Note that the histogram is noisy as compared with the contour case shown in Fig. 6b. 
Curve features
3D curve segments are reconstructed after edge relationship across image frames is found via cross-ratio histogram. The edge correspondence is shown in Fig. 7 . In this figure, we can see there still remain outliers -wrong correspondences. Also, there are missing correspondences. To remove outliers and to recover missing correspondences, curve segments are investigated.
Curves are important features as well as point features. Many have researched to track the moving curves and tried to build the 3D model (e.g. [25, 26] ). Instead of pointwise feature point reconstruction, our method reconstructs 3D curve segments. After the correspondence of edge elements are found, the 2D edge curve segments are investigated and grouped as the projection of one 3D curve. Those connected edge curve groups can be reconstructed as piecewise linear curve chains. Usually, in the images, edges are grouped into 30 -120 edge curve segments in the image. Fig. 8 shows one example of such edge curves.
Camera translation
A perspective camera model can be written as 
where K is the intrinsic parameter matrix of the camera and R and T are the camera rotation matrix and translation vector from the world origin. The virtual camera P i for ith frame has to be found. Since the initial camera P 0 is known and a vehicle travels in straight line, the elements p 11 -p 33 of the matrix P i are known and only translation vector is to be found Cross-ratio invariance places a constraint on the edge elements of three frames and an epipole. Edge curve correspondence is found as the peak of the histogram and clustering. Note that edges with wrong correspondence are also selected 
So, the original P i matrix estimation problem simplifies to the T i estimation problem. T i can be estimated up to scale using the property of cross-ratio invariance. The cross-ratio invariance method only gives ratios of a vehicle's positions. Hence, a scale constant must be determined.
With N frames given, there are N-1 translations between N frames (t 1,2 ,. . ., t i,i+1 ,. . ., t N21,N ) and there are total M number of cross-ratios among N frames taken three at a time
) where t i,j is the translation distance between frames N i and N j . To determine all of the translations t i,j for the entire sequence N frames, we have to solve M linear equations. Generally, there will be more homogeneous equations than unknown parameters and will be computed in the least square sense. Eacht i,i+1 of the estimation (T =t 1,2 , . . . ,t i,i+1 ,t i+1,i+2 , . . . ,t N −1,N ) describes the translation ratio between adjacent two frames.
WithT we have ith virtual camera P i as 
where p 0 ij is given from the initial camera calibration, e x , e y are x, y coordinate of the epipole e andt k,k+1 is the translation ratio between k, k + 1 frames. With allt i,;j 's, (14) is the final result of our camera calibration.
Scale estimation:
Without knowledge of scale constant (i.e. with arbitrary scale), 3D points are reconstructed. Then through the camera centre (pinhole camera), the bottom of the 3D reconstructed points [3D clustered points in Z (height)-axis] are shifted onto ground until it touches the ground. The clustered points are shown in Fig. 9 .
Then, the clustered points on the ground determine the scale constant S. Given initial camera matrix P 0 , the centre of camera is null vector of P 0 , that is, P 0 C ¼ 0 [14] and the height (z) of the centre is C[2]/C [3] . The equation S ¼ cam_height/(cam_height 2 min_z) gives the scale Fig. 9 3D points with only height information in Fig. 10 Note that points on the ground plane build a high peak Fig. 10 Points cluster on the ground Fig. 11 a-g Image sequence and occluding contours h 3D reconstruction Dotted circle in h indicates the missing portion of 3D reconstruction. Cross-ratio is determined using only edge map inside of silhouette contours and 3D model will be reconstructed with the edges inside of the contour constant S where min_z represents the clustered shadow cast points on the ground (Fig. 10) . On a sunny day, the shadow cast on the ground is clear. However, even on a cloudy day, when shadows are not clearly defined, this procedure for finding the scale works, although the clustered points on the ground are more noisier, and has not failed in a single case.
Experiments
Our SfM method is developed as a part of an automatic vehicle class recognition system. This SfM method is tested on more than 200 video clips with various conditions (summer, winter and morning; afternoon, sunny, cloudy and snowy day), different camera viewing angles and heights. Among them, there exist difficult video clips that are occluded by other objects or with unseparated background as in Figs. 11 and 12 . Fig. 13 shows a typical example of video clip with background subtraction as in Fig. 14. Fig. 6 shows its cross-ratio histogram. Finally, the 3D reconstruction is shown in Fig. 15 .
We show an example of whole curve reconstruction as in Fig. 16 . In general, the curves inside of a vehicle can be reconstructed if a vehicle is easy (light coloured, not specular). However, when vehicles are dark shiny and surfaces are cluttered, there are not many meaningful curves inside. Hence, in our experiments the apparent contour is built, which contains geometric information of a vehicle (length, height, cabin length etc.). The apparent contours are relatively well shown on most of the data. Note that we define apparent contour as the closest Another vehicle is moving opposite direction and background subtraction algorithm gives a segmentation that captures both vehicles Fig. 13 Example of a video clip (ten frames) Fig. 14 Contours of the objects in Fig. 13 after background subtraction and hole filling edge curve segments inside of approximate occluding contour, which comes from background subtraction.
Missing data points -difficulties in tracking point features
In outdoor vehicle reconstruction, the difficulty comes from the clutter. Vehicles are usually made of specular curved surfaces, which reflect background objects. Artificial and spurious feature points arise on the surfaces and exist for one or two frames and then disappear on next frame. There exist more clutters than correct features and tracking feature is not a trivial task.
SIFT [23] tracker has been tested in Fig. 13 sequence and feature point correspondence is shown in Fig. 17 . The SIFT tracker finds the features inside of occluding contour and track them. Missing point rate is 77%. The rate is high, even though the viewing range is small. Also, many tracked feature points appear only for two frames and disappear. We can conclude the missing data point does not come from physical self-occlusion of the object but it comes from clutter.
Many tracked feature points appear only for two frames and disappear. The x-axis shows feature points and the y-axis shows image frames (11 frames are used).
To test erroneous feature correspondence, we manually checked 32 tracked features in the right image, which are tracked features of the left image (Fig. 18) . Among 32 features tracked, only 19 feature can be considered as reasonably correct ones (within 2 -3 pixel error -marked as stars) and the rest include 13 bad ones (either wrong correspondence or surface reflection were tracked -marked as circles). The difficulty of our problem can be summarised as: (i) The specular and curved surface of a vehicle makes the tracking of pointwise features difficult and gives false and erroneous correspondence of them. Conventional feature points tracking is not appropriate for vehicle reconstruction on the street. Hence, edge curve tracking and strong motion assumption is used. (ii) For a fixed video camera on the street, the motion of a vehicle is relatively small. It may require additional cameras.
Unseparated background
Some of the experiments contain missing apparent contours as shown in Fig. 11 . When some of contours are missing because of unseparated background, our method uses edge curves inside of the object for the calibration and then builds 3D curves for remaining apparent contours. In this example, the front windshield of the vehicle is missing in four frames out of total seven. The algorithm computes the object motion correctly for all the frames and reconstructs other parts of object successfully [note that the front windshield is missing in 3D reconstruction (blue circle)].
That explains why front driver side windshield portion is not reconstructed.
Another example shows unseparated background due to other moving object behind it (Fig. 19) . The colour is similar to the ground and there exists another car moving behind it. Grimson's algorithm [24] just computes the changing pixels from learned background and treats any changing pixels as foreground, then two vehicles accidentally become one big moving object. As shown, many frames have failed to separate two objects. However, cameras are correctly computed for the translation using edges inside of the contour. It gives 3D reconstruction for identifiable apparent contours. Fig. 12 shows the 3D reconstruction of it. The 3D curve near driver side window and rear of the sport utility vehicle (SUV) is missing since apparent contours are wrong in 5 -6 images as we define apparent contour as the closest edge curve segments inside of approximate occluding contour.
Reconstruction error
Triangulation error appears because of uncertainty of the image correspondence as shown in Fig. 20 . The error of stereo vision system [27] and the accuracy of N-ocular vision system [28] are studied to analyse such errors. In general, the stereo localisation error is described by an error ellipsoid in 3D space bounded by the down range and cross-range errors of DR and DC. (Reconstruction using N-views will be similar to those of stereo case.) The down range error increases as the square of the range while the cross-range error increases linearly. As the range increases, the down range error along the line of sight is dominant. Fig. 21 shows an example of final result (3D points and virtual cameras).
The estimated (virtual-) camera positions are also shown as black asterisks. The cameras are about 60 ft (19 m) away from a vehicle and the maximum camera baseline is about 10 ft (3 m). Red and blue dots are triangulated points from all the pairs of seven cameras. Outliers are removed (blue dots) and red points (14 points 
The error in Fig. 20 is employed to compare the performance among different camera set-up. While the figure displays the error of a stereo reconstruction, a similar argument can be made for multiple cameras [28] .
Error dependency of viewing condition
In our experiments, the error is defined as the sum of 1D variance of reconstructed points from each triangulation. Since the distributions of 3D reconstructed points are dispersed in the down range direction as shown Figs. 20 and 21, it is a good indication of the distribution. When N frames are used, there are N 3 of them for a 3D point X i .
where M represents all the points finally reconstructed. When the camera is in the distance from a vehicle, inside structures can hardly observed and the structure from apparent contour contains all the important information of a vehicle to identify its class. Hence, only apparent contour is reconstructed for comparison to test the error dependency of the number and distance of the camera in the experiments. In Fig. 22 , the error dependency of the number of image frames used and the mean distance of the virtual cameras is shown. First figure represents the relationship between the number of image frames used and the error in (15) . It clearly shows the dependency of the number of images (from 4 to 11). When more frames are used, the error decreases. In second figure, the average distance between the camera and vehicle. When a vehicle is close to the camera, the error is small. In the figure, some outliers appear and each outlier is individually investigated. We found that most outliers come from non-linear trajectories of vehicle motion.
Conclusion
For vehicles on the street, a new method for SfM using crossratio invariance is developed. For tracking a vehicle or classifying its class, a popular approach is the constrained alignment of a prior model of 2D or 3D vehicle shape to images. However, to cope with unknown vehicle type, it is desirable to build models on the fly (bottom-up). After initial object segmentation using background subtraction, apparent contour inside of the initial segmentation is used for reconstruction. A simple background subtraction algorithm which just does subtraction and thresholding images gives reasonable contours in most experiments. When the background and foreground are indistinguishable in some image frames but distinguishable on the other frames, the voting scheme of the algorithm recovers the remaining structure successfully.
With the help of cross-ratio invariance histogram, consistent edges and apparent contours over many frames will produce a truthful 3D reconstruction and cluttered edges on the surfaces are removed automatically. The experiments are concentrated on reconstructing apparent contours even though all consistent curve elements can be reconstructed. The reason is: (i) Only apparent contours are eminent even when a vehicle is far from the camera. (ii) Information from apparent contours of a vehicle is sufficient for the representation of its geometric shape.
The error of proposed method under various viewing conditions is investigated experimentally: when more images are used and the distance from cameras is closer, the accuracy increases. When the trajectory of a vehicle is non-linear, the error increases. Finally, the simplicity and computational efficiency of our method allows to be used as the input of other SfM (e.g. bundle adjustment). 
