We prove a freeness theorem for low-rank subgroups of one-relator groups. Let F be a free group, and let w ∈ F be a non-primitive element. The primitivity rank of w, π(w), is the smallest rank of a subgroup of F containing w as an imprimitive element. Then any subgroup of the onerelator group G = F/ w generated by fewer than π(w) elements is free. In particular, if π(w) > 2 then G doesn't contain any Baumslag-Solitar groups.
Introduction

One-relator groups
The beginnings of combinatorial group theory are often identified with Dehn's articulation of the word, conjugacy and isomorphism problems [Deh11] , and Magnus' solution of the word problem for one-relator groups was an early triumph of the subject [Mag32] . The contemporary approach to these decision problems takes the geometric route: to solve them in a class of groups C, one first shows that the groups in C admit some kind of geometric structure. The fundamental example is the class of word-hyperbolic groups, for which the word, conjugacy and isomorphism problems have all been solved. Related techniques can be applied to handle other important classes: 3-manifold groups, sufficiently small-cancellation groups and fully residually free groups, to name a few.
After a century of progress, it is remarkable that the class of one-relator groups is still almost untouched by geometric techniques, and the conjugacy In fact, negative immersions for the presentation complex X of a one-relator group G = F/ w are governed by π(w). Note that π(w) is computable -see Lemma 6.4. Theorem 1.3 (Negative immersions for one-relator groups). The presentation complex of the one-relator group F/ w has negative immersions if and only if π(w) > 2. Theorem 1.3 follows from Lemma 6.10, which is a finer classification of immersions from complexes with sufficiently large Euler characteristic.
Non-positive immersions constrains the subgroup structure of a group: it follows that every finitely generated subgroup has finitely generated second homology [LW17, Corollary 1.6]. Indeed, Wise conjectured that the fundamental groups of complexes with non-positive immersions are coherent, i.e. every finitely generated subgroup is finitely presented.
Our next theorem asserts that negative immersions also constrains the subgroup structure of a one-relator group. Recall that a group G is called k-free if every subgroup generated by k elements is free. Theorem 1.4 (Low-rank subgroups of one-relator groups). Let G = F/ w be a one-relator group with π(w) > 1. There is a finite collection P 1 , . . . , P n of one-ended, one-relator subgroups of G with the following property. Let H < G be a finitely generated subgroup.
(i) If rk(H) < π(w) then H is free.
(ii) If rk(H) = π(w) then H is either free or conjugate into some P i .
In particular, the one-relator group G is (π(w) − 1)-free.
The P i are defined in Subsection 6.1. Theorem 1.4 is a cousin of Magnus' Freiheitssatz, which says that if H is a proper free factor of a free group F and the natural map H → F/ w is not injective then w is in fact conjugate into H [Mag30] . Theorem 1.4 follows immediately from Lemma 6.15, which applies to homomorphisms from groups of low rank to G.
Taken together, Theorems 1.3 and 1.4 imply that one-relator groups with negative immersions have a similar subgroup structure to hyperbolic groups. Corollary 1.5. Let w be an element of a free group F . If the one-relator group G = F/ w has negative immersions then G doesn't contain any BaumslagSolitar groups and any abelian subgroup of G is locally cyclic.
A famous question in geometric group theory asks whether or not a group with a finite classifying space and without Baumslag-Solitar subgroups must be hyperbolic [Bes, Question 1.1]. Lyndon's identity theorem implies that presentation complexes of torsion-free one-relator groups are classifying spaces, so in light of Corollary 1.5, the case of one-relator groups with negative immersions is of immediate interest. Conjecture 1.6. Every one-relator group with negative immersions is hyperbolic.
A positive resolution of Conjecture 1.6 would resolve the conjugacy and isomorphism problems for the class of one-relator groups with negative immersions. Of course, one can also ask whether one-relator groups with negative immersions have other conjectural properties of hyperbolic groups, such as residual finiteness and surface subgroups.
Since π(w) = 1 if and only if the corresponding one-relator group has torsion, and these are known to be hyperbolic by the B. B. Newman Spelling Theorem [New68, HW01] , the remaining case of interest is π(w) = 2. In this case, our techniques provide the following result.
Corollary 1.7. Let w be an element of a free group F . If π(w) = 2 then the one-relator group G = F/ w contains a subgroup P < G with the following properties:
(i) P is a two-generator, one-relator group;
(ii) every two-generator subgroup of G is either free or conjugate into P .
We call the subgroup P the peripheral subgroup of G (we cannot currently prove that P is an isomorphism invariant of G). Corollary 1.7 suggests the following natural counterpart to Conjecture 1.6. Conjecture 1.8. Suppose π(w) = 2. Then G is hyperbolic relative to P . Conjectures 1.6 and 1.8 provide a conceptual explanation for the fact that all known examples of pathological one-relator groups have two generators. We are unable to say anything new about two-generator one-relator groups.
The dependence theorem
In 1959, Lyndon proved that a non-trivial commutator in a free group F cannot be expressed as a square [Lyn59] . In this paper, we view Lyndon's theorem as the first in a line of dependence theorems for free groups, which bound the rank of the target of a homomorphism in which certain elements are forced either to be conjugate or to have roots.
Theorem (Lyndon, 1959) . Let H = a, b , v = [a, b], n = 2. Consider the group ∆ = H * v=w n w . If f : π 1 (∆) → F is a surjective homomorphism onto a free group then rk(F ) = 1.
Shortly afterwards, the hypotheses of Lyndon's theorem were weakened to cover the case when n ≥ 2; see, for example, [Bau60, Lemma 36.4]. The commutator v = [a, b] in Lyndon's theorem cannot be replaced by an arbitrary element of the free group; indeed, adjoining a root to a generator a exhibits a map in which the rank of the target group does not go down. We need a hypothesis that excludes generators. Definition 1.9. A malnormal collection of cyclic subgroups { v j } is called independent if there exists a free splitting H = H * v k of H, for some k, with v j conjugate into H for j = k. Otherwise, { v j } is called dependent.
Note that the singleton { v } is dependent if and only if v is not primitive. Using the theory of pro-p groups, Baumslag generalized Lyndon's theorem to all dependent words v [Bau65] .
Theorem (Baumslag, 1962) . Let H be a free group, v a dependent element of H and n > 1. If ∆ = H * v=w n w and f : π 1 (∆) → F is a surjective homomorphism onto a free group, then rk(F ) < rk(H).
We now introduce the data for a more general dependence theorem. Let H 1 , . . . , H l be free groups and { v i,j } a malnormal collection of non-trivial cyclic subgroups of H i . For each i and j, let n i,j be a positive integer. We associate a graph of groups ∆ = ∆({H i }, w , { v i,j }, {n i,j }) to these data as follows. There are l vertices labelled by the H i , arranged around one central vertex labelled w . For each i and j, there is an edge which attaches the subgroup v i,j to the index-n i,j subgroup of the vertex group w .
2
A dependence theorem relates these data to the rank of a possible free image of π 1 (∆). For instance, Lyndon's theorem is the case when l = m = 1, H = a, b , v = [a, b] and n = 2. A more general theorem of this form was proved by the first author [Lou13] .
Theorem (Louder, 2013) . Let H 1 , . . . , H l be free groups, { v i,j } a malnormal collection of non-trivial cyclic subgroups of H i and n i,j positive integers. Let ∆ be the associated graph of groups and let f : π 1 (∆) → F be a surjective homomorphism to a free group with f | Hi injective for each i. If the family { v i,j } is dependent for each i, and i,j n i,j > 1, then
Baumslag's theorem, and hence Lyndon's, follows immediately. Indeed, if f | H is not injective, the conclusion holds automatically, and otherwise the theorem applies. A 1983 theorem of Stallings in a similar spirit also follows [Sta83a, Theorem 5.3]; we discuss Stallings' theorem in Subsection 5.1. The main theorem of [Lou13] is in fact more general than stated above, and applies to arbitrary acylindrical graphs of free groups with cyclic edge groups.
Another kind of dependence theorem constrains the integers n i,j in terms of the ranks of the H i . A prototypical result here is provided by a theorem of Duncan and Howie, which extends and quantifies Lyndon's theorem by bounding from below the genus of a proper power [DH91] . The Duncan-Howie theorem can be stated as follows.
Theorem (Duncan-Howie, 1991) . Let Σ be a compact, orientable surface of genus g with one boundary component v = ∂Σ and let H = π 1 (Σ). If ∆ = H * v=w n w and f : π 1 (∆) → F is a homomorphism onto a free group, f (v) = 1, then n ≤ rk(H) − 1 = 2g − 1.
Just as Lyndon's theorem was generalized from surfaces to more general dependent families of elements, so the Duncan-Howie theorem can be extended to arbitrary dependent malnormal families of elements. The following theorem, proved by the authors and also Helfer-Wise, answered Wise's w-cycles conjecture, which was made in connection with the question of whether or not one-relator groups are coherent.
Theorem (Louder-Wilton, Helfer-Wise). Let H be a free group, { v j } a malnormal collection of non-trivial cyclic subgroups of H and n j positive integers. Let ∆ be the associated graph of groups and let f : π 1 (∆) → F be a homomorphism to a free group with f | H injective. If the family { v j } is dependent then j n j ≤ rk(H) − 1.
2 When l = 1 or m = 1 we will drop the indices i or j as appropriate, to minimize notation.
Despite the fifty-nine years of work documented above, there are simple examples that do not fall within the scope of these theorems. Example 1.10. Let H be the fundamental group of the three-punctured torus Σ 1,3 and u 1 , u 2 , u 3 represent the boundary components, and take n j = 1 for j = 1, 2, 3. Then π 1 (∆) is the fundamental group of the space obtained by identifying the boundary components of Σ 1,3 , and we may ask about the ranks of possible free groups F surjected by π 1 (∆). The natural covering map Σ 1,3 → Σ 1,1 , where Σ 1,1 is the once-punctured torus, induces a surjection onto the free group of rank two.
The theorems of Stallings and the first author only predict that the rank of a free image should be at most three, and so one is naturally led to wonder whether there is a surjection from π 1 (∆) to the free group of rank three that is injective on u i .
The main tool developed in this paper is a dependence theorem for free groups, which implies all of the above. It gives a precise relationship between the integers n i,j and the ranks of the free groups H i and F . Theorem 1.11. Let H 1 , . . . , H l be free groups, { v i,j } a malnormal collection of non-trivial cyclic subgroups of H i and n i,j positive integers. Let ∆ be the associated graph of groups and let f : π 1 (∆) → F be a surjective homomorphism to a free group with f | Hi injective for each i. If the family
As stated, Theorem 1.11 does not strictly generalize the Duncan-Howie theorem, since the map f in Theorem 1.11 is required to be injective on the H i . Theorem 2.7 relaxes the injectivity hypothesis to a hypothesis of 'diagrammatic irreducibility', which is weak enough to encompass the Duncan-Howie theorem; see Corollary 5.8 for details.
The connection between the dependence theorem and one-relator groups goes via an estimate on the Euler characteristic of the one-relator pushout of a branched map; the reader is referred to Definitions 3.1 and 3.4 for the relevant terms. A special case of the estimate can be stated as follows, which is direct consequence of Corollary 3.5. Corollary 1.12. Let f : Y X be an immersion from a compact, connected two-complex Y to the presentation complex X of a one-relator group G = F/ w , with w not a proper power. If Y has no free faces then
where Ŷ is the one-relator pushout of f . 
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2 Graphs and graphs of graphs 2.1 Graphs
, where V G and E G are sets, the vertices and edges of G, respectively, and ι : E G → V G and τ : E G → V G are incidence maps. When convenient we suppress the subscript G.
A morphism of graphs is a map f :
The valence of a vertex v ∈ V G is denoted val(v).
A bipartite graph is a graph B = (C B U B , E B , σ, λ), where the vertex set V B is divided into two sets C B and U B with edge maps σ and λ such that σ(E) ⊆ C B and λ(E) ⊆ U B . A bipartite graph is simple if its edges are determined by their endpoints, i.e., if λ(p) = λ(p ) and σ(e) = σ(e ) then e = e . In this case we think of E B as lying in C B × U B . As usual, we will avoid writing subscripts when possible.
A morphism of bipartite graphs is a morphism of graphs α :
Given a graph G the geometric realization of G is the 1-complex
and if f : G → G is a morphism of graphs, the realization of f is the map
We define π 1 (G) = π 1 (G), and f * = f * for a morphism f : G → G .
Graphs of graphs
The construction below appears in various guises in the papers [Dic94, LM09, Lou13] .
Let h : Γ → Ω and w : S → Ω be morphisms of (directed) graphs. Recall that the fibre product is the graph
as in [Sta83b] . Let ρ : P → Γ × Ω S be a morphism from a graph P to the fiber product Γ × Ω S. Let λ : P → Γ and σ : P → S be the maps induced by the projections Γ × S → Γ and Γ × S → S, respectively. These data determine a square complex as the graph of graphs associated to Ω, Γ, S, P , λ, and σ: let
Alternatively, W is the adjunction space
where f : P × {−1, 1} → S Γ is defined by f (y, −1) = λ(y) and f (y, 1) = σ(y). The realization P sits horizontally in W as P × {0}.
Resolving
In Wise's terminology, the realization W is a V H-complex, and the maps σ and λ are the attaching maps of the horizontal graph-of-graphs structure on W . We now turn our attention to the vertical graph-of-spaces structure on W .
The vertical vertex-graphs are the components of the graph with vertex set V Γ V S , edge set V P , and edge maps λ and σ (suitably restricted). The vertical edge-graphs are the components of the graph with vertex set E Γ E S and edge set E P , and edge maps again λ and σ (suitably restricted). We collect these together into a bipartite graph W , whose realization is the disjoint union of the realizations of the vertical vertex-and edge-graphs of W . That is, W is the bipartite graph with vertex set V W = V Γ E Γ V S E S , edge set E W = V P E P , and edge maps induced by λ and σ.
The maps of graphs S, Γ, P → Ω determine a map (of sets) f : W → Ω, which in turn extends to a map of realizations that sends vertical vertex-graphs to vertices and vertical edge-graphs to midpoints of edges.
We now resolve this map, by factoring it through the underlying graph Γ u of the vertical decomposition of W . That is, Γ u is the graph defined by letting V Γu be the set of connected components of f −1 (V Ω ) and E Γu be the set of connected components of f −1 (E Ω ). The map f : W → Ω factors through a map m : W → Γ u , and there is an induced morphism of graphs l : Γ u → Ω.
The graph Γ u is the pushout of Γ and S along P in the category of (directed) graphs. There are injective maps of sets i S : S → W and i Γ : Γ → W , and we will also denote by w the composition m • i S : S → Γ u , even though, strictly speaking w is a map from S to Ω. We denote by Γ 
For each x ∈ Γ u denote by W x the (connected) graph m −1 (x); W x is bipartite, with vertices S x = S ∩ W x and Γ x = Γ ∩ W x , and edges P x = P ∩ W x . The incidence maps ι and τ from S, Γ, and P induce maps τ : W e → W τ (e) and ι : W e → W ι(e) .
The natural map f : W → Ω factors through m : W → Γ u . The points of Γ u are in bijection with the connected components of the fibers of the map f . The graph W expresses W as a graph of graphs over Γ u as follows.
The vertical (cellular) graphs W e are two sided, transversely oriented, and sit vertically in W as W e ×{0}. See Figure 2 . The vertical and horizontal one-cells in W are the one cells of Γ and S, and of W v , respectively. The connected components of the horizontal graph P × {0} are the horizontal hyperplanes and the W e × {0} are the vertical hyperplanes. The homomorphism f * :
Figure 2: S and Γ are horizontal in W , and we resolve the map W → Ω by passing to connected components of preimages of points. The graphs that result are vertical, and dual to the horizontal graphs.
As usual, χ(G) will denote the Euler characteristic of a graph G. The graph W , however, plays a special role, as it combinatorially encodes all the important features of the graph of graphs W . This motivates the following definition.
Figure 3: Schematic of W . The realization W is the graph of spaces obtained by gluing the ends of P × I to Γ and S using λ and σ. We think of Γ and S as running through W horizontally. The vertical graph-of-graphs structure on W is cartoonishly depicted above, with vertex spaces W v and edge spaces W e .
Definition 2.1. The characteristic of W is the alternating sum
Note that χ(W ) is the Euler characteristic of W as a CW-complex.
The dependence theorem
The formalism we have developed is applied in the following setting. Let F and H 1 , . . . , H l be free groups and Ω, Γ 1 , . . . , Γ l graphs with F = π 1 (Ω) and H i = π 1 (Γ i ) for all i. Let h i : H i → F be a homomorphism of free groups, realized by a morphism of graphs h : Γ → Ω, where Γ = i Γ i .
As in the introduction, we fix malnormal families of cyclic subgroups { v i,j } of H i , realized by morphisms of graphs λ i : P i → Γ i , where P i is a disjoint union of circles. Let P = i P i and λ = λ i : P → Γ. In the setting of a dependence theorem, there is a map w : S → Ω, where S is a circle, which represents the generator of a cyclic subgroup of F into which the h i (v i,j ) are all conjugate. In particular, the map h • λ also factors as w • σ, where σ : P → S is a map of graphs.
The link between the dependence theorem and immersions into one-relator complexes can be explained as follows. Suppose w : S → Ω is the attaching map defining the presentation complex X of a one-relator group, and the map λ : P → Γ as the coproduct of the attaching maps defining a complex Y that maps to X. In Section 3 we will see that the realization of the pushout Γ u of Γ and S along P is the one-skeleton of a "best" one-relator complex Ŷ that the map Y → X factors through. The dependence theorem implies that when Y cannot be simplified in an obvious way, i.e. when Y doesn't have any free faces, then χ(Y ) ≤ χ(Ŷ).
Definition 2.2. Let S, Γ, P , Ω, W , and Γ u be as above. The boundary of W is
The boundary of W is
The boundary of a two-complex Y is the closure of its free faces.
The boundary of W consists of those edges of Γ that are hit by precisely one element of P . By construction ∂W = ∂Y . When W has nonempty boundary, the complex Y can be simplified by a collapse, and we call this circumstance 'independent' (since, when S is a circle, it corresponds to the group-theoretic notion of independence given in the introduction). We will also be interested in a strengthening of this, in which the whole image of S in Γ u (and therefore in Ω) is covered at least twice by the boundary.
Definition 2.3. The map λ : P → Γ is independent if ∂W = ∅; otherwise, it is called dependent. The map λ : P → Γ is strongly independent if, for all e ∈ w(E S ), |∂W ∩ W e | ≥ 2; otherwise, it is called weakly dependent.
When considering a map of complexes Y → X, we want to assume that the attaching maps are immersions and that no adjacent pair of 2-cells of Y cancel, in the sense that they map to opposite copies of the 2-cell of X. These assumptions correspond to the hypothesis that W is 'diagrammatically irreducible', which is motivated by the notion of a reduced disc diagram.
Definition 2.4. We say that W is diagrammatically irreducible if the restriction ρ| E P : E P → E Γ × E S is an embedding and the maps σ, w are immersions.
We record some consequences of diagrammatic irreducibility in the following lemma.
Lemma 2.5. Let Ω, Γ, S, P , W , and Γ u be as above.
(i) If ρ| E P is injective then W e is a simple bipartite graph for all e ∈ E Γu .
(ii) If σ : P → S and w : S → Ω are immersions then α : W e → W α(e) maps P e injectively to P α(e) and S e injectively to S α(e) .
The proof is left as an easy exercise. If W is diagrammatically irreducible and h : Γ → Ω is an immersion then the maps α : W e → W α(e) are embeddings, although we will not use this fact.
Lemma 2.6. Let Ω, Γ, S, P , W , and Γ u be as above. If S is connected and σ : P → S is a covering map then, for each s ∈ S x ⊂ W x , val(s) = deg(σ).
We can now state the dependence theorem in the form in which we prove it.
Theorem 2.7 (Dependence theorem). Let Ω, Γ, S, P , W , and Γ u be as above. Suppose further that W is diagrammatically irreducible, S is a circle, w : S → Ω is indivisible, and that σ is a covering map. If λ : P → Γ is weakly dependent then
Usually, following [Sta83b] , subgroups of free groups are represented by immersions of connected graphs, so for the purposes of generalizing the theorems of Baumslag and Stallings it is safe to restrict to immersions of connected Γ → Ω. However, in order to strengthen the Duncan-Howie theorem we need to allow maps that are not immersions.
If W is diagrammatically irreducible and weakly dependent then χ(Γ u ) ≤ −1, and in this case Theorem 2.7 implies the inequality
which is precisely Wise's w-cycles conjecture [HW16, LW17] .
Question 2.8. Are there W as above, with λ dependent, such that
We next explain how Theorem 2.7 implies Theorem 1.11.
Proof of Theorem 1.11. We may assume that f (w) is indivisible in
We take Ω to be a rose with F = π 1 (Ω) a free group, Γ to be a graph immersing into Ω, for which the components have fundamental groups H i , and λ : P → Γ an immersion of a disjoint union of circles into Γ that represent the family {v i,j }. As explained above, these factor through a common circle w : S → Ω which induces the maps σ : P → S and λ : P → Γ. We may therefore construct the adjunction space W . The map π 1 (∆) = π 1 (W ) → F is surjective and factors through m * :
The graph W is diagrammatically irreducible since, for each i, the subgroups { v i,j } are a malnormal family. As observed above, because the { v i,j } are dependent, it follows that the map λ : P → Γ is dependent, in particular weakly dependent, and Theorem 2.7 applies. After noting that
that χ(Ω) = 1 − rk(F ) and that χ(Γ) = i (1 − rk(H i )), the result follows.
One-relator pushouts
We now explain the link between the dependence theorem and maps to onerelator complexes. We work in the category of combinatorial 2-complexes and branched maps. (iii) for each 2-cell e of Y , there is a 2-cell e of X so that f (e) ⊆ e , and e and e can be parametrized so that f | e agrees with some p n .
Let f : Y → X be a branched map, and let e be a two-cell of X, with e the corresponding two-cell in Y . The degree of branching of e is the number n e such that e → e is parametrized as z → z ne . Clearly
Remark 3.2. A cellular map f : Y → X which is combinatorial on 1-skeleta and induces an immersion on links of vertices is homotopic to a branched map.
Let X be the presentation complex of a one-relator group and let f : Y X be a branched map from a compact connected 2-complex Y with at least one 2-cell to X. We consider the poset O(Y, X) defined as follows. The objects are diagrams
where both f Z and g Z are cellular, g Z maps the two-cell of Z homeomorphically to the two-cell of X, f Z is surjective, and f = g Z •f Z . We usually abuse notation and use Z to denote the diagram. For
Lemma 3.3. The poset O(Y, X) has finitely many objects and has a unique maximal object Ŷ.
Proof. Consider an object Z. Since the map f Z is surjective, Z is determined by the collections of points of Y that are identified by f Z . Since Y is compact, it follows that there are only finitely many elements in O. Choose Z 1 and Z 2 , and let W be the image of the map Y → Z 1 × X Z 2 ; W is a one-relator complex which dominates both Z 1 and Z 2 . Since O is finite it follows that there is a unique maximal element.
Definition 3.4 (One-relator pushout). Ŷ is the one-relator pushout of Y . The immersed one-relator pushout Ŷ I is the result of folding the 1-skeleton of Ŷ to an immersion to the 1-skeleton of X.
In the context of one-relator complexes, the dependence theorem gives a relation between the Euler characteristics of Y and Ŷ, which we explain next. Given Z ∈ O, we have a diagram as follows.
Here, P is a collection of circles, λ represents the attaching maps for the two cells of Y , and w is the attaching map for the two-cell of Z. The map σ restricts to a degree-one map on each connected component of P , so deg(σ) is the number of two-cells of Y . Setting Γ = Y (1) , there is a natural map from Γ u , the pushout of Γ and S along P , to Z
(1) . Letting w be the lift of w to Γ u , the natural map from the one-relator complex Γ u ∪ w D → Ŷ is an isomorphism since Ŷ is maximal.
The boundary ∂Y , as in Definition 2.2, is the closure of the free faces of Y , and ∂W = ∂Y . We can now state the dependence theorem's consequence in this context. 4 Proof of the dependence theorem
Stackings
As well as the adjunction space, the second tool that we will use is the notion of a stacking from [LW17] . In that paper, a stacking of a map w : S → Ω was defined to be a lift of w to an embedding into Ω × R (where R denotes the real numbers). Here, we use an an equivalent, combinatorial, version of the definition. Given an injection of sets α : C → D and a total order ≤ on D, we let α * (≤) denote the pullback order on C.
Definition 4.1 (Stacking). Let w : S Ω be an immersion of graphs. A stacking of w is a collection of orders ≤ x on w −1 (x) for x ∈ w(S), such that α * (≤ α(e) ) =≤ e for each e ∈ w(E S ) and α ∈ {ι, τ }. For the rest of the paper we will write realizations in normal rather than boldface font.
Computing the characteristic of W
In this subsection, we observe that Theorem 2.7 can be proved by estimating the Euler characteristic of a certain chain complex C naturally associated to W . All coefficients are in a fixed but arbitrary field.
Let W be (not necessarily diagrammatically irreducible) as in Subsection 2.1. Considering the vertical decomposition of W as a graph of graphs over Γ u , and using the fact that vertex and edge spaces are connected, the Mayer-Vietoris sequence implies that
where C is the chain complex
Clearly χ(W ) = χ(Γ) + χ(S) − χ(P ). In Theorem 2.7, S is a circle, P is a union of circles, so χ(S) = χ(P ) = 0 and χ(W ) = χ(Γ). Rearranging, χ(Γ) + χ(C) = χ(Γ u ), and it suffices to show that χ(C) ≥ deg(σ) − 1 whenever W is diagrammatically irreducible and λ : P → Γ is weakly dependent.
Fiberwise filtering W
Let W be diagrammatically irreducible and consider the chain complex C indexed by the graph Γ u . In this section we use stackings to replace C by a pair of chain complexes C ± indexed by S and which have easily computable characteristic.
Let W x = (S x Γ x , P x , λ, σ) be a (bipartite) vertex or edge graph of W , where
and
For s ∈ S x , define
The quotient group A ± (s) represents the additional first homology gained when going from W ± x (s ∓ 1) to W ± x (s). See Figure 6 . Summing over s ∈ S x , we have
Since α : W e → W α(e) is injective on S-vertices and α * (≤ α(e) ) =≤ e , there are induced restrictions
Because W is diagrammatically irreducible, each α : P e → P α(e) is injective, so α : P s → P α(s) is as well, so there are induced injections
Figure 5: The map α : W e → W α(e) is injective on P e and induces an injection A ± (s) → A ± (α(s)). In this example two vertices of Γ e are identified in Γ α(e) . The map α respects the sublevelset filtrations (2) and (3). Here we have drawn S x as sitting "above" the Γ x so this picture should be thought of as illustrating the filtration (2).
Again, summing over s ∈ S x , there are maps
We now define a pair of auxiliary chain complexes C ± by replacing each H 1 (W x ) in C using the isomorphism (4), using the sum of the maps from (6) as the boundary map.
By (4), χ(C ± ) = χ(C). Since
after reindexing, (7) becomes
with boundary maps coming from (5). These auxiliary chain complexes enable us to relate χ(C) to the vector spaces A ± (s) that come from the filtrations of the W x .
Lemma 4.3. Suppose S is a circle. Then
The proof uses the following naive estimate.
Remark 4.4. Let a 1 , . . . , a n and b 1 , . . . , b n−1 be non-negative integers, and suppose that a i ≥ b i ≤ a i+1 for i = 1 . . . n − 1. Then
Proof of Lemma 4.3. Pick an edge g ∈ w(E S ) ⊆ E Γu , and let m + and m − be the minimal and maximal elements of S g with respect to the order ≤ g . Since m ± is minimal/maximal,
By Lemma 2.5 W g is simple, so if p ∈ E W ± g (m ± ) then p is determined by λ(p), and W g (m ± ) is therefore Γ g with λ(P m ± ) coned off, so
where
The chain complex C ± | S\m ± is over an interval S \ m ± , which makes its Euler characteristic easy to estimate. Label and reorient S so that V S = {v 
by Remark 4.4.
Remark 4.5. It is not clear from the start that χ(C) is non-negative. It follows from Mayer-Vietoris that the chain complexes C ± \ m ± , and therefore C ± , have their homology concentrated in dimension 0.
The special case χ(Γ) = χ(Γ u ) is of some interest since it implies the theorems of Baumslag and Stallings. In these cases χ(C) = 0, and by Lemma 4.3 dim(A ± (s)) = 0 for all s ∈ S. By (4), H 1 (W x ) = 0 for all x ∈ Γ u , but a connected graph with trivial homology is a tree. If deg(σ) ≥ 2 then no s ∈ S x has valence one, so there are at least two valence-one vertices in Γ x , hence λ is strongly reducible, and therefore reducible. This case is argued differently in the paper [Lou13] . There it was shown directly that the vertices in Γ x are cutpoints in W x , and acylindricity of the associated graph of groups ∆ then implied that the edge and vertex spaces are trees. Since this is not true in general, we use stackings to argue indirectly that if χ(C) < deg(σ) − 1 then the edge spaces have "treelike" features, and ultimately, valence one vertices.
The up-down lemma and the proof of Theorem 2.7
The final ingredient of the proof of the dependence theorem is the up-down lemma. To formulate it, we first recapitulate some of the discussion from Section 4.3 in general terms.
Consider a finite bipartite graph B = (V B = C B U B , E B , σ, λ) with an order ≤ on C B . For c ∈ C define A vertex u ∈ U is good if it has valence one.
Figure 6: Illustration of a filtration associated to an order ≤ on a (simple) bipartite graph B. The elements of U are all drawn at the same level, and elements of C are placed vertically. To keep the pictures uncluttered we omit elements of U which aren't connected to vertices in C ∩ B + (c). The number below each graph is the dimension of A + (c) for the vertex c added at that stage. The graph B has 6 + 6 vertices and 18 edges, for a characteristic of −6, and is connected with first betti number 0 + 0 + 2 + 2 + 1 + 2.
Lemma 4.6 (Up-down lemma). Let B be a simple connected bipartite graph which is not a point. Let ≤ be an order on C. Then
Proof. The proof is by induction on |C|. Suppose that |C| = 1. If |U | = 1 then C = {c}, U = {u}, c has valence 1, dim(A ± (c)) = val(c) − 1 = 0, so c is good, and |λ −1 (u)| = 1 so u has valence one, so is good. If |U | ≥ 2 then there are |U | ≥ 2 valence one vertices.
Suppose that |C| ≥ 2, and let m − and m + be the maximal and minimal elements of C, respectively. If m − and m + are both good then we are done. The long exact sequence for the pair (B, B + (m − − 1)) reduces to the exact sequence With the up-down lemma in hand, we can finally prove the dependence theorem.
Proof of Theorem 2.7. We prove the contrapositive. Suppose that
Our goal is to prove that W is strongly independent.
By Lemma 4.3, χ(C) is bounded from below by
To show that W is strongly independent, we need to show that |∂W ∩ W e | ≥ 2 for each e ∈ w(E S ) ⊆ E Γu .
To that end, choose e ∈ w(E S ) and apply the up-down lemma to W e by setting B = W e , C B = S e , U B = Γ e , E B = P e , and ≤=≤ e . Lemma 2.6 asserts that deg(σ) = val(s), so (9) implies that dim(A ± (s)) < val(s) − 1 for all s ∈ S e . In particular, no vertex in S e is good. Since the up-down lemma guarantees two good vertices in W e , it follows that there are two good vertices in Γ e . A good vertex in Γ e has valence one, so |∂W ∩ W e | ≥ 2. This is true for all e ∈ w(E S ), but this is precisely what it means for the map λ : P → Γ to be strongly independent.
Stallings; Magnus and Lyndon; Duncan-Howie
In this section we show how the dependence theorem implies its predecessors mentioned in the introduction. We have already seen that it implies Theorem 1.11, which in turn implies Baumslag's theorem. We next state a generalization of Stallings' theorem and explain how it follows as well. In the following subsection we explain how the dependence theorem implies Magnus' Freiheitssatz and Lyndon's asphericity theorem. Finally, we explain how the dependence theorem implies a strengthening of the theorem of Duncan-Howie.
Conjugacy and homology
A homomorphism of free groups f : H → F induces a map f ∼ : H/∼ → F/∼ on sets of conjugacy classes. A 1983 theorem of Stallings, which we also think of as a kind of dependence theorem, relates f ∼ to the induced map on abelianizations,
Theorem (Stallings). Let f : H → F be an injection of free groups. If f # is injective then so is f ∼ .
(A homomorphism f for which f ∼ is injective is sometimes called a Frattini embedding; cf. [OS04] .)
In this section we quantify Stallings' theorem, and compare how badly f ∼ and f # may fail to be injective. In the case of f # , the failure of injectivity is measured by the rank of the kernel. To measure the failure of f ∼ to be injective, we define γ(f ) = max
the maximal number of conjugacy classes in H that are identified in F . Using this terminology, Stallings' theorem asserts:
The main result of this section is a corollary of the dependence theorem that strengthens Stallings' theorem by comparing rk(ker(f # )) to γ(f ).
Corollary 5.1. Let f : H → F be an injection of free groups. Then
Proof. The proof is by induction on m = γ(f ). In the base case, m = 1, there is nothing to prove, so we assume that m ≥ 2. We may also assume that H and F are finitely generated. Let u 1 , . . . , u m be a collection of non-conjugate elements realizing γ(f ). For each u j let v j be an element of H such that u j ∈ v kj j , with k j ≥ 1 maximal, so { v j } forms a malnormal family of cyclic subgroups of H. There is some w ∈ F with the property that each f (v j ) is conjugate to w nj for some unique integer n j . As in the introduction, these data define a graph of groups ∆ and f extends to a homomorphism φ :
Since f (H) is contained in L we have rk(f # ) ≤ rk(L) and so the rank-nullity lemma applied to f # gives
If the malnormal family { v j } is dependent then Theorem 1.11 implies that
These two estimates together imply the result, so it remains to deal with the case in which { v j } is independent.
After permuting indices and conjugating the v j appropriately, this means that H = K * v m and v j ∈ K for j < m. Therefore, by the inductive hypothesis applied to
as required.
Remark 5.2. Corollary 5.1 is sharp. Let F = a, b and
with f the inclusion map. The n basis elements b i ab −i of H are conjugate in F and rk(ker(f # )) = n − 1.
The Freiheitssatz and Lyndon asphericity
We again consider a one-relator group G = F/ w , with the word w realized as usual by an immersion of graphs w : S Ω. Note that w may be a proper power v k , where k ≥ 1 is assumed to be maximal. In this section we show how Corollary 3.5 implies the Freiheitssatz and Lyndon asphericity. In what follows X is the presentation complex Ω ∪ w D of the one-relator group G, where w : S → Ω is the attaching map of the two cell, and Z is the presentation complex of the one-relator group Ω ∪ v D. There is a natural map q : X → Z, equal to the identity on Ω and a k-fold branched cover on D. Note that q is not a branched map in the sense of Definition 3.1 if k > 1. Corollary 5.5 (Magnus' Freiheitssatz). Let X be the presentation complex of a one-relator group G = F/ w . If Y → X is a reduced disk diagram, then ∂Y surjects w(S).
Corollary 5.6 (Lyndon asphericity). Let X be the presentation complex of a one-relator group G = F/ w . If Y is homeomorphic to a 2-sphere, no combinatorial map Y → X is reduced.
Roots of products of commutators
Definition 5.7. Let F be a free group The genus or commutator length of an element v ∈ F is defined to be the minimal g ∈ N such that
The Duncan-Howie theorem is an estimate on the commutator length of a proper power v = w n : it asserts that n ≤ 2g − 1 [DH91] . Here, we view it as a dependence theorem about maps H → F where H is the fundamental group of a surface Σ with boundary, and ∂Σ maps to powers of conjugates of w. In this section, we prove another corollary of Theorem 2.7, which strengthens the Duncan-Howie theorem.
Corollary 5.8. Let F be a free group and consider v a non-trivial element which is both a k-th power and a product of g commutators, that is there are a i , b i , w ∈ F with 1 ≤ i ≤ g and
Since g is at least one, rk( a 1 , . . . , a g , b 1 , . . . , b g , w ) ≥ 2 and it follows that k ≤ 2g − 1, recovering the Duncan-Howie estimate.
Proof of Corollary 5.8. Represent the subgroup a i , b i < F by a map f : Σ → Ω from an orientable surface of genus g with one boundary component, so that f | ∂Σ represents the element v. We may assume that f doesn't pinch any simply Figure 9 : When Σ is orientable the map λ : P → Γ is diagrammatically irreducible since otherwise Σ contains a Möbius band.
closed curves, and that w is indivisible in a 1 , . . . , a g , b 1 , . . . , b g , w . By [Cul81] , we may realize Σ as the mapping cylinder of λ : P → Γ, where P is a circle representing the boundary of Σ, with a morphism of graphs h : Γ → Ω representing a 1 , . . . , a g , b 1 , . . . , b g . Orientability of Σ implies that λ is diagrammatically irreducible. See Figure 9 . The induced map from the pushout Γ u surjects a 1 , . . . , a g , b 1 , . . . , b g , w , and the inequality then follows from the dependence theorem.
Subgroups of one-relator groups
The results of this section show how π(w) controls the subgroup structure of the one-relator group G = F/ w .
Primitivity rank and w-subgroups
Recall the definition of the primitivity rank π(w) from the introduction (Definition 1.2). We start with a few simple observations.
(i) The word w is primitive in F if and only if π(w) = ∞.
(ii) Unless w is primitive, rk(F ) is an upper bound for π(w).
(iii) The word w is a proper power if and only if π(w) = 1.
We now turn to the second definition needed for the main lemma.
Definition 6.1. Let F be a free group and w ∈ F a non-trivial element. A subgroup K of F is a w-subgroup if:
(i) K contains w as an imprimitive element;
(ii) rk(K) = π(w); and (iii) every proper overgroup K of K in F has rk(K ) > rk(K).
In the easiest case w-subgroups are cyclic; this occurs if and only if π(w) = 1, i.e. when w is a proper power u k .
Example 6.2. If w = u k ∈ F with k > 1 and u not a proper power then u is the unique w-subgroup of F . It is well-known that the inclusion u / w → F/ w is injective [LS01, Proposition II.5.17].
So when π(w) = 1, a w-subgroup is unique and malnormal. In fact, malnormality holds in general.
Proof. Let g ∈ F ; then K < K, g and rk( K, g ) ≤ rk(K) + 1. If k g 1 = k 2 for k 1 , k 2 ∈ K \ 1 then there is a non-trivial relation between K and g and so, since free groups are Hopfian, rk( K, g ) ≤ rk(K). Therefore, by the definition of a w-subgroup, K, g = K, so g ∈ K.
Uniqueness in the case π(w) = 1 extends to finiteness in general, and the finite list of w-subgroups is computable. Computability was touched on in [PP15, p. 66].
Lemma 6.4. There are only finitely many w-subgroups in a free group F , and there is an algorithm that lists them.
Proof. If F is the fundamental group of a based finite graph Ω, then any finitely generated subgroup K can be realized by a based immersion of finite graphs Λ Ω, and if w is contained in K then the immersion w : S → Ω lifts to Λ. We only need to consider subgroups K for which w is not contained in a proper free factor, and for such subgroups K, every edge of Λ is in the image of w. In fact, every edge of Λ is hit at least twice by w, so we only need to consider the finitely many based immersions Λ Ω with |Λ| ≤ |w|/2. For each such Λ Ω, Whitehead's algorithm decides whether or not w is contained in a free factor of K. Keep those Λ of minimal rank, and of these the w-subgroups are the maximal ones with respect to inclusion: K < K if and only if the based immersion Λ → Ω factors through the based immersion Λ → Ω, which can be checked trivially.
If we realize F as the fundamental group of a core graph Ω and w by an immersion w : S → Ω then each of the finitely many w-subgroups K i is realized by an immersion of core graphs Λ i Ω. We may then define complexes Q i = Λ i ∪ w D (where w is the unique, by Lemma 6.3, lift of w to Λ i ), which come equipped with immersions Q i X. These play a key role in the classification of immersions Y X with χ(Y ) = 2 − π(w).
Definition 6.5. If K i < F is a w-subgroup we also call
The w-subgroups come equipped with homomorphisms P i → G induced by the immersions Q i X. The name 'w-subgroup' turns out to be justified, since by Theorem 6.16 these homomorphisms are injective. Remark 6.6. A one-relator group defined by an imprimitive element is not free. See [LS01, Proposition 5.10]. In particular, the w-subgroups P i are one-ended.
Nielsen equivalence
This section introduces the strong version of homotopy equivalence that plays a role in our main results.
We will consider w as defining a one-relator group G = F/ w . As usual, we realize this topologically: we consider F as the fundamental group of a graph Ω and w (up to conjugacy) as an immersion of a circle w : S → Ω that defines the attaching map for a 2-complex X with a single 2-cell; for instance, X could be the natural presentation complex for G. We work with combinatorial maps of 2-complexes -that is, maps that send n-cells to n-cells, for each n. A map of 2-complexes Y → X is an immersion if it is a local injection; in this case, we write Y X. A branched map is an immersion if and only if it is an immersion when restricted to one-skeleta and the branching index of each two-cell is one. We will make use of the following technical fact about Nielsen reduction. 
Homomorphisms from finitely generated groups
In this section we combine the observations from the previous subsections and finally prove Theorem 1.4. The first lemma provides a tool for promoting results about immersions to results about subgroups.
Lemma 6.11. A combinatorial map of finite 2-complexes X → Y factors as
where X → Z is surjective and π 1 -surjective.
Proof. Folding shows that the map of 1-skeletons factors as
where X (1) → Z (1) is surjective and π 1 -surjective. We now construct Z by pushing the attaching maps of the 2-cells of X forward to Z
(1) and identifying any 2-cells with the same image in Y and equal boundary maps. The resulting map X → Z is surjective and π 1 -surjective. It remains to check that the natural map Z → Y is an immersion.
Since Z → Y is combinatorial, it can only fail to be locally injective at a point z ∈ Z if two higher-dimensional cells incident at z have the same image in Y . Since the map of 1-skeleta is an immersion, this can only occur if two 2-cells e 1 , e 2 in Z, incident at z, have the same image in Y . Since the attaching maps of e 1 and e 2 agree at z and Z
(1) → Y (1) is an immersion, it follows that the attaching maps of e 1 and e 2 agree everywhere. Therefore, e 1 and e 2 are equal in Z by construction.
This has the following useful consequence.
Lemma 6.12. Let Y be a finite 2-complex, and let f : H → π 1 (Y ) be a homomorphism from a finitely presented group. Then there is a an immersion from a finite, connected 2-complex g : Z Y and a surjection h :
Proof. Let x 1 , . . . , x m | r 1 , . . . , r n be a finite presentation for H. Let R → Y be a combinatorial map from a rose R with petals corresponding to the x i . Each relator r j is the boundary of a singular disc diagram D j → Y . Let X be constructed by gluing the D j to R along their boundaries. There is a combinatorial map X → Y realizing the homomorphism f . Applying Lemma 6.11, X → Y factors through an immersion Z Y .
For homomorphisms from finitely generated groups, we obtain the following, slightly weaker, result.
Lemma 6.13. Let Y be a finite 2-complex, and let f : H → π 1 (Y ) be a homomorphism from an n-generator group. There is a sequence of π 1 -surjective immersions of finite, connected 2-complexes without free faces
an immersion g from the direct limit Z = lim − → Z i into Y and a π 1 -surjection h : H → π 1 (Z) such that f = g * • h. Furthermore, we may take rk(π 1 (Z 0 )) ≤ n.
Proof. Consider a sequence of surjections of groups
so that each H i is finitely presented and lim − → H i = H. We may of course take H 0 to be free of rank n. As in the proof of Lemma 6.12, each H i may be realized as the fundamental group of a compact 2-complex X i so that the homomorphisms H i → H i+1 are realized by combinatorial maps X i → X i+1 .
We now use Lemma 6.11 repeatedly to improve these maps to immersions. For each i, set Z i,0 = X i and define Z i,j inductively as the result of applying Lemma 6.11 to the map Z i,j−1 → Z i+1,j−1 , to obtain a factorization
Since the maps Z i,j−1 → Z i,j are surjective maps of finite complexes, they eventually stabilize at some finite stage j(i); let Z i = Z i,j(i) . For each i, let Z i be the result of collapsing any free faces of Z i . Since the preimage of a free face under an immersion is a free face, each immersion Z i Z i+1 restricts to an immersion Z i Z i+1 . This yields a sequence of immersions of finite complexes
as required, and by construction the homomorphism H → π 1 (Y ) factors through a π 1 -surjection to Z = lim − → Z i .
In general, when one applies Lemma 6.11 there may be no relation between the Euler characteristics of the complexes X and Z. However, we will obtain some control using a theorem of Howie. Recall that a group is locally indicable if every non-trivial finitely generated subgroup has infinite abelianization.
Theorem ([How81, Corollary 4.2]). If X is a 2-complex and Y ⊆ X is a connected subcomplex such that π 1 (Y ) is locally indicable and H 2 (X, Y ) = 0 then the map π 1 (Y ) → π 1 (X) induced by inclusion is injective.
We use Howie's theorem to prove the following lemma, which can also be deduced from earlier results of Stallings [Sta65, p171] .
Lemma 6.14. If X is a connected, aspherical 2-complex and π 1 (X) is generated by n elements, then χ(X) ≥ 1 − n with equality if and only if π 1 (X) is free on n generators.
Proof. Let x 1 , . . . , x n be a generating set for π 1 (X). Since X is 2-dimensional and b 1 (X) ≤ n it is clear that χ(X) ≥ 1 − n, so it suffices to show π 1 (X) is free on the x i if χ(X) = 1 − n. We can realize the x i by a combinatorial π 1 -surjection of a rose f : R → X. Let M be the mapping cylinder of f , a 2-complex homotopy-equivalent to X. If χ(M ) = 1 − n then H 2 (M ) = 0 and the natural map H 1 (R) → H 1 (M ) is injective. Therefore, by the long exact sequence of a pair, H 2 (M, R) = 0 and so by Howie's theorem, π 1 (R) → π 1 (M ) is injective, since free groups are locally indicable. Therefore, π 1 (M ) = π 1 (X) is free on the x i .
We can now prove the group-theoretic analogue of Lemma 6.10, from which Theorem 1.4 follows immediately.
Lemma 6.15. Let G = F/ w be a one-relator group with π(w) > 1, and let f : H → G be a homomorphism from a finitely generated group H.
(i) If rk(H) < π(w) then f factors through a free group.
(ii) If rk(H) = π(w) and H is not free of rank π(w) then either f factors through a free group or f (H) is conjugate into some w-subgroup P k .
Proof. By Lemma 6.13, there is a sequence of π 1 -surjective immersions of finite, connected 2-complexes without free faces
so that f factors through π 1 (Z), where Z = lim − → Z i . Therefore, if f does not factor through a free group, π 1 (Z) is not free. Since free groups are Hopfian, π 1 (Z i ) is not free for all but finitely many i, and so we may assume without loss of generality that π 1 (Z i ) is not free for any i.
If rk(H) < π(w) then, for all i, χ(Z i ) ≥ 2 − rk(H) > 2 − π(w)
by Lemma 6.14, and so Z i Nielsen reduces to a graph by Lemma 6.10, which contradicts the assumption that π 1 (Z i ) is not free. This proves item (i). If rk(H) = π(w) then, similarly, χ(Z i ) ≥ 2 − π(w) for all i, and since π 1 (Z i ) is not free, we must have χ(Z i ) = 2 − π(w). Therefore, by Lemma 6.10, each immersion Z i X factors through some Q k(i) X. Since there are only finitely many Q k by Lemma 6.4, there is a k such that Z i X factors through Q k for infinitely many i, whence f factors through P k . This proves item (ii).
w-subgroups are subgroups
At last we can prove, as claimed, that the P i really are subgroups of the onerelator group G.
Theorem 6.16. Let F be a free group with w ∈ F . The natural maps P i → G are injective.
Proof. We assume that w is nontrivial and that π(w) > 1, since the case π(w) = 1 is well-known, as noted in Example 6.2.
Let γ : S 1 → Q i be an edge loop whose image in X is null-homotopic. Let D be a van Kampen diagram for γ. Let R = Q i ∪ γ D, which comes equipped with a natural map R → X. By Lemma 6.11, this factors as
with R → Z a π 1 -surjection; in particular, we obtain a π 1 -surjection Q i Z. The complex Z retracts to a subcomplex Y ⊆ Z without free faces, and since Q i has no free faces the immersion Q i → X factors through the retraction to Y . Now, H = π 1 (Y ) is generated by π(w) elements and is not free of rank π(w) since it is a quotient of P i , so by Lemma 6.14, χ(Y ) ≥ 2 − π(w). Therefore, by Lemma 6.10, either Y reduces to a graph or it factors through some immersion Q j X. But the immersion Q i X factors through the immersion Q i Y , so by Lemma 6.9, if Y reduces to a graph then Q i does too, contradicting the definition of a w-subgroup. Therefore Y X factors through some Q j . It follows that K i < K j (where these are the w-subgroups of F corresponding to Q i and Q j respectively) so, by the definition of a w-subgroup, i = j and Q i → Q j is an isomorphism. Therefore, R retracts to Q i , so γ was already null-homotopic in Q i . This proves the theorem.
Using Remark 6.6, we see that π(w) is an invariant of the isomorphism type of the one-relator group G.
Corollary 6.17. If w ∈ F is a word in a free group then π(w) is the minimal rank of a non-free subgroup of the one-relator group G = F/ w .
6.6
The case π(w) = 2
As explained in the introduction, the results of the previous section show that, when π(w) > 2, the subgroup structure of G = F/ w is like the subgroup structure of a hyperbolic group. In this section, we examine the case π(w) = 2, and notice that the non-negatively curved behaviour of G is concentrated in a particular subgroup. This follows from the next result, which shows that in this case there is a unique w-subgroup of F . Proposition 6.18. Let F be a free group and w ∈ F an indivisible, imprimitive, non-trivial element. If H 1 and H 2 are rank-two subgroups of F with w contained in, but not primitive in, both H 1 and H 2 , then H 1 , H 2 also has rank two.
If π(w) = 2 then there is a unique w-subgroup.
Proof. Since w is indivisible and imprimitive in both H 1 and H 2 , Theorem 1.11 applies to give 1 ≤ (rk(H 1 ) − 1) + (rk(H 2 ) − 1) − (rk( H 1 , H 2 ) − 1) , and since rk(H 1 ) = rk(H 2 ) = 2, it follows that rk( H 1 , H 2 ) = 2 as required; w is imprimitive in H 1 , H 2 and so H 1 , H 2 ∈ H.
Suppose that π(w) = 2. Let H = {H i } be the set of rank-two subgroups of F so that w ∈ H i and w is not primitive in H i ; H is finite by Lemma 6.4, and since π(w) = 2, H is non-empty. Considering the partial order on H given by inclusion, the previous paragraph now implies that each pair has an upper bound, and it follows that H has a unique maximal element K, which is necessarily the unique w-subgroup.
Therefore, in this case, we drop the unnecessary subscript i and write P for the w-subgroup of G. In light of Conjecture 1.8 we make the following definition.
Definition 6.19. If π(w) = 2 then P is the peripheral subgroup of G.
We do not currently know how to prove that P is uniquely defined in G up to isomorphism. However, Lemma 6.15 shows that if G ∼ = F/ w ∼ = F / w are isomorphic then the corresponding peripheral subgroups P and P are conjugate into each other, which somewhat justifies the term 'peripheral'. If Conjecture 1.8 held then P would be malnormal in G, and therefore would be a well-defined isomorphism invariant.
