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a b s t r a c t
This paper deals with single-machine scheduling problems with decreasing linear
deterioration, i.e., jobs whose processing times are a decreasing function of their starting
times. In addition, the jobs are related by parallel chains and a series–parallel graph
precedence constraints, respectively. It is shown that for the problems of minimization of
the makespan, polynomial algorithms exist.
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1. Introduction
Traditional scheduling problems usually involve jobs with constant, independent processing times. In practice, however,
we often encounter settings in which the job processing times increase or decrease over time. Researchers have formulated
this phenomenon into different models and solved different problems for various criteria. Extensive surveys of scheduling
models and problems concerning start time dependent job processing times can be found in Alidaee and Womer [1], and
Cheng et al. [2]. Generally, two types of models are used to describe this kind of processes. The first type is devoted to
problems in which the job processing time is characterized by a non-decreasing function, and the second type concerns
problems in which the job processing time is given by a non-increasing function. Applications of these models can be found,
among others, in fire fighting, emergency medicine, police, machine maintenance, computer science, and radar science.
Some common examples of the problem in which the job processing time is an increasing start time dependent function
can be found in the areas of scheduling maintenance, cleaning assignments or metallurgy, in which any delay often implies
additional effort (or time) to accomplish the job. On the other hand, an example considering the so called ‘‘learning effect’’
can be described by a non-increasing start time dependent function. Assume that a worker has to assemble a large number
of similar products. The time required by theworker to assemble one product depends on his knowledge, skills, organization
of his working place and others. The worker learns how to produce. After some time, he is better skilled, his working place
is better organized and his knowledge has increased. As a result of his learning, the time required to assemble one product
decreases. Another example is the process by which aerial threats are to be recognized by a radar station [3]. In this case, a
radar station has detected some objects approaching it. The time required to recognize the objects decreases as the objects
get closer. Thus, the later the objects are detected, the less time needed for their recognition.
Browne and Yechiali [4] considered a scheduling problem in which the processing times of the jobs are linear
deterioration functions of their starting times. They showed that this problem can be solved optimally. Mosheiov [5]
considered the problem that all the jobs are characterized by a common positive basic processing time. Based on this
basic assumption, Mosheiov proved that the optimal schedule to minimize flowtime is symmetric and has a V-shaped
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property with respect to the increasing rates of deterioration. Mosheiov [6] considered the following objective functions:
makespan, total flow time, total weighted completion time, total lateness, maximum lateness and maximum tardiness,
and number of tardy jobs. When the values of the basic processing times equal zero, all these problems can be solved
polynomially. Cheng and Ding [7] considered the scheduling model in which each job has a normal processing time that
deteriorates as a step function if its starting time is beyond a given deterioration threshold. They showed that the flow time
problem with identical job deteriorating dates is NP-hard, and suggested a pseudo-polynomial algorithm for the makespan
problem. They also introduced a general method of solution for the flow time problem. Bachman and Janiak [8] showed
that the maximum lateness minimization problem under the linear deterioration assumption is NP-hard, and presented
two heuristic algorithms. Bachman et al. [9] considered the problem of minimizing the total weighted completion time
introduced by Browne and Yechiali [4]. They proved that the problem is NP-hard. Hsu and Lin [10] considered a single-
machine problemwith deteriorating jobs tominimize themaximum lateness. They designed a branch-and-bound algorithm
for deriving exact solutions by incorporating several properties concerning dominance relations and lower bounds.
Chen [11] and Mosheiov [12] considered scheduling linear deteriorating jobs on a group of parallel identical machines.
Chen [11] considered minimizing the flow time, while Mosheiov [12] studied makespan minimization. Mosheiov [13]
considered the computational complexity of the flow shop, open shop and job shop makespan minimization problems
with simple linear deteriorating jobs. He introduced a polynomial-time algorithm for the two-machine flow shop and
two-machine open shop problems, respectively. He also proved that the three-machine flow shop, three-machine open
shop and two-machine job shop problems are NP-hard, respectively. Wang and Xia [14] considered general, no-wait or
no-idle flow shop scheduling problems with job processing times dependent on their starting times. In these problems
some dominating relationships between machines can be satisfied. They showed that polynomial algorithms exist for
the problems to minimize makespan or weighted sum of completion time. However, when the objective is to minimize
maximum lateness, the solution of the corresponding classical version may not hold. Wang et al. [15] considered the
problems of scheduling jobs with start-time increasing processing times. The two objectives of the scheduling problems are
tominimize themakespan and the totalweighted completion time, respectively. Under the series–parallel graphprecedence
constraint assumption, they proved that the problems are polynomially solvable.
Apart from the increasing linear model for the job processing times, there is also a decreasing linear model. This model
was introduced by Ho et al. [3], who considered the problem of solution feasibility with deadline restrictions. Ng et al. [16]
considered three scheduling problems with a decreasing linear model of the job processing times, where the objective
function is to minimize total completion time, and two of the problems are solved optimally. A pseudopolynomial time
algorithmwas constructed to solve the third problem using dynamic programming. Some interesting relationships between
the linear models with decreasing and increasing start time dependent parts were presented by Ng et al. [16]. Bachman
et al. [17] considered the single machine scheduling problem with start time dependent job processing times. They proved
that the problem of minimizing total weighted completion time is NP-hard. They also considered some special cases. Wang
and Xia [18] considered scheduling problems under a special type of linear decreasing deterioration. They presented optimal
algorithms for single machine scheduling to minimize makespan, maximum lateness, maximum cost and number of late
jobs, respectively. For the two-machine flow shop scheduling problem tominimize makespan, they proved that the optimal
schedule can be obtained by Johnson’s rule. If the processing times of all the operations are equal for each job, they proved
that the flow shop scheduling problem can be transformed into a single machine scheduling problem.
An important part of any scheduling problem consists in the precedence constraints among tasks to be processed by a
machine. Arising in different areas, these constraints are used to represent a technological order (manufacturing), activity
precedences (project scheduling) or parallel and sequential parts in computer programs. In this paper we consider single-
machine scheduling problems with decreasing linear deterioration under parallel chains and series parallel precedence
constraints, respectively. For the classical scheduling problems under parallel chains and series parallel precedence
constraints, the reader can reference Brucker [19] and Pinedo [20]. The remaining part of the paper is organized as follows. In
Section 2, a precise formulation of the problem with decreasing job processing times is given. The problems of minimizing
the makespan under parallel chains and a series–parallel graph are studied in the Section 3 and Section 4, respectively.
Section 5 contains some concluding remarks.
2. Basic notation, definition and observation
There are given a single machine and a set N = {J1, J2, . . . , Jn} of n independent and non-preemptive jobs. All the jobs
are available for processing at time t0 ≥ 0. A schedule of the jobs must comply with parallel chains and series parallel graph
precedence constraints imposed by a given digraph G = (N, A). Each node Jj ∈ N is identified with a job. Job Ji precedes job
Jj if there is a directed path from Ji to Jj in G. The processing time pj of job Jj (j = 1, 2, . . . , n) is given as a linear decreasing
function of its starting times sj:
pj(sj) = aj − bjsj, (1)
where aj > 0 and bj denotes the normal processing time and the decreasing rate of job Jj. It is assumed that decreasing
rates satisfy the following condition: 0 ≤ bj < 1 and bj(∑ni=1 ai − aj) < aj. The first condition ensures that the decrease in
processing time of each job is less than one unit for every unit of delay in its starting moment. The second condition ensures
that all the job processing times are positive in a feasible schedule (see also [3,18] for detailed explanations).
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For any schedule pi = [Jpi(1), Jpi(2), . . . , Jpi(n)], where Jpi(j) denotes the jth job in schedule pi , Cj = Cj(pi) represents the
completion time of job Jj. The objective is to find a feasible schedule for which the makespan Cmax is minimized. In the
remaining part of the paper, all the problems considered will be denoted using the three-field notation scheme α|β|γ
introduced by Graham et al. [21].
3. Parallel chains precedence constraints
Lemma 1. For the problem 1|pj(sj) = aj − bjsj|Cmax, if the sequence is pi = [J1, J2, . . . , Jn] and the starting time of the first job
is t0 ≥ 0, then the makespan is
Cmax(pi) =
n∑
i=1
ai
n∏
k=i+1
(1− bk)+ t0
n∏
k=1
(1− bk), (2)
where
∏n
k=n+1(1− bk) := 1.
For a given subschedule pi = [J1, J2, . . . , Jm], where {J1, J2, . . . , Jm} is any subset of N , let
ρ(pi) = ρ([J1, J2, . . . , Jm]) =
m∑
i=1
(1− bi)− 1
m∑
i=1
ai
m∏
j=i+1
(1− bj)
.
If job Ji must occur before job Jj in every feasible schedule, then we say that job Ji has precedence over job Jj and denote
it by Ji → Jj. For the problem 1|chains, pj(sj) = aj − bjsj|Cmax, we consider two chains of the jobs first. One chain, say L1,
consists of the jobs:
L1 : J1 → J2 → · · · → Jk,
and the other chain, say chain L2, consists of the jobs:
L2 : Jk+1 → Jk+2 → · · · → Jn.
Lemma 2. Consider two feasible schedules α = [L1, L2] and β = [L2, L1]. Cmax(α) ≤ Cmax(β) if and only if ρ(L1) ≥ ρ(L2).
Proof. Let the starting time of the first job be t . From Lemma 1, we have
Cmax([L1, L2]) =
n∑
i=k+1
ai
n∏
l=i+1
(1− bl)+
k∑
i=1
ai
k∏
l=i+1
(1− bl)
n∏
l=k+1
(1− bl)+ t
n∏
l=1
(1− bl),
Cmax([L2, L1]) =
k∑
i=1
ai
k∏
l=i+1
(1− bl)+
n∑
i=k+1
ai
n∏
l=i+1
(1− bl)
k∏
l=1
(1− bl)+ t
n∏
l=1
(1− bl).
Cmax(α) ≤ Cmax(β)
if and only if
Cmax([L1, L2]) ≤ Cmax([L2, L1])
if and only if
k∑
l=1
(1− bl)− 1
k∑
i=1
ai
k∏
l=i+1
(1− bl)
≥
n∑
l=k+1
(1− bl)− 1
n∑
i=k+1
ai
n∏
l=i+1
(1− bl)
,
i.e.,
ρ(L1) ≥ ρ(L2).
This completes the proof. 
Lemma 3. For any b > 0, d > 0 and k > 0, ab >
c
d if and only if
a
b >
a+kc
b+kd >
c
d .
Lemma 4. If J1 → J2 → · · · → Ju → Ju+1 → · · · → Jl∗ and
ρ([J1, J2, . . . , Jl∗ ]) > ρ([J1, J2, . . . , Ju]),
then
ρ([Ju+1, Ju+2, . . . , Jl∗ ]) > ρ([J1, J2, . . . , Jl∗ ]).
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Proof. From ρ([J1, J2, . . . , Jl∗ ]) > ρ([J1, J2, . . . , Ju]),we have
l∗∏
i=1
(1− bi)− 1
l∗∑
j=1
aj
l∗∏
i=j+1
(1− bi)
>
u∏
i=1
(1− bi)− 1
u∑
j=1
aj
u∏
i=j+1
(1− bi)(
u∏
i=1
(1− bi)− 1
)
l∗∏
i=u+1
(1− bi)+
l∗∏
i=u+1
(1− bi)− 1
u∑
j=1
aj
u∏
i=j+1
(1− bi)
l∗∏
i=u+1
(1− bi)+
l∗∑
j=u+1
aj
l∗∏
i=j+1
(1− bi)
>
u∏
i=1
(1− bi)− 1
u∑
j=1
aj
u∏
i=j+1
(1− bi)
.
From Lemma 3, i.e., a =∏l∗i=u+1(1−bi)−1, b =∑l∗j=u+1 aj∏l∗i=j+1(1−bi), c =∏ui=1(1−bi)−1, d =∑uj=1 aj∏ui=j+1(1−bi),
k =∏l∗i=u+1(1− bi), we have
l∗∏
i=u+1
(1− bi)− 1
l∗∑
j=u+1
aj
l∗∏
i=j+1
(1− bi)
>
u∏
i=1
(1− bi)− 1
u∑
j=1
aj
u∏
i=j+1
(1− bi)
. (3)
From (3) and Lemma 3, we have
l∗∏
i=u+1
(1− bi)− 1
l∗∑
j=u+1
aj
l∗∏
i=j+1
(1− bi)
>
(
u∏
i=1
(1− bi)− 1
)
l∗∏
i=u+1
(1− bi)+
l∗∏
i=u+1
(1− bi)− 1
u∑
j=1
aj
u∏
i=j+1
(1− bi)
l∗∏
i=u+1
(1− bi)+
l∗∑
j=u+1
aj
l∗∏
i=j+1
(1− bi)
,
i.e.,
ρ([Ju+1, Ju+2, . . . , Jl∗ ]) > ρ([J1, J2, . . . , Jl∗ ]).
This completes the lemma. 
Lemma 5. If S : J1 → J2 → · · · → Ju, I : Ju+1 → Ju+2 → · · · → Jv , and
ρ([Ju+1, Ju+2, . . . , Jv]) > ρ([J1, J2, . . . , Ju, Ju+1, . . . , Jv])
then
ρ([Ju+1, Ju+2, . . . , Jv]) > ρ([J1, J2, . . . , Ju]).
Proof. From ρ([Ju+1, Ju+2, . . . , Jv]) > ρ([J1, J2, . . . , Ju, Ju+1, . . . , Jv]), we have
v∏
i=u+1
(1− bi)− 1
v∑
j=u+1
aj
v∏
i=j+1
(1− bi)
>
v∏
i=1
(1− bi)− 1
v∑
j=1
aj
v∏
i=j+1
(1− bi)
v∏
i=u+1
(1− bi)− 1
v∑
j=u+1
aj
v∏
i=j+1
(1− bi)
>
(
u∏
i=1
(1− bi)− 1
)
v∏
i=u+1
(1− bi)+
v∏
i=u+1
(1− bi)− 1
u∑
j=1
aj
u∏
i=j+1
(1− bi)
v∏
i=u+1
(1− bi)+
v∑
j=u+1
aj
v∏
i=j+1
(1− bi)
.
From Lemma 3, i.e., a =∏vi=u+1(1−bi)−1, b =∑vj=u+1 aj∏vi=j+1(1−bi), c =∏ui=1(1−bi)−1, d =∑uj=1 aj∏ui=j+1(1−bi),
k =∏vi=u+1(1− bi), we have
v∏
i=u+1
(1− bi)− 1
v∑
j=u+1
aj
v∏
i=j+1
(1− bi)
>
u∏
i=1
(1− bi)− 1
u∑
j=1
aj
u∏
i=j+1
(1− bi)
,
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i.e.,
ρ([Ju+1, Ju+2, . . . , Jv]) > ρ([J1, J2, . . . , Ju]).
This completes the lemma. 
An important characteristic of chain L1 is defined as follows: Let l∗ be the smallest integer satisfying
ρ∗(L1) =
l∗∏
i=1
(1− bi)− 1
l∗∑
j=1
aj
l∗∏
i=j+1
(1− bi)
= max
1≤s≤k

s∏
i=1
(1− bi)− 1
s∑
j=1
aj
s∏
i=j+1
(1− bi)
 .
The ratio on the left-hand side is called the ρ∗-factor of chain L1 : J1 → J2 → · · · → Jk, which is denoted by ρ∗(L1). Job
Jl∗ is referred to as the job that determines the ρ∗-factor of the chain (similar to the concept of the ρ∗-factor of a chain in
Pinedo [20], page 37). Suppose now that the chain can be interrupted by the jobs of other chains.
Theorem 1. For the problem 1|chains, pj(sj) = aj − bjsj|Cmax, if job Jl∗ determines ρ∗(L1), then there exists an optimal sequence
that processes jobs J1, J2, . . . Jl∗ one after another without any interruption by the jobs of other chains.
Proof. Similar to the proof in Pinedo [20] (page 37, Lemma3.1.3).We assume that the theorem is false and show that such an
assumption will lead to a contradiction. Here we assume that under an optimal sequence the processing of the subsequence
J1, J2, . . . , Jl∗ is interrupted by a job, say job Jv , from another chain. Let pi = [J1, J2, . . . , Ju, Jv, Ju+1, . . . , Jl∗ ] be a subsequence
of the optimal sequence. It is sufficient to show that either with subsequence pi ′ = [Jv, J1, J2, . . . Jl∗ ], or with subsequence
pi ′′ = [J1, J2, . . . Jl∗ , Jv], the makespan is less than that with subsequence pi . If it is not less than that with the subsequence
pi ′, then it has to be less than that with the subsequence pi ′′, and vice versa. From Lemma 2, it follows that if the makespan
of pi is less than or equal to those with pi ′ and pi ′′, then
u∏
i=1
(1− bi)− 1
u∑
j=1
aj
u∏
i=j+1
(1− bi)
≥ bv
av
≥
l∗∏
i=u+1
(1− bi)− 1
l∗∑
j=u+1
aj
l∗∏
i=j+1
(1− bi)
. (4)
Since job Jl∗ is the job that determines the ρ∗-factor of I∗ : J1, J2, . . . Jl∗ , then
l∗∏
i=1
(1− bi)− 1
l∗∑
j=1
aj
l∗∏
i=j+1
(1− bi)
>
u∏
i=1
(1− bi)− 1
u∑
j=1
aj
u∏
i=j+1
(1− bi)
. (5)
From (5) and Lemma 5, we can obtain
l∗∏
i=u+1
(1− bi)− 1
l∗∑
j=u+1
aj
l∗∏
i=j+1
(1− bi)
>
u∏
i=1
(1− bi)− 1
u∑
j=1
aj
u∏
i=j+1
(1− bi)
.
It is a contradiction to (4). The same argument can be applied if the interruption of the chain is caused bymore than one job.
We have proved the theorem. 
Same as the problem 1|chains, pj(sj) = aj − bjsj|Cmax (Pinedo [20], Algorithm 3.1.4), from Lemma 2 and Theorem 1, we
can obtain that the problem 1|chains, pj(sj) = aj − bjsj|Cmax can be solved by the following algorithm.
Algorithm 1. Whenever themachine is freed, select among the remaining chains the onewith the highestρ∗-factor. Process
this chain without interruption up to and including the job that determines its ρ∗-factor.
The following example illustrates the working of Algorithm 1.
Example 1. Consider the problem with the following two chains:
L1 : J1 → J2 → J3,
and
L2 : J4 → J5 → J6.
The normal processing times and deterioration rates as shown in Table 1. t0 = 0.
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Table 1
Values of aj and bj .
Jobs J1 J2 J3 J4 J5 J6
aj 13 16 17 12 15 14
bj 0.1 0.15 0.1 0.2 0.2 0.15
Fig. 1. Series–parallel graph.
Fig. 2. Decomposition tree.
For L1, ρ([J1, J2, J3]) = −0.0075, and the job J3 determines ρ([J1, J2, J3]); For L2, ρ([J4, J5, J6]) = −0.0131, and the
job J6 determines ρ([J4, J5, J6]). Hence, the optimal sequence is [J1, J2, J3, J4, J5, J6] and the optimal value of the makespan
is 57.4017.
4. A series–parallel graph precedence constraint
First, we need to introduce some notation and terminology; these will be the same as those used by Sidney [22] and
Lawler [23] wherever possible.
Definition 1 ([23]). The class of transitive series–parallel graphs is defined recursively as follows:
1. A graph consisting of a single node, e.g., G = ({Ji},∅), is transitive series–parallel.
2. If G1 = (N1, A1) and G2 = (N2, A2), where N1 ∩ N2 = ∅, are transitive series–parallel, then:
(a) The graph
G = (N1 ∪ N2, A1 ∪ A2 ∪ (N1 × N2))
is transitive series–parallel, too. G is said to be formed by a series composition of G1 and G2.
(b) The graph
G = (N1 ∪ N2, A1 ∪ A2)
is transitive series–parallel, too. G is said to be formed by a parallel composition of G1 and G2.
A graphG is said to be series–parallel if and only if its transitive closure is transitive series–parallel. Given a series–parallel
graphG, it is possible to repeatedly decomposeG into series andparallel components, so as to show that the transitive closure
of G is obtained by rules 1–2. The result is a rooted binary tree, which Lawer [23] called a decomposition tree, which is a
binary tree with the leaves denoting jobs and the internal nodes denoting either a parallel or series composition of the
two corresponding subtrees. Parallel and series compositions of each internal node are labeled ‘‘P ’’ and ‘‘S’’, respectively,
where by convention the left son precedes the right son in ‘‘S’’. Fig. 2 shows a decomposition tree T for the graph G
in Fig. 1.
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Definition 2 ([22]). A non-empty subset M ⊆ N is a (job) module if, for each job Jj ∈ N − M , exactly one of the following
three conditions holds:
(a) Jj must precede every job inM ,
(b) Jj must follow every job inM ,
(c) Jj is not constrained with respect to any job inM .
Definition 3 ([22]). LetM be a module. A subset I ⊆ M is an initial set ofM , if for each job Jj ∈ I , all the predecessors of Jj in
M are in I , too.
Suppose that pi = [Jpi(1), Jpi(2), . . . , Jpi(n)] is any schedule of N and U = {Jpi(l), Jpi(l+1), . . . , Jpi(m)} ⊂ N , let
ρ(U, pi) =
m∑
i=l
(1+ bpi(i))− 1
m∑
i=l
api(i)
m∏
j=i+1
(1+ bpi(j))
, (6)
where
∏m
j=m+1(1+ bpi(j)) := 1.
Now, we define
ρ(U) = sup
pi
{ρ(U, pi)}, (7)
the supremum being taken over all the feasible schedules of N .
Definition 4 ([22]). Let M be a module. An initial set I of M is said to be ρ-maximal for G = (M, A) if ρ(I) ≥ ρ(V ) for any
initial set V inM .
Definition 5 ([22]). LetM be a module. An initial set I∗ ofM is said to be ρ∗-maximal for G = (M, A) if
(a) I∗ is ρ-maximal for G;
(b) there is no proper subset V ⊂ M (V 6= I∗) that is ρ-maximal for G.
Every moduleM admits at least one ρ-maximal initial set, possiblyM itself.
Theorem 2. Let M be a module of G = (N, A) and I∗ be a ρ∗-maximal for (M, A), then there exists an optimal schedule for N
in which the jobs in I∗ precede all the other jobs in M.
Proof. In order to prove this theorem, let us consider the related network (M, A′), whereA′ = A−{Ji → Jj|Ji ∈ I∗, Jj ∈ M\I∗}.
Obviously the set of feasible schedules for (M, A′) contains the set of feasible schedules for (M, A).
We assume that the theorem is false and show that such an assumption will lead to a contradiction. We assume that
pi = [S, I∗, T ] is an optimal schedule for (M, A′), where S and T are disjoint subsets of M with S ∪ T = M \ I∗. Then, from
Lemma 2, we have
ρ(S) ≥ ρ(I∗) ≥ ρ(T ). (8)
Obviously, S ∪ I∗ is initial in (M, A), so from the fact that I∗ is a ρ∗-maximal, we have ρ(I∗) > ρ(S ∪ I∗). Then from
Lemma 6, we have ρ(I∗) > ρ(S). It is a contradiction to (8). This completes the proof. 
Theorem 3. Let M be a module of G = (N, A) and I∗ be a ρ∗-maximal, then I∗ is a consecutive subschedule in every optimal
schedule for G = (N, A).
Proof. It is the same as Theorem 1, except that: Here we assume that under an optimal sequence the processing of the
subsequence I∗ : J1, J2, . . . , Jl∗ is interrupted by a job, say job Jv , fromM \ I∗, and there is no precedence constraint between
Jv and I∗. 
Theorem 4. Let M be a module of G = (N, A) and σ be an optimal schedule for M. Then there exists an optimal schedule for N
that is consistent with σ (i.e., in which the jobs in M appear in the same order as in σ ).
Proof. Similar to the proof of Lemma 23 in Sidney [22] and Theorem 1 in Lawler [23]. 
Hence, from Theorems 2–4, we can generalize the methods of Lawler [23] and Brucker [19] to the problem
1|sp-graph, pj(sj) = aj − bjsj|Cmax.
To describe the algorithm in more detail we need some notation. Let f be an internal node of the decomposition tree,
and Mf be the union of the two sets M1 and M2. Similar to the algorithms of Lawer [23] and Brucker [19], we proceed the
algorithm from the bottom of the decomposition tree upward, finding an optimal sequence by using the series composition
and parallel composition.
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Table 2
Values of aj and bj .
Jobs J1 J2 J3 J4 J5
aj 13 14 17 12 15
bj 0.1 0.2 0.3 0.2 0.1
Algorithm 2.
1. WHILE there exists an internal node f with two leaves as sons Do
BEGIN
2. Ji := leftson(f ) Jj := rightson(f );M1 = {Ji},M2 = {Jj};
3. IF f has label P THEN
4.Mf := M1 ∪M2
Else
5.
5.1 Find Ji ∈ M1 such that ρ(Ji) = min{ρ(Jk)|Jk ∈ M1} and Jj ∈ M2 such that ρ(Jj) = max{ρ(Jk)|Jk ∈ M2}. If ρ(Ji) > ρ(Jj),
letMf = M1 ∪M2 and halt. Otherwise, remove Ji fromM1, Jj fromM2 and form the composite Jk = (Ji, Jj).
5.2
5.2.1 Find Ji ∈ M1 such that ρ(Ji) = min{ρ(Jk)|Jk ∈ M1}. If ρ(Ji) > ρ(Jk) (ρ(Jk) is computed by (1)), go to Step 5.3.1.
5.2.2 Remove Ji fromM1 and form the composite job Jk = (Ji, Jk). Return to Step 5.2.1.
5.3
5.3.1 Find Jj ∈ M2 such that ρ(Jj) = max{ρ(Jk)|Jk ∈ M2}. If ρ(Jk) > ρ(Jj), letMf = M1 ∪M2 ∪ {Jk} and halt.
5.3.2 Remove Jj fromM2 and form the composite job Jk = (Jk, Jj). Go to Step 5.2.1.
END {IF}
6. Eliminate Ji and Jj and replace f by a leaf with labelMf .
END {WHILE}
7. Construct pi∗ by concatenating all the subsequences of the single leaf in non-increasing order of ρ-values.
The following example illustrates the working of Algorithm 2.
Example 2. Consider the problemwith a precedence constraint given by graphG in Fig. 1, andwith normal processing times
and deterioration rates as shown in Table 2. t0 = 0.
For P1, ρ(J4) = −0.2/12 < ρ(J5) = −0.1/15, hence J4 and J5 form a composite job (J4, J5), and P1 : M1 = {(J4, J5)}.
For S2, ρ(J2) = −0.2/14 = −0.0143 < ρ(J4, J5) = −0.0109, hence J2 and (J4, J5) form a composite job (J2, J4, J5), and
S2 : M2 = {(J2, J4, J5)}. Similarly, P3 : M3 = {(J2, J4, J5), J3}, S4 : M4 = {(J1, J2, J4, J5), J3}. Hence, the optimal sequence is
[J1, J2, J4, J5, J3] and the optimal value of the makespan is 47.3576.
5. Conclusions
In this paper we considered the problems of scheduling jobs with start-time decreasing processing times. The objective
of the scheduling problems is to minimize the makespan. Under the parallel chains and series–parallel graph precedence
constraints assumption, we proved that the problems are polynomially solvable. In addition, we presented algorithms to
solve these problems.
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