How to find the optimal path between two nodes has been one of the most difficult problems in the internet. In this paper, a method of finding the optimal path based on neural network technology is proposed, which solves the problem of finding the optimal path by adjusting the weight of the neuron. The results show that the algorithm proposed in this paper is simple in calculation and fast in convergence speed, and it is suitable for the research on the optimal path of packet switching. Although the shortest path algorithm has been established, the researchers are still studying other better path selection methods.
Introduction to Basic Genetic Algorithm
Genetic algorithm is similar to natural evolution, by acting on the chromosome to find a good chromosome to solve the problem. Similar to nature, genetic algorithms have no knowledge of the problem itself. All that is needed is to evaluate each chromosome produced by the algorithm and to select the chromosomes based on the fitness value, so that the more adaptive chromosomes have more Of the breeding opportunities. In the genetic algorithm, a number of problems, such as chromosomes, are generated in a random way. The initial population is formed. Each individual is evaluated by the fitness function, and the individuals with low fitness are selected. Participate in the genetic operation, after genetic manipulation of individual collections to form the next generation of new populations, the new population of the next round of evolution.
It is generally believed that genetic algorithm has five basic components (which is summarized by Michalewicz):
(1) Genetic Representation of Solution to Problem (2) A Method for Creating Initial Populations of Solutions (3) According to individual fitness value to judge the merits of the evaluation function (4)Genetic operator produced by individual genetics in the original process of changing replication (5) Parameters of genetic algorithm The genetic algorithm maintains a population P (t) consisting of a population of individuals (t represents genetic algebra). Each body represents a potential solution to the problem. Each individual is evaluated for fitness and gets its fitness. Some individuals undergo a random transformation called a genetic operation, thereby generating new individuals. There are two main methods of transformation: mutation (mutation) method is to change an individual to produce new individuals; hybrid (crossover) method is to combine the relevant parts of the two individuals to form a new individual. The newly generated individuals (called offspring) C (t) continue to be evaluated for merit. A new population is formed by selecting the superior individuals from the parental and progeny populations. After several generations, the algorithm converges to an optimal individual, which is likely to represent the optimal or suboptimal solution of the problem.
General structure of the genetic algorithm is described as below:
Introduction to Basic Neural Network
Neural network is composed of a large number of simple and non-linear processing unit (neurons, processing components, electronic components, optoelectronic components, etc.) reflecting the essential characteristics, which are widely connected to form a complex network system. It is based on modern neuroscience research, reflecting the basic characteristics of human brain function. But it is not a true portrayal of the human brain system, but only to some of its simplification, abstraction and simulation. Neural network is a highly nonlinear continuous super-large-scale dynamic system, which is characterized by the distribution of information storage and information in parallel co-processing. Although the structure of a single neuron is extremely simple, limited function, but a large number of neurons constitute the network system to achieve the behavior is rich and colorful. Neural network parallel processing capacity is reflected by the distributed structure, that is, by a different number of neurons and their connection between the different forms and methods to represent the process. The operation of neural network is the transfer process of the value from input to output, and the information is stored and calculated at the same time when the value is transmitted, so that the access and calculation of information are well integrated.
The reason why the brain can handle extremely complex analysis, reasoning, on the one hand because of its large number of neurons, on the other hand is that the neuron can input signal nonlinear processing. As a result, a nearer neuron model, which is a nonlinear unit of multi-input single-output, can be established. Where F (x) is the non-linear transfer function of the connection strength between the neurons. 
Multilayer Feedforward Network
Multi-level network, as the name implies, consists of multiple functional layers of the network, this structure of the network, in addition to the data output layer and data input layer accidents, including hidden layer (or hidden unit), each level. Multi-layer feedforward neural network is a typical hierarchical structure in neural network. The information of input layer neurons goes from the input layer to the hidden layer neuron network and then forwards to the output layer, and between the neurons and the neurons. The weight of the connection is called the link weight. Modern networks are generally hierarchical structure of the network, the most famous of which are ISO seven-layer architecture and the actual use of Internet TCP / IP architecture, the network architecture is hierarchical, are multi-level network structure. The network nodes in the communication network correspond to the neurons of the neural network. There are link links between the nodes and the nodes. Each link has the corresponding link weights. The link links between the neuron node and the output node also have links Weight value, the relationship between the two shown in Fig. 2 .
Figure 2. Diagram of Multilayer Feedforward Network

Conclusion
Neural network has been proved to be a simple method to optimize packet-switched multi-layer network, and the network scale gradually increases, which makes it difficult to find the shortest path between network nodes. In practical environment, because of the dynamic nature of the network, it is very important to maintain the shortest path between nodes. When the topological structure of the network changes, if the traditional static shortest path algorithm to re-solve the shortest path between network nodes, the system load will be greatly increased. In terms of the amount of calculation or time consuming, it is difficult to accept. Therefore, it is very important to seek a new algorithm for shortest path updating in dynamic environment. In order to update the dynamic shortest path algorithm (ball line model), this paper improves its update operation, and increases the operation module that the nodes are dropped from the network and the nodes join the network. From the experimental analysis, it is found that the improved algorithm improves the performance of the ball line model. Project Supported by. Nanchang Key Laboratory of Intelligent Building Network Engineering 
