The maximal value of the error is the most important criterion in system design. It is also the most difficult one. For that reason there exist many other criteria. The extreme value of the error represents the attainable accuracy which can be obtained and the corresponding extreme time gives information about how fast the transients are. The extreme values of the error and the corresponding time are treated here as functions of the roots of the characteristic equation. The proposed analytical formulae allow designing systems with prescribed dynamic properties.
Introduction
Oscillations can be observed in electrical, mechanical and many other types of systems. Analytical results allow deep inspection and understanding of the system behavior. The proposed method allows the design of a system with required values of the amplitude and period of the oscillations.
Problem statement
Let us consider the linear differential equation determining error in a linear system of the n-th order with lumped and constant parameters: (n) (t) + a 1 x (n−1) (t) + · · · + a n−1 x (1) (t) + a n x(t) = 0.
The initial conditions are determined by the force function and the system's parameters. Let us assume, in general, that x (i) (0) = c i+1 = 0, i = 0, 1, . . . , n − 1.
The characteristic equation of (1) is s n + a 1 s n−1 + a 2 s n−2 + · · · + a n−1 s + a n = 0.
The solution of Eqn.
(1) has the form
B k cos (ω k t)
where A k , B k , c k , s k , α k , ω k are real numbers, s k are real roots and α k + jω k = r k , α k − jω k =r k (k = 1, 2, . . . , p) are complex conjugate roots. The necessary condition for the error x(t) to attain an extremal value at t = τ is given by the relation
The constants are determined from 
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The extremum of the extreme value of the dynamic error given by Eqn. (6), computed with regard to the parameters s k , α k and ω k , is obtained by equating the respective partial derivatives of x(τ ) to zero. Denoting by
the partial derivatives of the expression (6) for constant τ , we may write
However, from Eqn. (4) we have 
We obtain the following conditions:
In this way, we have a system of n linear and homogeneous equations with n unknowns which are
The determinant of the system (9) must vanish if there are nontrivial solutions. The same determinant (after being reflected about one of the main diagonals) is
where D and A are matrices determined by the following equations:
Finally, we have
for the unknown τ and the system (9) yields (after some algebraic manipulations) the following equation:
We obtain the following necessary condition.
Theorem 1. (Górecki and Turowicz, 1965) The necessary condition for the extremal extremum x(τ ) as the function of (τ, s 1 , s 2 , . . . , s n ) is
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The relation (14) can be fulfilled if at least one of the conditions is met:
which means c 2 = 0,
or
The conditions (16) or (17) lead to a reduced order of Eqn.
(1). It might be asked whether the time τ , corresponding to the extreme value of the dynamic error, attains an extreme value with respect to the parameters s k , α k , ω k . To investigate this, we assume that
We compute the partial derivatives of Eqn. (9), taking into account Eqn. (19):
(23) Using the relations (11), Eqns. (20)- (23) yield, after equating the determinant to zero,
We obtain the following necessary condition for the extreme time τ (s 1 , . . . , s n ).
Theorem 2. (Górecki and Turowicz, 1965 
The relation (25) can be fulfilled if at least one of the conditions is satisfied:
or, finally and most interestingly,
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where a n−1 and a n are the coefficients of Eqn. (2).
The set of equations (20)- (22) gives also another necessary condition for the extreme time τ (s 1 , . . . , s n ), which was presented by Górecki and Turowicz (1966) .
Theorem 3. The necessary condition for the extreme time
( 31) It is obvious from the condition (31) that there may exist n − 1 values of τ . Taking into account that τ = a n−1 /a n , we eventually obtain from Eqn. (31) n − 2 values of τ . In general if all τ i > 0 (i = 1, 2, . . . , n − 1) exist, then all the ratios c i /c 1 (i = 2, 3, . . . , n − 1) can be determined univocally.
The solution of the algebraic equation (31) for a higher degree may be obtained using additional assumptions (see Górecki, 2009; Górecki and Zaczyk, 2010) .
After substitution of τ = a n−1 /a n into Eqn. (31), we obtain the relation between the initial conditions c i+1 , i = 0, 1, . . . , n − 1, and coefficients a k , k = 1, 2, . . . , n.
Problem solution
Theorem 4. (Sędziwy, 1969) The sufficient conditions for the extreme τ (s 1 , . . . , s n ) are
The Hessian H n = 0, where 
These two equations, (37) and (38), are linear with respect to the initial conditions c 1 , . . . , c n−1 . It is easy to solve them.
Theorem 6. The conditions for the existence of
where τ 1 = a n−1 /a n .
Particular cases
We illustrate the theorems in the particular cases of the equations.
Second-order equation (n = 2).
Let us consider the second order differential equations
with the initial conditions
The characteristic equation of Eqn. (41) is
We denote by s 1 , s 2 the roots of this equation and consider three cases:
1. s 1 = s 2 real and negative, 2. s 1 = s 2 real and negative, 3. s 1 = α + jω, s 2 = α − jω complex with α < 0.
First case: s
The derivative of x(t) is equal to
The necessary condition for the extremum x(t) is
From the relation (44), using the condition (45), we obtain
The necessary conditions for τ as the function of (s 1 , s 2 ) attains an extremum are
It is easy to show that there may be at most one value of extreme τ . In consequence, it is required that
From (49) we obtain
Substitution c 2 from (50) into the relation (49) gives
Sufficient condition for τ (s 1 , s 2 ). After differentiating (47) and (48), we obtain
but dτ /ds 2 = 0 (see (48)) and
The Hessian for τ = −
and, taking into account (50), we finally have
This means that if there exists an extremum τ (s 1 , s 2 ), s 1 = s 2 , then it has to be a minimum.
Existence condition. Substituting c 2 from the relation (50) into the relation (46), we obtain
Comparing with τ from (51), we have the equation
The only solution of Eqn. (58) is
which is in contradiction with the assumption that s 1 = s 2 . We deduce that there does not exist an extremum τ for real s 1 = s 2 . (60) and its derivative is
Second case: s
From the necessary condition x (1) (t) = 0 and (61) we
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The derivative is
From the condition dτ /ds = 0 we finally have c 2 = 0. In consequence, τ 1 = 0 or
and
In conclusion, τ has a minimum with respect to s.
4.1.3. Third case: s 1 = α + jω, s 2 = α − jω are complex and α < 0. From the relation (46), we have
From the relation (68), we obtain
After division of (69) by (70), we find
From the necessary condition
we have
From (73) we deduce that c 2 = 0, then τ = 0 or ω = 0 or
After using (74) in (71), we obtain
after differentiating (68), we have
After elimination of c 2 , using (74), we get
After elimination of c 2 from (74),
From (77) and (80),
After elimination of c 2 ,
and, finally, for τ > 0,
The determinant (56) in this case for s 1 = α + jω and
It is obvious that τ has a maximum with respect to ω.
Sufficient condition.
After dividing both the sides of (79) by (77), we have
. 
Substitution of (86) into (83) gives
which, together with (74), yields
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Third-order equation (n = 3).
Consider the following equation (Górecki and Zaczyk, 2013) :
The initial conditions are
The characteristic equation is
We assume that the roots of (90) are
where α < 0.
The solution of Eqn. (89) is
After substitution of s 1 , s 2 = α + jω, and s 3 = α − jω into (92) and using (93), Eqn. (92) takes the form
The derivatives of τ , determined by Eqn. (94), with respect to s 1 , α and ω, yield the necessary conditions for the extreme τ :
We get
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From Eqn. (100), we have
The relations (98) and (99) lead to the assumption that
In this case, the necessary condition for the extreme τ is
Substitution of τ from the relation (104) into the relation (102) gives
One of the solutions of Eqn. (105) is
Then sin(2ωτ ) = 0.
Substitution of (106) into (101) gives
Taking into account (103) and (106) in the relation (104), we finally obtain
Substituting 
The Hessian is equal to
From Eqns. (111), (114) and (116), we obtain that 
Sufficient conditions. From (118), (119) and (120), we finally find that
From (121) we deduce that, if
it is a minimum τ with respect to s 1 , s 2 , s 3 , and if
τ has a maximum, according to (36), with respect to
This indicates that for α there is a minimum of τ and for ω there is a maximum of τ .
Existence conditions. Substituting τ from (109) and ω from (106) into (94), we obtain the relation
The second equation for the determined c 2 /c 1 and
4.3. Fourth-order equation (n = 4). Consider
The first derivative of the solution of Eqn. (127) is 
We assume that
The optimal value of τ is
From Eqn. (132), we obtain (134) and its solution gives
In the special case, when
and from the equation
we have that
4.4. Fifth-order equation (n = 5). Consider
We assume one real root and a double pair of the complex roots:
In the same way, we obtain (141), from which we have
Last example of the fifth-order equation. We assume that
In this case, we obtain (144) and its solution is
Basic results
Theorem 7. If the characteristic equation (2) has complex-conjugate roots, then the optimal time τ can be computed numerically from the system of equations (106), (135), (138), (142), (145). 
and, according to the relation (106), we have
From (109), we get
From the relation (126) we get
From the relation (32), we obtain 
From (160) and (162), we finally have c 3 = 0.7312184409c 1 , c 4 = −10.92426443c 1 , and for c 1 = 1,
In Fig. 2 we present the optimal transient of x(t).
Case 2. Assume that
Then the optimal time is
From (137) we obtain that 
and from (165), τ = 1.
In much the same way as in to the previous case, we assume c 2 = 0 and obtain that
From (161), we get
The solution of (170) and (171) 
For c 1 = 1, we get x(t) = −2 cos(1.732050808t)te 
In Fig. 3 we present the transient of x(t). 
From (141), we have
For α = −1, and c 2 = 0, c 3 = 0, we obtain the following results: ⎧ ⎨ ⎩ a 1 = 5, a 2 = 12, a 3 = 16, a 4 = 12, a 5 = 4,
and the optimal time τ = a 4 a 5 = 3. 
The optimal transient x(t), for c 1 = 1, is 
In Fig. 4 , x(t) is presented. In the same way, for c 2 = 0, c 4 = 0 we obtain c 3 = −1.145649523c 1 , c 5 = 6.33039236c 1 , 
which is presented in Fig. 5 . 
which is presented in Fig. 6 .
Conclusion
Our basic theorems derive the solution of the problem of determining an optimal time τ . The presented examples of the differential equations of the order n = 2, 3, 4, 5 illustrate the solution method. We stress that for the differential equation of the n-th order it is in general necessary to determine n − 2 values of τ i > 0, i = 1, 2, . . . , n − 1.
Remark 1.
The functions e s , sin(s), cos(s) are analytic in the whole domain and have all derivatives. For that reason it is sufficient to consider the real, negative roots s. 
