A weak constraint variational formulation is used for inverse calculations and parameter estimation in a one-dimensional Ekman model. When parameters in the model are allowed to contain errors the inverse problem becomes nonlinear even if the model itself is linear. It is shown that a convergent iteration can be de ned for the nonlinear system of Euler{Lagrange equations and that improved estimates of the poorly known parameters can be calculated by solving the inverse problem for each of the linear iterates using the representer method. The formulation of the variational problem and the solution methods are illustrated using a simple example. The use of a simple dynamical model makes it possible to give an instructive presentation of the representer method. The method is nally used in an example using real current meter data. It is shown that the weak constraint formulation results in smooth solutions in good agreement with the data all through the water column, and that it is superior to the traditional strong constraint inverse estimate.
Introduction
Data assimilation and inverse methods are normally used for generating estimates of dynamical variables, taking into account both the information about the dynamics from a dynamical model, and the information about the true state which is contained in a set of measurements. Such techniques have also been proposed as a tool for parameter estimation in dynamical models, although only a few works have so far considered the parameter estimation problem in this context. Examples are Smedstad and O'Brien 1991] who estimated the phase speeds in a reduced-gravity model of equatorial waves, using a strong constraint variational formulation, and Yu and O'Brien 1991, 1992] , who used a modi ed one-dimensional Ekman-layer model in combination with variational optimal control techniques to simultaneously estimate the surface wind-drag coecient and the vertical pro le of the eddy viscosity from observed data.
In Yu and O'Brien 1991] a cost function was de ned where the rst guesses of the di usion coe cient and the wind-drag coe cient was penalized in addition to the residual between the model-results and the observations. However, there was no penalty on the rst guess initial conditions. Without such a penalty, every choice of initial conditions can be used, and there may exist many initial conditions resulting in a solution which interpolates the data and give a penalty function equal to zero Bennett and Miller, 1990] . In Yu and O'Brien 1992] such a term was included, although the resulting equation for the initial condition was incorrect. The cost function was minimized using the adjoint technique to calculate the gradient of the penalty function with respect to the control parameters, i.e., the initial condition, the wind-drag and the eddy viscosity with the dynamical model acting as a strong constraint.
Here, the parameter estimation problem is re-examined using a weak constraint variational inverse formulation. Thus, the model, the initial and boundary conditions, the measurements, the di usion parameter and the wind-drag coe cient are all allowed to contain errors. The strong constraint inverse may be obtained as a limiting case where the model errors approach zero.
If the wind-drag C d and the vertical di usion parameter A are considered known, the inverse formulation for the Ekman-model is linear. However, allowing them to contain errors, the problem becomes nonlinear and some sort of iteration procedure must be used to solve the Euler{Lagrange equations. Here, it is shown that by de ning an iteration for the unknown parameters, each of the linear iterates for the Euler{Lagrange equations can be solved exactly using the representer method Bennett, 1992] . Such an approach is similar to previous applications of the representer method with nonlinear dynamics. For instance, Bennett and Thorburn 1992] , and Bennett et al. 1993] , solved for the weak constraint inverse of a nonlinear barotropic quasigeostrophic model by de ning a convergent sequence of linear iterates of the Euler{Lagrange equations, where each iterate could be solved using the representer technique.
In the next section, the inverse formulation is discussed and the Euler{Lagrange equations are derived. Then, in Section 3, the representer method is applied to decouple the Euler{Lagrange equations for the linear problem resulting when the di usion parameter and the wind drag coe cient are assumed known. In Section 4, the iterations of the Euler{Lagrange equations used to solve for the di usion parameter and the winddrag coe cient are de ned, and in Section 5, an example that illustrates the method is presented. Finally, the LOTUS-3 data Tarbell et al., 1984; Bowers et al., 1986] has been used in a real data assimilation experiment to compare the results of a weak constraint formulation with the results of Yu and O'Brien 1991, 1992] .
Inverse Formulation
The Ekman model can be written in nondimensional form by de ning characteristic scales for the dependent and independent variables. The time scale is = f ?1 , where f is the Coriolis parameter, and the depth scale 
where the position z = 0 is at the ocean surface and the lower boundary is at z = ?H, C d is the winddrag coe cient, u a is the atmospheric wind-speed, and b 0 and b H are the unknown errors in the boundary conditions. Now a set of measurements, d, of the true solution are assumed given and linearly related to the model variables by the measurement equation
Here, L is a vector of linear measurement functionals, u t is the true state, and is the measurement errors.
If all the error-terms are zero, the problem becomes over-determined and no solution can be found in general. However, by allowing the model dynamics, the initial-and boundary conditions, and the measurements to contain errors, a solution can be found which minimizes these error terms in a weighted least squares sense.
Here we also allow for the rst guesses of the winddrag and the di usion coe cient, C d0 and A 0 (z), to contain errors, i.e.,
A(z) = A 0 (z) + p A (z);
where p C d and p A (z) are the unknown error terms.
Thus, a combined inverse and parameter estimation problem is formulated. 
A simpler way of writing this may be
where means integration both in space and time, means integration in space and means integration in time. (10) w is the inverse of the measurement error covariance matrix w ?1 and the weight W C d C d is one over the error variance of p C d . These weights determine the spatial and temporal scales for the physical problem and ensure smooth in uences from the measurements. Note that the rst guesses of all unknown quantities are penalized. This is required to ensure a unique solution of the inverse as shown by Bennett and Miller 1990] . Even if no measurements are available, the inverse will still have a unique solution corresponding to the rst guess solution. This implies that the role of each of the measurements is to add a speci c contribution (in uence function) to the rst guess solution.
Note that other estimators than least squares could be de ned. However, the least-squares formulation is attractive for several reasons. If the unknown errors are Gaussian, i.e., completely explained by the two rst statistical moments, mean and covariance, then minimizing (8) is equivalent to nding the maximum likelihood estimate. When working with methods that involve the Euler{Lagrange equations these are readily derived and the derivatives of the penalty function exist everywhere.
Some important di erences between the formulation used in this paper and the previous works by Yu and O'Brien 1991, 1992] . should be mentioned. Here, in addition to allowing the model and boundary conditions to contain errors, nondiagonal weights have been used in the penalty function (8) to ensure smooth results. In Yu and O'Brien 1991, 1992 ] the weights were diagonal which means that there was no regularization imposed on the control variables, i.e., they would accept noisy estimates as solutions.
By substituting for the error terms from equations 
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The so-called adjoint equation becomes 
The system (11{17) are the Euler-Lagrange equations which here comprise a two-point boundary value problem in space and time, and since they are coupled, they must be solved simultaneously. Equation (11) is the dynamical model forced by a term that estimates the model errors and contains the adjoint variable. A similar coupling to the adjoint variable is also contained in the initial conditions (12) and boundary conditions (13) and (14). The \backward" or adjoint equation (15), which strictly speaking is the Euler Lagrange equation, contains a weak coupling to the \forward" variable u at measurement locations. Note that the strong constraint assumption removes the coupling of equation (11) to the adjoint variables, but the EulerLagrange equations are still coupled through the initialand boundary-conditions (12{14). In the adjoint technique this coupling is iterated using a gradient descent procedure.
Since the drag coe cient and the di usion are allowed to contain errors, the variation of the penalty function with respect to these parameters must also be taken. This results in the additional equations
for the wind-drag coe cient and the di usion parameter. The addition of the two equations (18) and (19) makes the system of Euler{Lagrange equations nonlinear.
Representer Solution
The nonlinearity appearing in the Euler-Lagrange equations for parameter estimation problems suggests that some kind of iterative procedure should be used.
If the parameters A and C d are given, the remaining Euler{Lagrange equations are linear and can be solved exactly using a representer expansion. It is therefore proposed to iterate the equations (18) and (19) and to solve for each of the linear iterates using the representer method.
Assume now that the forward and backward variables can be expressed as If the expressions (20) and (21) 
The equations for the representers and their adjoints are now decoupled since the dependence to the forward variable has been removed in equation (26). This has been done by choosing b to satisfy the linear system (29) 4 where the representer matrix R is de ned as
(30) i.e., R is constructed by measuring the representers. By rearranging equation (29), one can write
This expression can be used on the right hand side of (15) to decouple the Euler{Lagrange equations.
The solution procedure for the representer method can be summerized as follows. First, each of the representers are calculated by a backward integration of (26{28) to get m followed by a forward integration of (22{25) to get r m . Note that only the representer matrix is required to nd b, so only the \measurements" of the representers need to be stored. The calculations of the M representers are entirely independent of each other and may therefore be computed very e ciently on a multi-processor computer Bennett and Baugh, 1992] . When the representer matrix has been generated, the system (29) can be solved after a forward integration for u F to calculate the residual between the measurements and the rst guess solution appearing on the right hand side of (29). The coe cient vector b is then used in equation (15) to nd by a backward integration of (15{17) followed by a forward integration of (11{14) to nd the inverse solution. The total cost of the solution algorithm is the integration of 2M + 3 initial value problems, and only one eld as function of (z; t) needs to be stored simultaneously.
It should be noted that the expression (20) for u, does not represent all arbitrary functions of x and t. However, all observable elds can be represented by (20) and only the unobservable elds have been rejected see Bennett, 1992] . Thus, the problem has been reduced to searching for the solution in an M-dimensional space spanned by the representers. A posterior error covariance estimate can be calculated for the solution by using C uu (z 1 ; t 1 ; z 2 ; t 2 ) = ? (z 1 ; t 1 ; z 2 ; t 2 ) ? r(z 1 ; t 1 ) T ? R + w ?1 ?1 r(z 2 ; t 2 ); (32) where ? (z 1 ; t 1 ; z 2 ; t 2 ) is the representer or prior spacetime covariance function for the rst guess solution, and r T ? R + w ?1 ?1 r is the explained error covariance. Normally, only the variances are needed and ? (z; t; z; t) may be estimated using statistical simulations. It should also be mentioned that each of the representers can be expressed as r m = L m ? ]; (33) thus, the representer method is equivalent to GaussMarkov smoothing in space and time Bennett, 1992] . A comparison of the representer method and the Kalman lter has been given in Evensen 1994a] .
Parameter Estimation
In the previous section it was illustrated how the Euler{Lagrange equations for the weak constraint inverse formulation could be solved exactly when A(z) and C d were known. When the parameters are allowed to contain errors, the inverse problem becomes nonlinear and therefore an iteration will be used for the equations (18) and (19) for A(z) and C d . In each iteration, the representer technique will be used to solve for the corresponding inverse estimate.
The equations (18) and (19) were here iterated using a gradient descent method, i.e.,
A n+1 (z) = A n (z) ?
where and are properly chosen constants. These equations are now iterated to generate new guesses C n+1 d and A n+1 , which are used to solve for u n+1 and n+1 using the representer technique described in the previous section. Other iteration techniques were also examined and gave satisfactory convergence.
As pointed out in Bennett 1992], Yu and O'Brien 1991] did not impose a smoothing constraint on the di usion coe cient A(z). It was therefore not clear if there was any di erence in varying A(0) or C d in the surface condition (13), since A(z) may be discontinuous. However, here the nondiagonal weights will ensure a smooth A(z). It is therefore expected that a vertical pro le of the solution for u, which is consistent with the measurements, will determine the pro le for A(z), while C d will adjust to provide the correct surface forcing. Here we also included an error term in the actual boundary condition to account for errors in the atmospheric wind data. Clearly, these error sources give rise to a highly nonlinear problem, where multiple minima may exist and a unique solution is not guarantied.
Example
Here a simple example will be used to illustrate the method which is proposed for parameter estimation.
A constant wind with u a = (10 m s ?1 ; 10 m s ?1 ) has been used to spin up the vertical velocity structure in the rst guess solution, starting with an initial condition u(z; 0) = 0 and then performing 50 hours of integration. The reference case, from which velocity data are extracted, is generated by continuing the integration for another 50 hours. Values for some of the physical parameters are given in Table 1. Note that the values for variables in the text and the tables are all given in dimensional units. 5
By measuring the reference case and adding Gaussian noise, eight simulated measurements of u were generated, i.e., a total of 16 measurements of u-and v-components were used. The locations of the measurements are shown in the gures below.
All error terms are assumed to be unbiased and the error covariances were speci ed as follows: 
Here, it has been assumed that the model and the boundary errors are uncorrelated in time. This is convenient for computational reasons, but for more realistic applications such a correlation should probably be included. Values for the variances and the de-correlation lengths are given in Table 2 .
To illustrate the solution procedure using the representer method in more detail, the variables 5 , r 5 , and and the right hand sides, Q5 and Q, are given in Figure is forced by the -function at the measurement location. This information is then propagated backward in time, while the u-and v-components interact during the integration. The m 's are then used on the right hand side of the forward equation for the representer and also in the initial and boundary conditions. The convolution Q5 tends to smooth the 5 -eld according to the covariance functions contained in Q, as can be observed from the second row in Figure 2 .
The representer r 5 is smooth and is oscillating in time with a period re ecting the inertial oscillations described by the dynamical model. Note that the representers will have a discontinuous time derivative at the measurement location since the right hand side Q5 is discontinuous there. However, if a correlation in time was allowed in Q, then Q5 would be continuous and the representer r 5 , would be smooth.
After all the representers have been calculated and measured to generate the representer matrix, the coe cient b is calculated and used in equation (15) to decouple the Euler{Lagrange equations. The u-and vcomponents of (Figure 2 ) illustrates how the various measurements have a di erent impact determined by values of the coe cients in b, which again are determined by the quality of the rst guess solution versus the quality of the measurements and the residual between the measurements and the rst guess solution. After is found the right-hand side in the forward model equation can be constructed through the convolution Q, and this eld is given at the bottom of Figure 2 . Clearly, the role of this term is to force the solution to smooth the measurements.
The rst guess, the reference solution, and the inverse estimate are given in Figure 1 . The reference solution is regenerated quite well, even though the rst guess solution is out of phase with the reference case, and the measurements does not resolve the time period of the oscillation. In fact, a single measurement may sufce for reconstructing the correct phase since the corresponding representer will carry the information both forward and backward in time, although the errors will be larger with less measurements.
The estimation of the di usion parameter A(z) is illustrated in Figure 3 , where the rst guess A 0 (z) and the reference A(z), are shown together with the estimateÂ(z). The weak signal below the Ekman layer makes it di cult to correct an erroneous rst guess of the di usion parameter in the deep ocean. Note also that the estimate for A does not coincide with the reference di usion parameter but is located somewhere in between the rst guess A 0 and the exact A at most of the depths. Some places, however the estimate is located to the left of both the rst guess and the reference di usion. The reason for this is the nonlinearity of the problem, and thus a nonconvex penalty function.
The estimation of the the wind drag coe cient C d is shown in Figure 4 , and the estimate is a value somewhere in between the rst guess and the reference value. It should at this time be commented on the fact that the estimated values for the unknown parameters found in Yu and O'Brien 1991, 1992] did not show any e ect from the penalty of the rst guess values. This indicates that zero weights were used for the rst guesses. What they actually did was to replace the rst guess value with the current estimate in each iteration. A di erent variational problem was therefore implicitly assumed in each iteration, and they had in reality no penalty on the rst guess estimates. They therefore allowed for every arbitrary and nonsmooth function to be a solution for A(z). Unless there is enough independent information contained in the measurements to close this problem, many solutions may be found which interpolates the measurements and give the value zero to the penalty 6 functions.
Assimilation of LOTUS-3 time series
The representer implementation will now be examined using the LOTUS-3 data set Bowers et al., 1986] in a similar setup to the one used by Yu and O'Brien 1991, 1992] . The LOTUS-3 measurements were collected in the northwestern Sargasso Sea (34 N, 70 W) during the summer of 1982. Current meters xed at depths 5, 10, 15, 20, 25, 35, 50, 65, 75 and 100 meters measured the in situ currents, and a wind recorder mounted on top of the LOTUS-3 tower measured the wind speeds. The sampling interval was 15 minutes and the data used by Yu and O'Brien 1991, 1992] were collected in the period from the 30th of June to the 9th of July 1982. Here data from the same time period are used. However, while Yu and O'Brien 1991, 1992] used every data collected during the 10 days, we have used a subsampled data set consisting of measurements collected at a 5 hour time interval at the depths 5, 25, 35, 50, and 75 meters. The reason for not using all the measurements is to reduce the size of the representer matrix R, and thus the computational cost. The inertial period and the vertical length scale is still resolved and it is expected that mainly small scale noise is rejected by subsampling the measurements.
The model was initialized by the rst measurements collected the 30th of June 1982 and the standard deviation has been set to 0:025 m s ?1 for both the measurements and the initial condition. The values for the variances and the de-correlation lengths are given in Table 4 while some of the physical parameters used are given in Table 3 .
The Ekman model describes wind-driven surface currents and inertial oscillations only, while the measurements may also contain contributions from e.g. pressure-driven currents. Therefore some drift in the measurements has been removed from the deepest moorings as was also done by Yu and O'Brien 1991, 1992] .
The results from the inverse calculation is shown in It is rst of all evident that the inverse estimate is close to the measurements at all times and depths, also at 10 m where no measurements were assimilated. Both the amplitude and phase are in good agreement with the measurements at all depths. Note also that the inverse estimate is smooth and it does not interpolate the measurements, however, it is close to the measurements at all depths. By a closer examination of the inverse estimate, it is possible to see that the time derivative of the inverse estimate is discontinuous at measurement locations. This is caused by neglecting the time correlation in the model error covariances.
The posterior error variances C uu (z; t; z; t) are given by equation (32), and normally the prior error variances ? (z; t; z; t) are calculated from a statistical simulation, see e.g. Evensen, 1994b] . However, note that from equations (30) and (33) The use of direct measurements implies that the diagonal of the representer matrix R will contain the error variances at the measurement locations. Having a high density of measurements and assuming a smooth prior error variance eld in space and time makes it possible to interpolate the prior error variances at measurement locations to the full space-time grid. Thus, the posterior error variances are readily calculated without much computational e ort.
In Figure 11 , the prior and posterior error variances There is a substantial di erence in the values for the di usion coe cient and the wind drag obtained in the two works. It should be noted that while they replaced the rst guess values, C d0 and A 0 (z) with the current estimate in each iteration of the equations (18) and (19), these were kept constant in our calculations. Clearly, Yu and O'Brien 1991] solved a di erent inverse problem in each iteration. Actually, it is not clear from their gures that their iterations did converge. By comparing our results for the di usion parameter and wind drag coe cient with results found by e.g., Price et al. 1987 ] who inferred an e ective viscosity A = 0:006 m 2 s ?1 by separating the wind-driven current from the measured LOTUS-3 current and averaging over the whole period, it may seem as if our nal di usion and wind drag are too small. The reason for still getting good results for the inverse estimate may be that the measurements are compensating for the low vertical mixing through the assimilation process. 7
For comparison a strong constraint inversion was performed and the results are shown in Figures 9 and 10. The nal estimates of the di usion A and the wind drag C d from the weak constraint inversion were used. Note, that the strong constraint inverse for a linear model is easely solved for without any iterations simply by calculating the representer solution with the model error covariance set to zero.
It is clear from comparisons, that the strong constraint solution in the upper part of the ocean is in reasonable phase with the measurements, as determined by the initial conditions, while the amplitudes are not as good as in the weak constraint inverse. The only way the amplitudes can change when the model is assumed to be perfect is by vertical transfer of momentum from the surface. This is seen to work reasonably well near the surface, while in the deeper ocean there is hardly any e ect from the wind stress, and the strong constraint inverse solution is also far from the measurements. The solution is actually rather close to a sine curve representing the pure inertial oscillations. The strong constraint results from Yu and O'Brien 1992] are similar to ours and also have the same problems with amplitude and phase.
These results indicate that model de ciencies, such as neglected physics, should be accounted for through a weak constraint variational formulation to ensure an inverse solution in agreement with the measurements.
Summary
A combined parameter estimation and weak constraint inverse problem has been formulated for a onedimensional Ekman model. The formulation of the inverse problem and the solution method which is based on the representer method has been outlined and discussed in some detail. The inclusion of unknown physical parameters as control variables yields a nonlinear inverse problem even if the model itself is linear. It has been illustrated how an iterative technique in combination with the representer method can be used to estimate poorly known parameters in the model. This was done by de ning an iteration for the unknown parameters in the Euler{Lagrange equations, and then solving each linear iterate exactly using the representer method. In addition to illustrating the method on a simple twin experiment, a comparison was also made with the strong constraint solution found by Yu and O'Brien 1991, 1992] , where measurements from the LOTUS-3 data set were assimilated. It was shown that the weak constraint inverse solution was in good agreement with the observations and that it was superior to the strong constraint inverse.
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