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1 序論  
1.1  本 研 究 の背 景  
近年，通信トラフィック量の爆発的な増加に伴い，ネットワーク装置によ
って消費される電力の増加が大きな課題となっている [1 ]．国内では固定系ブ
ロードバンドサービスとして， xD SL （ D ig i ta l  Subscr iber  L ine）などに比べ
て遥かに広帯域な FTTH  (F iber  t o  the  hom e)サービスが既に主流となってお
り [2 ]，そのサービスに用いられるネットワーク装置の広帯域化も進められて



































IEEE 802 .3az  EEE (Energy  E f f i c i en t  Ethernet ) [6 ]が 標 準 化 さ れ た ． LAN  
(Loca l  Area  N etw ork )に広く利用されている電気のインターフェースおよび
通信方式である， IEEE 802 .3 の 100BASE-X や 1000BASE-X では，ユーザに
よる通信が行われていない間であっても，接続された通信相手と同期が外れ
ないように絶えずアイドル信号を送信し続けるが， EEE によってアイドル信










クの下部に配置される装置は，例えば PO N  (Pass ive  O pt i ca l  N etw ork )に利用







	 そ れ以降，10G bps 級の PO N に関する標準化が行われた ITU -T の G .987 .3 [8 ]
や IEEE 1904 .1 [9 ]において，O N U の省電力化を可能にするプロトコルレベル
での規定が定められた．アクセスネットワークにおいて広く用いられている
PO N では，P2M P (Po in t  t o  M ul t ipo in t )の通信を行うため，O LT（ O pt i ca l  L ine  














1 .2  本 研 究 の目 的  
PO N システムにおいて，従来の省電力化に関する研究によって明らかにさ
れていたことは，固定的な CBR (Constant  B i t ra te )のトラフィックを仮定し
た際に，スリープ時間を長くするほど，スリープによる 大遅延が大きくなる









性 は ， 特 に イ ン タ ー ネ ッ ト 上 の 様 々 な ア プ リ ケ ー シ ョ ン に 利 用 さ れ て い る
TCP (Transm iss ion  Contro l  Pro toco l )トラフィックの特性とは大きく異なる
ため，アプリケーションによっては大きな影響を与えてしまう恐れがある．そ
のため，代表的なアプリケーションに対して与える影響の定式化や，影響を抑
制するための手法の確立，更には， PO N システムへの実用化を鑑みれば，実
機を用いた評価も行う必要がある．  






の広帯域な PO N システムの標準化が進められている．  
ま た ， 今 後 膨 大 な 数 の ノ ー ド を 収 容 す る 必 要 が あ る と い わ れ て い る IoT  














1 .3  本 論 文 の構 成  
	 本 論 文は主に，基本構成や基本動作を説明する部分である第２章と，オリ
ジナルの結果をまとめた第３，４，５章を中心に構成される．  
まず，第２章では，一般的な PO N の構成として時分割多重 TD M  (Tim e  
D iv i s ion  M ul t ip lex ing ) や 波 長 分 割 多 重 W DM  (Wave length  D iv i s i on  




















る．具体的には， IP 電話のような VoIP (Vo i ce  over  IP )通信においても，呼制





イルのトラフィックも収容する経済的な PO N システムにおいて，更に IoT の
トラフィックを効率的に収容するマルチサービスの実現方法と，その構成に
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2 PON システム構成と省電力化の基本特性  
	 経 済 的な光アクセスシステムを実現するために，国内で広く用いられてい
るネットワーク構成として Pass ive  O pt i ca l  N etw ork（ PO N）が挙げられる．
PO N の構成は，図 2 -1 に示すように，宅内装置 O N U と局側装置 O LT を光フ
ァイバで 1 :1 に接続する SS(S ing le  S tar )構成とは異なり， O LT１台と，光ス
プリッタまでの幹線光ファイバを複数の O N U で共有する構成となっている． 
	 こ のため PO N では， SS 構成に比べてファイバ敷設コストや O LT の装置コ
ストを削減できるだけでなく， O LT 分の消費電力を削減できるというメリッ
トを持つ．  
	 パ ワースプリッタを用いる PO N では，図 2 -2 に示すように O LT から O N U
に対して送信される下り方向の光信号は論理的には同じである．従って，O N U
は受信する光信号のうち，どの部分が自分宛のものかを識別し，必要に応じて
他の O N U 宛に送信されたフレームを破棄する必要がある．対照的に，O LT に
おいて上り信号を受信する際には，どの O N U から送信されたかを受信ポート
から識別することができないため， O N U は上り信号送信時に識別子をフレー
ムに記載する必要がある．また，複数の O N U からの信号がスプリッタで衝突
しないように送信タイミングを制御する必要がある．  
 








2 .1  従 来 の PON システムの構 成  
	 時 分割多重を基本とする TD M -PO N は現在でも広く利用されており，特に
ITU -T で 標 準 化 が 行 わ れ た G PO N (G igab i t  Capab le  PO N )系 の PO N [1 ]と
IEEE で標準化が行われた EPO N  (Ethernet  PO N )系の PO N [2 ]が一般的に利用




波長，上り 1 波長の 3 波長を多重するシステムが用いられている．高速化が
図られた 10G bps 級の PO N システムでは，既に普及している 1G bps 級の PO N
シ ス テ ム と の 共 存 を 図 る た め に ， 1G bps の 下 り デ ー タ 通 信 と 異 な る 波 長 が
10G bps の下りデータ通信用に割り当てられている [3 ]．  
	 W DM を活用し，より多くの波長を用いることで，システムの容量を拡張す
ることが考えられるが，利用者ごとに異なる波長を割り当て，波長を占有させ
てしまうような W DM -PO N では，経済性の確保が難しい．そのため，TD M -PO N
よりも多くの波長を用い，各波長で TD M -PO N のように複数の利用者を収容
することで，W DM の拡張性と TD M の経済性を同時に備える TW D M -PO N [4 ]
が注目されている．TW D M -PO N では，特に波長や帯域を動的に割り当て，シ
ステムの利用効率を高めることが重要となる．  
	 今 後モバイルトラフィックが更に増加していくことを踏まえ，モバイルトラ
フィックの収容も視野に入れた次世代以降の PO N システムとして， 40G bps
級の PO N システムである N G -PO N 2[5 -6 ]が期待されている． ITU -T  G .989 シ





2 .2  PON における帯 域 割 当 手 法  
	 TD M -PO N では，複数の O N U から送信される上り信号が伝送路中で衝突し
ないように，どの O N U が，どのタイミングで上り信号を送信してよいか（つ
まり，送信開始時刻および送信終了時刻）を O LT が割り当てる．この O LT に
よる帯域割当を適切に行うことで， O N U 間での公平性を考慮したり，上りの
帯域利用効率を向上させたり，遅延を低減することができる．  
	 O N U から，キューに蓄積しているデータ量などを repor t として申告し，申
告 さ れ た 値 を 基 に O LT が 動 的 に 帯 域 割 当 を 行 う SR-D BA (S ta tus - repor t  
D ynam ic  Bandw idth  A ss ignm ent ) [7 -8 ]方式は，通常上りのデータを送信する
前に repor t を送信して，その結果割り当てられる送信許可（ grant）を待つ必
要があるため，送信開始時の遅延が大きくなる傾向があるが，帯域の利用効率
を高めることができる．一方， O N U に上り信号が到着しているかどうかにか
か わ ら ず ， 常 に 固 定 的 に 帯 域 を 割 り 当 て る FBA (F ixed  Bandw idth  








図 2 -2 に示す PO N の SR-D BA によって， O N U に到着したパケットが受け
る遅延 𝐷"#$%_'()は，式 (2 .1 )で表すことができる．  
𝐷"#$%_'() = 𝑇$,$% + 𝑇./.01 + 𝑇2%#3%%$41 ( 2 .1 )  
ただし，帯域割当周期 𝑇./.01ごとに，接続されている全ての O N U  に対して
repor t の送信権を与え，割当周期の前半に repor t 送信を行い，全 O N U の
repor t 送信枠の後にユーザデータの送信権を割り当て，ユーザデータの送信
タイミングは帯域割当周期の開始時刻からの差分 𝑇2%#3%%$41として与えるとする．
また， 𝑇$,$%はユーザデータが O N U に到着してから，次の帯域割当周期の開始
時刻までの差分である．  
ユーザデータの到着が時刻と独立であることを考慮すると， 𝑇$,$%は，不等式
(2 .2 )で示される範囲で動く．また， 𝑇2%#3%%$41は，式 (2 .3 )に示すように，該当の
割当周期において他の O N U からの送信がない場合は repor t 送信枠に近づき，
輻 輳 し て い る 際 に は 帯 域 割 当 周 期 か ら 短 バ ー ス ト 長 𝑇4$,	 _6732%を 減 じ た 値 ま
での範囲で動く．ただし，同一の PO N に収容されている O N U の台数を n と
し，データ送信前に各 O N U から 短バースト長で repor t の送信を行うこと
とする．  
0 ≤ 𝑇$,$% < 𝑇./.01 ( 2 .2 )  
 
𝑛×𝑇4$,_6732% ≤ 𝑇2%#3%%$41 < 𝑇./.01 − 𝑇4$,	 _6732% ( 2 .3 )  
一方，固定的に帯域を割り当てる FBA では， repor t を送信せずに帯域が割
り当てられるため，遅延 𝐷"#$%_>()は，固定的に割り当てられる帯域を時間に変






るペイロードとして利用できる帯域幅は狭くなる .  
0 ≤ 𝐷"#$%_>() < 𝑇./.01 − 𝑇6" ( 2 .4 )  
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2 .2.1  固 定 帯 域 割 り当 てによる遅 延  
モバイルフロントホールの収容のように，非常に厳しい低遅延要求を PO N
で実現するには，到着時刻が未知のユーザデータに対して事前に送信許可を割
り当てる FBA の活用が考えられる．ただし， PO N では，複数の O N U が同時
に接続され，帯域も有限であることから，与えられた条件下で達成可能な低遅
延性には制約が存在する．  
図 2 -4 に，ラインレートの速度が 10G bps の PO N において FBA で達成可能
な上り方向の遅延と利用可能な 大ペイロード長を示す．なお，N G -PO N 2 を
想定し， 8 台から 32 台の O N U に対して，割当周期ごとに固定的に送信許可
を割り当て，Phys i ca l  Layer  Overhead と呼ばれる上りバースト信号間の間隔
として 400ns， FEC(Forw ard  Error  Correc t i on )としてリードソロモン符号
RS(248 ,232 )を想定した．  
	 図 2 -4 からわかるように，収容 O N U 数が 3 2 台の場合には，標準的な E th e rn e t  
M A C フレームの 大長である 1 5 1 8 b y te のパケットを送信しようとすると， 短
でも 6 0μ s 程度の制御遅延が発生する．ただし，この制御遅延は伝搬遅延を含ん
でいないため，距離に応じた伝搬遅延が更に発生する．  
 
図 2 -4． 10G bps 級 PO N において FBA で達成可能な遅延と利用可能な 大ペ
イロード長 [16 ]  
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	 一 方で，必要となる帯域の観点から考えるために，図 2 -5 にペイロード長を
2000byte とした時に，低遅延を達成するために必要となる総帯域を示す．図
2 -5 からわかるように，想定した条件下においては， 1G bps 級の PO N システ
ムでは，制御遅延の 大値を 100μ s 以下に抑えることが不可能であることが
わかる．しかしその一方で，ラインレートが 10G bps の PO N システムにおい









2 .3  PON における省 電 力 化 手 法  
PO N における省電力化手法としては，ITU -T  G .  supp lem ent  45 [9 ]にまとめ
られているように，電力の削減効果とトラフィックに与える影響の大きさから，
大別して３つの手法に分類できる．まず， Pow er  shedd ing と呼ばれる，使用
されていない部位に対する電力供給の停止が挙げられる．これは，例えば映像
サービスを契約していない利用者の O N U に対して，映像サービスで利用する
ポートに対する電力供給を停止する省電力化や，媒体が接続されていないポー
トに対する電力供給を止めるといった省電力化であり，基本的には通信に対す
る影響を与えない．次に， fas t  s l eep と呼ばれる手法が挙げられる．これは，
PO N 区間にトラフィックが流れていない間，O N U の上り送信器や下りの受信
器に対する電力を一時的に抑制する手法である． fas t  s l eep は更に，上り送信
だけを一時的に停止する doze と，下り受信も一時的に停止する cyc l i c  s l eep
と分類することができる． IEEE 1904 .1 [10 ]では，非常に近い概念をそれぞれ
Tx  s leep と， TRx  s leep として EPO N におけるスリープの動作について規定
している． 後に，前述の fas t  s l eep よりも長時間のスリープを実施し，リン
ク ダ ウ ン な ど に よ っ て ， ト ラ フ ィ ッ ク へ 更 に 大 き な 影 響 を 与 え る 手 法 は ，  
deep  s leep に分類される．  




ることを前提としたシステムとなっているため，通常 O N U に用いられる光部
品の過渡的な応答は，送信器よりも受信器の方が長くなっている [11 ]．  
O N U のスリープにおいて特に課題となるのは下り信号の受信である．上り
信号は O N U に到着するため，送信すべきデータの有無を O N U で即座に把握
することができ， O LT の受信器が常に受信可能であるため，従来の上り送信
に対して大きな遅延を付加せずに送信することが可能である．一方，下り信号
は O LT 側に到着するため，O N U は周期的に下りデータが到着していないかど
うかを O LT に問い合わせる必要がある．この問い合わせの周期が長いほど，
下り信号に対する 大遅延が増加する．  
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また，O N U は前述のとおり，O LT が与える送信許可に対して忠実に送信タ
イミングを守る必要があり，O N U の持つタイマが O LT の持つタイマとずれて
送信タイミングがずれてしまうと，他の O N U からの上り信号と衝突して通信
が行えなくなってしまうため，受信した下り信号から O LT の持つタイマを抽
出し，タイマの調整を行う必要がある． EPO N においてはタイムスタンプド
リフトという規定があり，O LT および O N U において，受信したフレームから
お互いのタイムスタンプを検査し，一定値以上ずれていた場合にリンクを切断
する．具体的にはそれぞれ， O LT においては 192ns， O N U においては 96ns
を超えるずれによってリンクが切断されてしまう．O N U や O LT で用いるタイ
マの精度によっては，受信器を長期間停止させてしまうとこの同期が取れなく
なってしまう恐れがあるため， O N U がスリープから復帰する際には下り信号
を受信し， O N U のタイマを調整してから上り信号を送信するといった仕組み
が必要となる．  
下り信号の受信では，更に，O LT において，受信器を停止している O N U 宛
てのデータが到着した際に，O N U がスリープから復帰するまで O LT 側にデー
タを保持しておく必要がある．O N U が受信できない状態の時に O LT がデータ
をそのまま送信してしまうと，送信されたデータが失われてしまう．その一方




たバッファサイズが必要となる．具体的には， O LT における下りの 大入力
レートを 10G bps とした場合，出力を停止している間はその差が 10G bps とな
るため ,データを喪失しないように 100m s の間スリープを実施する場合には，
これらの積となる 1G bi t 以上のバッファを用いて，正確にタイミングを制御
する必要がある．そのため，O LT は，O N U がいつからいつまでスリープ状態
に留まっているのかを把握する必要がある．  
こうした一連の課題を解決するために，上述した標準では O LT で O N U の
スリープ時間を把握するために用いるメッセージや，O N U において O LT との
同期を復旧させるための状態遷移などが定義された．  
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2 .3 .1  cyc l i c  s leep の動 作  
	 図 2 -6 に，具体的に O N U が cyc l i c  s l eep 動作を実施するための PO N シス
テムの構成を示す．帯域割り当てと同様に，O LT が O N U のスリープ動作を管
理し， O N U においてもスリープ制御を行うため，それぞれに制御部が含まれ
る．また，前述のように O LT で下りトラフィックを監視し，O N U で上りトラ




図 2 -6． cyc l i c  s l eep が動作する PO N システムの構成  
 
	 IEEE 1904 .1 では，スリープ制御メッセージが定義されており，このメッ
セージを用いてスリープの許可や指示を行うことができる．Ethernet  PO N に
おいて cyc l i c  s l eep に相当する，IEEE 1904 .1 の TRx  s leep の動作シーケンス





図 2 -7． IEEE 1904 .1 における TRx  s leep の動作シーケンス  
 
	 先 述の通り，O N U の光受信器も停止させる TRx  s leep においては，O LT は
O N U がスリープ中に到着したデータを一時的にバッファし，O N U が起床した
タイミングで送信する必要がある．IEEE 1904 .1 では，図  2 -7 に示すように，
O LT と O N U でスリープ機能についての共通のタイマを持つことで， O N U の
起床タイミングを把握する．スリープ時間を表す s leepD urat ion には実際に
スリープ対象部に対する給電が停止している時間に加え，立ち下がり時間を表
す process ingDe lay と，立ち上がり時間を表す powerOnD elay が含まれ，
ac t iveD urat ion の間は O N U が起床しデータの送受信が可能な状態となるよ
うに規定されている．   
	 実 例として，このシーケンスに従って動作する試作装置を用い，各パラメー
タを表 2 -1 に示す通りに設定した際の O N U の消費電力の遷移を図  2 -8 に示す．
消費電力は O N U 起床時の平均消費電力を 1 とし，その電力に対する比（消費
電力比）で示している．  
	 図  2 -8 を見てわかるとおり，立ち上がり時間などの遷移時間があるために，
指定したスリープ時間である s leepD urat ion の 100m s よりも，実際に消費電




表 2 -1 .  TRx  s leep に使用したパラメータ  
パラメータ  値  
𝑠𝑙𝑒𝑒𝑝𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛 100 [m s]  
𝑎𝑐𝑡𝑖𝑣𝑒𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛 10 [m s ]  








2 .3 .2  cyc l i c  s leep における消 費 電 力  

















る n 回分のスリープを通じての平均電力 𝑃#.X$1R1は式 (2 .6 )で表すことができる．
ただし，遷移時の電力を式 (2 .7 )で示す 𝑃%3#,2$%として表している．  
 
𝑃#.X$1R1 =
(𝑃# 𝑇#(𝑖),$ + 𝑃2 (𝑇2 𝑖 − 𝑇V, − 𝑇VWW),$ + 𝑛×𝑃%3#,2$%)
𝑇#(𝑖),$ + 𝑇2(𝑖),$
 
( 2 .6 )  










実機におけるスリープ時の O N U の電力 𝑃2が，通信可能な状態の電力 𝑃#に対
してどの程度削減されるのか，また状態遷移にどの程度時間がかかるかは，ス
リープ時に O N U のどの部品に対する電力供給を停止するのかといったことや，
その部品の電力供給に対する応答性能にも依存する．[11 ]によれば，送信器の
応答が 1m s 以下，受信器の応答が数 m s 程度と報告されている．また，一例
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ではあるが，図 2 -9 に 10G bps 級 PO N の O N U のスリープの電力推移を示す．
送信器に対する電力供給の停止によって 2 割程度，受信器に対する電力供給
の停止によって 4 割弱の電力が一時的に低減していることを確認できる．  
 
 





2 .3 .3  deep  s leep における消 費 電 力  
	 deep  s leep においても，基本的な動作や抽象化されたモデルとしては cyc l i c  
s l eep と同一のものを利用できるが，図 2 -10 に示すように，高い電力消費を
伴うシーケンスがスリープの遷移に含まれる場合，式 (2 .6 )で示される消費電
力が式 (2 .7 )の 𝑃%3#,2$%によって受ける影響は大きくなる．  
	 高 い電力消費を伴うシーケンスとは，具体的には例えば，O N U の電源 O FF
から O N に切り替えた際の， BIST(Bui l t - in  Se l f  Tes t )におけるメモリチェッ
クのための読み書きや， CPU 負荷の高い O S イメージの展開などが挙げられ
る．ただし， deep  s leep においては先述の通り， cyc l i c  s l eep 以上にスリープ
状態についての定義が抽象的なため，具体的な消費電力や復帰にかかる応答
時間は実装に大きく依存する．スリープ状態において何に対しての電源供給
を停止するかをはじめとして，deep  s leep のスリープ状態から復帰する際に，
メモリチェックを行うかどうか，行う場合にどのようなメモリチェックを行
うのか， O S の再起動を伴うかどうか， O S イメージが圧縮されているかどう
か， O S イメージの容量がどの程度か，など，電力や応答時間に影響を与える
実装の選択肢は多岐に渡る．  
	 具 体例として， 10G bps 級 PO N の O N U に対して deep  s leep を実装した際






ックや O S の再起動といった初期化処理が行われているためである．また，ス
リープ状態からの復帰する際の消費電力が，起床状態の電力の平均よりも高
いことが確認できる．  
	 な お，図 2 -10 および図 2 -11 の消費電力の推移に示されている通り， O N U
の deep  s leep を適用した場合に，パケットが受信可能な期間において cyc l i c  




図 2 -10． deep  s leep のシーケンス  
 
 




2 .4  従 来 の省 電 力 化 手 法 と課 題  
	 本 節 では，従来の省電力化手法とその課題について述べる．前節で示した
通り， PO N における省電力化では，どの部位に対しての電力供給を停止させ
るか，どの程度長く停止させるかによって，得られる省電力効果とトラフィ
ックに与える影響が変化する．  
	 PO N の 省 電 力 化 に お い て ， ど の 程 度 の ス リ ー プ 時 間 が 適 切 か を 検 討 し た
[12 ]では 10G bps 級の O N U を想定して消費電力と応答時間を仮定し，スリー
プを適用した場合の O N U の消費電力を見積もっている，この検討においては，
O N U の光受信器の応答時間が 2m s ないし 5m s かかる場合に，スリープ時間
を 0m s から 30m s 程度まで変化させる間は，O N U の消費電力が大きく低減さ
れる一方で，スリープ時間を 50m s から 100m s まで変化させる間にほとんど
消費電力が低減されていないことを示している．このことから，提示した前





	 一 方 [11 ]では， O N U のスリープにおいて実際に利用可能な受信器の構成を
複数明らかにしたうえで，それぞれの応答時間と，応答時間に合わせたスリ
ープ時間によって得られる省電力効果を明らかにしている．従来の連続信号




る場合，トラフィックが存在しない場合にはスリープ時に 500m W 程度の電力
削減が期待できるが，固定的なトラフィックが存在した場合には，応答時間
が 2m s あるいは 5m s 程度必要となるため，トラフィック到着の度にスリープ
から復帰することを前提とすると，ほとんどスリープによる電力削減効果が
得られないことを示している．  
	 こ のような， O N U に単一の送受信器を持たせる構成に加えて， [13 ]では，
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および 100M bps のトラフィックを流した場合の，それぞれの遅延と消費電力
を数値計算によって見積もり，実機による遅延評価を行なっている．  
	 Q oS を考慮した検討として， [14 ]では， ITU -T  Y.1541 で勧告されているよ
うな，ウェブブラウジングや， VoIP や映像視聴など，アプリケーションごと
に規定されたトラフィックの許容遅延に応じてスリープ時間を変動させるこ
とで，ユーザに与える影響を抑制する提案を行なっている．また， Q oS の観
点からは， [15 ]においても，トラフィックの SLA (Serv i ce  Leve l  Agreem ent )
を考慮し，レイヤ 2 の Q oS 制御手段である VLAN の優先度を用いてスリープ
時間を制御する提案が行われている．  
	 こ のように，従来の PO N 省電力化の研究においては，固定的なトラフィッ
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3 PON の省電力化 (cyclic sleep)がトラフィック
に与える影響  
	  










RTP (Rea l - t im e  Transpor t  Pro toco l )を用いる VoIP やストリーミング再生を
行う一部の VoD  (Video  on  D em and)など，特定の領域には適用可能である一
方で，その他のアプリケーションについては異なる検討が必要となる．  










ションが生成するトラフィックに対する影響を知ることができる．   
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3 .2  ONU スリープと TCP トラフィック  
3 .2 .1  TCP の基 本 動 作  
TCP[1 -3 ] で は ， 受 信 者 が デ ー タ を 受 け 取 る 度 に 確 認 応 答 ACK  
(Acknow ledgem ent )を返すことでデータの到達性を確認している．また，送
信者は輻輳ウィンドウサイズ cw nd  ( conges t ion  w indow  s i ze )というパラメー
タを持ち，ネットワークに輻輳が発生しないように送信量を制限する．送信
者は， cw nd の値までは， ACK を待たずにデータを送信することができ，送
信者は ACK パケットを受け取る度に cw nd を増加させる．通信開始時に，
cw nd を小さな値から指数的に増加させていく制御をスロースタートと呼ぶ．  
スロースタートでは，送信者の cw nd は ACK 受信を契機に増加するため，
送信レートの増加速度は TCP のエンド端末間の往復遅延時間 RTT （ round  
t r ip  t im e）に大きく依存する．また， TCP は cw nd 分まとめて送信を行うた
め， cw nd が小さい期間では，まとめて送信されるパケット群とパケット群の
間隔は RTT にほぼ等しい．  
 
3 .2 .2  TCP トラフィックに対 する cyc l i c  s leep の影 響  
	 図 3 -1 に示す要領で， TCP トラフィックに対してスリープ時間を変化させ
て cyc l i c  s l eep を実施したところ，図 3 -2 に示すように，スリープを実施しな
かった際の TCP の送信レートに比べて，スリープ時間を長く設定するほど送
信レートの増加が遅れていることを確認できる．  
	 具 体的には，スリープを実施しなかった際には TCP の送信端末における送
信レートが，送信開始から 0 .5s 程度で約 1G bps に到達しているのに対して，
スリープ時間が 20m s の cyc l i c  s l eep を実施した際には，送信レートが 1G bps
に到達するまでに 1s 以上かかっている．  
	 O N U スリープの従来の研究で想定されていた通信への影響は，スリープ時
間を越えない範囲でのフレームに対する遅延であり，スリープ時間が 20m s






図 3 -2 においてスリープを実施しなかった場合と， 20m s の cyc l i c  s l eep を実




図 3 -1． TCP トラフィックに対する cyc l i c  s l eep の影響の評価実験系  
 
 




3 .2  ガードタイム方 式 の提 案  
そこで， TCP トラフィックに対する影響を抑制するために，図 3 -3 に示す
ように，O LT に 後にパケットが到着してから cyc l i c  s l eep を開始するまでの
ガードタイム（閾値）を導入する．ただし，先述の通り TCP の制御は受信者
から送信される ACK の届き方によって副次的な変化を伴うため，このガード









3 .2.1  ガードタイム方 式 のにおける TCP と cycl ic  s leep の挙 動  
図 3 -4 に，TCP のスロースタート制御時に cyc l i c  s l eep を実施した際のシー
ケンスを示す． TCP の送信者は RTT が経過するたびに送信を行うが，ある n
サイクル目の RTT に着目した時に，本来は 𝑅𝑇𝑇4$,で往復可能な時間が，スリー
プによって影響を受け，長くなった往復遅延時間を 𝑅𝑇𝑇2011`(𝑛)とする．図の上
部に示す TCP の送信者は， O N U 配下に接続された TCP の受信者から送信さ
れた ACK を受信すると， cw nd を増加させてバースト的に２フレームの送信
を行う．この２フレームが O LT に到着した際に，前回の１フレームの受信か
らガードタイムが経過していると， O N U はスリープ状態に遷移しており，ス
リープ時間が満了するまで O LT にバッファされる．この時，この２フレーム
が受ける遅延を 𝑇#WW1.%1a(𝑛 − 1)とおく．  
続いて，２フレームが受信者に届き，その ACK が再度送信者に届くと，送
信者は更に cw nd を増加させて４フレームをバースト的に送信する．この時，
前回と同様に， O LT において２フレームの受信からガードタイムが経過して
いれば， O N U はスリープ状態に遷移している．この４フレームが受ける遅延
を 𝑇#WW1.%1a(𝑛)とすると，２フレームの送信から ACK を受信するまでの時間と，
４フレームの送信から ACK を受信するまでの時間の和は，キューイングやス
リ ー プ に よ る 遅 延 を 除 い た 往 復 遅 延 𝑅𝑇𝑇4$,を 用 い て 式 (3 .1 )の よ う に 表 す こ と
ができる．この式に対して，本来スリープを適用しなかった際にかかる２サイ
ク ル 分 の 𝑅𝑇𝑇4$,を 差 し 引 く と ， ス リ ー プ に よ る 影 響 の 和 が 得 ら れ る た め ， 式
(3 .2 )を導ける．  
	 ス リープによる影響が，連続する２サイクルでそれぞれ異なっていたとして
も，十分に多くのサイクル数に対する１サイクルの平均 𝑇′#WW1.%1a 𝑛 を考えれば，
式 (3 .3 )のように連続する２サイクルの平均としてとらえることができる．  
また，図 3 -4 からわかるように，TCP のスロースタートが cyc l i c  s l eep によっ






𝑅𝑇𝑇2011` 𝑛 − 1 + 𝑅𝑇𝑇2011` 𝑛 = 𝑅𝑇𝑇4$, + 𝑇2011` + 𝑇d7#3a + 𝑇e7171(𝑛 − 1) ( 3 .1 )  
𝑇#WW1.%1a 𝑛 − 1 + 𝑇#WW1.%1a 𝑛 = 𝑇2011` + 𝑇d7#3a + 𝑇e7171 𝑛 − 1 − 𝑅𝑇𝑇4$, ( 3 .2 )  
𝑇′#WW1.%1a 𝑛 ≅
𝑇#WW1.%1a 𝑛 − 1 + 𝑇#WW1.%1a 𝑛
2
=
𝑇2011` + 𝑇d7#3a + 𝑇e7171 𝑛 − 1 − 𝑅𝑇𝑇4$,
2
 
( 3 .3 )  
𝑇e7171 𝑛 + 𝑇d7#3a < +𝑇#WW1.%1a 𝑛 + 𝑅𝑇𝑇4$, ( 3 .4 )  
 
 
図 3 -4． cyc l i c  s l eep が TCP トラフィックに与える影響の解析 [10 ]  
 
これらのモデルおよび式が実態とどの程度合致するのかを評価するため，図
3 -1 と同様の構成を用いた実機評価を行い，TCP の送信レートの増加速度を比
較した．本実験ではスリープ時間 𝑇2を 50m s，ガードタイム 𝑇d7#3aを 40m s とし，
伝送路中に約 50m s の遅延発生器を経由させ，測定した往復遅延時間 𝑅𝑇𝑇4$,は
52m s であった．したがって，ガードタイムよりも往復遅延時間が長い環境で
ある．また，端末としては， Linux  kerne l  3 .2 .6 -3 . f c16 に実装された TCP を
利用し，いずれの受信バッファも BD P (Bandw idth  D e lay  Product )に対して
十分になるように 20M B を設定して測定を行った．  
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図 3 -5 に示すように，数値計算の結果を実測値と比較すると，通信を開始し
てからの経過時間に対する輻輳ウィンドウサイズ cw nd の増加が非常によく
近似できており，定式化の妥当性を確認できる．  






図 3 -5． Cyc l i c  s l eep が TCP トラフィックの与える影響の評価 [10 ]  
 
このように，ガードタイム方式を導入しても，適切にガードタイムを設定
し な い と ， ス リ ー プ 時 間 や ガ ー ド タ イ ム ， そ し て RTT に 依 存 し て ， cyc l i c  
s l eep が TCP トラフィックに対して大きな影響を与えることを明らかにした． 
こうした影響を避けるためには， RTT よりも長いガードタイムを設定する
ことが必要となる．しかし，RTT は TCP のエンド間の距離等によって決まる
ため，通信相手が近くにいる場合と，遠くにいる場合で大きく異なる．ここで，
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悪条件について想定し，国外のサーバに対する RTT が， 大で数百 m s か
ら 1s 程度の範囲にある [4 ]ことを考慮すると，十分長いガードタイムとして
は 500m s から 1s 程度が必要と考えられる．  
しかし， TCP 通信への影響を抑えるために長いガードタイムを設定すると，




3 .3  ONU スリープと接 続 性 確 認 のための周 期 トラフィック  
3 .3 .1  接 続 性 確 認 のための周 期 トラフィック  
FTTH サービスを利用してインターネットに接続するためには，ユーザ認証
や IP アドレスの取得などを行うために，PPPoE(Po in t  t o  Po in t  Pro toco l  over  








いない間であっても， O N U を介して周期的にパケットが送受信される．  
 








も，図 3 -6 に示すように，パケットが到着する１ s 毎にガードタイムで設定し
た時間分は起床を維持するため， O N U スリープの省電力効果は低減する．  









3 .4  可 変 ガードタイム方 式 の提 案  
3 .4 .1  可 変 ガードタイム方 式 の導 入  
	 TCP と周期トラフィックを識別する合理的な方法として，IP ヘッダ [6 -7 ]や
TCP ヘッダ [1 ]の内容を検査する方法が挙げられる．しかし，L2 の伝送装置で
ある O LT や O N U において，必ずしも上位レイヤのヘッダを読み取る機能が
備わっているとは限らない．そのため，O LT や O N U にとっても利用可能な制
御手法が必要となる．  
	 そ こで， TCP トラフィックの，特にスロースタート時の通信の振る舞いに
着目する．スロースタート時には，送信者が ACK の受信時に．短時間で cw nd
を増加させるため，送信者から複数のフレームが送信される際，その間隔は非
常に密でありバースト的な送信が行われる．図 3 -7 および図 3 -8 は，それぞれ，
10m s ごとの受信フレーム数を示したものである．TCP による通信では，短い
時間に多数のフレームが集中的に受信されることがわかる．  










経過時間 [ s ]  
図 3 -7． TCP を用いた通信における 10m s ごとのフレーム受信数  
 
 
経過時間 [ s ]  




3 .4 .2  可 変 ガードタイム方 式 の設 計  
具体的には，本提案では式 (3 .5 )に示すように，スリープを実施する対象の













( 3 .5 )  
ただし， TCP トラフィックに与える影響を抑制するため， 𝐺0V,dは式 (3 .6 )を
満たす値をとる．  
𝐺0V,d > 𝑅𝑇𝑇4$, ( 3 .6 )  
また， TCP トラフィックが流れていない環境下において，ガードタイムに
よって無駄に電力が消費されてしまうのを避けるため，周期トラフィックの送
信周期 𝐼に対して，十分に小さい値を 𝐺2XV3%に与える．  
𝐼 ≫ 𝐺2XV3% ( 3 .7 )  
また，フレーム間ギャップ 𝐼𝐹𝐺4$,や， 𝑅2X#`$,dで行われる伝送路のシェーピン
グを考慮すると，ガードタイム 𝐺2XV3%と，累計フレーム受信数の差分を取る間













また，閾値 thresho ld が大きい値を取るほど，長く連続したパケット到着を
以って TCP トラフィックと判断するため，偶発的に連続したパケット到着に
対して誤って TCP と判断してしまうことを防ぐが，その一方で TCP 通信が開
始してから検知までの時間が長くなってしまうことが想定される．   
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3 .4 .3  可 変 ガードタイム方 式 の効 果  
	 可 変ガードタイム方式による効果を評価するため， IEEE 1904 .1 [8 ]に準拠
した 10G -EPO N [9 ]システムを用い，周期的トラフィックと TCP トラフィッ
クをそれぞれ流して， O N U スリープを実施する実験を行った．  
 
3 .4 .3 .1	 周期的トラフィックに対する消費電力の評価  
	 図 3 -10 に示す系と表 3 -1 に示すパラメータを用いて一定間隔で送信するト
ラフィックを流入した際の O N U の 60s 間の平均消費電力を図 3 -11 に示す．




	 	 	 	  
 
図 3 -10．周期的トラフィックに対する実験の構成  
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表 3-1 実験における設定パラメータ  
パラメータ 	 値 	
𝑻𝒈𝒖𝒂𝒓𝒅 5 0 0 [m s ]  
𝑮𝒔𝒉𝒐𝒓𝒕 1 0 [m s ]  
𝑮𝒍𝒐𝒏𝒈 1 0 0 0 [m s ]  
𝒕𝒉𝒓𝒆𝒔𝒉𝒐𝒍𝒅 2 [フレーム ]  
𝒔𝒍𝒆𝒆𝒑𝑫𝒖𝒓𝒂𝒕𝒊𝒐𝒏 1 0 0 [m s ]  
𝒂𝒄𝒕𝒊𝒗𝒆𝑫𝒖𝒓𝒂𝒕𝒊𝒐𝒏 1 0 [m s ]  









常 に フ レ ー ム 到 着 か ら 1 0 0 0 m s の ガ ー ド タ イ ム を 固 定 で 適 用 す る 方 法 （ 固 定
𝑻𝒈𝒖𝒂𝒓𝒅）では， 1 0 0 0 m s 以下の間隔で到着する周期的トラフィックに対して全くス
リープできていないため，消費電力比が 1 となっている．一方，提案手法である
可変ガードタイム方式では， 1 0 0 0 m s 以下の到着間隔で到着する周期的トラフィ
ックに対してもスリープによる電力削減効果が得られている．この実験では，周
期的トラフィックのフレーム到着間隔が 1 0 0 0 m s の場合に も消費電力の差が顕
著となり，ガードタイムを固定する方式の消費電力比 1 に対し，提案手法では
0 .7 7 と約 2 3 %の差が生じている．  
また， K e e p A l iv e やポーリングを想定した，フレーム到着間隔が 1 s より大きい
周期的トラフィックに対しても，提案手法による利得が得られている．フレーム
到着間隔が 1 0 s の周期的トラフィックに対して，スリープ状態に滞在する時間の
割合が，ガードタイムを固定する方式の 6 4 .3 %に対し提案手法では 7 2 .3 %と，約
8 %改善している．  
提案手法ではバースト性の低いトラフィックに対しては，大きなガードタイム








した系は図 3 -12 に示す通り，往復遅延が長い状況を模擬するために遅延を発
生させる端末を用いた．この実験で得られた TCP の輻輳ウィンドウサイズ
cw nd の振る舞いを図 3 -13 に示す．  
図 3 -1 3 において，ガードタイムを設定しない方法では，途中まで増加している
輻輳ウィンドウサイズが 0 .3 s 付近で減少に転じ，そのまま低い値で推移している
ことがわかる．  
3 . 2 章で示した通り，十分なガードタイムが設定されない場合は，送信者から送
られるフレーム群が O LT に到着した際に， O N U はスリープ状態となっている可
能性がある．このため，輻輳ウィンドウサイズが大きく増加した状態でもスリー
プを継続してしまうと，到着したフレーム群が O LT のバッファから溢れてしま
い ， 複 数 の パ ケ ッ ト 損 失 が 発 生 す る ． T C P は 複 数 の パ ケ ッ ト 損 失 を 輻 輳 発 生 と
捉えるため，輻輳制御によって cw n d を減少させ，送信レートを著しく低下させ
る ． ま た ， T C P は 輻 輳 制 御 を 行 う 状 態 に 遷 移 す る と ， ス ロ ー ス タ ー ト 制 御 と は
異なるアルゴリズムで輻輳ウィンドウサイズを増加させ，その増加は一般的にス
ロースタート制御よりも消極的である．図 3 -1 3 において，輻輳ウィンドウサイ
ズが減少した後，低い値で推移するのはこのためである．  
一方，提案手法では， T C P の連続的なフレーム到着を検知してから次のフレー
ム群が到着するまで起床し続けるため，スロースタートで cw n d が小さい間でも
スリープに入らず，スリープを行わない場合の実験結果とほぼ同等に送信レート
が増加している．  
図 3 -1 3 に示す結果から， O N U がスリープ中に到着したデータを O LT に保持で
きるバッファの容量が 1 0 0 パケット以下でも，提案手法を用いればスリープによ
る影響を抑制できることがわかる．より具体的には，提案手法により閾値付近で
T C P のスロースタートを識別できるため， cw n d がバッファ容量を超える前にス





図 3 -12． TCP トラフィックに対する評価実験  
	  
 




3 .5  まとめ  
	 本 章では， O N U のスリープ制御が TCP トラフィックの品質に与える影響
について検討し，悪影響を抑制する可変ガードタイム方式を提案した．  
	 ま ず ，数値計算では O N U スリープによって RTT がどのように増加し，
cw nd の立ち上がりがどの程度遅れるのかを具体化した． SIEPO N  D ra f t2 .0
に準拠した装置を用いた実験では，スリープによる具体的な影響として，フ
レーム廃棄による輻輳ウィンドウサイズ cw nd の著しい低下を確認した．  
	 こ れ に対し，バースト性の高いフレーム群が到着した際にガードタイムを
設定することで，悪影響を抑制する手法を提案した．検証を行った結果，提
案手法により TCP における cw nd 増加速度低下を抑制できることを確認した．
また，提案手法によって O LT のバッファサイズを削減できる見込みを得た．  
	 更 に本章では消費電力削減の観点から， TCP への単純な対策としてガード
タイムを 1s 固定に設定する場合と提案手法の比較を行った．フレーム到着間
隔 が ガ ー ド タ イ ム 以 下 の 場 合 に は ， 提 案 手 法 に よ り 平 均 消 費 電 力 で 大 約
23%低減できること， K eepAl ive  を想定した 10s 間隔の周期トラフィックに
対してもスリープに滞在する時間を 8%改善できることを明らかにした．  
	 な お，本章では O N U に対して単一の TCP コネクションが生成される場合
を扱ったが，これは TCP を検知するうえで も厳しい条件であり，提案手法
は同時に複数の TCP コネクションが張られる場合においても同様に適用でき
る．TCP のコネクション数が増えたとしても， 初に生成される TCP のスロ
ースタート制御において，TCP を検知可能なため，それ以降に TCP が増加し
ても，長いガードタイムが適用された状態で， TCP トラフィックへの悪影響
を抑制する．  
	 ま た， O N U スリープは， O LT が O N U ごとに状態を管理しており，本手法
では O LT において O N U ごとにトラフィックカウンタを備えるため， O LT で
TCP コネクションごとの管理を行う必要もない．つまり，どの O N U を介して，
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4 省電力化 (deep sleep)が与えるトラフィックへ
の影響  
 
4.1  ONU の deep sleep の適 用 範 囲  
	 ２ 章で述べたように，O N U の deep  s leep はパケットロスが発生する一方で，
cyc l i c  s l eep よりも大幅な電力削減が見込める．そのため， O N U の電池駆動









4 .2  再 送 制 御 と接 続 断  





	 そ こで，本章では， IP 電話の呼制御で用いられる SIP /U D P[1 ]や TCP[2 ]な
ど，再送制御を備えるアプリケーションに対して，電池駆動ができるレベルま
での抜本的な省電力化を deep  s leep によって実現することを目標に，接続断
を回避する制御手法を検討する．  
	 再 送制御を前提として deep  s leep を適切に実施することで，接続断を回避
しながら大幅な省電力化が図れれば，停電時のライフライン確保として IP 電
話を利用できるようになる．また，従来は商用電源への接続が困難であったた








4 .3  接 続 性 を確 保 するタイマ設 定 の解 析   
	 O N U の d e e p  s l e e p では， O N U がデータを受信可能になる期間の長さである
T a と，受信不可となる T s の組み合わせで接続断にならない条件を明らかにする
必要がある．  
本節では，具体的に d e e p  s l e e p と各スリープタイマの動作を解析していく． n
回目の再送パケットが送信される時刻は，式 ( 4 .1 )および式 ( 4 .2 )で示すように，送
信開始時刻 t 0 から，各再送タイマの和である )(nTret が経過した時刻となる．ここ
で， T C P や S IP の再送タイマは， R F C に規定されているように，初期の再送タ
イムアウト値である n
RTOret TnI 2)( ´= をそれぞれ 2 倍しながら増加していくため，式
（ 4 .3）で表すことができる．また，m 回の再送をもってしても受信できなかった
場合にタイムアウトとなることから，その合計の時間よりもスリープ時間 T s を短
くする必要があり，式 ( 4 .4 )を満たす必要がある．  








)()(  ( 4 . 2 )  
n
RTOret TnI 2)( ´=  ( 4 . 3 )  
)(mTT rets <  ( 4 . 4 )  
m = 2 の際の，タイムアウトが発生する場合としない場合の例を図 4 -3 に示す．
再送制御を司る T C P タイマは O N U の d e e p  s l e e p の遷移とは独立であるため，
t r a n s i t i o n 1 で示すように，式 ( 4 .4 )を満たさない長い T s を用いた場合には，初回
の送信，１回目の再送，２回目の再送のいずれでもパケットを受信できない可能
性がある．  
しかし，図 4 -3 の t r a n s i t i o n 2 (b )に示すように， T a が I r e t ( 1 )よりも長い場合，
初回の送信タイミングである t 0 と１回目の再送タイミングである t r e t ( 1 )のどちら
のタイミングでもパケットを受信できる場合が存在する．この場合を基準として，
初回の送信のタイミングと O N U の d e e p  s l e e p の遷移のタイミングを変化させる
ことを考える． t r a n s i t i o n 2 (b )に示した状態から O N U の d e e p  s l e e p のタイミン
グを時間軸の正の方向に，つまり図の右側にずらしていくことを考えると，I r e t ( 1 )
分ずらした際には，t r a n s i t i o n 2 (a )の状態となり，少なくとも t r e t ( 1 )において O N U
はパケットを受信可能な T a の期間となっている．ここから更に正の方向にずらし
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ていくことを考えると，T s  が I r e t ( 1 )よりも短ければ，必ず一つ前（図中では左側）
の T a の期間と， t 0 が重なる．これは， T a が I r e t ( 1 )に等しい場合であっても， T s
がどれほど短くても成立する．  
























続いて，式 ( 4 .6 )に示すように，より T a を短縮した場合に着目する．図 4 -4 に示
す よ う に ， こ の 条 件 で は ， t r a n s i t i o n 3 (a )の よ う に タ イ ミ ン グ に よ っ て は パ ケ ッ
トを受信できる可能性があるものの， t r a n s i t i o n 3 (b )のように， t r e t ( 1 )  と t r e t ( 2 )
においては，いずれの再送タイミングでも受信できない場合が存在する．  
しかしこの時，隣接していない２つの送信タイミングである t 0 と t r e t ( 2 )に着目
すると， t r a n s i t i o n 3 ( c )および t r a n s i t i o n 3 (d )に示すように，パケットを受信でき
ない T s を中心として T a が両端となる期間の長さの和が２つの送信タイミングの
差より長く， T a を中心として T s が両端となる期間の長さの和が２つの送信タイ
ミングの差よりも短い場合に，必ず受信できることがわかる．つまり，式 ( 4 .6 )に
示す範囲であっても，式 ( 4 .7 )を満たす限り必ずパケットを受信することができる． 
 
 






































( 4 . 7 )  
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なお，式 ( 4 .7 )では隣接する再送間隔を用いて記述しているが，任意の 2 つの送
信タイミングに対しても同様に成立するため，一般化することができる．また，
図 4 -5 の t r a n s i t i o n 4 (a )と t r a n s i t i o n 4 (b )に示す通り，より短い T a  と T s の繰り
返しによって N 分割しても，同様に両端と期間に着目すれば，式 ( 4 .8 )のように一
般化することができる．ただし，ここで p と q はいずれも正の整数であり， p は






























	 こ の 条件を満たすスリープタイマの具体的な組み合わせを，シミュレーシ
ョンによって明らかにした結果を図 4 -6 に示す．図 4 -6 では，塗り潰された領
域内に存在する点が，パケットを必ず受信できる T s と T s の組み合わせを示し
ている．式 (4 .8 )において任意の p および q および N について成立するため，
特に分割数である N の大きな領域，つまり T s と T s の和が短い領域において













4 .4 .1  スリープ率 の見 積 もり  
	 図 4 -6 におけるそれぞれの T s に対して 短となる T a を用いて達成可能な，
大のスリープ率 R s の見積もりを図 4 -7 に示す．なお，スリープ率は式 (4 .9 )











=  ( 4 .9 )  
 
 






関係する．現実的な応答時間を考慮し， T o n =  T r e t (4 )として示すグラフでは，
長いスリープ時間を設定しないと，スリープ率が増加していかないことがわか
る．  
	 な お，図 4 -7 における cooperat ive 方式は， cyc l i c  s l eep と同様に， O LT が
O N U に対する下りパケットを保持し続ける方式であり， s tand -a lone は適切
なスリープタイマによってパケットの受信を保証する方式である．スリープ率
の観点では cooperat ive 方式が有利だが，実現するためには O LT に 1s 以上
O N U 宛のフレームを保持し続けるバッファと，バッファしていたデータを送
るべき O N U をリンクが切断されても識別できる機能を追加する必要がある． 
 
4 .4 .2  消 費 電 力 の評 価  
	 実 際に， 10G bps 級 PO N [3 ]の O N U を用いて deep  s leep を実施した際の消
費電力を基に算出した，スリープ時間に対する消費電力の特性を図 4 -8 に示す．
応答時間 T o n が 7s と非常に長い場合，消費電力の平均は T s の増加に伴ってほ
ぼ単調に減少し， 小の電力はスリープ時間を 大に設定した場合となってい
る．一方， T o n を 2s に短縮できた場合は， 小の電力を示すのは T s が 15 .5s
の時であり，これは図 4 -7 で示す T s が T r e t (5 )  の場合に相当する．  













4 .4 .2  遅 延 時 間 の評 価  
	 ス リープタイマの組み合わせによる，タイマベースの deep  s leep によって
トラフィックが受ける遅延は，何度目の再送パケットを受信できるかに依存




図 4 -9．トラフィックの受ける遅延の振る舞い [4 ]  
 
	 何 度 目の再送パケットを受信できるかは，再送のタイミングと，スリープ
状態のタイミングのずれによって決まるため，このずれを表現するパラメー
タ o f f se t を定義する．o f f se t は，図 4 -9 に示すように，初回のパケット送信時
刻である t 0 と， T s の終了時刻の差として示す．具体的には例えば， t 0 の時点
では O N U はパケットを受信できないスリープ状態であり，1s 後にパケットを
受信可能な状態に遷移する場合を 1s  の o f f se t として表現する．このとき，初
回のパケット送信から 1s 後以降で 初に行われる再送のパケットを受信でき
るため，遅延はその再送までの再送間隔の和となる．  
	 o f f se t が T s よりも大きい場合，時刻 t 0 において ON U はパケットを受信で
きる状態であり，再送ではなく初回のパケットを受信できるため，遅延の影
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響がない． O N U はスリープ状態と起床状態を繰り返すため，平均遅延を求め
るためには o f f se t が T s  と T a の和に到達するまでの区間について考えればよ
い．それぞれの o f f se t における遅延の平均を取ると， deep  s leep によってト




















	 ( 4 .9 )  
	 式 (4 .9 )を，これまでに明らかにした接続断を避けるスリープタイマの条件
と照らし合わせ，各 T s に対して消費電力が 小となるように T a を選択した場
合の遅延を，図 4 -10 に示す．  
	 デ バ イスの応答時間によって設定可能なタイマの組み合わせは限られるが，
これらの一連の結果により，許容遅延に上限がある場合においても，制約条
件に応じて電力を 小にするタイマを選択することができる．  
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5 次世代サービスを収容する PON システムと省
電力化  
	  
5 .1  次 世 代 のトラフィックとアプリケーション  
5 .1 .1  モバイルトラフィックの特 徴 と定 義  












用 で き な い ． こ の た め ， セ ル 半 径 の 小 さ な 基 地 局 を 数 多 く 配 置 す る た め の
C-RAN (Cloud  Rad io  Access  N etwork )アーキテクチャが提案されている [2 ]．
移動体通信網においては，現在の国内のネットワークをはじめとして，各基地
局に対して CPRI(Com m on  Pub l i c  Rad io  In ter face ) [3 ]と呼ばれるインターフ
ェースを用いた，１対１の光通信が広く用いられている．しかし，無線区間の
広帯域化が進み，より多くの基地局を収容する必要のある第五世代モバイル
( 5 G )においては，経済化を狙って P O N を利用する検討が行われている [ 4 -5 ]． 
モバイルのトラフィックを１対１の CPRI で収容する場合と比較すると，１
対多の PO N で収容する際には，経済化が見込める一方で，遅延を増加させな
いようにする仕組みが必要となる．  
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一方で，完全にパケット化が行われる場合は，モバイル基地局から PO N に流






トラフィックがどの程度 PO N 区間の帯域を占有するかが異なる．  
本章では，CPRI のように連続信号の RoF による伝送ではなく，パケットベ
ースの通信システムでモバイルトラフィックを伝送することを想定し，無線区
間の負荷に応じて長さの変化するバースト信号を間欠的に送信するモデルを
用いる．   
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5 .1 .2  IoT トラフィックの定 義  









ため，本章で扱う IoT トラフィックはフローごとに許容遅延を備える．  
5 .2  マルチサービスを収 容 する PON システムの構 成  
本章では，図 5 -1 に示すように，経済化のために家庭向け・モバイル・ IoT
の複数のサービスを同一の PO N システムで提供する構成を想定する．ただし，
O N U を配置する位置は，従来の家庭向けのように各家庭に配置するのではな
く， FTTdp(F iber  t o  the  drop  po in t )や FTTC(F iber  t o  the  Cab inet /Curb )の
ように，配置点から 1km 以下の一定の範囲のサービスをまとめて収容するこ
とを想定し，例えばパケットベース RRH (Rem ote  Rad io  H ead )と，数ユーザ
の家庭向けサービスと，数百から数千ノードのセンサノードを 1 台の O N U で
収容する．  
局側装置は 40G bps の N G -PO N 2[7 ]を想定し，O SU１枚あたり 大 10G bps






図 5 -1 .  マルチサービス収容を実現する TW D M -PO N システムの構成 [8 ]  
 
モバイルサービスは非常に厳しい遅延要求があるため，モバイルサービスの








5 .3  許 容 遅 延 の導 入 とサービス多 重  
本章で想定する IoT のセンサノードは，サービス発見時に許容遅延をサー
バとやり取りし， O N U ないし O LT でその許容遅延を保持する．これにより，
データパケットごとに許容遅延を埋め込む必要がなくなる．  
また，IoT トラフィックを他のサービスに多重化する際に，図 5 -2 に示すよ























5 .4 .1  バッファリングを行 うスリープ方 式 による効 果  
本提案手法の効果を確認するために，表 5 .1 に示す条件を用いてシミュレー
ションを実施した．ただし， 𝑁21,2V3は１台の O N U によって収容されるセンサ
ノードの数，𝑅21,2V3はセンサノード毎の送信レート，𝑁OPQは PO N 区間に収容す
る O N U の台数， 𝐷21,2V3は各センサノードが送信するフローに設定された許容
遅延であり，𝐷4V6$01はモバイルサービスにおける許容遅延，𝑇2VXは波長スリープ




される．また，許容遅延はエンド間の遅延ではなく， PO N における制御遅延
とする．  
 
表 5 -1	 シ ミュレーション条件  
パラメータ 	 値 	 単位 	
𝑁21,2V3 1 -5 0 0 0  -  
𝑁OPQ 1  -  
𝑅21,2V3 1  M b p s  
𝑇2VX 1  m s  
𝐷21,2V3 1 0 0 -1 0 0 0  m s  
𝐷4V6$01 5 0  µ s  









	 図 5 -4 にシミュレーションによって得られた結果を示す．図 5 -4 における s l e e p  
ra t i o は，スリープを実施した時間が経過時間に占める割合であり， 大値，平




着間隔に依存して波長スリープを実施できている一方で，センサノード数が 1 0 0
以上の場合においては，常にパケットが到着するような状況となり，波長スリー
プを実施できていないことがわかる．  









図 5 -4．バッファリング方式によるスリープの効果 [8 ]  
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5 .5  許 容 遅 延 に基 づいた多 重 化 方 式 の提 案  
 5 .5 .1  許 容 遅 延 に基 づいた多 重 化 方 式 と閾 値  
	 更 にスリープの効率を高めるために，図 5 -5 に示すように，トラフィックが




る．しかし一方で， TRx1 に送信量を委ねすぎた場合には， TRx1 における遅
延規定を満たせなくなってしまう恐れがある．  








5 .5 .2  シミュレーションによる提 案 手 法 の評 価  
本提案における振り分けトラフィック量と省電力化の効果との関係を明ら
かにし，また，振り分けトラフィック量と各サービスへの遅延の影響を明らか
にするために，図 5 -6 に示す構成を用い，シミュレーションによって評価を行
った．  
シミュレーションでは，表 5 -2 に示す通り，各センサノードから１秒毎に１
パケット程度の送信量を想定し，ノードあたり 1522byte のパケットを 1M bps
で送信する．ただし，IoT ノードが通信を開始するタイミングはシミュレーシ
ョンの開始から 1 秒後までの一様分布に従うランダムな時刻であり，ノード
ごとに独立である．モバイルトラフィックの生成は，O N /O FF モデルに従い，
各状態における送信レートは表 5 -2 に示す通りである．  
 
 





表 5 .2	 シ ミュレーション条件  
パラメータ 	 値 	 単位 	
𝑅`$dd/6#. 10 -950  M bps  
𝑁OPQ 4   
𝑁21,2V3 1 ,000  -  
PO N ラインレート  10 ,000  M bps  
固定割当帯域  1 ,000  M bps  
𝑅21,2V3 1  M bps  
𝑇2VX 1  m s  
トラフィックモデル（ m obi le）  O N /O FF m ode l   
トラフィックモデル（ IoT）  Constant  in terva l   
M obi le  l oad  (average )  0 .3  o r  0 .9   
𝑅4V6$01 ( on  s ta te )  1 ,500  M bps  
𝑅4V6$01 ( o f f  s ta te )  0  M bps  
パケットサイズ  1522  byte  
𝐷4V6$01 5 0  µ s  
𝐷21,2V3 10 -1000  m s  
𝑇./.01 5 0  µ s  





省電力化の効果は，図 5 -7 に示す通り，モバイルトラフィックが流れスリー
プ 不 可 の TRx1 に 振 り 分 け る ト ラ フ ィ ッ ク 量 が 多 い ほ ど ， ス リ ー プ 可 能 な
TRx2 がスリープを実施できる時間の割合が高くなり，提案によって 大 18%














バイル向けの TRx1 に多重する IoT トラフィックが送信できず，家庭向けの
TRx2 における遅延よりも増加していることがわかる．   
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6 結論  
6.1  本 論 文 のまとめ  
	 本 論文では， PO N システムにおけるトラフィック流通時の省電力化手法を
提案した．本論文の特徴として， PO N を流れるトラフィックの具体的な振る
舞いに着目し，その特徴に合わせた制御の提案を行った点が挙げられる．具体
的には，通信プロトコルによって規定されている制御に対して，帯域割当や多
重化といった Q oS に関わる制御やスリープ制御を融合させるアプローチを取
った．また，本論文の特徴として，実世界への適用を鑑み，実機による帯域や
遅延，消費電力の評価を通して提案の効果を示したことが挙げられる．  






ることによって，トラフィックに対する悪影響を抑制しながら O N U の省電力
化を実現する手法を確立した．  







	 ５ 章では，W DM /TDM -PO N システムを用いて，従来の家庭向けサービスに
加えて，それぞれ特に遅延に対する要求条件が大きく異なるモバイルや IoT
を収容するための PO N 構成を提案した．また，提案したマルチサービス収容







6 .2  研 究 の貢 献  
	 本 論文で確立した省電力手法は，１章で述べたように，トラフィック増加に
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