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La Fourmi
Une fourmi de dix-huit mètres
Avec un chapeau sur la tête
Ça n’existe pas, ça n’existe pas.
Une fourmi traînant un char
Plein de pingouins et de canards
Ça n’existe pas, ça n’existe pas
Une fourmi parlant français
Parlant latin et javanais
Ça n’existe pas, ça n’existe pas
Eh ! Pourquoi pas ?
Robert Desnos, Chantefables et chantefleurs.
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Présentation
Ce mémoire présente les travaux réalisés pour ma thèse de doctorat por-
tant sur unmodèle comportemental des fourmis Lasius niger pour comprendre
la dynamique de construction de la structure épigée de leur nid. Cette ques-
tion s’inscrit dans une collaboration inter-disciplinaire Biologie / Physique qui
réunit des biologistes spécialistes des comportements collectifs dans les socié-
tés animales, des physiciens spécialistes des questions de dynamiques non-
linéaires, et des ingénieurs spécialistes du génie des procédés dans le domaine
thermique.
Du côté de la Biologie, ce travail a été dirigé par Jacques Gautrais, qui est
membre de l’équipe Dynactom 1, initiée par Guy Theraulaz au Centre de Re-
cherches sur la Cognition Animale (Dir. M. Giurfa), à Toulouse. Cette équipe
développe depuis une dizaine d’années une recherche sur les dynamiques non-
linéaires à l’œuvre dans les sociétés animales, pour éclairer etmieux comprendre
les comportements émergents qu’on peut y observer (déplacements collectifs,
division du travail, évolution vers la socialité, ...). Un sujet majeur est celui de
la construction du nid chez les insectes sociaux, étudié en particulier par G.
Theraulaz, Christian Jost, Vincent Fourcassié et J. Gautrais. Ce sujet a été dé-
veloppé d’abord dans le cadre du projetMESOMORPH 2, une collaboration de
l’équipe Dynactom avec Stéphane Douady et Etienne Couturier du laboratoire
Matière et Systèmes Complexes, Sergi Valverde et Ricard Solé du laboratoire Sys-
tèmes complexes de Barcelone, et Pascale Kuntz-Cosperec, Fabien Picarougne
1. Dynamiques complexes et réseau d’interactions dans les sociétés animales
2. ANR-06-BYOS-0008 ; http://www.mesomorph.org
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et Andrea Perna du laboratoire Informatique Nantes Atlantique, dans lequel j’ai
passé neuf mois de stage pré-doctoral.
Mon travail de thèse est le démarrage du projet SwarmSmartBuilding —
Modélisation tridimensionnelle des processus de construction collective du nid
chez la fourmi Lasius niger et performances énergétiques 3, une collaboration
entre G. Theraulaz & J. Gautrais, Richard Fournier & Stéphane Blanco (Equipe
GREPHE 4, du laboratoire LAPLACE, Université de Toulouse) et Jean-Jacques
Bezian &Mouna El Hafi (centre RAPSODEE, Ecole des Mines d’Albi-Carmaux).
Ma thèse s’inscrit donc au cœur de la collaboration entre les biologistes de
l’équipe Dynactom et les physiciens de l’équipe GREPHE portant sur la com-
préhension des dynamiques de construction chez les insectes sociaux, dans la
continuité des premiers travaux menés sur l’exemple biologique de l’agréga-
tion de cadavres chez la fourmiMessor sancta, et qui furent le sujet des thèses
de Mélanie Challet en 2005 [2] et de Sebastian Weitz en 2012 [3] (voir aussi la
thèse défendue en 2012 par Chaker Sbaï [4] co-dirigée par C. Jost, Giacomo Di-
marco et Pierre Degond 5). Cette collaboration a permis de dégager les prin-
cipes dynamiques à l’œuvre dans ce type de morphogenèse qui émerge d’une
accumulation d’actes comportementaux effectués par les insectes en présence
d’un champdematériau, tel que les cadavres de congénères chezMessor sancta
ou des boulettes de terre dans le cas présent. Les comportements réalisés par
les insectes (prise, déplacement et dépôt du matériau) sont régulés par des dé-
cisions comportementales stochastiques qui dépendent de leur perception lo-
cale du champ. Ce couplage entre les ouvrières et le matériau permet le dé-
clenchement de boucles de rétroaction positive qui vont, sous certaines condi-
tions, amplifier des fluctuations aléatoires, et conduire à une structuration du
champ loin de l’homogène, même en l’absence d’influences externes. Il s’agit
donc d’un cas typique d’auto-organisation dans une société animale. Nous en
rappelons les principes dans le chapitre 1, qui positionne la question, décrit les
méthodes d’analyse du comportement associées, et présente plus en détail les
3. PRES de l’Université de Toulouse (Projet AO3)
4. Groupe de Recherche Energétique, Plasma, Hors-Equilibre
5. Institut de Mathématiques de Toulouse
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structures élaborées par Lasius niger qui nous intéressent ici.
Les nids sont bien sûr d’une grande importance fonctionnelle dans la vie
des insectes sociaux, et doivent assurer des conditions climatiques internes as-
sez précises. Si la nature auto-organisée du processus de construction ne fait
pas de doute, il est évident aussi qu’il prend place pour chaque colonie dans
un lieu déterminé, et que les conditions climatiques externes ne peuvent être
négligées dans la compréhension de la forme émergente. Il faut alors considé-
rer que l’adaptation de la structure émergente aux conditions climatiques doit
passer par une variabilité des réponses comportementales individuelles sous
l’influence de grandeurs physiques liées aux aspects thermiques (température,
humidité, conduction, convection). Des travaux menés par Challet et coll. ont
bienmontré que des courants d’air de faible vitesse affectent en effet le proces-
sus d’agrégation de cadavres [2, 5]. Pour développer ces aspects de couplage
avec les facteurs climatiques, l’équipe RAPSODEE de l’Ecole des Mines d’Albi-
Carmaux a rejoint cette collaboration, avec Jean-Jacques Bezian en particulier
comme co-directeur de la thèse. Cela nous a permis d’une part de réunir des
conditions expérimentales pour obtenir des constructions développées par La-
sius niger à différentes températures (chapitre 1), et d’autre part, de développer
en commun certains aspects théoriques et algorithmiques tant la parenté de
questions et de méthodes est forte entre l’étude des systèmes biologiques et le
génie des procédés (inversion,Monte-Carlo non linéaire, étude de sensibilités).
Dans le processus de construction, le comportement individuel consiste en
un enchaînement de prise - transport - dépôt d’éléments de la structure. Consi-
dérant que l’insecte prend les décisions de prendre et de déposer sous la seule
influence d’une information locale sur la structure, il nous est assez naturel de
découper l’étude de cette dynamique en analysant d’une part ces termes de ré-
action locale (prise / dépôt), et d’autre part l’influence du terme de transport,
c’est-à-dire le déplacement des ouvrières porteuses de matériau au sein de la
structure.
Pour le premier point, nous présentons au chapitre 2 une proposition de
modèle comportemental individuel pour la prise et le dépôt dans la phase ini-
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tiale de la construction de la structure épigée chez Lasius niger. Comme cette
phase initiale est encore essentiellement bi-dimensionnelle, nous avons vérifié
que la calibration expérimentale de ces comportements de prise / dépôt per-
mette de rendre compte des structures émergentes, en conservant pour le dé-
placement unmodèle classique de marche en 2 dimensions.
Pour aller plus loin dans la dynamique, il faudra néanmoins prendre en
compte l’effet en retour sur le déplacement, de la structure se développant en
3 dimensions. Le passage d’une surface plane à une surface interne du nid se
déployant dans l’espace introduit deux facteursmajeurs qui peuvent affecter le
déplacement : des pentes et des courbures. Au couplage des réactions compor-
tementales locales avec la structure en évolution s’ajoute donc un couplage du
transport avec la surface se déformant au cours du temps. Une première étape
a été d’étudier expérimentalement l’effet de la pente sur le déplacement des
Lasius. Celles-ci ont montré une tendance à préférer les directions proches de
la ligne de plus grande pente (Chapitre 3). Ce travail a été l’occasion de pro-
poser le modèle du Marcheur de Boltzmann généralisé, et de poser les bases
d’une analyse statistique de la marche en présence d’un champ hétérogène.
Enfin, pour progresser en compréhension du phénomène dans sa phase
pleinement développée, et gagner en généralité en se détachant pour une part
des détails d’implémentation par l’organisme biologique considéré, il nous a
paru utile de contribuer à l’approche analytique, en particulier pour éclairer le
couplage de ces deux éléments (perception / action locales et transport). Nous
proposons pour cela une approche formelle inspirée par ce découpage, qui dé-
crit le transport entre deux points de la structure par l’espace des chemins as-
sociés, et considère les termes de prise / dépôt aux deux extrémités. Nous étu-
dions ce qu’apporte cette nouvelle perspective, s’appuyant sur une formulation
intégrale, en la déployant sur les deux étapes d’analyse classique des systèmes
non-linéaires : l’étude du critère de stabilité de la situation homogène station-
naire, et la courbe de dispersion (Chapitre 4).
Nous discutons finalement au chapitre 5 les perspectives ouvertes par ce
travail, et les pistes actuelles pour le poursuivre.
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Chapitre 1
Morphogenèse des nids chez les
insectes sociaux
1.1 Des structures résultant de dynamiques
auto-organisées
Notre travail 1 s’inscrit dans le cadre général de la compréhension des pro-
cessus demorphogenèse en Biologie du comportement. Les processus demor-
phogenèse sont bien entendu essentiels à toutes les échelles du vivant. La ques-
tion de comprendre ce qui les gouverne a donné lieu à de nombreux dévelop-
pements expérimentaux et théoriques en biologie, depuis l’énoncé du principe
de sélection naturelle par Darwin pour expliquer la différenciation des espèces
à l’échelle de l’évolution [6] jusqu’aux cascades moléculaires qui contrôlent la
dynamique du cytosquelette d’une cellule pour assurer une polarisation adé-
quate dans la matrice extra-cellulaire [7]. Au cours du développement de l’or-
ganisme, les cellules doivent se multiplier, se différencier et s’organiser spa-
tialement à l’échelle des tissus selon le plan de l’organisme ; les mécanismes
1. Ce chapitre de positionnement de la question reprend pour une part un texte écrit par
J. Gautrais dans une perspective de présentation générale de sa recherche. Il est donc écrit à
quatre mains.
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moléculaires gouvernant ces processus sont d’une complexité très grande du
fait de l’intrication de chaînes de causalité à plusieurs échelles ; les récents dé-
veloppements techniques permettent cependant de gagner peu à peu en com-
préhension en dégageant des mécanismes génériques [8, 9] ; pour l’organisa-
tion spatio-temporelle émergeant au cours de l’embryogenèse par exemple, ils
pointent vers des dynamiques pilotées par un couplage entre des gradients à
large échelle de molécules spécifiques (morphogènes) et des interactions lo-
cales de contact entre cellules [10, 11]. Cette complexité atteint des sommets
pour le développement de la circuiterie neuronale chez les mammifères et, en
particulier, du cortex cérébral chez l’homme, que ce soit pour l’organisation des
neurones en couches corticales fonctionnelles [12, 13], ou pour organiser leur
connectivité par des mécanismes d’attraction / répulsion des cônes de crois-
sance à l’extrémité des axones en croissance [14, 15].
Dans le champ de l’éthologie, qui étudie le comportement des organismes,
on trouve également de nombreux exemples de formes émergentes, issues des
interactions comportementales entre des individus à l’intérieur d’un groupe
(Fig. 1.1 tirée de[16]), que ce groupe soit composé de poissons [17], de pié-
tons [18], de blattes [19] ou d’insectes sociaux. Ces derniers (fourmis, abeilles,
guêpes, termites) offrent de nombreux exemples de telles structures émergentes.
Ils ont été une source d’inspirationmajeure pour aborder les processus demor-
phogenèse dans le vivant, du fait de la possibilité d’observer au laboratoire les
dynamiques à l’œuvre tant à l’échelle individuelle qu’à l’échelle de la forme
résultant de l’activité collective (réseau de pistes de fourragement [20, 21], ex-
cavation d’un réseau de galeries pour former un nid [22, 23, 24, 25, 26], division
du travail [27]).
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FIGURE 1.1 – Exemples de formes émergentes dans les groupes animaux et humains,
illustration tirée de [16]. (a) Formation collective chez les poissons en forme demoulin
(Philip Colla, oceanlight.com). (b) L’entrée en forme de cratère d’un nid de la fourmi
Messor barbarus (tirée de [28]). (c) Trafic automobile sur les voies sur berge parisiennes
(photo Anthony Atkielski). (d) Piste présentant une bifurcation chez la fourmi du Pha-
raon (photo Duncan Jackson). (e) Un phénomène de vague mexicaine lors d’unmatch
de football aux Etats-Unis (tirée de [29]). (f) Progression collective au sol chez le criquet
pèlerin (photo Iain Couzin).
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Une belle manifestation de ces processus est la capacité des insectes so-
ciaux à construire des nids, dont la diversité de formes et de matériau sert un
objectif unique : assurer le développement de la colonie, en lui garantissant des
conditions de vie protégées au mieux des aléas climatiques et des prédateurs.
Une grande diversité de solutions sont apparues au cours de l’évolution 2,
depuis les nids très réguliers des abeillesmellifères jusqu’aux structures géantes
érigées par les termites africainsMacrotermes [30] ou Nasutitermes (Fig. 1.2 ti-
rée de [28]). Le nid construit par Apicotermes lamani (1.2 (d)), termites afri-
cains, est un exemple caractéristique des structures raffinées que les insectes
sociaux sont capables de créer. Il est souterrain, de forme sphérique, et sa sur-
face est recouverte de pores qui permettent les échanges gazeux avec l’exté-
rieur. Il est composé en interne de plusieurs étages superposés reposant sur
des piliers. De place en place, ces piliers prennent un tour hélicoïdal et consti-
tuent des rampes d’accès traversant verticalement la structure et permettant
aux termites de naviguer entre les étages (Fig. 1.2 (e)).
On observe que les colonies au sein de chaque espèce tendent à produire
des nids de structures semblables, même si on peut s’attendre à une certaine
variabilité inter-colonies, sans laquelle il ne pourrait y avoir d’évolution [31].
Sur le plan fonctionnel, même si la théorie r/K [32] a été revisitée par une
approche mettant au premier plan la mortalité différentielle en fonction de
l’âge [33], on peut toujours identifier chez les insectes sociaux la plupart des
traits liés au type "r" tels que leur petite taille et une fécondité intense associée
2. voir par exemple http://insectesbatisseurs.univ-tours.fr
FIGURE 1.2 (following page) – Diversité des nids chez les insectes sociaux, illustration
tirée de [28]. (a) Nid du termite Nasutitermes triodiae (nord de l’Australie). (b) Vue in-
terne du nid de termites Cubitermes (Côte d’Ivoire). (c) Vue interne du nid de la fourmi
Lasius fuliginosus (France). (d) Vues externe et interne du nid du termite Apicotermes
lamani (Gabon). (e) Vue rapprochée d’une rampe hélicoïdale reliant les étages dans le
nid présenté en (d). (f,g) Vues de la structure interne d’un nid d’abeilles Apis mellifera.
Copyright S. Camazine et G. Theraulaz.
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à des durées du stade larvaire assez courtes. Ils y ajoutent cependant une su-
perposition des générations au sein du nid et une organisation très développée
du soin au couvain. De fait, la construction du nid peut être considérée comme
une composante essentielle du soin au couvain (en sus de l’apport direct de
nourriture et le grooming) puisqu’elle favorise, d’une part, les conditions cli-
matiques les plus favorables à son développement, et réduit, d’autre part, les
possibilités de prédation. En permettant cette superposition des générations
et en confinant le couvain entre un lieu central, le nid joue de fait un rôle dé-
terminant dans leur succès écologique tant il permet de réunir les conditions
physiques les plus proches des valeurs optimales pour le développement des
larves, et, bien sûr, qu’il isole le couvain, la pondeuse et les ouvrières des pré-
dateurs.
1.2 Les nids terrestres chez les termites et les four-
mis
1.2.1 Effort consacré à l’édification et à lamaintenance du nid
Le principe de parcimonie inspiré de l’approche darwinienne suggère que
chaque structure produite par une espèce remplit un rôle spécifique car une es-
pèce qui dépenserait de l’énergie et du temps à produire une structure inutile
perdrait à ce faire l’opportunité de les consacrer plutôt à augmenter ses chances
de survie et de reproduction, la condamnant à régresser devant la concurrence
d’autres espèces dont les choix seraient plus rentables. L’énergie consacrée à
l’édification et à la maintenance du nid est donc un indice indirect de sa renta-
bilité en termes de production de la descendance (fitness).
Les nids de termites Macrotermes et de Nasutitermes (Fig. 1.2 ), qualifiés
de "termitières cathédrales", sont un des exemples les plus spectaculaires de
structures complexes dont la hauteur (quelques mètres) est très largement su-
périeure à la taille des individus qui l’édifient (moins d’un centimètre). De cette
évidente disproportion entre la taille des nids et celle des insectes qu’ils abritent,
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on doit conclure qu’une grande part du temps et de l’énergie de la colonie est
consacrée à collecter et transporter ses matériaux, et au façonnage des struc-
tures.
Quelques tentatives de quantification de cet effort ont été faites chez les
espèces déployant les structures les plus spectaculaires. Ainsi, Pomeroy a suivi
l’évolution de nids deMacrotermes bellicosus pendant trois ans [34] (Ouganda).
Il estime à 2-3 m3 le volume moyen des nids de trois ans, et jusqu’à 6 m3 au-
delà. Sur l’ensemble des nids présents sur les deux zones qu’il étudie, il estime
la quantité de sol collecté pour former les structures épigées à 10m3 par hec-
tare et par an au moins. Dans le même ordre de grandeur, Turner estime à 5-7
m3 le volume typique des dômes chezMacrotermesmichaelseni, dont 80% pro-
vient de l’excavation profonde, avec un flux de l’ordre de 1m3 par dôme et par
an [30] (Namibie). Ces grandeurs peuvent sembler impressionnantes, mais il
faut considérer qu’il s’agit de grandeurs annuelles, et que ces nids abritent des
millions d’individus. Turner propose une estimation de l’ordre de grandeur de
la part d’énergie consacrée à la seule tâche du transport vertical des matériaux
par la colonie. Il apparaît qu’en comptant le transport de l’eau (1800 kg d’eau
élevée sur 5 m, soit 88 kJ par an, soit une puissance de 2.8 mW), et celui de la
terre, jusqu’à une fois et demie plus dense (2600 kg par an, soit une puissance
de 4 mW), cette énergie requise est finalement très petite devant les estima-
tions de la production d’énergie métabolique de la colonie, qui sont de l’ordre
de 50 à 200W, soit un rapport de 50000.Même en admettant un rendement très
faible à 1% de la conversion entre énergie métabolique et énergie de transport,
le déplacement vertical de ces tonnes de matériaux ne représenterait finale-
ment que 1% de la dépense énergétique totale de la colonie [35].
Chez les fourmis, il n’est pas rare que le réseau de galeries excavé par les
fourmis atteignent plusieurs mètres de profondeur [36]. Ce matériau excavé
est rejetté à la surface du sol, et donne lieu à différents aménagements. Tschin-
kel estime que 20 g de fourmis Pogonomyrmex badius peut excaver jusqu’à 20
kg de sable en 4-5 jours, soit environ 200 fois leur poids par jour [36, 37]. Les
structures construites par les fourmis coupeuses de feuilles (Atta) sont parmi
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les plus réputées pour leur taille. Un nid d’Atta sexdens par exemple, constitué
d’un millier de chambres, est si vaste que le matériau excavé et formant la la
structure épigée représente 22m3, soit de 30 à 40 tonnes de sol. L’intérieur est
plus profond qu’un homme debout (Fig. 1.3 tirée de [38]).
En étudiant l’activité spécifique de la construction des tourelles de venti-
lation érigée en surface de cette structure épigée chez la fourmi Atta vollen-
weideri, Cosarinsky a pu suivre en détail les transports de matériau effectués
par les ouvrières à travers le dispositif. Elle estime que pour une tourelle stan-
dard, construite en une dizaine de jours, les ouvrières ont dû transporter en-
viron 600 g de matériau, ce qui correspond à environ 15000 voyages par jour
d’une charge moyenne de 4 mg [39]. Dans une tentative de combler l’absence
de mesures directes de l’énergie consacrée à l’activité constructrice, Camargo
et coll. ont proposé à des fourmis Atta sexdens dumatériau à excaver en condi-
tions contrôlées au laboratoire et les ont laissées travailler pendant 24, 48 ou
72 heures (sans apport de nourriture). Ils constatent bien une réduction des ré-
serves en sucre de 20% à 24 heures, et jusqu’à 45% à 48 et 72 heures [40]. Ils
montrent par ailleurs qu’un effort plus intense de construction par la fonda-
trice, qui, après sa fécondation lors du vol nuptial, creuse un premier tunnel se
finissant par une chambre, se traduit par un taux de mortalité plus élevé, une
indication indirecte du coût de cette activité constructrice initiale [41]. En ef-
fet, après avoir excavé ce premier nid et en avoir bouché l’accès, la fondatrice
doit encore survivre environ 9 semaines isolée pour voir les premières ouvrières
devenir fonctionnelles (fondation claustrale). Fröhle montre, chez Atta vollen-
weideri, que ces fondatrices régulent la dépense énergétique occasionnée par
ce creusement en modulant la profondeur à laquelle le tunnel se transforme
en chambre, une chambre plus profonde étant plus favorable, mais aussi plus
coûteuse [42]. Mikheyev et Tschinkel ont réalisé de leur côté un suivi précis
de l’activité de creusement chez l’espèce Formica pallidefulva, en proposant
aux ouvrières actives des colonnes de matériau où exercer leurs talents [43]. Ils
estiment la charge moyenne transportée par voyage à 2.26 ± 0.18 mg (soit un
volume d’environ 1.5mm3) pour une masse moyenne des ouvrières de 7.54 ±
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4 C H A P T E R  1
Figure 1.2. A giant nest built by a species of leaf-cutter ants, Atta sex-
dens, consisting of about a thousand chambers. In this particular example
the nest is so huge that the loose soil brought out and piled on the ground
by the ants while making it occupied more than 22 m3 and weighed ap-
proximately 44 tons. The human figure shown inside the nest indicates the
scale. (Reproduced from Ho¨lldobler and Wilson 1994. From an illustration
by J.C.M. Jonkman in Insect-Fungus Symbiosis: Mutualism and Commen-
salism, edited by L. A. Batra [Montclair, NJ: Allanheld and Osman, 1979].
Modified by N. A. Weber for Ho¨lldobler and Wilson [1995], p. 116.)
crop that the ants grow consists of a fluffy white mold, resembling
bread mold, made up of masses of thread-shaped hyphae. The ants’
agriculture is so efficient that it not only provides them with an abun-
dant supply of food, but enables individual colonies to reach stag-
geringly large sizes, with a single colony containing millions of
workers. In one extreme case described by Ho¨lldobler and Wilson, a
nest of the species Atta sexdens consisted of about a thousand cham-
bers, with the chambers varying in size from that of a closed fist to
FIGURE 1.3 – Exemple d’un nid souterrain d’Atta sexdens, illustration tirée de [38].
.
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1.61 mg. La charge représente donc environ 30% de la masse de la transpor-
teuse. En transposant les résultats trouvés au laboratoire à l’échelle des nids
réels, ils estiment la quantité de travail nécessaire pour l’excavation du nid à
environ 80000 heures (de 10000 à 460000) à 28±C. Le volume du nid étant clas-
siquement proportionnel au nombre d’ouvrière [44, 45], cela correspond à une
moyenne de 158 ± 66 heures de travail par ouvrière, soit une semaine si toutes
les ouvrières étaient occupées à cette seule tâche à plein temps et sans inter-
ruption.
À ces estimations de l’effort consacré à l’excavation, il faut ajouter le tra-
vail fourni pour l’édification et la maintenance de structures annexes, mais
qui doivent être comprises comme relevant de la construction, même si cer-
taines peuvent être éloignées du nid proprement dit : chemins couverts pour le
fourragement, abris, étables à pucerons, caches pour les proies... Une revue de
ces structures est proposée par [46]. Par exemple, Smith rapporte que Pogono-
myrmex badius collecte dans l’environnement de grandes quantités de petits
fragments qui sont déposés aux abords de l’entrée du nid et finissent par for-
mer une couronne qui peut avoir plusieurs mètres de large. Bien que ces ob-
jets puissent se compter par millions (et impliquent donc au moins autant de
voyages pour les collecter et le coût associé), la fonction de cette couverture
n’est pas bien établie. S’agissant pour une grande part de petits fragments de
charbon, une fonction possible serait liée à la thermorégulation [47, 48], mais
peut aussi avoir pour rôle de repousser les fourmis d’autres colonies ou d’autres
espèces [49].
Les coûts associés à la constructiondunid ont certainement piloté la grande
diversification des formes et des stratégies de nidification. L’une des stratégies
pour ne pas consacrer trop d’effort à l’édification d’un nid est simplement de
ne pas en construire. Dans un très beau travail de classification des Ponérinés 3,
3. Les fourmis appartiennent à l’ordre des Hyménoptères, forment avec les abeilles et les
guêpes le sous-ordre des Apocrites, et constituent la famille des Formicidés. Cette famille
contient 16 sous-familles vivantes, avec plus de 12000 espèces. Quatre sous-familles dominent
en termes de richesse en espèces : les Myrmicinés, les Formicinés, les Dolichodérinés, et les
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Schmidt recense, en autres informations, le type de nid adopté par chaque es-
pèce [50]. Certaines d’entre elles, comme Phrynoponera, évitent le coût associé
à la construction d’un nid en réinvestissant simplement des nids abandonnés
par des termites. Des colonies de Thaumatomyrmex ont également été obser-
vées dans des nids de guêpes désertés [50]. Plus spécialisée encore,Megaponera
caffraria est une fourmi prédatrice des termites qu’elle attaque en raids formés
par de grands groupes d’ouvrières. Ces groupes attaquent le nid des termites,
et la colonie migre alors dans le nid dont les hôtes précédents auront bien servi
leur rôle en offrant le gîte et le couvert [50, 51]. L’exemple le plus abouti de ce
type de stratégie est celui de Centromyrmex bequaerti, qui s’installe à demeure
dans des nids de termites (d’espèces variées), ces derniers constituant alors leur
unique source de nourriture. Ses colonies, polygynes et comprenant plusieurs
centaines d’ouvrières, s’installent donc directement au cœur du garde-manger
[50] dans lequel elles effectuent régulièrement des raids en investissant des ga-
leries occupées par les termites ouvriers.
Ces comportements opportunistes peuvent prendre bien d’autres formes et
piloter l’évolution vers une gamme très riche de solutions, depuis des associa-
tions entre espèces pour partager le nid [52, 53], jusqu’au parasitisme consis-
tant, par exemple, à faire élever son couvain par des colonies d’une autre es-
pèce [54]. Enfin, l’investissement dans la structure produite peut être tel qu’il
favorise certaine stratégie de reproduction permettant de garder le nid pour les
générations futures même quand la fondatrice est morte [55].
À l’opposé de cette image du nid comme un investissement coûteux, Mc-
Glynn souligne la surprenante fréquence avec laquelle la plupart des espèces
changent régulièrement de nid, en abandonnant simplement l’ancien [56].Mc-
Glynn insiste sur le fait que le nid n’est pas abandonné juste pour la raison qu’il
est dégradé, mais il faut préciser ce terme. Chez le termite Cubitermes fungi-
faber par exemple, il y a au moins un changement de nid au cours de la vie
d’une colonie, avec un premier nid au diamètre basal limité (< 6 cm) et qui
est abandonné parce qu’il est incapable de supporter le poids du nid pouvant
Ponérinés. Le genre Lasius est de la sous-famille des Formicinés.
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abriter une colonie mature. Le nid définitif est construit à quelques mètres du
premier ; la migration a lieu par des galeries souterraines et peut s’étaler sur
plusieurs semaines [57]. Le nid initial n’est donc pas ici dégradé en tant que tel,
mais il cesse de remplir sa fonction du fait de sa base trop étroite.
McGlynn décrit plusieurs espèces qui entretiennent plusieurs nids, mais
n’en occupent qu’un seul à chaque instant (monodomie sérielle) [56]. Il pro-
posait initialement que les déménagements réguliers observés chez la fourmi
Aphaenogaster araneoides soientmotivés par une saturation chimique : lemar-
quage colonial s’intensifiant avec le temps de séjour dans le nid, ce dernier de-
viendrait plus facilement repérable par les colonnes prédatrices des fourmis
légionnaires passant devant son entrée. Vérifiant cette hypothèse par des ex-
périences en laboratoire, il conclut finalement que cette saturation aurait en
fait pour effet de masquer l’odeur de ces prédatrices et empêcherait leur dé-
tection [58]. L’entretien de deux à six nids annexes est également présent chez
Pheidole desertorum pour des raisons de protection contre la prédation. Quand
elles sont attaquées par un raid de fourmis légionnaires (Neivamyrmex nigres-
cens), elles évacuent leur nid et se dispersent pour se réfugier dans les autres
nids à disposition. Une fois l’attaque passée, il leur faut environ une semaine
pour se rassembler de nouveau dans un seul nid, le plus souvent celui d’ori-
gine, initialement évacué. Les nids annexes semblent donc remplir essentielle-
ment un rôle de refuges temporaires lors des évacuations [59]. Chez les espèces
qui occupent simultanément plusieurs nids (polydomie), on retrouve une dy-
namique temporelle d’occupation saisonnière : le plus souvent, les colonies se
concentrent sur un nombre limité de sites pendant l’hiver, et ont tendance à
élargir l’occupation à la saison chaude. Heller et col. montrent que cette dy-
namique de l’occupation du territoire est pilotée principalement par le besoin
d’humidité chez la fourmi d’Argentine [60].
Le déménagement fréquent peut également être associé au besoin de suivre
la ressource alimentaire, ou d’éviter son épuisement. En ce sens, le nid n’est pas
dégradé, mais c’est le voisinage qui devient pauvre. Par exemple, les fourmis
se nourrissant de la litière du sol montrent une tendance à déménager à peu
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près tous les un à trois mois, sans doute du fait de l’appauvrissement du site
occupé. Notons que ces espèces n’investissent pas dans des formes très élabo-
rées de nid [61]. Le cas le plus extrême piloté par la déplétion de la ressource
est celui des fourmis légionnaires, qui suivent un parcours nomade, établissant
des nids temporaires qualifiés de bivouac pour la durée nécessaire à l’éclosion
cyclique du couvain. On retrouve une évolution vers cette logique chez des
fourmis telles que les Megaponera, Pachycondyla apicalis et P. marginata qui
changent régulièrement l’emplacement de leur nid par nécessité d’avoir un ac-
cès constant à des termites en abondance suffisante [50].
1.2.2 Abondances et impacts sur lemilieu
Les recensements scientifiques des populations de fourmis et de termites
ont commencé au début du XX-ième siècle [62]. Du fait de leur structure spec-
taculaire et très visible dans leur milieu ouvert, les dômes des termitesMacro-
termes ont été recensés dans plusieurs régions demultiples fois. Wood [63] rap-
porte ses mesures de recensement de nids de termites de divers genres, qui
peuvent représenter, selon les régions, de 100 kg à plus de 300 tonnes de ma-
tériau par hectare, ce qui correspond à une couverture de la surface du sol de
0.1% à 10%. Il rappelle par ailleurs une estimation faite par Meyer dans les an-
nées soixante au Congo, où les nids deMacrotermes pouvaient représenter jus-
qu’à 24000 tonnes de matériau par hectare et couvrir 30% de la surface du sol.
À de telles échelles, ces structures ont nécessairement des impacts importants
sur l’écologie locale, dont la végétation, mais aussi sur les possibilités agricoles.
Wood rappelle enfin l’étude précise de Darlington [64] qui a estimé que le ré-
seau de galeries souterraines associées à un seul nid deMacrotermes michael-
seni au Kenya couvrait une surface d’environ 8000m2 pour une longueur d’en-
viron de 6 km. Turner estime quant à lui de 1 à 4 nids par hectare la densité
moyenne de nids [65], mais Tilahun et coll. rapportent que cette densité peut
monter en Ethiopie jusqu’à 10 à 14 nids par hectare, correspondant, selon le
type de sol, à une masse estimée de 13 à 60 tonnes par hectare [66]. Grohmann
et coll. ont analysé la répartition spatiale des nids dans le paysage et trouvent
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une distribution plus régulière qu’attendue sous l’hypothèse d’une répartition
aléatoire ; ce type de régularité est classiquement attribué à un effet de compé-
tition entre nids, qui se traduit par des zones d’exclusion autour de chaque nid
[67]. Ces recensements peuvent de nos jours être effectués sur des images ob-
tenues de satellites, qui permettent des suivis plus systématiques et sur de plus
larges zones. Mujinya et coll. confirment une répartition régulière des nids de
Macrotermes falciger dans plusieurs zones aux abords de Lubumbashi (Congo)
et constatent une variation morphologique des nids en fonction de la nature
du terrain [68].
Chez les fourmis, le recensement est moins facile parce que les nids sont
généralementmoins repérables. Berghoff et coll. présentent les abondances re-
latives en fourmis capturées par des pièges déposés au sol et en sous-sol de la
forêt primaire de Bornéo [69]. Ils trouvent près d’une centaine d’espèces issues
de 37 genres (sur 12 parcelles d’1m2 chacune). Certaines d’entre elles, du genre
Odontoponera, présentent un nid parm2, et dans la mesure où c’est à peu près
la taille de leur territoire de récolte, on peut considérer que le sol est recouvert
par un pavage quasi-complet pour chaque espèce [69]. Dans un milieu moins
riche, le Michigan, Bristow et coll. recensent néanmoins 26 nids de Formica ex-
sectoides dans un rectangle de 50x70 m, soit une distance moyenne entre nids
de l’ordre de 5-6 m, là encore du même ordre de grandeur que l’aire de fourra-
gement [70]. De fait, cette espèce, très commune en Amérique duNord et répu-
tée vorace, influe directement sur les autres communautés d’insectes, et Bris-
tow lui attribue un rôle majeur dans l’écosystème concerné [70]. Enfin, même
dans des terres appauvries par la culture (du riz) et abandonnées, Gorosito et
coll. recensent au nord-est de l’Argentine une grande densité de dômes impor-
tants (2 m de diamètre, 1 m de hauteur) construits par Camponotus punctula-
tus, densité qui peut s’élever à 1800 nids par hectare [71]. Étudiant de plus près
la morphologie de ces nids en fonction de leur âge, ils montrent que les pro-
priétés du sol sont affectées par ces constructions, en particulier pour ce qui
est de sa porosité à l’eau.
Une proposition pour comprendre cette activité constructrice des fourmis
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et des termites et ses effets non linéaires dans un réseau écologique complexe
a été de les considérer comme des "ingénieurs écologiques" (ecological engi-
neers) [72, 73, 74]. Cette perspective s’inscrit dans la lignée de la notion de
"construction de niche" (niche construction) mise en avant par Odling-Smee,
Laland et Feldman en réaction à un réductionnisme génétique qui ne consi-
dère que la pression de sélection exercée par l’environnement sur les orga-
nismes et ne donne donc pas d’outils pour comprendre les interactions entre
échelles, et en particulier l’effet retour de l’activité des organismes sur leur en-
vironnement [38, 75]. La prise en compte de ces interactions entre les struc-
tures du sol, les flux de matières et le réseau trophique ne peut se faire que par
la conception d’un modèle intégré qui décrit l’évolution globale du système
sur les deux échelles de temps, écologique et évolutive [76]. Par exemple, les
énormes nids deMacrotermes sont constamment soumis à l’érosion, et redis-
tribuent en surface le sol profond excavé par les ouvrières ; ce transport réalisé
à grande échelle modifie la nature du sol en surface, en l’enrichissant en ma-
tière organique disponible pour la végétation [63]. Turner souligne par ailleurs
l’impact hydrologique des réseaux de galeries de fourragement qui s’étendent
sur plus de 50 m autour des dômes deMacrotermes, et affectent la porosité du
sol aux précipitations, qui peuvent s’infiltrer plus facilement etmoins se perdre
en évaporation[35]. Une conséquence visible dans la savane tropicale au nord
de laNamibie où les pluies sont très abondantes en hiver, et très rares en été, est
une répartition de la végétation qui suit celles des dômes : loin des dômes, les
arbres perdent classiquement leur couvert en été, alors que les arbres enracinés
proche des dômes restent verts tout au long de l’année, utilisant certainement
les termitières comme réservoir d’eau pendant l’été [74, 35].
La nature particulière du sol en surface des termitières, enrichie en sol pro-
fond, a également un effet positif sur la végétation qui s’y développe. Gosling et
coll. ont étudié en détail cette influence, en conditions de laboratoire et in situ,
pour les genresMacrotermes, Trinervitermes etOdontotermes [77]. Ils montrent
que l’enrichissement du milieu en sol de termitière favorise la croissance de la
végétation, en particulier pour les Trinervitermes qui apparaissent particuliè-
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rement riches en phosphore (P) et en azote (N), deux minéraux classiques des
engrais.
Ces effets non linéaires sur le réseau d’interactions écologiques peuvent
prendre unedimension structurante sur l’ensemble dupaysage, ainsi que l’illus-
trent les "cercles de fées" (Fairy circles) qui tapissent certaines plaines de Na-
mibie. Ces cercles des fées sont des disques de terre nue, de 2 à 12 m de dia-
mètre, dispersés régulièrement dans des plaines herbeuses, et délimités par un
périmètre de végétation spécifique (Fig. 1.4). Ils ont une dynamique lente et
peuvent durer une dizaine d’années [78]. Les mécanismes qui leur donnent
naissance commencent à être entrevus. Picker et coll. ont relevé en 2012 que
l’humidité du sol y est cinq fois supérieur à celle trouvée hors des cercles et que
leur répartition est fortement corrélée avec la présence de nids de Anoplolepis
steingroeveri.
Leur lien avec la présence des termites est cependant une hypothèse de
longue date, et semble se confirmer d’après un recensement plus exhaustif
réalisé par Juergens [78] qui attribue leur formation à la présence de termites
des sables Psammotermes allocerus. Le scénario qu’il propose est le suivant :
ces termites récoltent systématiquement les racines de la végétation rapide qui
germe rapidement dès après chaque pluie. Ce faisant, ils gardent nu le disque à
peu près circulaire où ils récoltent. Ce terrain nu favorise la percolation rapide
de l’eau de pluie, diminuant sa perte par évaporation immédiate mais aussi
sa perte par évapo-transpiration de la végétation. Les disques centraux jouent
donc le rôle de piège à eau et l’eau s’accumule dans leur sous-sol. Cela favo-
rise en retour la croissance de la végétation sur la périphérie, où les termites
ne récoltent pas en attaquant les racines. Juergens note qu’on peut trouver de
10 à 100 fois plus d’espèces, animales et végétales, dans la ceinture que dans
la plaine alentour, ce qui favoriserait en retour le développement et la survie
des colonies de termites. En ce sens, on peut considérer les termites comme les
architectes de ces oasis au milieu des plaines désertiques de Namibie, et com-
prendre les Cercles defées comme une partie intégrante de leur activité d’amé-
nagement de l’environnement à leurs propres fins (niche construction).
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FIGURE 1.4 – Photos de Cercles de fées, à plusieurs échelles, illustration tirée de [78].
A. Cercles de fées au milieu d’une plaine herbeuse de Namibie (Dieprivier). Le disque
central est de la terre nue, qui est entourée d’une ceinture de végétation pérenne et
plus développée que la végétaion spontanée. B. Sur les sols plus pauvres, la ceinture
pérenne tend à s’étaler pour former un halo (Hartmannberge, Namibie). C. Les Cercles
de fées peuvent former un pavage à peu près continu du sol (Hartmannberge, Nami-
bia).
Comme dernier exemple de la capacité des termites à modifier la structure
du paysage et de l’écosystème, nous citerons la suggestion deMcCarthy et coll.
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qui proposent que les dômes de Macrotermes m. sont à l’origine de la forma-
tion des iles dans le delta du fleuve Okavango (Botswana) [79]. En permettant
la croissance d’une végétation qui modifie le cycle local de l’eau, ces construc-
tions initient la mise en route d’un cycle de rétroaction positive : les premiers
végétaux installés sur les termitières attirent une faune de diversité croissante,
comme les impala, qui amendent le sol et y transportent des graines d’arbres.
Puis les quelques premiers arbres augmentent la salinité locale en accroissant
l’évaporation, jusqu’au point de précipitation des minéraux dont l’accumula-
tion, favorisant alors la croissance en largeur et en hauteur de l’île, permet la
colonisation future par d’autres végétaux et animaux.
Si les termitières nombreuses et volumineuses des Macrotermes semblent
au premier abord peu compatibles avec une activité agricole intensive, en par-
ticuliermécanisée, ces effets écologiques en cascade des constructions terrestres
par les termites et les fourmis sont cependant susceptibles d’offrir ce qu’on
peut appeler des "services écologiques" qui restent à reconnaître. Gosling et
coll. estime par exemple à 10 tonnes par hectare la quantité de sol profond
riche en minéraux redistribuée en surface chaque année sous l’effet de l’éro-
sion des constructions [77, 63], ce qui leur confère un rôle majeur dans le dé-
veloppement et le maintien des plaines herbeuses. Jouquet et coll. soulignent
par ailleurs que lesMacrotermes, au-delà d’être de classiques détritivores, col-
lecteurs d’humus et de litière végétale, présentent de plus la particularité de
leur association symbiotique avec le champignon Termitomyces sp., qui accé-
lère et complète le processus de digestion / catalyse des composés organiques
récoltés. Freymann note que le fourragement des termites concernent égale-
ment le transport des excréments des herbivores (bouses, crottin) vers le sol
profond, et en accélère fortement le recyclage [80]. Une part de ces composés
se retrouve enfin dans la structure construite, du fait que lesMacrotermes uti-
lisent leur salive comme liant des argiles. Logiquement, Tilahun étudie la possi-
bilité d’utiliser directement le matériau constituant les termitières comme en-
grais, étant donné sa richesse en carbone organique et enminéraux disponibles
[66]. Dans la même perspective, Jouquet et coll. suggèrent de systématiser ce
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service écologique rendu par les termitières en développant leur potentiel jus-
qu’à relancer la croissance de la végétation naturelle sur les terres dégradées
ne présentant plus que le sol nu [81]. Ces services écologiques liés à l’activité
des termites peuvent être moins visibles sans être moins efficaces : Dawes a
mis en œuvre un test grandeur nature en faisant en Australie le suivi sur cinq
ans de la restauration d’un sol tropical dégradé fortement par l’action répétée
d’uneniveleusemécanique pendant 25 ans. Il tente donc de restaurer un sol nu,
ne présentant plus aucune trace d’activité de macroinvertébrés. Sa technique
est simple et consiste à couvrir le sol d’un compost de pailles. Il prend soin de
faire des tests contrôle, en suivant également des parcelles pailléesmais traitées
au termiticide. Le paillage par ce compost est suffisant pour relancer l’activité
d’une micro-faune du sol, dont 5 à 10 espèces de termites qui émigrent dans
le paillage depuis la savane adjacente à la parcelle. Les effets sont significatifs
sur la porosité du sol, doublent la richesse du sol en azote et en carbone et fa-
vorisent la réapparition d’une couverture végétale [82], une remise en route de
l’écosystème qui ne peut que bénéficier en retour aux populations de termites
qui ont migré sur le site. En ce sens, là encore, elles jouent un rôle de modifi-
cation de l’environnement qui a pour effet de favoriser leur propre développe-
ment (niche construction).
1.2.3 Le nid comme chambre climatique
Cette capacité à mettre leur environnement local extérieur à leur service
est doublée d’une capacité à contrôler, à l’intérieur du nid, les paramètres phy-
siques tels que l’hygrométrie, la pression partielle en chaque gaz et la tempéra-
ture, dans le sens qui convient à leurs besoins.
En effet, la régulation de la température est un élément important pour le
développement du couvain et la survie de la colonie. Par exemple, Porter [83]
rapporte chez Solenopsis invicta qu’en dessous de 20±C, les oeufs ne se dé-
veloppent pas, et que si leur temps total pour passer les trois stades jusqu’à
l’adulte (oeuf, larve, pupe) ne prend que 26 jours à la température optimale
de 32±C, ce délai peut s’allonger jusque près de 60 jours à 25±C (les durées de
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chaque stade restant proportionnelles). Il montre d’ailleurs que cette tempé-
rature optimale ne vaut que pour les colonies bien nourries, alors qu’elle des-
cend à 25±C pour des colonies en manque de nourriture [84]. Dans un milieu
extrême, en Afrique du Sud-Est, la température extérieure peut monter en été
au-dessus de 60±C pendant plus de deux heures à midi en été, mais descendre
à un minimum de -10±C en hiver. Mitchell et coll. ont mesuré les températures
acceptables par les termites Hodotermes mossambicus et ont trouvé 100% de
mortalité au-dessus de 45±C, avec une limite acceptable de l’ordre de 42±C, et
100% demortalité à 0±C, avec une limite acceptable autour 3±C. Pour se préser-
ver des températures extrêmes de ce milieu, ces termites habitent un nid sou-
terrain d’une profondeur de 2 à 6 m, dont ils sortent pour récolter à l’extérieur
seulement de nuit l’été, et de jour l’hiver. [85].
Les insectes sociaux régulent-ils activement la température interne du nid ?
Une régulation active désigne une réaction comportementale spécifique en ré-
action à un inconfort thermique et qui a pour effet de corriger celui-ci. Ce type
de comportement est très connu chez les abeilles et les bourdons, en parti-
culier chez l’abeille Apis mellifera qui rencontre dans son habitat des régions
tempérées de l’hémisphère nord des températures bien inférieures à 0±C pen-
dant de longues périodes et a développé, contrairement aux espèces tropicales,
des comportements spécifiquement dirigés vers la thermorégulation du froid
(agrégations, activation dumétabolisme), que ce soit lors des bivouacs en cours
de migration, ou lorsqu’elles ont trouvé un nid, qui contribue à cette fonction
[86, 87]. Elles montrent également un comportement particulier en réaction
à une élévation trop importante de la température : elles jouent de l’éventail
("fanning", qui consiste à battre rapidement des ailes en vol stationnaire pour
créer un courant d’air). Cette réaction de fanning sert plus globalement à régu-
ler l’atmosphère interne au nid, et peut être déclenchée aussi bien par l’éléva-
tion de la concentration en dioxyde de carbone (Fig. 1.5, [88]).
Dans lamesure où les nids d’abeille sont assez peu isolés aux parois [89, 90],
la régulation de la température passe certainement pour une large part par le
renouvellement de l’atmosphère (les abeilles utilisent aussi le refroidissement
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then split into two equivalent lines. From one line the CO, was quantitatively 
removed by passage of the gas through a column of Ascarite while the other flow 
line was unmodified. The difference in COa content between the two lines created 
a thermal conductivi~ difference which was monitored with a HOW-SAC 
Model 133 thermal conductivity cell, converted to an electrical potential and 
recorded on a millivolt strip chart recorder. With proper calibration, to allow for 
the non-linearity of thermal conductivity response, microlitre precision was 
readily achieved. The CO2 dynamics of large (35,000 bees) and small (10,000 bees) 
colonies in identical hives were similarly monitored. 
RESULTS 
Initial studies showed that slow CO, addition provided a CO, concentration 
rise which was uniform throughout the hive and to which the colony responded 
by a smooth increase in the number of fanners. A typical response is shown in 
Fig. 1 where pure CO, was added at 100 ml/min uniformly across the top of the 
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FIG 1. Fanning response to artificial nest atmosphere carbon dioxide rise. 
- - -, Number of fanners; -, per cent carbon dioxide. 
hive. Before commencement of CO, input the number of fanners was constant 
and the CO, level in the hive was low and steady. Twelve minutes of CO, input 
created a thirteenfold increase in CO, concentration which in turn caused a 
thirtyfold increase in fanning activity. Ventilation involved approximately 40 per 
cent of the colony population at the point of maximum fanning and air circulation. 
A powerful stream of air issued from the hive entrance at this time. Wi~in 
6 min after CO, input ceased, the CO, level was reduced nearly to the level 
observed before the test, and fanning activity had co-ordinately diminished. 
FIGURE 1.5 – Réaction de fanning à l’augmentation de la concentration en CO2 chez
Apis mellifera, figure tirée de [88]. La concentration en CO2 (ligne pleine) est augmen-
tée artificiellement d’u facteur 13 par Seeley, qui relève l’augmentation parallèle du
nombre d’ouvrières qui adoptent ce comportem nt (ligne hachurée). Au pic de recru-
tement, 40% des ouvrières sont occupées à cette v tilati .
par évaporation en collectant de l’eau). Southwick etMoritz ont étudié cette ré-
gulation en détail [91] en disposant des colonies d’abeilles dans des chambres
de mesure, où la circulation d’air avec l’extérieur était restreinte à une ouver-
ture de deux centimètres de diamètre. Dans ce dispositif, les abeilles induisent
collectivement une "respiration" du nid, avec une alternance de courants d’air
entrant et sortant. Quand la température interne de la chambre augmente, les
ouvrières adoptent en masse le comportement de fanning, ce qui induit une
circulation convective dans la chambre, mais surtout une à trois ouvrières se
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positionnent exactement sur l’ouverture avec l’orientation adéquate pour for-
cer le flux en sortie quand elles sont en fanning actif (expiration longue). Le
flux est renversé régulièrement par un arrêt temporaire synchronisé de leur ac-
tivité (inspiration brève) [91]. La compréhension fine de ces phénomènes de
convection passive ou active passe par des modèles de mécanique des fluides,
et permet de suggérer des améliorations pour les nids artificiels utilisés par les
apiculteurs [92].
Le fanning existe également chez le bourdon Bombus terrestris [93]. Wei-
denmuller et coll. ont montré que la température pouvait déclencher cette ré-
ponse de fanning aussi bien que la concentration en CO2, mais pas l’augmen-
tation de l’humidité relative [94]. A contrario, Ellis et coll. montrent que les
abeilles sont quant à elles sensibles à l’humidité relative, qui déclencheun com-
portement de fanning lorsqu’elle devient trop élevée [95].
Weidenmuller et coll. montrent par ailleurs chez le bourdon que la finesse
de la régulation s’accroît avec la taille de la colonie, parce que les individus pré-
sentent des réactivités différentes à la température. Cette réactivité individuelle
est non seulement sensible à la température, mais aussi à son taux de varia-
tion, et elle peut par ailleurs évoluer avec l’expérience [96]. Chez l’abeille mel-
lifère, Cook et al. [97] rapportent également un effet de la taille du groupe sur
le seuil de température à partir duquel le comportement de fanning apparaît ;
des groupes de dix abeilles montrent un seuil plus bas que les abeilles isolées.
Ils avancent que cet effet groupe implique l’existence d’interactions entre les
individus, mais on peut se demander si ce n’est pas un pur effet statistique : si
les seuils de réponse sont distribués dans la population avec une certaine va-
riance, le seuil minimal dans un groupe de dix est plus bas en moyenne que le
seuil moyen d’abeilles isolées.
Chez les termites et les fourmis, cette régulationde la température à l’échelle
du comportement individuel est moins manifeste. Par exemple, Weidenmüller
et coll. ont relevé la fluctuation de température dans une colonie de Campono-
tus rufipes qui habite une structure épigée de type spongieuse dans les plaines
d’Argentine. Ce relevémontre clairement que la température interne suit la ten-
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dance des températures saisonnières (Fig. 1.6, [98]). De même, Turner montre
que les nids de termites africains Macrotermes michaelseni suivent la tempé-
rature ambiante, de 14±C l’hiver à plus de 31±C l’été, avec peut-être moins de
fluctuations à l’échelle de la journée (Fig. 1.7, [99]) que pour la structure épigée
précédente. Korb et Linsenmair ont effectué de son côté un relevé de tempéra-
ture à l’échelle de la journée dans des nids deMacrotermes bellicosus, des struc-
tures assez proches des précédentes, et confirment cette stabilité. Ils relèvent
en revanche que les termitières habitées et actives présentent une température
moyenne autour de 30±C, de 3±C supérieure à celle des termitières abandon-
nées (mais intactes). Cette différence doit donc être attribuée à la chaleur pro-
duite par le métabolisme des termites et du champignon [100]. Selon eux, il y a
peu d’indices que ces termites régulent directement la température de leur nid
par un comportement individuel en lien direct avec les fluctuations de tempé-
rature tel que le fanning. D’ailleurs, la structure du nid, profondément ancré
dans le sol, présente une inertie thermique telle qu’elle est suffisante, d’une
part, pour gommer les fluctuations quotidiennes et dominerait, d’autre part,
tout mécanisme supplémentaire de thermorégulation par un comportement
actif, qui serait de peu d’effet [99].
Notons toutefois l’existence d’un refroidissement par évaporation, relevé
par Bristow [101] chez les termitesTumulitermes pastinator. L’apport d’eaudans
la nurserie a pour effet d’augmenter la capacité calorifique locale, et de dissiper
de la chaleur par la vaporisation de l’eau. Bristow fait l’hypothèse que chaque
termite peut emmagasiner de l’eau jusqu’à concurrence de 20% de son poids
et contrôler sa transpiration et il propose le calcul suivant : si chaque termite
redonne 0.1mg d’eau (2% de samasse), 100000 termites fournissent 10 g d’eau,
une quantité suffisante pour refroidir le nid de 5 à 6 degrés par évaporation (à
condition, bien sûr, que cette vapeur soit évacuée et ne se recondense pas à
l’intérieur du nid sinon l’effet net serait nul). C’est la seule mention d’un com-
portement individuel de thermorégulation active que nous ayons trouvée dans
la littérature pour les termites et les fourmis.
Les termites et les fourmis présentent en revanche des comportements à
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developmental plasticity was expressed long after treatment.
After eclosion and prior to the experiments, workers of both
treatment groups had spent at least 3 weeks at 25!C. Thus,
the differences found in thermal behavior were not induced
by any recent experience causing e.g., habituation, but solely
by the difference in temperature experienced during pupal
development.
Numerous effects of preimaginal experience on adult
behavior in insects are documented, e.g., preimaginal odor
learning (imprinting) influencing both environmental and food
preferences [11, 12] or brood recognition in ants [13]. In honey
bees (Apis mellifera), deviation from the normal brood temper-
ature has been shown to impair recruitment behavior and
learning abilities [14, 15]. Given that honey bees arewell known
for their ability to keep the temperature of their brood exceed-
ingly stable, it remains unclear whether and how these effects
of temperature on adult behavior relate to division of labor and
organization of work in a functioning colony.
The two temperatures selected for pupal development in our
experiment reflect conditions actually occurring in nests of
C. rufipes over the course of a year, and sometimes daily
(Figure 1). Temperatures around 30!C represent the optimum
developmental temperature reported for many ant species
[3, 16], whereas temperatures exceeding 32!C will negatively
affect development and can cause brood mortality [17].
What are the ecological implications of our findings on
phenotypic plasticity in response to thermal conditions during
development? C. rufipes workers that develop at 32!C exhibit
higher heat tolerance before evacuating brood, fewer workers
participate in brood carrying, and they select lower tempera-
tures on the gradient than workers that develop at 22!C.
In summer, temperatures exceeding 32!C are common in
C. rufipes nests (Figure 1). Responding only to severely high
temperatures and translocating brood to temperatures that
are slightly below the optimum presumably prevents brood-
tending workers in summer from having to relocate brood
frequently, thus saving time and energy. In contrast, workers
developing at lower temperatures, e.g., during springtime,
have a lower heat tolerance, as shown by evacuation of brood
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Figure 2. Preimaginal Thermal Experience Modulates Group Response to
Increasing Temperatures
Twelve groups of workers+brood from each of the two treatments (22!C and
32!C pupal temperature) experienced a gradual increase in floor tempera-
ture in a test arena (A1; Arena Experiment). Group response differed de-
pending on temperature experienced during pupal stage (F(3, 20) = 10.79;
p < 0.001, one-way ANOVA). Within groups@22, the first brood was picked
up at significantly lower temperatures than within groups@32 (p < 0.05;
n = 12; least significant difference [LSD] post-hoc test), the first brood
was carried out of A1 at lower temperatures (p < 0.001; n = 12), and A1
was completely emptied of brood at lower temperatures than in groups@32
(p < 0.001; n = 12). Means6 standard error (SE) (boxes)6 SD (whiskers) are
shown.
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Figure 1. Colonies of Camponotus rufipes Experience Both Daily and
Seasonal Cycles in Nest Temperature
Core nest temperature of a field nestmeasured every 90min during one year
in Formosa, Argentina with Gemini Tinytag data loggers. The above-ground
nest structure is built with plant fragments (bottom left) and is permeated by
numerous brood chambers in which different temperatures prevail (bottom
right shows vertically opened nest). Pictures: O. Geissler.
Table 1. Temperature Preference for Brood Location of Worker Groups
from the Two Treatments (Gradient-Experiment).
Temperature Preference
Pupal Temperature Group Mean 6 SD (!C) Range (!C)
22!C A 31.2 6 0.4 29.1–33.5
22!C B 31.6 6 0.2 30.1–32.5
22!C C 31.2 6 0.2 30.4–33.4
22!C D 31.1 6 0.3 29.3–33.5
32!C A 30.2 6 0.5 27.7–31.9
32!C B 30.2 6 0.4 28.8–32.1
32!C C 30.1 6 0.5 29.9–34.6
32!C D 29.9 6 0.6 28.6–33.3
Mean location and range of distribution of 20 brood items on a temperature
gradient (26!C–39!C), recorded every hour during 4 successive days and 3
nights (n = 83 for each group; first day and night of the experiment did not
enter analysis; see Figure S2). Groups from the 22!C treatment selected
significantly higher mean temperatures for the location of brood:
groups@22: 31.3!C 6 0.2!C; groups@32: 30.1!C 6 0.1!C; T = 13.76; p <
0.01; t test for paired samples.
Current Biology Vol 19 No 22
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FIGURE 1.6 – Températures annuelles chez Cam onotus rufipes, Argentine, illustration
tirée de [98]. La photo de droite mont e la structure interne du nid.
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Turner and Soar  Termites and the Living Building 
 -4- 
“The Eastgate building is modeled on the self-cooling mounds of Macrotermes michaelseni, 
termites that maintain the temperature inside their nest to within one degree of 31 °C, day and 
night … “3 
“Indeed, termites must live in a constant temperature of exactly 87 degrees (F) to survive.”4  
“Termites farm fungus deep inside their mounds. To do so, the internal temperature must remain at 
a steady 87 degrees F.” 5 
“The fungus must be kept at exactly 87 degrees … “6 
There is just one problem: there is no evidence that termites regulate nest temperature. 
Indeed, there is good evidence that they do not. In the subterranean nest of Macrotermes 
michaelseni, for example, while temperatures are strongly damped through the day, they 
also closely track d ep soil temperatures through the year (Figure 3). Consequently, the 
annual march of temperature in the nest ranges from about 14oC in winter to more than 
31oC in the summer, a span of nearly 17oC. Nor is there any evidence that mound 
ventilation affects nest temperature. In the nest of Odontotermes transvaalensis, which 
builds open-chimney mounds, eliminating ventilation altogether (by capping the open 
chimney) produces no discernible effect on nest temperature [13]. These observations 
have a straightforward explanation: nests are embedded in the capacious thermal sink of 
the deep soil, and the nest energy balance (and hence its temperature) is strongly driven 
by this large thermal capacity. This produces the nest’s strongly damped temperatures, 
but the mound infrastructure and nest ventilation has virtually nothing to do with it.  
                                                 
3 http://www.biomimicryinstitute.org/case-studies/case-studies/termite-inspired-air-conditioning.html 
4 http://www.aia.org/aiarchitect/thisweek03/tw0131/0131tw5bestpract_termite.htm 
5 http://database.biomimicry.org/item.php?table=product&id=1007 
6 http://www.zpluspartners.com/zblog/archive/2004_01_24_zblogarchive.html 
Fig. 3. The annual march of temperature in the nest of a Macrotermes michaelseni 
colony in northern Namibia. For comparison, ground temperature 15 m away and at 1 
m depth is also plotted.  
FIGURE 1.7 – Températures annuelles chez Macrotermes michaelseni, Namibie, illus-
tration tirée de [99].
l’échelle collective auxquels on peut attribuer, entre autres, une fonction de
thermorégulation par des mécanismes "passifs" [102], au sens où ils sont mé-
diatisés p r la st ucture du nid, et donc le comportement de construction. Tout
d’abord, l’emplacement même où cette structure est érigée a évidemment son
importance, et le déménagement du nid, dont nous avons vu plus haut qu’il
pouvait être fréquent, complété de la capacité à sélectionner les meilleurs sites
est une méthode répandue chez les four is pour favoriser le microclimat in-
terne du nid. Par exemple, Gils et coll. ont suivi sur une année le devenir de
nids de fourmis Atta sexdens à l’occasion du défrichage d’une parcelle bor-
dant l’Amazone en Colombie [103]. Sur dix nids se trouvant soudain exposés
au rayonnement solaire direct, cinq déménagent sous le couvert proche et sur-
vivent alors que les cinq colonies restant en place finissent par péricliter, du
fait d’une température trop haute, et d’une humidité trop faible. Les chemins
couverts mentionnés plus haut parmi les structures "annexes" des nids sont
également une façon d’éviter le rayonnement solaire direct lors du fourrage-
ment.
À l’autre extrémité du thermomètre, une réponse au froid remarquable chez
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les fourmis du genre Myrmica a été de faire avec, en devenant tolérantes au
froid. En effet, ce genre, qui s’étend en Europe depuis l’Écosse jusqu’en Sibé-
rie orientale, et de la Finlande aux Pyrénées [104], s’est diversifié en espèces
présentant une adaptation à différentes températures moyennes annuelles (de
2-3 degrés, ce qui est beaucoup pour une température moyenne). Cette adap-
tation passe par la physiologie, les espèces les plus septentrionales présentant
un rythme métabolique plus élevé, et un taux d’activité plus élevé qui permet
de compenser une durée plus courte de la belle saison pour élever les larves
[105].
Le site de nidification étant fixé, un comportementmajeur observé chez les
fourmis en lien avec la température est le déménagement adaptatif du couvain,
la ressource précieuse de la colonie la plus sensible aux écarts de température,
à l’intérieur du nid [106]. Le principe est simple : si le couvain est situé à un
endroit du nid où la température devient sous-optimale, et qu’il existe un autre
endroit du nid où celle-ci est plus favorable à son développement, les ouvrières
s’occupent à le déplacer, les œufs et les larves demandant qui plus est une at-
mosphère plus chargée en humidité que les nymphes.
Le nid structure en effet spatialement la température, surtout lorsqu’il est
constitué d’unepartie souterraine (dont les couches profondes nepeuvent guère
varier que comme la température moyenne du sol) surmontée d’une structure
épigée. Pour cette dernière, la nature de sonmatériau, son orientation par rap-
port au soleil et son rapport surface / volume peuvent influencer la tempéra-
ture, et ses fluctuations. Bristow et coll. ont étudié cette stratification des tem-
pératures dans les nids de la fourmi Formica exsectoides, typique d’Amérique
du Nord [70] et ont trouvé une progression linéaire de la surface du dôme (30
cm au-dessus du niveau du sol, entre 25±C et 30±C en Juin/Juillet) vers le cœur
du nid (1 m au-dessous du niveau du sol, 10±C). Cette stratification peut dé-
pendre des espèces, selon que leur nid abrite ou non des sources internes de
chaleur, comme celle dégagée par la décomposition des matériaux au cœur du
nid d’espèces cousines, mais européennes, comme Formica rufa ou Formica
polyctena, dont les profils de température interne sont de ce fait plus com-
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plexes. Si l’architecture du nid peut donc affecter la répartition spatiale et tem-
porelle des températures, le comportement de transport du couvain permet
d’affiner plus précisément la température à laquelle le couvain est exposé.
Le transport du couvain au sein d’un nid composé d’un réseau complexe de
galeries et de chambres suppose bien sûr que les ouvrières soient capables de
mesurer les grandeurs localement (température, humidité), mais aussi qu’elles
possèdent des capacités de navigation qui leur permettent de remonter les gra-
dients associés. Si le principe du transport du couvain est donc simple, les de-
mandes associées en termes cognitifs peuvent être élevées. Par exemple, Bol-
lazzi et coll. ont soumis des ouvrières Acromyrmex heyeri, une fourmi vivant en
symbiose avec un champignon qu’elle nourrit de feuilles fraiches, à des gra-
dients de températures entre 10±C et 37±C. Ils observent non seulement que les
ouvrières transportent le couvainmais aussi le champignon, dans une zone in-
termédiaire autour de la température idéale pour le couvain (26±C), ce qui sup-
pose un algorithme comportemental de choix associant un arrêt du transport
avec une position sur le gradient. En revanche, comme le champignon requiert
également une température idéale de 26±C pour croître, il n’est pas besoin que
ce choix soit différencié en fonction de la nature de ce qui transporté, cou-
vain ou champignon [107]. La même équipe avait testé, dans le même esprit,
la préférence pour l’humidité relative, chez l’espèce Atta sexdens rubropilosa,
elle aussi symbiotique d’un champignon, en proposant des chambres à humi-
dité contrôlée [108]. Face à ces choix, ces fourmis transportant le champignon
ont toujours manifesté le plus simple : déplacer le champignon toujours vers la
zone la plus humide. S’il est bien établi que les fourmis possèdent la capacité
de détecter des écarts de température aussi faibles que 0.2±C [109], la préfé-
rence individuelle pour une température donnée peut être affectée par l’his-
toire individuelle, y compris au stade pré-adulte [98] où l’exposition prolongée
à une température sous-optimale (22±C) induit un dépôt du couvain à des tem-
pératures supérieures à l’âge adulte. Kleineidam et coll. ont testé directement
la capacité d’apprentissage des températures chez les Atta vollenweideri, en les
soumettant à un conditionnement appétitif basé sur la température. Leurs tests
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montrent que ces fourmis sont de fait capables de montrer une préférence ap-
prise, si l’écart de température est de 5±C entre les choix, mais elles échouent
pour un écart réduit à 1±C [110]. Il y a donc une question ouverte sur la capacité
des fourmis à établir une carte de température qui suppose unemémorisation.
Enfin, Roces met en avant un principe d’économie qui éviterait aux ouvrières
d’être constamment occupées à transporter le couvain et à chercher un lieu
encore plus favorable : une variation cyclique endogène où ce transport peut
avoir lieu [109]. Il confirme l’existence de ces cycles chez les Camponotus mus,
une fourmi des climats tempérés qui montre un rythme circadien double, à la
fois de la température préférée pour déposer le couvain, mais aussi de la sensi-
bilité aux changements de température, avec un pic de transport vers midi, et
un autre autour deminuit. Une autre espèce en revanche, Camponotus rufipes,
montre une préférence constante pour 25±Cmême si l’écart à cette préférence
nécessaire pour déclencher le transport du couvain peut varier selon l’heure.
Cherchant le même type de phénomène chez la fourmi Solenopsis invicta, Pe-
nick et coll. échouent à détecter un rythme circadien, et concluent que les ou-
vrières suivent au plus près l’évolution des températures dans les différentes
chambres du nid [111].
Outre la température, la régulation du climat interne du nid concerne avec
la même importance les concentrations en humidité, en O2 et en CO2. Ces
concentrations sont en effet fortement affectées par le métabolisme des four-
mis, et plus encore dans les colonies en symbiose avec un champignon dont
l’activité métabolique peut être supérieure à celle des ouvrières. Comme le nid
a une structure essentiellement fermée, des structures ou des comportements
spécifiques sont dans certains cas nécessaires pour assurer le renouvellement
de l’air en organisant les échanges gazeux avec l’extérieur. Ces échanges peuvent
reposer sur deux types de mécanismes de transport des fluides : la diffusion et
la convection.
Ces deux mécanismes ont été étudiés par des approches théoriques pour
en évaluer les capacités. Wilson et coll. utilisent par exemple unmodèle de dif-
fusion à l’état stationnaire pour montrer que l’échange gazeux entre l’atmo-
58
1.2 – Les nids terrestres chez les termites et les fourmis CHAPITRE 1.
sphère et un petit mammifère abrité dans son nid souterrain dépend au pre-
mier chef de la porosité du sol [112]. Si celle-ci est insuffisante, l’abri doit être
construit pour utiliser aussi les mécanismes de convection. La convection est
un courant d’air circulant sous deux effets possibles. Le premier, qui provoque
une convection libre ou naturelle, dit qu’une différence de densité du gaz entre
deux zones entraîne un écoulement du gaz moins dense vers le haut (par rap-
port à la gravité, principe d’Archimède). Cette différence de densité peut prove-
nir d’un écart de température entre les deux zones (auquel cas on fait référence
à une convection thermique), et se traduit par le fait que le gaz chaudmonte. Le
second, qui provoque une convection forcée, repose sur une différence de pres-
sion entretenue entre deux zones. Ganot et coll. proposent une étude poussée
de la possibilité d’échanges gazeux par le mécanisme de convection thermique
[113]. Cette étude est faite pour des tunnels abritant de petitsmammifères dans
le désert duNeguev,maismontre que cette convectionpeut être suffisante pour
réguler la température autour de 26±C à 20 cm de profondeur, même à midi en
plein été, lorsque la température extérieure peut atteindre 45±C. L’efficacité de
cette convection dépend du rapport diamètre du tunnel / longueur du tunnel
(modified Rayleigh number). Elle est augmentée lorsque le tunnel est incliné
par rapport à la verticale.
Un exemple célèbre d’une structure qui semble entièrement dédiée à la
ventilation dunid par convection entretenue est celui des tourelles que les four-
mis Atta vollenweideri construisent à la surface de leur dôme [39]. Ces struc-
tures auraient pour rôle d’accélérer la circulation d’air à l’intérieur du nid par
un effet indirect du principe de Bernoulli : l’effet Venturi [114] ; le principe de
Bernoulli indique que la pression d’un gaz diminue avec sa vitesse d’écoule-
ment (et réciproquement) ; une conséquence est que l’écoulement d’un fluide
perpendiculairement à l’ouverture d’un conduit induit une dépression dans
le conduit (principe de la trompe à vide du laboratoire). La fonction des tou-
relles reposerait sur ce principe en présence de vent : ces tourelles sont des
conduits reliés au réseau de galeries souterraines du nid, qui comprend par
ailleurs d’autres orifices d’échange avec l’extérieur, mais à des hauteurs plus
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basses. Comme la vitesse du vent est stratifiée (le vent au sol étant plus faible
ou nul), l’écoulement du vent, plus rapide aux ouvertures des tourelles, indui-
rait dans celles-ci une dépression qui accélèrerait l’entrée d’air dans les entrées
basses, et entretiendrait un vent stationnaire dans l’ensemble des galeries. Klei-
neidam et coll. [114] estiment que ce mécanisme permet d’accélérer le renou-
vellement de l’air d’un facteur dix. Cette convection forcée est particulièrement
efficace en été, et il apparaît que les colonies d’Atta vollenweideri ferment les
ouvertures hautes à l’automne [115]. Bollazzi et coll. ont examiné de près la
circulation d’air dans les nids d’Atta capiguara et Atta laevigata, posant des
sondes aux ouvertures du nid (hautes et basses, les ouvertures hautes étant
plus simples que des tourelles chez ces espèces). Ils trouvent bien une sortie
de CO2 par le haut, et une entrée d’O2 par le bas, qui seraient initiées par cet ef-
fet Bernoulli [115]. En revanche, sondant la circulation d’air directement dans
les chambres abritant le champignon, ils constatent sa complète absence. Ils
proposent donc que la régulation des échanges soit médiée par la diffusion du
gaz dans le sol séparant la partie du nid ventilée, et les chambres de culture non
ventilées directement (ce qui éviterait d’ailleurs certainement une source ma-
jeure de contamination du champignon). Enfin, cette circulation interne chez
Atta vollenweideri semble destinée à maintenir surtout les taux d’O2 et de CO2
dans des gammes acceptables, mais agit peu sur l’humidité relative qui reste
proche de 90% [108, 116].
La circulation des gaz a été étudiée en détail chez les termites, en particu-
lier dans les grandes structures des termites africains. Chez les espèces du genre
Macrotermes, un nid contient jusqu’à unmillion d’ouvrières, et la biomasse du
champignon symbiotique est encore plus importante [117]. L’architecture des
nids est sans doute pilotée pour une grande part par la nécessité d’échanges ga-
zeux efficaces, et donc une circulation interne [118]. Les deux grands types de
mécanique des fluides ont été invoqués, selon que l’espèce produit des struc-
tures fermées ou ouvertes (Fig. 1.8, tirée de [99]). Le principe du thermosiphon
dans les structures fermées, qui implique un refroidissement en haut des struc-
tures par dissipation de la chaleur vers l’extérieur, est aujourd’hui remis en
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question, et il n’est pas évident qu’il puisse même avoir un rôle important s’il
existe [119].
Turner and Soar  Termites and the Living Building 
 -3- 
The second model is known to biologists as induced flow [9-11], but it is probably 
better known to architects and engineers as the stack effect. This mechanism was thought 
to occur in open-chimney mounds [12]. Because the mound extends upward through the 
surface boundary layer, the large chimney vent is exposed to higher wind velocities than 
are openings closer to the ground. A Venturi flow then draws fresh air into the mound 
through the ground-level openings, then through the nest and finally out through the 
chimney. Unlike the thermosiphon model’s circulatory flow, induced flow is 
unidirectional.  
The similarities between the Eastgate Centre and termite mounds now become clear. 
The induced flow principle is evident in the row of tall stacks that open into voluminous 
air spaces that permeate through the building (Figure 1). Meanwhile, heat from the 
building’s occupants and machinery, along with stored heat in the building’s thermal 
mass, helps drive a thermosiphon flow from offices and shops upward toward the rooftop 
stacks. In the climate of Harare, the combination provides for an impressive steadiness of 
interior temperature, accomplished without resorting to a costly and energy-hungry air-
conditioning plant. This is where most of the building’s efficiencies accrue.  
3   How the Eastgate Centre is not like a termite mound 
The design and function of the Eastgate Centre departs from termite mounds in some 
significant respects, however, and this makes for some interesting design anomalies.  
One of the more interesting involves temperature regulation. In the architectural 
literature, discussions of the Eastgate Centre are often accompanied by encomia to the 
impressive thermoregulatory abilities of the mound building termites. A few quotes make 
the point:  
 
Fig. 2. Two early models for mound ventilation. Left. Thermosiphon flow thought to 
occur in capped chimney mounds. Right. Induced flow thought to occur in open-
chimney mounds.  
FIGURE 1.8 – Thermosiphon et convection thermique chez les termites, illustration ti-
rée de [99]. Cette proposition demodèle de circulation de l’air dans les nids de termites
a été faite par M. Lüsher dans un article de Scientific American en 1961. À gauche, l’air
circule dans les termitières fermées selon le principe de la convection naturelle, et les
échanges gazeux se font par échanges diffusifs à travers les parois. Il faut que l’air dans
la partie haute soit refroidi par son contact avec cette surface d’échange pour que sa
densité augmente et qu’il redescende le long de l’enveloppe avant d’être réchauffé par
l’activité métabolique au cœur du nid. À droite, les termitières ouvertes peuvent per-
mettr une circulation directe avec l’extérieur, où le flux d’air est chauffé au cœur, et
s’échappe en montant, forçant une entrée d’air frais par le bas (principe de la chemi-
née). La hauteur de la construction permet également à un effet Venturi de se mettre
en place en présence de vent.
Tur er amesuré la circulationd’air dans les stru tures d’Odontotermes trans-
vaalensisis, une espèce commune en Afrique du Sud, qui construit des che-
minées d’environ deux mètres de hauteur au-dessus de leur nid principal et
de la culture du champignon, situés jusqu’à deux mètres de profondeur [120].
Il confirme, d’une part, que l’obturation de la cheminée, et donc l’arrêt de la
circulation d’air, affecte peu la température interne. Les deux ou trois degrés
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provenant de la chaleur métabolique sont donc absorbés sans difficulté par la
masse thermique du sol profond. Utilisant, d’autre part, le gaz propane comme
traceur des écoulements d’air, il confirme aussi une circulation de type convec-
tion thermique et/ou Venturi et mesure que 95% de l’air dans le nid est renou-
velé toutes les 80 minutes environ [120]. Il combine plus tard cette méthode
de traçage par le propane avec des mesures de pression en gaz et de tempé-
rature chez Macrotermes michaelseni, une espèce qui construit des structures
fermées, au sens où les échanges avec l’extérieur se font par diffusion à travers
une "couverture" épaisse de deux à trois centimètres [121]. Il constate d’abord
que la cheminée joue bien un rôle dans les échanges puisque que la pression en
oxygène et la charge en humidité diminuent tout le long de sa hauteur. Testant
la pertinence du principe du thermosiphon, il trouve en revanche une circu-
lation plus complexe que prévue par ce modèle, qu’il rejette. Il propose que la
circulation d’air interne soit pilotée principalement par des différences de pres-
sion sur la surface externe, induites par leur différence d’exposition au vent, et
couplées avec un terme convectif général dû à la chaleur dégagée par le méta-
bolisme. Ses travaux les plus récents l’amènent à proposer un fonctionnement
de la termitière sur lemodèle du poumon humain, avec une intrication de phé-
nomènes convectifs forcés et de phénomènes diffusifs passifs [122], avec une
différence notable : là où le poumon humain est forcé sur un cycle régulier par
l’activité des muscles respiratoires, la source principale d’énergie qui règlerait
la "respiration" des termitières se trouverait dans la turbulence du vent (Fig.
1.9, [122]).
Des structures remarquables et intrigantes sont celles construites par les
termites australiens Amitermes meridionalis, qui érigent des dômes profilés
en ellipse (Fig. 1.10, tirée de [102]) qui peuvent atteindre trois mètres de haut
pour quatre de large. Deux autres espèces de termites australiens construisent
ce type de structure (A. laurensis et A. vitiosus mais seulement dans certaines
conditions [123]. Outre l’effet saisissant de champs de stèles, elles présentent
la particularité d’être systématiquement orientées selon un axe nord-sud. Les
premières tentatives d’explication de cette forme si spécifique, associée à cette
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Fig. 5 Schematic of filtering
mechanism in the Macrotermes
mound. Details in text
3 How do termites build mounds?
The mound’s complex function rests upon two salient structural features: the mound’s sur-
face porosity, and a particular distribution and orientation of tunnel sizes in the reticulum,
specifically, large tunnels in the mound center grading into the small egress tunnels at the
mound surface. Both arise through the mound being essentially a soil conveyor, with a net
movement of soil from deep in the mound to the surface. As a consequence, voids open
in the center as soil is removed and conveyed to the growing surface. The longer a loca-
tion serves as a source for soil, the larger will be the voids that open there. Over time, the
characteristic distribution of void space in the mound will emerge.
Soil movement occurs through a “bucket-brigade” mechanism. An individual termite
will convey a pellet of soil just a few millimeters, but this pellet can be taken up by another
termite and moved further, and then by another and so on. Using soil marked by polystyrene
beads, we estimate that soil moves about 65 cm over a period of roughly six months. With
this method, we have also established that soil conveyed to the surface can originate from
sources as deep as the nest itself, a distance of roughly two meters.
The movements of soil through the mound are substantial, averaging about 250 kg dry
mass per year. Nearly all of this occurs during the rainy season, and it is largely motivated
by the need to export excess water that percolates into the nest from the torrential rainfalls
that occur then. When termites move water, they usually do so in the form of wet soil, and
water accounts for as much as a third of the mass of transported soil. Termites tend to move
water and soil from wet localities to dryer ones, making the mound not just a soil conveyor,
but a water conveyor as well. This too is substantial, conveying water to the surface at an
export rate of about 125 liters of liquid water per year.
Swarm cognition enters into these movements of water and soil, and it occurs at two
levels of organization, local and global. At the local level is the well-known process of stig-
mergy, whereby deposition of soil by one termite elicits deposition of soil by another, me-
diated by a putative “cement pheromone” laid down when soil is deposited (Grassé 1959).
This drives an autocatalytic process, known as stigmergic building, which produces a char-
acteristic suite of structures, ranging from simple pillars and walls to a complex space-filling
reticulum known as the spongy build (Fig. 6). Stigmergic building frequently occurs in the
context of mound repair, where its ultimate outcome is backfilling of the spongy build to
form a solid plug (see below).
Stigmergic building produces focal building, conveying soil from a wide area to a point
(Grassé 1959; Courtois and Heymans 1991; Bonabeau et al. 1999). Swarm cognition enters
Author's personal copy
FIGURE 1.9 – Modèle de Turner de la respiration d’une termitière, illustration tirée de
[122]. La circulation d’air dans la termitière "fermée" est pilotée principalement par les
contenus fréquentiels différents des courants d’air, avec une source principale d’éner-
gie extraite des turbulences du vent extérieur.
orientation systématique, ont proposé qu’elles résultent d’un couplage entre
les conditions climatiques locales, et la nécessité de l’homéostasie interne du
nid. Elles offrent une surface minimale au vent dominant, ainsi qu’une surface
minimale au rayonnement solaire à midi et auraient pour fonction principale
demaintenir à une température constante la face est, qui reçoit le rayonnement
solaire dumatinmais reste à l’ombre sinon [124]. Korb a testé l’hypothèse sous-
jacente d’une zone de confort pour les termites présentes dans le nid derrière
cette face. Utilisant un détecteur de présence à distance des termites (à base
demicro-ondes), elle trouve en effet une concentration plus forte de termites à
la face est le matin au lever du soleil [123]. Schmidt propose une fonction po-
tentielle supplémentaire, liée à la nécessité de préserver les greniers internes
au nid où les termites conservent leur récolte de végétaux pour la période où le
63
1.2 – Les nids terrestres chez les termites et les fourmis CHAPITRE 1.
fourragement devient impossible pour cause d’inondation [125]. Ces faces très
aplaties favoriseraient le séchage de ces greniers situés juste derrière les parois
hautes de la structure. Il note, en soutien à cette hypothèse, que l’espèce A. lau-
rensis ne produit ce type de structures que dans les milieux soumis aux inon-
dations alors qu’ils construisent des formes plus traditionnelles de type sphé-
roïde dans les milieux bien drainés. Ses manipulations des structures in situ ne
semblent cependant pas démontrer ce type d’utilité de façon claire [125].
Dans tous les exemples précédents, on attribue à ces structures impression-
nantes une fonction en termes de régulation du microclimat interne. Pour en
revenir à la question principale de notre travail, quels principes doivent suivre
les comportements individuels de construction pour permettre à ces régula-
tions de se mettre en place ?
Turner s’appuie sur les images de l’intelligence en essaim pour proposer
la perspective d’une forme "élargie" de cognition, qui permettrait aux colo-
nies d’interagir avec leur environnement au travers, notamment, de la dyna-
mique de la structure, qui devient dans ce contexte une "carte cognitive" indi-
quant aux individus l’état fonctionnel courant, et leur fournissant des indica-
tions quant aux tâches à accomplir [122]. Une perspective intéressante par sa
largeur, mais trop floue sur les détails pour inspirer des quantifications expéri-
mentales.
Josens et coll. avancent également un principe général selon lequel la va-
riation du volume de la termitière avec la taille de la population indique le type
de mécanisme, diffusion ou convection, qui pilote les échanges gazeux avec
l’extérieur. Par exemple, la structure interne des nids de Cubitermes et de Pro-
cubitermes, est très alvéolaire [126], ce qui la rend certainement efficace pour
la défense [127, 128], mais peu susceptible d’être ventilée par convection [129].
Pour ce type de structure où les échanges sont dominés par la diffusion, le rap-
port de taille entre la structure et la taille de la colonie doit favoriser le rapport
surface / volume, et tendre vers la sphère. Dans les cas où la convection doit
jouer un rôle, ce rapport de taille doit favoriser la circulation de l’air le long de
grands axes, et tendre vers le tube. Korb et coll. montrent par ailleurs que le
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morning (Cole, 1994). In addition, the nest entrance is oriented towards the
south–east, allowing workers at the nest entrance to make maximum use of
solar radiation falling on the south–eastern slope. Interestingly, these ad-
aptations result in a range of temperatures (although not as extreme as
ambient temperature variation) within the mound. The temperature of the
nest 5 cm below the ground varies from 12.9 1C to 41.8 1C while the range
FIG. 4 Magnetic termite, Amitermes meridionalis, mounds in Litchfield National
Park, North West Australia. The long axix is oriented (A) north-south, and (B)
east-facing parts are heated by the morning sun. (C) Several of these mounds can be
found in the same area (Photos courtesy of Nathan Lo).
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FIGURE 1.10 – Termitières magnétiques, illustration tirée de [102]. Les structures
construites par Amitermes meridionalis dans le Parc National de Litchfield, Australie,
présentent un profil en ellipse très aplatie (A) et sont toutes orientées selon un axe
nord-sud. Leur face orientée à l’est (B) est chauffée par le soleil matinal. Ces construc-
tions apparaissent par groupes de quelques dizaines (C).
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microclimat local autour du nid peut affecter sa forme globale (Fig. 1.11, [130],
et il faut bien considérer que cette adaptation à l’échelle globale doit passer
par une adaptation du comportement de construction à l’échelle individuelle
[131] sans qu’on sache encore très bien si c’est en réponse aux différences ther-
miques ou gazeuses induites par ces différences de structure [132].
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dominant species, while  
wood-dwelling species are often 
restricted to islands, coastal 
habitats or human buildings. 
Their social life makes termites 
pivotal components of subtropical 
and tropical ecosystems, where 
they can make up to 95% of the 
soil insect biomass. They are 
important in nutrient recycling, 
habitat creation and soil formation. 
Their soil-dwelling activity changes 
soil properties and structure, 
affecting, for example, the flow of 
water through the soil and creating 
habitat heterogeneity fundamental 
for species diversity. Thus, 
termites qualify as true ecosystem 
engineers. 
The greatest diversity of termite 
species is found in wet lowland 
tropical forests, where especially 
inconspicuous soil feeders are 
essential for the transformation 
of organic material into humus. In 
drier savanna ecosystems, soil-
feeding termite species are largely 
replaced by leaf-litter feeders, 
which sometimes build massive 
fortress-style nests that can stand 
8 meters tall. These mounds not 
only protect the termites, but also 
form a microhabitat for myriad 
other organisms, such as ants, 
specialized beetles or fungi. 
And, once the termites die, even 
more creatures move in, ranging 
from other arthropods, such as 
millipedes, spiders and ants, to 
small rodents and reptiles. This 
unique biotia includes several 
species who appear to only 
survive on dead termite mounds. 
Some woody plants can only 
establish successfully on dead 
termite mounds, which provide 
protection against annual flooding 
and fires. In time, these develop 
into dense woody thickets, 
forming a patch of unique 
biodiversity in the surrounding 
savanna. These thickets are 
thought to be the starting point for 
the development of island forests 
(îlot forestier) that are interspersed 
into West African savannas.
Agriculturalists
Amongst all the termites that 
typically decompose dead plant 
material with the aid of a diverse 
biota of symbiotic gut microbes, 
one group became agriculturalists. 
The appropriately named fungus-
growing termites (Macrotermitinae) 
cultivate fungi of the genus 
Termitomyces inside their nests, in 
an obligate mutualism that seems 
to be the key for the termites’ 
ecological success, especially 
in drier savanna ecosystems. 
Fungus-growing termites 
originated once, probably in the 
African rainforest, from where they 
spread into Asia and Madagascar 
and into savannas. 
The exact role of the cultivated 
fungus seems to differ between 
species, but its primary function 
is to break down complex 
chemical substances from plant 
material, such as lignin, and make 
them available for the termites. 
The termites reciprocate by 
providing the fungus with a haven 
of pre-processed food, and a 
competitor-free environment with 
optimal temperature and humidity 
conditions. This allows the fungus 
to grow all year and through dry 
periods, providing the termites 
with a year-round, nitrogen-rich 
food source. The result is a colony 
that can grow rapidly, largely 
independently of the season, and 
out-compete savanna termites 
that are limited by inappropriate 
food supply during the dry season. 
Correspondingly, on a large 
scale the relative importance 
of Macrotermitinae over other 
termites for decomposition 
processes increases with 
increasing aridity of an area. 
Architects
The impressive ability of 
termites to regulate their nest 
environment as agriculturalists is 
also testament to their skills as 
architects. Living in large colonies 
and nesting in thermally inert 
materials, such as soil or wood, 
buffers environmental fluctuations. 
But this might not be sufficient, 
especially for fungus-growing 
termites. For an optimal growth, 
the fungus requires constant 
warm temperatures, high humidity 
and an efficient exchange of 
respiratory gases. 
Fungus-growing termites often 
build mounds adapted to these 
sometimes conflicting demands. 
For instance, Macrotermes 
bellicosus constructs cathedral-
shaped mounds with thin 
walls and many ridges in open 
savannas with rather optimal 
temperature conditions (Figure 
3A), but dome-shaped mounds 
with thick walls and a low surface 
complexity in neighboring 
forests where the temperature is 
suboptimally low (Figure 3B). Yet 
reducing surface complexity in 
the forest comes with a cost. As 
the mounds do not have holes, 
A
B
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Figure 3. Termites adapt the architecture of their mounds to ambient conditions. 
The photographs show two Macrotermes bellicosus mounds in neighboring habitats in 
the Comoé Nationalpark (Côte d’Ivoire, Western Africa). (A) A cathedral-shaped mound 
with thin walls and many ridges from the savanna, (B) A dome-shaped mound with thick 
walls and low surface complexity from the forest. Both photos have the same scale. 
(Photo: J. Korb.)
FIGURE 1.11 – Deux termitières deMacrotermes bellicosus, Comoé Nationalpark, Côte
d’Ivoir ; illustration tirée de [130]. La termitière présentée en A a été construite en
pleine exposition au soleil, et les termites ont développé une enveloppe de murs fins
et de surface importante (termitière "cathédrale"). La termitière présentée en B a été
construite sous le couvert forestier, et les termites ont développé une enveloppe de
murs épais, et de surface minimale.
On retrouve ce type d’adaptation de la structure aux conditions très locales
chez certaines fourmis. Par exemple, Bollazzi montre que les structures des
nids des fourmis champignonistes sud-américaines du genre Acromyrmex dé-
pendent de la température moyenne du sol : dans les régio s chaudes, la plu-
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part des espèces habitent des nids souterrains alors que les structures épigées
sont plus fréquentes sur les sols froids. Il est remarquable que cette différence
de structure soit retrouvée à l’échelle de certaines espèces, telles que Acromyr-
mex lundi qui montre une certaine plasticité de ce point de vue, et adapte le
type de nid à la température locale, ce qui suppose là encore une adaptation
comportementale spécifique. Bollazzi et coll. ont testé cette adaptation au la-
boratoire dans des dispositifs de choix binaire entre deux sols de température
différente dans lesquels les fourmis pouvaient choisir de creuser. Ils montrent
que le volume excavé est maximal pour un sol à 25±C et que le comportement
de creusement est bien sensible à la température [133]. Dans la même pers-
pective, Bollazzi et coll. ont montré que les ouvrières Acromyrmex ambiguus
sont capables de prendre en compte l’humidité locale de l’air pour décider de
le laisser circuler ou non [134]. Enfin, ils tentent de comprendre l’articulation
de ces deux sensibilités du comportement de construction, à la température et
à l’humidité, chez la fourmi Acromyrmex heyeri, et montrent que l’humidité est
un facteur dominant devant la nécessité de la thermorégulation [135].
Cox et coll. proposent de leur côté d’attribuer un rôlemajeur auCO2, dont la
diffusion dans un nid de Leptothorax expliquerait le comportement individuel
proposé par Franks et coll. [136] pour rendre compte de la construction d’une
enceinte adaptée à la taille de la colonie. La résolution de la diffusion dans ce
système permet de prédire les profils de concentration en CO2 selon l’archi-
tecture, une information que les insectes pourraient utiliser directement pour
guider leur décisions [137]. En particulier, l’activité de construction pourrait
être favorisée le long de lignes d’iso-concentration, dont la localisation dépend
directement de la production de CO2 par la colonie, et donc de sa taille. Pour
tester cette possibilité, Cox et coll. ont effectué une manipulation expérimen-
tale du gradient de CO2 (en imposant par exemple d’un côté du dispositif une
paroi perméable au CO2, mais pas aux fourmis) .
On citera enfin que dans le cas de l’agrégation de cadavres chez la fourmi
Messos sancta, une activité similaire à la construction en termes comporte-
mentaux, Challet et coll. ont montré une sensibilité aux écoulements d’air, qui
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peuvent influencer la structure produite, via une modification des paramètres
individuels [138, 5].
Le contrôle collectif du climat interne suppose doncque l’activité de construc-
tion à l’échelle individuelle soit sous la dépendance de facteurs physiques tels
que la température, l’humidité de l’air, voire les pressions partielles en O2 et
en CO2. Pour faire le lien entre le milieu, la structure, le microclimat du nid
et les comportements individuels, il faut comprendre comment ces différentes
échelles s’influencent mutuellement. La première tâche est bien entendu de
comprendre l’activité de constructionproprement dite dans des conditions stan-
dardisées en analysant l’activité bâtisseuse au laboratoire.
1.3 L’analyse de l’activité bâtisseuse
La construction et la maintenance de ces structures reposent sur des pro-
cessus de morphogenèse distribuée. Inspirés pour une part des concepts dé-
veloppés pour comprendre les phénomènes physiques et chimiques, la théorie
de l’auto-organisation a permis de proposer une ligne de compréhension de
ces phénomènes émergents où les principes issus de la théorie des systèmes
dynamiques sont essentiels, tels que l’importance des fluctuations, l’existence
de boucles de rétroaction, positives ou négatives, le couplage entre les deux
pouvant conduire à des bifurcations qui font basculer le système dans un état
parmi plusieurs possibles, et le maintiennent loin de l’équilibre (c’est-à-dire
loin de la situation homogène correspondant à l’absence de forme)[20, 139]. Le
présent travail s’inscrit dans cette lignée qui remonte aux travaux fondateurs
du chimiste I. Prigogine [140, 141] dont les concepts expliquant lesmécanismes
d’auto-organisation ont diffusé en éthologie par l’entremise de son élève J.-L.
Deneubourg 4 [142], inspirent tous les membres de l’équipe de G. Theraulaz au
Centre de Recherches sur la Cognition Animale [143] et nourrissent la collabo-
ration avec l’équipe de R. Fournier et S. Blanco qui travaillent au LAPLACE sur
les phénomènes hors-équilibre et les dynamiques non-linéaires.
4. Laboratoire d’Ecologie Sociale, Université Libre de Bruxelles.
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Dans cette approche, on considère les insectes comme des acteurs indivi-
duels dont on peut décrire le comportement dans un cadre fondamentalement
stochastique : l’insecte réagit aux stimuli extérieurs avec une certaine proba-
bilité. Une multitude d’individus ayant ce comportement peuvent donc inter-
agir d’une façonnondéterministe, et cette source de fluctuations est essentielle
dans la compréhension de l’existence de phénomènes de bifurcation.
L’exemple paradigmatique d’une telle bifurcation chez les fourmis est le
choix collectif d’une seule branche lorsqu’elles sont confrontées à un pont à
deux branches pour accéder à une source de nourriture [144]. Dans ce cas, les
premières fourmis à emprunter le pont choisissent une des branches auhasard.
Ces premiers choix influencent cependant les choix effectués par les fourmis
suivantes, car les premières laissent un marquage chimique au sol qui incite
leurs congénères à emprunter lemême chemin (de façonprobabiliste). Les pre-
mières fluctuations dans une direction particulière, dues aux choix aléatoires
des premières fourmis à passer, vont donc biaiser les réponses des fourmis sui-
vantes pour renforcer ce premier choix, et comme celles-ci laissent à leur tour
un marquage, le choix des suivantes est encore plus biaisé vers la branche où
s’accumulent les passages. Au final, une seule des branches est empruntée par
toutes les fourmis, et la branche choisie est, au hasard, celle de droite ou celle
de gauche.
Le marquage de la branche empruntée qui influence le choix des suivantes
est l’exemple parfait d’un comportement à l’échelle individuelle qui se traduit
à l’échelle de la dynamique par une boucle de rétro-action positive : plus le
nombre de fourmis ayant déjà emprunté une des branches est grand, plus la
probabilité que les suivantes l’empruntent également s’accroît.
Cet exemple illustre très bien comment l’existence de boucles de rétroac-
tion positive agissant sur une source de fluctuations peut expliquer que la dy-
namique régissant un système puisse l’éloigner de l’état homogène (qui corres-
pondrait ici à un trafic identique sur chaque branche) et permet donc l’appa-
rition d’une forme qui n’est pas codée explicitement dans le choix comporte-
mental individuel. On parle alors d’auto-organisation.
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Une grande variété de comportements collectifs peut être examinée dans
cette perspective, que ce soit la cohésion de groupes d’animaux en déplace-
ment (bancs de poissons [145, 146], nuées d’étourneaux [147]) ou l’émergence
de la division du travail chez les fourmis [148]. Ce type de mécanisme dyna-
mique permet en effet de produire des comportements émergents à l’échelle
collective d’une grande richesse avec une économie de moyens à l’échelle in-
dividuelle, puisqu’il suffit que chaque individu réagisse en fonction d’une in-
formation stimulante locale par une réponse elle-même de portée locale, sans
besoin de traiter l’ensemble de l’information nécessaire pour décrire la forme
globale [28, 149, 150]. Cette économie est tout autant à l’œuvre quand des in-
formations environnementales doivent être traitées par le système cognitif des
individus [151] dans lamesure où les boucles d’amplification peuvent aussi ser-
vir à amplifier une légère préférence à l’échelle individuelle, qui, en retour, peut
suffire à biaiser l’équiprobabilité des états accessibles par la bifurcation (par
exemple, le choix d’une branche peut être biaisé faiblement à l’échelle indi-
viduelle par l’existence d’une rampe sur l’une des branches du pont binaire, et
cela suffit pour que le choix collectif se portemajoritairement sur celle-ci [152]).
Dans ce cas, la dynamique auto-organisée permet l’amplification de la réponse
comportementale du ou des individus ayant accès à une information privilé-
giée [5, 153, 154, 155]. L’existence de réponses comportementales spécifiques
à certains facteurs externes n’invalide donc en rien la qualité auto-organisée
de la dynamique puisque celle-ci permet au contraire de favoriser la diffusion
de l’information traitée par l’individu à l’ensemble du système, via les boucles
de rétroaction. L’étude complète d’un système consiste donc à comprendre les
parts relatives prises par le traitement cognitif à l’échelle individuelle, et les ef-
fets de dynamique non-linéaire qui propage (ou non) les adaptations compor-
tementales individuelles locales à l’ensemble du système pour produire une
forme adaptée aux conditions extérieures.
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1.3.1 Comportements individuels de construction
Une question centrale dans les études comportementales des insectes so-
ciaux est donc de comprendre les processus à l’œuvre dans l’édification et la
maintenance du nid, qui résultent d’une multitude d’actes comportementaux,
chacun de faible impact, mais dont l’accumulation permet de produire une
structure adaptée aux conditions climatiques locales.
Au regard du facteur d’échelle entre la taille des insectes et celle de la struc-
ture, et considérant par ailleurs la nature décentralisée du travail chez les in-
sectes sociaux en l’absence d’un architecte maître d’œuvre, cette diversité du
résultat du travail collectif appelle une réflexion sur la diversité correspondante
des comportements individuels.
Après tout, il s’agit dans tous les cas de prélever dumatériau dans l’environ-
nement, de le transporter, et de l’agréger à la structure en cours d’édification,
au bon endroit, au bon moment. Si on attend donc peu de variations inter-
spécifiques dans la description qualitative des comportements, il faut consi-
dérer que la grande diversité des structures émergentes provient des détails de
chaque élément comportemental, particuliers à chaque espèce.
La récolte dematériau, ou prise, peut être influencée par la nature dumaté-
riau lui-même (pulpe de bois et eau pour les nids de certaines guêpes ; fibres vé-
gétales, fèces, argile chez les termites et les fourmis, chez les abeilles la cire est
sécrétée directement par les ouvrières...), par sa disponibilité temporelle et sa
répartition spatiale, ainsi que par la nécessité ou non de coordonner les quan-
tités des différents éléments et de faire des mélanges en bonnes proportions
pour constituer des cartons (pulpe de bois + eau) ou des adobes (argile + sable +
eau + éventuellement fibres végétales). L’agrégation du matériau à la structure
en cours de construction, ou dépôt, peut demander par ailleurs des compor-
tements spécifiques selon le matériau (expansion de la feuille cartonnée dans
les nids de guêpes, ou maçonnage de l’adobe chez les termites et les fourmis)
et doit surtout obéir à un ensemble de contraintes ou de règles qui seront dé-
terminantes pour la forme de la structure finale. Entre ces deux actes compor-
tementaux que l’on peut considérer comme locaux, le transport du matériau
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peut également affecter à la fois la disponibilité du matériau de construction,
mais aussi l’accessibilité des lieux de prise et de dépôt.
Nous appellerons modèle de l’activité de construction l’ensemble de ces
éléments — qu’ils soient énoncés avec des phrases décrivant le détail de ces
trois éléments, ou qu’ils aient trouvé une traduction plusmathématisée n’étant
qu’affaire de choix du langage de description (la traduction entre ces différents
langages pouvant bien sûr soulever des subtilités qui méritent attention). Pour
expliquer dans le détail comment une structure érigée par une espèce donnée
résulte de l’accumulation dans le temps d’un grand nombre d’enchaînements
prise-transport-dépôt, il est donc nécessaire de qualifier et de quantifier avec
précision chacun de ces éléments, c’est-à-dire d’énoncer complètement lemo-
dèle.
Pour la descriptiondes actes de prise et de dépôt, il s’agit de les préciser sous
la forme de fonctions stimulus / réponse, ce qui requiert en particulier d’iden-
tifier la nature des stimuli (configurations géométriques locales, marquage chi-
mique par les actes de dépôts précédents, éclairement, courants d’air...), et d’en
paramétrer la fréquence selon la combinaison locale des stimuli. Le principe
général est donc que les conditions locales, perçues par l’insecte, vont favori-
ser ou non sa réponse comportementale de dépôt, ce qui modifie en retour ces
conditions locales et affecte les réponses comportementales futures (d’autres
individus ou du même). Ce principe général du couplage entre la structure en
évolution et les réactions comportementales a été baptisé stigmergie par Pierre-
Paul Grassé, à l’occasion de ses observations du comportement de réparation
du nid chez des termites Belicositermes et Cubitermes [156, 157].
Ce travail comprend donc à long terme une tentative de comprendre les
performances fonctionnelles de ces nids (thermorégulation, échanges gazeux,
hygrométrie. . . ) en termes de résultats d’un processus dynamique réalisé par
les comportements individuels. Il y a également un questionnement sur la di-
versité des structures selon les espèces, qu’onpeut tenter de comprendre comme
des altérations mineures de comportement à l’échelle individuelle, qui font bi-
furquer la dynamique vers une forme ou une autre. Ajoutons enfin que ces
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structures peuvent également varier au sein d’une même espèce selon l’im-
plantation du nid (e.g. à couvert, ou plein soleil pour les termites), et que les
couplages des comportements individuels avec les paramètres locaux de l’en-
vironnement sont donc cruciaux.
1.3.2 Travaux antérieurs sur le comportement individuel
Il existe peu de travaux sur l’activité individuelle de construction, chez les
termites ou les fourmis. Un travail fondateur est celui mené par Grassé [156,
158] qui observe l’activité de construction chez les termites des genres Bellico-
sitermes, Cephalotermes et Cubitermes. Il rapporte par exemple dans le détail
[156] l’activité de 350 termites ouvriers du genre Cubitermes qu’il place dans
une boîte de Pétri (de diamètre 19 cm) en présence d’une couche d’humus
(3-5 mm), de la reine (mobile), de couvain, et de 3 soldats. Après une phase
d’amorçage qui semble désordonnée, les ouvriers déplacent des boulettes de
terre, et finissent par former des piliers. Lorsque ces piliers atteignent une cer-
taine hauteur (3-4 mm), ils se prolongent par des extensions qui tendent à pro-
gresser dans une direction horizontale, et "donnent en petit l’image d’un para-
pluie retourné par le vent". Ces extensions latérales progressant, elles finissent
par fusionner pour former une voûte. Ces observations rejoignent ses observa-
tions précédentes sur l’activité déployée par les Bellicositermes et les Cephalo-
termes. Son analyse du comportement est alors que "Tout se passe comme si
la maçonnerie effectuée, c’est-à-dire un amas de boulettes de terre imbibées
de salive, constituait par elle-même un stimulus qui déclenche et en même
temps oriente dans un sens déterminé les réactions des ouvriers." Il propose
donc que des boulettes qui s’accumulent en un point donné de l’espace de-
viennent par elles-mêmes des stimuli significatifs : un tas de boulettes de terre
agit sur les ouvriers constructeurs à lamanière d’un centre attractif. Grassé rap-
porte également une observation faite en nature, sur les Bellicositermes rex qui
agrandissent le nid après la pluie ; il observe alors que les ouvriers perforent la
cuirasse de terre qui limite le nid, pour élever des piliers par centaines sur la
surface extérieure (de quelques décimètres carrés), à peu près à égale distance
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les uns des autres, et les relier par de larges arceaux qui finissent par former une
lame continue, sur laquelle les ouvriers bâtissent alors une deuxième assise de
piliers, et de la sorte des couches successives d’alvéoles se superposent.
Jones [159] rapporte le même type de comportement élémentaire chez le
termite Nasutitermes costalis dont la construction du nid de carton procède
également par l’édification de modules de type pilier-chapeau-fusion des ex-
tensions latérales.
Bruinsma reprend l’analyse du comportement de construction du Macro-
termes subhyalinus pour sa thèse de doctorat [160]. Il met d’abord en évidence
le rôle essentiel joué par une phéromone émise par la reine pour stimuler la
construction autour d’elle. Il examine ensuite plus précisément l’activité de
construction d’une structure pilier-chapeau (Fig. 1.12) et réunit des éléments
en faveur de l’existence d’une phéromone de construction liée à l’imprégnation
dumatériau par la salive de l’ouvrier. La diffusion de cette phéromone permet-
trait aux constructeurs d’ajuster les extensions latérales entre piliers voisins.
1.3.3 Modèles
La construction chez les insectes sociaux, en particulier les termites, ont
suscité par ailleurs quelques tentatives demodélisation. Deux phénomènes ont
retenu l’attention : la construction de la chambre royale d’une part, qui consti-
tue un dôme entourant et protégeant la "reine" (qui est en réalité la "pondeuse"
puisque c’est le seul individu de la colonie qui assure la reproduction) et le
couvain qu’elle produit ; et d’autre part, la formation de piliers répartis spa-
tialement de façon plus ou moins uniforme, et qui constitue la première étape
de l’extension du nid, par exemple chez lesMacrotermes étudiés par Bruinsma
[160].
La première approche en termes de modèle que nous connaissons est la
propositiondeDeneubourg [142] qui propose d’appliquer les concepts de l’ordre
par fluctuations à la description de certaines étapes de la construction du nid
chez les termites (la formation de piliers à partir d’une surface homogène), à
partir des observations de Grassé [156]. Ce travail montre que les hypothèses
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FIGURE 1.12 – Construction d’un module pilier-chapeau par un termiteMacrotermes
Subhyalinus, illustration tirée de [160]. La barre indique 1 cm.
émises parGrassé (présence d’interactions entre les insectes bâtisseurs par l’auto-
catalyse des dépôts, flux de matière au sein du système) sont suffisantes pour
induire une structuration de la matière, et entraîner le système loin de l’homo-
gène.
Dans ce système, les ouvrières porteuses ne répondent pas directement à
la concentration locale en matériau, mais déposent au contraire avec un taux
constant. La boucle de rétroaction positive est médiatisée par une phéromone.
D’une part cette phéromone est déposée au point du dépôt à chaque acte de
dépôt, et elle est émise en continu par le matériau déposé ; d’autre part elle
diffuse à partir de ce point, et biaise le déplacement des ouvrières porteuses,
qui ont tendance à remonter le gradient de phéromone établi par sa diffusion.
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La boucle d’amplification est donc : plus des ouvrières ont déposé à un en-
droit donné, plus la quantité de phéromone émise depuis ce point est grande,
plus les ouvrières porteuses passant aux alentours ont tendance à orienter leur
trajectoire vers ce point, ce qui augmente la concentration en porteuses en ce
point, et donc le taux de dépôt (proportionnel à la concentration en porteuses)
en ce point. La phéromone agit donc en biaisant la statistique de marche des
ouvrières porteuses.
Bonabeau et coll. [161] reprennent lemodèle proposé parDeneubourg [142]
pour étudier l’impact de termes de convection ajoutés au système, soit un cou-
rant d’air agissant directement sur la diffusion de la phéromone, soit une orien-
tation privilégiée du déplacement des ouvrières porteuses, ou la concentration
des ouvrières le long d’une piste. Ilsmontrent que le couplage du système d’ori-
gine, auto-organisé, avec ces effets de template imposé de l’extérieur peut suf-
fire à rendre compte de différentes structures (émergence de murs plutôt que
de piliers, émergence de murs le long de la piste, construction de la chambre
royale...) sans changer le comportement individuel des ouvrières.
Ce modèle est repris par ailleurs par Courtois et Heymans [162] dans une
implémentation de type automate cellulaire, dans laquelle chaque cellule peut
contenir de la terre et un certain nombre d’ouvrières. Le dépôt de matériau
s’accompagne d’un marquage par une phéromone, qui stimule en retour les
dépôts suivants et inhibe les prises. Cette phéromone s’évapore et diffuse à
partir de son point d’origine. Le déplacement des ouvrières se fait entre cel-
lules voisines, avec un mécanisme de remontée du gradient de phéromone. Ils
introduisent également un mécanisme de saturation du dépôt, qui cesse dès
lors que la cellule a atteint un maximum de concentration en matériau. Leurs
résultats sont essentiellement qualitatifs, présentés sous la forme d’instanta-
nés de l’état du système à différents temps de simulation. Ils montrent que ces
simulations peuvent conduire à l’émergence de piliers.
O’Toole et coll. [163, 164] étudient l’impact de l’encombrement des ouvrières
sur la répartition spatio-temporelle des actes de construction dans un modèle
simplifié à deux dimensions. Dans leur modèle, le matériau construit est là en-
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core attractif, et cette attraction doit être compensée par un effet répulsif, qu’ils
attribuent à un comportement individuel de demi-tour quand le site attractif
est trop encombré.
Ladley et Bullock [165] s’inspirent du modèle développé par Bonabeau et
coll. [161] pour proposer une implémentation sous forme d’automate cellu-
laire afin d’étudier l’impact des contraintes spatiales du matériau présent sur
le déplacement des ouvrières. Le matériau construit est attractif, et le déplace-
ment des ouvrières incluent également un suivi de piste. Ils ré-implémentent
alors le cas de la construction de la chambre royale, pilotée par un gradient de
phéromone émise par la reine, ainsi que le cas de la construction d’un tunnel
couvrant une piste établie indépendamment (par d’autres ouvrières unique-
ment occupée à établir cette piste). Pour résumer, la construction est alors en-
tièrement pilotée par un gradient de phéromone établi indépendamment, que
la source de ce gradient soit un point (reine) ou une ligne (piste). Il n’y a pas
de boucles de rétro-action dans ce système, qui relève plutôt d’un processus de
conformation à un champ indépendant (template).
Feltell et coll. [166, 167] rapportent un travail étonnamment proche du pré-
cédent (les illustrations elle-mêmes semblent produites par le même simula-
teur), se focalisant sur les mêmes situations (gradient de phéromone émis de-
puis un point ou une ligne) et en tirent les mêmes conclusions (ils ne men-
tionnent pas l’existence de l’article de Ladley et Bullock).
1.4 Choixde la structure épigée chezLasiusniger pour
l’approche expérimentale
Pour attaquer ces questions, il est bien entendu nécessaire de se donner un
cadre expérimental, et nous avons choisi de nous concentrer sur les structures
épigées produites par Lasius niger. Comme nombre de fourmis, en particulier
européennes, cette espèce aménage une structure principalement souterraine
pour sonnid, constituée d’un réseau de galeries reliant des chambres. Les avan-
tages d’un nid creusé sont d’une part qu’il bénéficie de l’isolation thermique de
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la terre, et d’autre part que sa défense peut être assurée par un effort concentré
à son entrée. On observe cependant que le matériau excavé pendant la phase
de creusement est rejeté à l’extérieur aux abords immédiats de l’entrée. Si ces
rejets forment d’abord une sorte de cratère autour de l’entrée, il s’avère que, les
quantités s’accumulant, cematériau est remanié par les ouvrières qui l’utilisent
pour former un dôme couvrant l’entrée initiale (Fig. 1.13), et dont l’intérieur
présente les caractéristiques d’une structure alvéolaire (fig. 1.14).
1.4.1 Une structure alvéolaire retrouvée chez de nombreuses
espèces
Les nids des insectes sociaux présentent une diversité structurelle à large
échelle évidente. On retrouve cependant quelques éléments fondamentaux, telle
que la structuration laminaire, qui caractérise la zone habitée (Fig. 1.15(a)) des
nids construits par les termites Nasutitermes triodiae (présenté Fig. 1.2 (a)).
Cette structure laminaire est retrouvée chez les termites Apicotermes lamani,
avec une structuration plus aérée en étages bien définis dont la jonction est
réalisée par des piliers en colimaçon (figure 1.15(b)).
Dans un article ancien, Schmidt [1] décrit les structures produites par l’es-
pèce Apicotermes trägårdhi, nids souterrains qui sont plutôt alvéolaires. La fi-
gure 1.16 est une planche d’illustrations issue de son article. On voit bien, no-
tamment sur les figures 1.16 C et 1.16 D, la structure alvéolaire de ces nids.
Au sein d’un même genre, on peut trouver une certaine variabilité dans cet
arrangement laminaire. Par exemple, des fourmis du genre Lasius construisent
des nids plutôt laminaires, comme Lasius pallitarsis (figure 1.17(a)), alors que
l’espèce Lasius fuliginosus construit un nid plus alvéolaire (figure 1.17(b)). La
partie épigée du nid construit par la fourmi Lasius niger présente une structu-
ration intermédiaire, avec une prédominance d’une architecture initialement
laminaire en étages, dont l’ordonnancement spatial est peu à peu perturbé par
les remaniements successifs.
Ces différences de structures finales peuvent être liées au fait que le maté-
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riau constituant le nid diffère entre espèces, par exemple ici, la fourmi Lasius
fuliginosus construit à partir de carton alors que les espèces Lasius pallitarsis
et Lasius niger utilisent une base d’argile.
1.4.2 Reproductibilité au laboratoire
Pour nous assurer que les structures produites au laboratoire par Lasius ni-
ger sont un reflet assez fidèle des structures observées en nature, nous avons
réalisé une série d’expériences de construction au laboratoire (le protocole est
présenté en Annexe A). Elles ont permis de réunir une série de structures de
type alvéolaire à plusieurs étages. De plus, dans la perspective à long terme de
comprendre le couplage de l’activité de construction avec les conditions cli-
matiques locales, ce dispositif a été répliqué à trois températures (22, 26 et 30±
C).
À ce stade, la comparaison entre les structures récoltées sur le terrain, et
celles obtenues au laboratoire est essentiellement qualitative, mais elle permet
d’identifier visuellement une homogénéité des constructions (Fig. 1.18 et 1.19).
Un premier paramètre de quantification, la porosité (fraction occupée par le
vide), indique, d’une part, que les structures naturelles ont une porosité com-
patible avec celles mesurées sur les structures obtenues au laboratoire avec la
température 22± C, et d’autre part, que cette porosité semble décroître signifi-
cativement avec la température (Fig. A.6). Nous espérons donc avoir réuni de
bonnes conditions expérimentales pour aborder la question du couplage struc-
ture / climat. La question de la thèse est la compréhension des mécanismes
menant à l’élaboration de ces structures.
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FIGURE 1.13 – Vue externe de deux structures épigées construites par Lasius niger, ré-
coltées sur site (Marquefave, France, Printemps 2012). La structure (b) a été ouverte
pour montrer la structure alvéolaire interne. La structure (a) a une base de 24x20 cm et
une hauteur d’environ 30 cm. La structure (b) a une base de 17x17 cm et une hauteur
d’environ 14 cm. La porosité des deux structures est 0.50.
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(a) (b)
(c) (d)
FIGURE 1.14 – Coupes verticales de la tomographie aux rayons X de la structure 1.13(b).
L’intersection de trois plans de coupe avec la structure est reportée en noir (b-d). On
distingue bien la structure alvéolaire, et la trace de l’organisation en étages horizontaux
superposés, reliés par des plans inclinés. Une vue rapprochée de la structure interne est
montrée Fig. 1.18.
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(a)
(b)
FIGURE 1.15 – Exemples de structures internes en étages construites par des termites.
Structures internes du nid construit par (a) Nasutitermes triodiae, (b) Apicotermes la-
mani.
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Fig. i. Apicotermnes tr-dgdrdhi nests. A. Side view. Line indicates plane of section. Note 
tube of Trinervitermes nest on uppermost surface and at center. B. Radiograph of 
samne nest from approximately samie anigle. C. Interior of same nest after sectioning. 
D. Same as left part of C but at different angle to show ramp-like openings between 
cells. E. Bottom view of another nest (probably incomplete) showing crescent-shaped 
cell. F. Radiograph of same nest from same angle. G. Clay model of interior of same 
nest to show spiral arrangement. H. Side view of same nest. A-D to same scale. 
E-H to same scale. 
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FIGURE 1.16 – Planche d’illustrati n de l’article de S hmidt [1] : exemples de nids
d’Apicotermes trägårdhi A. Vue externe de côté d’un nid. B. Radiographie, C. et D. Sec-
tions de cette même structure. E. Vue du dessous d’un autre nid. F. Radiographie, G.
Reproduction en argile, H. Vue de côté de cette même structure. A–D et F–H ont la
même échelle.
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(a)
(b)
FIGURE 1.17 – Exemples de structures alvéolaires construites par des fourmis du genre
Lasius. Structures internes du nid construit par (a) Lasius pallitarsis, (b) Lasius fuligi-
nosus.
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FIGURE 1.18 – Perspectives intérieures dans la structure alvéolaire 1.13(b). On re-
marque la structuration en étages, supportés par des piliers. La hauteur entre deux
étages est de l’ordre de 1 cm.
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FIGURE 1.19 – Perspective intérieure d’une structure alvéolaire construite par des four-
mis du genre Lasius au laboratoire selon le protocole présenté en Annexe A (représen-
tation de la surface interne estimée d’après la tomographie de la structure aux rayons
X). On remarque la similarité de la structuration en étages, supportés par des piliers et
reliés par des rampes comme celle trouvée dans les structures naturelles (Fig. 1.18).
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1.5 Vers un modèle de la construction de la struc-
ture épigée du nid chez Lasius niger : plan du
travail
Le but de cette thèse est de comprendre les mécanismes individuels qui
sont mis en jeu lors du processus de construction, et qui mènent à l’émer-
gence d’une structure non seulement complexe,mais aussi stable au sein d’une
même espèce. L’énonciation du modèle s’appuie sur deux pratiques complé-
mentaires, et qui se sont nourriesmutuellement au cours du travail : l’approche
expérimentale, bien sûr, qui a permis de reproduire en conditions contrôlées
l’activité de construction des fourmis Lasius niger, et d’obtenir des structures
émergentes intéressantes — et une approche théorique qui nous a conduit à
questionner l’importance du couplage structure-transport dans ces phénomènes
de construction, et à développer des outils de description du phénomène qui,
en séparant bien les termes de réaction (prise/dépôt) et les termes de transport,
nourrit la compréhension des processus à l’œuvre.
1.5.1 Approcheparunmodèle comportemental, individu-centré
La mise en évidence des règles comportementales des fourmis sera basée
sur des données expérimentales, puis formalisées. Le modèle comportemen-
tal alors établi sur des observations des fourmis à l’échelle individuelle devra
ensuite être validé par passage à l’échelle collective. Cette modélisation s’est
concentrée sur les premières étapes de la construction à partir de la répartition
initiale homogène du matériau, c’est-à-dire l’émergence des piliers et les pre-
mières extensions horizontales des chapeaux. L’énonciation du modèle a été
faite à partir de ces observations, et l’estimation de ses paramètres a requis des
expériences complémentaires (Chapitre 2).
Il s’agit alors d’énoncer un modèle du comportement individuel des four-
mis impliqué dans la construction de la structure épigée. Le but de ce modèle
comportemental est de comprendre d’un point de vue plus biologique et cog-
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nitif les mécanismes de coordination des actes réalisés par les fourmis, coordi-
nation nécessaire à l’émergence de la structure. Ce modèle est énoncé, en pre-
mière approximation, à partir desmodèles existants (par exemple, celui énoncé
pour comprendre l’agrégation de cadavres chez la fourmiMessor Sancta, décrit
en détail à la section 4.1.1), complétés par des observations directes des indi-
vidus au cours de la construction. Une fois les principes généraux du modèle
énoncés, les différentes composantes du comportement individuel des four-
mis seront calibrées à l’aide de séries expérimentales à l’échelle individuelle
dédiées, et seront raffinées si besoin, en particulier au regard du développe-
ment tridimensionnel de la structure, absent dans le modèle d’agrégation de
cadavres.
Nous pouvons alors réaliser des simulations numériques dumodèle en im-
plémentant explicitement, d’une part lematériau sous la forme de boulettes de
terre transportées, et d’autre part les individus avec leur déplacement et leurs
décisions de prendre et déposer ces boulettes. Cette implémentation numé-
rique du modèle permet de plus de prendre en compte explicitement le dé-
veloppement de la structure dans les trois dimensions. Elle permet également
d’explorer les structures prédites par le modèle si on fait varier virtuellement
la quantité de matériau disponible, ou si on modifie certains des paramètres
comportementaux.
Pour cette énonciation et cette validation, nous nous limitons à la phase ini-
tiale de la construction dans les conditions de laboratoire. En effet, si la couche
initiale de matériau est assez fine, cela empêche les fourmis de construire une
structure à plusieurs étages, et de creuser des galeries. La quantité de matériau
réduite est cependant suffisante pour que les fourmis élaborent des piliers, et
élargissent les sommets de ceux-ci pour former un premier toit : un suivi de
la dynamique de construction et la caractérisation de la structure finale sont
alors beaucoup plus accessibles. La comparaison des données expérimentales
et des prédictions dumodèle obtenues par la simulation numérique permettra
alors de vérifier les hypothèses émises quant aux comportements individuels
impliqués dans le processus.
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Le chapitre 2 décrit l’élaboration et la calibration du modèle de comporte-
ment individuel, ainsi que sa validation pour la phase initiale de la construc-
tion.
1.5.2 L’importance dudéplacement dans le transport dumaté-
riau
Pour aller plus loin dans la dynamique, il faudra néanmoins prendre en
compte l’effet en retour sur le déplacement, de la structure se développant en
trois dimensions. Le passage d’une surface plane à une surface interne du nid
se déployant dans l’espace introduit deux facteursmajeurs qui peuvent affecter
le déplacement : des pentes et des courbures. Au couplage des réactions com-
portementales locales avec la structure en évolution (stigmergie) s’ajoute donc
un couplage du déplacement des fourmis, et donc du transport du matériau,
avec la surface se déformant au cours du temps. Ces deux couplages ne sont
bien sûr pas indépendants puisque dans la structure 3D, le déplacement des
ouvrières va être déterminant : la façon dont la structure est visitée par les four-
mis porteuses va déterminer les lieux de dépôts, comment elle est visitée par
les fourmis libres va déterminer les lieux de prise. Si on a une distribution non
équiprobable des chemins, les lieux de croissance / décroissance de la struc-
ture seront affectées directement par le terme de transport.
On sait que les fourmis peuvent montrer des effets directionnels très mar-
qués, en particulier en présence d’hétérogénéités spatiales telles que la pré-
sence d’un bord, qu’elles ont tendance à suivre. Cet effet de suivi de bord a
été étudié en détail dans la thèse de Sebastian Weitz [3]. Dans ce cas, l’effet di-
rectionnel est donné directement par le bord, c’est-à-dire une condition aux
limites du domaine, qui peut avoir une influence sur les trajectoires observées
même loin du bord et en présence d’une marche aléatoire diffusive, si la dis-
tance d’influence est dumême ordre de grandeur que la taille du domaine (une
situation qu’on retrouve classiquement dans le domaine de lamicro-fluidique).
Dans le cas présent, il s’agit moins d’effets de biais sur la marche dus à un
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effet des bords que d’un effet de champ : si la pente locale affecte les décisions
de mouvement de la fourmi, alors la surface déployée représente une varia-
tion continue et partout présente de ce facteur. Les anisotropies dans la densité
d’ouvrières proviennent alors d’une dépendance des paramètres à la direction
de marche, en chaque lieu, indépendamment de la présence d’un bord. Pour
ce type de dépendances, il n’existe guère à ce jour de modèle établi et il est peu
envisageable d’utiliser les outils associées aux situations isotropes (sur champ
uniforme), non seulement pour comprendre l’effet du transport, mais même
pour faire des mesures expérimentales permettant d’estimer cet effet.
Nous avons donc considéré une extension du modèle classiquement uti-
lisé pour modéliser la marche aléatoire diffusive des fourmis sur le plan : le
modèle du marcheur de Boltzmann (dont l’évolution en densité est exprimée
par l’équation de Boltzmann). Cette généralisation présente l’avantage de res-
ter compatible avec un effet nul du plan horizontal, tout en gardant la direction
de marche comme variable descriptive (une variable qui disparaît quand on
utilise la version macroscopique de la diffusion). L’équation de Boltzmann as-
sociée permet de décrire l’évolution de la densité de population dans un espace
à deux grandeurs : la position et l’orientation. Sous l’hypothèse d’une marche
qui dépend de paramètres locaux tels qu’un champ de pente, le travail de déri-
vation en termes macroscopiques reste à développer.
Ce modèle dumarcheur de Boltzmann généralisé présente en outre l’avan-
tage de pouvoir séparer expérimentalement l’effet de la structure sur la vitesse,
les segments parcourus entre changements de direction, et le choix d’une nou-
velle direction, et permet donc de formuler une analyse statistique des données
en termes de choix comportementaux.
Pour étudier ces effets, et mettre au point cette analyse statistique, nous
avons commencé par la première étape : l’évolution sur une pente constante,
en variant son inclinaison. Cette première étude expérimentale de l’effet de la
pente sur le déplacement des Lasius amontré une tendance des fourmis à pré-
férer les directions proches de la ligne de plus grande pente. Elle est présentée
au chapitre 3 dans la version originale de l’article publié dans PLoS ONE.
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Enfin, ces expériences ont été réalisées dans la chambre climatique de l’équipe
RAPSODEE, à Albi, ce qui nous a permis de faire des réplications aux troismêmes
températures que celles utilisées pour tester l’effet de ce facteur sur la structure
produite [168]. La perspective est là de tenter de relier la variabilité comporte-
mentale induite par la température à l’échelle individuelle aux caractéristiques
de la structure émergente.
1.5.3 Analyse de la dynamique par l’approche en échanges
L’approche analytique de ce type de phénomène consiste à les formaliser en
langage mathématique, formulation qui permet un travail sur les principes, en
se détachant pour une part des détails d’implémentation par l’organisme bio-
logique (Chapitre 4). Les dynamiques non-linéaires spatio-temporelles sont ré-
putées pour être la source d’une multitude de patterns possibles, dont les plus
connus sont associés au modèle de Turing [169]. L’analyse permet de détermi-
ner les solutions homogènes stationnaires possibles pour le système, et l’étude
de leur stabilité permet de trier celles qui sont observables. Ce sont donc des
outils importants pour comprendre le phénomène dans sa première phase.
L’énonciation de notre modèle comportemental s’inscrit dans la lignée du
modèle proposé pour expliquer l’agrégation de cadavres chez la fourmi Mes-
sor sancta [170], et qui fut le sujet des thèses de Mélanie Challet en 2005 [2] et
de Sebastian Weitz en 2012 [3]. Il s’agit d’un exemple classique de morphoge-
nèse, basé sur de l’auto-organisation : un processus d’agrégation basé sur un
couplage entre la structure produite et les individus impliqués dans son édifi-
cation, que nous reprenons au début du chapitre 4.
Notre premier travail analytique s’inscrit donc dans la continuité des tra-
vaux précédents qui avaient montré la présence de la logique d’amplification,
et l’importance de l’impact en retour de la structure sur le déplacement (l’agré-
gation de cadavres se produisant en 2D, cet effet est lié dans ce cas au thigmo-
tactisme, ou suivi de bord, le long des agrégats).
Cependant, il existe unedifférence essentielle entre l’agrégationde cadavres
et la construction du nid. En effet, lors de la construction, les fourmis porteuses
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ajoutent un marquage chimique à la boulette qu’elles déposent. Ce marquage
est un élémentmajeur de ce phénomène demorphogenèse. On doit donc ajou-
ter une caractéristique au matériau de construction, pour représenter le fait
qu’il peut être vierge ou marqué. Nous avons donc transposé les propositions
de modèles théoriques précédents pour les adapter au cadre de la construc-
tion. Nous avons alors exploré des variantes des dépendances fonctionnelles
du dépôt à la densité locale de matériau accumulé, et repéré certaines condi-
tions sur les paramètres qui déterminent si lemilieu initialement homogène est
susceptible de permettre l’émergence de structures (c’est-à-dire les conditions
qui rendent l’état homogène stationnaire instable). Cesmodèles étant formulés
en équations aux dérivées partielles portant sur des variables macroscopiques,
nous avons mis en œuvre les techniques attendues de l’analyse linéaire de sta-
bilité. Les leçons que nous en avons tirées quant aux formes fonctionnelles re-
quises pour observer la formation de structures sont exposées dans les sections
4.1 et 4.4, et le détail technique reporté dans les annexes (B).
Les deuxmodèlesmontrent unmême critère d’émergence de structures par
la déstabilisation de l’homogène : il faut et il suffit que la stimulation à accumu-
ler croisse plus vite avec la présence croissante de matériau que la stimulation
à dépléter avec la présence décroissante de matériau.(Fig. 4.3).
1.5.3.1 Reformulation en échanges
Cette première analyse, classique, nous a permis d’identifier le critère de
stabilité de l’état stationnaire homogène pour ces deux modèles, et la courbe
de dispersion associée au premier.
Leurs énoncés en équations aux dérivées partielles, et l’analyse linéaire de
stabilité qu’ils permettent, supposent cependant que l’approximation de diffu-
sion soit correcte. De tels énoncés standardnepeuvent doncprendre en compte
d’éventuels effets de la structure sur le déplacement s’ils se traduisent par des
marches incompatibles avec l’hypothèse de diffusion (par exemple, le thigmo-
tactisme n’est pas diffusif). L’étude expérimentale du facteur pente sur le dé-
placement des fourmis a bienmontré par ailleurs que celle-ci affecte en effet le
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déplacement, qui n’est plus diffusif mais devient orienté le long de la ligne de
plus grande déclivité.
Nous avons donc travaillé à une approche analytique différente qui per-
mette de séparer les effets liés aux termes de réaction (prise / dépôt) et les
termes liés au transport (déplacement des porteuses) (Section 4.2). Ce change-
ment de point de vue repose sur une approche qui décrit le processus en termes
d’intégrales dans lesquelles, sous certaines conditions, les facteurs décrivant
le transport par l’espace des chemins associé peuvent être factorisés, laissant
apparaître directement la dépendance de la stabilité aux seuls termes de ré-
action. Cette perspective est présentée en reprenant le cas standard de l’étude
de stabilité de l’état stationnaire homogène des deux modèles. Si on retrouve
heureusement le même critère de stabilité que par la technique classique de
l’analyse linéaire de stabilité dans le cas diffusif, cette approche présente l’inté-
rêt de pouvoir construire des interprétations de celui-ci et des caractéristiques
de la courbe de dispersion en lien direct avec le modèle biologique. Elle ouvre
par ailleurs la possibilité d’étudier les conditions d’émergence en présence de
marche orientée, soit par la structure, soit par les facteurs externes tels que la
pente, un gradient de lumière ou un courant d’air.
Les prochaines étapes du travail inter-disciplinaire sur la question de la
morphogenèse des structures alvéolaires chez les insectes sociaux pourront
donc s’appuyer sur les propositions théoriques avancées dans cette thèse, la ca-
libration expérimentale des fonctions stimulus / réponse effectuée sur la phase
initiale, et les outils qui ont été construits spécifiquement pour une explora-
tion numérique dumodèle. Nous en présentons quelques pistes dans le dernier
chapitre (Chapitre 5).
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Chapitre 2
Modèle de comportement individuel
Dans ce chapitre, nous exposons la démarche qui nous a permis de poser
les premières bases quantitatives du comportement élémentaire de construc-
tion chez Lasius niger. Nous exposerons d’abord le dispositif expérimental et le
choix des descripteurs qui nous ont permis de quantifier les structures émer-
gentes de type pilier-chapeau. Nous développerons ensuite les étapes d’énon-
ciation du modèle, et les expériences complémentaires qui ont été mises en
place pour mesurer en particulier comment les décisions de prise / dépôt de
boulettes sont affectées par l’environnement local.
2.1 Résultats expérimentaux
Le premier travail expérimental a consisté à mettre au point les conditions
au laboratoire pour susciter l’activité de construction de Lasius niger en situa-
tion contrôlée.
Le dispositif permettant de susciter cette activité comprend une couche cir-
culaire d’adobe (argile, sable, eau) d’un diamètre de 10 cm, et de hauteur ho-
mogène, étalée sur une couche de plâtre maintenue humide par le biais d’une
mèche de coton trempant dans un réservoir d’eau sous-jacent, et quimaintient
le matériau humide tout au long de l’observation, qui dure une semaine. Des
coupelles de nourriture (Bhatkar [171]) et des réservoirs d’eau sont maintenus
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ad libitum sur le fond du bac. Cette aire de construction est laissée à disposition
des fourmis contenues dans un bac aux parois fluonées, et éclairée fortement
par le dessus.
Les fourmis accédant à l’aire couverte d’argile s’engagent dans l’activité de
construction, qui consiste pour un individu à prélever une petite boulette d’ar-
gile, à la transporter sur quelques centimètres, et à la réagréger à l’argile en
place (avec un acte de maçonnage qui prend quelques secondes, et que nous
n’avons pas détaillé en tant que tel). Le volume des boulettes d’argile est infé-
rieur au millimètre (le même ordre de grandeur que la tête des ouvrières), et
représente donc un centième au plus du diamètre de la couche.
L’activité se poursuivant (Fig. 2.1), on observe une disparité croissante de
la hauteur de l’argile, certaines régions étant déplétées au profit de la forma-
tion de piliers de place en place, d’une largeur de quelques millimètres, qui
croissent en hauteur jusqu’au demi-centimètre, et au sommet desquels les ou-
vrières élaborent alors une extension horizontale isotrope. Ces structures en
formede champignon (pilier-chapeau) étant réparties d’une façonplus oumoins
régulière sur l’aire, et à distance de l’ordre du centimètre, les extensions des
chapeaux finissent par fusionner pour former finalement un toit, soutenu par
les piliers. Les ouvrièresmontrent alors une activité déclinante, et se contentent
de s’agréger sous ce toit, abritées de la lumière.
Ce protocole, détaillé dans l’annexe A, est identique à celui mis en oeuvre
pour obtenir des structures alvéolaires présentées au chapitre 1 (Fig. 1.18),mais
ici, le matériau de construction mis à disposition des fourmis diffère, qualitati-
vement et quantitativement. En effet, pour limiter la taille de la structure pro-
duite par les insectes et les empêcher de creuser des galeries souterraines, dont
la dynamique de construction serait impossible à capturer, nous avons utilisé
une très fine couche de matériau. De plus, dans ces expériences, le matériau
de construction est composé d’un mélange de sable jaune de Bruxelles et d’ar-
gile verte, en proportions égales. Ces expériences ont été réalisées par Andrea
Perna, Julie Olivera [172] et Chaker Sbaï [4], entre 2006 et 2009.
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(a) Etat initial : argile homogène (b) 12h— les insectes transportent de
petites boulettes de terre de place en
place
(c) 24h — des piliers ont émergé par
accumulation de dépôts
(d) 36h — les sommets des piliers
sont étendus horizontalement
(e) 48h — ces extensions latérales
forment des chapeaux
(f) 60h — quelques chapeaux fu-
sionnent, et les insectes s’agrégent à
l’abri du toit
FIGURE 2.1 – Instantanés d’une expérience de construction par la fourmi Lasius niger
au laboratoire. Le diamètre de la boite de Pétri est 10 cm. L’état de la structure est re-
porté toutes les 12 heures environ. On remarque la masse de fourmis s’activant sur la
couche initiale d’argile sur la première photo, et la répartition à peu près régulière des
chapeaux au sommet des piliers sur la dernière.
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2.1.1 Observation qualitative du comportement
La figure 2.1 donne une illustration du type de dynamique obtenue. Les
fourmis commencent par explorer le bac et trouver le dispositif. Elles se dé-
placent sur l’aire de construction, et forment parfois des agrégats (figures 2.1(a)
et 2.1(b)). Le comportement de construction est fondamentalement simple à
décrire : alors qu’elle progresse sur la couche de matériau, une fourmi s’arrête,
se charge d’une boulette de matériau, se déplace, puis la dépose à un autre
endroit. Lorsque des dépôts de boulettes s’accumulent au même endroit, il se
forme un petit monticule. Celui-ci peut croître et devenir un pilier si les dépôts
continuent de s’y accumuler (à partir de la figure 2.1(c)), ou finalement dispa-
raître si les premières boulettes déposées sont reprises par les fourmis. Pour
que des piliers apparaissent dans cette première phase, il est bien sûr essen-
tiel que les lieux de dépôts, et peut-être de prises, ne soient pas aléatoires, mais
dépendent des dépôts précédents. On peut donc considérer d’emblée qu’on a
affaire à une dynamique auto-organisée où des premiers dépôts aléatoires ont
une influence sur les dépôts futurs (amplification de fluctuations). Ce type de
dynamique conduit, sous certaines conditions, à l’émergence de piliers répar-
tis de façon plus ou moins régulière sur l’aire. Quand un pilier a atteint une
certaine hauteur, les fourmis montrent une tendance à déposer leur boulette
sur les bords du haut du pilier, et à former ainsi des extensions latérales. Elles
créent ainsi peu à peu un petit plateau horizontal supporté par le pilier (un
“chapeau”, figure 2.1(d)). Ces chapeaux peuvent enfin croître en diamètre et fu-
sionner, jusqu’à former un toit plus ou moins continu supporté par plusieurs
piliers (figures 2.1(e) et 2.1(f)).
2.1.2 Quantificateurs de la dynamique
Le dispositif est placé sous un scanner de surface NextEngine Desktop 3D
relié à un PC, qui réalise de façon automatique une acquisition de la hauteur
de toute l’aire de construction (précision spatiale 150 µm), et ce toutes les 30
minutes grâce à un script d’automatisation écrit par Andrea Perna.
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Les données acquises grâce au scanner de surface sont d’abord analysées
par un code de pré-traitement, développé par Jacques Gautrais, qui permet le
repérage des zones qui correspondent à des piliers et indique leur nombre et
leurs positions à chaque temps. Pour raffiner cette statistique, il s’est avéré utile
d’assurer un suivi individuel des piliers durant toute la dynamique de construc-
tion, ce qui est compliqué à réaliser de façon automatique parce que cela né-
cessite de relier entre deux scans successifs les zones qui correspondent au
même pilier. Comme les piliers grossissent, mais peuvent aussi disparaître ou
fusionner, le critère de chevauchement qui permettrait de créer ce lien entre
deux zones est compliqué à définir de façon unique. Ces données instantanées
ont donc été reprises dans une seconde procédure, où le suivi dans le temps des
piliers a été repéré visuellement [173, 174, 175]. On peut alors regarder la dyna-
mique d’évolution du nombre de piliers pour chaque réplique, et conduire des
analyses spatiales à partir des positions des piliers. Comme indication de la ré-
partition spatiale des piliers, nous avons utilisé une triangulation de Delaunay
des positions centrales des piliers, dont nous avons extrait une moyenne des
distances au plus proche voisin.
Nous avons donc choisi de quantifier la dynamique de construction dans ce
dispositif expérimental par la dynamique d’apparition des piliers, en conser-
vant d’une part l’évolution du nombre de piliers au cours du temps, et d’autre
part, la distance moyenne entre piliers voisins.
2.1.3 Résultats
Lafigure 2.2(a)montre les dynamiques dunombre de piliers observées pour
les onze expériences réalisées. Étant donné la variabilité inter-expériences quant
au temps nécessaire pour que le premier pilier émerge, nous avons fixé pour la
quantification de la dynamique le t0 des différentes répliques au temps d’ap-
parition du premier pilier.
Pour les onze expériences, le nombre de piliers augmente puis se stabilise.
La valeur de convergence n’est pas la même pour les onze répliques.
L’évolution temporelle de la moyenne des distances au plus proche voisin
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FIGURE 2.2 – Dynamiques (a) du nombre de piliers (b) de la distance moyenne au plus
proche voisin (en mm) en fonction du temps (en jours) pour les onze répliques d’ex-
périence de construction avec une fine couche de matériau.
(Figure 2.2(b)), montre que les onze dynamiques décroissent puis convergent
toutes vers une distance "caractéristique" d’environ 10 mm. Les répartitions
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spatiales de piliers semblent donc obéir à un arrangement spatial assez ré-
gulier, même si dans certaines répliques, certaines positions demeurent vides
(peut-être par manque de matériau).
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2.2 Modélisation du comportement individuel
2.2.1 Principes généraux dumodèle
Le but de cemodèle est de proposer lesmécanismes comportementaux qui
peuvent mener à l’émergence des structures dont les caractéristiques spatio-
temporelles sont celles présentées figure 2.2, Les ingrédients retenus dans le
modèle sont inspirés par les travaux antérieurs sur l’agrégation de cadavres par
les fourmis [170], et sont complétés pour rendre compte d’une part de l’exten-
sion de la construction en trois dimensions, d’autre part d’un effet demarquage
dumatériau lors du dépôt.
Le modèle est de type individu centré, c’est-à-dire qu’il exprime les hypo-
thèses en termes de comportements des fourmis, en tant qu’agents autonomes
se déplaçant sur la surface de la structure d’argile, et déplaçant des boulettes
d’argile. Nous considérons ici que tous les individus ont les mêmes règles com-
portementales, concernant leur déplacement, leurs prises et dépôts de bou-
lette d’argile, c’est-à-dire que le modèle rend compte d’un individu statistique
moyen. Ce modèle comportemental est stochastique, c’est-à-dire qu’un indi-
vidu décide de prendre / déposer une boulette d’argile ("réponse comporte-
mentale") en réaction à l’environnement local ("stimulus") selon une probabi-
lité par unité de temps qui dépend de ce stimulus.
De plus, on considère que le processus est markovien : la probabilité par
unité de temps de manifester la réponse comportementale est constante tant
que le stimulus est constant. Les agents ne présentent donc ni fatigue ni mé-
moire qui pourraient affecter leurs décisions.
2.2.2 Prise et dépot
La prise de matériau de construction n’est naturellement possible que si
celui-ci est accessible, c’est-à-dire en surface de la structure. Il en est de même
pour le dépôt, qui ne peut avoir lieu qu’au contact soit du support, soit du ma-
tériau. Les modifications de la structure n’ont donc lieu qu’à l’interface vide /
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argile.
On considère que l’environnement local a une influence sur les comporte-
ments de prise et de dépôt. On définit donc un rayon rcontact qui définit l’en-
vironnement local efficace (au sens physique de la "section efficace"), que l’on
peut considérer ici comme un rayon de perception du matériau qui a une in-
fluence sur les décisions comportementales de prendre et déposer. Enpremière
approximation, on considèrera que ce rayon est identique pour les décisions de
prise et de dépôt.
Enfin, dans les expériences décrites ci-dessus, on a noté que les fourmis
recouvrent de chapeaux les piliers qu’elles ont préalablement édifiés. Cette for-
mation de toits qui couvrent les piliers n’est possible que par un phénomène
d’extension latérale de leur sommet et appelle une composante comportemen-
tale spécifiquepour rendre compte de l’évolution tridimensionnelle de la struc-
ture. On complète donc les règles comportementales du dépôt par une modu-
lation de son intensité en fonction de la hauteur du dépôt sur le pilier.
2.2.3 Marquage dumatériau au cours de la construction
Lors d’une étude préliminaire de l’activité de construction, Marion Kero-
mest a réalisé une série d’expériences de choix binaire dans laquelle ellemettait
à disposition des fourmis deux piliers d’argile [176]. Les piliers étaient façon-
nés par l’expérimentateur, le premier étant composé d’argile vierge, le second
d’argile qui avait été préalablement manipulé par des congénères (de la même
colonie). Elle a ensuite recensé les fourmis agrégées sur chacun des deux piliers
pendant 3h.
La figure 2.3 montre les fractions de fourmis agrégées sur chacun des deux
piliers. On remarque qu’elles sont très nettement plus nombreuses autour du
pilier qui a été fabriqué avec dumatériau que des congénères avaientmanipulé
au préalable. Il semblerait donc que les fourmis aient une préférence pour ce
matériau, ce qui peut être le signe de la présence d’une sorte de marquage du
matériau lorsqu’elles le manipulent. L’idée sous-jacente est que cette manipu-
lation de l’argile laisse une trace chimique dans lematériau (marquage par une
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FIGURE 2.3 – Fractions de fourmis agrégées sur le pilier d’argile manipulé par les
congénères (courbe pleine) et sur le pilier d’argile vierge (courbe en pointillé).
phéromone) qui peut être perçue par les congénères.
La nature de ce marquage n’est pas claire. Plusieurs tentatives d’extraction
d’hydrocarbures polaires ou apolaires ont été par la suite réalisées, mais sans
succès [177]. Suivant la logique générale des phéromones chez les fourmis, on
suppose néanmoins que cette trace chimique déposée dans une boulette dé-
croît au cours du temps (dégradation, évaporation, diffusiondans lematériau...),
et donc que l’intensité de ce marquage dépend du temps écoulé depuis sa der-
nière manipulation.
2.2.4 Déplacement
Le déplacement des fourmis est considéré comme diffusif sur la surface
d’argile. Comme cette surface évolue en se repliant dans l’espace au cours du
temps, il s’agit d’une diffusion en deux dimensions sur une surface non plane.
Le thigmotactisme 1 est également négligé : il n’y a pas d’interaction entre la
1. Thigmotactisme : tendance à suivre un bord
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direction prise par une fourmi en déplacement, et les caractéristiques locales
de la géométrie de l’argile. Ce modèle purement diffusif est une première ap-
proximation du déplacement. Les modèles de type marche aléatoire sont clas-
siquement utilisés pour décrire le déplacement des animaux [178] [179], en
particulier chez les insectes [180]. Il paraît donc naturel de commencer l’étude
des mécanismes individuels impliqués dans la construction du nid en utilisant
unemarche aléatoire pourmodéliser le déplacement des fourmis. D’autant que
pendant les premières étapes de la construction, les fourmis évoluent sur une
surface plane, et que nous montrons dans le chapitre 4 que l’approximation
de diffusion suffit pour l’étude du critère d’émergence des structures. En re-
vanche, ce type de déplacementmène à une distribution uniforme des fourmis
sur toute la surface de construction, ce qui n’est pas forcément le cas lorsque
la surface construite est plus complexe. Par la suite, on pourra donc se deman-
der si ce modèle est toujours satisfaisant, notamment lorsque la surface a été
modifiée par les fourmis et qu’elle n’est plus plane. Une étude de l’impact de
la surface sur le déplacement des fourmis sera nécessaire, ainsi que l’améliora-
tion subséquente du modèle.
2.3 Calibration des paramètres
2.3.1 Prise et dépôt
Cette calibration repose sur des expériences préliminaires permettant un
suivi individuel. Ces expériences ont été réalisées et partiellement dépouillées
en juin 2006 par Julie Olivera [172]. Victor Loisel a ensuite poursuivi le travail
de dépouillement lors de son stage de Master 2 en 2007 [174]. Ces deux stages
avaient été encadrés par Christian Jost.
2.3.1.1 Protocole expérimental
Les fourmis ont à leur disposition une aire circulaire (boîte de Pétri), com-
posée d’une couche de plâtre maintenu humide grâce à une mèche de coton
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plongée dans l’eau. Elles entrent dans le nid à l’aide d’un orifice ménagé sur la
périphérie de cette aire. Lematériau de construction (unmélange d’argile et de
sable) est disposé à l’extérieur de l’aire dans des cupules et les fourmis doivent
apporter des boulettes de l’extérieur pour réaliser la construction. Dans un tel
dispositif, on observe effectivement une activité de construction : les fourmis
prennent des boulettes de terre dans les cupules, entrent dans l’arène, et par-
courent quelque temps l’arène avant de déposer leur boulette, soit isolée sur le
plâtre (en particulier au tout début), soit près de boulettes précédemment dé-
posées. Cette activité se poursuit jusqu’à l’émergence de structures semblables
à celles observées dans les autres dispositifs (structures émergentes de type pi-
liers + chapeaux).
Avant la mise à disposition du matériau dans les cupules extérieures, la
boîte de Pétri est recouverte d’une plaque de verre et d’un transparent rouge
afin de laisser aux fourmis l’occasion d’explorer l’aire, et de l’adopter comme
un espace habitable. Au temps 0, le matériau est mis à disposition, on enlève
la plaque de verre et l’activité à l’intérieur de l’arène est ensuite suivie par vi-
déo (camera Sony CCD-IRIS 18-108 mm), pendant 8h. Six répliques de cette
expérience ont été réalisées, et dépouillées sur leurs quatre premières heures.
Dans les premières heures en effet, on est capable de repérer visuellement
sur les films l’activité à l’échelle individuelle, en particulier on peut distinguer
les fourmis qui entrent dans l’arène chargée d’une boulette, et celles qui entrent
dans l’arène sans boulette, ainsi que les événements de dépôt de celles qui
entrent chargées. Il apparaît que si les lieux des tout premiers dépôts sont aléa-
toires, les dépôts suivants ont lieu préférentiellement près des boulettes déjà
présentes et forment des agrégats de quelques boulettes. Lors de ce dépouille-
ment, Julie Olivera a défini un rayon de perception pour recenser les événe-
ments de contact avec ces agrégats, les prises et les dépôts de boulette : rcontact =
rpick = rdrop = 5mm. On appellera un "tas de taille n" un agrégat de n bou-
lettes présentes dans un cercle de rayon rcontact .
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2.3.1.2 Probabilités de dépôt par traversée de tas
Pour les premières heures de chaque expérience, chaque fourmi qui entre
dans l’arène en portant une boulette est suivie jusqu’à son lieu de dépôt. Ce
dépôt peut avoir lieu près de boulettes (dans un rayon rcontact ) précédemment
déposées par d’autres fourmis — on considère qu’il s’agit alors d’un dépôt sti-
mulé—ouàun endroit ne comportant pas de boulettes dans un rayon rcontact ;
il s’agit alors d’un dépôt spontané. Au cours de son déplacement sur le plâtre,
une fourmi chargée peut traverser des tas sans pour autant déposer sa bou-
lette. Les tas traversés avant le dépôt sont considérés comme des traversées
de tas ne se concluant pas par un dépôt. Si le dépôt a lieu finalement sur un
tas, on considère qu’il s’agit de la traversée d’un tas se concluant par un dépôt.
Chaque fourmi fournit donc une séquence temporelle de c contacts avec des
tas de boulettes (de tailles ni , i = 1..c) depuis son entrée dans le nid jusqu’à son
dépôt. Les (c°1) premiers tas sont des traversées sans dépôt, et le dernier tas de
la séquence peut être soit une traversée de tas se concluant par un dépôt, soit
une autre traversée de tas sans dépôt si celui-ci a lieu juste après cette traversée
du dernier tas (et il est alors compté comme dépôt spontané).
Dans le cas du dépôt stimulé, on cherche à déterminer si la taille du tas tra-
versé influence la probabilité que la fourmi le traversant y dépose sa boulette.
Nous notons P (drop|n) la probabilité qu’une fourmi chargée traversant un tas
de taille n y dépose sa boulette (le tas passe alors à la taille n+1). On regroupe
les données de contacts et de dépôts en fonction de la taille n du tas impliqué,
et on estime P (drop|n) par la simple relation :
P (drop|n)= Dn
Tn
(2.1)
avec :
Dn Le nombre de traversées d’un tas de taille n se concluant par un dépôt
Tn Le nombre de traversées d’un tas de taille n
2.3.1.2.1 Influence du rang de la traversée On s’assure au préalable que le
rang r du contact avec le tas de taille n dans la séquence de contacts n’a pas
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d’influence sur la probabilité que la fourmi dépose la boulette qu’elle trans-
porte (hypothèse markovienne).
Pour vérifier cette hypothèse, on dénote Pˆ (drop|n,r ) la probabilité pour
une fourmi de déposer la charge qu’elle transporte sur un tas de taillen traversé
en rang r (et donc après avoir déjà traversé r °1 tas). On estime Pˆ (drop|n,r )
par le quotient suivant :
Pˆ (drop|n,r )= Dn,r
Tn,r
(2.2)
avec :
Dn,r Le nombre de traversées en rang r d’un tas de taille n se concluant par un
dépôt
Tn,r Le nombre de traversées en rang r d’un tas de taille n
La figure 2.4 montre les estimations de Pˆ (drop|n,r ) en fonction du rang de
contact r pour chaque taille de tas séparément n = 1..6. Il n’y a pas d’indication
que le rang r ait une influence sur Pˆ (drop|n,r ) qui soit générale pour toutes
les tailles de tas. En regroupant donc les données par taille de tas (Fig. 2.5), on
remarque que la variance inter-taille de tas est plus élevée que la variance intra-
taille de tas. On peut donc négliger un effet éventuel du rang de contact qui est
largement dominé par l’effet taille du tas.
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FIGURE 2.4 – Estimation des probabilités de dépôt en fonction de la taille du tas, et du
rang de contact, et IC95%.
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FIGURE 2.5 – Probabilités de dépôt estimées en fonction de la taille du tas.
Chaque abscisse regroupe les estimations Pˆ (drop|n,r ) par taille de tas n, pour tout
rang de contact. La ligne intermédiaire indique la valeur médiane des estimations
Pˆ (drop|n,r ). La boîte contient 50%de ces estimations autour de cette valeurmédiane.
Les segments inférieurs et supérieurs en montrent l’étalement. Les éventuels points
blancs correspondent aux valeurs extérieures, situées en dehors de l’intervalle ainsi re-
présenté. Les points rouges indiquent la valeur de P (drop|n).
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2.3.1.3 Probabilités de prise par traversée de tas
Nous avons d’abord tenté de quantifier la probabilité de prise par traversée
de tas P (pick|n) en suivant le même principe que ci-dessus pour P (drop|n),
sur un jeu de données recueilli par J. Olivera. Pour cela, les événements de prise
d’une boulette ont été repérés (moment de la prise, lieu, taille du tas autour
de cette boulette). Pour chaque prise, le film est repassé à l’envers jusqu’au
moment de son dépôt. Entre ces deux instants, Julie a relevé toutes les four-
mis libres qui ont traversé la zone contenant cette boulette. Comme le nombre
de boulettes présentes dans cette zone peut évoluer par prise / dépôt d’autres
boulettes, on a donc une série de traversée de tas par des fourmis libres, dont
certaines se concluent par une prise. Les données recueillies de cette façon sont
malheureusement trop peu nombreuses pour faire une estimation directe de
P (pick|n).
Nous avons donc adopté une approche différente, en définissant six zones
qui contiennent les tas les plus larges au temps final (4 heures). Pour chacune
de ces zones, tous les événements sont relevés : traversées par des fourmis,
chargées ou non, ainsi que les prises et les dépôts. Ce dépouillement a été ef-
fectué par V. Loisel sur une seule réplique de la série d’expériences. On a 1916
événements de traversées, dont 614 traversées par des fourmis porteuses parmi
lesquelles 87 se concluent par un dépôt, et 1302 traversées par des fourmis
libres parmi lesquelles 41 se concluent par une prise. On peut alors estimer
P (pick|n) en raisonnant en flux de la façon suivante.
Soient µc la fréquence des traversées du tas par des fourmis chargées, et
µ f la fréquence des traversées par des fourmis non chargées. On a µ= µc +µ f
la fréquence totale des traversées, qu’on peut estimer à partir de la fonction
de survie des durées entre deux traversées successives. Une régression para-
métrique de cette fonction de survie par une loi deWeibull (de la formeW (t )=
exp(°(µ·t )Æ)) donneune estimationÆ' 1.0. Onpeut donc considérer que cette
survie est proche d’une décroissance exponentielle, dont le paramètre est une
estimation de la fréquence des traversées : µ= 0.22±0.005 s°1 (Figure 2.6).
Parmi toutes ces traversées, la proportion de celles qui sont faites par des
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FIGURE 2.6 – Fonction de survie des durées entre deux traversées successives d’un tas.
La courbe rouge indique la survie exponentielle de paramètre µ= 0.22 s°1
fourmis chargées est estimée à Pcar r ying = 0.32±0.02. On a donc :
µc =µ ·Pcar r ying = 0.0704 s°1 (2.3)
et
µ f =µ · (1°Pcar r ying )= 0.1496 s°1 (2.4)
En utilisant par ailleurs les relevés des moments où ont lieu les prises et
les dépôts, on peut estimer la fréquence ∫(n) avec laquelle un tas de taille n
est modifié, soit qu’un dépôt accroisse n, soit qu’une prise diminue n, et ceci
pour chaque taille de tas n. Or, nous avons par ailleurs une relation entre cette
fréquence de changement de taille du tas, et les fréquences de prise et de dépôt
par traversée, pondérées par les fréquences de traversée, selon :
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∫(n)=µc ·P (drop|n)+µ f ·P (pick|n) (2.5)
En distinguant P+(n) la probabilité (la proportion) qu’un changement de
taille du tas soit un accroissement dû à un dépôt, on a par ailleurs :
µc ·P (drop|n)= ∫(n) ·P+(n) (2.6)
puisque la fréquence de changement de taille par accroissement est exacte-
ment la fréquence de dépôt par des fourmis chargées.
En remplaçant dans l’équation 2.5, on obtient :
∫(n)= ∫(n) ·P+(n)+µ f ·P (pick|n) (2.7)
En réarrangeant les termes, on obtient finalement une possibilité d’estimer
P (pick|n) selon :
P (pick|n)= ∫(n) · (1°P+(n))
µ f
(2.8)
Cette estimation demande donc de déterminer, pour chaque taille n, P+(n),
qui est estimée simplement par la proportion de changements par accroisse-
ment parmi tous les changements de taille. Cette estimation est présentée sur
la figure 2.7. On notera sur cette figure que les changements de taille par ac-
croissement sont plus probables quand la taille du tas est déjà élevée, ce qui est
une confirmation (indirecte) d’un effet d’amplification du dépôt par les dépôts
précédents.
À ce stade, on a donc une estimation des probabilités de prise et de dépôt
P (pick|n) et P (drop|n) lors de la traversée d’un tas de taille n. En termes com-
portementaux, nous voulons remonter aux taux de prise et de dépôt ¥p(n) et
¥d (n), qui correspondent à chaque instant aux probabilités par unité de temps
qu’une fourmi dépose ou prenne une boulette alors qu’elle est exposée à un
stimulus de taille n, et s’expriment en s°1.
2.3.1.4 Taux de prise et de dépôt
Dans son étude sur l’agrégation de cadavres, Sebastian Weitz a travaillé en
détail la procédure à suivre pour estimer les taux de prise et de dépôt à chaque
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FIGURE 2.7 – Probabilité qu’un changement de densité soit dû à un dépôt (P+(n),
cercles) ou une prise (P°(n), triangles), et les erreurs standard associées, avec rdrop =
rpick = 5mm.
instant le long d’une trajectoire de traversée d’un tas, à partir de données ex-
périmentales correspondant à des probabilités observées de prise / dépôt sur
l’ensemble de la traversée du tas (et qui correspond donc à une intégrale sur le
temps des taux de prise / dépôt). En toute rigueur, il faut prendre en compte
l’espace des chemins possibles correspondant à ces traversées, parce que le
temps moyen d’exposition au stimulus constitué par les boulettes du tas est
déterminant pour remonter de la probabilité de dépôt sur l’ensemble de la tra-
versée au taux de dépôt à chaque instant de la traversée. Nous ne rentrerons
pas à ce niveau de détail dans ce manuscrit, dans la mesure où il s’agit seule-
ment d’une première estimation de l’influence de la stimulation sur les taux de
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prise / dépôt, et qu’il s’est avéré a posteriori qu’une procédure simplifiée, que
nous présenterons, donnait des résultats satisfaisants.
Cette approximation consiste à considérer directement un temps moyen
de contact avec le tas stimulant (de l’ordre de la seconde, c’est-à-dire le temps
de parcourir 10mm à une vitesse de l’ordre du cm.s°1) en négligeant les évé-
nements de diffusion lors de la traversée (correspondant à des réorientations
de la fourmi). Que cette approximation permette des résultats satisfaisants (en
termes de prédiction du modèle calibré) tient d’une part au fait qu’au final il
reste deux paramètres libres à fixer, mais également au fait que les tas de bou-
lettes considérés sont ici très petits, et les durées de traversée très courtes.
Sans approximation, pour une traversée donnée d’une durée ¢c suivant le
chemin ¢l , où la fourmi chargée obéit à un taux de dépôt ¥(s) qui peut varier
avec le lieu s le long de ¢l , la probabilité P (keep|n) qu’elle ne dépose pas lors
de cette traversée, et ressorte chargée, est donnée par :
P (keep|n)= exp
µ
°
Z
¢l
¥(u)du
∂
(2.9)
où
R
¢l représente l’intégration le long du chemin ¢l . En faisant l’approxi-
mation que le stimulus est constant lors de la traversée du tas de taille n (et
donc ¥(s)= ¥d (n) avec n constant le long de ¢l ), on a :
P (keep|n)= exp
µ
°
Z
¢l
¥(u)du
∂
= exp
µ
°
Z
¢c
¥d (n)du
∂
= exp
µ
°¥d (n)
Z
¢c
du
∂
= exp °°¥d (n)¢c¢ (2.10)
On a donc
P (drop|n)= 1°P (keep|n)= 1°e°¥d (n)¢c (2.11)
Sous l’approximation d’une durée fixe¢c de traversée des tas, on peut donc
estimer ¥d (n) selon :
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¥d (n)=° log
°
1°P (drop|n)¢/¢c (2.12)
De même, le taux de prise ¥p(n) pendant ¢c peut être estimé selon :
¥p(n)=° log
°
1°P (pick|n)¢/¢c (2.13)
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FIGURE 2.8 – Taux (s°1) de dépôt (a) et de prise (b) en fonction de la taille du tas tra-
versé, pour une durée de contact ¢c = 1 s.
La figure 2.8 montre les résultats de cette dérivation. L’influence de la taille
du tas sur les taux de prise et de dépôt est clairement confirmée. Ces deux in-
fluencesmontre une logique d’amplification puisque le taux de dépôt sera plus
élevé là où des boulettes auront été déposées au préalable (donc le dépôt est sti-
mulé par les dépôts passés), et le taux de prise sera plus élevé là où le nombre
de boulettes présentes est déjà faible (donc la prise est stimulée par les prises
précédentes ou par l’absence de dépôts précédents).
Les formes analytiques suggérées par ces résultats sont très simples. Pour
l’influence de la taille du tas sur le taux de dépôt, une approximation linéaire
118
2.3 – Calibration des paramètres CHAPITRE 2.
semble pertinente. On pose donc :
¥d (n)= ¥d (1)+bd (n°1) (2.14)
L’ajustement linéaire donne :
¥d (1)= 0.135 s°1 (2.15)
bd = 0.11 (2.16)
Pour l’influence de la taille du tas sur le taux de prise, une approximation
linéaire sur l’inverse de la taille du tas semble pertinente. On pose donc :
¥p(n)= n/¥p(1) (2.17)
L’ajustement donne :
¥p(1)= 0.029 s°1 (2.18)
Ces ajustements sur des formes analytiques sont reportés par les courbes
rouges de la figure 2.8.
2.3.2 Modulation verticale du dépôt
Comme nous l’avons noté plus haut, les expériencesmontrent que les four-
mis adoptent un comportement particulier une fois qu’un pilier a atteint une
certaine hauteur : les dépôts sont alors faits plutôt en périphérie du sommet
et forment une couronne qui s’étend horizontalement (ce que nous avons ap-
pelé “chapeau”). On doit remarquer que cette extension apparaît à peu près à la
même hauteur sur tous les piliers ; c’est d’ailleurs ce qui permet aux chapeaux
de fusionner pour former un toit horizontal. Il est donc clair que cette influence
de la géométrie sur les lieux de dépôts ne peut être expliquée par la seule am-
plification des prises / dépôts détaillée ci-dessus, puisqu’elle n’intervient qu’à
une certaine hauteur et ne saurait émerger dans une géométrie isotrope. Il faut
donc considérer que les fourmis disposent d’une information sur la hauteur
119
2.3 – Calibration des paramètres CHAPITRE 2.
des piliers et des extensions latérales, et qu’elles modulent leur dépôts en fonc-
tion de la hauteur. On complète donc les règles comportementales du dépôt
par une modulation de son intensité en fonction de la hauteur du dépôt sur la
structure. Pour estimer cette modulation, on s’appuie sur un autre relevé expé-
rimental, réalisée par Nathalie Boulic lors de son stage d’été au CRCA en août
2007, sous la direction d’Andrea Perna, Guy Theraulaz et Christian Jost [181].
2.3.2.1 Protocole expérimental
Pour s’assurer de l’aspect spécifique de cette modulation du dépôt en fonc-
tion de la hauteur, nous avons mis les fourmis en présence de piliers artificiels
en bois. Dans une aire circulaire de 10 cm de diamètre, on met à disposition
des fourmis des piliers ronds en bois de 2.5 cm de hauteur et 2 mm de dia-
mètre, plantés dans une couche de plâtre. Le matériau de construction est un
mélange composé de quantités égales d’argile et de sable, 15 g en tout, déposé
en une couche homogène sur le plâtre. Comme dans la série expérimentale de
construction collective, le plâtre, et par conséquent le matériau de construc-
tion, sont maintenus humides par le biais d’une mèche de coton qui est im-
mergée dans l’eau.
Dans ces conditions, les fourmis prennent des boulettes sur la couche, et
déposent des boulettes de matériau sur les piliers en bois, à partir d’une hau-
teur minimale et jusqu’à une hauteur maximale : elles forment une couronne
de boulettes (Fig. 2.9).
Il est caractéristique d’observer qu’on voit bien apparaître ces extensions
latérales, constituées de boulettes d’argile agrégées sur les piliers à partir d’une
certaine hauteur, malgré la nature artificielle des piliers et leur hauteur qui ex-
cède largement celle des dépôts latéraux. Cela indique que ce comportement
d’extension est bien stimulé par la géométrie, indépendamment de la nature
du pilier, et en particulier, indépendamment du fait qu’il soit lui-même consti-
tué de matériau de construction.
Quatre répliques de cette expérience ont été réalisées. Pour chaque réplique,
on définit quatre zones sur le pilier en bois et on mesure pour chacune de ces
120
2.3 – Calibration des paramètres CHAPITRE 2.
zones les hauteursminimale et maximale des dépôts, ainsi que la hauteur pour
laquelle la couronne de boulettes est la plus épaisse. On a donc à notre dispo-
sition un jeu de données composé de 4£12 mesures.
(a)
(b)
FIGURE 2.9 – Illustration du dépôt latéral le long d’un pilier artificiel.
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2.3.2.2 Modèle de lamodulation verticale
La figure 2.10 montre l’histogramme des fréquences de dépôt en fonction
de la hauteur, comprise entre 0 et 12mm. On remarque qu’il existe une hauteur
caractéristique hc = 5mm à laquelle on trouve la majorité des dépôts.
On modélise cette distribution de fréquences par une loi normale asymé-
trique, de densité de probabilité f (h) suivante :
f (h)= 1
!º
e
(h°ª)2
2!2
ZÆ≥ h°ª! ¥
°1
e°
t2
2 dt (2.19)
dont les trois paramètres sont : ª la position, un nombre réel,! l’échelle, un
réel positif et Æ la forme (ou asymétrie), un réel.
On estime les trois paramètres de la fonction f à partir des données expéri-
mentales. On obtient les valeurs suivantes : ªˆ= 2.866, !ˆ= 3.727 et Æˆ= 8.582.
0.
0
0.
5
1.
0
2 4 6 8 10 12
FIGURE 2.10 – Histogramme des fréquences de dépôt sur un pilier en bois en fonction
de la hauteur h, et la courbe de densité de probabilité dont les trois paramètres ont été
ajustés (points bleus).
Si l’on considère une fourmi arrivant chargée au pied du pilier, et progres-
sant alors le long de la verticale jusqu’à la hauteur h, f (h) représente la fonc-
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tion de densité de probabilité que la fourmi fasse son dépôt en h, sous réserve
qu’elle n’ait pas fait son dépôt à une altitude inférieure. Les hauteurs les plus
hautes voient donc un flux de fourmi chargées réduit par les dépôts ayant lieu
aux altitudes inférieures. Pour prendre en compte cet effet de censure, on consi-
dère que le dépôt est effectivement modulé selon :
pd (n|h)= pd (n) ·F (h) (2.20)
avec F (h) la cumulée de f (h).
2.4 Paramètres libres
2.4.1 Résumé des hypothèses comportementales
A ce stade du travail, le modèle comportemental comprend les éléments
suivants :
Déplacement Les fourmis suivent un mouvement diffusif, caractérisé par un
coefficient de diffusionD.
Prises et dépots sur le plan Les taux de prise et de dépôt sont modulés par le
nombre de boulettes n présentes dans un rayon rcontact . Quand n augmente,
le taux de prise diminue et le taux de dépôt augmente.
Hp Le taux de prise est modulé selon ¥p(n)= n/¥p(1).
Hd ,1 Le taux de dépôt est modulé selon ¥d (n)= ¥d (1)+bd (n°1).
Modulation verticale du dépôt La hauteur des dépôts latéraux a une distri-
bution particulière, selon une loi normale asymétrique.
Hd ,2 La probabilité de dépôt est modulée selon F (h), la cumulée de f (h)
(Eq. 2.19).
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2.4.2 Dépôt spontané
Pour que le modèle comportemental de dépôt soit complet, il est néces-
saire d’ajouter un taux de dépôt spontané, qui correspond au cas où la fourmi
porteuse choisit de déposer dans un environnement local sans stimulus. Par
analogie, on note ¥d (0) ce taux de dépôt spontané. Nous n’avons pas de don-
nées expérimentales pour calibrer ce paramètre, qui reste donc à ce stade un
paramètre libre.
2.4.3 Marquage dumatériaumanipulé
Les observations de l’activité en présence d’un choix entre dumatériauma-
nipulé précédemment et dumatériau viergemontrent que lematériau est trans-
formé qualitativement lors de samanipulation par les fourmis. Nous attribuons
cette transformation à un marquage de type chimique, et nous faisons l’hy-
pothèse qu’il se dégrade avec le temps. Nous notons øm le temps caractéris-
tique de dégradation dumarquage des boulettes manipulées. Sur le modèle de
l’évaporation des phéromones, nous convenons que cette dégradation suit la
forme la plus simple, c’est-à-dire une disparition en exponentielle au cours du
temps. En conséquence, nous considérons que le dépôt est stimulé en présence
de matériau marqué, mais l’intensité de cette stimulation se dégrade avec le
temps. Sur un matériau nonmarqué (ou sur un matériau qui a perdu son mar-
quage), on considère que le dépôt n’est plus stimulé, et correspond donc au
dépôt spontané.
L’effet disparition de ce marquage au cours du temps se traduit donc par
un taux de dépôt effectif ¥d (n,ød ) qui dépend non seulement du taux de dé-
pôt en présence de n boulettes dans le voisinage défini par rcontact , mais aussi
du temps qui s’est écoulé depuis la dernière manipulation de ces boulettes (en
première approximation, nous prenons ce temps ød égal à la durée écoulée de-
puis le dépôt de la dernière boulette déposée) :
¥d (n,ød )= ¥d (n) ·exp(°ød/øm) (2.21)
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Le temps caractéristique øm de dégradation dumarquage est un second pa-
ramètre libre du modèle à ce stade du travail.
2.5 Implémentation dumodèle
Le modèle comportemental énoncé ci-dessus a été simulé par une implé-
mentation informatique permettant d’en dériver les prédictions. Le langage de
programmation est l’Objective-C sousMacOS X 10.6. La visualisation a été réa-
lisée séparément, codée en C++, utilisant les librairies OpenGL.
2.5.1 Représentation dumatériau
La masse d’argile disponible sous la forme d’une couche initialement ré-
partie de hauteur homogène est discrétisée en volumes élémentaires (“boulet-
tes”), de mêmes tailles ¢l . Cette représentation est guidée à ce stade par l’im-
plémentation numérique du modèle, dans laquelle l’espace est discrétisé sous
la forme d’un maillage cubique, chaque maille volumique pouvant être occu-
pée par une boulette. Quand une fourmi chargée dépose sa boulette, ce lieu de
dépôt doit obéir à la contrainte qu’une de ses faces au moins soit en contact
avec un site occupé par du matériau (on a donc une “adhésion” du matériau
par les faces des cubes élémentaires, et non par les arêtes ou les angles). On
considère comme marquée une boulette de matériau qui est déposée par une
fourmi virtuelle, et ce marquage est associé à la date de ce dépôt. Le matériau
présent initialement est nonmarqué.
Des implémentations avec une représentation de type continu sont éga-
lement possibles pour rendre compte de la répartition d’un matériau dans le
volume, en représentant par exemple la surface du matériau par une surface
triangulée, comme cela a été fait pour étudier les données issues de la tomo-
graphie à rayons X dans l’annexe A et qui permettraient sans doute unmeilleur
contrôle de l’approximationnumérique. Ce type de représentation soulève néan-
moins des questions numériques et algorithmiques assez compliquées, en par-
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ticulier si l’objectif est d’en étudier l’évolution par prise et dépôt de petites
quantités.
Le temps est également discrétisé, avec un pas ¢t . On choisit les pas de
temps et d’espace (
¢t = 1 s
¢l = 0.5mm
2.5.2 Déplacement
Le déplacement des fourmis est de typemarche aléatoire brownienne sur la
surface d’argile, c’est-à-dire à l’interface entre les cubes occupés par une bou-
lette d’argile et le vide. Nous avons négligé l’encombrement des corps des in-
dividus : seule l’aire de perception centrée sur la tête de la fourmi est prise en
compte dans notre implémentation. On considère donc qu’une fourmi occupe
un volume élémentaire du maillage cubique. Quand la surface se replie dans
l’espace au cours de la construction, le déplacement devient non plan, mais
obéit toujours à la contrainte que le déplacement se fait d’un volume élémen-
taire de départ à un volume élémentaire voisin, à condition que celui-ci soit
lui-même voisin d’un volume élémentaire occupé par le matériau. De la sorte,
la fourmi virtuelle reste toujours en contact avec le matériau.
Le choix de représenter la diffusion par une marche aléatoire brownienne
reste imparfait, mais cette implémentation correspond naturellement à l’im-
plémentation de la répartition spatiale du matériau dans un maillage cubique
et il est établi qu’elle converge vers la diffusion pour des temps assez grands.
Pour concilier les contraintes de pas de temps et d’espace fixés, et d’un co-
efficient de diffusion fixé, il faut considérer qu’une fourmi virtuelle effectue
plusieurs déplacements élémentaires (d’une position dans le maillage à une
position voisine) par pas de temps. Cette implémentation du déplacement est
donc paramétré par une unique grandeur, notéem, qui correspond au nombre
de déplacements élémentaires effectués durant un pas de temps de simulation
¢t . On cherche donc à calibrer ce paramètre pour que le coefficient de diffu-
sion dumodèleDsim soit égal àD le coefficient de diffusion des fourmis Lasius
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nigermesuré expérimentalement.
Durant sa thèse, C. Sbai [4] a mesuré le coefficient de diffusion de la fourmi
Lasius niger :
D = 87mm2 · s°1
que l’on peut exprimer en fonction de ¢t et ¢l :
D = 348¢l2 ·¢t°1
Pour calibrer le paramètre m, on réalise des simulations de trajectoires de
fourmis sur une surface plane (respectant le maillage), et on calcule le dépla-
cement net au carré moyen au cours du temps (MSD, Mean Square Displace-
ment). La pente k de la courbe est proportionnelle au coefficient de diffusion
k = 4D.
La pente ksim de la courbe qui s’approche le mieux de la valeur biologique
kexp est celle qui correspond au paramètre m = 1500. C’est donc cette valeur
que l’on retiendra pour les simulations. La figure 2.11montre leMSD des simu-
lations de trajectoires, les régressions linéaires associées, le MSD associé à la
valeur biologique de la pente kexp , et correspondant au coefficient de diffusion
mesuré expérimentalementD.
2.5.3 Discrétisation du temps et probabilités de prise / dépôt
Le temps étant discrétisé, on considère d’une part que la fourmi met à jour
sa perception tous les¢t , et qu’elle est exposée aumême stimulus pendant¢t .
De ce fait, sa probabilité de prendre une boulette parmi les n présentes dans
un rayon rcontact pendant ¢t est donnée par :
pp(n)= 1°exp
≥
°¥p(n) ·¢t
¥
(2.22)
Notons que du fait de la contrainte d’un déplacement toujours en contact avec
la surface, il est toujours vrai que la fourmi a au moins une boulette dans son
rayon de perception, exception faite du cas où lematériau est épuisé et que par
conséquent la fourmi atteint le socle.
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Fig. 7. Mean time (s) between two successive events (change of size) ± confidence interval CI95% as a function of n the number of pellets previously dropped within a
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FIGURE 2.11 – Déplacement net au carré moyen, exprimé en ¢l2 ·¢t°1, pour des tra-
jectoires simulées (croix grises ; régression linéaire associée : courbe rouge) avec le pa-
ramètrem permettant de retrouver le coefficient de diffusion mesuré expérimentale-
ment chez la fourmi Lasius niger (courbe verte).
De même, pour le dépôt, la discrétisation du temps implique pour une fourmi
porteuse que sa probabilité de dépôt pendant ¢t obéit à :
pd (n)= 1°exp
≥
°¥d (n) ·exp(°ød/øm) ·¢t
¥
(2.23)
s’il y a au moins une boulette marquée dans son voisinage, et, sinon, que c’est
le dépôt spontané qui détermine cette probabilité :
pd (0)= 1°exp
≥
°¥d (0) ·¢t
¥
(2.24)
2.5.4 Prise
On ajoute une contrainte sur les lieux de prise : on restreint la prise au ma-
tériau situé sous la fourmi. Cela signifie que nous empêchons le comportement
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de creusement de galeries par prise latérale de matériau. Cette restriction a été
introduite pour éviter que la structure dematériau puisse devenir non connexe
(par exemple, si un pilier supportant un chapeau est entièrement creusé la-
téralement, le matériau constituant le chapeau devient “volant”), ce qui né-
cessiterait d’implémenter des procédures particulières pour assurer la perti-
nence physique de la structure. Ces problèmes interviennent cependant rare-
ment dans la première phase de la construction (piliers + chapeaux) comme on
peut le tester en supprimant cette contrainte, ce qui implique que les prédic-
tions sont peu affectées par celle-ci. Cette contrainte devra certainement être
peaufinée ou repensée pour l’exploration des stades suivants de la construc-
tion (par exemple, les structures à plusieurs étages). Ce point est repris en dis-
cussion.
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2.6 Validation des hypothèses comportementales
Afin de vérifier si les hypothèses que nous avons faites sur le comporte-
ment individuel sont valides, c’est-à-dire mènent à l’édification de structures
similaires à celles obtenues dans les expériences de construction collective, on
compare les résultats de simulations numériques de cemodèle comportemen-
tal aux résultats expérimentaux décrits dans la partie 2.1, à l’échelle collective.
Les illustrations de la figure 2.12 montrent un exemple caractéristique du type
de structure que nous obtenons par simulation. On obtient bien des piliers
recouverts par des chapeaux : les résultats numériques sont qualitativement
proches des données expérimentales.
2.6.1 Grandeurs observables à comparer
Une comparaison plus quantitative s’appuie sur les grandeurs caractéris-
tiques quenous avons estimées sur les structures obtenues expérimentalement :
l’évolution du nombre de piliers au cours du temps, et la moyenne des dis-
tances entre piliers voisins à l’état final.
Nous avons donc traité les résultats numériques selon la même procédure
que les données expérimentales, décrite dans la partie 2.1. Nous avons d’abord
effectué un repérage automatique des zones considérées comme des piliers.
Pour cela, il fut nécessaire de définir un critère de surface de zone considérée
comme un agrégat. Le choix de ce critère a été fait par comparaison entre les
résultats de cette procédure de repérage automatique et les piliers que nous
identifiions à l’oeil sur les visualisations des simulations numériques.
Enfin, les scripts d’analyse des expériences de construction collective ont
été utilisés sur ces données de simulations numériques et nous avons ainsi pu
déterminer le nombre moyen de piliers ainsi que la distance moyenne au plus
proche voisin. Nous disposons alors de deux grandeurs caractéristiques de la
dynamique de construction collective qui nous servent de points de comparai-
son entre les expériences de construction collective et les simulations numé-
riques du modèle comportemental individuel.
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(a)
(b)
FIGURE 2.12 – Illustrations de simulations numériques dumodèle comportemental de
construction : (a) vue globale de toute la surface de simulation, (b) zoom sur un angle.
Les fourmis sont représentées par les cubes rouges, le matériau par les cubes marrons
et gris. La coloration en niveaux de gris est un indicateur de l’altitude dumatériau.
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2.6.2 Résultats
Le tableau 2.1 résume les estimations des différents paramètres utilisés pour
les simulations.
Il reste deux paramètres qui ne sont pas estimés expérimentalement : le
taux de dépôt spontané ¥d (0) et la vitesse de disparition du marquage ¥m , im-
possibles à estimer à partir des données expérimentales disponibles. Il faut
donc en choisir les valeurs, et voir pour quel ordre de grandeur on retrouve
les grandeurs caractéristiques observées. Pour cela, nous avons réalisé une ex-
ploration numérique pour un jeu de valeurs croisées pour ¥d (0) et ¥m , dans
des ordres de grandeur compatibles avec le phénomène biologique étudié (6
simulations par couple de valeur, 9x7 = 63 couples de valeurs).
Pour chaque couple de valeur, on fait le repérage de la dynamique des pi-
liers émergents. On retient le demi-temps caractéristique de l’évolution tem-
porelle (i.e. la moitié du temps nécessaire pour atteindre l’état stationnaire où
le nombre de piliers ne change plus), ainsi que la moyenne des distances entre
piliers voisins (Fig. 2.13). On observe que les sensibilités de ces deux grandeurs
à ces deux paramètres apparaissent comme décorrélées : la distance moyenne
entre piliers voisins est clairement dépendante du temps de dégradation du
marquage, mais semble peu affectée par le taux de dépôt spontané, alors que
l’inverse est vrai pour le demi-temps caractéristique de la dynamique. Cette
décorrélation permet donc de repérer un couple de valeurs qui correspond le
mieux aux valeurs mesurées expérimentalement (points repérés en rouge sur
la figure 2.13).
On trouve : ¥d (0) = 5 · 10°04 s°1, correspondant à un temps moyen avant
dépôt de 30 minutes ; et ¥m = 5 · 10°05 s°1, correspondant à un temps moyen
øm de 5 heures et demie. Les simulations du modèle avec ces deux paramètres
libres ainsi fixés montrent bien une bonne correspondance avec les données
expérimentales (Fig. 2.14).
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Échelles
¢t Pas de temps 1 s
¢l Pas d’espace 5mm
Déplacement
Dsim Coefficient de diffusion 348¢l2 ·¢t°1
m Nombre de déplacements élémentaires cor-
respondant par pas de temps
1500
Perception
rcontact Rayon de perception. Pour le¢l choisi, ce sont
les cellules adjacentes qui sont perçues
5 mm
Prise / Dépôt
¥p(1) Taux maximal de prise 0.029 s°1
¥d (1) Taux minimal de dépôt stimulé 0.135 s°1
bd Facteur d’amplification du dépôt 0.11
¥d (0) Taux de dépôt spontané — s°1
øm Temps de dégradation du marquage des dé-
pôts (i.e. l’inverse de la vitesse de disparition
¥m , exprimée en s°1)
— s
TABLE 2.1 – Récapitulatif des paramètres du modèle simulé.
2.7 Conclusion
Dans ce chapitre, nous avons décrit l’élaboration d’un modèle de compor-
tement individuel impliqué lors du processus de construction du nid, et la cali-
bration expérimentale de ses paramètres. Nous avons pu le valider pendant de
la première phase de la dynamique.
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FIGURE 2.13 – Exploration paramétrique des prédictions du modèle en termes de la
moyenne des distances inter-piliers à l’état final (A—dnn) et du temps caractéristique
de l’évolution du nombre de piliers ( B— halftime), pour des plages de valeurs biologi-
quement raisonnables de la vitesse de dégradation du marquage (¥m ,marking decay)
et du taux de dépôt spontané (¥d (0), spont. drop rate). Les figures C et D montrent la
sensibilité de ces grandeurs au paramètre le plus influent, l’autre paramètre étant fixé
à la valeur de référence repérée par le point rouge.
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FIGURE 2.14 – Comparaison des deux grandeurs caractéristiques expérimentales, et
des prédictions du modèle (lignes rouges). En A et B, on reporte la densité de piliers,
et la moyenne des distances entre piliers voisins au cours du temps. On observe que la
dynamique a convergé vers un état stationnaire après environ 50 heures, et on retient
un demi-temps caractéristique de 25 heures pour l’exploration de sensibilité présentée
à la figure 2.13. En C et D sont présentées la distribution des distances entre piliers voi-
sins à l’état final, ainsi que la fonction d’auto-corrélation spatiale entre piliers. La gran-
deur majeure est la distance caractéristique qui sépare deux piliers voisins r = 10mm
qui est retenue comme grandeur indépendante pour l’exploration de sensibilité.



Chapitre 3
How do antsmake sense of gravity ?
Préambule à l’article
Dans le chapitre 2, nous avons décrit l’élaboration d’un modèle de com-
portement individuel impliqué lors du processus de construction du nid, et la
calibration expérimentale de ses paramètres. Nous avons ensuite pu le valider
pendant la première phase de la dynamique.
Pour continuer l’étude de ce phénomène demorphogenèse, il faut à présent
prendre en compte l’impact de la structure émergente sur le comportement des
fourmis, en particulier leur déplacement. En effet, la surface plane initiale est
transformée en une surface non plane, dont les pentes et les courbures peuvent
influencer les trajectoires des individus. Dans ce cas, la statistique de visite des
lieux de prise et de dépôt n’est plus uniforme sur la surface, et évolue au cours
du temps. L’activité de construction peut donc être affectée par la structure via
une modification du déplacement des fourmis. Il est donc nécessaire d’étudier
avec précision le déplacement et l’impact des caractéristiques de la surface sur
celui-ci.
L’article présenté dans ce chapitre correspond aux premières étapes de ce
travail de modélisation et quantification de l’influence de la surface sur le dé-
placement. Pour cela, nous avons étendu unmodèle classiquement utilisé pour
décrire lesmarches aléatoires diffusives sur des surfaces planes et défini leMar-
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cheur de Boltzmann Généralisé, qui permet de prendre en compte la dépen-
dance des paramètres de la marche aux caractéristiques de la surface sur la-
quelle évoluent les fourmis (pente, courbure).
Cette généralisation reste compatible avec la marche aléatoire diffusive sur
des surfaces planes d’inclinaison nulle, garde comme variable descriptive la di-
rection de la marche, et permet de séparer l’influence de la structure sur la vi-
tesse de marche, la longueur parcourue entre deux changements de direction
et le choix de la nouvelle direction. Elle permet donc d’analyser les données en
termes de choix comportementaux.
Pour étudier ces effets, et mettre au point cette analyse statistique, nous
avons commencé par la première étape : l’évolution sur une pente constante,
en variant son inclinaison. Cette première étude expérimentale de l’effet de la
pente sur le déplacement des Lasius amontré une tendance des fourmis à pré-
férer les directions proches de la ligne de plus grande pente. L’article a été pu-
blié dans PLoS ONE.
Unemise en perspective de ce travail dans le contexte de la thèse est donné
en section 1.5.2.
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How do antsmake sense of gravity ?
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3.1 Abstract
The goal of this study is to describe accurately how the directional informa-
tion given by support inclinations affects the ant Lasius niger motion in terms
of a behavioral decision. To this end, we have tracked the spontaneous mo-
tion of 345 ants walking on a 0.5x0.5 m plane canvas, which was tilted with 5
various inclinations by (0,º/9,º/6,º/4,º/3) rad (> 845000 data points). At the
population scale, support inclination favors dispersal along uphill and down-
hill directions. An ant’s decision making process is modeled using a version of
the Boltzmann Walker model, which describes an ant’s random walk as a se-
ries of straight segments separated by reorientation events, and was extended
to take directional influence into account. From the data segmented accordin-
gly (> 73000 segments), this extension allows us to test separately how average
speed, segments lengths and reorientation decisions are affected by support
inclination and current walking direction of the ant. We found that support in-
clination had a major effect on average speed, which appeared approximately
three times slower on the º/3 incline. However, we found no effect of the wal-
king direction on speed. Contrastingly, we found that ants tend towalk longer in
the same directionwhen theymove uphill or downhill, and also that they prefe-
rentially adopt new uphill or downhill headings at turning points. We conclude
that ants continuously adapt their decisionmaking about where to go, and how
long to persist in the same direction, depending on how they are aligned with
the line of maximum declivity gradient. Hence, their behavioral decision pro-
cess appears to combine klinokinesis with geomenotaxis. The extended Boltz-
mann Walker model parameterized by these effects gives a fair account of the
directional dispersal of ants on inclines.
Keywords : BoltzmannWalker ; randomwalk ; Boltzmann equation ; disper-
sal ; animal movement ; spatial ecology ; landscape feature
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3.2 Introduction
The goal of the present study is to describe accurately the effect of sup-
port inclination on the ants Lasius niger’s motion in terms of their behavioral
decisions, namely how the directional information given by the graviception
continuously affects their decision process about where to go. To address this
question, we have gathered high-quality movement data by tracking the spon-
taneous motion of 345 ants walking on a 0.5x0.5 m plane canvas, which was
tilted with various inclinations ∞ by (0,º/9,º/6,º/4,º/3) rad.
This study fits in a series of works devoted to themodeling of collective buil-
ding processes in social insects [170, 182]. Such processes require that indivi-
duals (ants, termites) transport tiny loads ofmaterial fromone place to another.
In such a description, an individual picks up a load of material at some place,
walks for a while, and ends up dropping its load some distance away from the
picking site. Following the stigmergy principles defined byGrassé in the context
of nest building in termites [156], the regulation of the final structure is achie-
ved through amplificationmechanisms [149, 28]. For instance, in corpse aggre-
gation [170], ants pick and carry corpses around and are more prone to drop
their load in places where many corpses were dropped before, so that the more
corpses there are at some place, the more additional corpses will be dropped
there. In the end, this amplification process leads to the formation of corpse
aggregates. More generally, the building of social insect nests, such as ants and
termites, emerge from the accumulation of numerous individual transports.
Hence, a full description of the individual transports requires the identifica-
tion of the local decision of picking / dropping a load of material, as well as a
detailed description of the paths taken by individuals.
A methodology for modeling this kind of processes has been thoroughly re-
viewed in a previous article [151], especially for the identification of the be-
havioral rules governing the individual dropping / picking rates depending on
the local conditions. In these studies, building behavior happened on the two-
dimensional plane, and ants’ motion has so far been modeled using the clas-
sical model of diffusion. Diffusion refers to the dynamics of the density of ants
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as a function of location and time, so it is a macroscopic description of what
happens at the population scale. At the individual scale, various random walk
models have been proposed in biology to describe the movements of animals
[183, 184]. For instance, in an experiment reported by [185], Lasius niger ants
distributed their search efforts over all parts of the experimental area, in the ab-
sence of food. Hence, on the level ground and in a pure exploratory context, La-
sius niger ants’ motion is likely to be well described using a randomwalk. Most
terrestrial ants display search behavior based on some kind of random walk,
with significant inter-specific differences likely linked to functional concerns
with food spotting efficiency [186]. Searching behavior is also known to be af-
fected by internal and / or external factors, from locomotory patterns to exter-
nal guidelines [187], which can have large scale consequences through colonial
amplification in the presence of food [152]. Random walk models can be seen
as algorithms which describe the decisionmaking process of a given animal all
along its path and produce individual trajectories. Since the term randomwalk
refers to differentmodels of the decision process, we restate in theMethods the
full details of the version that has beenmost often used in ants : the Boltzmann
Walker model. In this description, the path of an animal is approximated in a
series of straight moves of various lengths, separated by turning angles. This
stochastic model describes how long an animal will move straight ahead, and
the choice of the new direction it takes when turning. In every study on a ho-
rizontal plane, its parameters measured at the individual scale were shown to
yield predictions compatible with typical measures of the diffusive behavior of
ants (esp. the diffusion coefficient) [3, 170, 151, 154, 188, 189, 190].
Now,motivated by the need to progress towards an explanation of 3-dimen-
sional structure construction (termites mounds, ants nests), we need to consi-
der the major difference between motion on a horizontal plane andmotion on
a tilted surface developing in 3 dimensions, that is, the local inclination of the
surface. In the building phase, the tilted and curved surfaces of the structure in
progress are expected tomodify the antsmoving decisions andmight thus have
in turn an effect on the nest architecture itself [189]. If ants react to support
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inclination by preferentially adopting some paths, the diffusive model would
no longer hold, the whole process of material displacement would be affected,
and may produce in turn a different final structure. For instance, Robinson et
al. found a slope-based decision in Pheidole ambigua dropping their excavated
load of soil near the nest entrance, driven by changes of direction preferentially
downhill than to uphill. As a consequence, dropping sites are more often lo-
cated where the slope is the least steeply uphill from the nest entrance, which
affects in turn the shape of the ring-shaped pile around the nest entrance [37].
Numerous studies in insects show that the inclination of the support has in-
deed a strong effect on individual locomotion behavior. For instance, the speed
of adult beetles decreased with an increase in the slope of the substrate as
a reaction to the increased gravitational force vector opposing uphill move-
ment [191]. In ants, Weihmann & Blickhan advocate that proprioceptive sen-
sing mechanisms, such as graviception, are in regular demand for ants’ navi-
gation inside the nest, since sensory stimuli used for foraging outside are la-
cking [192] and the pheromone-based navigationmay be of poor directionality
since the inner walls are only passively coated by cuticles’ hydrocarbons [193].
In termitesHospitalitermes rufus,H. sharpi, andMacrotermes carbonarius, Jan-
der et al. [194] have found that the orientation angle between the slope direc-
tion upward or downward and the direction of walking decreases with increa-
sing slope inclination (geomenotaxis). They suggest that body weight mediates
much, if not all, of the gravity perception. The studies dealing with ants on in-
clinesmainly focused on the slope-detectionmechanisms, that is how they de-
tect a slope from a biomechanical point of view [195, 196, 192] or how sensitive
this detection is in the context of learning and path integration, especially in
the desert ant Cataglyphis fortis [197] because path integration along an un-
dulating terrain requires ants to compute the ground projection of their path
with sufficient accuracy [198]. Wintergest et al. reported that desert ants are
able to discriminate a steeper test slope that differed from the training slope
by 12.5± for moderate slopes below 60± inclination[197]. In those previous stu-
dies, the effect of the inclination was measured in set-ups in which the ants
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were constrained to move along one dimension, either uphill or downhill. To
our knowledge, no proposition has beenmade so far of a full 2-dimensional al-
gorithmicmodel of the decision-making process in ants moving on an inclined
surface without constraints, thereby allowing movement in any directions.
The first step of our analysis was to check that the trajectories of Lasius ni-
ger are indeed affected when the support is inclined. The section Experimental
Results report some measures showing this global effect on the statistics of lo-
cations, headings and speeds of the ants at the population scale.
To understand this global effect in terms of individual decision processes
along the trajectory, we then proceed with the Boltzmann Walker framework.
First, we check that this model is still relevant in the present context when ants
move on the horizontal plane with no orientation field, and allows the quanti-
tative correspondence between the individual parameters estimated from the
trajectories and the population dispersal. We take this level plane condition as
the reference case to test for inclination effects.
Then, we consider how precisely the inclination should affect the decision
process. Organisms orient themselves to the effect of stimuli (such as heat,
light, humidity, gravity etc.) in two ways. One is by a directed orientation reac-
tion (taxis), in which the direction of motion of the organism is influenced by
the stimulus. The other method of orientation is an undirected locomotory
reaction (kinesis) in which the average speed or the average rate of turning of
the organism, but not the direction in which it moves, are dependent on the
stimulus [199, 200, 184]. In the diffusive version, there is no directional infor-
mation that would orient the trajectories of the animals, and the standard BW
model takes accordingly for granted that speed, turning rates and reorientation
decisions are constant parameters over the field (or at least that they are isotro-
pic since they do not depend on the heading of the animal). Hence, we propose
an extended version of the BW model in which the three parameters are allo-
wed to depend on the orientation field or, equivalently, on the heading of the
animal with respect to the global direction given by the inclination. This exten-
ded Boltzmann Walker model is presented in the section Analysis. It allows us
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to examine separately the effect of the inclination on the three parameters. We
validate that these effects quantified at an individual scale yield back popula-
tion statistics which are compatible with those observed.
Finally, we discuss how this extended BoltzmannWalkermodel can be used
in contexts of more natural landscapes with heterogeneous inclinations.
3.3 Results
3.3.1 Data set
For experiments, a 0.5£0.5m virgin painting canvas was set up under HD
video camera recording (1920£1080 pixels), and tiltedwith various inclinations
∞ by (0,º/9,º/6,º/4,º/3) rad. Since we know that ant motion can be greatly
affected by temperature [2, 201], the experiments were performed within a cli-
matic room in order to control precisely the temperature (26±C) and relative
humidity (50%). For each inclination and each of 3 colonies, 23 ants were col-
lected from their housing container and placed within a Fluon-coated bowl,
with a tuft of cotton soaked with sugar water. Then, each ant was gently picked
up in turn using a small pig hair paintbrush, and the brush headwas lowered to
touch the canvas at the center point, where the ant could spontaneously walk
down from the brush onto the canvas (see Movie S1 illustrating such an event).
Ants could take up to seven minutes to walk down from the brush, but they
usually made it in approximately one minute. This careful procedure ensured
that the ants displayed a spontaneous behavior and not an escape response.
Note that the ant Lasius niger is known for not displaying active trail-laying
behavior in an exploratory context, and that the passage rate on the canvas ex-
cludes effects from passive pheromone deposition (area marking by footprint
hydrocarbons laid passively by walking ants) [202]. The ants were then filmed
until they exited from the canvas frame. From the 50 Hz interlaced video re-
cordings, a custom tracking software extracted the position of the ant at each
framewith sub-millimeter precision (seeMovie S2 illustrating a short sequence
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of tracking). These tracked points were finally sub-sampled at 25 Hz. To avoid
taking into account the very first moments of ants experiencing a new surface,
we have discarded the early part of the trajectory up to the time when the ant
had walked at least 1 cm away from its dropping site. To avoid the geometrical
bias due to the square shape of the canvas, we defined the end of a trajectory
as the point where the ant exited the 0.2 m radius circle centered on the star-
ting position. Overall, we obtained 69 trajectories for each inclination ∞, yiel-
ding a total of 345 trajectories, representing 845263 data points (Min=127, Me-
dian=1798, Max=14434 data points per trajectory).
We believe that this experimental data set benefits from being well control-
led for factors affecting the ants’ motion (temperature, humidity, stress), and
uses high tracking precision to determine ants’ positions. As we do not claim
that the modeling framework we use below is exhaustive by nature, we made
the whole data set available as supplementary information so as to offer the
community an opportunity to analyze the ants’ trajectories froma complemen-
tary point of view (e.g. with potential field approaches [203, 204], continuous
time analysis [205, 206]) or further analytical account of the observed directio-
nal persistence due to support inclinations (e.g. [207]).
3.3.2 Effect of inclinationon the time-averaged statistics of ants’
motion
Examples of ant trajectories on the inclines are illustrated in Fig. 3.1A. Ty-
pically, for higher inclination ∞, trajectories aremore andmore elongated along
the line ofmaximumdeclivity gradient (hereafter, steepest line). The inclination-
averaged time-averaged statistics of headings, shown in Fig. 3.1B, consider all
ants’ headings estimated every second. They confirm that antswere foundmore
and more often aligned with the steepest line as the inclination was higher. A
circular test, relevant for bimodal distributions [208, 209] shows that the dis-
tributions are significantly different from uniform even for the smallest incli-
nation (∞ = 0 : P = 0.692 ; ∞ = º/9 : P = 0.013 ; ∞ = º/6 :P = 0.011 ; ∞ = º/4 :
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P ø 10°3 ; ∞ = º/3 : P ø 10°3). Over time, these orientation effects consis-
tently bias the positions of ants towards locations uphill or downhill and trans-
late into a change of space occupancy, as the ants spread more in the direc-
tion of the steepest line, namely more vertically than horizontally. To illustrate
this effect, we have used the absolute values of horizontal versus vertical co-
ordinates of ant positions averaged over time as proxies (Fig. 3.1C). The higher
values along the steepest line are an indication that here the ants are found
on average further away from the center along the steepest line than along the
horizontal line, meaning that ants are more dispersed on the steepest line di-
rection (Two-sample Kolmogorov-Smirnov testing the homogeneity of the dis-
tributions along the steepest line versus along horizontal line : ∞= 0 : P > 0.05 ;
∞> 0 : Pø 10°3).
In a second step, using the noisy tracked positions, we recovered a repre-
sentation of the ants’ trajectories compatible with the Boltzmann Walker des-
cription. For this, the time series of detected locations were converted into a
FIGURE 3.1 (following page) – Effect of the support inclination on A— typical trajec-
tories of ants, B— statistics of headings andC— statistics of positions. Slopes are in-
dicated by labels ∞, and illustrated by the (arbitrarily) increased length of the vectors on
the left, heading uphill. Trajectories are 8.95, 2.28, 1.86, 2.30 and 0.67 meters long res-
pectively. The statistics of headings, shown in B, compiles all ants’ headings over time
estimated every second. They show that ants aremore andmore often aligned with the
steepest line as the inclination becomes steeper. Over time, this consistently biases the
positions of ants towards locations uphill or downhill (up or down on the graphs A).
This bias is summarized in C, using as proxies the absolute values of horizontal h|X |i
versus vertical h|Y |i coordinates of ant locations averaged over time for each ant (one
dot per ant) for each inclination (red dot : X and Y locations averaged over time and
ants, red line : X = Y ). The higher values in Y indicate that the ants are on average
further away from the center along the steepest line (Y axis) than along the horizontal
line (X axis), meaning that ants are more dispersed in the Y direction. Both types of
distributions are significantly different from homogeneity even for the smallest incline
∞=º/9.
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FIGURE 3.2 – Typical example of a segmented trajectory. A portion of a trajectory is
shown in dots (same ant as in Fig. 3.1A for the null inclination). The segments resulting
from algorithm 1 are shown as red lines.
series of straight segments separated by reorientation events. A full description
of this segmentation procedure is given in the Methods section, and a typical
result is illustrated in Fig. 3.2. As a result, we obtained for each ant a on incli-
nation ∞ a series of Na,∞ segments of various length La,∞,i with headings Æa,∞,i
and (Na,∞° 1) reorientations events quantified by the corresponding smallest
signed deviations µa,∞,i recovered following :
µa,∞,i = S arccos
°
cosÆa,∞,i+1 cosÆa,∞,i + sinÆa,∞,i+1 sinÆa,∞,i
¢
(3.1)
Overall, we obtained 345 trajectories (69 per inclination value) containing
from 3 to 2246 segments. The numbers of segments per trajectory for each in-
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clination were (min–median–max) 0 : 11–228–2246 ; º/9 : 11–243–1816 ; º/6 :
11–110–1334 ; º/4 : 9–84–573 and º/3 : 3–70–400. The total numbers of seg-
ments for each inclination were : 0 : 24456 ; º/9 : 23801 ; º/6 : 11663 ; º/4 : 7318
and º/3 : 5985, with the total number of segments being 73223.
From these trajectories, we derived individual time-averaged statistics such
as the time needed to reach the border of the outer circle of radius 0.2m, and
the walked distance and the corresponding average motion speed within this
area. The inclination was found to have a major effect on the motion speed of
the ants ; the steeper the inclination, the slower the ants (Fig. 3.3A, H4 = 170.96,
P ø 10°3). This lower speed consistently induced a longer time to reach the
edge (Fig. 3.3B, H4 = 20.59, P < 10°3). However, we observe that on the highest
inclination ants display straighter trajectories, mostly aligned with the steepest
line. As a consequence, their average trajectory length is approximately half as
short as in the reference case (Fig. 3.3C, H4 = 59.81, Pø 10°3).
Thus far, these time-averaged statistics confirm that inclination has a ma-
jor effect on speed, but also that ants adapt locally their decisionmaking about
where to go, and/or how long to persist in the same direction, depending on
how they are aligned with the steepest line. To give a full account of how the
support inclination affects the ants’ trajectories, we propose a behavioral mo-
del which accounts for this effect at the individual scale, as a stochastic decision
process all along the trajectory. This model is developed by extending the stan-
dard BWmodel.
FIGURE 3.3 (following page) – Effect of the support inclination on A — the ave-
rage motion speed, B — the average residence time and C — the average trajectory
lengths. These quantities are computed over 69 trajectories for each inclination. The
inclination has a major impact on the motion speed, which in turn induces longer re-
sidence times. However, since ants move straighter towards the upper or lower edges
when the inclination is steeper, their total trajectory length within the disks is lowered.
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3.3.3 Analysis of trajectories using the Extended BWmodel
The Extended BoltzmannWalkermodel
The classical Boltzmann Walker model is summarized in the Methods as a
reference. In short, the BW model describes the behavior of diffusive walkers
with two main components : straight paths separated by instantaneous reo-
rientations events. In the purely diffusive version, homogeneous in space and
time, and at constant speed, the memory-less nature of the process entails an
exponential distribution of the lengths of the paths, with a characteristic length
∏ (or a corresponding spatial frequencyµ, inm°1). The reorientation events are
governed by a probability density function PÆ(Æ0|Æ) choosing a new direction
Æ0, which is symmetric around the incoming direction Æ, and can be more or
less concentrated around it. For most forms of PÆ (e.g. elliptical), this concen-
tration can be quantified by g , the mean cosine of the orientation deviation,
which indicates the heading persistence (from g = 0 for a complete reorienta-
tion process, or null persistence, to g = 1 for null deviations, or complete per-
sistence).
Being memory-less, the stochastic behavior of the Boltzmann Walker can
furthermore be translated with no approximation into partial differential equa-
tions describing the time evolution of the probability density f (x,Æ, t ) finding
the walker at location x, in the direction Æ at time t . This yields the well-known
Boltzmann equation (see Methods). When this model is used to describe li-
near transport systems in a homogeneousmedium, e.g. photons scattering in a
cloud, it is usually taken for granted that speed c, the mean free path ∏= 1µ and
phase function PÆ(Æ0|Æ) are independent of the incoming direction Æ. Moreo-
ver, external influences such as gravity (e.g. acting on molecules described as
random walkers when analyzing gas diffusion) would be described by an addi-
tional term to account for forces.
In contrast, the effect of support inclination ∞ on an ant’s decision making
process will be studied by analyzing how those three parameters are affected by
Æ so that ants are found more often aligned with the steepest line, depending
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on inclination ∞ (we exclude a direct action of gravity, so the inclination effect
is purely mediated by the behavioral decision).
Introducing the full dependencies of these parameters, the extended ver-
sion requires :
c ¥ c(∞;Æ) , µ¥µ(∞;Æ) and PÆ ¥ PÆ(Æ0|Æ;∞;Æ) (3.2)
There are three main predictions compatible with the higher probability of fin-
ding ants aligned with the steepest line :
— a – When ants are aligned with the steepest line, they become slower
— b –When ants are aligned with the steepest line, they increase their path
lengths on average
— c – When ants take new directions, they favor uphill or downhill direc-
tions
The first two predictions are a type of ortho-kinesis and klino-kinesis respec-
tively, the third being a kind of taxis. Note that we assumed here that speed
fluctuations (among and / or within individuals) are governed by a process un-
correlated with the reorientation and persistence decisions, and remain to be
studied separately, if relevant.Hence speed, themean free path andphase func-
tion are treated in this context as independent parameters. Accordingly, in the
next part, the three predictions will be tested independently, and for each incli-
nation ∞ separately. For prediction (a), we will test whether the average speed
depends on the current walking direction Æ. For predictions (b) and (c), we
will test whether the geometrical properties of the trajectories (mean segment
length, angular deviation between consecutive segments) also depend on di-
rection Æ.
Analysis
First, using the Mean Square Displacement, we checked that L. niger dis-
played diffusive behavior in the horizontal condition of the present setup, as
expected from previous studies. Sincemotion speed can vary among ants, even
for the same inclination, we report it as a function of the number of reorienta-
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FIGURE 3.4 –Mean Square Displacement of ants on the horizontal plane (∞= 0). The
MSD (m2) is shown as a function of the number of reorientation events along the tra-
jectory. Points and dotted lines report the observed values (mean, 95%CI). The square-
curve “ballistic“ shape for few events are a trace of the direction persistence of ants,
which disappears after some direction changes, yielding then a linear dependence of
the MSD to the number of reorientation events, a well-known indication of diffusive
behavior. For even larger numbers of reorientation events, the censoring effect of the
domain frontier becomes dominant. The red line reports the MSD predicted by simu-
lating the isotropic BWwith the parameters estimated from the segmented trajectories
for the null inclination.
tion events, which is insensitive to speed variations (Fig. 3.4). The observed pat-
tern is clearly consistent with a diffusive motion at the statistical scale. This is
a strong indication that the BWmodel is relevant and, importantly, it validates
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the segmentation procedurewhich yields the correctmeasures of themean free
path and phase function consistent with the observed dispersion rate.
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FIGURE 3.5 – A—Distribution of headings HÆ(∞), B — corresponding motion speed
c(∞,Æs), C —mean free path ∏(∞,Æs), and D— g (∏,Æs), the asymmetry coefficient of
the phase function. The heading domain has been split into 16 sectors (each centered
on the corresponding Æs). The upper row shows for inclinations ∞ increasing from left
to right the proportion of segments headings falling in each sector, and the lower rows
show the average quantities computed over the corresponding segments sets. Std. err.
for B, C, D are in the order twice the thickness of the line.
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Then, using the segmented series, we computed for each inclination the
frequency distributions HÆ(∞) of the ants’ headings Æa,∞,i . To examine the in-
fluence of the current heading Æ, we split the set of segments into 8 heading
sectors Æs , and computed the corresponding average speed c(∞,Æs), mean free
path (average segment length)∏(∞,Æs)= h
∞∞La,∞,i∞∞i∞,Æs , and heading persistence
associated to the asymmetry coefficient of the phase function g (∞,Æs)= hcosµa,∞,i i∞,Æs ,
where hi∞,Æs denotes averaging over sector Æs and inclination ∞. The results are
shown in Fig. 3.5.
For the null inclination, the distribution of the headings is flat (Fig. 3.5A,
∞ = 0), and the distributions of the speed, mean free path and heading persis-
tence are all isotropic (Fig. 3.5B,C,D for ∞ = 0), which confirms that the ants
are well described by the isotropic BW model on the horizontal plane. As the
inclination increases, the distributions of the headings are skewed towards di-
rections aligned with the steepest line (Fig. 3.5A), in agreement with the distri-
butions of 1s-step sampling of headings shown in Fig. 3.1B.
Using the sector splitting of the parameters, we cannow test eachprediction
in turn.
Prediction a –When ants are aligned with the steepest line, they become slo-
wer Regarding the average speed c(∞;Æs) (Fig. 3.5B), beyond the global reduc-
tion found above (Fig. 3.3A), we found no indication that the average speed
would be affected by the current alignment of the ant with the steepest line, for
any support inclination.
Prediction b – When ants are aligned with the steepest line, they increase
their path lengths on average We observe that the mean free path ∏(∞,Æs)
(Fig. 3.5C), remains the same magnitude on average for all inclinations. Howe-
ver, there is a strong indication that the angular distributions of ∏(∞,Æs) show a
shift from the isotropic shape found for ∞= 0 towards an anisotropic shape for
steeper inclinations, with a skew in favor of segments aligned with the steepest
line. This means that ants would walk longer when they are aligned with the
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FIGURE 3.6 – Segment length survival functions depending on the incoming direc-
tion and support inclination The orientation domain has been split in 8 sectors. Seg-
ments were partitioned in sectors according to Æi , the incoming direction of the ant.
Graphs represent the corresponding survival distributions of the segments’ length. The
corresponding phase functions are shown in Fig. 3.7.
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steepest line (Figs. 3.5C and 3.6). Importantly, when segments are aligned with
the steepest line, the increased length is almost the same either uphill or down-
hill, while it remains close to the value found for the null inclination when the
ants are moving horizontally.
Prediction c – When ants take new directions, they favor uphill or down-
hill directions The concentration of directional deviations, or heading persis-
tence g (∏,Æs) also seem to be affected by the inclination (Fig. 3.5D) with ants
losing some persistence as the inclination is steeper. In addition they seem to
be affected very little by the current walking direction Æs . However, we found
that the very shape of the phase function was actually affected by the incoming
directionÆ, we therefore reported the phase function separately for each sector
(Fig. 3.7).
We found a major effect of Æ such that the shape of the phase function
appeared to depend both on the inclination and the incoming direction. Ob-
viously, and here again in accordance with the isotropic BW model, the phase
function is the same for every incoming direction in the case of the null inclina-
tion. However it appears more and more skewed towards uphill and downhill
directions as the inclination increases. Significantly, the phase functions still
display mirror symmetry for pairs of opposite incoming directions (Æ, Æ+º),
albeit with different shapes when heading horizontally (right / left) or vertically
(up / down). When the incoming direction is vertical, either up or down, the
ants tend to persist in their direction in the same way as when they walk on the
null inclination. When the incoming direction is horizontal, the phase function
becomes less concentrated to small deviations, especially for the steeper in-
clination for which it becomes poorly persistent : at reorientation events, ants
tend to depart directly from the horizontal line in either uphill or downhill di-
rections, with a likely preference towards downhill directions. For intermediate
incoming directions, the phase function becomes evenmore asymmetric, with
a higher concentration when turning towards the closest vertical heading, es-
pecially when it is downhill, and is less concentrated otherwise.
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FIGURE 3.7 – Phase function depending on the incoming direction and support in-
clination The orientation domain has been split into 8 sectors. Segments were parti-
tioned in sectors according to Æi , the incoming direction of the ant. Graphs represent
the corresponding distributions of the next direction deviation µ. Red arrows are the
average Æi in each sector.
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As a final check that these observed effects of support inclination on the
extended BWmodel features and parameters are fairly consistent with the ob-
servations at the population scale, we have generated numerically trajectories
using the parameterizedmodel (seeMethods).We report the observed and pre-
dicted distributions of exit headings in Fig. 3.8. The predictions recover well the
general trends of the ants’ statistics, as they capture both the higher probability
to exit uphill or downhill, and also the downhill exit preference.
Overall, this analysis shows that the extended BW model parameters un-
dergo two kinds of effects as the inclination increases, and the two predictions
(b) and (c) should be considered. As for the prediction of klino-kinesis (b), ants
moving on the steeper inclination actually appeared to increase their path lengths,
on average, when they are aligned with the steepest line (Fig. 3.5C). As for the
choice of the newdirection at the ends of their free paths (taxis, c), they alsomo-
dified their choice when their incoming direction was horizontal with a mar-
ked preference for choosing new vertical headings. For intermediate incoming
directions, ants favored up or down directions depending on which is closer.
Consistently, they also appeared to maintain more often their current heading
FIGURE 3.8 (following page) – Observed (left) and predicted (right) statistics of the
exit heading, for each inclination. The exit headings were computed for each ant as
the direction from the starting point to the point where they exited the disk of radius 0.2
m. Their distributions are shown for each inclination (left, N=69 per ∞ value). The ar-
row indicates the direction of the magnetic North (N). Simulations of trajectories were
performed using the sector-based statistics of the phase function and mean free path
(N=100,000 simulations by inclination, seeMethods for the simulation algorithm). The
corresponding predicted exit headings distributions are shown on the right. The com-
patibility of the data with the predictions was tested using the standard Kolmogorov-
Smirnov test for the null hypothesis that the two distributions were drawn from the
same continuous distribution. This null hypothesis is not rejected for any inclination.
The consistency of the data and the predicted distributions indicates that the impact of
the inclination on the ant motion is comprehensively captured by the induced change
in the BWmodel features.
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when they were already walking uphill or downhill.
3.4 Discussion
In this study, we have performed a detailed analysis of how L. niger ants
move on an inclined support, examining even at the scale of their decisionma-
king processes.We have first revealed population level statistics which show in-
deed that the support inclination affects the ants’ dispersal, and we propose in
the end a behavioral model of their random walk that embeds the influence of
this inclination on their decision about where tomove to, and for how long : the
extended Boltzmann Walker model. The standard Boltzmann Walker model is
amodel of reference to describe the randomwalk of ants on a horizontal plane.
It was extended to incorporate the different possible effects the support incli-
nation could have on the decisionmaking of walking ants. The extendedmodel
was parameterized using a high-quality set of data, and the measured functio-
nal dependencies of its parameters on the inclination show how the latter af-
fects these decisions. At this individual level, we found that the directional field
given by support inclination affects ants’ motion decisions on two parameters,
depending on their incoming direction (or alignment with the steepest line) :
the mean distance between turning events (mean free path) and the choice of
the new direction at turning points. Thus the behavioral decision process ap-
pears to combine klinokinesis with taxis. We also found that the support incli-
nation had a major impact on the average moving speed of the ants, but this
effect was isotropic and did not depend on the incoming direction. The model
establishes the correspondence between the individual stochasticmotion deci-
sions governing the randomwalk process and the prediction of the anisotropic
dispersal of the population (Fig. 3.8).
The present set-up was designed to isolate the effect of inclination on the
ants’ decision-making, so as to identify and quantify this effect. To this end,
we managed to maintain the inclination the same all over the field, and keep
everything else as constant as possible. In this homogeneous field, we consis-
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tently assumed that the influence of inclination on motion decisions was the
same everywhere. It is noteworthy in this case that the lower speed on stee-
per inclines is more or less compensated for by straighter trajectories, so that
themean residence time in a definite area is onlymildly affected by inclination.
Further theoretical developments are required to derive themacroscopic equa-
tions corresponding to the extended BW model in the case of such a homoge-
neous directional field. Such a derivation of invariant characteristics (oriented
diffusion, residence time, first-return statistics, statistics of visits...) is however
expected to be challenging, especially considering the asymmetric shape of the
phase functions for intermediate directions (Fig. 3.7), which precludes the re-
ciprocity of paths, a standard requirement for the diffusion approximation. In
fact, in the present state, it is likely that such macroscopic features are to be
derived numerically in most cases.
Moreover, themost interesting biological situations arise naturally for land-
scapes of varying inclinations. Since the characteristic shape of these variations
(e.g. spatial frequencies spectrum) will probably be case-specific (dispersal wi-
thin the nest, foraging in the external environment around the nest entrance,
migration, etc), the functional consequences of the reaction to support incli-
nation is expected to be highly context-dependent. In the context of building
behavior, the next step will be to establish how the distributions of visits inside
a given structure is affected by the preference for alignment with the steepest
line (versus a uniform distribution predicted by pure diffusion).
The extended BoltzmannWalker model is a time-continuous description of
the motion built upon the assumption of a memory-less process, so decision-
making is considered instantaneous at themodel time-scale, and only depends
at any timeon the informationperceived at position~x at that time. So it remains
fully appropriate in the context of a varying inclination, as the extension (3.2)
simply translates to :
c ¥ c(∞(~x);Æ) , µ¥µ(∞(~x);Æ) and PÆ ¥ PÆ(Æ|0Æ;∞(~x);Æ) (3.3)
The predictions about how the extended BWmodel would shape the distri-
bution of ants in a given landscape call for dedicated numerical studies, using
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Monte-Carlo simulations in complex geometries. There is no additional need
for simulating the choice of a new direction since it remains a purely local de-
cision at turning points. However, it would require specific algorithms (such as
a null-collision algorithms[210]) to cope with heterogeneous distributions of
the mean free path, and computation with no approximation of the locations
where the individual makes heading turns. Such an algorithm will need to be
further adapted to also take into account the effect of inclination on the ave-
rage motion speed.
As for the speed variance (either for one individual across time, or among
individuals), we have indicated that we focused on the geometrical aspects of
the trajectories, considering the speed process as independent. As a matter of
fact, this assumption is well supported a posteriori by the result that we did not
find an effect of the heading on the average speed of ants, that is, the speed
process does not seem to be affected by directional information. As it is known
that speed can vary with temperature, replicating the same study with higher
and lower temperatures would constitute a good test for the independence bet-
ween the process governing speed, and the two processes governing trajectory
geometry, which we have assumed here.
Consideringmacroscopic statistics, using average speed andneglecting speed
distribution has proven to be a fair approximation in previous studies [3, 170,
151, 154, 188, 189, 190]. Accordingly, we suggest using average speed as a first
order approximation, as long as typical speed variations are the same scale as
themean free path.Under this condition, speedfluctuationswould impact only
mildly on measures averaged over large time scales. If this approximation is
to be rejected based on experimental grounds (e.g. caste-dependent average
speed, or daily-scale variations), it might become necessary to investigatemore
closely the impact of speed distribution on average statistics, depending on the
biological question at hand.
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3.4.1 Open questions
The isotropic distribution of average speed appears as a surprising result
since it would be expected, for instance, that ants progressing uphill should
be slower than when moving downhill. For instance, Seidl et al. found lower
speeds on steeper inclines in desert ants moving uphill, but indicate that de-
sert ants progressing downhill displayed high velocities [211]. This is in contrast
with our finding with Lasius niger in the present set-up where the velocity sho-
wed no dependency to the walking direction, even for the steepest inclination.
However, Wohlgemuth et al. report, also in the desert ant, that speed was re-
duced in both their uphill and downhill channels (±54±) compared to their flat
channel, thereby excluding metabolic cost as a reliable means to gauge wal-
ked distance on various inclines [198]. In an attempt to determine the effects of
inclination on the gross metabolic cost of locomotion in leaf-cutter ants, Holt
& Askew report that ants travelled the fastest on a horizontal plane, and indeed
moderated their speedwith the inclination, both on the incline and the decline.
They suggest that ants adapt their behavior so as to keep their metabolic rate
constant despite changing mechanical demands [212]. The issue of energy de-
mand and climbing behavior in small animals was raised by Full & Tullis [213],
who pointed out that this demand should be minimal. Consistently, Lipp et al.
refute an energy-basedmechanism for slope anglemeasurements in small ants
such as Camponotus because the relative cost of vertical locomotion should be
smaller in smaller animals, and become negligible with regards to the relatively
larger cost of basic metabolism required for just walking [214]. These contras-
ting findings in different speciesmay of course stem from the species per se (e.g.
the inclination has no effect on speed in the wood ants [211]), but also from the
different behavioral tasks the ants had to face and the different experimental si-
tuations in which those measures were carried out. For instance, in the context
of following foraging trails on inclines, leaf-cutter ants show a behavioral plas-
ticity in selecting their load size, likely because the inclination had a significant
effect on their walking speed [215].
Regarding the statistics of exit heading direction (Fig. 3.8), we observed a
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visible excess in favor of the lower right part of the canvas, which is mostly
present for intermediate support inclinations (and disappears for the steepest
one, ∞ = º/3). We have no explanation for this bias so far, and it calls for fur-
ther examination and testing. For instance, eusocial insects are sensitive to the
magnetic field [216]. Sandoval et al. have shown recently that Solenopsis ant
orientations are affected by changes in themagnetic field direction in a context
of exploration (on the level plane)[217], and Atta colombica were also shown
to use magnetic information for their path integration [218]. We have indica-
ted the direction of the magnetic North on figure 3.8, but the skew observed in
the exit headings does not align with it, and we are not aware of studies about
magneto-reception in Lasius niger.
More generally, the coarseness of the substrate on which ants are moving
should also be considered, as it can impact greatly on both speed and the si-
nuosity of trajectories [190]. In addition it is likely that ants’ motion behavior
should be affected by physical parameters such as temperature, wind or even
air humidity. In principle, the extended BW model would allow the incorpora-
tion of any combination of these effects within the same framework, and the
experimental task would consist of revealing how the three extended parame-
ters are affected by each kind of information. In the spirit ofWeitz et al. [151], we
advocate that this framework is then a good starting point to design the relevant
experimental setups. For instance, ants might also adapt their paths according
to the local curvature of the support, in addition to its inclination. Since cur-
vature is indeed a spatial variation of inclination, both effects can be difficult
to disentangle. The extended BW framework could help in designing the most
efficient experimental measures that should be taken to discriminate between
both effects.
Finally, is this influence of ground inclination relevant for contexts other
than ants’ motion behavior ? Understanding how animal movements are expli-
citly driven by environmental factors is a challenge for further advances in dis-
persal ecology [219, 220, 221]. One major constituent of landscapes are spatial
variations in declivities and hills. The extended Bolztmann Walker framework
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and themethodology presented above for using it in quantification and predic-
tion of animal movements might be of help in such studies.
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3.5 Methods
3.5.1 Ants collection and housing
Three colonies of ants Lasius niger were collected along the south part of
the river Garonne, about 30 km south of Toulouse, France, on a private property
with the permission of the owner. Lasius niger is not a protected nor endange-
red species. Our experiments compliedwith the laws and ethical recommenda-
tions currently in effect in France where the experiments were performed. Co-
lonies were housed in plastic containers, and fed ad libitum with sugar water
and Bhatkar preparation [171]. The experiments took place in a facility provi-
ded by the Ecole des Mines, Albi, France (E 2±10050.0900, N 43±55020.0600). The
upper end of the steepest line of the canvas was heading ENE (Grid azimuth
= 73±, the magnetic North is indicated on figure 3.8, the magnetic declination
of the site is approximately 0.2±). The timetable of the experiments is given in
Table 3.1.
3.5.2 Computer tracking procedure
The tracking program was written from scratch using the Core Image infra-
structure of Mac OSX (Objective-C + GPU-based Imagemanipulation), starting
from the CIColorTracking example ([222]). Each movie frame was successively
applied with the filters CIGammaAdjust (with inputPower 0.3), CICrop (with
inputRectangle set as a 40x40 pixels square centered around the latest detec-
ted location), CIColorControls (with inputContrast as 3.5), and the CIColorTra-
cking ad hoc filter MaskFromColor (with inputThreshold 0.27083 and inputCo-
lor defined by the user clicking on the background color in the first frame). This
yielded a binary representation of the 40x40 pixels area containing ON-pixels
corresponding to the ant and noisy speckle from background, from which the
centroid of the largest spot was computed, using a partition algorithm where
two adjacent ON-pixels were considered to belong to the same spot. A short
recording of a typical session is given as supplementary Movie S2.
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TABLE 3.1 – Experiments Timetable
Inclination Colony Day (YYYY-MM-DD) Hour (HH :MM-HH :MM)
0 D 2012-05-29 14 :15-15 :00
º/9 D 2012-05-29 15 :25-16 :20
º/6 D 2012-05-29 16 :25-17 :30
0 C 2012-05-31 15 :45-16 :40
º/6 C 2012-05-31 17 :15-18 :05
º/4 C 2012-06-01 11 :20-12 :35
º/3 C 2012-06-01 16 :55-18 :45
0 C 2012-06-01 19 :45-20 :50
º/9 C 2012-06-04 11 :30-12 :40
º/9 C 2012-06-04 14 :10-14 :40
0 A 2012-06-15 14 :00-15 :45
º/9 A 2012-06-15 16 :10-17 :30
º/4 A 2012-06-15 17 :50-18 :40
º/3 A 2012-06-18 11 :30-12 :50
º/6 A 2012-06-18 14 :50-15 :30
º/3 D 2012-06-18 16 :00-17 :20
º/4 D 2012-06-18 17 :40-18 :50
3.5.3 Data availability
The whole set of data is made available as supplementary information. The
data are given as supplemental data files (zip archives) : ∞ = 0 : Dataset S1 ;
∞=º/9 : Dataset S2 ; ∞=º/6 : Dataset S3 ; ∞=º/4 : Dataset S4 ; ∞=º/3 : Dataset
S5.
Each archive file contains a series of 69 files, onefile per ant. Eachfile contains
the data of a trajectory in a tab-delimited text format with 9 columns, corres-
ponding in order to the inclination index, the colony index, the temperature,
the humidity, the recording date, the individual index, the rank of the video
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frame, the corresponding time in second, and the x and y coordinates in me-
ters. Each file starts with a header line labeling this information.
3.5.4 Estimates of heading distribution from raw data
For the distribution of headings over the time shown in Fig. 3.1, each trajec-
tory was split into a sequence of 1-s periods, corresponding each from about 20
to 50 data points, depending on the speed. The local orientation of the trajec-
tory was computed as the orientation of the axis corresponding to the first prin-
cipal component of the cloud of points, using the R function princomp [223].
The circular histogram of the values were finally computed using the function
rose.diag of the R package circular [224].
3.5.5 Segmenting trajectories into sequencesof straight freepaths
We will detail in this section the algorithm we used to split the ants’ tra-
jectories into series of consecutive segments. Our algorithm is sourced from
the field of time series data mining. This matter has received much attention
over the last decade in relation with the increase of computer power and the
explosion of data time series in a wide range of fields, from Life Sciences[225]
to Telecom[226] and Image Processing[227]. The so-called piecewise linear ap-
proximation of a temporal signal is widely used to support clustering[228], clas-
sification and context recognition[226, 229]. Threemajor segmentation approaches
can be distinguished : the sliding window, the top-down and the bottom-up
algorithms. An extensive comparison between these approaches is given by
Keogh et al [230]. The first is the most intuitive approach but gives the worst
result[231]. Both latter ones operate on the whole set of points and the bottom-
up approach is clearly the most reliable one.
The piecewise linear approximation in our context addresses the following
problem : given a time series of locations in the plane, finding the best partitio-
ning in linear segments. Such a process will thus aggregate consecutive points
that belong to the same segment into one representation of this segment even
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if those points are not perfectly aligned. As an approximation, it can give a com-
pact representation of the data, but compromises accuracy.
Hence the major concern for series segmentation is the balance between
compactness and accuracy, i.e. the optimal number of segments[225, 232]. For
a given series, the compactness can be evaluated by the number K of segments,
and the accuracy should be evaluated by a distance between original data and
approximation. In the words of Keogh [230], the balance criterion can be consi-
dered in several ways :
1. Given a time series T, produce the best representation using a fixed num-
ber K of segments.
2. Given a time series T, produce the best representation such that themaxi-
mum error for any segment does not exceed some user-specified thre-
shold (local error, ≤).
3. Given a time series T, produce the best representation such that the com-
bined error of all segments is less than some user-specified threshold (to-
tal error ≤T ).
The problem of finding the best partitioning is combinatorially complex, and
the data time series are up to approximately N = 15000 points long. We there-
fore designed aheuristic-basedO(N2) algorithm inspired fromgradient-descent
to derive the segments series from the points series. This algorithm is presented
in Algorithm 1, and a typical result is shown in Fig. 3.2. We have chosen to fol-
low the second criterion, and had to set a distance ≤, meaning that any original
data point is not further than ≤ from the line segment it has been aggregated
to. For a given time sampling of the ants’ motion, the appropriate value of ≤
depends on the noise introduced by the tracking program : if the criterion is
too low, the process of aggregating points into sets corresponding to segments
stops too early, and lots of segments actually correspond to noise. Conversely,
if the criterion is set too high, points are aggregated in too large sets, and we
miss the details of the turning events. Hence, the confidence in this procedure
ultimately calls for a fair estimate of the noise.
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As a first check for the algorithm consistency, we have tested its perfor-
mance on an artificial set of data in a zero-noise situation. For this, we have
generated an artificial trajectory following the Boltzmann Walker model on a
large area (1.5 m), with parameters close to the ones found in ants in first ap-
proximation : ∏= 1.0 10°2 m, g = 0.6. This trajectory is a sequence of 2266 seg-
ments separated by reorientation events, which have been sampled according
to the elliptical sampling presented below in section Elliptical heading devia-
tion sampling. This sequence was then resampled every ¢l = 0.6 10°3 m cor-
responding to an ant travelling at 15 10°3 m.s°1 sampled at 25 Hz. This yielded
a series of 37876 locations, given as the input to the segmentation algorithm,
run with a very demanding criterion ≤ = 10°6 m. The output of the algorithm
was 2037 segments, with an estimated mean free path ∏ˆ = 1.09 10°2 m and
an estimated persistence gˆ = 0.609. The missed segments correspond to very
small angular deviations : two almost perfectly aligned segments are combined
into one segment by the algorithmwhen their angular difference falls below the
minimal angle associated with ≤. Both distributions of segments lengths and
angular deviations were also well recovered (Fig. S1).
The next step was to estimate the sensitivity of the segmentation procedure
to the accuracy of our estimation of tracking noise æT . For this purpose, we
carried out a cross-exploration of couples (≤,æT ), with ≤ values in
≤ 2 (0.01,0.1,0.5,1,1.5,1.6,1.7,1.8,2,3)£10°3 m
and æT values in
æT 2 (0,0.1,0.2,0.25,0.3,0.35,0.4,0.45,0.5,0.6,0.8,1)£10°3 m
For each couple of values, we generated 300 artificial trajectories as above,
using parameters g = 0.6, and ∏ = (0.5,1.0,1.5,2.0)£10°3m, and retrieved the
estimates gˆ and ∏ˆ. The results are shown in Fig. S2. Essentially, fixing our es-
timate of the tracking noise to æT = 0.3£ 10°3 m, there exists a criterion ≤ =
1.7£10°3 m (Fig. S2, red lines) around which the segmentation procedure re-
turns a fair estimation of both ∏ and g , and more importantly in the present
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context, captures almost perfectly the varying ∏. If we fix the criterion to this
value, and vary the noise, the results appear also robust against a rough es-
timation of the tracking noise. Finally, since the criterion is ultimately a mi-
nimal angle of deviation between two consecutive segments, ≤ also depends
on the spatial frequency of the data points, namely the mean distance cove-
red between two consecutive points. With a sampling time frequency fixed by
the video tracking, this implies that it depends in turn on average speed, so
we scaled this criterion as speed decreases for steeper inclinations, following
≤∞0 = (c∞=0/c∞0 ) ≤.
3.5.6 Mean Square Displacement computation
Since ants displayed varied speeds, and showed some periods of stopping
from time to time, we computed the Mean Square Displacement as a function
of the number of reorientation events rather than time, following [233]. For this,
we used the trajectory representations given by the segmentation procedure.
For each number of reorientation events k, k = 1..25, the trajectory was split
into a sequence of n(k) successive reorientation locations xi separated by k
events. The MSD was then computed as :
MSD(k)= 1
n(k)°1
n(k)°1X
i=1
kxi+1°xik (3.4)
3.5.7 Circular Statistics
In order to conduct heading statistics analysis, we used circular statistics,
taking heading distribution as the input. Linear statistical measures cannot be
used because angles on a unit circle have modulus 2º (0 = 2º = 4º etc), and
the fact that °º and º correspond to the same direction [234]. Given the shape
of the distribution (with a combined skew towards upward and downward di-
rections), we used a test for uniformity that is capable of dealing with bimo-
dal data : the Hodges-Ajne test. This test is reputed to work well for bimodal
or multimodal distributions. It was written with R [223] using code written for
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Algorithm 1 Piecewise linear segmentation of the trajectories.
The procedure is parameterized by a stopping criterion ≤, a distance.
{Pi }, i = 1..N are 2D-locations sampled at a constant time sampling rate.
{L j }, j = 1..M , M <N are sets of consecutive Pi of various lengths.
Each set is associated with S j the segment delineated by the orthogonal projec-
tion of the two end points onto the major axis of the points cloud.
We denote d(i ) the distance from Pi to segment S j it belongs to.
We denote e =maxi d(i ) the error associated with {L j }.
We denote {L j }(k [ k+1) the segments series derived from {L j } by merging the
successive segments k and k+1, resulting in one segment extending from seg-
ment k starting point to segment k +1 ending point. The derived series is one
segment shorter than the original.
We denote {L j }(k [ k+1[ k+2) the segments series derived from {L j } by merging
the successive segments k, k +1 and k +2, at the point Pmin which introduces
theminimal error, resulting in two segments extending from segment k starting
point to Pmin , and from Pmin to segment k+2 ending point. The derived series
is one segment shorter than the original.
1: {L j } is initialized with the complete series of the shortest segments, joining
every couple of successive locations : P1°P2, P3°P4, ..., Pi °Pi+1
2: e = 0 since all Pi are endpoints of their respective segment.
3: while e ∑ ≤ do
4: for each Lk 2 {L j } do
5: Compute ek for {L j }(k [ k+1 [ k+2)
6: end for
7: {L j } becomes {L j }(k [ k+1 [ k+2) for which ek is minimal.
8: for each Lk 2 {L j } do
9: Compute ek for {L j }(k [ k+1)
10: end for
11: {L j } becomes {L j }(k [ k+1) for which ek is minimal.
12: e = ek
13: end while
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a MATLAB toolbox providing a useful approximation for large data sets, allo-
wing us to avoid factorial calculations [208, 209]. The null hypothesis is that the
population is uniformly distributed (isotropic). We can therefore compute the
orientation direction when the null hypothesis is rejected. Since the distribu-
tions seem to be bimodal with two opposite modes, undirected axes have been
computed. Following Batschelet [234], we double the angles and reduce them
modulo 2º to obtain a unimodal circular sample. Letm2 denote the mean vec-
tor with r2 and£2 its polar coordinates. Let µi be one of the n observed angles.
Let x¯ and y¯ be the rectangular coordinates of the centre of mass of points pro-
jected on the unit circle. Then
x¯ = 1
n
(cosµ1+cosµ2+·· ·+cosµn)
y¯ = 1
n
(sinµ1+ sinµ2+·· ·+ sinµn)
(3.5)
r2 is the mean vector length with components x¯ and y¯ :
r2 = 1n [(
X
cosµi )
2+ (Xsinµi )2] (3.6)
The mean angle£2 is obtained :
£2 =
(
arctan(y¯/x¯) if x¯ > 0
º+arctan(y¯/x¯) if x¯ < 0 (3.7)
In order to obtain of the undirected axis angle of the original sample, we
must cancel the effect of doubling :
£1 =£2/2 or º+£2/2 (3.8)
£1 defines the mean axis. In order to measure the dispersion, Batschelet
proposes the mean angular deviation :
s2 = [2(1° r2)]1/2 (3.9)
The final angular deviation value of our bimodal samples is :
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s1 = s2/2 (3.10)
The function to compute the P-value for the test of uniformity was adapted
for R from circ_otest of Circular Statistics MATLAB toolbox [208, 235].
3.5.8 Simulating the extended BWmodel
When the need is to simply generate trajectories from the standard BWmo-
del, parameterized by a mean free path ∏ and a phase function given by an el-
liptical function characterized by the mean cosine g , the numerical resolution
can be done exactly, with no spatial approximation nor time discretization, fol-
lowing the algorithm 2.
Algorithm 2Generation of a standard BW trajectory.
Input parameters : mean free path ∏, elliptical phase function of parameter g
Variables : position (x, y), heading Æ.
runi f (a,b) returns uniform sampling in [a..b]
rexp(∏) returns exponential sampling of mean ∏.
rel l i pti c(g ) returns elliptical sampling according to algorithm 4 below.
End() is any condition to stop.
1: (x, y)= (0,0)
2: Æ= runi f (°º,º)
3: l = rexp(∏)
4: while (not End()) do
5: (x, y)= (x, y)+ (l cos(Æ), l sin(Æ))
6: Æ=Æ+ rel l i pti c(g )
7: l = rexp(∏)
8: end while
To simulate the extended BW model, we need to further take into account
the dependence of the parameters on the heading Æ. To this end, we have used
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the eight sector-based experimental distributions of mean free path and hea-
ding deviations shown in Fig. 3.6 and 3.7. Since we used eight sectors Æs , the
resolution of the extended BW model is an approximation regarding angular
dependence, but otherwise keeps the structure of the algorithm 2.
These simulations were performed in the R environment [223]. In order to
program the random sampling function for each sector, and each parameter,
the empirical cumulative distribution was first estimated from the correspon-
ding data set, using ecd f . Then, this estimated function was sampled over an
abscissa interval discretized in 100 bins, using approx.
For instance, let’s denote F(a) as the discretized cumulated function of hea-
ding deviations for a given sector and a given inclination, with ai , i = 1..100
spanning [°º,º]. By construction F (a) 2 [0..1], F (°º)= 0 and F (º)= 1. To draw
random numbers according to F (a), a uniform u is drawn in [0..1], the lowest
discrete abscissa ak for which F (a) > u is found using which, and the output
value o is computed by linear interpolation between this discrete abscissa ak
and the previous ak°1, proportionally to their corresponding F values, namely :
o = ak°1+ (ak °ak°1)(u°F (ak°1))/(F (ak)°F (ak°1)) (3.11)
Denoting sector-based randomsampling r f reepath∞(Æ) and rheading∞(Æ)
for free paths and turning angles respectively, generation of one simulated tra-
jectory according to the extended BW model for a given inclination ∞ is given
by the algorithm 3. To generate the predictions of exit headings, series of 10,000
trajectories for each inclination were generated following this algorithm, each
starting from the center, and up to the exit from the 0.2 m radius of the circle
(End() condition). Then the intersection point between the trajectory and the
circle was retrieved, and its heading computed.
3.5.9 Elliptical heading deviation sampling
Generating artificial data required sampling the angular deviation accor-
ding to a probability density function governed by parameter g , the average
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Algorithm 3Generation of an extended BW trajectory.
Input parameters : inclination ∞, free path sampling function r f reepath∞(Æs),
turning angle sampling function rheading∞(Æs)
sector (Æ) returns the sector of Æ.
runi f (a,b) returns uniform sampling in [a..b]
Variables : position (x, y), heading Æ.
End() is first exit from the 0.2 m radius circle.
1: (x, y)= (0,0)
2: Æ= runi f (°º,º)
3: l = r f reepath∞(sector (Æ))
4: while (not End()) do
5: (x, y)= (x, y)+ (l cos(Æ), l sin(Æ))
6: Æ=Æ+ rheading∞(sector (Æ))
7: l = r f reepath∞(sector (Æ))
8: end while
cosine of the deviation. We used an elliptical shape for this function. A random
deviation can be drawn following the algorithm 4.
Algorithm 4 Elliptical angular sampling.
Input parameter : g .
runi f (a,b) return uniform sampling in [a..b].
1: gratio = (1.0° g )/(1.0+ g )
2: tmp = tan(runi f (0,1)§ (º/2))§ gratio
3: sgn = si gn(runi f (°1,1))
4: dev = 2.0§ sgn§atan(tmp)
5: return dev
3.5.10 The BoltzmannWalker (BW)model
In the Boltzmann Walker model, the particle or the animal keeps moving
on a straight line until it punctually and instantaneously changes its velocity
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(orientation). Its path can thus be split into a sequence of linear segments. This
model, inspired by the scattering behavior displayed by photons in participa-
ting media, has been called Velocity-Jump process in other fields [183, 236].
When particles such as photons are involved, velocity changes are trigge-
red by local interactions with molecules or particles. As far as ants or other ani-
mals are concerned, the velocity changes look random,with no apparent events
such as collisions, and the attempt to disclose the deterministic triggering me-
chanism (internal neural process, reaction to randomly dispersed indiscernible
heterogeneities ,etc) would be challenging in most cases.
However, this random component of the path can be precisely specified as
follows : the velocity change can occur at any time, it does not depend on how
long the animal has been walking since the last velocity change event — this is
a memory-less process. Let µ denote the rate at which velocity changes occur ;
the unit is the inverse of a distance, meaning that (in case of µ constant) an ant
displays a velocity change every 1/µ m on average. It is worth noting that this
quantity may vary in space and time under the leverage of environmental clues
provided that this influence can be considered as instantaneous at the model
time scale ; thereafter, we shall restrict the analysis to specific cases where it
only depends on the position (µ¥µ(r)).
Starting from the location of the last change, the probability that the next
change does not occur before the ant has walked l is thus given by :
P (l )= exp
µ
°
Zl
0
µ(r)ds
∂
(3.12)
with integration following the curvilinear abscissa along the trajectory.
If the rate is constant over space, P (l ) = exp°°µl¢ and the probability to
carry on over l with the same velocity is indeed the survival function. We will
denote the average distance covered between changes ∏= 1/µ (inm), which is
known asmean free path in statistical physics.
What happens at turning points under this model ? Let us denote !0 and
! the unit direction vectors of two consecutive segments. The normalized dis-
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tribution of direction changes p(!|!0) is also known as the phase function (or
scattering indicatrix) in statistical physics. The quantity p(!|!0)d!determines,
for a turning event, the probability that an animal walking in the direction !0,
will be scattered within the limits of the elementary angle d! in the direction
!. The normalization constraint is then :Z
2º
p(!|!0)d!= 1
In the field of biology, this random walk is called a correlated random walk
(CRW) : the new direction is chosen with a particular shape of the probability
density function according to the previous direction. It is common to observe
in a social insect that forward scattering is dominant, meaning that the animal
has a tendency to make small deviations at each reorientation. The particular
case where p(!|!0) is uniform and indeed independent of !0 is named a pure
random walk (RW). To characterize reorientation events with a single and sca-
lar quantity, it is usual to define the anisotropy coefficient of the angular phase
function g computed by :
g =
Z
2º
p(!|!0)!.!0d! (3.13)
g collapses to 0 for a uniformphase function and tends to 1 as the deviations
become smaller and smaller around the previous direction. It may also tend to
-1 when the animal exhibits a strong propensity to take frequent u-turns.
It can be shown that the statistics of space occupancy corresponding to this
model are well approximated by a diffusion process (see below). Moreover, the
corresponding diffusion coefficient that would govern the spreading rate of a
population over time is strictly related to the parameters of the individual deci-
sion model following (in 2D) :
D = v
2
∏
1° g (3.14)
so that, at the macroscopic level, the diffusion coefficient truly depends on
the combination of the mean free path and the distribution of turning angles.
182
3.5 – Methods CHAPITRE 3.
Hence a macroscopic formulation of a correlated randomwalk driven by
°
∏,g
¢
could be as well rendered by a pure randomwalk driven by (∏§,0) provided the
mean free path ∏ is tuned accordingly so that : ∏§ = ∏1°g . Statistical physics calls
∏§ the transport mean free path.
Translation into a transport equation
With the BW model, a single walker is followed over time along its trajec-
tory, making free paths and turning events. There is an alternative description
focusing on what happens at a given position and a given direction over time.
Let f (x,!, t ) be the probability density thewalker is at location x andwalking in
direction ! at time t (v= c! is the walker speed vector). The individual-based
scale description of the Boltzmann walker can then be strictly translated into
the following mesoscopic equation [237, 3] :
@ f
@t
+c!.r f =°µc f +µc
Z
2º
p(!|!0) f 0d!0
With f 0 ¥ f (x,!0, t )
(3.15)
Equation 3.15 is a version of thewell-knownBoltzmann equation, when it is
used for describing linear transport systems (e.g. photons scattering in a cloud).
Equation 3.15 can be integrated over directions to derive the evolution of
¥(x, t ), the density field of a population of BW (or equivalently the probability
density field of a unique walker), yielding :
@¥
@t
=°r · j (3.16)
where j ¥ j (x, t ) is the current density.
In the same way, Equation 3.15 multiplied by ! can be integrated over di-
rections to derive an evolution equation for j (x, t ). However at this stage, it is
necessary to add a closure relation to obtain a macroscopic equation (that is,
only with variables ¥ and j ). For situations when the distribution is close to iso-
tropic, f may be approximate by the first terms of its Fourier expansion. In that
case,
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@ j
@t
º°c
2
2
r¥°µc °1° g ¢ j (3.17)
Considering furthermore that the temporal variation of j is negligible over
the other terms (diffusion approximation), the diffusion equation holds :
@¥
@t
ºr · °Dr¥¢ (3.18)
where the diffusion coefficientD is :
D = c
2µ
°
1° g ¢ = c∏2°1° g ¢ (3.19)
Starting from a location x0 at time t0, an ant obeying such a diffusion pro-
cess in an infinite medium would spread from x following an isotropic spatial
probability density with a spatial variance æ2(t ), depending on D . If D is uni-
form the probability density is given by :
¥(x , t )= 1
2ºæ2(t )
exp
µ
° (x °x0)
2
2æ2(t )
∂
(3.20)
withæ2(t )= 2D(t° t0) meaning that the variance of the normal distribution
increases linearly with time.
The corresponding displacement q from x0 to x would then follow a proba-
bility density pQ(q, t ) :
pQ(q, t )= q
æ2(t )
exp
µ
° q
2
2æ2(t )
∂
(3.21)
Its secondmoment, theMean SquareDisplacement, naturally increases linearly
with time as well, following :
MSD(t )=M2(Q)=
Z1
0
q2pQ(q, t )dq = 4D(t ° t0) (3.22)
The Mean Square Displacement is then a measure of the spatial spreading
of the ant over time.
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In cases when speed varies with time, it can be computed as a function of
the number of reorientations events ¢n rather than time, following [233] :
MSD(¢n)= 2∏
2
1° g ¢n (3.23)
For more formal developments, see for example [199, 237, 236, 238].
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3.6 Supporting Information
Movie S1 — Example of ant walking down on the canvas The ant was gently picked
up with a small pig hair paintbrush, the brush head touched the canvas at the center
point and the ant was left to walk down from the brush onto it. In this particular case,
the ant took approximately seven minutes to walk down from the brush (hence, some
part of themovie has been cut), but they usually made it in approximately oneminute.
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Movie S2—Short recording of a typical tracking session The program tracks the loca-
tion of the ant within a 40x40 pixels square centered around its location in the previous
frame. Filtering and thresholding the background color yields a binary representation
of this area, with white pixels corresponding to the ant and background speckles. A
partition algorithm detects the largest spot, from which the centroid is extracted (red
dot).
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Figure S1 — Distribution of path lengths and angular deviations on artificial data.
Statistics for the artificial trajectory are shown in blue, estimations from the segmen-
tation algorithm are shown in orange, and theoretical distributions are shown in dark
pink. The upper panel shows the distribution of segments lengths, with the cumula-
tive distribution on the left, and the survival function on the right. The lower panel
shows the distribution of angular deviations between segments, with the cumulative
distribution on the left, and the polar histogram on the right. For the latter, the three
histograms have been scaled differently for comparison purposes.
3.6 – Supporting Information CHAPITRE 3.
0.00 0.01 0.02 0.03 0.04
0.
00
0.
01
0.
02
0.
03
0.
04
fixed noise, varying MAE
Lambda In
La
m
bd
a 
O
ut
0.00 0.01 0.02 0.03 0.04
0.
00
0.
01
0.
02
0.
03
0.
04
fixed MAE, varying noise
Lambda In
La
m
bd
a 
O
ut
0.00 0.01 0.02 0.03 0.04
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
fixed noise, varying MAE
Lambda In
g 
O
ut
0.00 0.01 0.02 0.03 0.04
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
fixed MAE, varying noise
Lambda In
g 
O
ut
Figure S2— Sensitivity analysis of the segmentation algorithm using artificial data.
Estimated values of ∏ and g are shown as a function of the value ∏ used to generate 300
artificial trajectories (for each point) under themodel hypothesis, and g fixed to 0.6. On
the left, the tracking noise was fixed to the noise estimated from the data, æT = 0.3£
10°3 m and the segmentation criterion ≤ (MAE, Maximal Accepted Error) was varied
from 0.01£10°3 m to 3.0£10°3 m. For values close to the finally chosen criterion ≤ =
1.7£10°3 m (red lines), the segmentation procedure returns a fair estimation of both
∏ and g , and more importantly in the present context, captures almost perfectly the
varying ∏. On the right, the same is true for a fixed value of the MAE, and varying the
noise, so the results are also robust against a rough estimation of the tracking noise.


Chapitre 4
Analyse en échanges de la
dynamique de construction
Validation du principe dans la phase
linéaire
Dans le chapitre 2, nous avons élaboré un modèle de comportement in-
dividuel, qui parvient à rendre compte de la construction de piliers régulière-
ment espacés et surmontés de chapeaux. L’objectif était alors d’explorer les in-
grédients du comportement, et notamment la question de la perception, lors
des actes de prise et de dépôt. On raisonnait donc avant tout localement, et
pour cela le déplacement était relativement secondaire : il nous a suffi d’un
modèle très grossier de marche brownienne sur réseau. Dans le chapitre 3, au
contraire, nous avons concentré notre attention sur le déplacement lui-même,
dont nous savons bien qu’il joue un rôle essentiel dans la dynamique. Ces deux
actes de travail s’inscrivent dans une logique à long terme de compréhension
de la structure alvéolaire complète, et de sa dynamique de construction. Pour
atteindre cet objectif, il sera bien sûr nécessaire de pousser plus loin les travaux
de modélisation amorcés dans ces deux chapitres, mais pour cela nous allons
rapidement être confrontés à une question de démarche. Où mettre l’accent ?
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Lorsque nous en serons à observer les caractéristiques de la structure de grande
échelle (au-delà des premiers piliers et chapeaux) résultant dumodèle compor-
temental retenu, lorsque nous chercherons à comprendre les différences entre
cette structure et la structure observée, comment identifier les points faibles
du modèle ? Comment faire le choix de réviser une partie du modèle en prio-
rité ? Comment concevoir de nouvelles expériences ? Plus généralement,même
si nous jugions que le modèle était satisfaisant, la question de la sensibilité de
la dynamique de construction à chacun des ingrédients du modèle compor-
temental resterait un enjeu de première importance d’un point de vue biolo-
gique. Or accéder à cette information et y attacher un sens biologique sera clai-
rement très difficile si l’on se contente de la répétition de simulations numé-
riques, perturbant un à un les paramètres dumodèle et observant les structures
émergentes.
Nous retrouvons là une question récurrente : comment analyser l’impact à
l’échelle du système d’un ingrédient de la modélisation locale ? C’est notam-
ment une question de premier plan dans le domaine des sciences pour l’ingé-
nieur, où l’on retrouve lemême rapport entre élaboration dumodèle et concep-
tion d’expériences dédiées, l’objectif étant d’offrir à l’ingénieur une compré-
hension intuitive de son objet d’étude et surtout de l’impact qu’il peut attendre
des différents choix possibles dans les phases de conception. Pour le biolo-
giste, la question de la conception ne se pose pas, mais celle de l’évolution
est indéniablement voisine. Comme il apparaît par exemple que la structure
pilier-chapeau est unmodule élémentaire chez des espèces sociales aussi éloi-
gnées génétiquement que les fourmis et les termites [156, Chapitre 2], com-
ment des structures émergentes aussi différentes que celles présentées au cha-
pitre 1 peuvent-elles résulter d’altérations sans doute mineures du comporte-
ment espèce par espèce. Par ailleurs, considérant la question de l’adaptation
des structures aux conditions climatiques locales, on voudra aussi déterminer
les conséquences de la variabilité individuelle en termes de plasticité émer-
gente (réversible ou non).
Comme les ingénieurs, nous sommes donc conduits à anticiper des besoins
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d’analyse. Et comme eux, nous nous retrouvons face à d’énormes difficultés
liées à la non-linéarité de nos modèles. Il ne s’agit pas alors de chercher une
solution à la question générale de l’analyse des systèmes non-linéaires dans
leur ensemble, mais au contraire de concevoir des techniques d’analyse s’ap-
puyant sur la spécificité de notre objet d’étude. Par exemple, si nous avons
pu concentrer l’attention sur les actes locaux de prise et de dépôt, en "éva-
cuant" le déplacement, et ensuite concentrer notre attention sur le déplace-
ment, sans tenir compte des prises et des dépôts, c’est parce que nous avons
affaire à une famille toute particulière de dynamiques résultant du couplage
entre des mécanismes locaux, de type"réactif", et des mécanismes de trans-
port. Notamment, le transport que nous étudions (le déplacement que nous
avons modélisé à l’aide de l’équation de Boltzmann au chapitre précédent) est
un transport linéaire. Les fourmis n’interagissent pas entre elles directement.
Les non-linéarités ne passent que par les termes réactifs : par la dépendance
à la perception des actes de prise et de dépôt. Or lorsque le transport est li-
néaire, il est effectivement possible (dans des conditions que nous préciserons
ultérieurement) d’analyser la statistique des chemins comme si aucun dépôt
et aucune prise n’avaient lieu, et de rajouter ces effets ultérieurement sous la
forme de termes d’atténuation le long des chemins. Par exemple, on imagine
une fourmi porteuse et on étudie statistiquement les chemins qu’elle peut par-
courir, comme si elle continuait toujours à porter une boulette d’argile sans
jamais la déposer. Ensuite, sur chaque chemin on peut penser la question du
dépôt en regardant comment évolue le long du chemin la probabilité de ne pas
avoir encore déposé la boulette. Cette probabilité baisse d’autant plus vite avec
l’abscisse curviligne que la fourmi visite, sur ce chemin particulier, des zones
où le dépôt est stimulé par la structure perçue. Cette séparation des images (dé-
placement pur et atténuation le long du chemin) est une pratique très courante
dans le domaine de la physique du transport linéaire (par exemple en physique
du rayonnement et en neutronique) et nous avons travaillé régulièrement au
contact de physiciens habitués à construire ce type d’images dans leurs tenta-
tives d’analyser les effets résultant, à l’échelle du système, d’un phénomène de
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transport particulaire couplé à des phénomènes réactifs.
Dans le présent chapitre, nous essayons de nous inspirer de ces pratiques.
Nous retenons une des techniques correspondantes, nous l’adaptons à notre
objet d’étude, et nous commençons par nous assurer que cette technique nous
permet bien de reproduire les analyses disponibles dans notre littérature. Les
analyses en question concernent les premières phases de la construction. Au-
delà de ces phases initiales, à notre connaissance, aucune démarche n’a été
proposée pour l’analyse de la dynamique. Dans les premières phases, la den-
sité de boulette ne fluctue encore que faiblement autour de la condition ini-
tiale, ce qui permet de linéariser le modèle et on peut alors effectuer des ana-
lyses linéaires de stabilité. Elles permettent d’étudier les conditions de l’émer-
gence d’une structure (par rapport aux conditions dans lesquelles les fourmis
déplacent les boulettes sans qu’aucun ordre spatial ne se dessine). Elles per-
mettent aussi de prédire les échelles spatiales des premières structures et sur-
tout d’expliquer comment ces échelles dépendent des paramètres du modèle
comportemental.
En résumé : nous choisissons une grille d’analyse qui nous semble en ac-
cord avec le choix de découpage fait dans les chapitres 2 et 3 et nous présen-
tons ce que cette grille apporte comme images interprétatives des résultats des
analyses linéaires de stabilité de la littérature.
Le point de départ est une formulation intégrale du transport qui met en
avant une statistique de chemins depuis une position de prise jusqu’à une po-
sition de dépôt. Du fait de la réciprocité des chemins, lorsqu’un chemin est
identifié nous le parcourons dans les deux sens : le chemin est le vecteur d’un
échange net entre les deux extrémités. La croissance ou décroissance locale de
la structure est alors le résultat de la somme des échanges nets sur tous les che-
mins. Le découpage entre transport et comportement local se fait alors en iden-
tifiant une statistique d’échange (statistique des chemins et atténuation le long
du chemin) et un potentiel d’échange qui traduit l’effet de la différence de la
densité locale entre chaque paire de positions.
Dans la partie 4.1, nous commencerons par présenter le modèle que nous
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prenons comme référence pour illustrer notre proposition d’analyse : le mo-
dèle biologique d’agrégation de cadavres (partie 4.1.1). Nous appliquerons en-
suite sur sa formulation différentielle la méthode standard de l’analyse linéaire
de stabilité (ALS, partie 4.1.2) pour trouver le critère de stabilité et la relation
de dispersion. Nous avons choisi d’utiliser le modèle d’agrégation de cadavres
comme exemple académique pour présenter notre proposition de formalisme
plutôt que de travailler directement sur unmodèle de construction car l’agréga-
tion de cadavres est un sujet bien balisé et sonmodèle est relativement simple,
du fait de son petit nombre de variables. Dans la partie 4.2, nous décrirons
le principe général de la reformulation en échanges nets, que nous transpo-
serons ensuite à ce modèle de référence dans la partie 4.3. Nous montrerons
alors comment cette façon de procéder peut enrichir l’interprétation des ré-
sultats trouvés par l’ALS, et la compréhension de la dynamique. Enfin, dans la
partie 4.4, nous présenterons un modèle de construction plus avancé qui tient
compte du marquage du matériau et nous y appliquerons cette nouvelle mé-
thode d’analyse.
4.1 L’agrégationde cadavres : lemodèlede référence
pour l’étudedespremiers instantsde la construc-
tion
4.1.1 Présentation dumodèle d’agrégation de cadavres
L’agrégationd’individus oud’objets est un type dephénomènes biologiques
largement étudié. Le cas particulier des processus d’agrégation de cadavres
chez la fourmiMessor sancta a été l’objet de différents travaux au sein de l’équipe
Dynactom. Ainsi, dans un article paru en 2002, Theraulaz et coll. [170] ont dé-
crit ce phénomène ainsi que les résultats expérimentaux obtenus en labora-
toire (figure 4.1(a)). Pour cette série expérimentale, ils ont utilisé un disposi-
tif circulaire qui permet de confiner les processus d’agrégation sur le bord de
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l’arène, afin de travailler sur une situation pseudo-unidimensionnelle. Dans ce
dispositif, ils ont initialement disposé des cadavres de fourmis de l’espèceMes-
sor sancta selon une répartition uniforme le long du bord ; puis ils ont laissé
des fourmis vivantes, de la même espèce, accéder à l’arène. Au cours de l’expé-
rience, comme le montre la séquence de photos de la figure 4.1(a), les fourmis
déplacent les cadavres et les regroupent en agrégats. Dans leur article, Therau-
laz et coll. [170] montrent que le nombre moyen d’agrégats en fin d’expérience
dépend du diamètre de l’arène et du nombre de cadavres posés à l’état initial.
Les prédictions du modèle calibré sur les données expérimentales (Fig. 4.1(b)
et 4.1(c)) sont représentés sur la figure 4.2.
Prises et dépôts Le principe général de ce phénomène d’agrégation est le sui-
vant : les fourmis, initialement libres (ou inactives), peuvent prendre des ca-
davres disposés dans l’arène. Elles deviennent alors porteuses (ou actives). Ce
comportement individuel de prise est caractérisé par un taux temporel de prise.
Les fourmis qui transportent un cadavre peuvent le déposer pour redevenir
libres. Ce comportement est caractérisé par un taux temporel de dépôt. Des tra-
vaux d’analyse de ces mécanismes de prise et de dépôt ont permis de montrer
que ces taux ne sont pas constants, mais dépendent de la quantité de cadavres
présents autour de la fourmi. Pour quantifier précisement les taux de dépôt, des
expériences spécifiques ont été réalisées. Il s’agit demesurer les probabilités de
dépôt d’une fourmi active après rencontre de tas de différentes tailles. Comme
le montre la figure 4.1(c), la probabilité de dépôt augmente avec la taille du tas
rencontré par la fourmi. Un travail d’analyse plus quantitatif de ces expériences
permet de montrer que les taux de dépôt sont d’autant plus importants que
le nombre de cadavres autour de la fourmi est important (on note qu’il existe
un taux de dépôt dit spontané, c’est-à-dire en l’absence de stimulation). De la
même façon, comme le montre la figure 4.1(b), on peut montrer que la proba-
bilité de prise d’un cadavre après rencontre diminue en fonction du nombre de
cadavres à proximité de la fourmi. Ce travail de calibration a été repris en détail
par S.Weitz pour tenir compte de l’effet de lamarche dans l’estimation des taux
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de prise / dépôt [3].
Au vu des taux de prise et de dépôt estimés expérimentalement (figure 4.1),
les fourmis inactives sont très largement majoritaires devant les fourmis por-
teuses. De plus, les observations expérimentales nous permettent de faire l’hy-
pothèse que les fourmis inactives sont réparties de façonhomogènedans l’arène.
Perception Le fait que les prises et dépôts dépendent de la quantité de ca-
davres à proximité de la fourmi nécessite que l’on considère une distance de
perception autour des fourmis. Theraulaz et coll. [170] ont considéré que les
fourmis perçoivent les objets dans un rayon de 1 cm autour de leur position.
Déplacement On considère que l’état des fourmis, actives ou inactives, n’in-
fluence pas leur marche. Le modèle de marche utilisé dans le cas de l’agréga-
tion de cadavres est un modèle classiquement utilisé pour représenter le dé-
placement d’individus en Biologie : les trajectoires des fourmis sont décrites
par des successions de lignes droites, parcourues à vitesse constante, estimée
expérimentalement, entrecoupées de changements de direction instantanés (il
s’agit donc, dans sa forme la plus simple, du modèle de Marcheur de Boltz-
mann, décrit dans la partie précédente 3.5.10). Dans le cas particulier de ces
travaux, le système étant unidimensionnel, les changements de direction sont
réduits au choix entre continuer dans le même sens ou faire demi-tour, avec
un taux constant de demi-tour par unité de temps. Les distances parcourues
entre demi-tours sont donc caractérisées par un libre parcours moyen. Dans
le cas étudié, ce libre parcours moyen est très petit devant la taille du système.
Cette propriété particulière nous permettra par la suite de faire l’approxima-
tion de diffusion, notamment dans la traduction de ce modèle biologique en
un énoncé formel.
Le modèle biologique du phénomène d’agrégation ayant ainsi été énoncé,
on peut le traduire en un énoncé formel rigoureusement équivalent.
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where !(c, a) is the sum of three terms:
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" . [3]
In Eq. 3, v is the linear velocity of the ants, part I represents
spontaneous dropping (with kd the spontaneous dropping rate
per laden ants), and parts II and III represent density-dependent
dropping and picking, respectively. I and II are proportional to
the density of corpse-carrying ants (a), and III is proportional to
noncarrying ants ('). %1, %2, %3, and %4 are empirical constants.
&c is a nonlocal term that introduces a short-range interaction
between workers and corpses:
&c "
1
2$ #
x%$
x&$
c"z# dz ,
where $ is a small radius of perception within which workers can
detect corpses (dedicated experimental measurements lead to a
characteristic radius of 0.5 cm' $ ' 1.0 cm). The dropping rate
per laden ants (II) increases with &c and reaches the asymptotic
value v%1. The picking rate per noncarrying ants (III) results
from the presence of noncarrying ants picking available corpses.
It decreases when &c increases. Therefore, according to III,
cluster size acts as a negative feedback on the picking rate,
because &c is a local indicator of cluster size. As a result of II and
III, clusters form, and their growth inhibits the further growth of
other clusters. A standard stability analysis, where a perturbation
around the unique homogeneous steady state (cs, as) is intro-
duced (c ( cs & (c0e)t&i*x; a ( as & (a0e)t&i*x), leads to the
characteristic equation:
)2 $ "%)$*$D*2#) # )D*2" 0 , [4]
where
) "
sin"*$#
*$ $ %2%1as"%2$ cs#2$ %3'cs"%4$ cs#2%# %3'"%4$ cs#
* " kd$
%1cs
"%2$ cs#
.
Solving Eq. 4 for ) yields the rate of growth )(*) of the
perturbation for a given wave number *. Here )(*) exhibits a
finite range of unstable modes that includes themarginally stable
mode )(0)( 0 (Fig. 4). This is a well-known property of systems
involving a conservation law. Furthermore, as is usual with such
models, the most unstable wave number, that is the one for which
)(*) is maximum, is proportional to corpse density. In other
words the analysis predicts (i) that in the vicinity of the homo-
geneous state, doubling corpse density should lead to twice as
many piles; this situation may change over time as the system
relaxes away from the homogeneous state as other unstable wave
numbers may become amplified; (ii) that doubling the arena’s
diameter while keeping the density constant should lead to twice
as many piles; (iii) that a critical density of corpses exists (cc (
46 corpses m%1) below which no aggregation occurs.
Fig. 3. Density-dependent probabilities of dropping (a) and picking (b) a
corpse, as estimated from experiments and theoretical fittings of the drop-
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theoretical fitting is obtained by using the Eqs. 1–3. A pile of corpses is
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!t " #!"c, a#$D
!2a
!x2 , [2]
where !(c, a) is the sum of three terms:
!"c, a# " v ! kdaÇI $ %1a&c%2$ &cÇ
II
#
%3'c
%4$ &cÇ
III
" . [3]
In Eq. 3, v is the linear velocity of the ants, part I represents
spontaneous dropping (with kd the spontaneous dropping rate
per laden ants), and parts II and III represent density-dependent
dropping and picking, respectively. I and II are proportional to
the density of corpse-carrying ants (a), and III is proportional to
noncarrying ants ('). %1, %2, %3, and %4 are empirical constants.
&c is a nonlocal term that introduces a short-range interaction
between workers and corpses:
&c "
1
2$ #
x%$
x&$
c"z# dz ,
where $ is a small radius of perception within which workers can
detect corpses (dedicated experimental measurements lead to a
characteristic radius of 0.5 cm' $ ' 1.0 cm). The dropping rate
per laden ants (II) increases with &c and reaches the asymptotic
value v%1. The picking rate per noncarrying ants (III) results
from the presence of noncarrying ants picking available corpses.
It decreases when &c increases. Therefore, according to III,
cluster size acts as a negative feedback on the picking rate,
because &c is a local indicator of cluster size. As a result of II and
III, clusters form, and their growth inhibits the further growth of
other clusters. A standard stability analysis, where a perturbation
around the unique homogeneous steady state (cs, as) is intro-
duced (c ( cs & (c0e)t&i*x; a ( as & (a0e)t&i*x), leads to the
characteristic equation:
)2 $ "%)$*$D*2#) # )D*2" 0 , [4]
where
) "
sin"*$#
*$ $ %2%1as"%2$ cs#2$ %3'cs"%4$ cs#2%# %3'"%4$ cs#
* " kd$
%1cs
"%2$ cs#
.
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FIGURE 4.1 – Résultats expérimentaux sur l’agrégation de cadavres en 1D [170]. (a)
Résultats expérimentaux obtenus en laboratoire, dans une arène de ? = 50 cm avec
n = 400 cadavres. Les 4 images correspondent à différents temps de la même dyna-
mique : a t = 0 ; b t = 6 ; c t = 12 h ; d t = 45 h. On remarque la formation de 5 agrégats
sur la figure d. (b et c) E tim tions expérimentales des probabilités de rise (b) et de
dépôt (c) par traversée de tas de différentes tailles.
4.1 – L’agrégation de cadavres : le modèle de référence pour l’étude des
premiers instants de la construction CHAPITRE 4.
FIGURE 4.2 – Prédictions du modèle d’agrégation de cadavres en 1D [170]. Évolution
temporelle du nombremoyen d’agrégats de cadavres (aumoins 5 items) obtenu par si-
mulations dumodèle 4.1 (lignes noires) comparé aux résultats expérimentaux (cercles,
moyenne sur 6 répliques + erreur standard). Les 4 figures correspondent à des rayons
d’arène et des nombres de cadavres différents.
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Traduction en un énoncé formel en Equations aux Dérivées Partielles Lors
du passage des concepts biologiques à un énoncé formel, il est courant d’es-
sayer d’écrire des contraintes locales sur les variables d’état du système qui
se traduisent généralement par des équations différentielles aux dérivées par-
tielles. Les variables d’état dans notre cas sont des densités, fonctions du temps
et de l’espace.
On considère donc un système à trois variables, notées c, ¥a et ¥i , qui cor-
respondent respectivement aux densités de cadavres, de fourmis actives (por-
teuses) et de fourmis inactives (libres). Lors de l’énonciation du modèle biolo-
gique, nous avons vu que les fourmis inactives sont uniformément réparties et
majoritaires devant la population de fourmis actives. On néglige donc les va-
riations de la variable ¥i , pour la considérer constante dans l’espace et dans le
temps, et on ne considère que les variations spatio-temporelles des variables c
et ¥a .
La densité locale de cadavres c diminue avec les prises effectuées par les
fourmis inactives, et augmente avec les dépôts effectués par les fourmis actives.
Inversement, la densité locale de fourmis actives ¥a croît avec les prises par les
fourmis inactives, et décroît avec les dépôts par les fourmis actives. De plus,
si les cadavres sont des objets statiques et donc que les seules variations de la
densité c que l’on doit considérer sont ses variations temporelles, les fourmis
actives sont en revanche des objets mobiles. Comme on l’a vu précédemment,
lamarche choisie pour représenter le déplacement des fourmis est unemarche
de Boltzmann, qui se traduit classiquement par un terme en laplacien sur la
densité dès lors que le libre parcours moyen est faible devant la taille du sys-
tème (approximation de diffusion).
On peut donc traduire cemodèle biologique par le système d’équations sui-
vant : 8>><>>:
@c
@t
= ≠(c,¥a) (4.1a)
@¥a
@t
=° ≠(c,¥a)+D @
2¥a
@x2
(4.1b)
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oùD est le coefficient de diffusion des fourmis et≠(c,¥a) vaut :
≠(c,¥a)= v
26664kd ¥a| {z }
I
+ Æ1¡c ¥a
Æ2+¡c| {z }
II
° Æ3 c ¥i
Æ4+¡c| {z }
III
37775 (4.2)
Dans l’équation 4.2, v représente la vitesse de déplacement des fourmis,
supposée constante, kd et les Æi sont des constantes. Le terme I représente le
taux de dépôt spontané des cadavres par les fourmis porteuses, i.e. en l’absence
de cadavres sur la distance de perception. Les termes II et III correspondent
respectivement aux taux de dépôts et de prise en présence de stimulation. On
remarque que la partie II est proportionnelle à la densité locale de fourmis por-
teuses ¥a , donc
Æ1¡c
Æ2+¡c représente le taux de dépôt local par fourmi porteuse.
La partie III quant à elle est proportionnelle à ¥i la densité de fourmis libres :
Æ3 c
Æ4+¡c correspond donc au taux de prise local par fourmi libre.
II et III sont aussi des fonctions de la densité locale de cadavres c(x, t ) par
l’intermédiaire de¡c , qui représente la densité perçue par la fourmi. On choisit
de la définir comme :
¡c(x)= 12¢
Zx+¢
x°¢
c(z)dz (4.3)
où ¢ correspond au rayon de perception des fourmis, expérimentalement es-
timé de l’ordre de 0.5° 1.0 cm. ¡c est la densité moyenne de cadavres sur un
segment de longueur ¢, centré en x.
Les paramètres comportementaux de cette formulation mathématique du
modèle kd , Æ1, Æ2, Æ3 et Æ4 ont été calibrés expérimentalement. Enfin les au-
teurs ont comparé les résultats expérimentaux avec ceux prédits par le mo-
dèle. Pour cela, ils ont choisi comme descripteur de la structure émergente le
nombre moyen d’agrégats de cadavres (figure 4.2). Ils montrent que les pré-
dictions du modèle sont proches des résultats expérimentaux, quel que soit le
diamètre de l’arène.
Pour toute la suite du chapitre, nous proposons une réécriture de ce sys-
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tème avec les notations suivantes :8>><>>:
@c
@t
= kdepot ¥a °kpr i se ¥i (4.4a)
@¥a
@t
= kpr i se ¥i °kdepot ¥a +D @
2¥a
@x2
(4.4b)
avec 8>><>>:
kdepot = v
µ
kd + Æ1¡c
Æ2+¡c
∂
kpr i se = v
µ
Æ3 c
Æ4+¡c
∂
kdepot et kpr i se correspondent respectivement aux taux locaux de dépôt (en
fonction de la densité de cadavres c et de la densité de cadavres perçue ¡c) et
de prise (en fonction de la densité de cadavres perçue ¡c), par fourmi, comme
définis précédemment.
4.1.2 Analyse linéaire de stabilité des états homogènes
Lors de l’étude d’un système non-linéaire de ce type, on recherche en pre-
mier lieu les points fixes du système (états stationnaires). Un état stationnaire
est un état qui ne varie plus dans le temps, i.e. les dérivées temporelles des den-
sités sont nulles. Dans le cas de ce modèle d’agrégation de cadavres, le terme
de spatialisation (le laplacien) rend difficile la recherche de ces états station-
naires d’un point de vue analytique. Cependant, l’état homogène, c’est-à-dire
celui qui ne présente aucune variation spatiale, i.e. celui dont la dérivée de la
densité de fourmis actives ¥a par rapport à x est nulle, est un état particulier,
plus facile à caractériser. L’étude de cet état stationnaire homogène est d’autant
plus intéressante qu’il correspond à l’état initial des expériences réalisées.
On note cs et ¥sa respectivement les densités de cadavres et de fourmis ac-
tives à l’état stationnaire homogène. Ces deux grandeurs sont donc solutions
du système suivant : 8><>:
0= ksdepot ¥sa °kspr i se ¥i (4.5a)
0= D @
2¥sa
@x2
(4.5b)
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où ksdepot et k
s
pr i se correspondent aux taux locaux de dépôt et de prise pour la
densité cs . On remarque qu’à l’état homogène, ¡c étant la moyenne de c sur le
segment de longueur ¢, elle vaut cs .
La tâche suivante consiste à analyser la stabilité de ce point fixe (de cet
état stationnaire). Si un état stationnaire est stable, cela signifie que de pe-
tites perturbations de cet état seront amorties au cours du temps et que le sys-
tème retournera systématiquement vers ce point fixe. À l’inverse, si l’état sta-
tionnaire est instable, les perturbations seront amplifiées et le système s’écar-
tera du point fixe. Cela signifie alors que des structures, ici des agrégats de ca-
davres, peuvent émerger. Nous allons caractériser le ou les critères de stabi-
lité de l’état stationnaire homogène, et par voie de conséquence les conditions
d’émergence des structures. Dans une première étape, nous allons déterminer
les critères d’émergence en procédant à une analyse linéaire de stabilité, telle
qu’elle est classiquement utilisée en Biologie et en Chimie dans les contextes
équivalents. Dans une seconde partie, nous retrouverons ce résultat par un
point de vue totalement différent et original : l’analyse intégrale en échanges
nets.
Pour simplifier encore l’analyse du système étudié, nous commencerons
par négliger la distance de perception des fourmis, pour ne considérer que l’in-
fluence de la densité ponctuelle de cadavres sur les taux de prise et de dépôt.
Cette hypothèse n’a aucun impact sur la caractérisation des états stationnaires
homogènes. En revanche, cela va modifier la linéarisation du système d’équa-
tions différentielles autour de ces points fixes. En effet, si l’on considère ¡c la
densité de cadavres perçue par la fourmi, il sera nécessaire de la développer au-
tour de cs et de tenir compte du résultat dans les expressions de kpr i se et kdepot
avant d’effectuer la linéarisation de @t c et @t¥a . Nous allons présenter l’étude
de la stabilité pour le système considéré avec une perception ponctuelle, mais
nous présenterons aussi les résultats obtenus lorsque l’on considère une dis-
tance de perception des fourmis 1.
Afin de procéder à l’analyse linéaire de stabilité de l’état homogène sur les
1. Le détail de cette analyse pourra être mis en annexe.
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équations locales, nous allons remplacer le système d’équations 4.4 par un sys-
tème linéarisé tangent autour du point fixe précedemment déterminé 2.
On définit ±¥a et ±c les perturbations infinitésimales des densités ¥a et c
autour de l’état stationnaire homogène, de la façon suivante :(
c = cs +±c
¥a = ¥sa +±¥a
Après linéarisation de ce système autour de l’état stationnaire homogène,
et en notant ±ˆc et ˆ±¥a respectivement les transformées de Fourier spatiales de
±c et ±¥a , on obtient le systèmematriciel suivant :
@t
√
±ˆc
ˆ±¥a
!
=A
√
±ˆc
ˆ±¥a
!
(4.6)
A=
√°ks 0pr i se ¥i +ks 0depot ¥sa ksdepot
ks 0pr i se ¥i °ks 0depot ¥sa °ksdepot °∫2D
!
où ∫ est le nombre d’onde introduit par la transformée de Fourier, ks 0pr i se et
ks 0depot sont les dérivées des taux de prise et de dépôt par rapport à la densité de
cadavres c, calculées pour la densité de cadavres à l’état stationnaire homogène
cs , soit :
ks 0pr i se =
@kpr i se
@c
ØØØØ
cs
et
ks 0depot =
@kdepot
@c
ØØØØ
cs
Nous ne développerons pas l’ensemble des arguments classiques qui per-
mettent de justifier que la stabilité du système sera donnée par le signe de la
partie réelle des valeurs propres de la matriceA.
Pour déterminer les valeurs propres de lamatrice, il suffit de résoudre l’équa-
tion :
det(A°! I)= 0
2. Un théorème mathématique nous précise que le système linéarisé tangent permet de
caractériser la stabilité du point fixe du système originel.
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ce qui, dans notre cas, s’écrit :
det(A°! I) = det
√°ks 0pr i se ¥i +ks 0depot ¥sa °! ksdepot
ks 0pr i se ¥i °ks 0depot ¥sa °ksdepot °∫2D°!
!
=
≥
°ks 0pr i se ¥i +ks 0depot ¥sa °!
¥≥
°ksdepot °∫2D°!
¥
°ksdepot
≥
ks 0pr i se ¥i °ks 0depot ¥sa
¥
= 0
Ce qui se réécrit :
!2+b!+c = 0 (4.7)
avec 8<: b = k
s 0
pr i se ¥i °ks 0depot ¥sa +ksdepot +∫2D
c =
≥
ks 0pr i se ¥i °ks 0depot ¥sa
¥
∫2D
Comme nous l’avons précisé, l’étude du signe de la partie réelle des valeurs
propres suffit à déterminer la stabilité de l’état stationnaire homogène : le sys-
tème est instable si au moins l’une des valeurs propres deA est de partie réelle
positive. On peut donc restreindre l’analyse à l’étude de leurs signes grâce aux
relations entre le produit et la somme des racines et les coefficients du poly-
nôme 4.7.
Si l’on note !1 et !2 les solutions de l’équation 4.7, on a les relations sui-
vantes :
°b =!1+!2
c =!1!2
Au regard de l’expression des coefficients b et c, on remarque que si c est
positif, alors b l’est aussi. Ce qui signifie que si les deux racines du polynôme 4.7
sont de même signe, elles sont négatives : le système linéarisé autour de l’état
stationnaire homogène est stable. En revanche, si c est négatif, alors les deux
racines sont de signe opposé : le système est instable. Le critère de stabilité est
donc : ≥
ks 0pr i se ¥i °ks 0depot ¥sa
¥
> 0
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Or, d’après l’équation 4.5a, onpeut exprimer¥sa en fonctionde k
s
pr i se , k
s
depot
et ¥i :
¥sa =
kspr i se ¥i
ksdepot
Le critère de stabilité devient donc :√
ks 0pr i se ¥i °ks 0depot
kspr i se ¥i
ksdepot
!
> 0
Ce qui peut aussi s’écrire :√
ks 0pr i se
kspr i se
°
ks 0depot
ksdepot
!
> 0
Soit : "
ln
√
kspr i se
ksdepot
!#0
> 0 (4.8)
La fonction logarithme étant une fonction croissante, l’équation 4.8 peut
aussi se réécrire : √
kspr i se
ksdepot
!0
> 0 (4.9)
Le critère de stabilité peut donc se dire à partir de l’allure de la courbe as-
sociée à la fonction
≥
kspr i se
.
ksdepot
¥
: si cette fonction est croissante, alors le
système est stable. Si elle est décroissante, le système est instable.
La figure 4.3 est une représentation graphique des taux de prise et de dé-
pôt, et du critère de stabilité, calculés à partir des valeurs expérimentales des
paramètres indiquées dans l’article de Theraulaz et coll. [170], pour différentes
valeurs de la densité initiale de cadavres cs représentant l’état homogène. Pour
de faibles densités initiales cs , la fonction
≥
kspr i se
.
ksdepot
¥
est croissante : l’état
stationnaire homogène est stable, ce qui signifie que de petites perturbations
autour de cet état sont systématiquement atténuées. Au-delà d’une densité cri-
tique, que l’on notera c§, la fonction
≥
kspr i se
.
ksdepot
¥
devient décroissante :
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l’état stationnaire homogène est alors instable. Dans ce cas, les perturbations
de l’état stationnaire homogène seront amplifiées et des agrégats pourront ap-
paraître. c§ constitue donc le critère d’émergence d’agrégats de cadavres.
Conclusion sur le critère de stabilité Cette méthode classique d’analyse li-
néaire de stabilité nous permet donc demontrer que le critère de stabilité de ce
modèle est la croissance de la fonction
≥
kspr i se
.
ksdepot
¥
:
8>>>>><>>>>>:
si
kspr i se
ksdepot
croissante alors le système est stable (4.10a)
si
kspr i se
ksdepot
décroissante alors le système est instable (4.10b)
Relationdedispersion La seconde étape classique dans l’étude du système li-
néarisé est de déterminer quelles longueurs d’onde ∏ sont amplifiées pendant
les premiers instants de la dynamique (linéaire). Ces longueurs d’onde corres-
pondent à différents profils sinusoïdaux du matériau. Si l’une est amplifiée en
particulier, alors les pics de densité qui lui correspondent auront tendance à
croître plus rapidement que pour les longueurs d’ondemoins amplifiées. Cette
information peut donc aider à la compréhension du système complet (non-
linéarisé) car les pics de la longueur d’onde la plus amplifiée peuvent constituer
les germes de la structure spatiale qui se développera au cours du temps.
Pour étudier cette amplification en fonction de la longueur d’onde, on re-
présente classiquement la dépendance de !i (∫) solutions du polynôme carac-
téristique 4.7 à la fréquence spatiale ∫= 2º
∏
.
Ces courbes sont appelées “courbes de dispersion”. Nous représentons sur
la figure 4.4 des courbes de dispersion typiques pour un jeu de paramètres cor-
respondant à une situation instable. Chaque courbe reporte donc en ordon-
née le taux d’amplification de la fréquence spatiale ∫ portée en abcisse. Les
basses fréquences spatiales (∫ proche de 0) correspondent à de grandes lon-
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FIGURE 4.3 – Représentation graphique du critère de stabilité de l’état homogène sta-
tionnaire. En rouge est représenté le taux effectif de prise (le taux d’émission de maté-
riau) en fonction de la densité locale enmatériauC , en bleu le taux effectif de dépôt (le
taux d’absorption), en noir le rapport de ces taux de prise / taux de dépôt. Lorsque la
dérivée de ce rapport par rapport à la densité est positive (cs < c§), l’état homogène est
stable ; il est instable pour les valeurs supérieures à la densité critique pour lesquelles
la dérivée devient négative (cs > c§).
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gueurs d’onde, c’est-à-dire des pics très éloignés spatialement. Une valeur po-
sitive indique une amplification positive (une croissance des pics), une valeur
négative représente une atténuation (un retour vers l’état homogène, et donc
la disparition des pics).
On rappelle les expressions de ±c et ±¥a :8><>:
±c =R+1°1 d∫P
i
aie!i te°∫x
±¥a =
R+1
°1 d∫
P
i
aie!i te°∫x
On peut voir d’après cette expression que les longueurs d’onde ∏ qui vont
s’amplifier prioritairement dans les premiers instants seront associées aux plus
hautes valeurs de la partie réelle de !. Dans notre situation, cela signifie que
dans les premiers instants, il émergera des structures dont la longueur d’onde
est donnée par le maximum de la courbe de dispersion.
La figure 4.4(a) correspond à des situations où la perception de la densité
de cadavres est ponctuelle, et donc seule la densité locale de cadavres au point
a une influence sur les taux de prise et de dépôt kpr i se et kdepot . En cohérence
avec l’analyse linéaire de stabilité, cette figure montre l’influence de la den-
sité initiale de cadavres. Lorsque cette densité initiale est inférieure à la densité
critique c§ trouvée par l’analyse linéaire de stabilité (courbe verte), on a bien
!(∫)< 0 pour tout ∫ : nous sommes dans une situation stable, aucune longueur
d’onde n’est amplifiée. Lorsqu’on augmente cette densité initiale, ! devient
positif : on atteint des situations instables. Dans ce cas, toutes les longueurs
d’onde sont amplifiées. De plus, la croissance temporelle des structures est fa-
vorisée par la présence accrue de matériau : plus la densité de cadavres initiale
est importante, plus la valeur asymptotique de l’amplification est grande.
Lorsque les fourmis ont uneperceptionponctuelle de la densité de cadavres,
les valeurs propres! sont les solutions du polynôme caractéristique 4.7. Les so-
lutions analytiques sont donc :
!± = °b±
p
b2°4c
2
(4.11)
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avec 8<: b = k
s 0
pr i se ¥i °ks 0depot ¥sa +ksdepot +∫2D
c =
≥
ks 0pr i se ¥i °ks 0depot ¥sa
¥
∫2D
La seule solution qui peut être positive est :
!+ = °b+
p
b2°4c
2
!+ est fonction de ∫2. On peut en déterminer les limites lorsque ∫ tend vers
0 et vers +1. On remarque que !+ sera nul lorsque ∫= 0.
De plus, la limite lorsque ∫ tend vers +1 vaut :
lim
∫!+1!+ =°
≥
ks 0pr i se ¥i °ks 0depot ¥sa
¥
Après quelques manipulations, on obtient l’expression suivante :
lim
∫!+1!+ = ¥i k
s
depot
√
kspr i se
ksdepot
!0
=!§ (4.12)
qui donne analytiquement les valeurs de convergence de la figure 4.4(a). On
a donc ! petit pour les faibles fréquences, et une convergence vers un !§ pour
les hautes fréquences spatiales ∫, i.e. pour les petites longueurs d’onde ∏.
La figure 4.4(b) est une exploration de l’impact de l’introduction d’une per-
ception élargie à un voisinage de largeur ¢ défini selon 4.3. Il est difficile de
faire dans ce cas le même travail que pour la perception ponctuelle. En ef-
fet, les coefficients du polynôme caractéristique en ! ont des expressions plus
compliquées qui tiennent compte de la linéarisation des taux de prise et de
dépôt autour de l’état stationnaire homogène. On doit donc passer par la réso-
lution numérique de ce polynôme du second degré et s’appuyer sur la courbe
de dispersion telle que celle présentée sur la figure 4.4(b) pour conclure sur le
comportement du système. L’effet majeur est de rendre le signe de !(∫) non
constant, puisque seule une partie des basses fréquences spatiales est ampli-
fiée (!(∫)> 0 pour les fréquences spatiales proches de 0), et que les hautes fré-
quences deviennent atténuées. L’amplification passe donc par un maximum
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!˜ qui indique la fréquence spatiale qui sera la plus amplifiée dans la phase li-
néaire. La prise en compte du voisinage perçu change donc complètement la
nature de la dynamique, qui conduit dans ce cas à favoriser la croissance de
pics suffisamment éloignés les uns des autres. On remarquera enfin que pour¢
plus grand, la courbe de dispersion devient négative pour des fréquences spa-
tiales de plus en plus basses.
Les figures 4.4(c) et 4.4(d) montrent l’effet du coefficient de diffusion af-
fectant les porteuses, avec une perception ponctuelle ou élargie au voisinage.
Il apparaît que, pour une même densité initiale de cadavres, un coefficient de
diffusion plus faible (correspondant soit à des porteuses plus lentes, soit à des
porteuses restant plus volontiers confinées dans la même zone, ou les deux
combinés) conduit de façon générale à affaiblir l’amplification, mais aussi à
augmenter la fréquence spatiale la plus amplifiée !˜ quand la perception est
de nature élargie, ce qui correspond à l’émergence de pics plus rapprochés. La
diminution du coefficient de diffusion réduit les possibilités de transporter le
matériau à des distances plus éloignées, et favorise donc les longueurs d’onde
plus courtes.
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FIGURE 4.4 (following page) – Courbes de dispersion permettant d’étudier la sensibi-
lité du modèle à la densité de cadavres (a), au passage d’une perception ponctuelle à
une perception élargie au voisinage (b), et (c, d) au coefficient de diffusion avec per-
ception ponctuelle ou élargie. Les courbes sont obtenues par résolution numérique
des racines du polynome 4.7.
La courbe noire correspond dans tous les cas à la situation de référence, avec les para-
mètres donnés dans [170]. (a) Sensibilité à différentes densités de cadavres. La courbe
verte correspond à une densité de cadavres faibles, et à un point fixe stable. Les courbes
noire et rouge à une densité de cadavres croissante qui permet une situation instable.
(b) Sensibilité à l’élargissement du voisinage perçu ¢. Pour un voisinage perçu plus
large (dans l’ordre courbes bleue, verte, noire et rouge), la courbe croise l’axe des abs-
cisses pour des fréquences spatiales plus basses : les hautes fréquences ne sont plus
amplifiées. (c) Sensibilité au coefficient de diffusion avec une perception ponctuelle.
Les courbes bleue, verte, noire et rouge présentent un coefficient de diffusion de plus
en plus grand. On remarque que la pente de la phase initiale de la courbe augmente
avec le coefficient de diffusion. (d) Sensibilité au coefficient de diffusion avec une per-
ception élargie. Les courbes bleue, noire, verte et rouge présentent un coefficient de
diffusion de plus en plus grand. On remarque que la pente de la phase initiale de la
courbe augmente avec le coefficient de diffusion, ainsi que le maximum atteint : plus
le coefficient de diffusion est grand, plus le mode amplifié est grand, et donc plus la
longueur d’onde émergente est petite.
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Conclusions de l’Analyse Linéaire de Stabilité Dans ce chapitre, nous avons
repris un exemple classique de phénomène non-linéaire en Biologie : l’agréga-
tion de cadavres chez la fourmiMessor sancta. Après la formulation de l’énoncé
biologique du modèle, nous avons travaillé à sa traduction formelle sous la
forme d’équations aux dérivées partielles. Ce type de formalisme est souvent
utilisé, et constitue le point de départ d’une méthode d’analyse usuelle, l’ana-
lyse linéaire de stabilité. Nous avons commencé par chercher les états station-
naires de ce système d’équations différentielles, puis nous avonsmis en oeuvre
cette méthode standard d’analyse par linéarisation afin de conclure sur leur
stabilité. De plus, nous avons établi la relation de dispersion associée à ce sys-
tème, ce qui nous a permis d’une part de mettre en évidence que l’existence
de longueurs d’onde amplifiées requiert une perception élargie à un voisinage
local, d’autre part de résoudre numériquement la dépendance de la longueur
d’onde amplifiée au coefficient de diffusion.
Si tout ce travail a été réalisé sur l’exemple précis de l’agrégation de ca-
davres, on remarque qu’il est valable pour tout type de phénomène impliquant
un comportement de prise et un comportement de dépôt d’objets, séparés par
une phase de transport de ces objets. En effet, la dépendance fonctionnelle
des taux de prise et de dépôt n’apparaît que tardivement dans l’analyse, lors
du tracé de la fonction kpr i se/kdepot qui constitue le critère de stabilité. On
peut donc appliquer cette démarche en toute généralité sur n’importe quel
phénomène d’agrégation d’objets, dans lequel les taux de prise et de dépôt
sont des fonctions de la densité de ce matériau. La croissance de la fonction
kpr i se/kdepot restera le critère de stabilité ; la dépendance des taux de prise et
de dépôt à la densité de matériau interviendra au moment de déterminer si les
points fixes sont effectivement stables ou instables.
Nous pouvons à présent décrire le nouveau formalisme que nous propo-
sons. Ce nouveau type de traduction d’énoncés biologiques sera lui aussi utili-
sable pour tout type de phénomène d’agrégation de matériau se décomposant
en phases de prise et de dépôt, entrecoupées par des phases de transport de ce
matériau.
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4.2 Reformulationenéchangesnets de ladynamique
de construction
Dans cette partie, je développe uneméthode d’analyse alternative, qui nous
permettra de comprendre les dynamiques à l’œuvre d’un point de vue très dif-
férent. Ce point de vue ouvre de nouvelles perspectives pour l’analyse de ces
dynamiques quand le déplacement est affecté par la structure d’une part, et
pour étudier les phases plus tardives de la dynamique (au-delà de la phase li-
néaire) d’autre part.
Le principe général est de formaliser les échanges nets de matériau entre
deux zones du système à partir d’un état initial donné.
Cette écriture alternative dumodèle est intéressante pour plusieurs raisons.
Dans un premier temps, elle apporte des images nouvelles et plus de sens bio-
logique à l’analyse du modèle formel. En effet, contrairement aux modèles de
type EDP, l’écriture intégrale permet de se faire des images comportementales
simples et biologiquement plus intuitives du phénomène étudié. Ces nouvelles
images sont permises par la décomposition des différents ingrédients du mo-
dèle induite par cette formulation intégrale, avec d’une part le comportement
local de prise et de dépôt des cadavres, et d’autre part le transport des cadavres
par les fourmis actives. De plus, cette méthode, que je présenterai dans un pre-
mier temps en adoptant un modèle de déplacement plus simple que la diffu-
sion pourra être étendue à d’autres modèles de déplacement, extensions que
nous discuterons à la fin de cette partie.
Après avoir présenté cette nouvelle proposition de traduction formelle du
modèle biologique, on étudiera les variations de densité de cadavres, afin de
déterminer si des agrégats apparaissent ou si le système reste sur une distri-
bution homogène des cadavres lorsqu’il est soumis à de petites perturbations.
En effet, si on part d’un état stationnaire homogène perturbé en un point x1,
l’analyse du flux net en x1 permettra de déterminer si cette perturbation aug-
mente ou décroît et donc si le système est stable ou instable. Si la perturbation
en x1 est une augmentation de la densité par rapport à l’état stationnaire, et
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que l’analyse des échanges nets montre que le flux net qui arrive en x1 est né-
gatif, alors cela signifie que la perturbation diminue et que la densité en x1 tend
vers celle de l’état stationnaire : le système est donc stable, et retournemalgré la
pertubation à l’état homogène. Si au contraire, pour cette même perturbation
positive de la densité à l’état stationnaire homogène, le flux en x1 est positif,
cela signifie que la perturbation est amplifiée, et continue de s’écarter de l’état
stationnaire : le système est donc instable. Cet écart grandissant à l’état station-
naire par l’amplification de perturbations conduit à l’émergence d’agrégats.
Dans cette partie, nous décrirons le principe de cette méthode d’une façon
très générale. Puis, dans la partie 4.3, nous l’appliquerons au modèle d’agréga-
tion de cadavres. Dans un premier temps, dans la partie 4.3.1, nous tâcherons
de retrouver le critère de stabilité tel que défini par l’analyse linéaire de stabilité
dans la partie 4.1.2. Puis, dans la partie 4.3.2 nous la mettrons en œuvre sur un
modèle simplifié de l’agrégation de cadavres, avec perception ponctuelle, dans
lequel les fourmis ont un déplacement balistique, c’est-à-dire uniquement en
ligne droite. Ensuite, dans la partie 4.3.3, nous étendrons ce résultat à un dépla-
cement de type marche aléatoire diffusive, ce qui nous permettra de comparer
le critère de stabilité du système présenté dans la partie 4.1.1 obtenu par la mé-
thode usuelle d’analyse linéaire de stabilité, décrit dans la partie 4.1.2, à celui
obtenu par la méthode alternative d’analyse des échanges. On montrera alors
que cette fomulation alternative nous permet de retrouver les résultats obtenus
par la méthode classique d’analyse linéaire de stabilité, présentée dans la par-
tie 4.1.2. Enfin, nous irons jusqu’à étendre cette formulation au cas avec per-
ception, dans la partie 4.3.4. Après cette validation de la proposition grâce à
la convergence de nos résultats avec ceux obtenus avec la méthode classique,
nous pourrons discuter des apports de ce nouveau formalisme, et l’étendre à
unmodèle du processus de construction, plus complexe.
Le formalisme que nous proposons ici est utilisable dans toutes les situa-
tions qui peuvent être décomposées en phases de prise et de dépôt d’objets, sé-
parées par une phase de transport de ces objets. Nous allons traduire l’énoncé
du modèle en une écriture qui sépare d’un côté la prise initiale et le dépôt fi-
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nal et de l’autre côté le chemin parcouru par l’individu qui transporte l’objet, et
l’extinction, i.e. le dépôt le long de ce chemin. L’hypothèse centrale pour que la
formulation que je vais présenter dans la suite soit correcte est la réciprocité des
chemins. Cela signifie que le sens de parcours du chemin du point x1 au point
x2 n’a aucune influence sur l’extinction le long de ce chemin. On retiendra pour
l’instant que cette hypothèse est valide lorsque l’on peut faire l’approximation
de diffusion. Elle sera valable également pour le modèle de déplacement sim-
plifié que j’ai choisi de retenir pour les premières illustrations ci-dessous : le cas
balistique.
Énoncé du modèle biologique dans le cas balistique On reprend le modèle
biologique énoncé dans la partie 4.1.1. Dans cette partie, les fourmis suivaient
une marche aléatoire de Boltzmann, un modèle de déplacement dans lequel
les trajectoires sont décrites par des successions de lignes droites, séparées par
des changements de direction.
Les fourmis sont initialement libres i.e. non porteuses. Elles se déplacent
dans l’arène et peuvent alors prendre les cadavres de fourmis qui y sont dispo-
sés, devenant alors porteuses. Ce comportement est caractérisé par une pro-
babilité de prise. Les fourmis porteuses transportent leur charge dans l’arène,
et peuvent la déposer, et redevenir alors libres. Ce comportement est caracté-
risé par uneprobabilité de dépôt. Lorsqu’une fourmi change d’état, par prise ou
dépôt d’un cadavre, elle choisit une direction de déplacement, direction qu’elle
conservera jusqu’à son prochain acte de dépôt ou de prise. Dans notre cas où le
système est unidimensionnel, la fourmi choisit entre deux directions, de façon
équiprobable.
Les boucles de rétroaction sont les mêmes que précédemment : les prises
amplifient les prises, i.e. la probabilité de prise diminue si la taille de l’agré-
gat de cadavres rencontré par la fourmi augmente ; les dépôts amplifient les
dépôts, i.e. la probabilité de dépôt augmente avec la taille du tas rencontré.
On conserve aussi le comportement de dépôt spontané, ainsi que l’absence de
mémoire des fourmis, c’est-à-dire que leur comportement n’est pas influencé
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par leur passé, les probabilités de prise et de dépôt par unité de temps restent
constantes tant que le stimulus rencontré par la fourmi est constant.
On considère cette fois encore que les fourmis sont réparties de façon ho-
mogène dans l’arène, et que les fourmis inactives (ou libres) sont majoritaires
par rapport aux fourmis actives (porteuses), hypothèse permise par l’observa-
tion que dans notre contexte la probabilité de prise est beaucoup plus faible
que la probabilité de dépôt.
Nous allons en revanche faire deux modifications concernant le déplace-
ment. Une première sur laquelle nous reviendrons ultérieurement : on consi-
dère que les fourmis se déplacent de façon balistique, c’est-à-dire uniquement
en ligne droite, sans jamais changer de direction. On l’utilise pour des raisons
didactiques, mais tous nos résultats seront ensuite étendus à la diffusion.
Une seconde, qui est parfaitement justifiée dans notre cas d’étude : on ad-
met que pendant le temps de transport d’un objet (temps entre l’instant de
la prise et l’instant du dépôt), la structure n’évolue pas. Le transport est quasi-
instantané à l’échelle temporelle de l’évolution de la structure. (Les temps entre
deux événements de prise - dépôt sont de l’ordre de quelques secondes alors
que le temps typique d’évolution de la structure est de l’ordre de l’heure.) Le
travail pour lever cette seconde simplification n’est pas encore fait.
Formulation en échanges nets À partir de ce modèle simplifié, on travaille à
une formulation du modèle biologique en exprimant les échanges nets entre
deux points 3, illustrée par la figure 4.5. Nous nous plaçons tout d’abord dans
un espace bidimensionnel. Nous considérons deux espaces infinitésimaux d~x1
et d~x2 et deux zonesß1 etß2. On note™12 le flux net échangé de cadavres défini
par :
™12 =¡21°¡12
dans lequel ¡12 représente le flux de cadavres de la zone ß1 vers la zone ß2,
c’est-à-dire la quantité de cadavres qui sont pris par des fourmis en ß1 et sont
3. La formulation sous forme d’équations aux dérivées partielles pourra être présentée en
annexe.
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déposés dans ß2. De même, ¡21 représente le flux de cadavres pris dans l’es-
pace infinitésimal ß2 et déposés dans la zone ß1.™12, ¡12 et ¡21 sont exprimés
en cadavres.s°1.
FIGURE 4.5 – Représentation schématique de la méthode en échanges nets dans le cas
d’un déplacement balistique.
Pour définir les flux ¡12 et ¡21, et par conséquent l’échange net entre les
zones ß1 et ß2, on commence par étudier d¡12 le flux entre l’espace infinitési-
mal d~x1 et la zone ß2. On a donc :
d¡12 = kpr i se(~x1)¥i d~x1
Z
2º
1
2º
d~!
Z+1
0
dækdepot ("æ")
£exp
µ
°
Zæ
0
kdepot ("æ˜")dæ˜
∂
H(~z 2ß2)
(4.13)
où kpr i se(~x1)¥i représente la quantité de cadavres pris en ~x1,
R
2º
1
2º
d! la di-
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rection choisie aléatoirement par la fourmi, dont le déplacement est considéré
balistique, kdepot ("æ") le dépôt au point d’arrivée, après avoir parcouru le che-
min caractérisé par son abscisse curviligne æ, exp
°°Ræ0 kdepot (æ˜)dæ˜¢ le dépôt
le long du chemin parcouru par la fourmi etH(~z 2ß2) le test pour déterminer si
le point d’arrivée de la fourmi active est dans la zone ß2. On note kdepot ("æ") et
kdepot ("æ˜") avec des guillemets car le taux de dépôt dépend de la position dans
l’espace et non pas réellement de la longueur parcourue.
On peut exprimer le point d’arrivée~z en fonction du point de départ ~x1, la
distance parcourue æ et la direction de la fourmi ~! :
~z =~x1+æ~!
On peut alors écrire les taux de dépôt kdepot ("æ") et kdepot ("æ˜") comme des
fonctions de la position de la fourmi :
d¡12 = kpr i se(~x1)¥i d~x1
Z
2º
1
2º
d~!
Z+1
0
dækdepot (~x1+æ~!)
£exp
µ
°
Zæ
0
kdepot (~x1+ æ˜~!)dæ˜
∂
H((~x1+æ~!) 2ß2)
(4.14)
Le flux de la zone ß1 vers la zone ß2 est alors l’équation 4.13 intégrée en d~x1
sur la zone ß1 :
¡12 =
Z
ß1
kpr i se(~x1)¥i d~x1
Z
2º
1
2º
d~!
Z+1
0
dækdepot (~x1+æ~!)
£exp
µ
°
Zæ
0
kdepot (~x1+ æ˜~!)dæ˜
∂
H((~x1+æ~!) 2ß2)
(4.15)
La fonction Heaviside H((~x1+æ~!) 2 ß2), qui teste si le point d’arrivée des
cadavres appartient bien à la zone ß2, peut être rendue implicite en modifiant
les bornes d’intégration des intégrales sur la direction choisie par la fourmi d~!
et la distance parcourue dæ. En effet, comme on peut le voir sur la figure 4.5,
on peut restreindre les directions qui mènent du point~x1 à la zone ß2 à l’angle
≠2(~x1) et définir pour chaque direction æe et æs respectivement les distances
entre le point de départ et l’entrée et la sortie de la zone ß2. L’équation 4.15
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devient alors :
¡12 =
Z
ß1
d~x1
Z
≠2(~x1)
d~!
Zæs
æe
dækpr i se(~x1)¥i
1
2º
kdepot (~x1+æ~!)
£exp
µ
°
Zæ
0
kdepot (~x1+ æ˜~!)dæ˜
∂ (4.16)
On définit maintenant la surface élémentaire d~x2 telle que :
d~x2 = [æd~!]dæ
On a alors : 8<: æ= ||~x2°~x1||~!= ~x2°~x1||~x2°~x1||
Et par conséquent :
1
||~x2°~x1||d~x2 = d~!dæ
Onpeut alors effectuer le changement de variable suivant, qui permettra de
supprimer la distance parcourue æ et faire apparaître le point d’arrivée~x2 :
d~x2 =æd~!dæ
L’équation 4.16 devient donc une double intégrale de d~x1 et d~x2 sur les
zones ß1 et ß2 :
¡12 =
Z
ß1
d~x1
Z
ß2
d~x2
1
||~x2°~x1||kpr i se(~x1)¥i
1
2º
kdepot (~x2)
£exp
µ
°
Z||~x2°~x1||
0
kdepot
µ
~x1+ æ˜ ~x2°~x1||~x2°~x1||
∂
dæ˜
∂ (4.17)
Commenous cherchons à exprimer™12 les échanges nets, nous définissons
de lamême façon¡21 le flux qui part deß2 versß1.¡21 est le symétrique de¡12,
exception faite de l’exponentielle qui représente les dépôts le long du chemin
æ, notée E , qui devient :
E = exp
µ
°
Z||~x1°~x2||
0
kdepot
µ
~x2+ æ˜ ~x1°~x2||~x1°~x2||
∂
dæ˜
∂
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On réalise alors quelquesmanipulations simples de E pour que son écriture
se rapproche de celle de l’exponentielle de l’équation 4.17. On commence par
renommer la variable d’intégration æ˜ en u. E devient donc :
E = exp
µ
°
Z||~x1°~x2||
0
kdepot
µ
~x2+u ~x1°~x2||~x1°~x2||
∂
du
∂
On réalise ensuite le changement de variable suivant :(
dæ˜=°du
u = ||~x1°~x2||° æ˜
E devient alors :
E = exp
µ
+
Z0
||~x1°~x2||
kdepot
µ
~x2+ [||~x1°~x2||° æ˜] ~x1°~x2||~x1°~x2||
∂
dæ˜
∂
D’où :
E = exp
µ
+
Z0
||~x1°~x2||
kdepot
µ
~x1° æ˜ ~x1°~x2||~x1°~x2||
∂
dæ˜
∂
Qui peut finalement s’écrire :
E = exp
µ
°
Z||~x2°~x1||
0
kdepot
µ
~x1+ æ˜ ~x2°~x1||~x2°~x1||
∂
dæ˜
∂
Ces manipulations mathématiques nous permettent de constater que les
dépôts le long du chemin æ ne dépendent pas du sens dans lequel les fourmis
actives le parcourent, dans le cas d’un déplacement balistique.
Le flux ¡21 s’exprime donc de la façon suivante :
¡21 =
Z
ß1
d~x1
Z
ß2
d~x2
1
||~x2°~x1||kpr i se(~x2)¥i
1
2º
kdepot (~x1)
£exp
µ
°
Z||~x2°~x1||
0
kdepot
µ
~x1+ æ˜ ~x2°~x1||~x2°~x1||
∂
dæ˜
∂ (4.18)
Cette expression est très proche de celle de ¡12, mis à part les taux de prise et
de dépôt en~x1 et~x2 qui sont inversés.
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On obtient donc l’expression suivante de™12 l’échange net entre les zones
ß1 et ß2, centré en~x1 :
™12 =
Z
ß1
d~x1
Z
ß2
d~x2
1
||~x2°~x1||¥i
1
2º
exp
µ
°
Z||~x2°~x1||
0
kdepot
µ
~x1+ æ˜ ~x2°~x1||~x2°~x1||
∂
dæ˜
∂
£°kdepot (~x1)kpr i se(~x2)°kpr i se(~x1)kdepot (~x2)¢
(4.19)
Enfin, on peut factoriser l’expression par kdepot (~x1)kdepot (~x2) les taux de
dépôt en~x1 et~x2 pour obtenir l’expression suivante :
™12 =
Z
ß1
d~x1
Z
ß2
d~x2
1
||~x2°~x1||¥i
1
2º
exp
µ
°
Z||~x2°~x1||
0
kdepot
µ
~x1+ æ˜ ~x2°~x1||~x2°~x1||
∂
dæ˜
∂
£kdepot (~x1)kdepot (~x2)
µ
kpr i se(~x2)
kdepot (~x2)
° kpr i se(~x1)
kdepot (~x1)
∂
(4.20)
™12 correspondant aux échanges nets entre ß1 et ß2 en ~x1, on peut alors
définir√(~x1,~x2) la densité échangée entre les points~x1 et~x2 :
√(~x1,~x2)= 1||~x2°~x1||¥i
1
2º
exp
µ
°
Z||~x2°~x1||
0
kdepot
µ
~x1+ æ˜ ~x2°~x1||~x2°~x1||
∂
dæ˜
∂
£kdepot (~x1)kdepot (~x2)
µ
kpr i se(~x2)
kdepot (~x2)
° kpr i se(~x1)
kdepot (~x1)
∂ (4.21)
Dans cette expression de√(~x1,~x2), la partieµ
kpr i se(~x2)
kdepot (~x2)
° kpr i se(~x1)
kdepot (~x1)
∂
correspond au potentiel d’échange entre les points ~x1 et ~x2, dû à la différence
de densité de cadavres entre ces deux points.
Le second terme
1
||~x2°~x1||¥i
1
2º
exp
µ
°
Z||~x2°~x1||
0
kdepot
µ
~x1+ æ˜ ~x2°~x1||~x2°~x1||
∂
dæ˜
∂
kdepot (~x1)kdepot (~x2)
représente quant à lui l’extinction de la quantité de cadavres transportée par les
dépôts le long de l’ensemble des chemins de~x1 à~x2 dans le cas où le déplace-
ment des fourmis est balistique et que l’espace est bidimensionnel. On appelle
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cette expression la "statistique d’échange entre les points~x1 et~x2". À un coeffi-
cient près, il s’agit de la densité de probabilité de déposer en~x2 pour une fourmi
ayant pris en~x1. Cette expression sera plus compliquée pour des déplacements
moins simples, et ne sera pas forcément factorisable. Elle l’est dans le cas d’un
déplacement de type diffusion, et plus généralement pour tout déplacement
réciproque. Son expression rigoureuse est complexe, mais on peut toujours en
donner une représentation formelle du type :
√(~x1,~x2)=®~x1,~x2
µ
kpr i se(~x2)
kdepot (~x2)
° kpr i se(~x1)
kdepot (~x1)
∂
(4.22)
où®~x1,~x2 représente la statistique d’échange entre les points~x1 et~x2 généralisée
à toute marche réciproque. Ce terme rend compte des chemins qui relient les
points~x1 et~x2 de la probabilité qu’ils soient parcourus, et de l’extinction, i.e. le
dépôt le long de leur parcours.
√(~x1,~x2) étant la densité de cadavres échangée entre les points~x1 et~x2, on
remarque qu’on peut simplement définir la variation temporelle de la densité
au point ~x1 comme l’intégrale de √(~x1,~x2) sur tous les points de l’espace ≠X ,
soit :
@c
@t
(~x1)=
Z
≠X
√(~x1,~x2)d~x2 (4.23)
Cette formulation intégrale est valable quelle que soit le temps considéré
et pour n’importe quelle distribution de cadavres et de fourmis. Elle n’est pas
nécessairement associée à la phase linéaire, correspondant aux premiers ins-
tants de la dynamique, ni réduite aux situations dans lesquelles les cadavres
et les fourmis sont uniformément répartis dans l’espace. Elle n’est que la tra-
duction en un formalisme intégral de la linéarité du transport : une traduction
qui met la réciprocité des chemins au premier plan. Dans le paragraphe sui-
vant, nous allons l’utiliser pour étudier la stabilité des états stationnaires ho-
mogènes, c’est-à-dire que nous allonsmaintenant retourner à la phase linéaire.
226
4.3 – Application à l’agrégation de cadavres dans la phase linéaireCHAPITRE 4.
4.3 Applicationà l’agrégationde cadavresdans laphase
linéaire
On va utiliser la formulation intégrale pour étudier la stabilité des points
fixes de notre modèle, et nous tenterons ensuite d’interpréter les courbes de
dispersion obtenues dans la partie 4.1.2 grâce à l’analyse linéaire de stabilité.
Pour rappel, alors que la formulation précédente a été réalisée dans un cas
bidimensionnel et avec une perception ponctuelle du champ par les fourmis,
lemodèle d’agrégation de cadavres est unidimensionnel et fait l’hypothèse que
les fourmis perçoivent les cadavres sur une longueur de perception ¢. Nous
irons donc pas à pas vers ces hypothèses.
4.3.1 Critère de stabilité
On cherchemaintenant à savoir si cette formulation en échanges nous per-
met d’étudier les états stationnaires homogènes du système considéré pour
déterminer s’ils sont stables ou instables, c’est-à-dire si, à partir des distribu-
tions initiales de cadavres et de fourmis qui correspondent à des situations
uniformes perturbées, on retourne à l’homogène (stabilité) ou si l’écart à l’ho-
mogène augmente (amplification et donc instabilité). Pour cela, on peut rester
dans le cas très général et utiliser la définition de la variation temporelle de la
densité de cadavres introduite par l’équation 4.23 :
@t c =
Z
≠X
√(~x,~x 0)d~x 0 (4.24)
où≠X est l’espace géométrique considéré. En remplaçant la densité d’échanges
nets√(~x1,~x2) par son expression généralisée de l’équation 4.22, on retient :
@t c =
Z
≠X
®~x,~x 0
µ
kpr i se(~x 0)
kdepot (~x 0)
° kpr i se(~x)
kdepot (~x)
∂
d~x 0 (4.25)
Pour un biologiste qui choisit de retenir cette formulation comme point de
départ de l’analyse, plutôt que la formulation différentielle du système d’équa-
tions 4.4 de la partie 4.1, le premier bénéfice est que la question de la stabilité
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devient triviale : si la croissance de la structure en x est vue comme le résul-
tat d’échanges nets avec des positions x 0, et si le signe de chaque échange net
est donné par la différence de
°
kpr i se/kdepot
¢
aux deux points (la statistique
d’échange est positive par construction), alors la stabilité est déterminée par
la dépendance de
°
kpr i se/kdepot
¢
aux conditions locales. Si
°
kpr i se/kdepot
¢
di-
minue lorsque c augmente, chaque perturbation sera amplifiée, sinon elle sera
atténuée.
La figure 4.6 est une illustration de cette conclusion sur le critère de sta-
bilité. La figure 4.6(a) montre deux situations d’échanges entre deux surfaces
élémentaires dx et dx 0, mis en relation avec le critère de stabilité représenté
sur la figure 4.6(b). Dans les deux configurations, on a c(x)> c(x 0). Dans le pre-
mier cas, nous sommes dans une situation stable car
°
kpr i se/kdepot
¢
croît avec
la densité de cadavres. Dans le second cas en revanche,
°
kpr i se/kdepot
¢
décroît
avec c, et le système est instable.
Pour s’en convaincre formellement, imaginons que l’on parte d’une condi-
tion homogène à la concentration cs et que l’on applique une perturbation de
petite amplitude. Nous considérons pour l’instant une perception ponctuelle et
les taux de prise et de dépôt sont donc des fonctions de la concentration locale.
On note :
kpr i se(~x)
kdepot (~x)
= f (c(~x))
Alors comme la perturbation est de faible amplitude, on peut écrire :
f (c(~x))º f (cs)+ f 0(cs)(c(~x 0)°c(~x))
et donc :
@t c =
Z
≠X
®~x,~x 0 f
0(cs)
£
c(~x 0)°c(~x)§d~x 0 (4.26)
Pour faire simple, admettons que la perturbation est purement locale 4, soit :(
c(~x)= cs +±c
c(~x 0)= cs 8~x 0 6=~x
4. Cela n’a que peu de sens dans notre étude,mais les images intuitives sont les bonnes et la
question des perturbations de support non nul sera abordée rigoureusement lors de l’analyse
des courbes de dispersion.
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(a)
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FIGURE 4.6 – (a) Illustration de deux situations typiques stable et instable, en lien avec
(b) la représentation graphique du critère de stabilité. Dans le cas 1, le flux qui part
de x est plus important que celui qui part de x 0. L’échange net reçu par la surface élé-
mentaire dx
≥
kdepot (~x)kpr i se (~x 0)°kpr i se (~x)kdepot (~x 0)
¥
est négatif. On retourne à l’état
stationnaire homogène, qui est donc stable. Dans le cas 2, le flux qui part de la sur-
face élémentaire dx est plus faible que celui qui part de dx 0. L’échange net reçu par dx≥
kdepot (~x)kpr i se (~x 0)°kpr i se (~x)kdepot (~x 0)
¥
est positif : on s’écarte de l’état stationnaire
homogène, qui est donc instable. Ces deux situations correspondent à des échanges de
densité de cadavres entre les points x et x 0 qui sont, comme le montre la figure illus-
trant le critère de stabilité, très proches en termes de densité.
Alors l’équation 4.26 devient :
@t c =°
Z
≠X
®~x,~x 0 f
0(cs)±c d~x 0 (4.27)
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et on voit bien que la perturbation s’amplifie si f 0(cs)< 0 et s’atténue si f 0(cs)>
0. On retrouve donc bien strictement les conclusions de l’analyse linéaire de
stabilité en ce qui concerne le critère de stabilité.
Remarque Le fait que le critère de stabilité que nous obtenons soit identique
à celui de l’ALS n’est pas ici l’information à retenir. La formulation intégrale
n’est qu’une redite rigoureuse de la formulation différentielle et on ne peut
donc qu’aboutir aux mêmes résultats quantitatifs. Ce qui a une valeur pour
le biologiste est seulement le fait que la formulation en échanges nets met en
avant cette propriété de stabilité en séparant les images du transport d’un côté,
et la différence entre les conditions locales aux extrémités des chemins d’un
autre côté. On voit immédiatement que ce qui pilote la stabilité est l’influence
du champ de concentration locale sur le rapport
°
kpr i se/kdepot
¢
: c’est le po-
tentiel d’échange qui fixe la croissance ou la décroissance de la structure, la
statistique des échanges n’influençant que la vitesse de croissance (voir les rai-
sonnements ci-dessous sur les courbes de dispersion).
Nous allons maintenant utiliser cette reformulation en termes d’échanges
pour interpréter qualitativement les limites des relations de dispersion obte-
nues dans la partie 4.1.2.
4.3.2 Limite balistique et perception purement ponctuelle
Dans la partie 4.3.1, nous n’avions pas besoin de préciser la marche. C’est
d’ailleurs un résultat significatif de notre travail formel : les conditions de sta-
bilité s’analysent indépendamment de la marche, pourvu que celle-ci soit ré-
ciproque. Dans la suite en revanche, nous allons nous placer en modèle unidi-
mensionnel, afin de retrouver le cas décrit et étudié par la méthode d’analyse
linéaire de stabilité dans la partie 4.1.2. De plus, mais seulement dans un pre-
mier temps, nous retenons un déplacement purement balistique. L’extension
à la diffusion sera faite dans la partie suivante. Nous sommes toujours dans le
cas d’une perception ponctuelle.
On définit à nouveau @t c la variation temporelle de la densité de cadavres
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en x, i.e. les échanges nets entre ce point x et tous les autres points de l’es-
pace. On reste sous l’hypothèse d’une perturbation infinitésimale du champ
de densité autour d’une densité cs . Nous repartons donc de l’expression linéa-
risée de l’équation 4.26, la seule différence est que nous explicitonsmaintenant
la statistique des échanges. Comme nous sommes en balistique, nous pouvons
reprendre les expressions du paragraphe 4.3.1, et comme nous sommes enmo-
nodimensionnel, l’espace angulaire se résume à deux directions : la direction
vers les x croissants, et la direction vers les x décroissants.
L’équation d’évolution de la densité devient donc :
@t c(x)=
Zx
°1
dx 0√(x,x 0)+
Z+1
x
dx 0√(x,x 0)
avec pour tout couple de points (x,x 0) :
√(x,x 0)= ¥i 12 exp
√
°
Zx 0
x
kdepot (x
00)dx 00
!
kdepot (x)kdepot (x
0) f 0(cs)
£
c(x 0)°c(x)§
Pour simplifier les expressions à venir, nous ne considérons que des situa-
tions où le champ de densité est symétrique par rapport à x. Les deux termes
intégraux de l’équation précédente sont donc égaux, et on peut écrire :
@t c = 2
Z+1
x
dx 0¥i
1
2
exp
√
°
Zx 0
x
kdepot (x
00)dx 00
!
kdepot (x)kdepot (x
0) f 0(cs)
£
c(x 0)°c(x)§
L’équation précédente se simplifie alors de la façon suivante :
@t c =
Z+1
x
dx 0¥i exp
√
°
Zx 0
x
kdepot (x
00)dx 00
!
kdepot (x)kdepot (x
0) f 0(cs)
£
c(x 0)°c(x)§
(4.28)
Relation de dispersion Dans la situation présente, à une seule espèce, la re-
lation de dispersion s’interprète directement comme le taux d’amplification
d’une perturbation sinusoïdale en fonction de la fréquence de cette perturba-
tion. Pour interpréter cette relation de dispersion à l’aide de notre formulation
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intégrale en échanges nets, nous considérons donc maintenant comme condi-
tion initiale une perturbation de la densité de cadavres autour de l’état station-
naire homogène de forme sinusoïdale, de fréquence ∫, avec un maximum ±c
à la position x. Dans cette situation, le point x présente la caractéristique de
n’échanger qu’avec des points de densité plus faible. Les échanges nets point
à point, √(x 0,x), dépendant de la différence de densité, seront donc de même
signe pour tous les x 0, soit un ajout soit une diminution de la densité de ca-
davres en x. Grâce au principe de superposition (lié là encore à la nature li-
néaire du transport), on interprétera @t c comme résultant de la somme de tous
les échanges nets, tous de même signe, avec chacun des points x 0, et la contri-
bution de chaque point x 0 s’interprétera en regardant conjointement :
— l’écart entre c(x 0) et c(x), soit ±c
£
cos(∫(x 0 °x))°1§ qui est toujours né-
gatif, et fluctue spatialement entre 0 et °2±c à la fréquence du cosinus ;
— la statistique d’échange entre x et x 0 qui décroît lorsque x 0 s’éloigne de
x du fait de l’atténuation exponentielle liée au dépôt.
On travaillera donc sur l’expression suivante :
@t c =°
Z+1
x
dx 0¥i exp
√
°
Zx 0
x
kdepot (x
00)dx 00
!
kdepot (x)kdepot (x
0) f 0(cs)±c
£
cos(∫(x 0 °x))°1§
=
Z+1
x
dx 0¥i exp
√
°
Zx 0
x
kdepot (x
00)dx 00
!
kdepot (x)kdepot (x
0) f 0(cs)±c
£
1°cos(∫(x 0 °x))§
(4.29)
Cette dérivée à l’instant initial nous informe directement sur l’amplification
ou l’atténuation de la perturbation sinusoïdale, et le taux d’amplification !(∫)
s’écrit alors :
!(∫)= @t c
±c
Soit
!(∫)= 1
±c
Z+1
x
dx 0¥i exp
√
°
Zx 0
x
kdepot (x
00)dx 00
!
kdepot (x)kdepot (x
0) f 0(cs)±c
£
1°cos(∫(x 0 °x))§
=
Z+1
x
dx 0¥i exp
√
°
Zx 0
x
kdepot (x
00)dx 00
!
kdepot (x)kdepot (x
0) f 0(cs)
£
1°cos(∫(x 0 °x))§
(4.30)
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Remarque L’expression que l’on obtient ici est lamême, à une constante près,
que celle qui nous a permis de raisonner sur la stabilité (équation 4.27), dans le
cas où le profil de densité est sinusoïdal. C’est donc avec lemême type d’images
que nous allons chercher à interpréter les relations de dispersion obtenues par
l’analyse linéaire de stabilité. La seule différence est que nous ne pourrons plus
raisonner uniquement sur le signe du potentiel d’échange, mais que nous de-
vrons prendre en compte son amplitude et la combiner avec la distribution spa-
tiale de la statistique d’échange (l’espace des chemins et l’atténuation le long
de ces chemins).
On cherche à interpréter la courbe de dispersion de la figure 4.4(a). La pre-
mière information que l’on retrouve directement dans l’expression 4.30 est que
la fréquence n’agit pas sur le signe de l’amplification. Soit il y a amplification et
alors il y a amplification à toutes les fréquences ; soit il y a atténuation à toutes
les fréquences.
Pour aller plus loin, nous allons travailler sur les limites à basses et hautes
fréquences. À basses fréquences, lorsque ∫ tend vers 0, la longueur d’onde du
sinus tend vers+1, et à l’échelle de distance permise par la statistique d’échange
(qui est de l’ordre de v/kdepot ) les variations de densité tendent vers 0 et l’am-
plification tend donc vers 0. Ce qui revient à dire que l’on n’échange qu’avec
des zones de même densité : l’échange net est donc nul.
À hautes fréquences, le sinus oscille très rapidement à l’échelle des dis-
tances d’échange. Tout se passe comme si, à chaque distance d’échange, on
rencontrait l’intégralité de l’information contenue dans le sinus. Du point de
vue du potentiel d’échange, tous les points sont équivalents et correspondent à
la valeur moyenne du sinus. Il ne reste donc que la statistique d’échange, et en
remplaçant (1°cos()) par sa moyenne, c’est-à-dire 1, on trouve :
lim
∫!+1!(x
§)= ¥i
µ
kpr i se
kdepot
∂0
kdepot (x)
ce qui est bien la valeur obtenue par l’analyse linéaire de stabilité (équation
4.12 ).
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4.3.3 Retour à un déplacement diffusif
Nous avons vu dans la partie 4.3.1 que le type de marche n’a aucun impact
sur le critère de stabilité, dumoment qu’elle est réciproque. C’est en particulier
le cas pour la diffusion.
En revanche, cela va certainementmodifier les taux d’amplification de la re-
lation de dispersion, du fait de l’extinction le long des chemins, qui ne sont plus
la ligne droite entre deux points (un chemin plus long impliquant une extinc-
tion plus forte). En effet, dans le cas diffusif, les fourmis qui quittent le point x
et parcourent une distanceæ atteindront un point x 0 plus proche que si leur dé-
placement avait été balistique, du fait des multiples changements de direction.
L’extinction par dépôt le long du cheminæ ne sera pasmodifiée, en revanche le
potentiel d’échange sera plus faible car la différence de densité entre les points
x et x 0 sera plus petite. Une conséquence est que tous les échanges étant di-
minués, le taux d’amplification de chaque fréquence est plus petit. L’existence
d’un maximum n’est pour autant pas remis en cause. On retrouve donc bien,
avec cette approche en échanges, les résultats présentés sur la figure 4.4(c).
Si on voulait quantifier précisément cette dépendance, on utiliserait les pro-
priétés d’invariance d’échelle de la diffusion qui feront dépendre les distances
d’échange en
p
D .
4.3.4 Effet de la perception
Jusqu’à présent, nous avons considéré que seule la densité locale de ca-
davres influence le comportement de prise et de dépôt (perception ponctuelle).
Lorsque l’on considère que les fourmis ont une aire de perception, celamodifie
les dépendances fonctionnelles des taux de prise et de dépôt. Le taux de dépôt
kdepot devient alors fonction de ¡c la densité de cadavres perçue sur le voisi-
nage ; le taux de prise kpr i se est quant à lui fonction de la densité perçue ¡c
mais aussi de la densité locale c.
Lorsque ∫ tend vers 0, cela ne change rien : si la fréquence spatiale de la
perturbation est très basse, le profil de densité varie très peu entre les points
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x et x 0 et les différences de densité, locale et perçue, deviennent négligeables.
Dans ce cas, on retrouve, à la limite, la logique de la perception ponctuelle :
s’il n’y a pas de différences de densité entre les deux points, alors l’échange net
est nul (les deux points émettent et reçoivent la même quantité), et il ne peut y
avoir d’amplification : !(∫) tend vers 0.
En revanche, lorsque ∫ tend vers +1, le profil sinusoïdal étant donc de
haute fréquence, uneperception élargie sur un voisinage implique que la fourmi
ne “voit” que la moyenne du sinus, c’est-à-dire qu’elle perçoit la même chose
en chaque point (cs), ce qui implique qu’elle réagit de la même façon à chaque
endroit, la perturbation du champ lui est invisible.
Or, ce qui est émis en un point est le produit de la densité de matériau dis-
ponible pour la prise par le taux de prise par fourmi libre (c’est-à-dire le taux
de rencontre entre un cadavre et une fourmi libre multiplié par le taux de prise
par rencontre). Si le taux de prise par fourmi libre est le même partout et indé-
pendant des perturbations de hautes fréquences, alors ce qui est émis devient
strictement proportionnel à la densité de matériau au point. Pour l’échange,
c’est donc seulement les densités c(x) et c(x 0) aux points qui vont compter.
Si c(x) < c(x 0), alors il y a plus de matériau émis en x 0 qu’en x, et donc x
recevra plus de matériau, et donc c(x) aura tendance à augmenter.
Si c(x)> c(x 0), alors au contraire il y a plus de matériau émis en x, et donc x
aura tendance à décroître.
Dans les deux cas, on voit donc que l’échange s’oppose à la différence des
concentrations, et on a une évolution en retour vers l’état homogène (une ho-
méostasie). On voit donc que pour les plus hautes fréquences, l’amplification
est rendue impossible par une perception élargie sur un voisinage : la moyeni-
sation du profil haute fréquence sur le voisinage rend la fourmi “aveugle” aux
fluctuations de hautes fréquences, et supprime donc la possibilité d’une rétro-
action positive.
Rappelons enfin que cette atténuation des hautes fréquences est l’élément
dynamique majeur pour qu’une fréquence plus basse se trouve amplifiée plus
que toute autre, et fasse émerger une longueur d’onde caractéristique entre pi-
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liers (à tout le moins, dans les premiers instants où la dynamique est encore
linéarisable autour de l’état homogène stationnaire).
Cette absence d’amplification des hautes fréquences était bien donnée par
la courbe de dispersion trouvée par l’analyse linéaire de stabilité qui conclut
à une décroissance de ! avec la fréquence jusqu’à ce que !(x) devienne né-
gatif (figures 4.4(b) et 4.4(d)). Pour autant, l’interprétation en termes de mé-
canismes dynamiques était difficile à formuler à partir de ces résultats ; la for-
mulation intégrale en échanges apporte donc un intuitif fort et très intéressant
sur la courbe de dispersion pour expliquer pourquoi la perception ne change
rien pour les très basses fréquences, empêche l’amplification des hautes fré-
quences, et permet donc l’amplification d’une fréquence caractéristique inter-
médiaire.
4.3.5 Conclusion intermédiaire
Nous voyons donc que, en partant de la formulation en échanges nets, l’in-
terprétation des résultats de l’analyse linéaire de stabilité est confortable. En ce
qui concerne les conditions de stabilité, les conclusions sont immédiates. On
aboutit même à une extension du critère de stabilité à l’ensemble des marches
réciproques. En ce qui concerne les taux d’amplification, il est plus délicat de
combiner l’information sur le potentiel d’échange avec l’information sur la sta-
tistique d’échange, mais la plupart des caractéristiques des courbes de disper-
sion reste très intuitive.
On atteint ici une première partie de notre objectif : nous assurer que cette
grille de lecture intégrale nous permettait au moins de retrouver les résultats
d’analyse existants. Nous devons tout de même insister sur le fait que, pour
l’instant, les raisonnements ne sont possibles quepour desmarches réciproques
(or les marches que nous avons observées lors de l’étude expérimentale de la
pente présentent des déviations à la réciprocité, chapitre 3). Et il reste un tra-
vail important et qui nous concerne directement : tenter d’étendre ces raison-
nements en échanges nets à ce type de non-réciprocité des marcheurs.
Une autre contrainte est attachée à l’analyse que nous venons de présen-
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ter : la structure n’évolue pas à l’échelle de temps d’un transport individuel de
boulette. Nous n’avons pas ici essayé de la lever car l’approximation correspon-
dante est parfaitement justifiée dans notre contexte.
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4.4 Applicationàunmodèlede constructionavecmar-
quage
Dans la suite de ce chapitre, nous présenterons un travail d’analyse sur un
modèle d’agrégation d’objet, posé comme première étape pour étudier l’im-
portance d’un ingrédient supplémentaire, absent dans le modèle d’agrégation
de cadavres : le marquage du matériau de construction, dont l’étude expéri-
mentale présentée au chapitre 2 suggère l’existence. Nous commencerons par
étudier ce modèle avec les outils classiques de l’analyse, en nous concentrant
sur le début de la dynamiqueCe travail est le fruit d’une collaboration avec Leah
Edelstein-Keshet, lors de mon séjour à l’Université de Colombie Britannique
(UBC, Vancouver, Canada). Nous exposerons ensuite l’apport de la perspective
en échanges nets dans ce contexte.
4.4.1 Présentation dumodèle avecmarquage
Énoncé du modèle biologique Le but de ce modèle de construction est de
comprendre la dynamique des premiers instants et lesmécanismes nécessaires
à l’émergence de piliers. Il s’inscrit bien sûr comme la suite de tous les travaux
d’analyse faits sur le modèle d’agrégation de cadavres.
Il est proche de celui-ci par son formalisme, car il traduit par des équations
aux dérivées partielles les taux de variations des densités de matériau (précé-
demment des cadavres de fourmis, ici de la terre) ainsi que des fourmis libres et
porteuses. Cependant, il fut nécessaire de l’adapter par l’ajout d’un type dema-
tériau supplémentaire. En effet, il est apparu expérimentalement que les four-
mis perçoivent différemment le matériau de construction vierge et le matériau
qui aurait été au préalable au contact avec des congénères (voir chapitre 2). La
présence d’un marquage chimique, par exemple de type phéromone, n’est pas
clairement prouvée. Mais l’absence d’explication complète de ce phénomène
de distinction entre les stimulus "présence de matériau vierge" vs. "présence
de matériau maçonné" n’est pas un obstacle à la tentative de le modéliser. Au
238
4.4 – Application à unmodèle de construction avec marquage CHAPITRE 4.
contraire, la modélisation est un outil qui peut aider à créer des protocoles ex-
périmentaux dédiés à la discrimination entre plusieurs scénarios, explications
possibles.
Nous avons choisi de distinguer de façon binaire le matériau vierge du ma-
tériau marqué. Dans le formalisme des équations aux dérivées partielles, cela
implique une transition immédiate d’un état à l’autre, plutôt que de considérer
une transition lente, avec un "marquage" qui disparaît progressivement dans
le temps. C’est évidemment une simplification forte de ce qui constituerait ce
"marquage" à l’échelle du phénomène de construction du nid. Cependant, ce
premiermodèle de construction est ici utilisé pour étudier les premiers instants
de cette édification, afin de comprendre les critères indispensables à l’émer-
gence des structures. Pendant cette phase de la dynamique, très courte, le fait
de considérer le "marquage" comme immédiat n’est pas problématique. Pour
ne pas semer de confusion et laisser croire que le marquage du matériau est
une question résolue, dans la suite de ce chapitre nous préfererons parler de
matériau maçonné, par opposition au matériau spontané.
L’ajout de cette distinction entre deux types de matériau se traduit par une
équation supplémentaire qui traduit cette transition, et ajoute de la complexité
au modèle. C’est pourquoi on commencera dans cette partie, après avoir pré-
senté le modèle (partie 4.4.1), par faire un travail d’analyse préliminaire, sur
le modèle non spatialisé (4.4.2) Ensuite on présentera quelques résultats d’ex-
ploration numérique dumodèle spatialisé (partie 4.4.3). Enfin on appliquera la
méthode développée dans la partie précédente sur le modèle (partie 4.4.4).
Traduction formelle dumodèle enÉquations auxDérivéesPartielles Cemo-
dèle s’inspire de la cinétique enzymatique de typeMichaëlis-Menten, en consi-
dérant les mécanismes de prise et de dépôt de boulettes de matériau de la
même façon que les mécanismes de liaison entre enzymes et substrats, et de
leur transformation enproduits dans les réactions enzymatiques. Cette approche
est donc très inspirée de lamodélisation des réactions entre espèces chimiques.
On considère un système à quatre espèces, dont deux sont des types de
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fourmis, porteuses (ou actives) et libres (ou inactives), et deux des types dema-
tériau, spontané et maçonné.
On considère la réaction suivante :
C + I
kpick
⌦
kdrop
A
kbuild
⌦
kremove
P + I (4.31)
Les fourmis inactives I , de densité ¥i , peuvent prendre une boulette dema-
tériau spontané C , de densité c, avec un taux de prise si la rencontre a lieu
kpick : elles deviennent alors actives A, avec une densité ¥a . Les fourmis por-
teuses peuvent déposer soit du matériau spontané C , avec un taux kdrop , soit
dumatériau construit P (en piles), de densité p, avec un taux kbui ld . Elles rede-
viennent alors inactives. Une fois que des piles P sont apparues, elles peuvent
aussi être détruites par les fourmis inactives, avec un taux kremove .
Suivant le modèle de cinétique enzymatique deMichaëlis-Menten, on peut
alors écrire les vitesses de réaction, c’est-à-dire les variations de concentration
des différentes espèces, avec le système suivant :8>>>>>>>>>><>>>>>>>>>>:
@c
dt
=°kpick c ¥i +kdrop ¥a (4.32a)
@p
dt
=°kremove p ¥i +kbui ld ¥a (4.32b)
@¥a
dt
=+(kpick c+kremove p)¥i ° (kdrop +kbui ld )¥a (4.32c)
@¥i
d t
=°(kpick c+kremove p)¥i + (kdrop +kbui ld )¥a (4.32d)
À ce stade de la formulation, les concentrations sont des variables du temps
seulement puisqu’il n’apparaît pas de dépendances spatiales (cette situation
correspond au cas du mélangeur parfait en chimie). Si l’on veut introduire un
terme qui reflète le déplacement des fourmis porteuses et libres, la façon la plus
simple est d’ajouter un terme de diffusion spatiale aux équations 4.32c et 4.32d.
Dans ce cas, les variables c, p, ¥a et ¥i deviennent des variables dépendant du
240
4.4 – Application à unmodèle de construction avec marquage CHAPITRE 4.
temps et de l’espace :8>>>>>>>>>>><>>>>>>>>>>>:
dc
dt
=°kpick c ¥i +kdrop ¥a (4.33a)
dp
dt
=°kremove p ¥i +kbui ld ¥a (4.33b)
d¥a
dt
=+(kpick c+kremove p)¥i ° (kdrop +kbui ld )¥a +Da @
2¥a
@x2
(4.33c)
d¥i
d t
=°(kpick c+kremove p)¥i + (kdrop +kbui ld )¥a +Di @
2¥i
@x2
(4.33d)
Dans la suite de ce chapitre, on étudiera le modèle 4.33. On débutera ce tra-
vail d’analyse par l’étude du modèle sans spatialisation, plus simple mais dont
l’analyse donnequelques premiers éléments de compréhension. Puis nous ana-
lyserons le modèle complet, spatialisé, par des simulations numériques, qui
permettent d’explorer le comportement du système. Ensuite on analysera la
stabilité de ses états stationnaires en utilisant la méthode développée précé-
demment.
4.4.2 Analyse préliminaire : modèle non spatialisé
Le modèle spatialisé à 4 variables est plus compliqué que celui de l’agré-
gation de cadavres. On commence donc son étude par un travail préliminaire,
sur le système non spatialisé, pas à pas, des premiers instants de la dynamique
jusqu’au système complet.
Premiers instants de la dynamique On considère qu’au début de la dyna-
mique, seul le matériau spontané est disponible pour les fourmis. On a donc
l’équation réactionnelle suivante :
C + I
kpick
⌦
kdrop
A
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On peut alors exprimer les taux de variation des densités de fourmis actives
et inactives de la façon suivante :8>><>>:
d¥a
dt
= kpick c ¥i °kdrop ¥a (4.34a)
d¥i
d t
=°kpick c ¥i +kdrop ¥a (4.34b)
Loi de conservation du nombre de fourmis La quantité totale de fourmis
est constant au cours du temps. On peut exprimer cette loi de conservation en
définissant a la densité totale de fourmis :
¥i +¥a = a
On peut alors utiliser cette relation pour réduire le nombre de variables du
système 4.34. On obtient un système fonction de la seule densité de fourmis
actives ¥a et de la densité de matériauC :8>><>>:
d¥a
dt
= kpick c a° (kdrop +kpick c)¥a (4.35a)
d¥i
d t
=° d¥a
dt
(4.35b)
État stationnaire À l’état stationnaire, la variation temporelle de la densité
de fourmis actives s’annule :
d¥a
dt
= 0
On peut donc déduire du système 4.35 les expressions des densités de four-
mis actives ¥a et inactives ¥i :8>>><>>>:
¥ssa '
kpick c a
kdrop +kpick c (4.36a)
¥ssi ' a°
kpick c a
kdrop +kpick c (4.36b)
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Definition On définit ¡ la fraction de fourmis actives :
¡= ¥
ss
a
a
On a donc :
¡= kpick c
kdrop +kpick c
Après simplification, on obtient une expression de ¡ en fonction de c :
¡(c)= c
Ø + c (4.37)
avec Ø= kdrop /kpick
La figure 4.7(a) montre les valeurs de ¡ pour une densité dematériau spon-
tané c 2 [0,m].
Remarque Ø est exprimé comme une densité, en boulet tes.cm°2 et répre-
sente la densité de matériau pour laquelle ¡ = 1/2, i.e. 50% des fourmis sont
porteuses.
On a donc :
¥sa = a¡
et
¥si = a (1°¡)
À l’état stationnaire, on obtient donc les expressions suivantes de ¥sa et ¥
s
i :8>><>>:
¥sa = a
c
Ø + c (4.38a)
¥si = a
Ø
Ø + c (4.38b)
La figure 4.7(b) montre les valeurs de ¥sa et ¥
s
i pour des densités c 2 [0,m].
Design expérimental Cette première analyse permet d’imaginer le protocole
de quelques expériences, qui permettraient d’estimer les paramètres du mo-
dèle.
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FIGURE 4.7 – Résultats numériques des calculs de (a) ¡ et (b) ¥sa et ¥
s
i pour différentes
densités initiales de matériau spontané c0 2 [0,m]. Valeurs des paramètres utilisées :
Ø= 10,m = 200, a = 10.
EstimationdeØ En réalisant des expériences avec différentes densités ini-
tiales de matériau c0 et grâce à la mesure de ¡(t ) la fraction de fourmis por-
teuses, on peut reconstruire la courbe expérimentale correspondant à la figure
4.7(a), et par conséquent estimer Ø.
Estimation de kdrop On peut aussi réaliser une série expérimentale dans
laquelle on supprimerait le matériel après avoir laissé les fourmis construire,
définissant ainsi un temps t0, et mesurer au cours du cours la densité de four-
mis porteuses ¥a(t ). On devrait obtenir une courbe exponentielle décroissante,
car le taux de variation de la densité de fourmis porteuses serait alors définie
comme :
d¥a
dt
=°kdrop ¥a
Nous aurions donc l’expression suivante pour la densité de fourmis por-
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teuses au cours du temps :
¥a = exp(°kdrop ¥a)
Nous pourrions alors estimer kdrop directement à partir de lamesure de ¥a .
Un peu plus tard dans la dynamique Une fois que le système a commencé
à évoluer, on considère que les fourmis peuvent construire des piles de ma-
tériau maçonné ainsi qu’en retirer des boulettes. On considère donc les deux
réactions :
C + I
kpick
⌦
kdrop
A
kbuild
⌦
kremove
P + I
On exprime le taux de variation de la densité de matériau maçonné par
l’équation 4.32b :
dp
dt
= kbui ld ¥a °kremove p ¥i
On se restreint aux premiers temps de la dynamique, proche de t = 0, afin
de pouvoir conserver les équations 4.38a et 4.38b comme approximations des
densités ¥a et ¥i .
L’équation 4.32b devient alors :
dp
dt
' kbui ld fa(c)°kremove p fi (c) (4.39)
avec
fa(c)= a
µ
c
Ø+c
∂
et
fi (c)= a
µ
Ø
Ø+c
∂
D’après l’approximation m ' c + p, le taux de variation de c peut être ex-
primé à partir de l’équation 4.39 :
dc
dt
'°kbui ld
µ
a c
Ø+c
∂
+kremove (m°c)
µ
aØ
Ø+c
∂
(4.40)
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On se demande alors si différents comportements peuvent émerger, c’est-à-
dire si le nombre d’états stationnaires ainsi que leur propriété de stabilité peut
varier, en fonction de la dépendance de kbui ld en densité locale de matériau
maçonné p.
Étude de l’influence de la dépendance de kbui ld On teste trois types de
dépendance de kbui ld en p. On peut écrire l’équation 4.40 en la décomposant
en deux parties :
dc
dt
'°F1(c)+F2(c) (4.41)
où
F1(c)= kbui ld
µ
a c
Ø+c
∂
et
F2(c)= kremove (m°c)
µ
aØ
Ø+c
∂
Cette réécriture permet d’analyser séparement F1(c) et F2(c) en traçant leur
courbe respective. F1(c) représente le taux de disparition de c, F2(c) son taux
d’apparition. à chaque intersection des deux courbes correspond un état sta-
tionnaire cs . La figure 4.8montre ces deux courbes pour trois exemples de kbui ld .
Cas 1 kbui ld = constant
Quand kbui ld est une constante, on a seulement un état stationnaire, qui est
stable, comme le montre la figure 4.8(a).
Cas 2 kbui ld = kb,0+kb,1p
Avec cette définition de kbui ld , il est nécessaire de définir deux paramètres
pour décrire le dépôt : k0 le taux de dépôt spontané et k1 le taux de dépôt pour
p = 1.
Dans ce cas, on a deux états stationnaires (Fig 4.8(b)).
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FIGURE 4.8 – Taux de disparition (courbes noires) et d’apparition (courbes rouges) de
c pour différentes dépendances de kbui ld . Les points noirs représentent les états sta-
tionnaires cs . Valeurs des paramètres : Ø = 10,m = 200, a = 10, kremove = 1, kb,0 = 0.1,
kb,1 = 10 and Æ= 60. L’ordre de grandeur des trois types de kbui ld est conservé.
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Cas 3 kbui ld = k0+ k1 p
2
Æ2+p2
Dans le cas d’une dépendance en p2, on ajoute le paramètre Æ afin de ré-
adapter l’ordre de grandeur du taux de dépôt kbui ld . Les figures 4.8(c) et 4.8(d)
permettent de visualiser que le système a alors trois états stationnaires : les pre-
mier et troisième sont stables, alors que l’état stationnaire intermédiaire est in-
stable. Une dépendance de kbui ld en pn avec n ∏ 2 permet donc d’augmenter
le nombre d’états stationnaires.
Il semble que le paramètre Æ a un impact sur le nombre d’états station-
naires. On étudie l’influence de ce paramètre dans la partie suivante.
Impact du paramètre Æ sur les états stationnaires On poursuit ce travail
préliminaire d’analyse par l’étude de l’impact du paramètre Æ sur le nombre
d’états stationnaires. On cherche cs la densité dematériau spontané à l’état sta-
tionnaire cs pour Æ 2 [0,100]. La figure 4.9, diagramme de bifurcation de cette
étude, montre les valeurs de cs en fonction de Æ.
On remarque que pour Æ < 40 et Æ > 72, il n’y a qu’un état stationnaire.
Lorsque Æ 2 [40,72], on obtient trois états stationnaires. Dans ce cas, l’état sta-
tionnaire intermediaire est instable, et les deux autres sont stables.
La réalisation de simulations numériques permet de confirmer cette varia-
tion du nombre d’états stationnaires. La partie suivante en montre quelques
illustrations.
Exploration numérique On realise des simulations numériques de la dyna-
mique, en utilisant les équations précédemment explicitées :8>><>>:
dc
dt
=°kbui ld
µ
a c
Ø+c
∂
+kremove (m°c)
µ
aØ
Ø+c
∂
(4.42a)
dp
dt
=°dc
dt
(4.42b)
où kbui ld = kb,0+ kb ,1p
2
Æ2+p2 .
On peut alors réaliser des simulations numériques de la dynamique avec
différentes valeurs du paramètre Æ, mais aussi plusieurs conditions initiales,
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FIGURE 4.9 –Diagrammede bifurcation : densité dematériau spontané à l’état station-
naire cs en fonction de Æ. Valeurs des paramètres : Ø= 10,m = 200, a = 10, kremove = 1,
kb,0 = 0.1, kb,1 = 10 and Æ 2 [0,100].
notamment des densités de matériau spontané c0. La figure 4.10 en montre les
résultats.
Comme lemontrent les figures 4.10(a) et 4.10(b), dans le cas oùÆ= 30 l’état
stationnaire est identique pour les deux conditions initiales choisies, et caracté-
risé par cs = 100. On observe le même type de dynamique lorsque Æ= 80, avec
un état stationnaire défini par une densité de matériau spontané cs = 200 (fi-
gures 4.10(c) et 4.10(d)). En revanche, lorsque Æ= 60 le systême présente deux
états stationnaires : cs = 130 lorsque c0 = 30 (figure 4.10(e)) et cs = 200 pour
c0 = 180 (figure 4.10(f)).
Les simulations numeriques permettent donc de trouver les états station-
naires, mais uniquement les stables, vers lesquels la dynamique va tendre. On
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FIGURE 4.10 – Simulations numériques du système 4.42. Les dynamiques des densi-
tés de matériau spontané c et maçonné p sont respectivement représentées par les
courbes noires et rouges. Valeurs des paramètres : Ø= 10,m = 200, a = 10, kremove = 1,
k0 = 0.1, k1 = 10 and Æ= 60.
perd donc l’information sur les états stationnaires instables, mis en évidence
grâce au diagramme de bifurcation.
Ce travail préliminaire a permis de mettre en évidence quelques caractéris-
tiques de ce modèle, à travers une première étude du modèle sans spatialisa-
tion.On remarque l’importance de la dépendance en p du taux de dépôt dema-
tériaumaçonné kbui ld . Cela confirme que la fonction d’amplification de kbui ld
250
4.4 – Application à unmodèle de construction avec marquage CHAPITRE 4.
par la densité de matériau maçonné p a un impact majeur sur l’émergence de
structures.
Onpeut à présent aborder l’analyse dumodèle complet. Onprésentera dans
un premier temps quelques résultats numériques, pour explorer le comporte-
ment du système lorsqu’on ajoute la diffusion des fourmis. Ensuite on appli-
quera la méthode développée dans la partie 4.2 à ce modèle de construction,
plus complexe à cause de son plus grand nombre de variables.
4.4.3 Exploration numérique dumodèle spatialisé
Ce modèle de construction étant plus compliqué que le modèle précédent
d’agrégation de cadavres, du fait de son plus grand nombre de variables, il ap-
paraît intéressant de réaliser un travail préliminaire d’exploration numérique
du système. En effet, quelle que soit la méthode d’analyse choisie, analyse li-
néaire de stabilité ou analyse en échanges, il sera nécessaire de vérifier numé-
riquement les résultats obtenus. Ce travail numérique étant un passage obligé,
il paraît opportun de commencer à le réaliser en amont de l’analyse de stabilité,
afin de guider cette étude.
Pour toutes les simulations numériques présentées ici, j’ai utilisé la mé-
thode numérique utilisée par Leah Edelstein-Keshet et son équipe, c’est-à-dire
un schéma numérique de Crank-Nicolson pour les équations ayant une partie
diffusion, et un schéma d’Euler pour les autres.
Tous les détails numériques ainsi que la comparaisondes résultats des sché-
mas d’Euler et de Crank-Nicolson sont présentés en annexe B.1.
4.4.3.1 Début de la dynamique –modèle à 3 espèces
Pour guider l’analyse, on commence par s’intéresser aux premiers instants,
lorsque seulement trois espèces sont présentes, les fourmis actives A et inac-
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tives I , et le matériau spontanéC . La réaction considérée est donc la suivante :
C + I
kpick
⌦
kdrop
A (4.43)
Les équations décrivant l’évolution temporelle de leur densité s’écrivent
donc : 8>>>>>>><>>>>>>>:
@c
@t
=°(kpick c ¥i °kdrop ¥a) (4.44a)
@¥a
@t
=+(kpick c ¥i °kdrop ¥a)+Da @
2¥a
@x2
(4.44b)
@¥i
@t
=°(kpick c ¥i °kdrop ¥a)+Di @
2¥i
@x2
(4.44c)
Résultats numériques On utilise des conditions aux limites périodiques, et
des conditions initiales hétérogènes en boulettes C et en fourmis A et I . Les
valeurs numériques ont été choisies en lien avec la biologie : les ordres de gran-
deur des ratios entre les taux de prise et de dépôt
kpick
kdrop
et
kbui ld
kremove
, ainsi que
le ratio entre le nombre de fourmis et la quantité de matériau utilisés dans les
expériences ont été respectés. La figure 4.11 montre les résultats obtenus : on
remarque que les densités de matériau spontané c, de fourmis actives ¥a et in-
actives ¥i tendent toutes vers l’état stationnaire homogène. L’état stationnaire
homogène semble donc stable.
On peut ajouter le second type de matériau pour poursuivre l’étude numé-
rique préliminaire.
4.4.3.2 Modèle complet
On ajoute la seconde espèce de matériau pour obtenir le système réaction-
nel complet 4.31. Les équations d’évolutiondes différentes densités correspondent
252
4.4 – Application à unmodèle de construction avec marquage CHAPITRE 4.
0
1
2
3
4
X
0 25 50 75 100
FIGURE 4.11 – Simulation numérique du modèle 4.44 avec une condition initiale hé-
térogène (lignes pointillées). Les lignes pleines correspondent à l’état final. Les lignes
noires, rouges et vertes correspondent respectivement aux densités de matériau spon-
tané, fourmis actives et inactives. Valeurs des paramètres : temps T = 1000, longueur
L = 1, nombre total de fourmis a = 10, quantité totale de matériau spontaném = 200,
fraction de fourmis actives à l’état initial ra = 0.2, taux de réaction kdrop = 10, kpick = 1,
coefficients de diffusion des fourmis actives et inactives Da = 10°3, Di = 10°3, pas de
temps ¢t = 0.001 et d’espace ¢x = 0.01.
alors au système 4.33.8>>>>>>>>><>>>>>>>>>:
@c
@t
=°(kpick c ¥i °kdrop ¥a)
@p
@t
=°(kremove p ¥i °kbui ld ¥a)
@¥a
dt
=+(kpick c ¥i °kdrop ¥a)+ (kremove p ¥i °kbui ld ¥a)+Da @
2¥a
@x2
@¥i
d t
=°(kpick c ¥i °kdrop ¥a)° (kremove p ¥i °kbui ld ¥a)+Di @
2¥i
@x2
Dans l’analyse du modèle non spatialisé présenté plus haut, on a mis en
évidence qu’une dépendance de kbui ld en p2 de la forme :
kbui ld = kb,0+
kb,1p2
Æ2+p2
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avec l’ajout d’un paramètre Æ donne un système susceptible d’avoir un à trois
états stationnaires, en fonction de la valeur de ce paramètre Æ. Le paramètre
kb,0 correspond au dépôt spontané. Or il s’avère que les résultats expérimen-
taux varient grandement d’une réplique à l’autre. Parfois, malgré les efforts
réalisés pour minimiser les variations des conditions environnementales entre
deux répliques, certaines expériences ne donnaient pas de construction finale
alors que dans d’autres cas, nous obtenions des piliers surmontés de chapeaux,
sans que nous soyons capables a posteriori de déterminer les causes de ces dif-
férences trèsmarquées. Cela laisse à penser que le phénomène de construction
peut avoir plusieurs états stationnaires en fonction de paramètres qui avaient
été mal identifiés lors de cette série expérimentale. Nous avons donc choisi
d’utiliser cette dépendance de kbui ld à p et Æ pour l’exploration numérique du
modèle complet 4.33. En revanche, lors de l’analyse par la méthode d’analyse
en échanges, nous repartirons sur une version plus généralisée de kbui ld .
Résultats numériques On utilise à nouveau des conditions aux limites pé-
riodiques, et une condition initiale hétérogène en matériau spontané c et en
fourmis porteuses ¥a et libres ¥i . En ce qui concerne la densité de matériau
maçonné p, on teste deux conditions initiales. La figure 4.12 en montre les
résultats. Du fait de la forme de la dépendance en p du taux de construction
kbui ld , le cas où il n’y aurait initialement pas dematériaumaçonné ne présente
pas d’intérêt : dans ce cas, kbui ld est toujours égal à 1 et les matériau P ne peut
pas être déposé. On a donc voulu vérifier si des piles pouvaient apparaître avec
deux densités initiales de matériau maçonné différentes, non nulles et hétéro-
gènes. On constate que si la densité initiale est faible, tout lematériaumaçonné
P devient du spontanéC (figure 4.12(a)), alors que si la densité initiale est plus
élevée, des piles apparaissent (figure 4.12(b)). Il y a donc une densité initiale de
matériau maçonné critique en-dessous de laquelle le matériau maçonné dis-
paraît et au-dessus de laquelle des piles peuvent émerger.
Ces résultats numériques montrent que l’état stationnaire associé à ce mo-
dèle peut être stable ou instable. On cherche donc à étudier le critère de stabi-
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FIGURE 4.12 – Résultats numériques du modèle complet, décrit par le système 4.33,
avec une condition initiale hétérogène (lignes en pointillé) en matériau spontané C
(lignes noires), matériau maçonné (lignes bleues), fourmis actives (lignes rouges) et
inactives (lignes vertes). Valeurs des paramètres : Temps T = 1000, longueur L = 1,
nombre total de fourmis a = 10, quantité totale de matériau spontané m = 200, frac-
tion de fourmis actives à l’état initial ra = 1, taux de réaction kdrop = 10, kpick = 1,
kb,0 = 0.01, kb,1 = 10, Æ = 1, kremove = 0.5, Da = 10°3, Di = 10°3, ¢t = 0.001 and
¢x = 0.01.
lité de ce système, en utilisant la méthode développée dans la partie 4.2.
4.4.4 Application de laméthode d’analyse en échanges dumo-
dèle de construction
Comme au début de ce chapitre, sur l’exemple du modèle d’agrégation de
cadavres, notre démarche fut de réaliser une analyse de stabilité classique sur
le modèle biologique traduit dans un formalisme différentiel, puis de reformu-
ler avec l’approche en échanges nets ce même modèle. Cette partie présente
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cette formulation intégrale et l’analyse de stabilité qui en découle ; l’analyse de
stabilité classique est présentée dans l’annexe B.2.
On part dumodèle de construction énoncé dans la partie 4.4.1. Nous avons
donc un système à quatre espèces, des fourmis actives A et inactives I , et du
matériau spontané C et du matériau maçonné P , de densités respectives ¥a ,
¥i , c et p, dépendant du temps t et de l’espace x.
Pour simplifier l’analyse de cemodèle, nous faisons l’hypothèse suivante : le
temps de transport dumatériau est très grand devant le temps de déplacement
des fourmis. Cela signifie que le temps entre un événement de prise et un évé-
nement de dépôt est très grand devant le temps de déplacement des fourmis.
Cette hypothèse permet de considérer que malgré les événements de prise et
de dépôt, et par conséquentmalgré les variations de densités de fourmis actives
¥a et inactives ¥i , la densité de fourmis inactives peut être considérée comme
constante et à son état stationnaire homogène noté ¥§i .
On étudie alors les échanges nets dematériaumaçonné P entre deux points
x1 et x2. Pour cela, on suit le même type raisonnement que dans la partie 4.2,
en se focalisant sur le matériau de type P . Il faudra cependant prendre garde
au fait que le matériau existe sous la forme de deux espèces distinctes. Les flux
auront donc des expressions plus compliquées que dans la partie précédente,
qui tiennent compte de ces deux espèces et donc des quatre taux réactionnels.
Formulation en échanges nets Comme dans la partie 4.2, on commence par
se placer dans un espace à deux dimensions, dans lequel les fourmis ont un
déplacement balistique. On considère deux espaces infinitésimaux d~x1 et d~x2
et deux zones ß1 et ß2. On définit™12 le flux net de matériau P échangé entre
les zones ß1 et ß2, centré en x1, par :
™12 =¡21°¡12
où ¡12 est le flux de matériau P de la zone ß1 vers la zone ß2, et ¡21 le flux
de matériau P de la zone ß2 vers la zone ß1. ™12, ¡21 et ¡12 sont exprimés en
boulettes.s°1.
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On définit alors√12 et√21 de la façon suivante :(
√12 =
R
ß2
d¡12
√21 =
R
ß1
d¡21
√12 (resp. √12) étant alors le flux entre l’espace infinitésimal d~x1 (resp. d~x2) et
la zone ß2 (resp. ß1).8>>>>>>>>>>><>>>>>>>>>>>:
d¡12 = kremove(~x1)p(~x1)¥§i d~x1
Z
2º
1
2º
d~!
Z+1
0
dæ
°
kdrop("æ")+kbui ld ("æ")
¢
£exp
µ
°
Zæ
0
°
kdrop("æ˜")+kbui ld ("æ˜")
¢
dæ˜
∂
H(~z 2ß2)
d¡21 =
°
kpick(~x2)c(~x2)+kremove(~x2)p(~x2)
¢
¥§i d~x2
Z
2º
1
2º
d~!
Z+1
0
dækbui ld ("æ")
£exp
µ
°
Zæ
0
°
kdrop("æ˜")+kbui ld ("æ˜")
¢
dæ˜
∂
H(~z 2ß1)
Les différents termes correspondent respectivement à :
kremove(~x1)p(~x1)¥§i : la quantité de matériau P pris en~x1°
kpick(~x2)c(~x2)+kremove(~x2)p(~x2)
¢
¥§i : la quantité de matériau des deux types
C et P pris en~x2R
2º
1
2º
d! : la direction choisie aléatoirement par la fourmi°
kdrop("æ")+kbui ld ("æ")
¢
: le dépôt au point d’arrivée~x2, après avoir parcouru
le chemin d’abscisse curviligne æ, indifféremment sous les formesC et P
kbui ld ("æ") : le dépôt au point d’arrivée~x1 uniquement sous la forme P
exp
°°Ræ0 °kdrop("æ˜")+kbui ld ("æ˜")¢dæ˜¢ : l’extinction par le dépôt de matériau
sous la formeC ou P le long du chemin parcouru par la fourmi
H(~z 2ß2) : le test pour déterminer si le point d’arrivée de la fourmi active est
dans la zone ß2
H(~z 2ß1) : le test pour déterminer si le point d’arrivée de la fourmi active est
dans la zone ß1
On peut alors réaliser les mêmes manipulations mathématiques que celles
décrites dans la partie 4.2 pour passer de l’équation 4.13, sur d¡12 , à l’équa-
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tion 4.17, sur ¡12, ainsi que celles réalisées sur le terme d’extinction de ¡21 jus-
qu’à obtenir l’équation 4.18. On obtient alors les expressions de ©12 et©21 sui-
vantes :
¡12 =
Z
ß1
d~x1
Z
ß2
d~x2
1
||~x2°~x1||kremove(~x1)p(~x1)¥
§
i
1
2º
°
kdrop(~x2)+kbui ld (~x2)
¢
£exp
µ
°
Z||~x2°~x1||
0
∑
kdrop
µ
~x1+ æ˜ ~x2°~x1||~x2°~x1||
∂
+kbui ld
µ
~x1+ æ˜ ~x2°~x1||~x2°~x1||
∂∏
dæ˜
∂
(4.45a)
¡21 =
Z
ß1
d~x1
Z
ß2
d~x2
1
||~x2°~x1||
°
kpick(~x2)c(~x2)+kremove(~x2)p(~x2)
¢
¥§i
1
2º
kbui ld (~x1)
£exp
µ
°
Z||~x2°~x1||
0
∑
kdrop
µ
~x1+ æ˜ ~x2°~x1||~x2°~x1||
∂
+kbui ld
µ
~x1+ æ˜ ~x2°~x1||~x2°~x1||
∂∏
dæ˜
∂
(4.45b)
Le flux net de matériau P en ™12 s’écrit alors sous la forme factorisée qui
suit :
™12 =
Z
ß1
d~x1
Z
ß2
d~x2
1
||~x2°~x1||¥
§
i
1
2º
≥(~x1,~x2)
£ °£kpick(~x2)c(~x2)+kremove(~x2)p(~x2)§kbui ld (~x1)
°kremove(~x1)p(~x1)
£
kdrop(~x2)+kbui ld (~x2)
§¢
(4.46)
où ≥(~x1,~x2) représente l’extinction le long du chemin de~x1 à~x2 :
≥(~x1,~x2)= exp
µ
°
Z||~x2°~x1||
0
∑
kdrop
µ
~x1+ æ˜ ~x2°~x1||~x2°~x1||
∂
+kbui ld
µ
~x1+ æ˜ ~x2°~x1||~x2°~x1||
∂∏
dæ˜
∂
On peut alors définir à partir de l’équation 4.46, sur ™12 le flux d’échanges
√(~x1,~x2) la densité échangée entre les points~x1 et~x2 :
√(~x1,~x2)= 1||~x2°~x1||¥
§
i
1
2º
≥(~x1,~x2)
£ °£kpick(~x2)c(~x2)+kremove(~x2)p(~x2)§kbui ld (~x1)
°kremove(~x1)p(~x1)
£
kdrop(~x2)+kbui ld (~x2)
§¢
(4.47)
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L’évolutiond’un état stationnaire homogèneperturbé en~x1 sera alors donné
par la relation suivante :
@p
@t
ØØØØ
~x1
=
Z
≠X
√(~x1,~x2)d~x2
=
Z
≠X
1
||~x2°~x1||¥
§
i
1
2º
≥(~x1,~x2)
£ °£kpick(~x2)c(~x2)+kremove(~x2)p(~x2)§kbui ld (~x1)
°kremove(~x1)p(~x1)
£
kdrop(~x2)+kbui ld (~x2)
§¢
dx 0 (4.48)
On note Ep(~x1,~x2) le terme d’échange dumatériau de type p :
Ep(~x1,~x2)=
°£
kpick(~x2)c(~x2)+kremove(~x2)p(~x2)
§
kbui ld (~x1)
°kremove(~x1)p(~x1)
£
kdrop(~x2)+kbui ld (~x2)
§¢ (4.49)
On peut réécrire Ep(~x1,~x2) sous la forme factorisée suivante :
Epx1,x2 = kbui ld (~x1)kbui ld (~x2)
∑
kremove(~x2)p(~x2)
kbui ld (~x2)
° kremove(~x1)p(~x1)
kbui ld (~x1)
∏
+kbui ld (~x1)kdrop(~x2)
∑kpick(~x2)c(~x2)
kdrop(~x2)
° kremove(~x1)p(~x1)
kbui ld (~x1)
∏ (4.50)
On peut alors définir deux fonctions fc et fp telles que :8>><>>:
fc(~x) =
kpick(~x)c(~x)
kdrop(~x)
fp(~x) = kremove(~x)p(~x)kbui ld (~x)
L’équation 4.49 s’écrit alors :
Epx1,x2 = kbui ld (~x1)kbui ld (~x2)
£
fp(~x2)° fp(~x1)
§
+kbui ld (~x1)kdrop(~x2)
£
fc(~x2)° fp(~x1)
§ (4.51)
On peut déduire de l’équation 4.49 qu’à l’état stationnaire homogène, on a :
Ep(~x1,~x2)= 0
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En effet, ce terme correspond à la différence entre la densité de matériau, de
typeC ou P , pris en~x2 et déposé sous la forme P en~x1, et la densité dematériau
de type P pris en~x1 et déposé en~x2.
Or, à l’état stationnaire homogène, on a :
fp(~x1)= fp(~x2)
Par conséquent, d’après la réécriture de Ep(~x1,~x2) présentée dans l’équa-
tion 4.51 :
fc(x2)= fp(x1)
A l’ordre 1, une perturbation de p en x1 ne change pas fc(x2), qui ne dépend
que de c, et le critère de stabilité serait donné, indépendamment de l’évolution
du champ de c, par le signe de Epx1,x2 , c’est-à-dire la croissance de la fonction
fp : 8>><>>:
si
kremove(x)p(x)
kbui ld (x)
croissante alors le système est stable (4.52a)
si
kremove(x)p(x)
kbui ld (x)
décroissante alors le système est instable(4.52b)
Remarque On retrouve bien le critère de stabilité défini en B.27, établi en pa-
rallèle grâce à une analyse linéaire de stabilité en annexe B.2.
Comme indiqué dans la partie 4.4.1, qui décrit le modèle, kremove le taux de
prise de matériau maçonné P est supposé constant. En revanche, on avons
fait l’hypothèse que kbui ld le taux de dépôt de matériau maçonné P est une
fonction de la densité locale p. C’est donc cette dépendance de kbui ld en p qui
conditionne la stabilité du système. Par exemple, si kbui ld est linéaire en p,
kbui ld (p)= kb,0+kb,1p
alors la fonction fp converge vers kremove/kb,1 : comme le montre la figure
4.13(a), fp est croissante (ou constante), l’état stationnaire homogène est donc
stable.
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FIGURE 4.13 – Critère de stabilité fp (p)= kremove p/kbui ld (p) en fonction de la densité
p, pour deux expressions de kbui ld : (a) linéaire en p ; (b) quadratique en p. Les courbes
noires correspondent aux valeurs de paramètres suivantes : kb,0 = 10°2,kb,1 = 10°1, et
la courbe rouge à kb,0 = 10°4,kb,1 = 1. Dans les trois cas, kremove = 10°1.
Les structures qui nous intéressent, les piles dematériaumaçonné P , appa-
raissent lorsque l’état stationnaire homogène est instable, lorsque les pertuba-
tions sont amplifiées. Pour cela, le taux de dépôt du matériau P doit au moins
être fonction de p2. En effet, si kbui ld est une fonction de type :
kbui ld (p)= kb,0+kb,1pn avec n ∏ 2
alors fp est dérivable. Sa dérivée vaut :
f 0p(p)=
kremove kb,0+kremove kb,1pn (1°n)°
kb,0+kb,1pn
¢
et s’annule en un "p critique" p§ défini par :
p§ = n
s
kb,0
kb,1(n°1)
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On voit alors que la stabilité du système dépend de la densité ps à l’état sta-
tionnaire homogène, c’est-à-dire de la partie de la courbe à laquelle le système
se trouve :(
si ps ∑ p§ alors fp croissante : le système est stable (4.53a)
si ps > p§ alors fp décroissante : le système est instable (4.53b)
La figure 4.13(b) illustre ce cas pour n = 2. La fonction fp est bien croissante
pour p ∑ p§ et décroissante pour p > p§. La comparaison des courbes noire et
rougemet en évidence que les valeurs des paramètres kb,0 et kb,1 ont un impact
sur la valeur de la densité critique p§, et donc le domaine où le système sera in-
stable. Par exemple, si on aumgente kb,0, on aura un p§ plus grand : le domaine
de stabilité sera plus étendu. À l’inverse, pour obtenir un état stationnaire in-
stable, il faudra soit diminuer kb,0, soit augmenter kb,1 pour que la condition
ps > p§ soit réalisée. En revanche, d’après la définition même de l’état station-
naire homogène, telle que décrite lors de l’analyse linéaire de stabilité, en an-
nexe B.2, il est aussi directement dépendant des paramètres kb,0 et kb,1. En effet,
d’après l’équation B.16b, on peut exprimer ps de la façon suivante :
ps = kbui ld ¥
s
a
kremove ¥§i
On voit que si on diminue kb,0, on va non seulement diminuer p§, mais
aussi ps : on risque de ne pas obtenir un état stationnaire instable.
On peut vérifier ces résultats en réalisant des simulations numériques avec
deux dépendances de kbui ld en p. La figure 4.14(d) montre les résultats nu-
mériques obtenus avec une dépendance linéaire en p de kbui ld avec la figure
4.14(a) commecondition initiale, alors que les figures 4.14(e) et 4.14(f)montrent
deux simulations utilisant unedépendance en p2, respectivement avec les condi-
tions initiales représentées par les figures 4.14(b) et 4.14(c). On remarque que
dans le cas d’une dépendance linéaire à p (figure 4.14(d)), ainsi que dans le
premier cas de dépendance quadratique (figure 4.14(e)), la densité p perturbée
tend vers l’état stationnaire homogène : celui-ci est stable. En revanche, lorsque
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FIGURE 4.14 – Comparaison des résultats numériques du modèle complet, décrit par
le système 4.33, pour différentes dépendances de kbui ld en p : (a) et (d) correspondent
à un kbui ld linéaire en p kbui ld = kb,0+kb,1 p, avec kb,0 = 10°2 et kb,1 = 10°1 ; les couples
de figures (b) et (e), (c) et (f) kbui ld = kb,0+kb,1 p2 avec respectivement (kb,0 = 10°2 et
kb,1 = 10°1) et (kb,0 = 10°4 et kb,1 = 1). Les figures 4.14(a), 4.14(b) et 4.14(c) montrent
la condition initiale utilisée, avec des densités à l’état stationnaire homogène pour le
matériau spontané C (lignes noires), les fourmis actives A (lignes rouges) et inactives
I (lignes vertes), et une perturbation de l’état stationnaire homogène pour le matériau
maçonné P (lignes bleues). Les figures 4.14(d), 4.14(e) et 4.14(f) montrent un instan-
tané de la situation au temps T . Valeurs des paramètres : Temps T = 500, longueur
L = 1, nombre total de fourmis a = 10, quantité totale de matériau spontaném = 200,
fraction de fourmis actives à l’état initial ra = 1, taux de réaction kdrop = 10, kpick = 1,
Æ= 1, kremove = 0.1,Da = 10°3,Di = 10°3, ¢t = 0.01 et ¢x = 0.01.
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l’on change les paramètres kb,0 et kb,1, on peut avoir une amplification des per-
turbations, comme le montre la figure 4.14(f) : dans ce cas, l’état stationnaire
homogène est instable.
Cela montre que, dans le modèle que nous avons posé en 4.33, la dépen-
dance de kbui ld en p doit au minimum être quadratique, mais que ce n’est pas
une condition suffisante garantissant l’instabilité de l’état homogène station-
naire. Les valeurs des paramètres kb,0 et kb,1 jouent aussi un rôle important
pour la stabilité du système.
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4.5 Retour à l’expérimental
Si l’on compare le critère de stabilité obtenu ci-dessus pour le modèle de
construction en 4.52 à celui obtenu pour le modèle d’agrégation de cadavres,
à première vue on note une différence. En effet, dans le cas de l’agrégation de
cadavres, le critère de stabilité, défini en 4.10, est le rapport du taux de prise sur
le taux de dépôt :
si
kspr i se
ksdepot
décroissante, alors le système est instable
En ce qui concerne le modèle de construction, la densité de matériau p inter-
vient dans le critère de stabilité :
si
kremove(x)p(x)
kbui ld (x)
décroissante alors le système est instable
En réalité, il s’agit simplement d’une différence de notation des taux de
prise entre les deux modèles. Le modèle de construction a été créé par ana-
logie avec les méthodes de cinétique enzymatique, où les constantes de réac-
tion (kpick entre les fourmis inactives et le matériau C ; kremove entre les four-
mis inactives et le matériau P ) sont définies comme des taux par rencontre.
En revanche, le taux kpr i se du modèle d’agrégation de cadavres est défini par
analogie avec la physique du rayonnement, et recouvre de fait le taux intégré
de l’émission (le produit du taux de rencontre par le taux de réaction). Il in-
clut donc la densité de cadavres c, comme le montre sa définition associée au
système d’équations 4.4. Pour faciliter le parallèle entre les deux modèles, on
peut définir k§pr i se le taux de prise après rencontre entre une fourmi libre et un
cadavre. On a alors :
kpr i se = k§pr i se c
Et le critère de stabilité du modèle d’agrégation de cadavres devient alors :
si
k§pr i se c
ksdepot
décroissante, alors le système est instable
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Pour ces deux modèles, le critère de stabilité est donc la croissance du rap-
port entre le taux de prise local (émission) sur le taux de dépôt (absorption).
Nous avonsmis en évidence qu’il est valable pour tout déplacement réciproque.
Comme nous l’avons dit, ce critère est indépendant de la forme sous-jacente
modélisant effectivement la dépendance des taux de prise / dépôt dans le sys-
tème à l’étude. Il doit donc être décliné pour chaque situation où ces dépen-
dances prennent des formes particulières, si l’hypothèse de la marche réci-
proque est pertinente.
On peut aussi l’utiliser sans nécessairement expliciter ces dépendances de
façon analytique si des données expérimentales donnent directement la forme
des taux (intégrés) d’émission / absorption, mais on perd alors le lien avec la
description comportementale de l’acte de prise par un individu, et sa dépen-
dance aux stimuli locaux.
Les extensions à desmarches non réciproques (thigmotactisme, effet d’orien-
tation sur un gradient externe telle que la pente ou un gradient d’humidité /
température...) et à l’instationnaire sont à l’étude.
Une simplification importante du modèle de construction porte sur un in-
grédient duprocessus de construction sur lequel il reste du travail expérimental
à poursuivre : le marquage du matériau manipulé par les fourmis. En effet, ce
marquage est essentiel pour la coordination des actes des différents individus,
et nous avons considéré au (cf. chapitre 2) qu’il diminue progressivement au
cours du temps. Or dans ce modèle, le marquage est représenté de façon sim-
plifiée par deux types de matériau, l’un dit "spontané" et l’autre "maçonné".
Le passage de l’un à l’autre se fait comme un changement d’état, sans tenir
compte d’une décroissance temporelle de ce caractère marqué. Cette simplifi-
cation ne pose pas de problèmemajeur tant que l’on s’intéresse au début de la
dynamique de construction, car l’échelle de temps alors considérée est petite
devant le temps de disparition dumarquage. En revanche, il est nécessaire d’al-
ler plus loin dans lamodélisation dumarquage et de sa dégradation si l’on s’in-
téresse à la dynamique globale, jusqu’à l’édification de structures complètes.
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FIGURE 4.15 – Taux de prise kpr i se (courbe rouge), de dépôt kdepot (courbe bleue),
exprimés en s°1 et ratio kpr i se/kdepot (courbe noire), en fonction de la densité de ma-
tériau maçonné p 2 [0,10]m°1. Les valeurs des paramètres utilisées pour réaliser cette
figure sont ceux indiqués dans le chapitre 2. Ce ratio est toujours décroissant, quelle
que soit la densité p : l’état stationnaire homogène est toujours instable.
Le chapitre 2 propose un modèle de construction, élaboré à partir d’hypo-
thèses sur le comportement individuel des fourmis, qui ont été émises à partir
d’observations expérimentales, modèle dans lequel le marquage est modélisé
de façon plus précise, avec sa décroissance au cours du temps. La figure 4.15
montre l’application du critère de stabilité calculé à partir des valeurs de kpr i se
et kdepot mesurées expérimentalement, et présentées dans le chapitre 2. On re-
marque que dans ce cas, l’état stationnaire homogène est toujours instable :
des piliers émergent quelle que soit la densité de matériau p. Notons que pour
une densité très faible de matériau, le terme “pilier” recouvre plutôt de fait des
agrégats de boulettes, comme ceux relevés dans les expériences présentées à la
section 2.3.1.
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On voit également que le marquage dégradé se traduisant seulement par
une pente plus faible pour la rétroaction positive portant sur le taux de dépôt
(Fig. 4.15, courbe bleue), la dynamique du marquage (quantité déposée et vi-
tesse de dégradation) n’influera pas sur la stabilité. Un marquage plus faible
devrait se traduire en revanche par une dynamique de construction plus lente.
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Chapitre 5
Discussion
5.1 Unmodèle de la première phasede construction
5.1.1 Choix expérimentaux
Le but de cette thèse est d’approfondir le travail de compréhension desmé-
canismes qui sont à l’origine de l’édification des nids chez les insectes sociaux,
tels que ceux décrits dans la partie 1, en particulier la partie épigée construite
par la fourmi Lasius niger au-dessus de son nid souterrain. Avant de commen-
cer ce travail d’analyse, nous avons tout d’abord réalisé une série expérimentale
qui nous a permis d’obtenir des nids au laboratoire, construits en conditions
contrôlées. Grâce à cette série expérimentale, détaillée dans l’annexe A, nous
avons pu vérifier que les structures produites par différentes colonies de four-
mis sont visuellement très proches des structures qu’elles produisent dans leur
situation naturelle.
Pour la mise au point du protocole des expériences de construction pré-
sentées dans l’annexe A, nous avons réalisé toute une série d’expériences pré-
liminaires, qui nous ont permis de valider certains choix expérimentaux. Dans
un premier temps, nous avons augmenté la quantité de matériau mise à la dis-
position des fourmis, le but étant d’obtenir des structuresmulti-étagées au lieu
des piliers surmontés de chapeaux que nous avions jusqu’alors. Ce premier test
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étant concluant, nous avons validé ce choix protocolaire.
Dans un deuxième temps, nous avons réalisé une série d’expériences avec
la quantité de matériau limitée, mais en variant deux conditions : l’éclairage
et la température, tout en gardant des témoins dans les conditions standard
(T=26˚C et H=52.0 %, éclairage constant, durée d’une semaine). Pour vérifier
l’une des prédictions fortes sur laquelle le protocole utilisé dans la série ex-
périmentale présentée dans le chapitre 2 était basé, à savoir que la présence
de lumière au-dessus du dispositif est nécessaire pour stimuler l’activité de
construction des fourmis, nous avons réalisé une expérience dans l’obscurité
totale. Le but était de vérifier si les fourmis présentaient une activité de construc-
tion ou si elles restaient inactives. L’activité de construction a été faiblemais les
fourmis ont bien creusé lematériau et construit quelques piliers. Les structures
produites se sont révélées de fait assez proches de celles des expériences té-
moins obtenues dans les conditions usuelles d’éclairage permanent. Ce résul-
tat exploratoire montre que notre hypothèse de stimulation de la construction
par la lumière doit être questionnée, en particulier si elle implique que l’arrêt
de la construction des fourmis après la formation de toits est motivé par le fait
qu’elles s’agrègent dessous pour se protéger de la lumière.
Par ailleurs, nous avons profité du froid hivernal, qui rafraîchissait la salle
oùnous réalisions les expériences exploratoires, pour tester l’impact d’une tem-
pérature très basse sur l’activité de construction des fourmis. Cette expérience
a duré plus de deux semaines, du 30 janvier 2012 au 16 février 2012. Durant la
première semaine, la température de la pièce était aux alentours de 14 ˚C ; au
bout de cette première semaine, les fourmis avaient édifié quelques petits agré-
gats sur les bords de l’aire de construction mais elles semblaient très calmes.
Nous avons donc décidé de poursuivre l’expérience en chauffant la pièce, pour
atteindre 16 ˚C.De petits piliers ont alors émergé. C’est à partir de ce constat ex-
périmental que les fourmis sont très peu actives, même au laboratoire, lorsque
la température est inférieure à 16 ˚C que nous avons choisi de réaliser la série
expérimentale pour tester l’effet température sur la structure tridimensionnelle
à partir de 22 ˚C.
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5.1.2 Comportements de prise / dépôt
Le chapitre 2 présente l’un des grands travaux de cette thèse : l’élaboration
d’unmodèle comportemental dont les règles à l’échelle individuelle ont été dé-
finies à partir de données expérimentales et de leurs analyses. On a pu énoncer
les mécanismes comportementaux individuels qui mènent à l’édification de la
structure épigée construite par la fourmi Lasius niger, et en mesurer expéri-
mentalement les paramètres. Après implémentation de ce modèle individuel
de construction, nous avons pu en valider les hypothèses comportementales
sur les premières étapes de la construction, en comparant les prédictions du
modèle obtenues par simulation numérique aux structures observées.
En présentant une quantité de matériau limitée, avec une couche initiale
très fined’argile (2-3mm), la première campagne expérimentale a permis d’étu-
dier en détail les premières étapes de cette activité et de dégager les grandes ca-
ractéristiques du phénomène (temps caractéristique pour achever la structure,
taux d’activité de construction au cours du temps, type de structures émer-
gentes dans les conditions proposées aux fourmis, distance caractéristique entre
piliers, hauteur caractéristique des chapeaux). Elle a également permis de conso-
lider les premières intuitions qualitatives sur les comportements impliqués (Sec-
tion 2.2), et donc de formuler des formes de principe pour les fonctions stimu-
lus/réponse (en lien avec des travaux précédents, des explorations numériques
et des réflexions théoriques). Le principe dumodèle pour les actes de prise et de
dépôt repose sur une doublemodulation de la propension à effectuer ces actes :
les lieux où l’argile a été déplétée par des actes de prise précédents stimulent la
prise, alors que les dépôts constituant des premiers germes de piliers stimulent
les dépôts futurs. Cette modulation forme donc deux boucles de rétroaction
positive qui vont amplifier des différences de hauteur de l’argile dès qu’elles
dépassent une certaine amplitude. Aux premiers instants de l’activité sur l’ar-
gile initialement homogène en hauteur, les ouvrières porteuses ne sont pas sti-
mulées à déposer par des dépôts précédents. Elles manifestent néanmoins une
propension minimale à déposer leur charge en des lieux aléatoires sur l’aire,
ce qui suffit à créer les premières hétérogénéités. La dynamique repose donc
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sur un processus d’amplification d’hétérogénéités produites d’abord aléatoire-
ment, une définition classique des processus auto-organisés. Lesquels de ces
dépôts initiaux seront amplifiés pour former effectivement des piliers dépend
des paramètres réglant le dépôt spontané, mais aussi de la modulation des dé-
cisions de prise / dépôt, et des caractéristiques du transport entre les lieux de
prise et les lieux de dépot. Ces dépendances croisées ont été explicitées par le
travail formel.
Des dispositifs expérimentaux plus manipulatoires ont ensuite été mis au
point afin de permettre de quantifier au mieux la modulation de la propension
à prendre / déposer en fonction de l’activité précédente. Cette quantification
est présentée de façon détaillée (Section 2.3).
Deux paramètres restent à quantifier expérimentalement, le taux de dépôt
spontané ¥d (0) ainsi que øm le temps caractéristique de dégradation du mar-
quage chimique du matériau de construction (Section 2.4). Pour estimer leur
ordre de grandeur compatible avec les résultats expérimentaux, nous avons
dû procéder par exploration numérique (Section 2.6) d’une implémentation
individu-centrée du modèle (Section 2.5). Les critères pour choisir le couple
de valeurs de ¥d (0) et øm furent la distance moyenne entre piliers voisins et le
demi-temps caractéristique de la dynamique d’évolution des piliers émergents.
Ce travail de modélisation du comportement individuel de construction à
partir de données expérimentales a permis de faire le lien entre les processus
de décision au niveau individuel, et la distance caractéristique entre les piliers
(la fréquence spatiale émergente), choisie comme signature de la dynamique à
l’échelle de la structure produite (Section 2.6).
5.1.3 Le facteur déplacement
L’analyse théorique présentée dans le chapitre 4, et plus particulièrement
la proposition de formulation en échanges nets (Section 4.2), nous a permis de
démontrer que les conditions d’émergence des structures sont les mêmes pour
tous les types de déplacementmodélisés par desmarches réciproques. Le choix
d’utiliser dans lemodèle comportemental décrit dans le chapitre 2 unemarche
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simplifiée de type marche brownienne, qui est bien réciproque, n’est donc pas
problématique, et ce d’autant moins que ce type de représentation du dépla-
cement a été largement utilisé auparavant dans la description du déplacement
d’insectes sur des surfaces planes et horizontales.
En revanche, il semble que pour la suite de la dynamique de construction,
ce choix de modélisation devra être revu. En effet, après l’émergence de struc-
tures, la surface n’est plus plane et ses variations peuvent avoir un impact sur
le déplacement, notamment sur la vitesse des fourmis, leurs directions privi-
légiées et les distances qu’elles parcourent avant de changer de direction : un
couplage entre la structure et le déplacement va apparaître.
Il est donc primordial, si nous souhaitons progresser dans la compréhen-
sion de ce phénomène de construction chez Lasius niger, de réaliser en pa-
rallèle une étude approfondie du déplacement des fourmis en fonction de la
surface. Nous avons commencé l’étude du déplacement par une série d’expé-
riences au cours desquelles nous suivions les trajectoires de fourmis sur une
surface plane, pour différentes inclinaisons. Nous avons ensuite analysé ces
trajectoires dans le but de déterminer l’influence de la pente sur le déplace-
ment des fourmis, et nous avons proposé unmodèle de déplacement des four-
mis. Cette première étude du déplacement a fait l’objet de l’article présenté
dans le chapitre 3.
Ce travail d’analyse est un préliminaire à l’étude du déplacement des four-
mis sur des surfaces complexes. Les expériences présentées dans cet article ont
été réalisées sur une toile inclinée. La suite de ce travail consistera donc en l’uti-
lisation de surfaces non planes, par exemple un cylindre, afin de mesurer l’in-
fluence de la courbure de la surface sur le déplacement des fourmis. On pourra
ensuite étendre l’analyse à des surfaces encore plus complexes, au préalable
complètement caractérisées, pour cumuler les effets de la pente et de la cour-
bure locale, et affiner le modèle comportemental de déplacement.
Dans la continuité du modèle du Marcheur de Boltzmann décrit dans l’ar-
ticle, on obtiendra alors un modèle caractérisant le déplacement par des libres
parcours et des changements de direction. La distribution des libres parcours
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ainsi que celle des angles de changement de direction seront quantifiées expé-
rimentalement. Ces paramètres du déplacement devront alors être intégrés au
modèle et la simulation des trajectoires devra être adaptée.
5.1.4 Analyse de la dynamique
Le travail d’analyse théorique a porté sur un modèle générique des proces-
sus de morphogenèse émergente (chapitre 4), qui rend compte à l’échelle ma-
croscopique des formations de structures par prise - déplacement - dépôt. À
travers ce modèle macroscopique, nous avons étudié les premiers instants du
processus de construction, c’est-à-dire les premiers événements de construc-
tion réalisés par les fourmis à partir de l’état initial, lorsque le matériau de
construction est réparti de façon uniforme au début d’une expérience. Un des
buts de l’analyse de ce modèle est de déterminer les conditions d’émergence
d’une structure à partir d’une condition initiale homogène et pour un jeu de
paramètres donné.
Dans la partie 4.1, on a présenté unmodèlemacroscopique d’agrégation de
cadavres, modèle qui fut le support de la présentation de la méthode d’analyse
linéaire de stabilité, classiquement utilisée pour étudier la stabilité d’un sys-
tème non linéaire (partie 4.1.2), puis de la proposition d’une méthode d’ana-
lyse alternative à cette dernière, la formulation en échanges nets (Sections 4.2
et 4.3).
Cette nouvelle méthode, basée sur une reformulation de l’énoncé biolo-
gique en une écriture intégrale des échanges entre deux points du système,
est décrite dans la partie 4.2, puis appliquée à l’exemple typique de l’agréga-
tion de cadavres dans la partie 4.3. Enfin, dans la partie 4.4, nous avons pro-
posé dans un premier temps un modèle macroscopique de construction (par-
tie 4.4.1), énoncé puis traduit sous forme d’équations aux dérivées partielles.
Ce modèle a tout d’abord été étudié numériquement (partie 4.4.3) puis nous
avons mis en application la méthode d’analyse en échanges nets (partie 4.4.4),
afin de déterminer les conditions d’émergence de structures.
Cette formulation n’est pas une proposition générale d’outils pour l’étude
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des phénomènes non-linéaires,mais elle a été développée dans et pour le contexte
précis de la construction. En effet, dans ce type de phénomènes qui se décom-
posent en phases de prise et de dépôt de matériau, entrecoupées de phases de
transport de ce matériau, une formulation intégrale qui permet de séparer ces
événements de prise et de dépôt du déplacement des fourmis, associée à l’ex-
tinction par dépôt le long des chemins parcourus nous semble appropriée.
L’analyse théorique présentée dans ce chapitre 4montre que le critère d’émer-
gence des structures est la croissance de la fonction kpr i se/kdepot , où kpr i se et
kdepot sont respectivement les taux d’émission et d’absorption du matériau de
construction, taux qui sont fonctions de la densité dematériau et des fonctions
stimulus / réponse à l’échelle individuelle.
Si ce rapport est une fonction croissante de la densité initiale de matériau,
c’est-à-dire si le taux de prise croît plus vite que le taux de dépôt, une perturba-
tion positive de la densité va plus favoriser les prises que les dépôts : la densité
diminue et on retourne vers la densité de l’état stationnaire homogène. Cet état
stationnaire homogène est stable. On a un rétrocontrôle négatif. Inversement,
si le rapport kpr i se/kdepot est décroissant, cela signifie qu’une augmentation
de la densité augmente plus les dépôts que les prises, ce qui fait alors croître
les densités les plus élevées. On s’écarte alors de l’état stationnaire homogène,
qui est donc instable. Des agrégats peuvent donc se former, par rétrocontrôle
positif (ou amplification) des différences de densité.
Ce critère obtenu par l’analyse linéaire de stabilité est retrouvé à l’identique
par l’analyse en échanges, ce qui est attendu puisqu’on passe par les mêmes
étapes de linéarisation du système autour de l’état homogène stationnaire. De
plus, l’analyse des échanges montre que le type de déplacement des fourmis
n’a pas d’impact sur le critère d’émergence : pour toute marche réciproque,
dans les premiers instants de la dynamique de construction, seul le rapport
kpr i se/kdepot a une influence sur la stabilité de l’état homogène et donc sur
l’émergence de piliers.
Si cette méthode en échanges permet de retrouver le critère d’émergence
des structures, elle ne permet pas, à ce jour, d’aller jusqu’à la relation de dis-
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persion, et donc à la caractérisation quantitative de la fréquence spatiale émer-
gente, contrairement à l’analyse linéaire de stabilité. Elle permet en revanche
de s’appuyer sur les images en échange pour rentrer en détail dans l’explication
des mécanismes à l’œuvre dans la dynamique, notamment de comprendre le
rôle essentiel joué par une perception élargie à un voisinage dans l’existence
d’une fréquence spatiale privilégiée.
Cette nouvelle traduction du problème biologique sous forme d’intégrale
présente également l’avantage d’être valable à tout instant, et pas seulement
durant la phase initiale linéaire qui est l’objet des analyses usuelles. Cette pro-
position peut donc être un point de départ intéressant pour prolonger l’analyse
du modèle loin de la phase linéarisable.
Si le grand chantier sera l’analyse de la dynamique pleinement non-linéaire
de la structure déployée, analyse pour laquelle il n’existe pas d’outils à l’heure
actuelle, les premiers travaux à réaliser seront d’étendre l’analyse de stabilité
à des situations dans un premier temps instationnaires, c’est-à-dire à des cas
où l’hypothèse de la vitesse de déplacement des fourmis largement supérieure
au temps caractéristique de prise et de dépôt n’est plus valide, puis au cas des
marches non réciproques (deux types de situation qui caractérisent de nom-
breux phénomènes émergents en Biologie).
5.2 Perspectives
Notre travail a permis de comprendre au mieux les premiers instants de
la dynamique de construction chez la fourmi Lasius niger, dans un rapport
étroit avec les données et les manipulations expérimentales, pour en propo-
ser un modèle satisfaisant. Après ces premiers instants, que l’on peut considé-
rer comme encore proches du linéaire (par exemple l’hypothèse diffusive des
transporteuses est encore une bonne approximation), les effets en retour de la
structure sur le déplacement sont susceptibles d’affecter son évolution : l’effet
du couplage entre le transport et la structure peut même devenir dominant.
L’approche analytique classique devient alors inopérante, sauf à trouver des
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invariants représentatifs de l’état hétérogène, loin de la phase linéaire. Les ou-
tils numériques deviennent indispensables pour poursuivre l’analyse et rendre
compte du phénomène, et devront aussi accompagner la réflexion sur l’éclai-
rage apporté par l’analyse en échanges dans la phase pleinement non-linéaire.
Pour le cas de la construction de la structure épigée chez Lasius niger, ces ou-
tils numériques ont appelé quelques développements théoriques complémen-
taires pour modéliser et simuler le déplacement enmilieu hétérogène sans ap-
proximation (ArticleD.2), ainsi que samise enœuvre sur une représentation ro-
buste de la structure tridimensionnelle sur laquelle courent les transporteuses
(Annexe C).
5.2.1 Prédictions dumodèle comportemental
Avant d’aller plus loin dans l’expérimental, nous devons maintenant pas-
ser par une étape d’exploration de l’espace des formes que permet d’obtenir
le modèle comportemental du chapitre 2. Il s’agit de réaliser une analyse de
sensibilité aux paramètres du modèle, dont on tirera le design des futures sé-
ries expérimentales à faire en fonction des questions qui émergeront de cette
exploration.
Dans le chapitre 2, nous avons calibré la plupart des paramètres compor-
tementaux du modèle individuel grâce aux résultats de séries expérimentales
dédiées, mais deux paramètres restaient libres. Nous avons dû utiliser une ex-
ploration par simulations numériques pour en trouver les valeurs compatibles
avec les grandeurs mesurées sur les structures observées. Nous avons pu pro-
longer cette exploration par des simulations numériques plus longues et basées
sur une condition initiale plus riche en matériau de construction. Les résultats
de ces simulations numériques ont été présentées lors de l’European Confe-
rence of Artificial Life, en août 2011. Le contenu de cette présentation orale a
fait l’objet d’un article publié dans les actes de conférence associés [182], pré-
senté en Annexe D.1.
Dans cet article, nous présentons lemodèle du comportement de construc-
tion, quelques résultats de simulations numériques qui permettent une valida-
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tion qualitative des hypothèses comportementales que nous avons émises, et
surtout des illustrations des structures obtenues lors de ces longues simula-
tions numériques, réalisées avec une couche initiale de matériau très épaisse,
pour trois valeurs de øm le taux de disparition du marquage chimique du ma-
tériau.
On remarque sur la figure 4 de l’article, représentée sur la figure 5.1, que les
structures obtenues varient beaucoup en fonction de la vitesse de disparition
dumarquage (evap) :
— lorsque le marquage chimique disparaît vite (evap = 3.2 · 10°4, fig 5.1
(a)), la structure est composée de plusieurs étages horizontaux, reliés
par des chapeaux ;
— lorsque la vitesse de disparition du marquage est plus faible (evap =
1.6 ·10°5, fig 5.1 (b)), la structure reste laminaire mais les étages peuvent
être reliés par des plans inclinés ;
— pour le taux de disparition le plus faible (evap = 8 ·10°7, fig 5.1 (c)), la
structure devient alvéolaire.
Cette variabilité des structures n’est pas sans rappeler la diversité des struc-
tures observées au sein du genre Lasius et des différentes espèces d’insectes
sociaux présentées au chapitre 1.
Tous ces nids présentent des formes diverses mais sont édifiés par des in-
sectes sociaux proches, soit en termes évolutifs parce qu’ils appartiennent à
un même genre, soit qu’ils montrent une convergence évolutive en termes de
comportements élémentaires de construction (typiquement, la structure pi-
liers / chapeaux). L’exploration numérique des structures que le modèle peut
produire montre des résultats qui présentent une telle diversité. Cette explora-
tion étant une analyse de sensibilité aux paramètres dumodèle comportemen-
tal, cela signifie que les règles comportementales de ce modèle sont suscep-
tibles de produire différentes formes en fonction des valeurs des paramètres.
Un des prolongements de ce travail pourrait donc être le design de séries ex-
périmentales ayant pour objectif la mesure de ces paramètres expérimentaux
chez différentes espèces de fourmis et à travers plusieurs genres d’insectes so-
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FIGURE 5.1 – The influence of the evaporation rate of the building pheromone on the
nests’ structure. Left : 3D structure. Right : Vertical cut (x 2 [98;101]. (a) With a strong
evaporation rate (evap = 3.2£10°4), the construction process leads to the formation of
a laminar structure. The horizontal layers are connected with thick pillars. (b) With an
intermediate evaporation rate (evap = 1.6£10°5), the structure is still laminar, but so-
metimes two successive layers can intersect and form a ramp that connects successive
floors (c) When the evaporation rate is very low (evap = 8£10°7) we get a sponge-like
structure.
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ciaux. C’est d’ailleurs une tâche entamée par Christian Jost, chez les termites
brésiliens Cornitermes cumulans 1.
Cependant, pour mener à bien et de façon rigoureuse ce travail, il faudra
alors aller au-delà de la comparaison qualitative et visuelle des structures tridi-
mensionnelles. En effet, à l’heure actuelle, les outils de comparaison de struc-
tures 3D sont peu nombreux et surtout n’ont pas été créés dans le but de com-
parer ce type de structures. Il y a donc au préalable un travail d’élaboration
d’outils et demesure des propriétés de ces structures, à partir de ceux qui existent
dans d’autres domaines, par exemple la caractérisation des nano-matériaux et
les milieux poreux (voir, par exemple, l’Annexe A pour la mesure de la porosité
des structures obtenues au laboratoire, et présentés dans le chapitre 1).
5.2.2 Choix d’implémentation à raffiner
Cette première exploration du modèle a requis de faire des choix impor-
tants pour son implémentation informatique. Nous donnons ici les quelques
perspectives qui nous semblent des choix plus solides, au regard de cette pre-
mière implémentation.
5.2.2.1 Restriction des lieux de prise
Lors de l’implémentation du modèle comportemental, nous avons choisi
de restreindre les lieux de prise, pour contourner le problème de gestion de
l’effondrement potentiel de morceaux de matériau qui perdraient leur soutien
physique. Il a suffi de restreindre la prise au matériau situé sous la fourmi. À
travers cette contrainte, nous empêchons le comportement de creusement de
galeries qui nécessiterait une prise de matériau latéralement.
Dans le cas des expériences de construction réalisées avec une fine couche
de matériau, expériences dans lesquelles on empêchait justement par cette
couche très mince aux fourmis de creuser, cette restriction ne pose aucun pro-
1. www.mesomorph.org
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blème. En revanche, elle devient discutable pour l’extension de cemodèle com-
portemental au cas des expériences à couche épaisse, qui mènent à l’édifica-
tion de structures tridimensionnelles. Il était alors en effet flagrant que les four-
mis présentaient une forte tendance à creuser, au moins pendant les premiers
temps de la dynamique (passé un certain temps, la structure 3D ayant com-
mencé à être édifiée, le comportement des fourmis devenait difficile à obser-
ver). Se pose alors la question suivante : doit-on adapter cette restriction sur
le modèle comportemental de prise ? À première vue, il semblerait effective-
ment nécessaire de prendre en compte la possibilité que la fourmi prenne des
boulettes de matériau situées à n’importe quel endroit de son environnement
perçu, y compris latéralement.
Il conviendrait cependant de vérifier aupréalable certains points, avant d’en-
trer dans la gestion de l’effondrement dematériau en fonction de sa résistance.
En effet, il est possible que, en termes d’émission dumatériau, la restriction que
nous avons posée sur les lieux de prise soit de fait implémentée par l’effet des
caractéristiques géométriques de la surface sur le déplacement : si certaines
zones de la construction, comme les plafonds, ne sont jamais visitées par les
fourmis libres, alors le taux d’émission local du matériau devient nul à ces en-
droits, et le résultat global est lemême qu’une restriction comportementale sur
la prise.
On voit là encore que le déplacement sur une surface non plane aura un
impact majeur sur la dynamique de construction et sur les choix d’implémen-
tation. Le premier travail à réaliser dans ce cadre sera donc une étude expé-
rimentale des flux et de la répartition de fourmis sur la surface, à mettre en
relation avec l’étude approfondie du modèle de déplacement sur des surfaces
compliquées.
5.2.2.2 Représentation dumatériau
Dans lemodèle du comportement individuel de constructionprésenté dans
le chapitre 2, nous avons utilisé l’approximation de diffusion pour représenter
le déplacement des fourmis. Ce modèle de déplacement a été implémenté par
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une marche aléatoire discrète, où l’agent se déplace de case en case dans un
réseau en trois dimensions, en choisissant de façon équiprobable sa nouvelle
position. Cette isotropie du changement de direction est une bonne approxi-
mation pour des surfaces planes, mais devra être amendée pour tenir compte
de l’effet en retour de la surface au cours de la construction. Il faudra alors im-
plémenter lemodèle duMarcheur de Boltzmannprésenté dans l’article 3. Dans
la version actuelle de l’implémentation, il est impossible de prendre en compte
cette dépendance des paramètres du déplacement aux caractéristiques de la
surface en utilisant le modèle du Marcheur de Boltzmann. Pour ajouter un dé-
placement de typeMarcheur de Boltzmanndans le simulateur de construction,
il est en effet nécessaire de définir le déplacement comme un déplacement sur
la surface et non plus de case en case. Dans la représentation actuelle dumaté-
riau dans un réseau cubique, cette surface correspond à l’interface entre le vide
et le matériau, c’est-à-dire aux faces des cubes de matériau qui sont exposées
au vide.
Pour introduire un déplacement selon le modèle du Marcheur de Boltz-
mann, nous devons adopter une représentationde la surface dumatériau.Nous
avons décidé de nous orienter vers une représentation sous forme de triangula-
tion demême type que celle rendue par la reconstruction des structures obser-
vées à partir des tomographies à rayons X.De la sorte, il sera également possible
de simuler des trajectoires dans les structures naturelles ou dans les structures
virtuelles, sans changer l’implémentation du déplacement.
Ce choix présente également l’avantage d’être compatible dans un premier
temps avec l’implémentation actuelle du matériau dans le réseau cubique, en
considérant que lematériau reste implémenté sous cette forme, et que lesmar-
cheurs courent sur la surface des cubes, représentés par une triangulation. Tout
le détail de ce travail est présenté en annexe C dans le cas d’un déplacement
indépendant des caractéristiques locales de la surface. Pour introduire ces dé-
pendances, il faut franchir une étape supplémentaire.
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5.2.2.3 Unalgorithmepour les trajectoires enmilieuhétérogène : Algorithme
à Collisions Nulles
Au vu des résultats présentés dans le chapitre 3, il apparaît que les para-
mètres comportementaux du déplacement, libre parcours moyen et fonction
de phase du changement de direction, dépendent des caractéristiques locales
de la surface. Si l’article ne montre que l’influence de la pente, il semble pro-
bable que la courbure locale ait elle aussi un impact sur la réponse compor-
tementale de la fourmi en mouvement. Dans le cas d’une surface complexe,
ces paramètres comportementaux seront donc hétérogènes et varieront conti-
nûment le long du chemin suivi par la fourmi. La simulation d’une trajectoire
sur ce type de surface demande un travail d’adaptation de l’algorithme classi-
quement utilisé. Sur un champ homogène, on tire simplement la longueur du
segment parcouru avant changement de direction selon la distribution expo-
nentielle réglée par le libre parcoursmoyen. Ce tirage aléatoire demande qu’on
inverse cette distribution exponentielle. Sur un champ hétérogène, cette dis-
tribution devient l’exponentielle d’une intégrale, qu’on ne sait plus inverser a
priori.
Une solution à ce type de difficulté est de mettre en œuvre une technique
particulière : les algorithmes à collisions nulles. Il s’agit d’une adaptation des al-
gorithmes deMonte Carlo à ces situations hétérogènes. J’ai participé au groupe
de travail StarWest 2 qui a proposé une revisite de ces algorithmes par une for-
mulation intégrale, initialement dans le cadre de questions de rayonnement
dans des milieux hétérogènes. Le but de ces algorithmes est la simulation de
trajectoires de particules dans un milieu dont les caractéristiques varient dans
l’espace. Son principe général est la surestimation de la fréquence des change-
ments de direction des particules (“collisions”), en fixant unmaximumqui rend
l’inversion de la distribution statistique de nouveau possible, et suivie d’une
correction de cette surestimation par l’annulation des collisions en surnombre.
Cetteméthode présente l’avantage de ne pas requérir de discrétisation spatiale
du champ, et de fournir une estimation de l’incertitude. Cetteméthode est pré-
2. http://www.starwest.ups-tlse.fr
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sentée dans l’article disponible en annexe D.2.
Son application à nos problématiques de déplacement de fourmis avec des
paramètres qui dépendent des caractéristiques locales de la surface semble
accessible, même s’il faudra dériver une version spécifique pour prendre en
compte la dépendance des libre parcours avant changement de direction, et de
la fonction de phase à la direction du déplacement (dépendance qui n’existe
pas dans nos exemples de rayonnement). Nous pourrons alors simuler des tra-
jectoires de fourmis prenant en compte tous ces effets, et estimer la répartition
statistique des ouvrières sur une surface quelconque.
L’application aux structures construites par les fourmis nous permettra d’étu-
dier l’influence des paramètres de déplacement sur la répartition des fourmis
dans les structures 3D obtenues expérimentalement, ainsi que les flux. Nous
prévoyons, en particulier, de déterminer si des zones sont plus parcourues que
les autres, et éclairer en retour l’effet induit par la statistique des échanges sur
les taux de prise et de dépôt, et par conséquent sur l’évolution temporelle fu-
ture de la structure. Cet algorithme pourra aussi être utilisé, dans le simulateur
de construction, pour étudier la sensibilité de la structure émergente au terme
de transport modifié par son évolution.
5.2.3 Des allers-retours entre l’expérimental et le modèle
Dans lemodèle énoncé dans le chapitre 2, il reste deux paramètres libres : le
taux de dépôt spontané et la vitesse de disparition du marquage. Il nous appa-
raît donc primordial de réaliser une série expérimentale afin de mesurer avec
précision ces deux paramètres.
5.2.3.1 Protocole pour le taux de dépôt spontané
Pour calibrer la valeur du taux de dépôt spontané, nous proposons que
le protocole soit dans un premier temps réalisé sur deux substrats différents,
plâtre d’un côté, terre de l’autre. En effet, toutes les expériences de construc-
tion individuelle ont été réalisées sur du plâtre, par commodité (l’argile grise
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est plus visible sur du plâtre blanc, le dépouillement des actes individuels est
donc simplifié). Cependant, on ne peut négliger l’influence du substrat sur le
comportement des fourmis. Il semble donc important de vérifier que le choix
du substrat n’a pas d’influence sur les paramètres comportementaux, ou du
moins sur les ordres de grandeur. Si l’on constate qu’il y a un biais du fait du
choix du substrat, il nous incombera alors au moins de le mesurer.
Dans le protocole des expériences de mesure du taux de dépôt spontané,
on placera la terre à l’extérieur de l’aire de construction (plâtre ou terre).
On introduira quelques fourmis, et on fera une acquisition de données vi-
déo avec une caméraHDpour obtenir les trajectoires précises et complètes des
fourmis dans l’arène.
À partir de ces vidéos, nous pourrons suivre toutes les fourmis porteuses de
boulettes de matériau et mesurer la distance qu’elles parcourent avant de dé-
poser leur charge 3. Nous prendrons garde à ne conserver que les événements
de dépôt dans des environnements vierges de tout dépôt précédent.
Nous pourrons alors estimer la fonction de survie des distances parcourues
(ou des temps de transport) par les fourmis porteuses entre leur prise dematé-
riau et le dépôt de leur charge, et, vérifier sa forme exponentielle et son taux de
décroissance.
Ce protocole et son analyse nous permettront donc de calibrer le taux de
dépôt spontané, et de confirmer ou non la valeur estimée par l’exploration nu-
mérique dumodèle au regard de la première série de données expérimentale.
5.2.3.2 Commentmieux identifier et quantifier lemarquage ?
L’idée générale est identique pour l’autre ingrédient dont l’estimation ex-
périmentale est manquante : lemarquage dumatériau. Pour estimer ce second
paramètre libre du modèle, øm le temps caractéristique du marquage, l’élabo-
ration d’un protocole solide est cependant plus compliqué. On peut cependant
donner quelques pistes à explorer.
3. Nous pourrons d’ailleurs vérifier avec précision si les fourmis porteuses et les fourmis
libres ont bel et bien la même vitesse de déplacement.
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Dans un premier temps, on pourrait vérifier si le marquage est spécifique
à la colonie. Cela pourrait nous aider à déterminer si ce marquage est de type
phéromonal ou non. Pour cela, il faudra envisager des expériences de construc-
tion, dumême type que celles présentées dans l’Annexe A, mais en croisant les
colonies et le matériau mis à leur disposition. En effet, jusqu’à présent, nous
avons utilisé, pour chaque colonie testée, la terre de la partie épigée correspon-
dante, prélevée lors de leur récolte. Un premier test sera de leur proposer une
terre correspondant à une autre colonie. Ce type d’expériences servirait surtout
à déterminer la nature chimique dumarquage.
Ensuite, on pourra tenter de caractériser le marquage enmesurant indirec-
tement son temps de disparition. Laméthode expérimentale classique du choix
binaire sera alors une possibilité envisageable. On pourra, par exemple, pré-
senter aux fourmis deux tas de matériau manipulé au préalable par des congé-
nères, et en faisant varier systématiquement une différence de temps entre le
moment où il est extrait du réservoir d’origine et celui où il est présenté au
choix binaire. Se pose cependant la question de la bonne mesure expérimen-
tale. Dans la première série expérimentale présentée au chapitre 2, dans les ex-
périences de choix binaires entre deux piliers (marqué ou vierge), nous avions
mesuré la fraction de fourmis agrégées sur chacun des deux tas au cours du
temps, et les fourmis ont manifesté une très nette préférence à s’agréger au
voisinage du matériau marqué. Mais, de fait, cette mesure de présence ne per-
met pas de distinguer entre un effet dumarquage sur le déplacement (soit qu’il
soit attractif comme dans les modèles proposés pour les termites, soit que le
simple intérêt pour ce matériau induise un effet de rétention des individus y
accédant au hasard de leurmarche) d’un effet d’amplification de la propension
à le prélever ou à y déposer des boulettes transportées. Ces expériences ont
donc permis de détecter l’existence d’un effet de marquage du matériau, mais
sans donner une information explicite quant à l’effet du marquage en termes
comportementaux.
En présentant des tas de matériau marqué, mais de différents âges, il serait
intéressant de regarder l’échange de matière entre les deux tas, et comment le
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taux d’échange est affecté par la différence d’âges. Pour cela, on pourra imagi-
ner un dispositif contraignant les trajectoires à suivre le chemin le plus direct
entre les deux tas, et focaliser la prise de données sur un segment du trajet de
sorte à compter les flux de porteuses dans les deux sens. Il devrait être alors
possible de préciser si les taux d’échanges relevés pour les différentes combi-
naisons d’âges sont compatibles avec lemodèle d’un dépôt dépendant dumar-
quage. Si c’est bien le cas, le relevé quantitatif et l’évolution des échanges au
cours du temps devrait aussi permettre de remonter au taux de disparition du
marquage, en se fondant sur ce modèle comportemental. La procédure d’ana-
lyse des données qui permettrait de faire cette quantification sous l’hypothèse
de ce modèle reste à préciser dans les détails.
5.3 Conclusion
En conclusion, je voudrais souligner que le travail présenté dans ce mé-
moire est un exemple de l’apport d’une collaboration interdisciplinaire avec,
dans le cas présent, des spécialistes de la Physique statistique et des ingénieurs
des procédés. Le travail commence par des séries expérimentales exploratoires,
qui ont pour buts de vérifier d’abord la reproductibilité du phénomène étudié
au laboratoire, de peaufiner les conditions et le protocole expérimental. À par-
tir de ces premières données expérimentales, et des observations qu’elles ont
permises, on peut alors énoncer un modèle de ce phénomène, ici à l’échelle
du comportement individuel des fourmis, modèle alors caractérisé par des pa-
ramètres. On tâche alors d’utiliser au mieux les données expérimentales pour
calibrer ces paramètres, grâce à des méthodes d’inversion.
Il est important de noter que, par construction, ces premières expériences
exploratoires n’ont pas été conçues explicitement pour cette calibration, puis-
qu’évidemment le modèle n’était pas alors encore complètement explicité. On
essaie bien sûr d’en tirer le plus d’informations possibles, et estimer au moins
les bons ordres de grandeurs des paramètres, mais il faudra d’autres séries ex-
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périmentales pour que tous les paramètres soient calibrés avec la bonne préci-
sion et que le phénomène complet soit bien compris.
La suite du travail est alors une deuxième boucle entre le modèle et l’ex-
périmental, où le modèle devient alors un outil pour concevoir les protocoles
expérimentaux.
En effet, les premiers travaux d’analyse seront une aide à la détermination
de ce que l’on souhaitemesurer. À partir dumodèle et de ses paramètres, on dé-
cidera desmesures expérimentales à effectuer. On pourra écrire complètement
la procédure d’inversion qui permet de passer desmesures expérimentales aux
paramètres du modèle. Il est alors utile de valider cette procédure via la syn-
thèse de données artificielles, sur lesquelles on pourra tester l’inversion, véri-
fier que l’on retrouve bien sur ces données les informations à partir desquelles
elles auront été créées. L’analyse des trajectoires dans l’article présenté dans le
chapitre 3 est un exemple caractéristique de cette démarche : la procédure pour
estimer les paramètres sur les trajectoires segmentées a été validée d’abord sur
des données simulées, avant d’être appliquée aux données expérimentales.
Nous espérons donc que notre travail demodélisation et d’analyse de la dy-
namique permettra la mise au point de mesures et d’analyse de données qui
viendront enrichir la conception des dispositifs expérimentaux les plus adé-
quats pour gagner en compréhension sur l’activité de construction des nids
chez les insectes sociaux.
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Annexe A
Recueil et traitement des données de
constructions tridimensionnelles au
laboratoire
A.1 Principe général
Les séries expérimentales de constructions ont pour vocation à initier une
base de données de structures réalisées par les fourmis dans différentes condi-
tions expérimentales. Nous détaillons dans cette partie le protocole expérimen-
tal, l’organisation pratique des données recueillies, ainsi que les aspects tech-
niques des traitements que nous avons utilisés à ce jour. Deux types de données
ont été relevés sur chaque construction : un suivi de la dynamique par photo-
graphie, et une tomographie à rayons X de l’état final de la structure 1.
1. Tomographe dentaireKODAK 9500 Cone Beam 3D System, de résolution 200µm, grâcieu-
sement mis à notre disposition par le Docteur Vincent Fayat, dentiste à la Faculté de Chirurgie
dentaire de Toulouse— http://dentaire.ups-tlse.fr/
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A.2 Protocole expérimental
A.2.1 Récolte des colonies
FIGURE A.1 – Lieu de récolte des colonies de fourmis utilisées lors des expériences de
construction collective.
Les quatre colonies de fourmis Lasius niger utilisées, appelées A, B, C et D,
ont été récoltées le 19 avril 2012, sur les bords de la Garonne, à Marquefave
(31), 4`0 km de Toulouse (figure A.1). On commence par repérer un nid grâce à
la structure épigée caractéristique de l’espèce (figure 1.13). On récolte ensuite
les colonies par pelletage de la terre et des fourmis autour du dôme, et stockage
de cette terre et des fourmis dans un grand bac en plastique fluonné.
Il faut ensuite séparer les fourmis de la terre, pour les stocker dans des bacs
d’élevage. La migration des fourmis a été réalisée entre le 20 avril 2012 et le 1er
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juillet 2012. Pour préparer cette étape fastidieuse, on dépose dans les bacs de
terre des tubes à essai recouverts de papier pour crér de l’obscurité et contenant
du coton humide. De plus, on détruit régulièrement les potentielles structures
construites par les fourmis. Celles-ci vont alors chercher l’humidité et l’obs-
curité offertes par les tubes à essai. On peut ainsi récupérer les fourmis seules
pour les mettre dans les bacs d’élevage. En parallèle, on trie la terre récoltée
des fourmis restantes par poignées, en aspirant les insectes par un aspirateur à
bouche. Les colonies A et D ne présentent pas de reine, alors que les colonies B
et C en possèdent une. Elles sont composées de quelques milliers d’individus.
Dans les bacs d’élevage, on met à disposition des fourmis de l’eau fraîche ainsi
que du bhatkar fabriqué par Gérard Latil, assistant ingénieur dans l’équipe Dy-
nactom, CRCA.
On conserve la terre séparément des fourmis, en distingant à quelle colonie
elle correspond.
A.2.2 Dispositif expérimental
Le dispositif expérimental est représenté sur la figure A.2(a). Il est constitué
d’une boîte cylindrique dont le couvercle a été doublé et percé. On coule du
plâtre dans le second couvercle, piégeant une mèche de coton qui est immer-
gée dans l’eau contenue dans la boîte cylindrique à son autre extrémité. On dis-
pose ensuite sur le plâtre ainsi maintenu humide le matériau de construction.
Dans cette série expérimentale, on utilise la terre récoltée avec les colonies de
fourmis. Pour chaque dispositif, on choisit la terre associée à la colonie utilisée.
Le but de cette série expérimentale étant de faire construire aux fourmis un
nid artificiel, nous avons dans un premier temps réalisé des expériences pré-
liminaires, afin de déterminer la quantité de terre nécessaire à l’élaboration
d’une structure à plusieurs étages. En effet, si les fourmis ont une couche de
matériau disponible trop épaisse, elles risquent de creuser essentiellement des
galeries, sans utiliser le matériau excavé. Ce travail expérimental préliminaire a
donc permis d’optimiser le protocole. On utilise enmoyenne 45 g (45.9±0.5 g )
de terre par dispositif. Ces pré-manips ont en outre servi à définir la durée d’une
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Light
Clay
+ Soil
Water
Arena
Plaster
10 cm
(a) (b)
FIGURE A.2 – (a) Schéma du dispositif utilisé dans la série expérimentale de construc-
tion collective de piliers. (b) Vue générale des 4 dispositifs de la série expérimentale 001
au début de la manip.
réplique.
Ce dispositif expérimental est ensuite placé dans un bac rectangulaire dont
les parois sont fluonées. On y ajoute des abreuvoirs remplis d’eau et des cou-
pelles de nourriture [171], qui seront remplacées en milieu d’expérience.
L’expérience démarre lors de l’introduction dans le bac rectangulaire des
500 fourmis, uniquement des ouvrières, qui font alors explorer toute la boîte
avant de trouver le dispositif et le matériau de construction.
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A.2.3 Chambre climatique
Les conditions environnementales peuvent avoir des conséquencesmajeures
sur les structures produites par les insectes sociaux. Il était donc indispensable
de contrôler finement ces paramètres lors de ces expériences. Nous avons donc
réalisé les expériences dans une chambre climatique, appartenant au centre
RAPSODEE de l’École des Mines d’Albi-Carmaux (EMAC), et gentiment mise à
notre disposition par Bernard Auduc. Cette pièce est munie d’un banc de cli-
matisation COSTIC (contenance 25m3, température T de 5 à 45±C , humidité
relative hrel de 5 à 90%). Nous avons donc contrôlé la température et l’humi-
dité de l’air durant toute la série expérimentale. Nous avons choisi demaintenir
l’humidité relative de l’air à hrel = 50% pour toutes les répliques et de ne faire
varier que la température, afin de vérifier si cette dernière a un impact sur les
structures produites par Lasius niger.
Nous y avons réalisé cette série expérimentale du 15 mai au 13 juillet 2012.
Durant cette période, vingt-quatre expériences ont étémenées, réparties comme
indiqué dans le tableau A.1, en six séries. Chaque série est composée de quatre
dispositifs, un par colonie de fourmis. Trois séries, soit 12 répliques, ont été réa-
lisées à 26±C . Une série, soit 4 répliques, a été soumise à une température plus
froide, T = 22±C , et une autre à une température plus chaude, T = 30±C . En-
fin, la dernière série expérimentale a consisté à tester l’impact de la quantité de
matériaumis à la disposition des fourmis, variant de 15 g à 90 g , sur la structure
finale.
Les quatre dispositifs d’une série sont placés sur unemême table (Fig. A.2(b)),
et photographiés par un unique appareil-photo Canon (résolution 3168 × 4752
pixels), programmégrâce à undéclencheur automatique pour prendre unphoto
toutes les 5minutes. Cela permet un suivi temporel de la dynamiquede construc-
tion, relatif car la structure étant rapidement souterraine, on n’obtient qu’une
information partielle : on n’a accès qu’aux modifications de la surface de la
structure.
On place un panneau lumineux (30cm X 30cm) à LED blanches au-dessus
des dispositifs pour créer un éclairage permanent et homogène.On espère ainsi
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No Début Arrêt Colonie Masse (g ) T (±C ) hrel (%)
0 15/05/2012 21/05/2012 A 45.5 26 50
B 45.0
C 45.0
D 45.5
1 24/05/2012 31/05/2012 A 45.5 26 50
B 45.5
C 45.5
D 46.0
2 4/06/2012 12/06/2012 A 46.0 22 66
B 46.5
C 46.0
D 45.5
3 12/06/2012 18/06/2012 A 46.0 26 50
B 46.0
C 46.0
D 45.5
4 3/07/2012 9/07/2012 A 46.0 30 40
B 46.5
C 47.0
D 46.0
5 3/07/2012 9/07/2012 C1 15.0 30 40
C2 30.0
C3 45.0
C6 90.0
TABLE A.1 – Détails de la série d’expériences 3D.
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stimuler l’activité de construction des fourmis.
Les expériences ont duré environ 7 jours en moyenne. Au milieu de l’expé-
rience, nous faisions une opération de maintenance, ravitaillant les fourmis en
eau et préparation de Bhatkar [171].
A la fin des expériences, les réservoirs d’eau sont séparés des supports des
structures d’argiles, et celles-ci sont mises pendant deux à trois jours dans des
bacs séparés dans lesquels on ajoute de la nourriture très appétitive pour les
fourmis (tranches de pommes en particulier), ce qui permet d’en retirer une
grande partie avant de soumettre chacune d’elle à l’acquisition 3D sur le sup-
port du tomographe (Fig. A.3 , il reste néanmoins quelques fourmis présentes
dans la structure au moment de cette acquisition).
FIGURE A.3 – Tomographe KODAK 9500 Cone Beam 3D System. Une structure réalisée
par Lasius est disposée dans le champ de capture.
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A.3 Organisation des données
Les données sont organisées dans un répertoire hébergé sur un système
Mac (File System Mac OS Extended). Un fichier 00-HowTo.txt à la tête de ce
répertoire reprend le contenu de la présente annexe.
Ce répertoire abrite plusieurs sous-répertoires :
01-Movies Les séries expérimentales ont été suivies par photographies toutes
les cinq minutes, à la résolution 3168 × 4752 pixels. Les quatre construc-
tions sont suivies par le même appareil photo (Fig. A.2(b)). À partir de
ces séries de photos des manipes, les coordonnées des cadres autour de
chaque expérience sont relevés à la main, et reportés dans le script 01-
Movies/00-decoupe.pl. Ce script est ensuite appelé en ligne de commande
pour extraire chaque série expérimentale séparément. Ces séries de pho-
tos sont enfin montés en film (.mov). Pour des raisons de place, seuls les
films sont conservés dans la base.
02-FinalJPG contient la photographie de l’état final de chaque construction,
pour référence.
03-TomosUtiles contient un répertoire des fichiers issus de la tomographie
aux rayons X (.dcm). Comme le champ de capture du tomographe était
plus large que la structure, seuls les fichiers correspondant à une tranche
capturant la structure ont été retenus.
04-osirix_to_stl contient une représentation de la surface de la structure sous
la forme d’une triangulation (.stl), récupérée sous Osirix par la procédure
décrite Section A.4. Ces fichiers sont de format stl ascii.
05-meshlab-1component contient la triangulation de la plus grande compo-
sante connexe de la structure, obtenue par la procédure décrite Section
A.5. Ces fichiers sont de format stl binaires.
20-Softs contient les logiciels dans les versions utilisées.
Osirix Osirix v. 5.6 32bit — Pixmeo SARL, 266 rue de Bernex, CH1233
Bernex, Suisse (http ://pixmeo.pixmeo.com). Logiciel libre.
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Meshlab MeshLab v1.3.2_64bit (Aug 2 2012)—http ://meshlab.sourceforge.net.
Logiciel libre.
A.4 Etape 1 — Extraction de la triangulation de la
surface
Sous Osirix, on charge chacune des séries. Pour chaque série, on reconstruit
la surface 2D. Pour cela :
1. importer la série (il faut sélectionner tous les fichiers du répertoire)
2. cliquer sur 2D Viewer, une fenêtre s’ouvre
3. cliquer sur le bouton 2D/3D, et choisir 3D Surface Rendering
4. choisir
résolution high
decimate 1.0
smooth 100
pixel value -200
La surface reconstruite apparaît dans la fenêtre.
5. Exporter au format stl en cliquant le bouton "Export 3D-SR" ; choisir le
format STL et sauver dans le répertoire 04-osirix_to_stl (Osirix v. 4.1.2
32bit, présente un bug : il ne garde pas l’extension .stl spécifiée dans le
nom de sauvegarde, il faut le rajouter à la main sous le Finder)
A.5 Etape 2—Extraction demesures
Le logiciel Meshlab permet de travailler sur des représentations de struc-
tures codées sous la forme d’une triangulation de la surface dans le volume.
Nous l’avons utilisé dans le présent contexte pour initier l’analyse quantitative
des structures tri-dimensionnelles obtenues par la tomographie (après recons-
truction de la surface sous Osirix, décrite ci-dessus). Nous donnons ci-dessous
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un exemple de manipulation qui permet d’une part d’effectuer un traitement
sur la représentation triangulée (éliminer les petites structures qui ne sont pas
connexes à la plus grande), d’autre part de relever un premier ensemble deme-
sures caractéristiques (aire de la surface, volume englobant) dans un fichier ta-
bulé, appelé StatsMesh.txt.
La procédure pas à pas est la suivante :
On importe sous Meshlab le stl situé dans le répertoire 04-osirix_to_stl (à
l’importation, dire oui à "Unify duplicated vertices").
On note dans StatsMesh le nombre de vertex / faces.
On applique le filtre 1component.mlx, ce filtre ne garde que la plus grande
composante (enpratique on supprime les composantes qui ontmoins de 250000
facettes).
Pour charger et executer le script
1. Filters -> Show Current Filter Script
2. Open script
3. charger 05-meshlab1Component/1comp.mlx
4. Apply script
5. Close
Il faut ouvrir la fenetre View->Show Layer Dialog.
On y trouve l’indication du nombre de composantes (et on vérifie au pas-
sage que n-1 ont été supprimées). On reporte ce nombre de composantes dans
StatsMesh.
On sauve sous format stl binaire dans le répertoire 05-meshlab1Component
1. File -> export mesh as...
2. format : STL file format
3. les paramètres par défaut sont corrects (binary format)
On ferme le projet, on crée un nouveau projet, on importe ce fichier stl bi-
naire.
On reporte dans StatsMesh le nombre de vertices / faces (de la seule com-
posante qui reste).
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Pour récupérer les mesures caractéristiques, il faut appliquer le filtre
1. Filters->QualityMeasures andComputation ->ComputeGeometricMea-
sures
Cefiltre nemodifie pas la représentation. Il reporte le résultat du calcul dans
la fenêtre View->Show Layer Dialog. On reporte alors dans StatsMesh les statis-
tiques suivantes (dont nous donnons un exemple numérique) :
Mesh Bounding Box Size 107.109802 109.194901 16.248899
Mesh Bounding Box Diag 153.818283
Mesh Volume 64760.519531
Mesh Surface 35451.531250
La quantitéMesh Volume désigne ici le volume enclos par la surface trian-
gulée, et donc le volume Vmat occupé par le matériau.
Pour récupérer le volume englobant, on utilise une représentation du plus
petit polygone convexe.
On applique le filtre
1. Filters -> Remeshing, Simplification and Reconstruction -> Convex Hull
(cocher oui pour "Re-orient all faces coherently").
2. Dans le layer dialog, décocher le mesh de la structure, et sélectionner le
mesh du convex hull
3. Si le convexhull apparaît noir, il faut changer le sens des normales par :
Filters -> Normals, Curvatures and Orientations -> Invert Faces Orienta-
tion (cocher oui pour Force Flip)
4. On repasse le filtre Filters->Quality Measures and Computation -> Com-
pute Geometric Measures (qui s’applique donc cette fois au convex hull).
5. dont on récupère les grandeurs à reporter dans le fichier StatsMesh :
Mesh Volume 116036.960938
Mesh Surface 20312.441406
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La quantité Mesh Volume désigne ici le volume total englobant la surface
triangulée, et donc le volume Vtot occupé par le matériau et la fraction vide
interne.
La porosité, une mesure standard pour les matériaux, et désignant la frac-
tion de volume vide interne peut donc se calculer par : P = 1° VmatVtot
A.6 Résultats préliminaires
Les résultats présentés ici sont à prendre avec précaution. Etant donné le
nombre limité de réplications, ils ne sont que des indications qui doivent être
confirmées par des réplications expérimentales (c’est pourquoi nous les pré-
sentons dans cette annexe...).
Nous utilisons la mesure de porosité pour évaluer l’impact des différents
paramètres expérimentaux : le volume de terre proposé aux fourmis, la tempé-
rature ambiante, et l’effet colonie. Nous reportons, lorsque c’est pertinent, les
mêmes mesures effectuées sur les structures épigées extraites in situ.
Pour une première vérification que le dispositif mis au point au laboratoire
permet de récupérer des structures proches de celles réalisées par Lasius en
conditions naturelles, nous reportons la porosité de chaque structure en fonc-
tion de la colonie utilisée. On observe que la porosité des structures recueillies
in situ est dumême ordre que celles réalisées par Lasius dans les conditions ex-
périmentales contrôlées (Fig. A.4). La valeur de la porosité est de l’ordre de 0.5,
ce qui signifie que la structure est composée d’autant de volume vide que de
volume occupé par le matériau (la structure épigée est d’un volume total deux
fois supérieur à celui occupé par le matériau).
A partir de la série expérimentale réalisée à 30±C en faisant varier la quantité
dematériau disponible (Fig. A.5), on ne voit pas d’indication que celle-ci affecte
la porosité, ce qui suggère une similitude des structures internes, compatible
avec l’observation visuelle.
Nous trouvons en revanche un effet significatif de la température sur la po-
rosité des structures construites au laboratoire (Fig. A.6).
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FIGURE A.4 – Effet Colonie sur la porosité. Les quatre colonies utilisées au laboratoire
sont notées A, B, C et D. Les trois structures recueillies in situ sont labellisées U.
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FIGURE A.5 – Effet Quantité de matériau sur la porosité.
A.6 – Résultats préliminaires ANNEXE A.
−1 22 26 30
0.
3
0.
4
0.
5
0.
6
0.
7
Temperature
Po
ro
si
ty
FIGURE A.6 – Effet Température sur la porosité. Les mesures de porosité sur les struc-
tures obtenues au laboratoire en conditions de température contrôlée sont reportées
en fonction de celle-ci, de 22 à 30 degrés. On trouve un effet significatif de la tempéra-
ture (indiqué par la pente de la régression linéaire, P<0.0026). Nous avons reporté pour
référence les mesures de porosité des structures naturelles sous l’étiquette arbitraire
“-1” puisque nous ignorons les conditions climatiques de leur construction. Cette po-
rosité apparaît du même ordre que celle obtenue à 22 degrés.
Annexe B
Analyses complémentaires du
modèle EDP de construction
Cette annexe détaille les analyses complémentaires dumodèle présenté dans
le chapitre 4. La première partie décrit les schémas numériques utilisés pour ré-
soudre le système d’équations. La seconde détaille l’analyse linéaire de stabilité
effectuée sur lemêmemodèle, réalisée comme simplemoyende vérification du
critère de stabilité obtenu par la méthode d’analyse alternative présenté dans
le chapitre 4.
B.1 Résolution numérique dumodèle
La résolution numérique du modèle a été progressive. Comme dans l’ana-
lyse préliminaire présentée dans la partie 4.4.2, nous avons commencé la réso-
lution dumodèle spatialisé en nous concentrant sur les premiers instants de la
dynamique, pour ensuite résoudre lemodèle complet. Enfin nous avons réalisé
des simulations numériques en faisant l’hypothèse que la densité de fourmis
inactives/libres est très grande devant celle des fourmis actives/porteuses, et
que ses variations temporelles et spatiales sont négligeables devant les densi-
tés des autres espèces en présence. Cette hypothèse, si ellemontre des résultats
comparables à ceux obtenus à partir du modèle complet, permet de simplifier
307
B.1 – Résolution numérique dumodèle ANNEXE B.
le système en réduisant son nombre de variables. Les résultats obtenus sont
présentés dans la partie 4.4.2, sans les détails des schémas numériques utilisés.
Dans toutes les figures illustrant cette partie, les lignes en pointillé repré-
sentent la condition initiale utilisée, et les lignes pleines l’état final de la simu-
lation. Les densités de matériau spontané et maçonné sont respectivement re-
présentées par des lignes noires et bleues ; les fourmis libres et porteuses par
des lignes vertes et rouges.
B.1.1 Début de la dynamique
On commence par considérer les tout premiers instants de la dynamique,
lorsque tout le matériau est dans son état spontané. On a donc l’équation réac-
tionnelle suivante :
C + I
kpick
⌦
kdrop
A
Le système d’équations 4.44 décrit les variations de chaque densité :8>>>>><>>>>>:
@c
@t
=°(kpick c ¥i °kdrop ¥a)
@¥a
@t
=+(kpick c ¥i °kdrop ¥a)+Da @
2¥a
@x2
@¥i
@t
=°(kpick c ¥i °kdrop ¥a)+Di @
2¥i
@x2
Pour résoudre numériquement ces équations et réaliser des simulations, on
utilise deux types de schémas numériques. La partie réactionnelle (kpick c ¥i °
kdrop ¥a) est approchée par un schéma d’Euler et la partie diffusiveDi
@2¥i
@x2
par
un schéma de Crank-Nicolson. On discrétise le temps par¢t et l’espace par¢x.
On notera par la suite unk la densité d’une espèceU au pas de temps n dans la
maille de l’espace k.
Méthode d’Euler On utilise l’approximation de la dérivée pour trouver une
expression du terme de gauche de l’équation sur la densité de matériau spon-
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tané c :
@c
@t
' c
n+1
k °cnk
¢t
L’approximation de la partie réaction est simplement :
°(kpick cnk ¥ni ,k °kdrop ¥na,k)
L’équation 4.44a devient donc :
cn+1k °cn,k
¢t
=°(kpick cnk ¥ni ,k °kdrop ¥na,k)
On dit qu’il s’agit d’un schéma explicite car cn+1k est exprimée en fonction
de termes tous définis au pas de temps n.
Méthode de Crank-Nicolson La méthode d’Euler ne convient pas pour la ré-
solution de la partie diffusion des équations des fourmis. En effet, cette mé-
thode est sensible au choix du pas de temps : pour un pas de temps trop petit,
on perd la convergence. Nous avons donc choisi d’utiliser une autre méthode
de résolution numérique pour traiter la partie diffusive des équations 4.44b et
4.44c.
On utilise un schéma numérique de Crank-Nicolson, qui se définit de la
façon suivante dans le cas d’une diffusion simple de l’espèceU de densité u :
un+1k °unk
¢t
'DL (u
n
k )+L (un+1k )
2
avec
L (unk )=
unk°1°2unk +unk+1
(¢x)2
Cette expression peut être développée ainsi :
un+1k °unk
¢t
' D
2(¢x)2
£
(unk°1°2unk +unk+1)+ (un+1k°1 °2un+1k +un+1k+1)
§
On définit alors r = D¢t2(¢x)2 . On obtient la relation suivante :
un+1k °unk = r
°
(unk°1°2unk +unk+1)+ (un+1k°1 °2un+1k +un+1k+1)
¢
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Après séparation des termes en n et en n+1, on obtient alors :
° r un+1k°1 + (1+2r )un+1k ° r un+1k+1 = r unk°1+ (1°2r )unk + r unk+1 (B.1)
On a donc un système à n équations de ce type, que l’on peut alors sous
formematricielle : So we can write this system as a matrix equation
A ·un+1 =B ·un (B.2)
avecun etun+1 des vecteurs colonnes de l’espace, respectivement (un1 · · ·unX+1)
et (un+11 · · ·un+1X+1), etA et B les matrices tridiagonales suivantes :
A=
0BBBBBBBB@
1+2r °r 0 · · · 0
°r 1+2r °r . . . ...
0
. . . . . . . . . 0
...
. . . . . . . . . °r
0 · · · 0 °r 1+2r
1CCCCCCCCA
et
B=
0BBBBBBBB@
1°2r r 0 · · · 0
r 1°2r r . . . ...
0
. . . . . . . . . 0
...
. . . . . . . . . r
0 · · · 0 r 1°2r
1CCCCCCCCA
Il s’agit d’un schéma numérique implicite : le système matriciel doit être
complètement résolu pour connaître la dynamique de u. Pour cela, on utilise
un solveur de R-cran, le paquet limSolve 1. L’ajout de conditions aux limites est
indispensable pour que le système ait une solution unique.
Onutilise donc cetteméthodenumériquepour résoudre les équations réacto-
diffusives de ¥a et ¥i . En le combinant à l’approximation faite pour l’équation
1. http://cran.r-project.org/web/packages/limSolve/index.html
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sur la densité de matériau spontané c, on obtient le système suivant :8>>>>>>>><>>>>>>>>:
¥n+1a,k °¥na,k
¢t
=+(kpick cnk ¥ni ,k °kdrop ¥na,k)+Da
L (¥na,k)+L (¥n+1a,k )
2
(B.3a)
¥n+1i ,k °¥ni ,k
¢t
=°(kpick cnk ¥ni ,k °kdrop ¥na,k)+Di
L (¥ni ,k)+L (¥n+1i ,k )
2
(B.3b)
cn+1k °cn,k
¢t
=°(kpick cnk ¥ni ,k °kdrop ¥na,k) (B.3c)
avec 8<: L (¥na,k) =
¥na,k°1°2¥na,k+¥na,k+1
(¢x)2
L (¥ni ,k) =
¥ni ,k°1°2¥ni ,k+¥ni ,k+1
(¢x)2
Résolution numérique de la dynamique On choisit des conditions aux li-
mites périodiques.
Fourmis On peut exprimer les équations B.3a et B.3b sous forme matri-
cielle : (
Aa ·¥n+1a =Ba ·¥na +Ca¥ni (B.4a)
Ai ·¥n+1i =Bi ·¥ni +Ci¥na (B.4b)
avec ¥na , ¥
n
i , ¥
n+1
a et ¥
n+1
i des vecteurs colonnes de l’espace, respective-
ment (¥na,1 · · ·¥na,X+1), (¥ni ,1 · · ·¥ni ,X+1), (¥n+1a,1 · · ·¥n+1a,X+1) et (¥i ,1n+1 · · ·¥n+1i ,X+1), and
Aa ,Ai , Ba , Bi , Ca et Ci les matrices suivantes :
Aa =
0BBBBBBBB@
1+2ra °ra 0 · · · 0
°ra 1+2ra °ra . . . ...
0
. . . . . . . . . 0
...
. . . . . . . . . °ra
0 · · · 0 °ra 1+2ra
1CCCCCCCCA
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Ai =
0BBBBBBBB@
1+2ri °ri 0 · · · 0
°ri 1+2ri °ri . . . ...
0
. . . . . . . . . 0
...
. . . . . . . . . °ri
0 · · · 0 °ri 1+2ri
1CCCCCCCCA
Ba =
0BBBBBBBB@
1°2ra °¢t kdrop ra 0 · · · 0
ra 1°2ra °¢t kdrop ra . . . ...
0
. . . . . . . . . 0
...
. . . . . . . . . ra
0 · · · 0 ra 1°2ra °¢t kdrop
1CCCCCCCCA
Bi =
0BBBBBBBB@
1°2ri °¢t kpick cn1 ri 0 · · · 0
ri 1°2ri °¢t kpick cn2 ri
. . .
...
0
. . . . . . . . . 0
...
. . . . . . . . . ri
0 · · · 0 ri 1°2ri °¢t kpick cnX+1
1CCCCCCCCA
Ca =
0BBBBB@
¢t kpick cn1 0 · · · 0
0 ¢t kpick cn2
. . .
...
...
. . . . . . 0
0 · · · 0 ¢t kpick cnX+1
1CCCCCA
Ci =
0BBBBB@
¢t kdrop 0 · · · 0
0 ¢t kdrop
. . .
...
...
. . . . . . 0
0 · · · 0 ¢t kdrop
1CCCCCA
ra et ri sont définis comme :(
ra = Da dt2dx2
ri = Di dt2dx2
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FIGURE B.1 – Résultats de la résolution numérique du système B.3, à partir d’une
condition initiale hétérogène (lignes en pointillé). L’état final est représenté par des
lignes pleines. Valeurs des paramètres : Temps T = 1000, longueur du système L = 1,
a = 10, m = 200, ri = 0.2, kdrop = 10, kpick = 1, Da = 10°3, Di = 10°3, ¢t = 0.001 et
¢x = 0.01.
Matériau spontané Laméthode d’Euler nous donne l’expression suivante
de cn+1k :
cn+1k = cnk °
°
kpick c
n
k ¥
n
i ,k °kdrop ¥na,k
¢ ·¢t (B.5)
Résultatsnumériques LafigureB.1montre les résultats obtenus à partir d’une
condition initiale hétérogène en matériau C , fourmis actives A et inactives I .
On voit que les trois densités convergent vers l’état stationnaire homogène.
On peut continuer la résolution numérique, en ajoutant la seconde réaction
mise en jeu, les prises et dépôts de matériau maçonné P .
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B.1.2 Modèle complet avec diffusion
On considère alors la réaction 4.31 :
C + I
kpick
⌦
kdrop
A
kbuild
⌦
kremove
P + I
Les équations décrivant l’évolution temporelle des densités sont alors dé-
crites par le système 4.33 :8>>>>>>>>><>>>>>>>>>:
dc
dt
=°kpick c ¥i +kdrop ¥a
dp
dt
=°kremove p ¥i +kbui ld ¥a
d¥a
dt
=+(kpick c+kremove p)¥i ° (kdrop +kbui ld )¥a +Da @
2¥a
@x2
d¥i
d t
=°(kpick c+kremove p)¥i + (kdrop +kbui ld )¥a +Da @
2¥a
@x2
avec
kbui ld = kb,0+
kb,1p2
Æ2+p2
Résolution numérique de la dynamique Comme dans la partie B.1.1, nous
utilisons la méthode de Crank-Nicolson pour résoudre les équations des den-
sités de fourmis ¥a et ¥i , et un schéma numérique d’Euler pour les équations
sur les densités de matériau spontané c et maçonné p. On note à nouveau unk
la densité u au pas de temps n à la maille spatiale k. On trouve donc le système
d’équations suivant :8>>>>>>>>>>>>><>>>>>>>>>>>>>:
¥n+1a,k °¥na,k
¢t
=+(kpick cnk ¥ni ,k °kdrop ¥na,k)+ (kremove pnk ¥ni ,k °kbui ld ¥na,k)+Da
L (¥na,k)+L (¥n+1a,k )
2
(B.6a)
¥n+1i ,k °¥ni ,k
¢t
=°(kpick cnk ¥ni ,k °kdrop ¥na,k)° (kremove pnk ¥ni ,k °kbui ld ¥na,k)+Di
L (¥ni ,k)+L (¥n+1i ,k )
2
(B.6b)
cn+1k °cnk
¢t
=°(kpick cnk ¥ni ,k °kdrop ¥na,k) (B.6c)
pn+1k °pnk
¢t
=°(kremove pnk ¥ni ,k °kbui ld ¥na,k) (B.6d)
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avec 8<: L (¥na,k) =
¥na,k°1°2¥na,k+¥na,k+1
(¢x)2
L (¥ni ,k) =
¥ni ,k°1°2¥ni ,k+¥ni ,k+1
(¢x)2
On pose ra and ri tels que : (
ra = Da dt2dx2
ri = Di dt2dx2
Fourmis On utilise alors l’équation matricelle B.4 avec une autre défini-
tion des matrices : (
Aa ·¥n+1a =Ba ·¥na +Ca¥ni
Ai ·¥n+1i =Bi ·¥ni +Ci¥na
avec
Aa =
0BBBBBBBB@
1+2ra °ra 0 · · · 0
°ra 1+2ra °ra . . . ...
0
. . . . . . . . . 0
...
. . . . . . . . . °ra
0 · · · 0 °ra 1+2ra
1CCCCCCCCA
Ai =
0BBBBBBBB@
1+2ri °ri 0 · · · 0
°ri 1+2ri °ri . . . ...
0
. . . . . . . . . 0
...
. . . . . . . . . °ri
0 · · · 0 °ri 1+2ri
1CCCCCCCCA
Ba =
0BBBBBBBB@
1°2ra °¢t
°
kdrop +kbui ld
¢
ra 0 · · · 0
ra
. . . ra
. . .
...
0
. . . . . . . . . 0
...
. . . . . . . . . ra
0 · · · 0 ra 1°2ra °¢t
°
kdrop +kbui ld
¢
1CCCCCCCCA
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Bi =
0BBBBBBBB@
1°2ri °¢t
°
kpick cn1 +kremove pn1
¢
ri 0 · · · 0
ri
. . . . . .
...
0
. . . . . . . . . 0
...
. . . . . . . . . ri
0 · · · 0 ri 1°2ri °¢t
°
kpick cnX+1+kremove pnX+1
¢
1CCCCCCCCA
Ca =
0BBBBB@
¢t
°
kpick cn1 +kremove pn1
¢
0 · · · 0
0 ¢t
°
kpick cn2 +kremove pn2
¢ . . . ...
...
. . . . . . 0
0 · · · 0 ¢t °kpick cnX+1+kremove pnX+1¢
1CCCCCA
Ci =
0BBBBB@
¢t
°
kdrop +kbui ld
¢
0 · · · 0
0 ¢t
°
kdrop +kbui ld
¢ . . . ...
...
. . . . . . 0
0 · · · 0 ¢t°kdrop +kbui ld ¢
1CCCCCA
ra and ri are still : (
ra = Da dt2dx2
ri = Di dt2dx2
Les matrices Aa et Ai sont inchangées car elles ne tiennent compte que
de la partie diffusion des équations sur les fourmis. En revanche, les matrices
Ba , Bi , Ca et Ci sont différentes du fait de l’ajout de la seconde réaction de
prise/dépôt de matériau P .
Matériau spontané et maçonné La méthode d’Euler nous donne les ex-
pressions explicites suivantes, pour calculer cn+1k et p
n+1
k :(
cn+1k = cnk °
°
kpick c
n
k ¥
n
i ,k °kdrop ¥na,k
¢ ·¢t (B.7a)
pn+1k = pnk °
°
kremove p
n
k ¥
n
i ,k °kbui ld ¥na,k
¢ ·¢t (B.7b)
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FIGURE B.2 – Résultats de simulations numériques du système d’équations B.6 avec
une condition initiale aléatoire (lignes en pointillé) de matériau spontané (courbes
noires), maçonné (en bleu), et fourmis actives (en rouge) et inactives (en vert). Valeurs
des paramètres : Temps T = 1000, longueur L = 1, a = 10,m = 200, ri = 1, kdrop = 10,
kpick = 1, k0 = 0.01, k1 = 10, Æ = 1, kremove = 0.5, Da = 10°3, Di = 10°3, ¢t = 0.001 et
¢x = 0.01.
Résultats numériques La figure B.2 montrent les résultats de plusieurs simu-
lations numériques. Les figures B.2(a) et B.2(b) ont été réalisées avec deux den-
sités initiales de matériau maçonné différentes. Cette densité initiale est déter-
minée par le paramètre rp , qui correspond au ratio p(t = 0)/c(t = 0). Lorsque
cette densité initiale est grande (figure B.2(a)), des piles de cematériau peuvent
apparaître. Lorsqu’elle est faible (figure B.2(b)), les perturbations par rapport à
la distribution homogène décroissent et le système converge vers l’état station-
naire homogène.
Il semble donc qu’une quantité initiale suffisante de matériau maçonné est
nécessaire pour que le phénomène d’émergence ait lieu. On poursuit l’explo-
ration numérique du modèle en ajoutant une partie aléatoire kb,r and à kbui ld ,
afin de pallier cette contrainte sur la densité initiale de matériau maçonné P .
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kbui ld s’exprime alors comme :
kbui ld = kb,0+
kb,1p2
Æ2+p2 +kb,r and
La figure B.2(c) montre que dans ce cas particulier, des piles de matériau P
peuvent émerger même lorsque que la densité initiale p est très faible. L’ajout
de cette partie aléatoire kb,r and à kbui ld introdiut une part de stochasticité à ce
modèle déterministe.
B.1.3 Exploration numérique
Dans cette partie, nous détaillons les résultats de quelques simulations nu-
mériques. La condition initiale utilisée est identique / comparable pour chaque
simulation : il s’agit d’une situation uniforme en matériau spontané c, fourmis
actives ¥a et inactives ¥i . Lematériaumaçonné quant à lui est initialement dis-
tribué en une unique pile, de largeur variable selon les simulations.
La figure B.3 montre les résultats obtenus par simulation du système B.3,
pour deux piles de hauteur différente, mais de largeur identique, de matériau
maçonné. La densité initiale p(t = 0) est donc différente. Lorsque la pile est
petite (figure B.3(a)), elle grandit au cours du temps. En revanche lorsqu’elle
est grande (figure B.3(b)), elle décroît.
On remarque que la forme du sommet des deux piles est différente alors
qu’elle était similaire à l’état initial : la petite pile devient concave, le grand pi-
lier devient convexe, alors que dans les deux cas le pilier initial était plat. Les
densités de matériau spontané c présentent le même type de déformation par
rapport à la condition initiale, ainsi que les densités de fourmis actives ¥a .
B.1.3.1 Ajout d’une second rétroaction positive
Expérimentalement, on observe que la prise de matériau est aussi stimulée
par la présence dematériau. On ajoute donc une seconde boucle de rétroaction
par la densité de matériau maçonné p sur kpick le taux de prise de matériau
spontané c : plus p est grand, plus les fourmis inactives sont susceptibles de
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FIGURE B.3 – Résultats de simuations numériques du système d’équations B.6 avec
une condition initiale uniforme (lignes en pointillé) pour les densités de matériau
spontané (courbe noire), de fourmis actives (courbe rouge) et inactives (courbe verte),
et une pile dematériaumaçonné (courbe bleue). Seule la hauteur de la pile initiale dif-
fère entre les deux simulations. L’axe verticale gauche correspond aux densités e maté-
riau c et p, l’axe vertical droit aux densités de fourmis ¥a et ¥i . Valeurs des paramètres :
Temps T = 100, longueur L = 1, a = 10,m = 200, ri = 1, kdrop = 10, kpick = 1, k0 = 0.01,
k1 = 10, Æ= 1, kremove = 0.5,Da = 10°3,Di = 10°3, ¢t = 0.001 and ¢x = 0.01.
prendre du matériau de type C pour devenir des fourmis actives. Ce second
feedback positif a une dépendance quadratique en p :
kpick = kp,0+kp,1 p
2
∞2+p2
La figure B.4(a) montre les résultats d’une simulation utilisant ce nouveau
feedback positif. La durée de simulation est identique à celle de la simulation
présentée sur la figure B.3(a). On voit qu’à ce même pas de temps, la hauteur
de la pile est plus importante avec ce second feedback.
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FIGURE B.4 – Résultats de simuations numériques du système d’équations B.6, avec
une condition initiale uniforme (lignes en pointillé) pour les densités de matériau
spontané (courbe noire), de fourmis actives (courbe rouge) et inactives (courbe verte),
et une pile de matériau maçonné (courbe bleue). Seule la hauteur de la pile initiale
diffère entre les deux simulations. (a) avec une seconde boucle de rétroaction positive
sur kpick , (b)avec cette nouvelle dépendance de kpick en p et une aire de perception
élargie. L’axe verticale gauche correspond aux densités e matériau c et p, l’axe vertical
droit aux densités de fourmis ¥a et ¥i . Valeurs de paramètres : Temps T = 100, longueur
L = 1, a = 10,m = 200, ri = 1, rp = 0.1, kdrop = 10, kpick = 1, k0 = 0.01, k1 = 10, Æ = 1,
kremove = 0.5,Da = 10°3,Di = 10°3, ¢t = 0.001 and ¢x = 0.01.
B.1.3.2 Augmentation de l’aire de perception des fourmi
Dans les résultats présentés précédemment, la perception des fourmis est
très locale : seule la densité locale influence kbui ld et kpick . On peut donc es-
sayer d’augmenter l’aire de perception des fourmis pour en étudier l’impact sur
les structures produites. La figure B.4(b) montre le résultat obtenu par simula-
tion numérique. Dans ce cas, la pile s’élargit et croît simultanément.
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B.2 Analyse linéaire de stabilité
On étudie le modèle défini par le système d’équations 4.33 par une analyse
linéaire de stabilité. Le but de cette étude est de savoir si les états stationnaires
sont stables ou instables, ou plus précisemment quelles sont les conditions et
les paramètres nécessaires pour obtenir un état instable. Cette section est une
annexe à la partie 4.4, qui détaille le modèle et surtout le résultat de la nou-
velle méthode d’analyse de stabilité proposée dans le chapitre 4. Elle permet
de vérifier que le résultat obtenu par la méthode PNE concorde avec celui de la
méthode classiquement utilisée, l’analyse linéaire de stabilité.
B.2.1 Simplification dumodèle
Avec ses quatre variables c, p, ¥a et ¥i , et la diffusion des fourmis (actives et
inactives), lemodèle complet semble compliqué à analyser. Nous commençons
donc l’étude par une simplification du modèle, en s’inspirant des hypothèses
qui avaient été faites lors de l’analyse du modèle d’agrégation de cadavres. On
fait l’hypohèse que les fourmis inactives sont beaucoup plus nombreuses que
les fourmis actives, hypothèse basée sur les taux de prise de dépôt. De plus,
on considère que la densité de fourmis inactives est uniforme dans l’espace et
constante dans le temps. Cela signifie que les fourmis se déplacent plus vite
qu’elles ne changent d’état (actives ou inactives). Dans un premier temps, on
vérifie numériquement que ces deux hypothèses sur ¥i ne modifient pas la
dynamique et les états stationnaires du système. On commence donc par ré-
soudre le système complet à quatre équations, à partir de l’état stationnaire
homogène, donc sans la partie diffusive des équations sur les densités de four-
mis.
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B.2.1.1 Modèle complet à 4 variables sans diffusion
Le système d’équations est donc celui défini dans le chapitre 4 (système
4.32) : 8>>>><>>>>:
@¥a
dt =+(kpick c ¥i °kdrop ¥a)+ (kremove p ¥i °kbui ld ¥a)
@¥i
d t =°(kpick c ¥i °kdrop ¥a)° (kremove p ¥i °kbui ld ¥a)
@c
@t =°(kpick c ¥i °kdrop ¥a)
@p
@t =°(kremove p ¥i °kbui ld ¥a)
Cemodèle n’étant pas spatialisé, nous pouvons écrire les deux lois de conser-
vation suivantes : Ω a = ¥a +¥i (B.8a)
m = c+p+¥a (B.8b)
À l’état stationnaire, les densités n’évoluent plus, leurs variations sont donc
nulles, donc le système précédant devient :8>>>><>>>>:
@¥a
dt =+(kpick cs ¥si °kdrop ¥sa)+ (kremove ps ¥si °kbui ld ¥sa)= 0
@¥i
d t =°(kpick cs ¥si °kdrop ¥sa)° (kremove ps ¥si °kbui ld ¥sa)= 0
@c
@t =°(kpick cs ¥si °kdrop ¥sa)= 0
@p
@t =°(kremove ps ¥si °kbui ld ¥sa)= 0
où les densités ¥sa , ¥
s
i , c
s et ps correspondent aux densités à l’état stationnaire.
On remarque que les deux premières équations sont identiques et incluses dans
les deux dernières équations. On peut donc les remplacer par les deux équa-
tions de conservation, du matériau et des fourmis :8>>>>><>>>>>:
°(kpick cs ¥si °kdrop ¥sa)= 0 (B.9a)
°(kremove ps ¥si °kbui ld ¥sa)= 0 (B.9b)
¥sa +¥si = a (B.9c)
cs +ps +¥sa =m (B.9d)
Onpeut alors exprimer ¥si en fonction de ¥
s
a et c
s en fonction de ¥sa et p
s . Par
substitution de ces deux expressions dans le systèmed’équations précédant, on
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trouve le système :8>>>>><>>>>>:
°(kpick
°
m° °ps +¥sa¢¢ °a°¥sa¢°kdrop ¥sa)= 0 (B.10a)
°(kremove ps
°
a°¥sa
¢°kbui ld ¥sa)= 0 (B.10b)
¥si = a°¥sa (B.10c)
cs =m° °ps +¥sa¢ (B.10d)
On peut alors développer l’équation B.10b et exprimer ¥sa en fonction de p,
puis utiliser cette expression dans l’équation B.10a. On obtient alors :8>>>>>>>>>>>>><>>>>>>>>>>>>>:
°kpick
∑
m°
µ
ps + kremove a p
s
kremove a+kbui ld
∂∏ µ
a° kremove a p
s
kremove a+kbui ld
∂
+kdrop kremove a p
s
kremove a+kbui ld = 0
(B.11a)
¥sa =
kremove a ps
kremove a+kbui ld (B.11b)
¥si = a°¥sa (B.11c)
cs =m° °ps +¥sa¢ (B.11d)
En multipliant l’équation B.11a par (kbui ld+kremove p)
2
a , on obtient un poly-
nôme fonction de ps :
°kpick kbui ld
£°
m°ps¢°kbui ld +kremove ps¢°kremove a ps§
kdrop kremove
°
kbui ld +kremove ps
¢= 0 (B.12)
À ce stade, la dépendance en p de kbui ld n’est pas précisée. On peut conti-
nuer l’analyse avec différentes expressions de kbui ld . On commence par étudier
le cas d’une dépendance en p linéaire.
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Dépendance linéaire en p de kbui ld On définit kbui ld = kb,0+kb,1p. Dans ce
cas, le système B.11 et l’équation B.12 deviennent le système suivant :8>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>:
kpick
°
kb,1+kremove
¢
kb,1 (p
s)3+
h
kdrop kremove
°
kb,1+kremove
¢+kpick kb,0 °kb,1+kremove¢
°kpick m
°
kb,1+kremove
¢
kb,1+kpick kremove a kb,1+kpick kb,0kb,1
i
(ps)2h
kdrop kremove kb,0°kpick mkb,0kb,1°kpick m
°
kb,1+kremove
¢
kb,0
+kpickk2b,0+kpick kremove a kb,0
i
ps °kpick mk2b,0 = 0
(B.13a)
¥sa =
kremove a ps
kremove a+kbui ld (B.13b)
¥si = a°¥sa (B.13c)
cs =m° °ps +¥sa¢ (B.13d)
L’équation B.13a est un polynôme de degré 3. Elle a donc des solutions ana-
lytiques. On utilisera dans la suite de un solveur numérique (fonction polyroot
de R-cran), après avoir vérifié les solutions obtenues par comparaison avec la
méthode de Cardan.
Avec les valeurs des paramètres détaillées dans le tableau B.1, on trouve les
résultats numériques suivants : 8>>>><>>>>:
ps = 198.1
¥sa = 0.91
cs = 0.99
¥si = 9.09
L’état stationnaire homogène est donc défini. On peutmaintenant résoudre
le système complet spatialisé, pour i.e. étudier la stabilité de cet état station-
naire. On poursuit l’analyse avec la dépendance de kbui ld linéaire en p.
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Paramètre Valeur
fourmis a 10
materiaum 200
Temps T 100
Pas de temps ¢t 0.01
Longueur L 1
Largeur d’une maille ¢x 0.01
Coefficient de diffusionD 10°3
kpick 1
kdrop 10
kremove 5 ·10°3
kb,0 10°2
kb,1 5 ·10°2
Æ 60
TABLE B.1 – Valeurs des paramètres utilisées pour la résolution du système d’équations
B.13 et dans les simulations numériques.
B.2.1.2 Modèle complet spatialisé à 4 variables
On ajoute la diffusion des fourmis actives et inactives. Le modèle est alors
représenté par le système d’équations 4.33 :8>>>>><>>>>>:
@¥a
dt =+(kpick c ¥i °kdrop ¥a)+ (kremove p ¥i °kbui ld ¥a)+Da @
2¥a
@x2
@¥i
d t =°(kpick c ¥i °kdrop ¥a)° (kremove p ¥i °kbui ld ¥a)+Di @
2¥i
@x2
@c
@t =°(kpick c ¥i °kdrop ¥a)
@p
@t =°(kremove p ¥i °kbui ld ¥a)
La figureB.5montre les résultats de simulationnumérique du systèmed’équa-
tions 4.33 avec les paramètres détaillés dans le tableau B.1.
Remarque On fait l’hypothèse que le coefficient de diffusion des fourmis ac-
tives et inactives est identique : les fourmis libres ne se déplacent pas plus vite
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FIGURE B.5 – Résultat d’une simulation numérique du système d’équations 4.33), avec
les paramètres du tableau B.1, et une dépendance de kbui ld linéaire en p. Les lignes
bleues correspondent à la densité p et à l’axe vertical gauche. Les lignes noires, rouges
et vertes correspondent respectivement aux densités c, ¥a et ¥i , et à l’axe vertical droit.
Le système converge vers l’état stationnaire homogène.
que les porteuses.
La figure B.5(a) est l’état initial de la simulation : on part de l’état station-
naire homogène avec une perturbation de la densité de fourmis actives ¥a . On
voit sur la figure B.5(b) que les densités convergent vers un état homogène qui
correspond à l’état stationnaire défini précédemment.
On vamaintenant comparer ce résultat à la simulation dumodèle simplifié
grâce à l’hypothèse sur la densité de fourmis inactives.
B.2.1.3 Modèle spatialisé simplifié à 3 variables
On souhaite comparer les résultats de simulations numériques du modèle
spatialisé complet et du modèle spatialisé simplifié. On part de l’hypothèse
suivante sur les fourmis inactives : on suppose que celles-ci sont en quantité
beaucoup plus importante que les fourmis actives, et que leur densité ¥i est
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FIGURE B.6 – Résultat d’une simulation numérique du modèle simplifié (système
d’équations B.14), avec les paramètres présentés dans le tableai B.1 et une dépendance
de kbui ld linéaire en p. Les lignes bleues correspondent à la densité p et à l’axe vertical
gauche. Les lignes noires, rouges et vertes correspondent respectivement aux densités
c, ¥a et ¥§i (supposée uniforme et constante), et à l’axe vertical droit.
homogène et constante. On la note alors ¥§i . Le système d’équations qui décrit
la dynamique devient alors :8>>>>>>>>><>>>>>>>>>:
@¥a
dt
=+(kpick c ¥§i °kdrop ¥a)+ (kremove p ¥§i °kbui ld ¥a)+Da
@2¥a
@x2
(B.14a)
@c
@t
=°(kpick c ¥§i °kdrop ¥a) (B.14b)
@p
@t
=°(kremove p ¥§i °kbui ld ¥a) (B.14c)
¥a +c+p =m (B.14d)
La figure B.6(b) montre le résultat d’une simulation numérique de ce sys-
tème à partir de la même condition initiale que dans le cas précendent (figures
B.5(a) et B.6(a)).
À nouveau, à partir d’une condition initiale homogène pour les densités c et
p, perturbée autour de l’état homogène stationnaire de ¥a , le système converge
vers l’état stationnaire homogène.
327
B.2 – Analyse linéaire de stabilité ANNEXE B.
Les simulations des modèles spatialisés complet à 4 variables et simplifié à
3 variables, à partir de la même condition initiale, convergent toutes les deux
vers lemême état stationnaire homogène. L’hypothèse sur la densité de fourmis
inactives ne modifie donc pas la dynamique du système. On décide donc de
conserver cette hypothèse dans la suite de ce travail, ce qui permet de réduire
à 3 le nombre de variables du modèle.
B.2.2 Analyse linéaire de stabilité dumodèle spatialisé simpli-
fié
On utilise le modèle spatialisé simplifié décrit par le système d’équations
B.14. Dans un premier temps, on définit l’état stationnaire homogène, dont on
étudiera la stabilité par une ALS.
B.2.2.1 État stationnaire homogène
Sous l’hypothèse de l’état stationnaire homogène, le système d’équations
B.14 devient :8>>>>>>>><>>>>>>>>:
@¥a
dt
=+(kpick cs ¥§i °kdrop ¥sa)+ (kremove ps ¥§i °kbui ld ¥sa)= 0(B.15a)
@c
@t
=°(kpick cs ¥§i °kdrop ¥sa)= 0 (B.15b)
@p
@t
=°(kremove ps ¥§i °kbui ld ¥sa)= 0 (B.15c)
¥sa +cs +ps =m (B.15d)
L’équation B.15a est une simple répétition des équations B.15b et B.15c : on
peut donc la supprimer. On utilise ensuite l’équation B.15d pour exprimer cs
en fonction de ps et de ¥sa :8>><>>:
°(kpick cs ¥§i °kdrop ¥sa)= 0 (B.16a)
°(kremove ps ¥§i °kbui ld ¥sa)= 0 (B.16b)
cs =m° °¥sa +ps¢ (B.16c)
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On peut alors utiliser l’équation B.16a pour exprimer ¥sa en fonction de p
s ,
et la substituer dans l’équation B.16b. On obtient alors le système d’équations
suivant : 8>>>>>>><>>>>>>>:
¥sa =
kpick ¥§i
°
m°ps¢
kdrop +kpick ¥§i
(B.17a)
°
√
kremove p
s ¥§i °kbui ld
kpick ¥§i
°
m°ps¢
kdrop +kpick ¥§i
!
= 0 (B.17b)
cs =m° °¥sa +ps¢ (B.17c)
On concentre alors l’étude sur l’équation B.17b. Par multiplication de celle-
ci par
kdrop+kpick ¥§i
¥§i
, on obtient l’équation :
°kremove ps
°
kdrop +kpick ¥§i
¢+kbui ld kpick °m°ps¢= 0 (B.18)
Les étapes suivantes dépendent alors de la dépendance de kbui ld en p. Dans
un premier temps, on choisit une forme linéaire.
Dépendance linéaire de kbui ld en p On choisit kbui ld = kb,0+kb,1p. Dans ce
cas, l’équation B.18 est un polynôme du second degré :
kpick kb,1 (p
s)2+£kremove °kdrop +kpick ¥§i ¢+kpick °kb,0°kb,1m¢§ps°kpick kb,0m = 0
(B.19)
Ce polynôme a donc deux racines. On appelle son discriminant ¢p . On re-
marque qu’il est toujours positif :
¢p =
£
kremove
°
kdrop +kpick ¥§i
¢+kpick °kb,0°kb,1m¢§2+4·kpick kb,1·kpick kb,0m
Les deux racines du polynôme sont donc réeles. On les note ps1 et p
s
2. On
remarque aussi que le produit de ces racines est negatif :
ps1p
s
2 =°
kpick kb,0m
kpick kb,1
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Le polynôme a donc une seule racine positive, donc cohérente avec le sys-
tème B.17 (une densité ne peut être négative). Celui-ci devient alors :8>>>>>>><>>>>>>>:
¥sa =
kpick ¥§i
°
m°ps¢
kdrop +kpick ¥§i
(B.20a)
ps =
°£kremove °kdrop +kpick ¥§i ¢+kpick °kb,0°kb,1m¢§+p¢p
2kpick kb,1
(B.20b)
cs =m° °¥sa +ps¢ (B.20c)
On peut alors calculer les valeurs numériques qui définissent l’état station-
naire homogène, avec la valeur de ¥i déterminée dans la partie précédente
¥§i = 9.09 : 8>><>>:
ps = 198.1
¥sa = 0.91
cs = 0.99
B.2.2.2 Linéarisation du système
On linéarise le système B.14, décrivant lemodèle spatialisé simplifié. On ex-
prime les trois densités comme des petites perturbations de l’état stationnaire
homogène : 8>><>>:
p = ps +±p
¥a = ¥sa +±¥a
c = cs +±c
Par substitution de ces trois expressions dans le systèmed’équations ?? et
linéarisation, on obtient alors :8>>>>>>>>>>>>><>>>>>>>>>>>>>:
@(±¥a)
dt
=
√
kremove ¥
§
i ±p°kbui ld ±¥a °
@kbui ld
@p
ØØØØ
ps
¥sa±p
!
+°kpick ¥§i ±c°kdrop ±¥a¢+Da @2±¥a@x2
(B.21a)
@(±c)
@t
=°°kpick ¥§i ±c°kdrop ±¥a¢ (B.21b)
@(±p)
@t
=°
√
kremove ¥
§
i ±p°kbui ld ±¥a °
@kbui ld
@p
ØØØØ
ps
¥sa±p
!
(B.21c)
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On peut alors définir ±pˆ, ±¥ˆa et ±pˆ les transformées de Fourier respectives
de ±p, ±¥a et ±c : 8>><>>:
±pˆ(q) =R+1°1 ±p eiqxdx
±¥ˆa(q) =
R+1
°1 ±¥a e
iqxdx
±cˆ(q) =R+1°1 ±c eiqxdx
Le système d’équations B.21 devient donc :8>>>>>>>>>>>>><>>>>>>>>>>>>>:
@(±¥ˆa)
dt
=°°kbui ld +kdrop +Da q2¢±¥ˆa +kpick ¥§i ±cˆ
+
√
kremove ¥
§
i °
@kbui ld
@p
ØØØØ
ps
¥sa
!
±pˆ
(B.22a)
@(±cˆ)
@t
= kdrop ±¥ˆa °kpick ¥§i ±cˆ (B.22b)
@(±pˆ)
@t
= kbui ld ±¥ˆa °
√
kremove ¥
§
i °
@kbui ld
@p
ØØØØ
ps
¥sa
!
±pˆ (B.22c)
On peut écrire ce système d’équations comme une équation matricielle :
@t
0BB@
@¥ˆa
@cˆ
@pˆ
1CCA=A
0BB@
@¥ˆa
@cˆ
@pˆ
1CCA (B.23)
avec
A=
0BB@
°°kbui ld +kdrop +Da q2¢ kdrop kbui ld
kpick ¥§i °kpick ¥§i 0
kremove ¥§i ° @kbui ld@p
ØØØ
ps
¥sa 0
@kbui ld
@p
ØØØ
ps
¥sa °kremove ¥§i
1CCA
Pour étudier la stabilié de l’état stationnaire homogène de ce modèle sim-
plifié, on doit déterminer le signs des ∏i les valeurs propres de la matrice A.
Si tous les ∏i sont négatifs, le système est stable. Si au moins une des valeurs
propres deA est positive, alors le système est instable. Les valeurs propres deA
∏i se définissent grâce au déterminant d’une matrice, de la façon suivante :
det(A°∏I)= 0
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Grâce à la règle de Sarrus, on trouve l’expression suivante pour le détermi-
nant de la matriceA :
det(A°∏i I)=
"°
kbui ld +kdrop +Da q2+∏
¢°
kpick +∏
¢√ @kbui ld
@p
ØØØØ
ps
¥sa °kremove ¥§i °∏
!#
°
"
kdrop kpick ¥
§
i °kbui ld kpick ¥§i
√
kremove ¥
§
i °
@kbui ld
@p
ØØØØ
ps
¥sa
!#
(B.24)
Le développement de l’équation B.14 nous permet d’obtenir un polynôme
de degré 3 de ∏ :
§(∏)=°∏3+
√
@kbui ld
@p
ØØØØ
ps
¥sa °kdrop °kbui ld (ps)°Da q2°kpick ¥§i °kremove ¥§i
!
∏2
°
√°
kdrop +kpick ¥§i +Da q2
¢√
kremove ¥
§
i °
@kbui ld
@p
ØØØØ
ps
¥sa
!
+ °kbui ld (ps)+Da q2¢kpick ¥§i
!
∏
+Da q2kpick ¥§i
√
@kbui ld
@p
ØØØØ
ps
¥sa °kremove ¥§i
!
= 0
(B.25)
On peut inverser le signe des coefficients du polynôme B.25, afin de savoir
si ses racines sont complexes ou réelles. En effet, on peut définir l’objet ¢ :
¢= 4c3+27d2+4db3°b2c2°18bcd
Pour une fonction polynomiale P :
P (x)= x3+bx2+cx+d
Le signe de l’objet ¢ indique alors le nombre de racines réelles de P .8>><>>:
si ¢> 0 1 racine 2R et 2 racines 2C (conjuguées)
ou si ¢= 0 3 racines 2R dont 1 double
sinon ¢< 0 3 racines disctinctes 2R
Grâce à ce critère utilisé sur les opposés des coefficients du polynôme§, on
constate qu’il a trois racines réelles. On peut alors en étudier les signes.
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B.2.2.3 Critère de stabilité
On conserve les opposés de chaque coefficient du polynôme § (équation
B.25). Le nouveau polynôme en ∏ est alors :
§(x)= p3x3+p2x2+p1x+p0
avec8>>>>>>>><>>>>>>>>:
p3 = 1
p2 = kdrop +kbui ld (ps)+Da q2+kpick ¥§i +kremove ¥§i ° @kbui ld@p
ØØØ
ps
¥sa
p1 =
°
kdrop +kpick ¥§i +Da q2
¢µ
kremove ¥§i ° @kbui ld@p
ØØØ
ps
¥sa
∂
+ °kbui ld (ps)+Da q2¢kpick ¥§i
p0 =Da q2kpick ¥§i
µ
kremove ¥§i ° @kbui ld@p
ØØØ
ps
¥sa
∂
Comme les trois racines de § sont réelles, on peut le réécrire sous forme
factorisée :
§(x)= (x°∏1)(x°∏2)(x°∏3)
On développe cette expression :
§(x)= x3° (∏1+∏2+∏3)x2+ (∏1∏2+∏1∏3+∏2∏3)x° (∏1∏2∏3)
On remarque alors que le signe du produit des trois racines réelles de § est
celui de l’opposé du coefficient constant du polynôme§ p0 :
sgn(∏1∏2∏3)= sgn(°p0)
Grâce à la définition de p0 et le fait que tous les taux de réactions sont for-
cément positifs, on voit que le signe du produit des racines est :
sgn(∏1∏2∏3)= sgn
√
@kbui ld
@p
ØØØØ
ps
¥sa °kremove ¥§i
!
(B.26)
Si le produit des ∏i est positif, alors on a au moins une racine positive (les
deux autres auront le même signe, positif ou négatif) : le système est instable.
Si le produit des ∏i est négatif, on ne peut pas conclure directement. En effet,
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dans ce cas, on a au moins une racine négative, et les deux autres auront le
même signe, positif ou négatif.
Mais on remarque que si sgn(∏1∏2∏3)< 0, i.e. :√
kremove ¥
§
i °
@kbui ld
@p
ØØØØ
ps
¥sa
!
> 0
alors tous les coefficients du polynôme § sont positifs . Comme les racines de
§ sont trois solutions réelles, elles sont toutes négatives. L’état stationnaire ho-
mogène est donc stable.
Pour résumer :
— si le produit des trois solutions réelles ∏i est positif, alors l’une aumoins
est positive et le système est instable ;
— si le produit des ∏i est négatif, alors tous les coefficients du polynôme
sont positifs et§ a trois racines négatives : le système est stable.
Le seul critère qui permet de déterminer la stabilité de l’état stationnaire
homogène est donc : √
kremove ¥
§
i °
@kbui ld
@p
ØØØØ
ps
¥sa
!
On peut alors travailler à la réécriture ce critère. On peut exprimer ¥sa en
fonction de kremove , ps et kbui ld , grâce à l’équation B.16b :
¥sa =
kremove ps ¥§i
ksbui ld
où ksbui ld correspond au taux de dépôt kbui ld appliqué à la densité dematériau
maçonné à l’état stationnaire ps .
Le critère de stabilité√
kremove ¥
§
i °
@kbui ld
@p
ØØØØ
ps
¥sa
!
> 0
devient alors : √
kremove ¥
§
i °ks 0bui ld
kremove ps ¥§i
ksbui ld
!
> 0
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où ks 0bui ld =
@kbui ld
@p
ØØØØ
ps
Le critère de stabilité est donc :0BBBB@ kremovekremove ps| {z }
(i)
° k
s 0
bui ld
ksbui ld| {z }
(ii)
1CCCCA> 0
kremove étant une constante, la partie (i) correspond au rapport :°
kremove ps
¢ 0
kremove ps
On peut donc exprimer le critère de stabilité comme :
ln
"
kremove ps
ksbui ld
#0
> 0
Ce qui signifie que le système est stable si la fonction
kremove ps
ksbui ld
est crois-
sante. On peut donc résumer le résultat de l’analyse linéaire de stabilité de la
façon suivante :
8>>><>>>:
si
kremove ps
ksbui ld
croissante alors le système est stable (B.27a)
si
kremove ps
ksbui ld
décroissante alors le système est instable (B.27b)
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Annexe C
Modélisation du déplacement de
type scattering sur une surface
triangulée
Cette annexe présente les réflexions sur la possibilité de simuler des trajec-
toires relevant du modèle du Marcheur de Boltzmann sur une surface repré-
sentée par sa triangulation.
La première étape est alors la définition de la ligne droite sur une surface
composée de triangles. Cette étape est essentielle car la recherche d’un algo-
rithme de calcul de géodésique efficace pour tout type de configuration est pri-
mordial dans l’implémentation d’un modèle où le déplacement est composé
d’une succession de lignes droites. Plusieurs tentatives furent nécessaires avant
de trouver un algorithme satisfaisant. Laméthode choisie utilise finalement des
notions d’algèbre linéaire. Le problème général consiste à déterminer, à partir
de la position et de la vitesse de déplacement d’une fourmi, vers quel côté du
triangle elle se dirige. On peut alors déterminer si on sort de ce triangle, le cas
échéant dans quel triangle sera-t-elle à la fin de son libre parcours ainsi que sa
nouvelle vitesse, projection de la vitesse précédente sur le plan qu’est le nou-
veau triangle dans lequel elle se situe. La difficulté majeure réside dans la re-
cherche du côté traversé par la fourmi lors de son déplacement, en particulier
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dans le cas des surfaces définies dans le simulateur de construction. En effet, la
surface triangulée est alors composée de triangles qui sont soit dans le même
plan que leurs voisins, soit dans un plan orthogonal, ce qui peut poses des pro-
blèmes numériques.
C.1 Algorithmed’undéplacement rectiligne élémen-
taire
Cette partie présente les différentes étapes nécessaires lors d’un déplace-
ment élémentaire. On se trouve dans la position xold , avec une vitesse/direction
~vold , dans un triangle4old , et on cherche à se déplacer durant un temps¢t . On
doit alors :
• vérifier si on quitte le triangle4old
• si oui :
— déterminer vers quel côté de4old on se dirige
— calculer le point d’intersection entre ce côté et le vecteur vitesse~vold
— calculer la nouvelle vitesse ~vnew selon notre hypothèse de suivi de
géodésique
• si non, avancer dans le triangle4old d’une distance ~vold ¢t
C.1.1 Vers quel côté se dirige-t-on ?
Version 1.0 : produits scalaires et vectoriels
Version 2.0 : algèbre linéaire : déterminant de matrice
Version 2.1 : ajout de la partie C.1.1.4 (cas du dénominateur nul)
L’algorithme précédent présentait trop d’erreurs suite aux approximations
numériques et aux cas particuliers. J’ai donc cherché une méthode plus solide
et plus générale. Celle-ci se base sur des notions simples d’algèbre linéaire.
INPUT :
— position O xold dans le triangle4old
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— direction ~vold
— sommets A xA, B xB et C xC de4old
C.1.1.1 Etape préliminaire
On réalise une homothétie de4old , de rapport k.
Ainsi, on aura une plus grande précision pour tous les calculs de type mul-
tiplication ou divisions réalisés par la suite.
Pour réaliser cette homothétie, on choisit la position O comme centre de
l’homothétie. On exprime alors les coordonnées des sommets A, B et C par rap-
port à cette nouvelle origine, puis on les multiplie par le facteur k choisi. On a
donc : 8>><>>:
a = xA°xold
b = xB °xold
c = xC °xold
et 8>><>>:
a˜ = ka = k(xA°xold )
b˜ = kb = k(xB °xold )
c˜ = kc = k(xC °xold )
C.1.1.2 Détermination du sommet vers lequel on se dirige "le plus"
Pour cela, on calcule les angles entre ~vold et chacun des vecteurs a˜, b˜ et c˜
grâce à la définition du produit scalaire :8>><>>:
cosµa = ~vold .a˜k~voldk.ka˜k
cosµb = ~vold .b˜k~voldk.kb˜k
cosµc = ~vold .c˜k~voldk.kc˜k
On veut l’angle le plus petit donc on conserve le vecteur qui donne le résul-
tat le plus grand 1. On note alors ce vecteur w1, qui correspond - parmi a˜, b˜ et
1. On aura toujours au moins un produit scalaire positif.
339
C.1 – Algorithme d’un déplacement rectiligne élémentaire ANNEXE C.
c˜ - alors au sommet vers lequel on se dirige le plus en allant dans la direction
~vold .
Reste alors à déterminer parmi les deux sommets restants - vecteurs alors
renommésw2 etw3 - quel est le second vers lequel on se dirige. On utilise pour
cela les applications linéaires sous formematricielle.
C.1.1.3 Second sommet vers lequel on se dirige
On choisit aléatoirement entre les deux sommets restants w2. On a alors
deux configurations possibles :
— soit ~vold est dirigé entre w1 et w2 (figure C.1(a)) ;
— soit ~vold pointe entre w1 et w3 (figure C.1(b)).
(a) (b)
FIGURE C.1 – Configurations possibles. (a) ~vold entre w1 et w2. (b) ~vold entre w1 et w2
C’est pour discriminer ces deux cas que j’utilise l’algèbre linéaire : en effet,
on peut voir le triangle4old comme un R-espace vectoriel de dimension 2. Le
couple de vecteurs (w1,w2) est donc une base de cet espace. On la noteB. De
même, le couple (w1,~vold ) est une base de cet espace, notée C . On peut alors
déterminer la matrice ABC qui permet le passage deB à C . La colonne j de la
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matrice ABC est constituée des coordonnées du j-ième vecteur de C dans la
baseB.
L’"image" de w1 est lui-même. En ce qui concerne l’"image" de w2 il suffit
d’exprimer ~vold comme une combinaison linéaire des vecteurs de la baseB :
~vold =Æ1w1+Æ2w2
On a alors le système à trois équations suivant :8>><>>:
vx = Æ1w1x +Æ2w2x
vy = Æ1w1y +Æ2w2y
vz = Æ1w1z +Æ2w2z
avec ~vold = (vx vy vz), w1 = (w1x w1y w1z) et w2 = (w2x w2y w2z).
Selon les valeurs des coordonnées, on obtient alors :
Æ2 =
viw1 j ° v jw1i
w1 j w2i °w1i w2 j (C .N .w1 j w2i 6=w1i w2 j )
et
Æ1 = vk °Æ2w2kw1k (C .N .w1k 6= 0)
où i , j et k 2 {1,2,3}, avec i 6= j .
La matrice ABC est donc :
ABC =
0BB@
1 vk°a2w2kw1k
0
vi w1 j°v j w1i
w1 j w2i°w1i w2 j
1CCA (C.1)
(C .N .w1 j w2i 6=w1i w2 j et w1k 6= 0)
où i , j et k 2 {1,2,3}, avec i 6= j .
Le calcul du déterminant de cettematrice ABC va alors permettre de savoir
dans laquelle des deux configurations décrites ci-dessus nous nous trouvons.
En effet :
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— si det ABC > 0, les bases B et C définissent une même orientation de
l’espace. Donc les angles \w1w2 et \w1~vold sont du même signe. ~vold
pointe donc entre w1 et w2 (figure C.1(a)).
— si detABC < 0, à l’inverse, les basesB et C ne définissent pas la même
orientation de l’espace. Donc les angles \w1w2 et \w1~vold sont de signe
opposé. ~vold pointe donc entre w1 et w3 (figure C.1(b)).
Le calcul du déterminant de ABC est simple dans ce cas. En tant que ma-
trice triangulaire :
detABC =
nY
i=0
aii
où les aii sont les éléments diagonaux de ABC .
Donc
detABC =Æ11£Æ22
detABC =
viw1 j ° v jw1i
w1 j w2i °w1i w2 j (C.2)
(C .N .w1 j w2i 6=w1i w2 j )
Alors, simplement selon le signe du déterminant de ABC , on sait quel est le
second sommet vers lequel on se dirige. On a alors bien le côté vers lequel on
se déplace. On repère ce côté par les indices de ses sommets dans la liste des
points de la surface considérée. Dans la suite de ce document, je note X1 et X2
ces deux sommets.
On peut alors passer à la deuxième étape, le calcul du point d’intersection
entre le vecteur
°°°!
X1X2 et ~vold .
C.1.1.4 Cas particulier : calcul du déterminant impossible
Dans certains cas particuliers, la condition nécessaire au calcul du détermi-
nant de ABC n’est pas remplie :
w1 j w2i °w1i w2 j = 0, 8(i , j ) 2 {1,2,3} , i 6= j
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Onpeut alors tout simplement calculer le déterminant de lamatrice de pas-
sage ACB , de la baseC (w1,~vold ) à la baseB (w1,w2), avec le même raisonne-
ment que dans la partie C.1.1.3. On obtient alors :
ABC =
0BB@
1 w2k°Ø2vkw1k
0
w1 j w2i°w1i w2 j
vi w1 j°v j w1i
1CCA (C.3)
(C .N . viw1 j 6= v jw1i et w1k 6= 0)
où i , j et k 2 {1,2,3}, avec i 6= j .
On peut alors calculer le déterminant de la matrice ACB :
detACB =
w1 j w2i °w1i w2 j
viw1 j ° v jw1i (C.4)
(C .N . viw1 j 6= v jw1i )
Alors, comme on est dans le cas particulier où :
w1 j w2i °w1i w2 j = 0, 8(i , j ) 2 {1,2,3} , i 6= j ,
on a :
detACB = 0
Les vecteurs w1 et w2 ne forment donc pas une base. On redéfinit donc la
base C : on garde w1 et on change w2, remplacé par le vecteur pointant vers le
troisième sommet du triangle.
On recommence enfin les calculs dematrice de passe de la baseB à la base
C , et de son déterminant, selon lemême raisonnement que celui décrit dans la
partie C.1.1.3.
C.1.2 Calcul de l’intersection
Version 1.0 : combinaison linéaire de ~vold et barycentre pondéré
Version 1.1 : ajout de la dilatation du triangle (homothétie)
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Version 1.2 : ajout de la partie C.1.2.4 (cas du dénominateur nul)
J’utilise toujours la première idée d’algorithme que j’ai eu, à savoir consi-
dérer la position d’origine O comme un barycentre pondéré dans le triangle
4old et utiliser l’expression de ~vold comme combinaison linéaire d’une base
de4old .
INPUT :
— position O xold dans le triangle4old
— direction ~vold
— sommets du côté vers lequel on dirige, notés X1 et X2
C.1.2.1 Etape préliminaire
Comme dans la partie précédente, on commence par réaliser une homo-
thétie de rapport k. Elle concerne cette fois uniquement les vecteurs
°°!
OX1 et°°!
OX2. On définit alors : (
w1 = k(°°!OX1)
w2 = k(°°!OX2)
On peut passer à l’étape suivante.
C.1.2.2 Expression de~vold comme combinaison linéaire de (w1,w2)
Comme dans la partie C.1.1.3 , si on se place dans la base B (w1,w2), on
peut alors trouver deux coefficients (Æ1,Æ2) tels que :
~vold =Æ1w1+Æ2w2
D’où le système suivant :8>><>>:
vx = Æ1w1x +Æ2w2x
vy = Æ1w1y +Æ2w2y
vz = Æ1w1z +Æ2w2z
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Toujours selon le même raisonnement que dans la partie C.1.1.3, on expli-
cite Æ1 et Æ2 de la façon suivante :8>><>>:
Æ2 = vi w1 j°v j w1iw1 j w2i°w1i w2 j (C .N .w1 j w2i 6=w1i w2 j )
Æ1 = vk°Æ2w2kw1k (C .N .w1k 6= 0)
avec (i , j ,k) 2 {1,2,3} et i 6= j 2 .
C.1.2.3 Barycentre pondéré du triangleOX1X2
On appelle I le point d’intersection entre les droites de vecteur directeur la
vitesse ~vold et
°°°!
X1X2. On peut considérer I comme un barycentre pondéré par
Æ1 et Æ2 du triangle OX1X2. Sans oublier de prendre en compter l’homothétie
réalisée en étape préliminaire, on a alors :
°!
OI = 1
k
Æ1 ~w1+Æ2 ~w2
Æ1+Æ2
On a donc :
°!
OI = ~vold
k (Æ1+Æ2)
D’où :
xinter sect ion = xold + ~voldk (Æ1+Æ2) (C.5)
On a alors les coordonnées du point I , intersection des droites de vecteur
directeur la vitesse ~vold et
°°°!
X1X2. On peut maintenant calculer la nouvelle vi-
tesse, dans le nouveau triangle, avec notre hypothèse initiale : on suit une géo-
désique.
2. k peut être égal à i ou à j .
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C.1.2.4 Casparticulier : problèmedans la combinaison linéaire de~vold dans
la base (w1,w2)
Comme dans la partie C.1.1, on peut avoir un problème avec les conditions
nécessaires au calcul de la combinaison linéaire de ~vold dans la baseB, si :
w1 j w2i °w1i w2 j = 0, 8(i , j ) 2 {1,2,3} , i 6= j
Pour remédier à ce problème de calcul, on peut déplacer la position d’ori-
gine considérée. On définit O’, de coordonnées x 0old comme la position après
un petit déplacement dans la direction ~vold :
x 0old = xold +"~vold
On redéfinit alors w1 et w2 :(
w 01 = k(
°°°!
O0X1)
w 02 = k(
°°°!
O0X2)
Et on cherche ànouveau à exprimer~vold commecombinaison linéaire, cette
fois de (w 01,w
0
2) :
~vold =Æ01w 01+Æ02w 02
Les calculs sont identiques, et on obtient :8>>>><>>>>:
Æ02 =
vi w 01 j°v j w 01i
w 01 j w
0
2i°w 01i w 02 j
(C .N .w 01 j w
0
2i 6=w 01i w 02 j )
Æ01 =
vk°Æ02w 02k
w 01k
(C .N .w 01k 6= 0)
avec (i , j ,k) 2 {1,2,3} et i 6= j .
On considère ensuite à nouveau I come un barycentre pondéré du triangle
O0X1X2. On a alors :
°°!
O0I = 1
k
Æ01 ~w
0
1+Æ02 ~w 02
Æ01+Æ02
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soit :
°°!
O0I = ~vold
k (Æ01+Æ02)
D’où :
xinter sect ion = x 0old +
~vold
k (Æ01+Æ02)
(C.6)
Le déplacement de la position d’origine O xold de "~vold vers O’ x 0old permet
de quitter cette configuration particulière où
w1 j w2i °w1i w2 j = 0, 8(i , j ) 2 {1,2,3} , i 6= j
C.1.3 Calcul de la nouvelle vitesse
Version 2.0
On part de l’hypothèse suivante :
l’angle d’incidence (noté µ) entre l’ancienne vitesse ~vold et le côté du tri-
angle4old vers lequel on se dirige (de sommets X1 et X2 ) est égal à l’angle de
sortie entre ce même côté
°°°!
X1X2 et la nouvelle vitesse ~vnew .
INPUT :
— direction ~vold
— sommets du côté vers lequel on dirige, notés X1 et X2
— nouveau triangle4new
C.1.3.1 Calcul de l’angle µ entre~vold et~a
Pour simplifier les notations, on renomme ~a le vecteur
°°°!
X1X2.
Soit µ l’angle entre ~v et ~a. On a donc :
µ = arccos
µ
~a.~vold
k~ak.k~voldk
∂
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Cette méthode nous permet d’estimer µ en tant qu’angle géométrique, et
non angle orienté. Il est donc possible que la nouvelle vitesse ~vnew soit en fait
une rotation autour de ~a d’un angle °µ. On va donc commencer par réaliser la
rotation d’angle µ, puis vérifier si la vitesse ainsi obtenue est correcte : il faut
que le point xinter sect ion+"~vnew se trouve dans le nouveau triangle4new . Si ce
n’est pas le cas, on fait une nouvelle rotation autour de ~a, d’angle °µ.
C.1.3.2 Rotation d’angle µ autour de~a dans le plan de4new
Ainsi, par simple rotation autour du vecteur ~a, on peut exprimer ~vnew de la
façon suivante :
~vnew = cosµ~a+ (1°cosµ)(~a.~nT2)~nT2+ sinµ (~nT2^~a)
Or ~a est dans le plan du triangle4new , donc, par définition de ~nT2,
~a.~nT2 = 0
On a donc la définition de la nouvelle vitesse :
~vnew = cosµ~a+ sinµ (~nT2^~a), où µ = arccos
µ
~a.~vold
k~ak.k~voldk
∂
(C.7)
C.1.3.3 Vérification de la rotation
On a maintenant réalisé la dernière étape d’un déplacement rectiligne élé-
mentaire : le calcul de la nouvelle vitesse sous la contrainte "on suit une géodé-
sique".
C.1.4 Algorithme complet deplacementRectiligneElementaire
Les parties précédentes détaillent les différentes étapes d’un changement
de triangle, lors d’un déplacement rectiligne sur une surface triangulée.
On inclut ces étapes dans l’algorithme global du déplacement rectiligne
pendant une durée t ime.
— Tant que t ime > 0 :
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1. Calcul de la position théorique s’il n’y a pas de changement de tri-
angle, i.e.
xnew = xold + t ime § vold
2. Vérification du triangle4new de cette nouvelle position xnew
— Si4new =4old ,
t ime = 0.
— Si4new 6=4old , on réalise un changement de triangle :
(a) On détermine vers quel côté on se dirige.
(b) On calcule l’intersection xinter sect ion entre ce côté et la droite
de vecteur directeur ~vold et passant par la position xold .
(c) On calcule la nouvelle vitesse ~vnew .
(d) On calcule le tempsnécessaire audéplacement de xold à xinter sect ion :
dxold xinter sect ion
k~voldk
et on en décrémente t ime.
— On a alors des nouvelles position xnew et vitesse ~vnew et un nouveau
triangle4new .
On pourra alors inclure cet algorithme dans celui plus général du déplace-
ment type scattering, avec des changements de direction.
C.2 Vérifications de l’algorithme deplacementRec-
tiligneElementaire
C.2.1 Cas du cube
La figure C.2montre une trajectoire réalisée avec lemodèle de déplacement
précédemment explicité. Les arêtes du cube mesurent 1 cm. Chaque face du
cube est découpée en deux triangles.
On constate que le passage d’un triangle à l’autre d’une même face ne mo-
difie pas la direction dumouvement, le vecteur vitesse est bien conservé.
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Lors d’un changement de face, l’angle d’incidence de la trajectoire avec
l’arête du cube est égal à l’angle entre cette arête et la nouvelle vitesse.
La trajectoire obtenue semble bien correspondre à une géodésique sur le
cube.
Reste à ajouter la notion de libre-parcours et de changement de direction
pour avoir unmodèle de déplacement de typemarche aléatoire sur une surface
de cubes triangulés.
C.3 Algorithme du déplacement avec changements
de direction
C.3.1 Description de l’algorithme
Le but est d’obtenir un modèle de déplacement avec changement de direc-
tion après un temps lpt ime, choisi de façon aléatoire suivant une loi exponen-
tielle de paramètre ∏lp , sur une surface triangulée.
L’algorithme triangulatedMotion est défini pour un pas de temps ¢t :
— Initialisation :
tempsRestant =¢t
xold ,~vold ,4old
— Tant que tempsRestant > 0 :
— Si tempsRestant >= lpt ime :
— On réalise un déplacement rectiligne.
Onutilise donc l’algorithmedeplacementRectiligneElementaire
avec sa variable t ime initialisée à la valeur tempsRestant .
— lpt ime°= tempsRestant
— tempsRestant = 0
— Sinon :
— On réalise un déplacement rectiligne durant lpt ime.
(algorithmedeplacementRectiligneElementaire avec t ime = lpt ime,
sortie xnew et ~vnew )
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— tempsRestant°= lpt ime
— On modifie les position et vitesse considérées comme initiales,
ainsi que le triangle :
xold = xnew
~vold =~vnew
4old =4new
— On tire un angle µ uniformément entre [0, 2º], et
on calcule la nouvelle vitesse ~vnew comme une rotation de ~vold ,
de cet angle µ, dans le pan du triangle4old .
— On tire aléatoirement selon une loi exponentielle de paramètre
∏lp un nouveau temps avant changement de direction.
— Onmodifie les position et vitesse considérées comme initiales, ainsi
que le triangle :
xold = xnew
~vold =~vnew
4old =4new
— On a alors les position xnew , vitesse ~vnew et triangle 4new à la fin du
temps ¢t .
C.3.2 Résultats obtenus dans le cas du cube
La figure C.3 montre une trajectoire obtenue avec les mêmes paramètres
que la figure C.2, mais avec des changements de direction, caractérisés par ∏lp .
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(a) Temps 0.001 s (b) Temps 1.5 s
(c) Temps 3.0 s (d) Temps 4.5 s
(e) Temps 6.0 s (f) Temps 7.5 s
FIGURE C.2 – Déplacement rectiligne sur un cube. ¢t = 0.0005 s ,k~vk= 1.0cm.s°1
C.3 – Algorithme du déplacement avec changements de direction ANNEXE C.
(a) Temps 0.001 s (b) Temps 1.5 s
(c) Temps 3.0 s (d) Temps 4.5 s
(e) Temps 6.0 s (f) Temps 7.5 s
FIGURE C.3 – Marche aléatoire sur un cube. ¢t = 0.0005 s ,k~vk= 1.0cm.s°1 ,∏lp = 1.5

Annexe D
Articles parus
D.1 Unmodèle computationnel de lamorphogenèse
du nid chez les fourmis (Proceedings of the Eu-
ropean Conference of Artificial Life, 2012)
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Abstract
The nests of social insects are not only impressive because
of their sheer complexity, but also because they are built from
much smaller agents whose work is not centrally coordinated.
A central question is therefore how this coordination can lead
to such large scale structures. In this paper we present an
individual based nest construction model from experimen-
tally inspired rules. The coordination of the building pro-
cess is achieved through three main ingredients: 1) stigmergy,
which implies that the local configuration of the structure is
the stimulus which determines how to continue, 2) body tem-
plate, where the interaction between the ant’s body and the
growing structure determines the proportions of the emerg-
ing pattern, and 3) a construction ”pheromone”, a chemical
compound capable of triggering building actions. Our sim-
ulations show that this simple set of coordination rules can
reproduce the key features observed experimentally in the
ant Lasius niger, notably the emergence of mushroom-like
pillars and layered structures. A sensitivity analysis on the
evaporation rate of the construction pheromone shows that a
large range of architectures, from dynamic multilayered nests
to compact sponge-like structures, can be produced with the
same behavioural rules by simply modifying evaporation rate.
We discuss the relevance of these results with respect to the
variety of nest architectures found in social insects.
Introduction
The nest architectures of social insects (ants, termites, some
bees and wasps species) are among the most impressive and
complex artifacts built by animals with the notable excep-
tion of man (Theraulaz et al., 1998; Turner, 2000a,b). All
along the evolution of social insects, there has been a whole
set of innovations in terms of architectural designs and con-
struction techniques that proved to be very efficient to solve
a large number of problems such as controlling the tempera-
ture inside the nest, ensuring the gas exchanges with the out-
side environment (Bollazzi and Roces, 2007) or adapting the
nest structure when colony size is growing (Hansell, 2005).
More than fifty years after Pierre-Paul Grasse´ has introduced
stigmergy as a basic principle for the coordination of work
in these societies, we are still very far from having a full un-
derstanding of the mechanisms that shape architecture and
functional designs of the nests (Grasse´, 1959). While being
Figure 1: Examples of nest architectures built by ant
colonies. (a) Detail of a nest in wood pulp sculpted by the
ant Lasius fuliginosus. (b) Detail of the nest structure built
by the ant Lasius pallitarsis c Alex Wild. (c) A closer look
on the walls and vertical passages connecting chambers in-
side a nest built by the ant Lasius niger.
extremely simple, stigmergy is able to give rise to complex
self-organised patterns (Deneubourg, 1977; Bonabeau et al.,
1998). Moreover stigmergy is often combined with envi-
ronmental templates that modulate the expression of indi-
vidual building rules, thus increasing the range of potential
architectures (Jost et al., 2007). Other factors are also likely
to play a key role in nest morphogenesis such as building
pheromones. Such pheromones have been identified in ter-
mites (Bruinsma, 1979) and are likely to exist in some ant
species (our unpublished data).
In this paper we present an individual-based model of ant
nest construction based on a detailed analysis of individ-
ual building behaviours that take into account the logistic
constraints imposed by the architecture on the movement of
ants. With this model we investigate the role played by the
building pheromone on the resulting shape of the nest.
The paper is organised as follows: in section two we in-
troduce the experimental results and describe the individ-
ual building rules in the ant Lasius niger. In section 3, we
present an overview of the 3D agent-based model. In sec-
tion 4, we report simulation results that illustrate the impact
of evaporation rate of building pheromone on the resulting
nest architectures. Finally, in section 5, we establish com-
parisons with related work and draw some conclusions and
directions for future work.
Construction mechanisms at the individual
level
We performed a series of experiments to investigate the
mechanisms involved in nest construction in the ant Lasius
niger. These experiments showed that the deposition of ma-
terial in a particular place stimulates the ants to accumulate
more material in that same place, thus creating a positive
feed-back. Experiments also revealed that the workers add a
chemical signal (a building pheromone) to the building ma-
terial. The main action of this chemical signal is to attract
ants, but there are also indications that it stimulates the de-
position of building material.
There was no particular effect of this signal on the extrac-
tion of building material, but it was noticed that ants prefer
to dig where they have already dug, forming a type of quarry.
This may be simply due to physical constraints, in the sense
that it is much harder for an ant to extract a pellet from a
place where the soil has been solidly packed, compared to a
place where the soil surface has been broken (as by a previ-
ously digging ant).
The consequence of all these behaviours is the formation
of pillars. Once pillars have been erected and have reached
a critical height, the workers start to build a canopy on the
sides. The height at which the ants attach the pellets on the
pillars corresponds approximately to the mean body length
of an ant worker. The workers therefore use their body as a
kind of template to decide at which height they will stop to
increase the size of an existing pillar and start to build a roof
from that pillar.
Behaviour-based model of nest construction
We developed a spatially explicit individual-based model in
a discrete 3D cubic-lattice in which we have incorporated
the behavioral rules characterized by the experiments
General principles
The model is stochastic: ant workers are represented by
agents whose behavioural rules are modelled according to
probabilities to perform simple elementary actions. More-
over, the process is Markovian: the probability of perform-
ing a given action is only depending on the current state
of the environment around the agent (spatial configuration,
quantity and age of the building pheromone, number of
empty cells below). Indeed, agents are memoryless and tire-
less.
Following Ladley and Bullock’s work (2005), our model
takes into account the geometric constraints: each pellet
of building material occupies a single cell and the ants
are represented by agents that move randomly in a three-
dimensional discrete cubic lattice (200⇥ 200⇥ 200 voxels).
Each agent occupies a single cell and their movements are
constrained by the structures they build: they cannot walk
through the built structures. The layers on the bottom and on
the sides of the lattice act as borders. Ants simply bounce on
the floor and walls when they come into contact. We choose
a discrete time step approach. At each step, the system is
updated: agents move, then, if they are not already trans-
porting building material, they can pick up a pellet, else
drop it, or simply continue their walk without doing any-
thing else. Each agent can only perceive the first twenty six
neighbouring cells that surround the place where it is located
at a given moment (cell c) . We denote these twenty-six 3D-
neighbours by V26,c, and the influent neighbourhood for cer-
tain behavioural rules may be restricted as detailed below.
Behavioural rules of an ant
Motion The motion of ants is a constrained random walk,
which means that they stay in contact with the outer surface
of the architecture. The building pheromone that will be in-
troduced in dropped pellets doesn’t affect their motion: ants
are not attracted or repelled by it.
Ants may only move to adjacent locations, i.e. the six
orthogonal cells. We call V6,c this reduced neighbourhood
around the cube c. A worker cannot walk through an occu-
pied cell (clay, floor, wall or another worker): only empty
cells of V6,c are really available for moving. The second
constraint prevents flying ants: they must stay in contact
with the surface of the structure. Thus, only adjacent loca-
tions, which have at least one V6,c neighbour cell occupied
by clay, floor or walls, are available for moving. The algo-
rithmic description of the motion rule is summarized below
(Algorithm 1).
Picking-up rule A worker can only pick up a pellet when
it stands atop it. If it does, it takes the location of the pellet.
To compute the picking-up probability, the worker sim-
ply considers the bottom layer of cells in its neighbourhood.
We call V8,c the eight horizontal neighbours of the cell she
is standing on. The probability to pick-up the block she is
standing on is not influenced by the presence of pheromone
in the material but it slightly decreases as the quantity of
building material in this bottom layer increases. This is a
simple consequence of the fact that it is much more difficult
for an ant to extract a pellet when the ground is packed more
solidly. The corresponding picking up probability is shown
in Figure 2 (a).
Algorithm 1 Motion rule – The algorithm used to simulate
the workers’ random walk. To simulate agents’ diffusion,
one agent performs nbMove elementary moves each time
step. cw is the cube with the worker w. V6,w is the list of the
six neighbours of w that share a face with it. We denote by
Aw the list of the accessible immediate neighbours of w and
by Random the random drawing in a discrete set of cells.
1: // The worker is in cw.
2: for all step 2 {1; nbMove} do
3: Aw = EMPTY LIST
4: for all ci 2 V6,w do
5: if (ci == empty) and (one of V6,ci is full )
// The cube ci is accessible.
then
6: Aw  concat(Aw, ci)
7: end if
8: end for
// Aw contains all the accessible adjacent neighbours
of w.
// Random choice of cr 2 Aw.
9: cr = Random(Aw)
10: cw  cr
11: end for
The algorithmic description of the picking up rule is sum-
marized below (Algorithm 2).
Building rule A worker drops its pellet at its current loca-
tion, provided there exists a cell in the neighbourhood V26,c
where it can move after dropping. This building behaviour is
also conditioned by physical constraints, which means that
a building pellet can be added to the previous structure only
if at least one of its faces is in contact with another pellet
located in the neighbourhood (pellets do not stick together
by the cube’s corners or edges).
Since we found experimental evidence that clay which
has been previously manipulated by workers stimulates the
dropping behaviour, we implement a building pheromone.
The building pheromone contained in a pellet is renewed
each time a pellet has been picked-up and dropped. It does
not diffuse to adjacent cells but still undergoes an exponen-
tial decay (at some rate), so it directly delivers a local signal
about the time elapsed since the pellet was deposited. The
probability to drop a pellet or add it to an existing structure
is enhanced by the number of pellets previously dropped in
the neighbourhood but it decreases with time.
Since we found also experimental evidence that ants use
their body as a kind of template to build the canopies on top
of the pillars and prefer to drop their load at some height
(standing upright along the pillar), we also include a modu-
lation of the dropping probability when a worker is moving
over a vertical surface. In those situations, when the poten-
tial dropping site has h empty cells below it, the behavioural
Figure 2: Probabilistic building rules implemented in the
model. (a) Picking-up probability as a function of the
number of cells containing clay in the bottom layer. The
shown curve is implemented as a two-parameter func-
tion of the number of neighbours n, taking the value
spontP ick for n = 0, spontP ick/100 for n = 8 and
spontP ick/(amplifP ick · n) for 1  n  7. (b) Drop-
ping probability as a function of the local density (number
of neighbouring cells containing clay, n) and of the age of
the latest dropped pellet in the neighbourhood. It takes the
values spontDrop for n = 0 and (drop1 + amplifDrop ·
(n   1)) · exp( (time   latestDropT ime) · evap) for
1  n  26, where time is the current time. For param-
eter values and explanations see Table 1. The red, green and
blue lines mark the probabilities where the last dropped pel-
let is younger to older respectively.
Algorithm 2 Picking-up rule – The algorithm used to esti-
mate the granularity around the worker w currently located
in the cube cw. We denote by tw,p the target cube for the
picking up. Here, the rule Hp,1 is that tw,p is underneath
cw. V8,tw,p is the list of the influent neighbours of tw,p. The
variable nw,p counts the number of full neighbours. pw,n
is the associated picking up probability. Uniform denotes a
random number in [0; 1[.
1: nw,p = 0
2: for all ci 2 V8,tw,p do
3: if ci == full then
4: nw,p  nw,p + 1
5: end if
6: end for
// Calculate the picking up probability, associated to
nw,p.
7: pw,p  f(nw,p) // According to a decreasing amplifi-
cation curve, see figure 2 (a).
8: if pw,p < Uniform then
9: // Pick-up tw,p.
10: // Move to tw,p.
11: end if
Algorithm 3 Building rule – The algorithm used to estimate
the local density around the worker w which is located in
the cube cw. The influent neighbours are V26,cw . The vari-
able nw,d allows to count the number of full neighbours.
ageOf(ci) corresponds to the date of dropping the pellet ci.
We define by latestDropAge the date of the latest dropped
pellet in V26,cw . Uniform denotes a random number in [0; 1[.
1: nw,d = 0
2: latestDropAge = 0
3: for all ci 2 V26,cw do
4: if ci == full then
5: nw,d  nw,d + 1
6: if latestDropAge < ageOf(ci) then
7: latestDropAge = ageOf(ci)
8: end if
9: end if
10: end for
// Calculate the dropping probability, associated to nw,d
and latestDropAge.
11: pw,d  f(nw,d, latestDropAge) // According to the
increasing curve shown in figure 2 (b).
12: if pw,d < Uniform then
13: // Drop in cw.
14: ageOf(cw) = currentStep
15: // Use OneMove (Algorithm 1) with nbMove = 1 to
escape from cw.
16: end if
algorithm includes a multiplication factor of the dropping
probability, pw,d(h), according to the equation
pw,d(h) = pw,d · h
n
h¯n + hn
(1)
with h¯ being the mean length of an ant.
The algorithmic description of the building rule is sum-
marised above (Algorithm 3).
Simulation results
We implemented the three behavioural rules in the model
and we run the simulations with the parameters values given
in table 1. The 3D cubic lattice (200 ⇥ 200 ⇥ 200) was
initialised with 20 bottom layers uniformly filled with pel-
let and 1000 workers randomly placed on the surface. The
maximum value of the spontaneous picking-up probability
is reached when the eight horizontal neighbours on the bot-
tom layer are empty. This is fixed in the picking-up proba-
bility function by the parameter spontP ick which we set to
10 2. The decrease in picking-up rate, specified by param-
eter amplifP ick, is set to 1.
The spontaneous dropping probability spontDrop, when
there is only one pellet in its V26,c neighbourhood, is fixed at
10 4. In case of one additional neighbouring cell we set the
dropping probability to drop1 = 10 3 (Fig 2). Dropping
probability then increases continuously with the number of
pellets in V26,c to the maximum value of drop26 = 0.9.
The evaporation rate is initially set to evap = 1.6 ⇥ 10 5
per time step and then modified to explore its impact on the
emerging 3D architectures.
Model param-
eter
Description Value
spontDrop Spontaneous dropping
probability
10 4
drop1 Dropping probability in the
case of exactly one marked
neighbour
10 3
amplifDrop Factor modulating the drop-
ping probability
0.036
evap Evaporation rate of the
building pheromone
3.2⇥10 4 to
8.0⇥ 10 7
spontP ick Spontaneous picking-up
probability
10 2
amplifP ick Factor modulating the
picking-up probability
1.0
Table 1: Parameters values used in simulations. Rates and
probabilities apply to one time step. See Fig 2 for the use of
these parameters.
Pillars and roofs
When running this model one can observe the formation of
pillars. When the height of the pillars becomes high enough,
pellets are added on the pillars’ sides; this rapidly increases
Figure 3: A comparison of the structures built in experi-
ments and in a simulation of the model. (a) An arch that
covers a passage between two pillars built by ants in exper-
imental conditions. (b) A close view of a simulation result
with the same initial conditions as the ones used in exper-
iments. The model is able to reproduce the characteristic
shapes observed in these experiments. The parameter values
used in this simulation are listed in table 1.
the surface of the pillar top, leading to the formation of some
kind of hat or roof. These roofs look quite similar to the ones
we got in the experiments (see figure 3). Moreover, when
two roofs are close enough to each other, they can merge.
The result is an arch that covers a passage between the two
pillars.
Physical stress due to gravity and decreasing cohesion due
to evaporating water should finally lead to collapsing roofs
and pillars, an event that was sometimes observed in the ex-
periments. The current version of the model does not in-
clude these processes, but when inter-pillar distance is not
too large this should not be much of a problem.
Effect of the decay of the building pheromone on
3D architectures
To explore the diversity of nest architectures the model is
able to produce, we investigate the role of the decay rate
associated with the building pheromone. This is already
known to be a key ingredient of the self-organization in
social insects, it has a major impact on the collective dy-
namics such as: trail formation and path choice in ants
(Goss et al., 1989; Beckers et al., 1992; Jeanson et al., 2003;
Sumpter and Beekman, 2003), construction of pillars in ter-
mites (Deneubourg, 1977; Franks and Deneubourg, 1997;
Bonabeau et al., 1998), construction of wall in ants (Franks
et al., 1992), digging networks of galleries in ants (Buhl
et al., 2005).
Figure 4 shows that the evaporation rate of the building
pheromone is indeed a highly influential parameter on the
resulting structures.
When there is a strong evaporation rate (evap = 3.2 ⇥
10 4), the final structure is laminar (figure 4 (a)). In the
early steps, agents begin building several tiny pillars on the
unmarked initial surface. They cover them with thin roofs
or capitals. The surface of these roofs increases, several
roofs merge, forming a thin first layer that becomes the first
floor. In the next steps, the construction dynamics undergo
the same cycle of events, leading to a new floor. Moreover
agents can enlarge the pillars by adding new pellets on their
sides.
When the evaporation rate is smaller (evap = 1.6⇥10 5),
the structure is still laminar, but the layers are less plane than
in the previous case (figure 4 (b)). The initial phase is sim-
ilar to the previous condition, but there is a larger number
of pillars and the capitals are thicker. After the completion
of the first floor, the construction of new pillars occurs at a
faster rate than with the higher evaporation rate. A closer
look at the growth and the evolution of the nest structure re-
veals that while the whole structure remains quite similar in
time, it is constantly destroyed and rebuilt. The consequence
of this remodelling process, in which the ants destroy what
they have built previously, is a progressive drift of all the lay-
ers from the top to the bottom. It seems that a kind of wave
runs though the whole structure. These traveling waves are
indeed the simple consequence of the fact that the only place
where the ants can pick up some building material is the bot-
tom layer. So it quite naturally induces a kind of symmetry
breaking in the remodelling process.
Finally when the evaporation rate is very low (evap =
8 ⇥ 10 7, figure 4 (c)), the model leads to a sponge-like
structure that looks similar to the nest built by Lasius niger.
In a first step, pillars also emerge and are covered with cap-
itals that are more spherical than in the two previous cases.
Thus, when the capitals merge, the layer is thicker. In a sec-
ond step, pellets can be dropped anywhere on the new floor.
No pillar emerges in this case, the layer is just thickened.
Sometimes, a little heap appears by chance, a new pillar
is built and starts to grow. This new pillar merges quickly
with the structure in its vicinity, leading to the formation of
a chamber. The next floor is built when many chambers have
been created and closed. In the next steps, the construction
dynamics undergoes the same cycle of events: (1) thicken
the floor ; (2) emergence of few little pillars ; (3) fusion of
the roofs, which leads to the formation of chambers.
Figure 4: The influence of the evaporation rate of the building pheromone on the nests structure. Left : 3D structure. Right
: Vertical cut (x 2 [98; 101]. (a) With a strong evaporation rate (evap = 3.2 ⇥ 10 4), the construction process leads to the
formation of a laminar structure. The horizontal layers are connected with thick pillars. (b) With an intermediate evaporation
rate (evap = 1.6⇥ 10 5), the structure is still laminar, but sometimes two successive layers can intersect and form a ramp that
connects successive floors (c) When the evaporation rate is very low (evap = 8⇥ 10 7) we get a sponge-like structure.
Figure 5: A closer look on the building dynamics in the case
of a very weak evaporation rate (8 ⇥ 10 7). (a) to (c) show
three successive steps of a simulation. The circle marks a
chamber ”moving” downwards.
Discussion and conclusion
In this paper we introduced a 3D model of collective ant nest
construction. This model is based on stochastic individual
rules derived from the experimental analysis of building be-
haviour in the ant Lasius niger. The model also integrates
logistic constraints, that is physical limitations on the move-
ment of ants imposed by the nest architecture. Such con-
straints have been previously implemented by Ladley and
Bullock (2005) to simulate the formation of the royal cham-
ber and covered lanes in termites.
There are two main differences with this previous work.
First, in our model there is no chemical template created by
the diffusion of pheromones. This contrasts with termites,
because the queen releases a pheromone that controls the
distance at which workers start to build. At the very begin-
ning, this chemical template strongly interacts with the self-
organizing building processes. And this combination gives
rise to pillar-like structures formed at roughly regular spatial
intervals, but at a specific distance from the queens body.
In ants, the effect of the body-template begins to work later
in the construction process, when the pillar-like structures
have reached a critical size. The consequence is the forma-
tion of a double regular spatial pattern: the first one charac-
terizes the spatial distribution of the pillars and the second
one characterizes the layered structure of the nest. The sec-
ond difference is a constant remodelling process that results
from the ants activity. In our model, ants continuously de-
stroy what they have built previously. Once a layer is in
place, all its surface is eroded as a consequence of the ants
digging activity and rapidly the material accumulates on the
underneath surface. As a main consequence all the layers
drift progressively downwards. And the speed of the travel-
ling and remodelling wave results from a balance between
the net deposition rates of building material at the upper and
lower surfaces of a layer.
Sometimes, ants may accumulate by chance a little bit
more material on the underneath surface of an existing layer.
This gives rise to a new pillar growing from top to bottom.
Once this pillar is built, it remains in place because the vir-
tual ants can only dig on the bottom layer and not on the
sides. This creates a kind of defect that propagates within the
structure as the remodelling process goes on. The same pro-
cess also produces connection areas between different layers
close to these pillars. The motion of ants is in turn channeled
by the spatial distribution of these connection areas. Then,
depending on the evaporation rate, this channeling process
may also promote the deposition of building material on the
edges of the pillars, thus changing their size and shape.
Our model showed that the resulting nest structure
strongly depends on the evaporation rate of the building
pheromone. When the evaporation rate is very high (evap =
3.2⇥ 10 4), only the very latest depositions of material can
enhance the accumulation of more material. In these condi-
tions, only a small number of pillars can be built, there is a
strong competition among pillars to attract builders and the
distance between pillars increases. The second consequence
is a much more important enlargement of the capitals on top
of the remaining pillars. As soon as a capital is built, the ma-
terial is deposited at a faster rate on its border and the result-
ing shape of the roof becomes flat and thin. When the evap-
oration rate is less important (evap = 1.6⇥10 5), the num-
ber of pillars increases and the enlargement of the capitals on
top of the pillars is also much more important. Each pillar
becomes a seed from which a new layer is growing. Since
at each level there exist several seeds from which different
layers are growing, it may happen that one of these layers
collides with another one that is a part of the next level be-
low. This results in the formation of inter-crossings of ceil-
ings and floors belonging to two successive layers, leading
to the formation of ramps. Finally, when there is a very weak
evaporation of the building pheromone (evap = 8⇥ 10 7),
the enlargement of the capitals becomes even more impor-
tant. After having merged the capitals still increase their size
and the floor of the new layer is so attractive that the deposi-
tions of building material occur more or less uniformly over
the whole surface. Instead of well-defined pillars and floors,
ants build globular structures enclosing empty and irregular
chambers. The whole structure adopts a sponge-like struc-
ture.
The same kind of architectural diversity is observed in La-
sius species. The ant Lasius fuliginosus builds a sponge-like
nest (Figure 1 (a)), whereas Lasius pallitarsis and Lasius
niger nests show layered structures (Figures 1 (b) and (c)).
Our model shows that the same mechanisms can account for
significant changes in the nests shape.
These variations may have several origins: it might be
a consequence of the variation of environmental conditions
(e.g. temperature and humidity levels). If these conditions
change, the same species will be able to build nest structures
that look very different, for example in Acromyrmex ants
(Bollazzi et al., 2008) or in Macrotermes termites (Korb,
2003). But this variation may also result from the physi-
cal properties of the building pheromone itself. In particular
one may imagine that different species of ants or termites
can use similar building rules but different chemical cues.
Physical and chemical properties of the building pheromone
could thus play a key role in the diversity of nest architec-
tures built by ants and termites. This is an important issue
that needs to be addressed in future experimental work.
Acknowledgements
Anaı¨s Khuong was supported by a PhD fellowship from The
Cluster for Higher Education and Research ”Universite´ de
Toulouse” (PRES) and Re´gion Midi-Pyre´ne´es. This study
was supported by a grant from the MESOMORPH project
(Grant No. ANR-06-BYOS-0008).
References
Beckers, R., Deneubourg, J.-L., and Goss, S. (1992). Trail laying
behaviour during food recruitment in the ant Lasius niger (l.).
Insectes Sociaux, 39:59–72.
Bollazzi, M., Kronenbitter, J., and Roces, F. (2008). Soil tempera-
ture, digging behaviour, and the adaptive value of nest depth
in south american species of Acromyrmex leaf-cutting ants.
Oecologia, 158:165–175.
Bollazzi, M. and Roces, F. (2007). To build or not to build: cir-
culating dry air organizes building responses for climate con-
trol in the leaf-cutting ant Acromyrmex ambiguus. Animal
Behaviour, 74:1349–1355.
Bonabeau, E., Theraulaz, G., Deneubourg, J.-L., Franks, N. R.,
Rafelsberger, O., Joly, J.-L., and Blanco, S. (1998). A model
for the emergence of pillars, walls and royal chambers in ter-
mite nests. Philosophical Transactions of the Royal Society
of London, 353:1561–1576.
Bruinsma, O. H. (1979). An Analysis of Building Behaviour
of the Termite Macrotemes subhyalinus. PhD thesis, Lan-
bouwhogeschoolte Wageningen, The Netherlands.
Buhl, J., Deneubourg, J.-L., Grimal, A., and Theraulaz, G. (2005).
Self-organized digging activity in ant colonies. Behavioral
Ecology and Sociobiology, 85:9–17.
Deneubourg, J.-L. (1977). Application de l’ordre par fluctuations
a` la description de certaines etapes de la construction du nid
chez les termites. Insectes Sociaux, 24:117–130.
Franks, N. and Deneubourg, J.-L. (1997). Self-organizing nest con-
struction in ants: Individual worker behaviour and the nest’s
dynamics. Animal Behaviour, 54:779–796.
Franks, N., Wilby, A., Silverman, V. W., and Tofts, C. (1992). Self-
organizing nest construction in ants: sophisticated building
by blind buldozing. Animal Behaviour, 44:357–375.
Goss, S., Aron, S., Deneubourg, J.-L., and Pasteels, J. M. (1989).
Self-organized shortcuts in the argentine ant. Naturwis-
senschaften, 76:579–581.
Grasse´, P. (1959). La reconstruction du nid et les coordinations
inter-individuelles chez Bellicositermes Natalensis et Cu-
bitermes sp. la the´orie de la stigmergie : Essai d’interpre´tation
du comportement des termites constructeurs. Insectes soci-
aux, 6:41–81.
Hansell, M. (2005). Animal Architecture. Oxford University Press,
New-York.
Jeanson, R., Ratnieks, F. L. W., and Deneubourg, J.-L. (2003).
Pheromone trail decay on different substrates in the pharaoh’s
ant, Monomorium pharaonis. Physiological Entomology,
28:192–198.
Jost, C., Verret, J., Casellas, E., Gautrais, J., Challet, M., Lluc, J.,
Blanco, S., Clifton, M., and Theraulaz, G. (2007). The inter-
play between a self-organized process and an environmental
template: corpse clustering under the influence of air currents
in ants. Journal of the Royal Society Interface, 4:107–116.
Korb, J. (2003). Thermoregulation and ventilation of termite
mounds. Naturwissenschaften, 90:212–219.
Ladley, D. and Bullock, S. (2005). The role of logistic constraints
in termite construction of chambers and tunnels. Journal of
Theoretical Biology, 234:551–564.
Sumpter, D. J. and Beekman, M. (2003). From nonlinearity to opti-
mality: pheromone trail foraging by ants. Animal behaviour,
66:273–280.
Theraulaz, G., Bonabeau, E., and Deneubourg, J. (1998). The ori-
gin of nest complexity in social insects. Complexity, 3:15–25.
Turner, J. (2000a). Architecture and morphogenesis in the mound
of Macrotermes Michaelseni in northern namibia. Cimbeba-
sia, 16:143–175.
Turner, J. (2000b). The Extended Organism. The Physiology of
Animal-Built Structures. Harvard University Press, Cam-
bridge, Massachusetts.
D.2 – Formulation intégrale des algorithmes Monte-Carlo à collisions nulles
(JQSRT, 2013) ANNEXE D.
D.2 Formulation intégrale des algorithmes Monte-
Carlo à collisions nulles (JQSRT, 2013)
364
Notes
Integral formulation of null-collision Monte Carlo algorithms
M. Galtier a, S. Blanco b,c, C. Caliot d, C. Coustet e, J. Dauchet f, M. El Hafi a,n,
V. Eymet g, R. Fournier b,c, J. Gautrais h, A. Khuong h, B. Piaud e, G. Terrée a
a Université de Toulouse, Mines Albi, UMR 5302 - Centre de Recherche d'Albi en génie des Procédés des Solides Divisés,
de l'Energie et de l'Environnement (RAPSODEE), Campus Jarlard, F-81013, Albi CT cedex 09, France
b Université de Toulouse, UPS, INPT, LAPLACE (Laboratoire Plasma et Conversion d'Energie), 118 route de Narbonne, F-31062 Toulouse,
cedex 9, France
c CNRS, LAPLACE, F-31062 Toulouse, France
d Processes, Materials and Solar Energy Laboratory (PROMES), CNRS, 7 rue du Four Solaire, Font-Romeu-Odeillo F-66120, France
e HPC-SA, 3 chemin du Pigeonnier de la Cépière, Bâtiment C, F-31100 Toulouse, France
f Clermont Université, ENSCCF, Institut Pascal - UMR 6602, BP 10448, F-63000 Clermont-Ferrand, France
g Université Bordeaux 1, UMR 5804 - Laboratoire d'Astrophysique de Bordeaux (LAB), 2 rue de l'Observatoire BP 89, F-33271 Floirac Cedex, France
h Centre de Recherches sur la Cognition Animale, CNRS UMR5169, Université de Toulouse, France
a r t i c l e i n f o
Article history:
Received 6 December 2012
Received in revised form
15 March 2013
Accepted 2 April 2013
Available online 10 April 2013
Keywords:
Monte Carlo
Null-collision
Heterogeneous media
Integral formulation
a b s t r a c t
At the kinetic level, the meaning of null-collisions is straightforward: they correspond to
pure-forward scattering events. We here discuss their technical significance in integral
terms. We first consider a most standard null-collision Monte Carlo algorithm and show
how it can be rigorously justified starting from a Fredholm equivalent to the radiative
transfer equation. Doing so, we also prove that null-collision algorithms can be slightly
modified so that they deal with unexpected occurrences of negative values of the null-
collision coefficient (when the upper bound of the heterogeneous extinction coefficient is
nonstrict). We then describe technically, in full details, the resulting algorithm, when
applied to the evaluation of the local net-power density within a bounded, heterogeneous,
multiple scattering and emitting/absorbing medium. The corresponding integral formula-
tion is then explored theoretically in order to distinguish the statistical significance of
introducing null-collisions from that of the integral-structure underlying modification.
& 2013 Elsevier Ltd. All rights reserved.
1. Introduction
The introduction of null-collisions in the process of
modelling photon transport consists in transforming the
standard radiative transfer equation
∂f
∂t
þ cω:∇f ¼ −ðka þ ksÞcf þ S þ
Z
4pi
kscf ′pðω ω′Þ dω′
!! ð1Þ
into
∂f
∂t
þ cω:∇f ¼ −ðka þ ks þ knÞcf þ S
þ
Z
4pi
kscf ′pSðω ω′Þ dω′ þ
Z
4pi
kncf ′δðω−ω′Þ dω′
!!!! ð2Þ
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where
% f≡f ðx;ω; tÞ is the distribution function at location x,
propagation direction ω and time t. The distribution
function is used here, instead of the specific intensity
I¼ hνcf , in order to help readers from other particle
transport communities such as neutron transport, plasma
physics and rarefied gas dynamics, that have made an
intensive use of null-collision approaches [1–3] (see
Appendix A for a brief description of the rather complex
structure of the corresponding literature).
% c is the speed of light, kaðx; tÞ the absorption coefficient,
ksðx; tÞ the scattering coefficient, pSðωjω′Þ≡pSðωjω′; xÞ
the single scattering phase function, that is to say
the probability density that the scattering direction
is ω for a photon initially in the direction ω′. The
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notation f ′ in the scattering source integral stands for
f ′≡f ðx;ω′; tÞ.
% S≡Sðx;ω; tÞ is any source term. We will define
s≡sðx;ω; tÞ such that S ¼ kacs, and therefore s¼ f eqðx; tÞ
in the particular case of thermal emission under the
assumption of local thermodynamic equilibrium,
where f eqðx; tÞ is the distribution function at equili-
brium at local temperature (related to the Planck
specific intensity B according to B¼ hνcf eqÞ.
% kn is the null-collision coefficient and δ is the Dirac
distribution.
Additional collisions are introduced via the term −kncf but
these collisions are cancelled out, as they are scattering
events in the pure forward direction (the phase function is
δðω−ω′Þ in the scattering source integral), and leave the f
field unchanged, which is a direct consequence of the
property
R
4pikncf ′δðω−ω′Þ dω′ ¼ kncf . To the best of our
knowledge, outside the above mentioned transport physics
literature, the only reported practical use of null-collision
approaches for radiative transfer applications is in the fields
of computer graphics and medical imaging [4,5].
Such applications are related to Monte Carlo simulations
in which the heterogeneity of the absorption and scattering
coefficients does not allow the implementation of simple
free path sampling algorithms. When defining the location of
the next collision event, the common practice is indeed to
first sample an extinction optical thickness τ according to the
probability density function pT ðτÞ ¼ expð−τÞ, and then derive
the corresponding path length λ by inverting the function
relating τ to λ: τðλÞ ¼ R λ0 kðx þ sω;ω; t þ s=cÞ ds, where
k¼ ka þ ks. However, if ka and ks are complex functions of
space, this inversion is difficult to perform analytically. Most
usually, ka is then approximated with discretization
approaches, but this implies a rigorous control of the
corresponding approximation level. Introducing null-
collisions is a way to avoid such approximations.
A null-collision kn field can indeed be introduced so
that the modified extinction coefficient k^ ¼ ka þ ks þ kn
(corresponding to absorption plus true scattering plus
null-collision) allows tractable τðλÞ inversions (e.g. k^ uni-
form). Practically,
% k^ is arbitrarily chosen as an upper bound of the true
extinction field k (k^4k) and kn is then defined as
kn ¼ k^−k (note that the choice is made on k^, not on
kn, so that k^ has the expected inversion properties);% a collision location is sampled by first sampling τ^
according to pT and inverting τ^ðλÞ ¼
R λ
0 k^ðx þ sω;ω;
t þ s=cÞ ds;
% a random number r is sampled uniformly on the unit
interval and the collision is considered as an absorption
event if 0oroka=k^, as a real scattering event if
ka=k^oro ðka þ ksÞ=k^, or as a pure forward scattering
event if ðka þ ksÞ=k^oroðka þ ks þ knÞ=k^ ¼ 1 (fortune
wheel).
This technique is well suited to the recent Monte Carlo
developments toward flexible validation tools for accuracy
control of fast radiation solvers (interacting with
chemistry and fluid mechanics). In such contexts, field
representation is bound to the specificity of each solver in
an intricate manner and null-collision algorithms make it
possible to design transversal meshless1 Monte Carlo
codes that are immediately applicable whatever the
retained solver numerics be.
The present technical note addresses the question of
using integral formulation techniques for refining Monte
Carlo algorithms involving null-collisions. For didactic rea-
sons, we first consider the academic question of evaluating
the distribution function (at a given point in a given
direction) in an heterogeneous emitting/absorbing infinite
medium using a backward algorithm (Section 2).
The corresponding integral formulation is constructed step
by step as a translation of the above described null-collision
algorithm. This formulation is then modified so that the
constraint k^4k is relieved: negative values of the null-
collision coefficient are accepted. This is practically very
significant because k^ must be chosen to match k as closely
as possible (otherwise too many useless collisions are
sampled), which is a delicate task when the constraint
k^4k is strict. This first technical proposition is detailed in
Section 3, with the complete description of a Monte Carlo
algorithm evaluating the local net-power density within a
bounded, heterogeneous, multiple scattering and emitting/
absorbing medium. A second technical proposition is made
in Section 4: an integral formulation is constructed that
helps clarify the significance of introducing null-collisions,
in particular as far as convergence is concerned.
This formulation indicates that the problem of sampling
free paths in heterogeneous fields could be bypassed with-
out introducing any null-collision concept, but sign alterna-
tions would appear that would be the sources of statistical
variance. It is then shown that further benefit of introducing
null-collisions is to break this sign alternation. We therefore
suggest to preserve the idea of introducing a k^ field, but
without imposing that free paths to be sampled according
to k^, or that the type of collision (absorption, true scattering
or forward continuation) be sampled according to the
respective proportions of ka, ks and kn ¼ k^−ka−ks. A wider
class of Monte Carlo algorithms is therefore identified that
could be explored for convergence enhancement.
2. Theoretical justification and extension to negative
values of the null-collision coefficient
In the particular case of stationary radiation2 in a non-
scattering infinite medium, the distribution function at
location x in the direction ω takes the following integral
1 “Meshless” is here used to indicate that the Monte Carlo algorithm
requires no volume discretization. Therefore, if the input fields of
temperature and extinction coefficients are analytical (as in benchmark-
ing exercises) no mesh is used at all. However, if the input fields are
provided using a volume discretization and an interpolation procedure,
the grid is rigorously respected. The idea is that the input fields can take
any form and that the Monte Carlo algorithm introduces no mesh by
itself.
2 Transient radiation would induce no specific theoretical difficulty,
but it would make the integral formulation much heavier. The extinction
coefficients would indeed be functions of time and time would itself
depend on path-length.
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form (solution of Eq. (1)):
f ðx;ωÞ ¼
Z þ∞
0
ka;λsλ exp −
Z λ
0
ka;s ds
" #
dλ ð3Þ
Throughout this note, in all non-recursive integral formu-
lations, the notations ka;α, ks;α, kn;α, k^α, sα and f
eq
α are used to
represent kaðx−αωÞ, ksðx−αωÞ, knðx−αωÞ, k^ðx−αωÞ,
sðx−αω;ωÞ and f eqðx−αωÞ respectively, where α is any
propagation-distance along the line of sight. Standard
backward Monte Carlo algorithms start from Eq. (3) and
introduce the random variable Λ corresponding to the
distribution of absorption free paths λ in the −ω direction,
of probability density pΛðλÞ ¼ ka;λ expð−
R λ
0 ka;s dsÞ, to get
f ðx;ωÞ ¼
Z þ∞
0
pΛðλÞ dλsλ ð4Þ
f ðx;ωÞ is then interpreted as the expectation of sðx−Λω;ωÞ
which leads to the Monte Carlo algorithm of Fig. 1. Even if
one decides to make use of a null-collision technique,
it does not appear explicitly in such a presentation: it is
only implicit in the way the Beer sampling of λ is
performed.
Alternatively, all the details of using null-collisions can
be put forward as in the complete algorithm of the left
part of Fig. 2. A strict formal translation of this algorithm is
displayed on the right part of the figure, where the
Heaviside notation HðtestÞ is used to represent 1 if test is
true and 0 otherwise. This integral formulation can be
derived from the following Fredholm equation, a well-
known translation of the radiative transfer equation (here
of Eq. (2) at stationary state, including null-collisions
interpreted as forward scattering events):
f ðx;ωÞ ¼
Z þ∞
0
exp −
Z λ
0
ðka;s þ kn;sÞ ds
" #
& ka;λsλ þ kn;λ
Z
4pi
δðω−ω′Þf ðx−λω;ω′Þ dω′
$ %
dλ ð5Þ
We now give all the details of this derivation, justifying
meanwhile the corresponding null-collision Monte-Carlo
algorithm of Fig. 2 and we then extend it in order to allow
negative values of the null-collision coefficient.
The first step is solving the Dirac integration and using
the recursive notations x0≡x and xjþ1 ¼ xj−λjω to get
f ðxj;ωÞ ¼
Z þ∞
0
exp −
Z λj
0
k^ðxj−sjωÞ dsj
" #
&½kaðxjþ1Þsðxjþ1;ωÞ þ knðxjþ1Þf ðxjþ1;ωÞ( dλj ð6Þ
Then, the probability density of the jth free path is
introduced:
pΛj ðλjÞ ¼ k^ðxj−λjωÞ exp −
Z λj
0
k^ðxj−sjωÞ dsj
" #
ð7Þ
as well as non-zero probabilities Pj, to give
f ðxj;ωÞ ¼
Z þ∞
0
pΛj ðλjÞ dλj Pjþ1
kaðxjþ1Þ
k^ðxjþ1Þ
1
Pjþ1
sðxjþ1;ωÞ
 !"
þð1−Pjþ1Þ
knðxjþ1Þ
k^ðxjþ1Þ
1
1−Pjþ1
f ðxjþ1;ωÞ
 !#
ð8Þ
and a simple recursive expansion gives
f ðx;ωÞ ¼
Z þ∞
0
pΛ0 ðλ0Þ dλ0½P1w1 þ ð1−P1ÞI1( ð9Þ
with
Ij ¼
Z þ∞
0
pΛj ðλjÞ dλj½Pjþ1wjþ1 þ ð1−Pjþ1ÞIjþ1( ð10Þ
and
wj ¼
kaðxjÞ
k^ðxjÞ
1
Pj
sðxj;ωÞ ∏
j−1
m ¼ 1
knðxmÞ
k^ðxmÞ
1
1−Pm
 !
ð11Þ
Eqs. (10) and (11) lead to the equation of Fig. 2 in a straight-
forward manner as soon as the choice Pj ¼ kaðxjÞ=k^ðxjÞ
is made. This is obviously only possible if kn40,
i.e. kaðxjÞo k^ðxjÞ, which insures Pjo1 and 1−Pj40. The
usual restriction to positive null-collision coefficients is
therefore very much meaningful. However, the fact that k^
must be a strict upper bound of the extinction coefficient k
in standard null-collision algorithms is often a severe
limitation of the technique. k^ has to be chosen as a
compromise between approaching k closely enough to
avoid numerous expensive iterative null-collisions and pre-
serving enough simplicity to allow fast free paths sampling
procedures. From this point of view, the constraint that k^
must be strictly greater than k at all locations is a severe
constraint. This is particularly true when the optical proper-
ties cannot be pre-computed across the field and are only
evaluated at each collision location, once it is sampled. This
is a typical requirement of meshless algorithms. In such
cases, there is no fundamental problem associated to the
construction of a nonstrict upper-bound of k, for instance by
only pre-computing k on a rough grid across the field, but it
is very difficult to impose that this upper bound is strict
considering that absorption and scattering coefficients are
commonly non-monotonous functions of pressure, tem-
perature and concentrations.
This difficulty can however be bypassed as soon as one
observes that the choice of Pj in Eqs. (9)–(11) is not
constrained: Pj ¼ kaðxjÞ=k^ðxjÞ is systematically used in the
literature only because of its intuitive nature, in relation to
the kinetic pictures of null-collisions. An alternative
Fig. 1. The reciprocal algorithm. ~f N is a Monte Carlo estimate of f ðx;ωÞ
justified by Eq. (4). The integral formulation displayed on the right side of
the algorithm box is a strict formal translation of the algorithm
description.
M. Galtier et al. / Journal of Quantitative Spectroscopy & Radiative Transfer 125 (2013) 57–68 59
knowledgeable choice is
Pj ¼
kaðxjÞ
kaðxjÞ þ jk^ðxjÞ−kaðxjÞj
ð12Þ
The immediate benefit is that we get rid of the constraint
kn40 (i.e. k^ ¼ ka þ kn is an upper bound of ka): negative
values of the null-collision coefficient are now admitted.
Furthermore, this choice is consistent with the results
presented above since using Pj of Eq. (12) leads to
% the very same algorithm in cases when k^ is a strict
upper bound of ka and% a legible extension of the algorithm otherwise, which
bypasses the difficulties encountered when ka4 k^.
The resulting algorithm is fully described in Fig. 3 and its
extension to multiple scattering in confined geometries is
provided in the following section. One of its important
features is that the Monte Carlo weight of Eq. (11) can take
negative values: kn=k^ is negative each time kn is negative.
So the proposed algorithm deals rigorously with the
occurrence of unexpected negative values of the null-
collision coefficient, but this is achieved at the price of
increasing the weight-variance, therefore lowering the
convergence rate. This is quantitatively examined in the
following section.
3. Practical implementation
The algorithm described in this section evaluates the
stationary net-power density AðxÞ at a location x within
the volume, i.e. the balance between the radiative power
absorbed and the radiative power emitted locally, per unit
volume:
AðxÞ ¼
Z
4pi
hνckaðxÞ½f ðx;ωÞ−sðx;ωÞ( dω ð13Þ
We restrict ourselves to thermal emission under the
assumption of local thermodynamic equilibrium. There-
fore sðx;ωÞ ¼ f eqðxÞ and
AðxÞ ¼
Z
4pi
hνckaðxÞ½f ðx;ωÞ−f eqðxÞ( dω ð14Þ
If the volume is still non-scattering and infinite as in
Section 2, AðxÞ could be evaluated using an algorithm very
similar to that of Eqs. (9)–(11) (see also Fig. 3). The only
change would be that ω is first sampled according to an
isotropic probability density function pΩðωÞ ¼ 1=4pi, and
the Monte Carlo weight wj would be modified by multi-
plying it by 4pihνckaðxÞ and replacing f eqðxjÞ by
f eqðxjÞ−f eqðxÞ. Eqs. (9)–(11) would then become
AðxÞ ¼
Z
4pi
pΩðωÞ dω
Z þ∞
0
pΛ0 ðλ0Þ dλ0½P1w1 þ ð1−P1ÞI1( ð15Þ
Ij ¼
Z þ∞
0
pΛj ðλjÞ dλj½Pjþ1wjþ1 þ ð1−Pjþ1ÞIjþ1( ð16Þ
wj ¼ 4pihνckaðxÞ
kaðxjÞ
k^ðxjÞ
1
Pj
ðf eqðxjÞ−f eqðxÞÞ
& ∏
j−1
m ¼ 1
knðxmÞ
k^ðxmÞ
1
1−Pm
 !
ð17Þ
Introducing multiple scattering can be performed by add-
ing a branch to the collision test, and sampling a new
direction when true scattering occurs. When dealing with
opaque boundaries a test is added to check if a boundary is
intersected before the next collision, in which case a new
binary sampling procedure is implemented to either
Fig. 2. The standard null-collision algorithm. ~f N is a Monte Carlo estimate of f ðx;ωÞ. The integral formulation displayed on the right side of the algorithm
box is a strict formal translation of the algorithm description. The Monte Carlo weight is wj when the j-th collision is the first true collision (the preceding
collisions are null-collisions). The whole algorithm could also be presented as in Fig. 1 with λ¼ λ0 þ λ1 þ⋯þ λj−1, x−λω¼ xj and sλ ¼ sðxj;ωÞ, and the
appropriate change of the coefficient k used in pΛðλÞ.
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resume the algorithm, with a new sampled reflection direc-
tion, or stop the algorithm and compute the Monte Carlo
weight using the value of the equilibrium distribution
function at the surface impact. Altogether, the resulting
algorithm is a quite standard backward Monte Carlo algo-
rithm corresponding to the following recursive formulation:
AðxÞ ¼
Z
4pi
pΩðω0Þ dω0
Z þ∞
0
pΛ0 ðλ0Þ dλ0
&
Hðx1∈BÞ
PE;1w1
þð1−PE;1Þ
R
2pipRðω0jω1; x1Þ dω1I1
( )
þHðx1∈VÞ
PA;1w1
þPS;1
R
4pipSðω0jω1; x1Þ dω1I1
þPN;1
R
4piδðω0−ω1; x1Þ dω1I1
8><>:
9>=>;
8>>>><>>>>:
9>>>>=>>>>;
ð18Þ
Ij ¼
Z þ∞
0
pΛj ðλjÞ dλj
&
Hðxjþ1∈BÞ
PE;jþ1wjþ1
þð1−PE;jþ1Þ
R
2pipRðωjjωjþ1;xjþ1Þ dωjþ1Ijþ1
( )
þHðxjþ1∈VÞ
PA;jþ1wjþ1
þPS;jþ1
R
4pipSðωjjωjþ1; xjþ1Þ dωjþ1Ijþ1
þPN;jþ1
R
4piδðωj−ωjþ1;xjþ1Þ dωjþ1Ijþ1
8><>:
9>=>;
8>>>><>>>>:
9>>>>=>>>>;
ð19Þ
wj ¼ 4pihνckaðxÞ
& Hðγj ¼ 1Þ
εðxj;ωm−1Þ
PE;j
ðf eqðxjÞ−f eqðxÞÞ
$
þHðγj ¼ 3Þ
kaðxjÞ
k^ðxjÞPA;j
ðf eqðxjÞ−f eqðxÞÞ
#
& ∏
j−1
m ¼ 1
Hðγm ¼ 2Þ
1−εðxm;ωm−1Þ
1−PE;m
$
þHðγm ¼ 4Þ
ksðxmÞ
k^ðxmÞPS;m
þHðγm ¼ 5Þ
knðxmÞ
k^ðxmÞPN;j
#
ð20Þ
where V is the volume of the considered system and B its
boundary (Fig. 4). The locations xjþ1 and directions ωj are
defined in the same way as in Section 2 with the only
difference that xjþ1 ¼ yjþ1 when xj−λωj is outside V, where
yjþ1 is the intersection with the boundary of the straight ray
starting at xj in the direction −ωj (see Fig. 4). When xj
belongs to B, εðxj;ωj−1Þ is the local value of the emissivity in
the direction ωj−1, and pRðωj−1jωj ; xjÞ is the probability
density of the reflection direction ωj−1 for an incidence along
ωj . In the absence of any specific convergence difficulty,
the branching probability PE;j (the probability that the
algorithm stops at the surface impact xj) can be taken as
PE;j ¼ εðxj;ωj−1Þ. In the expression of the weight, γj ¼ 1
if the algorithm stops at the boundary, γj ¼ 2 if the optical
path sampling is continued backward after surface reflection,
Fig. 3. The generalized null-collision algorithm in which there is no more constraint on the k^ field. ~f N is a Monte Carlo estimate of f ðx;ωÞ justified by
Eq. (9). The integral formulation displayed on the right side of the algorithm box is a strict formal translation of the algorithm description. Note that when
kn is always positive, Pj ¼ kaðxjÞ=k^ðxjÞ, ðkaðxjÞ=k^ðxjÞÞð1=PjÞ ¼ 1 and ðknðxmÞ=k^ðxmÞÞð1=ð1−PmÞÞ ¼ 1; the algorithm becomes identical to that of Fig. 2.
Fig. 4. yjþ1 is the intersection with the boundary of the straight ray
starting at xj in the direction −ωj . xjþ1 equals xj−λjωj if this location
belongs to V. Otherwise xjþ1 ¼ yjþ1 . If xjþ1∈V the collision is either a null-
collision and ωjþ1 ¼ωj (see j¼0 in the figure), or a true scattering and
ωjþ1 is sampled according to the single scattering phase function
(see j¼1 and j¼2 in the figure), or an “absorption” and the algorithm
stops (the exchange weight is computed, see j¼4 in the figure). If xjþ1∈B
the interaction with the boundary is either a reflection and ωjþ1 is
sampled according to the directional reflectivity (see j¼3 in the figure),
or an “absorption” and the algorithm stops (the exchange weight is
computed).
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γj ¼ 3 in case of “absorption” within the volume, γj ¼ 4 in
case of true scattering and γj ¼ 5 in case of null-collision. The
true originalities are the definition of the branching prob-
abilities PA;j, PS;j and PN;j when xj belongs to V (probabilities
that the j-th collision is an absorption, a true-scattering
event, or a null-collision, respectively), as well as the Monte
Carlo weight expressions. As argued in Section 2, we suggest
the use of PA;j ¼ kaðxjÞ=ðkaðxjÞ þ ksðxjÞ þ jknðxjÞjÞ, PS;j ¼
ksðxjÞ=ðkaðxjÞ þ ksðxjÞ þ jknðxjÞjÞ and PN;j ¼ jknðxjÞj=ðkaðxjÞþ
ksðxjÞ þ jknðxjÞjÞ. Except for that, the algorithmic structure
strictly corresponds to the application of Skullerud and
Woodcock's strategies. Note however that although we
essentially play with probability choices, our proposition is
nothing like an importance sampling strategy. As detailed at
the end of Section 2, we do not propose to modify the
branching probabilities and change the Monte-Carlo weight
accordingly, we rather extend the applicability range of
standard null-collision algorithms by preserving exactly the
definitions of PA;j, PS;j and PN;j in the usual range, and
generalizing their definitions in order to handle rigorously
the occurrences of k^oka.
We now present a parametric study in order to evaluate
the numerical behaviour of the above presented algorithm.
Monochromatic radiative budget densities are evaluated at
two locations within a simple academic configuration. The
algorithmic implementation is validated against a well
mastered Monte Carlo algorithm, and the code is then
used to analyse how the convergence levels and the
computation times depend on the retained k^ field. The
considered system is a cube, of side 2L, with 0K diffuse-
reflecting faces of uniform emissivity ε, that are perpendi-
cular to the x, y and z axis of a Cartesian coordinate system
originating at the center of the cube (see Fig. 5). The
enclosed medium is heterogeneous both in temperature
and optical properties. The ka, ks and feq fields are
kaðx; y; zÞ ¼ ka;max L−x2L
" #
1−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2 þ z2
2L2
s0@ 1A; ð21Þ
ksðx; y; zÞ ¼ ks;max L−x2L
" #
1−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2 þ z2
2L2
s0@ 1A ð22Þ
and
f eqðx; y; zÞ ¼ f eqmax
L−x
2L
" #
1−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2 þ z2
2L2
s0@ 1A ð23Þ
figuring an axisymmetric flame along the x axis (max-
imum temperature and maximum extinction along the
axis, and a linear decay as function of the distance to the
axis, down to zero at the corners). The Henyey-Greenstein
single-scattering phase function is used with a uniform
value of the asymmetry parameter g throughout the field.
For simplicity, k^ is chosen uniform. As ka and ks take their
maximum values at the same location, kmax ¼ ka;max þ ks;max
is the maximum value of the total extinction coefficient
and the ratio ρ¼ k^=kmax tells us whether negative values of
the null-collision coefficient will occur (ρo1) or not.
Because of the shape of the retained field of equilibrium
distribution function, monochromatic radiative budgets
are simply proportional to feqmax and the remaining numeri-
cally meaningful free-parameters are (in nondimensional
form): ρ, ka;maxL, ks;maxL, g and ε. The analysis will be
performed using g¼0 (isotropic scattering) and ε¼ 1
(black boundaries). The influence of g, ε, as far as numer-
ical behaviour is concerned, will then be briefly described
at the end of the section.
Table 1 displays the simulated values of AðxÞ for
x¼ ½0;0;0( (the center of the cube) and x¼ ½−L;0;0(
(the location of the maximum values of the ka, ks and feq
fields), using 106 independant realizations, for ρ¼ 1,
meaning that kn¼0 at x¼ ½−L;0;0( and kn40 at all other
locations (no negative values of the null-collision coeffi-
cient). Also given are the associated standard deviations, s,
and computation times, t. The columns labelled Aref and
sref correspond to the simulation results obtained with a
standard Monte Carlo algorithm in which the problem of
inverting optical thicknesses is solved by fitting k¼ ka þ ks
using an accurate spline decomposition. These solutions
were only used to validate the implementation procedure:
considering the values of s and sref , A and Aref are indeed
statistically compatible. The relative uncertainty s=A indi-
cates that the convergence level is good for all the
considered absorption and scattering optical thicknesses
(s=A is below 0.2% in all cases). The computation
times, that were measured without the use of any paralle-
lization procedure, are typical of standard Monte Carlo
simulations.
More open is the question of choosing k^, in particular
the effect of modifying the Monte Carlo weight in order to
deal with negative values of the null-collision coefficient
when k^ok at some locations. This question is addressed
by reproducing the same simulations for different values
of ρ, from ρ¼ 0:5 (i.e. k^ is a faulty overestimate of k, as low
as 1/2k at some locations) to ρ¼ 5 (on the contrary k^ is a
large overestimate of k). Fig. 6 displays the evolution with
ρ of s=A, Fig. 7 displays the computation times, and Fig. 8
displays the computation times required to achieved a 1%
accuracy. These results are interpreted as follows.
% Above ρ¼ 1, the standard deviation of the estimator is
independant of ρ. This is expected since no negative
Fig. 5. Considered system: a cube of side 2L, whose center is the
Cartesian coordinate system origin.
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values of the null-collision coefficient occur: as indi-
cated from the start, standard null-collision algorithms
can be rigorously interpreted as only practical ways to
sample collision-locations according to Beer extinction.
Adding supplementary null-collisions increases only
the computation time but changes nothing to the
resulting sampling statistics.
% Below ρ¼ 1, the standard deviation of the estimator
increases when increasing the occurrence of negative
values of the null-collision coefficient. Again, this is
expected since the handling of negative values of the
null-collision coefficient is achieved at the price of
multiplying the Monte Carlo weight by the correction
term3 7 ðk^ þ 2jknjÞ=k^. The module of this weight-
correction factor is always greater than unity and the
factor is positive when absorption or true scattering is
retained, negative when null-collision is retained. If
many scattering or null-collision events occur along
the optical path, in regions where kno0, before the
algorithm stops because of absorption, then the Monte
Carlo weight can take very high absolute values as it
involves the product of a large number or correction
terms greater than unity. The convergence toward the
exact same solution of the radiative transfer equation is
insured by the fact that positive weights are compen-
sated by negative ones, but the convergence rate is
smaller: much more statistical realizations are required
to reach the same accuracy levels when no negative
values of the null-collision coefficient occur. This is
illustrated by the fact that for increasing values of the
scattering optical thickness combined with high values
of the single-scattering albedo (see ksL¼3 and kaL¼0.1
in Fig. 6), the standard deviation increases very fast
when decreasing ρ below unity. This effect is of course
much stronger when x is right at the center of the
region where kno0 (see x¼ ½−L;0;0() than when
optical paths start from a region where kn40 (see
x¼ ½0;0;0(Þ.
% For a given number of statistical realizations, the
computation times (see Fig. 7) decrease when decreas-
ing the number of null-collisions, and this is also true
when decreasing kn below zero. This is a direct result of
less collisions occurring, but this does not wholly
Table 1
Estimation, standard deviation and computation time obtained for 106 independant realizations and for ρ¼ 1 at two probe locations: x0 ¼ ½0;0;0( (see (a))
and x0 ¼ ½−L;0;0( (see (b)) for several values of the optical thicknesses ka;maxL and ks;maxL. The computation was done with a processor “Intel Core i5 -
2,4 GHz” without any parallelization.
ka;maxL ks;maxL A
4pikaðx0Þf eqmax
s
4pikaðx0Þf eqmax
tðsÞ Aref
4pikaðx0Þf eqmax
sref
4pikaðx0Þf eqmax
(a)
0.1 0.1 −0.483813 8.52E−05 2.43 −0.483717 1.13E−05
0.1 1 −0.482031 8.97E−05 7.92 −0.481921 1.40E−05
0.1 3 −0.477997 9.90E−05 24.25 −0.477883 1.93E−05
0.1 10 −0.463027 1.27E−04 122.69 −0.463068 3.56E−05
1 0.1 −0.366086 2.09E−04 2.94 −0.365971 7.96E−05
1 1 −0.356169 2.13E−04 7.43 −0.356353 8.93E−05
1 3 −0.33585 2.20E−04 19.2 −0.335928 1.06E−04
1 10 −0.277205 2.28E−04 76.39 −0.27683 1.34E−04
3 0.1 −0.218989 2.21E−04 3.48 −0.218942 1.23E−04
3 1 −0.209261 2.18E−04 6.4 −0.209529 1.26E−04
3 3 −0.190256 2.10E−04 13.63 −0.190141 1.30E−04
3 10 −0.144073 1.84E−04 41.38 −0.143501 1.27E−04
10 0.1 −0.071271 1.19E−04 3.49 −0.07137 9.15E−05
10 1 −0.068662 1.15E−04 4.66 −0.068854 8.99E−05
10 3 −0.063501 1.07E−04 7.29 −0.063369 8.61E−05
10 10 −0.050674 8.49E−05 16.23 −0.050674 7.44E−05
(b)
0.1 0.1 −0.977296 1.27E−04 2.24 −0.977336 2.58E−05
0.1 1 −0.97683 1.29E−04 6.18 −0.976679 2.79E−05
0.1 3 −0.975682 1.33E−04 15.3 −0.975767 3.22E−05
0.1 10 −0.974828 1.37E−04 44.9 −0.974733 4.36E−05
1 0.1 −0.822495 3.24E−04 2.38 −0.822111 1.97E−04
1 1 −0.822446 3.26E−04 5.13 −0.821846 2.03E−04
1 3 −0.823933 3.29E−04 10.75 −0.823994 2.14E−04
1 10 −0.83941 3.27E−04 26.32 −0.839533 2.29E−04
3 0.1 −0.658358 4.07E−04 2.22 −0.657242 3.64E−04
3 1 −0.66479 4.09E−04 3.73 −0.664704 3.62E−04
3 3 −0.67959 4.12E−04 6.67 −0.679703 3.58E−04
3 10 −0.72422 4.10E−04 14.49 −0.722886 3.42E−04
10 0.1 −0.544282 4.62E−04 1.98 −0.5438 4.60E−04
10 1 −0.551703 4.63E−04 2.47 −0.551153 4.57E−04
10 3 −0.567704 4.65E−04 3.54 −0.567366 4.48E−04
10 10 −0.61077 4.65E−04 6.76 −0.609865 4.27E−04
3 With the choices we made for PA, PS and PN, the correction terms in
the weight expression of Eq. (17) verify the property ka=k^PA ¼ ks=k^PS ¼
jkn=k^PN j¼ ðk^ þ 2jknjÞ=k^ .
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compensate the degradation in standard deviation (see
Fig. 8). For a given relative accuracy, the required
computation time is then driven by the impact of ρ
upon the standard deviation, and it is of course greater
as k^ becomes a larger and larger overestimate of the
true extinction coefficient.
Altogether, the use of negative values of the null-
collision coefficient is fully relevant when the approxi-
mated upper-bound k^ can be astutely designed, since the
convergence will be really reasonable: for k^≃0:9k, the
increase of the computing effort should not be a concern
(see Fig. 8 (a)) except if domains where kno0 are optically
thick with a high single scattering albedo (see Fig. 8 (b)).
Accordingly, most efforts design of k^ should focus on
avoiding the occurrences of such domains. Bad approx-
imates of the upper-bound (ρ⪡1) would yield pathological
behaviours, as expected.
The simulations performed with g≠0 and εo1 indicate
that the shape of the single scattering phase function has
very little influence (the values of A are affected but the
numerical behaviour is unchanged), and that surface reflec-
tion acts like scattering; because of multiple reflections,
more null-collision or scattering events can occur within
the domain of negative null-collision coefficients before
absorption and standard deviation increase (although less
than when increasing scattering).
4. Formal developments
This section is addressed to the reader interested by the
formal significance of null-collision algorithms. The phy-
sical meaning of null-collisions at the kinetic level is quite
trivial: they are additional collisions that change nothing
to the overall radiative transfer. But when looking at the
corresponding integral formulations, several observations
can be made, that could be useful in the process of
enhancing statistical convergence. A renewed viewpoint
can indeed be taken from which null-collisions are only of
secondary importance compared to the associated integral
reformulation. This reformulation alone suppresses the
need for an optical-thickness inversion procedure and
meshless algorithms can therefore be designed without
introducing any null-collision. The next paragraph,
entitled step 1, illustrates this point. In step 2 we argue
that it may still be useful to introduce a (non-strict)
overestimate k^ of the extinction coefficient, but k^ is not
used for sampling collision locations: it plays a role similar
to that of a control variate [7], allowing to get rid of
sign alternations that would otherwise be sources of
convergence difficulties. In step 3 we finally show how
Fig. 6. Standard deviation as a function of ρ, ka;maxL, ks;maxL at (a) x0 ¼
½0;0;0( and (b) x0 ¼ ½−L;0;0(.
Fig. 7. Computation time as a function of ρ, ka;maxL, ks;maxL at
(a) x0 ¼ ½0;0;0( and (b) x0 ¼ ½−L;0;0(.
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standard null-collision algorithms can be fully recovered
by choosing to also make use of k^ for free-path sampling as
well as for the weighting of branching tests. We advise
however that this choice does not entail optimized con-
vergence features.
Step 1: Our starting point is the observation that the
initial radiative transfer equation of Eq. (1) at stationary
state can be integrated backward along the line of sight to
give the following Fredholm equation:
f ðx;ωÞ ¼ f ðx−Lω;ωÞ þ
Z L
0
½ka;λsλ−ka;λf ðx−λω;ωÞ( dλ ð24Þ
This equation is easy to demonstrate but its structure does
not highlight the pictures of transport physics, which is
probably the reason why it is seldom mentioned in the
radiative transfer literature. Indeed, by comparison with
Eq. (3), no Beer extinction appears and it is difficult to
interpret physically the integration over space of the local
emission ka;λsλ. Of course, the exponentials are well recov-
ered due to the Fredholm structure of this equation
(f appearing within the integral). Fredholm equations are
common in photon transport physics but it is worth
mentioning that they are usually the result of scattering
or surface-reflection representations. In the present con-
text the fact that Beer extinction does not appear explicitly
is a strong advantage: the difficulties associated with the
inversion of exponential extinctions in heterogeneous
media are automatically by-passed. Let us consider the
particular case where f ðx−Lω;ωÞ ¼ 0. The same steps can
then be followed as in Eqs. (6) and (8), starting from Eq.
(24) instead of Eq. (5), to give
f ðx;ωÞ ¼
Z L0
0
pΛ0 ðλ0Þ dλ0½P1w1 þ ð1−P1ÞI1( ð25Þ
with
Ij ¼
Z Lj
0
pΛj ðλjÞ dλj½Pjþ1wjþ1 þ ð1−Pjþ1ÞIjþ1( ð26Þ
where the only changes by comparison with Eqs. (9) and
(10) are that the j-th free path is integrated between zero
and Lj ¼ L−∑j−1m ¼ 0λj, the probability density function pΛj ðλjÞ
is now an arbitrary probability density on ½0; Lj(, and the
Monte Carlo weights are
wj ¼ kaðxjÞsðxj;ωÞ
1
Pj
1
pΛj−1 ðλj−1Þ
& ∏
j−1
m ¼ 1
−kaðxmÞ 11−Pm
1
pΛm−1 ðλm−1Þ
" #
ð27Þ
Apart from the free paths being integrated over finite
intervals, which we will comment later, the essential
differences with the null-collision algorithm of Section 2
are that no k^ field has yet been introduced and that the
successive weights alternate signs (w140;w2o0;…). In
step 2 we argue that the first meaning and the main interest
of introducing k^ is to break this sign alternation.
Step 2: As detailed in the literature about exponential
transforms [8–10], it is shown in Appendix B that any
arbitrary positive scalar field k^ can be introduced to
transform Eq. (24) into
f ðx;ωÞ ¼ f ðx−Lω;ωÞ exp −
Z L
0
k^λ dλ
" #
þ
Z L
0
exp −
Z λ
0
dsk^s
" #
&½ka;λsλ þ ðk^λ−ka;λÞf ðx−λω;ωÞ( dλ ð28Þ
Very much like when introducing control variates to
modify the convergence features of Monte Carlo algo-
rithms [7], we can play with the arbitrary choice of the k^
field:
% First, if k^40 the exponentials insure that improper
integrals converge and Lmay be extended to infinity
to recover the same problem as in Section 2:
evaluating f ðx;ωÞ in the particular case of an infinite
medium. Eq. (28) becomes
f ðx;ωÞ ¼
Z þ∞
0
exp −
Z λ
0
k^s ds
" #
&½ka;λsλ þ ðk^λ−ka;λÞf ðx−λω;ωÞ( dλ ð29Þ
which is Eq. (5) exactly, where the Dirac integration
is solved (there is indeed no more need to highlight
the physical picture of a forward scattering equiva-
lent). Note that we only take the limit L-þ∞ for
didactic reasons and that all further reasoning
can be reproduced using Eq. (28) to address the
question of evaluating f ðx;ωÞ in bounded domains.
For instance, the term f ðx−Lω;ωÞ expð− R L0 k^λ dλÞ in
Eq. (28) is the one that allows the representation of
Fig. 8. Computation time in order to reach a 1% standard deviation as a
function of ρ, ka;maxL, ks;maxL at (a) x0 ¼ ½0;0;0( and (b) x0 ¼ ½−L;0;0(.
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surface emission and surface reflection in Section 3.
% Second, as in Section 2, k^ can be lower than ka. But,
as much as possible, k^ should still be chosen such
that k^4ka at most locations. Indeed this ensures
that both ka;λsλ and ðk^λ−ka;λÞf ðx−λω;ω′Þ in Eq. (29)
are positive terms, with the direct consequence that
Monte Carlo weights are strictly positive: the con-
vergence difficulties due to sign alternation vanish.
The technical steps of Eqs. (6) and (8) can again be
taken, this time to recover Eqs. (9) and (10) exactly,
with the following new expression for wj (which is
strictly positive if k^−ka40):
wj ¼ kaðxjÞ exp −
Z λj−1
0
k^ðxj−1−sωÞ ds
" #
&sðxj;ωÞ
1
Pj
1
pΛj−1 ðλj−1Þ
& ∏
j−1
m ¼ 1
k^ðxmÞ−kaðxmÞ
' (h
&exp −
Z λm−1
0
k^ðxm−1−sωÞ ds
" #
1
1−Pm
1
pΛm−1 ðλm−1Þ
#
ð30Þ
where the pΛj ðλjÞ probability densities and the Pj
probabilities are now fully arbitrary [7,11]. Note in
particular that k^ appears in the weight expression,
but that pΛj and Pj can be chosen independent of k^.% Third, choosing k^ as close to ka as possible is useful,
this time not as far as statistical convergence is
concerned, but in terms of computational costs. Let
us indeed admit that pΛj and Pj could be ideally
chosen according to a zero-variance strategy
[11–14]. If we temporary admit that k^ is strictly
greater than ka at all locations, then zero-variance is
obtained with
pΛj ðλjÞ ¼
1
f ðxj;ωÞ
exp −
Z λj
0
k^ðxj−sωÞ ds
" #
&½kaðxjþ1Þsðxjþ1;ωÞ þ ðk^ðxjþ1Þ−kaðxjþ1ÞÞf ðxjþ1;ωÞ(
ð31Þ
and
Pj ¼
kaðxjÞsðxj;ωÞ
kaðxjÞsðxj;ωÞ þ ðk^ðxjÞ−kaðxjÞÞf ðxj;ωÞ
ð32Þ
(see Appendix C). Then only one sample is required to
reach the exact solution and the remaining question is
the computation cost of the sampling procedure itself.
This cost is directly related to the average value of the
recursion level: the value of the index j at which the
sampling algorithm is exited. This average recursion
level is obviously related to the value of Pj: there is
ideally no recursionwhen Pj¼1, which is reached when
k^ is strictly identical to ka. Altogether, our conclusions
match those of all previous publications: k^ should be
greater than ka and should be as close to ka as possible.
However, we reach these conclusions without any
reference to k^ as an extinction coefficient to be used
for the sampling of collision locations. So, not only the
constraint k^4ka becomes non-strict (as illustrated in
the previous sections), but it is also no more required
that the function τ^ðλÞ ¼ R λ0 k^ðx−sω;ω; t þ s=cÞ ds be
analytically invertible: all we need is that τ^ðλÞ be easily
evaluated as it appears within the exponentials in the
weight expression of Eq. (30).
Step 3: To recover the standard null-collision algorithm
of Section 2 (before extension to negative kn values), it
suffices to make the following choice for pΛj and Pj (that
were arbitrary up to now):
pΛj ðλjÞ ¼ k^ðxjþ1Þ exp −
Z λj
0
k^ðxj−sωÞ ds
" #
ð33Þ
and
Pj ¼
kaðxjÞ
k^ðxjÞ
ð34Þ
This choice is well guided by the physical pictures, but
nothing motivates this particular choice in terms of statis-
tical convergence. We have indeed already mentioned
that the ideally optimized choice (if it was practicable)
would be that of Eqs. (31) and (32), but for Eqs. (33) and
(34) to match Eqs. (31) and (32), it is required that
f ðxj;ωÞ≈f ðxjþ1;ωÞ≈sðxj;ωÞ≈sðxjþ1;ωÞ. This is a fair approx-
imation only in the limit of thermodynamic equilibrium
and this strongly limits the applicative potential.
5. Conclusions
Altogether, the null-collision concept was revisited,
thinking more specifically of radiative transfer applica-
tions. The corresponding algorithms introduce no specific
convergence difficulty, which is not surprising considering
the well known similarities between photon-transport and
neutron or electron-transport, the two particle-transport
physics that motivated initially the introduction of null-
collisions in Monte Carlo path-tracking algorithms.
It was also shown, by two different formal means, how
null-collision algorithms provide exact unbiased statistical
estimations of the solution of the radiative transfer equa-
tion. In both cases (in Sections 2 and 4), thanks to its
linearity properties, the radiative transfer equation was
replaced by a rigorous integral-equivalent. In the first case,
the radiative transfer equation included null-collisions
from the start; in the second case, null-collisions were
introduced at the integral level.
Besides their meaning in terms of algorithmic valida-
tion, these integral formulation efforts open two new
fields of investigation. We first showed how null-
collision algorithms can be slightly transformed in order
to deal with the unexpected occurrence of negative values
of the null-collision extinction coefficient. We checked that
this transformation does not introduce pathological con-
vergence difficulties that would make it impractical, and
our conclusion is that difficulties will only be encountered
when the domain of negative null-collision coefficients
is optically thick with a high single-scattering albedo.
Absorption reduces the difficulty because it reduces the
number of times the Monte Carlo weight is multiplied by a
negative correction term of absolute value greater than
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unity. Pathological behaviours will therefore only be
encountered when k^ is a poor overestimate of the true
extinction coefficient, for scattering dominated media.
If such difficulties were practically encountered, the
question could first be addressed by adjusting the branch-
ing probabilities PA, PS and PN (we made a practical
proposition for these probabilities, but we did not explore
alternative choices). Further investigations in this direction
would then certainly consist in transforming the integral
structure. We suggest furthermore that this question
should be enlarged by considering the meaning of the
integral structure highlighted in Section 4. It seems indeed
that the meshless feature of null-collision algorithms has
very little to do with the null-collisions themselves, but
rather with an underlying Fredholm formulation that
bypasses the question of dealing with path-integrated
extinction-coefficients appearing within the exponential
function. Introducing null-collisions could then be viewed
mainly as a practical way to enhance statistical conver-
gence, very much like introducing control variates in
standard Monte Carlo convergence-enhancement techni-
ques. Accordingly, we propose that alternative solutions
could be explored starting back from the primary Fred-
holm formulation. We only opened this investigation field
in the last section, but we are convinced that it is worth to
give it a close attention.
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Appendix A. Terminology and bibliographic entries
Null-collision algorithms have been developed inde-
pendently in two branches of physics: plasma physics and
neutron transport. Consequently, according to disciplines
and authors, they are found under different designations:
null-collisions, fictitious-collisions, pseudo-collisions, null-
events, Woodcock-tracking, delta-scattering, pseudo-
scattering, etc.
In the field of plasma physics, null-collision algorithms
were first formulated by Skullerud in 1968 [1] to sample
ion/molecule collision times. This publication led to
further refinements in the same application field, for
instance [3,15] or [16]. These advances have also directly
inspired the community studying the dynamics of rarefied
gases [17].
Meanwhile, this technique was developed for neutron
transport applications by Woodcock et al. [2]. They are
legitimately recognized as the founders of null-collision
algorithms in their field. A significant step was then the
formalisation effort reported in [18], that enlarged the
application potential of Woodcock algorithm. Today, the
so-called “Woodcock tracking” is implemented in many
transport simulation codes such as SERPENT [19] or
MORET [20]. These ideas have also significantly impacted
the communities of image synthesis and tomography
research [4,5,21].
Appendix B. Exponential transform
In the literature about exponential transforms [8–10], a
new distribution function gðx;ωÞ ¼ f ðx;ωÞ expðR L0 k^s dsÞ is
introduced and is reported in transport equations such as
Eq. (1) to get (here in the particular case of stationary
radiation in a non-scattering medium)
ω:∇gðx;ωÞ ¼ ½k^ðxÞ−kaðxÞ(gðx;ωÞþkaðxÞsðx;ωÞ exp
Z L
0
k^s ds
" #
ðB:1Þ
The problem is then solved in g instead of f, using Monte
Carlo approaches, and the arbitrary k^ field is adjusted in
order to minimize the variance of the estimator (essen-
tially using adjoint formulation similar to that of the zero-
variance literature). Here, we build a Fredholm equation
starting from Eq. (B.1) (as in Step 1):
gðx;ωÞ ¼ gðx−Lω;ωÞ þ
Z L
0
dλ½k^λ−ka;λ(gðx−λω;ωÞ
þka;λsλ exp
Z L−λ
0
k^s ds
" #
ðB:2Þ
Reporting the expression of gðx;ωÞ ¼ f ðx;ωÞ expðR L0 k^s dsÞ
in Eq. (B.2) leads to Eq. (28).
Appendix C. Zero-variance strategy
In the Monte Carlo literature, zero-variance refers to
algorithms such that the Monte Carlo weight is strictly and
systematically equal to the quantity to be estimated
independently of the sampling occurrences. This corre-
sponds to ideal convergence in the sense that perfect
convergence is obtained with a single Monte Carlo sam-
pling event. The design of such algorithms is always part of
pure-theoretical reasoning and can be quite tedious. Here,
starting from Eq. (29) in the restrictive case of k^4ka
(so that, all terms are positive), such an algorithm can be
easily designed using only an ideally optimized impor-
tance sampling procedure. Indeed, a random variable Λ of
probability density function pΛ on ½0;þ∞( can be intro-
duced to give
f ðx;ωÞ ¼
Z þ∞
0
pΛðλÞ dλwðλÞ ðC:1Þ
with
wðλÞ ¼ 1
pΛðλÞ
exp −
Z λ
0
k^s ds
" #
½ka;λsλþðk^λ−ka;λÞf ðx−λω;ωÞ(
ðC:2Þ
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and wðλÞ is equal to f whatever the sampled value of λ as
soon as
pΛðλÞ ¼
1
f ðx;ωÞ exp −
Z λ
0
k^s ds
" #
&½ka;λsλ þ ðk^λ−ka;λÞf ðx−λω;ωÞ( ðC:3Þ
This is Eq. (31) exactly, except for recursive notations.
If we now want that the algorithm branches between
pure absorption and null-collisions (to recover the algo-
rithmic structure of Eqs. (9) and (10)), it suffices to
introduce an absorption probability P and write
f ðx;ωÞ ¼
Z þ∞
0
pΛðλÞ dλfPwaðλÞ þ ð1−PÞwnðλÞg ðC:4Þ
with
waðλÞ ¼ 1pΛðλÞ
exp −
Z λ
0
k^s ds
" #
ka;λsλ
P
ðC:5Þ
and
wnðλÞ ¼ 1pΛðλÞ
exp −
Z λ
0
k^s ds
" # ðk^λ−ka;λÞf ðx−λω;ωÞ
1−P
ðC:6Þ
We keep the previous choice for pΛ (Eq. (C.3)), and we still
want to achieve waðλÞ ¼wnðλÞ ¼ f ðx;ωÞ, then we get
P ¼ ka;λsλ
ka;λsλ þ ðk^λ−ka;λÞf ðx−λω;ωÞ
ðC:7Þ
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