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A NONCOMMUTATIVE TRANSPORT METRIC AND
SYMMETRIC QUANTUM MARKOV SEMIGROUPS AS
GRADIENT FLOWS OF THE ENTROPY
MELCHIOR WIRTH
Abstract. We study quantum Dirichlet forms and the associated symmetric
quantum Markov semigroups on noncommutative L2 spaces. It is known from the
work of Cipriani and Sauvageot that these semigroups induce a first order differ-
ential calculus, and we use this differential calculus to define a noncommutative
transport metric on the set of density matrices. This construction generalizes both
the L2-Wasserstein distance on a large class of metric spaces as well as the discrete
transport distance introduced by Maas, Mielke, and Chow–Huang–Li–Zhou. As-
suming a Bakry–E´mery-type gradient estimate, we show that the quantumMarkov
semigroup can be viewed as a metric gradient flow of the entropy with respect to
this transport metric. Under the same assumption we also establish that the set
of density matrices with finite entropy endowed with the noncommutative trans-
port metric is a geodesic space and that the entropy is semi-convex along these
geodesics.
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Introduction
Since the seminal work of Jordan–Kinderlehrer–Otto [JKO98] and Otto [Ott01]
it is known that the space of probability measures on Rd endowed with the L2-
Wasserstein metric can, at least formally, be viewed as an infinite-dimensional Rie-
mannian manifold and the heat flow as gradient flow of the Boltzmann entropy.
This insight spawned a lot of subsequent activity, extending the gradient flow
characterization to various other geometric settings (see [AGS14a, AS18, Erb10,
GKO13, Jui14, OS09]) as well as to other evolution equations (see [Erb16, Ott01]).
Not the least, the characterization of the heat flow as gradient flow of the entropy
played a crucial role in the work of Ambrosio, Gigli and Savare´ [AGS14a, AGS14b,
AGS15] that provided an understanding of the connection between synthetic lower
bounded Ricci curvature bounds in the sense of Lott–Sturm–Villani [LV09, Stu06a,
Stu06b] and Bakry–E´mery [BE´85].
The author was financially supported by the German Academic Scholarship Foundation (Stu-
dienstiftung des deutschen Volkes) and the German Research Foundation (DFG) via RTG 1523.
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In contrast, for discrete spaces respectively evolution equations with nonlocal
generators, the Monge–Kantorovich formulation of transport distances has turned
out not to be useful in this direction: While one can define the Wasserstein distances
Wp for an arbitrary metric d, absolutely continuous curves in the Wasserstein space
are constant when d is discrete and thus there are no non-trivial gradient flows.
However, Maas [Maa11], Mielke [Mie11], and Chow–Huang–Li–Zhou [CHLZ12]
independently defined a discrete transport metric W on the set of probability den-
sities over a finite graph such that the heat flow for the graph Laplacian coincides
with the gradient flow of the entropy with respect to W. Instead of the Monge–
Kantorovich optimal transport problem, their approach is based on a discrete version
of the Benamou–Brenier formula [BB00], which gives an equivalent description of
the L2-Wasserstein metric on probability measures on Euclidean space.
This new metric has already proven to be very fertile. On the one hand, the gra-
dient flow characterization has been generalized to the heat equation for generators
of jump processes [Erb14] as well as a variety of other evolution equations on graphs
[CLZ17a, EM14, EFLS16, LM13]. On the other, (variants of) the metric W has
been used (among other things) to define lower Ricci curvature bounds for graphs
[EM12] and to study a new discrete version of the nonlinear Schro¨dinger equation
[CLZ17b]
Moreover, in recent years have seen new activity in the study of matrix-valued
optimal transport with several groups studying a version of the metric W for ma-
trix algebras (see [CM14, CM17, CGGT17, CGT16, MM17]); and, independently,
Brenier [Bre17a, Bre17b] discovered a surprising connection between matrix-valued
optimal transport and fluid dynamics. Notably, Carlen and Maas [CM14, CM17]
showed that the metricW allows to view the flow determined by a finite-dimensional
Markovian quantum master equation as gradient flow of the von Neumann entropy.
Both in the case of graphs and matrix algebras, all work so far has been limited to a
finite-dimensional setting and the question of extending it to the infinite-dimensional
case has been raised in several of the mentioned articles. The goal of this paper is
to present such an extension. More precisely, we give a definition of W and a
characterization of the flow defined by a Markovian quantum master equation as
gradient flow of the entropy for quantum Dirichlet forms – a setting that generalizes
many of the ones above – based on the first order differential calculus developed by
Cipriani and Sauvageot [CS03].
In particular, this article gives the first unified approach to the results in the local
case (for example the heat equation on Euclidean space, manifolds, infinitesimally
Riemannian metric measure spaces) on the one hand and non-local case (e.g. heat
equation on graphs, for fractional powers of the Laplacian) on the other hand, which
could only be treated by analogy until now.
On the noncommutative side, this setting does not only treat infinite-dimensional
quantum systems, but also some classical examples of noncommutative geometry
such as the noncommutative heat semigroup on the noncommutative torus. This
could open the door to a theory of Ricci curvature for noncommutative spaces, a
concept that has been notoriously elusive in noncommutative geometry until now.
Let us shortly comment on the differences to prior work. In contrast to the case of
metric measure spaces, many powerful tools of optimal transport are not available
here, and in the Benamou–Brenier formulation, the continuity equation depends
linearly on the measure density in the local case, while in our setting, it is in general
a nonlinear equation in the density.
These problems have already been tackled successfully in the non-local case of
graphs and jump processes, however, the necessary analysis of monotonicity and
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convexity properties turns out more difficult in the noncommutative setting as op-
erator monotonicity and operator convexity are decidedly more rigid notions than
their commutative counterparts.
Compared to previous work on matrix-valued optimal transport, we deal not
only with operators on an infinite-dimensional space (as opposed to matrices), but
mostly with unbounded ones. This requires a careful adaptation of classical tools for
operator monotonicity and convexity, which are usually only developed for bounded
operators. Furthermore, it is only in the infinite-dimensional case that the full power
of the theory of gradient flows in metric spaces is needed.
Let us therefore stress that the infinite-dimensional setting does not only include
new classes of examples, but that it is also necessary for unified treatment of the
local and non-local case is possible since locality is a purely infinite-dimensional
phenomenon (incidentally, it did not appear in the seminal work of Beurling–Deny
[BD58] on Dirichlet forms, as they only treated the finite-dimensional case).
Among other possible applications, we hope to lay the ground for a systematic
study of displacement convexity of the entropy for infinite-dimensional quantum
systems, a topic which has already proven useful for convergence results in the
finite-dimensional case [CM17].
Moreover, the theory developed here could provide a framework for approximation
results of smooth spaces or infinite-dimensional systems by discrete spaces or finite-
dimensional systems, which so far have only been treated in some particular cases
[GM13, Gar17].
Let us summarize the content of this article in some more detail. In Section 1 we
recall some basic facts about noncommutative integration and quantum Dirichlet
forms, including the first order differential calculus of Cipriani and Sauvageot. One
classical example of a (commutative) Dirichlet form is the Dirichlet energy on Rn,
that is,
E(u) = −
∫
u∆u dx.
By partial integration, E can equivalently be expressed as
E(u) =
∫
Rn
|∇u|2,
and ∇ is a derivation in the sense that it satisfies the product rule ∇(uv) = u∇v +
v∇u.
Now, if E is a Dirichlet form on the noncommutative L2 space L2(M, τ) with
generator L, the first order differential calculus of Cipriani and Sauvageot (Theorem
1.9) asserts that it can be represented in the same way, that is, there exists a Hilbert
bimodule H and an operator ∂ with values in H such that
E(a) = ‖∂a‖2H
and ∂ satisfies the product rule ∂(ab) = a∂b+(∂a)b. Notice that unlike in the case of
the Dirichlet energy on Rn, the left and right multiplication on H may be different.
A priori, the left and right multiplication on H are only defined for elements in
D(E)∩M. In Section 2 we study when they can be extended to all ofM. It turns
out that this question is closely related to the carre´ du champ
Γ(a)(x) = 〈x∂a, ∂a〉H.
The carre´ du champ is σ-weakly continuous (in the commutative case, this holds if
and only if the energy measure is absolutely continuous with respect to the reference
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measure) for all a ∈ D(E) if and only if the left and right multiplication have a σ-
weakly continuous extension to all of M (Theorem 2.4). For the rest of the article
we work under the standing assumption that this property holds.
In the classical Otto calculus on Euclidean space, the tangent space of P(Rn) at
ρ dx is identified withH1(Rn, ρ dx). In particular, the norm of the tangent vector ψ is
given by
∫ |∇ψ|2ρ dx. In our framework, the latter could be replaced by 〈ρ∂a, ∂a〉H
or 〈(∂a)ρ, ∂a〉H or any “mean” of these two extreme cases (these two examples
correspond to the left and right trivial mean).
We study a class of such means in Section 3. For a suitable mean θ we define
ρˆ = θ(L(ρ), R(ρ)). A key technical role in this study plays the Lipschitz algebra Aθ
of bounded elements a of D(E) such that
‖∂a‖2ρ = 〈ρˆ ∂a, ∂a〉H
is bounded on the space of density matrices. In this case, ‖∂a‖2ρ depends upper
semicontinuously on ρ (Theorem 3.12). The elements of Aθ can be tested uniformly
against ρˆ for all density matrices ρ, which makes them a suitable choice of test
“function” in the continuity equation discussed below.
While the discussion of Section 3 is rather general, we then focus on the logarith-
mic mean
θ(s, t) =
s− t
log s− log t ,
which was already identified by Maas and Mielke as the correct mean to study
gradient flows of the entropy Ent(ρ) = τ(ρ log ρ).
In Section 4 we introduce the noncommutative transport metricW via an analogue
of the Benamou–Brenier formula (Definition 4.7). It is given as the length metric
associated with the action functional
(ρt) 7→
∫
〈ρˆtDρt, Dρt〉H dt
defined on a class of admissible curves, where the velocity vector field (Dρt) is
determined by the abstract continuity equation
ρ˙t = ∂
∗(ρˆtDρt)
in a suitable weak sense. Further we establish some basic properties such as the
convexity of W (Lemma 4.24) and lower semicontinuity of the action functional
with respect to pointwise weak convergence in L1 (Theorem 4.16).
Section 5, which is quite technical in nature, deals with the entropy and the Fisher
information. The latter is formally given by I(ρ) = E(ρ, log ρ), but this expression
suffers from several regularity issues (not all density matrices are in the domain
of E , the logarithm is not a Lipschitz function), so we spend much of this section
giving a rigorous definition via approximation and showing that several different
approximations yield the same result. Then we go on to show that solutions of the
quantum master equation are admissible curves in the definition of W (Proposition
5.22, Corollary 5.24) and the entropy dissipation rate along these curves is given by
the Fisher information (Proposition 5.23).
In Section 6, we come to the identification of the flow defined by the Markovian
quantum master equation with the gradient flow of the entropy. First, we introduce
the gradient estimate GE(K,∞) in Definition 6.1. If E is the Dirichlet energy on
a Riemannian manifold, then GE(K,∞) reduces to the well-known Bakry–E´mery
gradient estimate
Γ(Ptf) ≤ e−2KtPtΓ(f),
which is equivalent to Ric ≥ K.
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After a technical subsection singling out a suitable class of regular curves, we can
then show in Theorem 6.21 that GE(K,∞) implies that the flow defined by the
Markovian quantum Master equation
ρ˙t = −Lρt
is an EVIK gradient flow of the entropy, that is,
1
2
d+
dt
W(Ptρ, σ)2 + K
2
W(Ptρ, σ)2 + Ent(Ptρ) ≤ Ent(σ).
In Section 7 we study consequences of the gradient flow characterization with regard
to semi-convexity of the entropy along geodesics. The EVIK implies that the distance
W between two density matrices with finite entropy can be realized by a sequence
of curves with uniformly bounded entropy. Combining this fact with the weak L1-
compactness of sublevel sets of the entropy, we conclude that density matrices with
finite entropy are joined by a minimizing geodesic (Theorem 7.7). Finally, by an
abstract result on gradient flows, the entropy is K-convex along geodesics, that is,
Ent(ρt) ≤ (1− t)Ent(ρ0) + tEnt(ρ1)− K
2
t(1− t)W(ρ0, ρ1)2.
The relation between GE(K,∞), EVIK and geodesic K-convexity are summarized
in Theorem 7.12.
Acknowledgments. The author would like to express his gratitude to his supervi-
sor Daniel Lenz for the support and helpful advice during his ongoing PhD studies.
He wants to thank Matthias Erbar and Jan Maas for fruitful discussions on the topic
of this article and Aljosha Sukeylo for the translation of the article [Tik87].
After the project had grown, we learned that ideas for a related, but slightly
different definition of the metricW had also been developed independently by David
Hornshaw [Hor18]. The author is grateful for the exchange of draft versions and
discussions.
1. Quantum Dirichlet Forms
In this section we give a short overview over the theory of noncommutative in-
tegration and noncommutative Dirichlet forms, and show how some examples en-
countered later fit into that framework. In particular, we review the first order
differential calculus developed by Cipriani and Sauvageot, which will be a central
tool later on.
To begin, let us recall some basics of noncommutative integration theory as de-
veloped in [Seg53b, Seg53a]; a good overview is given in [PX03].
An algebraM of bounded operators on a Hilbert space H is called von Neumann
algebra if it is closed under taking adjoints, contains 1 and is closed in the weak
operator topology. The set M′ = {x ∈ L(H) | xy = yx for all y ∈ M} is called the
commutant of M. By the bicommutant theorem, a unital ∗-subalgebra of L(H) is
a von Neumann algebra if and only if M = M′′. The set of all positive operators
in M is denoted by M+.
Let M be a von Neumann algebra. A map τ : M+ −→ [0,∞] is called a weight
if τ(λx) = λτ(x) and τ(x + y) = τ(x) + τ(y) for all λ ≥ 0, x, y ∈ M+ (with the
convention 0 · ∞ = 0).
The weight τ is called
• normal if τ(supi xi) = supi τ(xi) for every increasing net (xi) in M+,
• semi-finite if τ(x) = sup{τ(y) | 0 ≤ y ≤ x, τ(y) <∞} for all x ∈M+,
• faithful if τ(x∗x) = 0 implies x = 0,
• tracial or a trace if τ(x∗x) = τ(xx∗) for all x ∈ M.
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We say that τ is an n.s.f. trace if it is an normal, semi-finite, faithful, tracial
weight, and call the pair (M, τ) a tracial von Neumann algebra. Every n.s.f. trace τ
induces a faithful normal representation πτ on a Hilbert space Hτ . We will routinely
identify M with πτ (M).
A closed, densely defined operator x is said to be affiliated with M if xu = ux
for every unitary u ∈ M′. A self-adjoint operator x is affiliated with M if and
only if ϕ(x) ∈ M for every bounded Borel function ϕ : R −→ R. An affiliated
operator x is called τ -measurable if τ(1(λ,∞)(|x|)) < ∞ for some λ ≥ 0. The set of
all τ -measurable operators is denoted by L0(M, τ).
The trace τ can be extended to the set of positive τ -measurable operators via
τ(x) =
∫
[0,∞)
λ d(τ ◦ e)(λ),
where e denotes the spectral measure of x. Equivalently, τ(x) = supn∈N τ(x ∧ n).
The noncommutative Lp spaces are defined as
Lp(M, τ) = {x ∈ L0(M, τ) | τ(|x|p) <∞}
for p ∈ [1,∞) and endowed with the norm ‖·‖p = τ(|·|p)1/p. For p = ∞ one sets
L∞(M, τ) =M.
The space Lp(M, τ) coincides with the completion of {x ∈ M | τ(|x|p) < ∞}
with respect to ‖·‖p. In particular, it is a Banach space. Moreover, L2(M, τ) ∼= Hτ .
Example 1.1. If (X,B, m) is a localizable (for example σ-finite) measure space, then
L∞(X,m) is a von Neumann algebra (acting on L2(X,m) by multiplication) and
the functional
τm : L
∞
+ (X,m) −→ [0,∞], τm(f) =
∫
X
f dm
is an n.s.f. trace. Moreover, every commutative tracial von Neumann algebra arises
in this way.
The space Lp(L∞(X,m), τm) is isometrically isomorphic to L
p(X,m), and the
isomorphism can be chosen in such a way that it is consistent for all p ∈ [1,∞].
Remark 1.2. If A is a C∗-algebra and τ : A+ −→ [0,∞] a lower semicontinuous,
semi-finite, faithful trace, one also gets a GNS representation πτ on a Hilbert space
Hτ . In this case, L
∞(A, τ) = πτ (A)
′′ is a von Neumann algebra and τ extends to an
n.s.f. weight on L∞(A, τ). One sets Lp(A, τ) := Lp(L∞(A, τ), τ).
From a theoretical point of view one can therefore always assume to be given a
tracial von Neumann algebra (M, τ), but in the examples it will sometimes be more
convenient to give a description in terms of (A, τ).
Denote by Lph(M, τ) the set of self-adjoint (as operators on Hτ) elements of
Lp(M, τ). One advantage of the definition via affiliated operators over that as
abstract completion is the fact that we can use functional calculus for elements of
Lph(M, τ).
For the next lemma recall that for a nonempty, closed, convex subset C of a Hilbert
space H and x ∈ H there is a unique element y ∈ C with ‖x− y‖ = infz∈C‖x− z‖.
The map PC : x 7→ y is called (metric) projection onto C. The element PC(x) can
alternatively be characterized as the unique y ∈ C such that
Re〈x− y, z − y〉 ≤ 0
for all z ∈ C.
We write α ∧ β = min{α, β} and α ∨ β = max{α, β} for α, β ∈ R. If x is a self-
adjoint operator, x ∧ α stands for the application of the function min{ · , α} to x,
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which is the infimum of x and α1 in the (commutative) unital C∗-algebra generated
by x.
Lemma 1.3. Let (M, τ) be a tracial von Neumann algebra and let C be the closure
of {x ∈ L2h(M, τ) ∩M | x ≤ 1} in L2(M, τ). Then C is convex and the projection
PC onto C is given by PC(a) = a ∧ 1 for all a ∈ L2h(M, τ).
Proof. It is easy to see that C is convex. For a ∈ L2h(M, τ) let an = (a ∧ 1) ∨ (−n).
Then an ∈ L2h(M, τ) ∩M, an ≤ 1 and an → a ∧ 1 in L2(M, τ), hence a ∧ 1 ∈ C. If
b ∈M∩ L2h(M, τ) with b ≤ 1, then
τ((a− a ∧ 1)(b− a ∧ 1)) = τ((a− 1)1/2+ (b− a ∧ 1)(a− 1)1/2+ )
≤ τ((a− 1)1/2+ (1− a ∧ 1)(a− 1)1/2+ )
= τ((a− 1)+(a− 1)−)
= 0.
For arbitrary b ∈ C, the inequality above follows by continuity. Thus PC(a) =
a ∧ 1. 
Now we can turn to the theory of Dirichlet forms and Markovian semigroups in
the noncommutative setting. For some basic references see [AH77, DL92], for the
first order differential calculus described below see [CS03] and the expository article
[Cip08].
A quadratic form E : L2(M, τ) −→ [0,∞] is real if E(a∗) = E(a) for all a ∈
L2(M, τ) and Markovian if E(a∧1) ≤ E(a) for all a ∈ L2h(M, τ). The lemma above
shows that the cut-off a∧ 1 can be understood either as an application of functional
calculus or as projection in L2(M, τ).
By the next lemma (see [DL92, Proposition 2.12] and [CS03, Theorem 10.2]),
Markovian forms automatically satisfy a stronger contraction property with respect
to Lipschitz functional calculus.
Lemma 1.4. A closed real quadratic form E : L2(M, τ) −→ [0,∞] is Markovian
if and only if E(f(a)) ≤ E(a) for all a ∈ L2h(M, τ) and all 1-Lipschitz functions
f : R −→ R with f(0) = 0.
For n ∈ N denote by trn the normalized trace on Mn(C) and let τn = τ ⊗ trn on
(M⊗Mn(C))+ ∼= Mn(M)+, that is,
τn : Mn(M)+ −→ [0,∞], τn((aij)) = 1
n
n∑
i=1
τ(aii).
The quadratic form E can be extended to L2(Mn(M), τn) via
En : L2(Mn(M), τn) −→ [0,∞], En((aij)) =
n∑
i,j=1
E(aij).
We say that E is completely Markovian if En is Markovian for all n ∈ N.
A lower semicontinuous, densely defined, real, completely Markovian quadratic
form E on L2(M, τ) is called completely Dirichlet form on (M, τ).
Remark 1.5. For every quadratic form q on a Hilbert space H there is an associated
sesquilinear form q˜ defined as
q˜ : D(q)×D(q) −→ C, q˜(u, v) = 1
4
3∑
k=0
ikq(u+ ikv),
where D(q) = {u ∈ H | q(u) < ∞}. We will use these two points of view inter-
changeably and write q for both of these maps.
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Remark 1.6. In [CS03], an additional condition called regularity is imposed in most
results. This property depends not only on the form E , but also on the choice of
some C∗-subalgebra ofM. Every completely Dirichlet form E is regular with respect
to the norm closure of D(E) ∩M.
Example 1.7. Let (X,B, m) be a localizable measure space. Every Markovian form
on L∞(X,m) is completely Markovian so that Dirichlet forms on L2(X,m) in the
sense of Beurling–Deny [BD58, BD59] can be identified with completely Dirichlet
forms on L2(L∞(X,m), τm).
There is a bijective correspondence between quantum Dirichlet forms and quan-
tum sub-Markov semigroups on (M, τ) analogous to the commutative case: The
semigroup (Pt) generated by a positive self-adjoint operator L on L2(M, τ) is sub-
Markovian, that is, 0 ≤ Pt(a) ≤ 1 for 0 ≤ a ≤ 1, if and only if the quadratic form
generated by L is a Markovian form (see [AH77, Theorems 2.7, 2.8] in the finite case
and [DL92, Theorems 2.13, 3.3] in the semi-finite case).
Moreover, (Pt) extends uniquely to strongly continuous semigroups on L
p(M, τ)
for p ∈ [1,∞) and to a quantum sub-Markov semigroup on M. We will usually
denote these extensions by the same symbol, occasionally also writing (P
(p)
t ) when
the space on which the semigroup acts is important. Similarly, L(p) denotes the
generator of (Pt) on L
p(M, τ)
The curve (P
(p)
t a)t≥0 is the unique (mild) solution of the initial value problem for
the Markovian quantum master equation{
x˙t = −L(p)xt,
x0 = a
in Lp(M, τ).
The semigroup (Pt)t≥0 is called conservative if Pt1 = 1. As we want to study
the evolution on density matrices, conservativeness is a natural assumption, so we
reserve a special name for the associated Dirichlet forms (motivated by the term
quantum Markov semigroup for the corresponding semigroup on M).
Definition 1.8 (Quantum Dirichlet form). A completely Dirichlet form E is called
quantum Dirichlet form if the associated semigroup (Pt) is conservative.
The following representation theorem for completely Dirichlet forms by Cipriani
and Sauvageot (see [CS03, Theorems 4.7, 8.2, 8.3]) is central to our investigations.
Theorem 1.9 (First order differential calculus). Let E be a quantum Dirichlet form
on the tracial von Neumann algebra (M, τ) and C = D(E) ∩M.
Then C is a ∗-algebra and there exist a Hilbert spaceH, commuting non-degenerate
∗-representations L of C and R of C◦ on H, an anti-linear isometric involution
J : H −→ H, and a closed operator ∂ : D(E) −→ H such that
• J intertwines L and R: L(a) = JR(a)∗J for all a ∈ C,
• ∂ is J-real: J∂a = ∂(a∗) for all a ∈ C,
• ∂ satisfies the Leibniz rule: ∂(ab) = L(a)∂b +R(b)∂a for all a, b ∈ C,
• E can be represented by ∂: E(a) = ‖∂a‖2H for all a ∈ D(E).
If (∂˜, H˜, L˜, R˜, J˜) is another quintuple with the same properties, then there exists a
unitary map U : H −→ H˜ such that
• U∂ = ∂˜,
• UL = L˜, UR = R˜,
• UJ = J˜U .
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In the sense of this theorem, we can speak of the first order differential calculus
associated with E . The ∗-representations L,R are to be understood as left and right
multiplication of C on H. Accordingly, we will write a · ξ and ξ · b for L(a)ξ and
R(b)ξ, respectively.
Remark 1.10. In the theorem, C◦ denotes the opposite algebra of C, that is, the ∗-
algebra with same underlying vector space and involution, but with multiplication
given by a ◦ b = ba for a, b ∈ C.
Remark 1.11. Instead of conservativeness, it suffices to assume that the killing term
of E vanishes in the sense of [CS03, Theorem 8.1].
An important consequence of the product rule for the first order differential cal-
culus is a (two-variable) chain rule. For that purpose, let
f˜ : I × I −→ R, f˜(s, t) =
{
f(s)−f(t)
s−t
if s 6= t,
f ′(s) if s = t
for f ∈ C1(I). The function f˜ is sometimes called the quantum derivative of f .
With this notation, the chain rule reads as follows ([CS03, Lemma 7.2]).
Lemma 1.12 (Chain rule). If f ∈ C1(R) has bounded derivative and f(0) = 0, then
∂f(a) = f˜(L(a), R(a))∂a.
for all a ∈ D(E)h.
If E is strongly local, then L = R and one recovers the usual chain rule ∂f(a) =
f ′(a)∂a.
Example 1.13 (Weighted graphs). Let X be a countable set, m : X −→ (0,∞) and
b : X ×X −→ [0,∞) such that
• b(x, x) = 0 for all x ∈ X ,
• b(x, y) = b(y, x) for all x, y ∈ X ,
• ∑y b(x, y) <∞ for all x ∈ X .
The triple (X, b,m) is called a weighted graph (compare [KL10, KL12]). Often one
allows for an additional killing weight c : X −→ [0,∞), but the associated Dirichlet
form will never be conservative if c 6= 0, so we drop it from the beginning.
The associated Dirichlet form with Neumann boundary conditions is
E (N) : ℓ2(X,m) −→ [0,∞], E (N)(u) = 1
2
∑
x,y
b(x, y)|u(x)− u(y)|2.
The associated Dirichlet form with Dirichlet boundary conditions E (D) is the closure
of the restriction of E (D) to Cc(X).
The first order differential calculus associated with E (N) is given by H = ℓ2(X ×
X, 1
2
b), (u · ξ)(x, y) = u(x)ξ(x, y), (ξ · v)(x, y) = ξ(x, y)v(y), ∂u(x, y) = u(x)− u(y)
and (Jξ)(x, y) = −ξ(y, x).
The first order differential calculus associated with E (D) is obtained by suitable
restriction.
Example 1.14 (Riemannian manifolds). Let (M, g) be a complete Riemannian man-
ifold and E the standard Dirichlet integral
E : L2(M) −→ [0,∞], E(u) =
{∫
M
|∇u|2 dvolg if ∇u ∈ L2(M),
∞ otherwise.
The first order differential calculus for E is given by H = L2(M ;TM), (uξ)(x) =
(ξu)(x) = u(x)ξ(x), ∂ = ∇ and Jξ = ξ.
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Example 1.15 (Metric measure spaces). If (X, d,m) is an infinitesimally Hilbertian
metric measure space (see [AGS14b]) and E the associated Dirichlet form (twice the
Cheeger energy), then the first order differential calculus described above coincides
with first order differential calculus developed in [Gig14].
Notice that the crucial difference between Example 1.13 on the one hand and
Examples 1.14, 1.15 on the other hand is that left and right multiplication on H
coincide for the Dirichlet forms on Riemannian manifolds and metric measure spaces
while they differ for graphs. More generally, left and right multiplication coincide in
the commutative setting whenever E is a strongly local regular Dirichlet form (see
[IRT12, Theorem 2.7]).
Example 1.16 (Noncommutative torus). Let θ ∈ (0, 1) be irrational and let U, V ∈
L(H) be unitaries with V U = e2piiθUV . The unital C∗-algebra Aθ generated by U, V
is called noncommutative torus (and, up to ∗-isomorphism, it is indeed independent
of the choice of U , V ). Let Aθ be the linear hull of {UmV n | m,n ∈ Z}, which is
clearly a dense ∗-subalgebra of Aθ.
The map
τ : Aθ −→ C, τ(UmV n) = δm,0δn,0
extends to a tracial state on Aθ. Furthermore, the map
Pt : Aθ −→ Aθ, Pt(UmV n) = e−t(m2+n2)UmV n
extends to a bounded linear operator on L2(Aθ, τ) and (Pt)t≥0 is a τ -symmetric
quantum Markov semigroup, called noncommutative heat semigroup. The associated
Dirichlet form E acts on Aθ as
E
( ∑
m,n∈Z
αm,nU
mV n
)
=
∑
m,n∈Z
(m2 + n2)|αm,n|2.
Let ∂1, ∂2 : Aθ −→ Aθ be defined by ∂1(UmV n) = imUmV n and ∂2(UmV n) =
inUmV , and let H be the the closed linear hull of {(a∂1(b), a∂2(b)) | a, b ∈ Aθ} in
L2(Aθ, τ)⊕ L2(Aθ, τ).
The first order differential calculus associated with E is given by ∂ = ∂1 ⊕ ∂2,
L(a)(u, v) = (au, av), R(b)(u, v) = (ub, vb), J(u, v) = −(v∗, u∗).
Example 1.17 (Fermionic Clifford algebra). Let H be an infinite-dimensional, sepa-
rable real Hilbert space and Cℓ(H) the Clifford C∗-algebra over H (see [SS64]). It
is well-known that Cℓ(H) is a simple C∗-algebra with a unique tracial state τ . The
von Neumann algebra L∞(Cℓ(H), τ) is the hyperfinite type II1 factor.
Let (ei)i∈N be an orthonormal basis of H . The linear hull of all products of the
form ei1 . . . eik with i1 < · · · < ik and k ∈ {0, 1, . . . } is a dense ∗-subalgebra of
Cℓ(H), which we denote by A.
Let F−(H) be the fermionic Fock space over H , that is, F−(H) =
⊕
k≥0
∧kH .
The map
A −→ F−(H),
∑
i1<···<ik
αi1...ikei1 . . . eik 7→
∑
i1<···<ik
αi1...ikei1 ∧ · · · ∧ eik
extends to an isometric isomorphism Φ: L2(Cℓ(H), τ) −→ F−(H), the Chevalley-
Segal isomorphism.
The number operator on F−(H) is defined by
D(N) = {(ψk) ∈ F−(H) |
∑
k≥0
k2‖ψk‖2ΛkH <∞}, N(ψk) = (kψk),
and Φ−1NΦ generates a conservative quantum Dirichlet form EN on L2(Cℓ(H), τ).
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Let ai be the annihilation operator on F−(H) characterized by
ai(ej1 ∧ · · · ∧ ejk) =
1√
k
k∑
l=1
(−1)l〈ei, ejl〉ej1 ∧ · · · ∧ êjl ∧ · · · ∧ ejk
and by γ : L∞(Cℓ(H), τ) −→ L∞(Cℓ(H), τ) the grading operator.
The first order differential calculus for EN is given by H =
∑
i≥0 L
2(Cℓ(H), τ),
L(x)(ξi) = (xξi), R(x)(ξi) = (γ(x)ξi), J(ξi) = −(ξ∗i ) and ∂ =
⊕
i≥0Φ
−1aiΦ.
2. Carre´ du champ
In this section we study the question of when the first order differential calculus
introduced in the last section can be extended toM. It turns out that this question
is closely related to the so-called carre´ du champ operator defined below. More
precisely we show in 2.4 that the carre´ du champ Γ(a) has a density with respect
to τ if and only if the left and right action of D(E) ∩M have normal extensions
to M. This provides a characterization of the noncommutative analogue of energy
dominant measures.
Throughout the section let (M, τ) be a tracial von Neumann algebra, E a quantum
Dirichlet form on L2(M, τ), C = D(E) ∩M, and (∂,H, L, R, J) the associated first
order differential calculus.
The carre´ du champ Γ of E is defined as
Γ : C × C −→ C∗, Γ(a, b)(x) = 〈x∂a, ∂b〉H.
We write Γ(a) for Γ(a, a). It is easy to see that Γ is sesquilinear and ‖Γ(a, b)‖C∗ ≤
E(a)1/2E(b)1/2 for all a, b ∈ C.
Remark 2.1. In terms of E , the carre´ du champ can be expressed as
Γ(a)(x) =
1
2
(E(a, ax∗) + E(ax, a)− E(a∗a, x∗))
for all a, x ∈ C.
For ξ =
∑
i ai∂bi we define (compare [HRT13] in the commutative case)
ΓH(ξ) =
∑
i,k
aiΓ(bi, bk)a
∗
k.
Then
|ΓH(ξ)(x)| =
∣∣∣∣∣∑
i,k
Γ(bi, bk)(a
∗
kxai)
∣∣∣∣∣
=
∣∣∣∣∣∑
i,k
〈xai∂bi, ak∂bk〉H
∣∣∣∣∣
= |〈xξ, ξ〉H|
≤ ‖x‖M‖ξ‖2H
for all x ∈ C. Hence the map ΓH : lin{a∂b | a, b ∈ C} −→ C∗ is ‖·‖H-‖·‖C∗ continuous.
Since L is non-degenerate, we can extend ΓH continuously to H.
For the following two results, let us remind the reader of the σ-weak topology.
Every von Neumann algebra M is isometrically isomorphic to the dual space of a
Banach space, and if τ is an n.s.f. trace onM, this isomorphism can be realized as
M−→ L1(M, τ)∗, x 7→ τ(x · ).
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The weak∗ topology under this identification is called σ-weak topology. For M ⊂
L(H) the σ-weak topology can equivalently be characterized as the topology gener-
ated by the seminorms
p(ξn),(ηn) : M−→ [0,∞], x 7→
∞∑
n=1
|〈xξn, ηn〉|
for sequences (ξn), (ηn) in H with
∑
n(‖ξn‖2 + ‖ηn‖2) < ∞. The space of all σ-
weakly continuous linear functionals onM is denoted byM∗. If τ is an n.s.f. trace
on M, then L1(M, τ) ∼=M∗ via
L1(M, τ) −→M∗, x 7→ τ(x · ).
Lemma 2.2. If E is a quantum Dirichlet form on (M, τ), then C is σ-weakly dense
in M.
Proof. Let (Pt)t≥0 be the quantum Markov semigroup associated with E . If a ∈
L2(M, τ) ∩M, then Pt(a) ∈ D(E) ∩M for all t > 0 and Pt(a) → a σ-weakly as
t ց 0. Now the assertions follows from the fact that L2(M, τ) ∩M is σ-weakly
dense in M. 
Remark 2.3. Since C is a ∗-algebra, the Kaplansky density theorem ([Tak02, Theo-
rem II.4.8]) asserts that D(E)∩M1 is even strongly dense inM1, whereM1 denotes
the unit ball in M.
Theorem 2.4 (Characterization energy dominant trace). Let E be a quantum Di-
richlet form on the tracial von Neumann algebra (M, τ). The following assertions
are equivalent:
(i) L is σ-weakly continuous
(ii) R is σ-weakly continuous
(iii) Γ(a) is σ-weakly continuous for all a ∈ C
(iv) ΓH(ξ) is σ-weakly continuous for all ξ ∈ H
Proof. (i) ⇐⇒ (ii): Since multiplication by a fixed bounded operator and taking
adjoints are σ-weakly continuous, the equivalence of (i) and (ii) follows from L(·) =
JR(·)∗J .
(iii) =⇒ (iv): It is easy to see that ΓH(ξ) is σ-weakly continuous for ξ ∈ lin{a∂b |
a, b ∈ C}. Combined with the fact that the norm limit of σ-weakly continuous
functionals is σ-weakly continuous, (iv) follows.
(iv) =⇒ (iii): obvious.
(i) =⇒ (iii): This is a consequence of the fact that σ-weak convergence implies
weak operator convergence.
(iv) =⇒ (i): By Lemma 2.2 and the subsequent remark, the set D(E) ∩M1 is
σ-weakly dense in M1. Moreover, since ΓH(ξ) is linear and σ-weakly continuous, it
is uniformly continuous with respect to the σ-weak topology (see [Rud91, Theorem
1.17]). Thus, by [Bou89, Theorem II.2], for every ξ ∈ H there is a unique σ-weakly
continuous extension of ΓH(ξ) to M with the same norm. We continue to write
ΓH(ξ) for this extension.
For L to be σ-weakly continuous it suffices to show that ϕ ◦ L is σ-weakly con-
tinuous for all ϕ ∈ L(H)∗. Every ϕ ∈ L(H)∗ is of the form ϕ =
∑
n〈 · ξn, ηn〉H for
sequences (ξn), (ηn) in H such that
∑
n(‖ξn‖2H + ‖ηn‖2H) <∞. Then
∞∑
n=1
‖ΓH(ξn, ηn)‖M∗ ≤
∞∑
n=1
‖ξn‖H‖ηn‖H ≤ 1
2
∞∑
n=1
(‖ξn‖2H + ‖ηn‖2H).
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Hence
∑
n ΓH(ξn, ηn) converges absolutely with respect to ‖·‖M∗ to some ω ∈ M∗.
Since the space M∗ of σ-weakly continuous linear functionals is closed in M∗, we
have ω ∈M∗.
Now let (ai) be a sequence in M such that ai → 0 σ-weakly. Then∑
n
〈aiξn, ηn〉H =
∑
n
ΓH(ξn, ηn)(ai) = ω(ai)
i→ 0.
Hence L is σ-weakly continuous. 
Definition 2.5. Let E be a quantum Dirichlet form on the tracial von Neumann
algebra (M, τ). We say that τ is energy dominant if one of the equivalent assertions
of Theorem 2.4 holds.
As already seen in the proof of Theorem 2.4, if the trace τ is energy dominant, the
functional ΓH(ξ) has a unique σ-weakly continuous extension toM for all ξ ∈ H of
the same norm. Since
ΓH(ξ)(1) = ‖ΓH(ξ)‖C∗ = ‖ΓH(ξ)‖M∗,
this extension is still a positive functional.
We denote by ΓH(ξ) the preimage of ΓH(ξ) under the isomorphism L
1(M, τ) −→
M∗, x 7→ τ(x · ), that is, ΓH(ξ) is the unique element in L1(M, τ) such that
ΓH(ξ)(x) = τ(xΓH(ξ)) for all x ∈ C. Similarly we define Γ(a) ∈ L1(M, τ) for
a ∈ D(E).
On the other hand, if τ is energy dominant, also the left and right action L and R
have unique σ-weakly continuous extensions L˜ and R˜ to M and M◦, respectively.
These extensions are characterized by
〈L˜(a)ξ, η〉H = τ(aΓH(ξ, η))
for a ∈M, ξ, η ∈ H, and similarly for R˜.
Since the vector space operations as well as the multiplication and the involution
on M are all (separately) σ-weakly continuous, the extensions L˜ and R˜ are again
∗-homomorphisms. From now on we will denote these extensions simply by L, R.
Remark 2.6. If E is a Dirichlet form on L2(X,m), then Γ is twice the (linear func-
tional induced by the) energy measure as defined in [FOT94, Section 3.2]. In this
case, the measure m is energy dominant if and only if Γ(u) is absolutely continu-
ous with respect to m for all u ∈ D(E). This concept was introduced by Kusuoka
[Kus89, Kus93] in the study of Dirichlet forms on fractals.
Remark 2.7. In the noncommutative setting, energy dominant traces were studied
for example in [JZ15], where the corresponding semigroups are called noncommuta-
tive diffusion semigroups. We do not adopt this terminology as it conflicts with the
well-established definition of diffusion semigroups in the commutative case.
Remark 2.8. For an irreducible local Dirichlet form E it is always possible to con-
struct an energy dominant measure µ such that E is closable in L2(X, µ), see [HRT13,
Theorem 5.1].
In the noncommutative setting, it is not clear why an analogously constructed
weight should be tracial.
3. Operator means and the algebra Aθ
In this section we study means of the left and right action on H, which will later
appear both in the action functional and the constraint in the definition of the metric
W. As an important tool we introduce the space Aθ, which will take on the role of
a space of test “functions”. We prove several continuity properties of these means,
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which are important technical tools for the remainder of the article, especially the
semicontinuity property established in Theorem 3.12.
In the later sections we will focus on the logarithmic mean as it gives the connec-
tion to gradient flows of the entropy. In this section however we keep the discussion
more general since means other than the logarithmic one have also proven useful in
the commutative case (see for example [CLLZ17] for an application to evolutionary
games).
Throughout this section let (M, τ) be a tracial von Neumann algebra and E a
quantum Dirichlet form on L2(M, τ) with associated first-order differential calculus
(∂,H, L, R, J). We further assume that τ is energy dominant.
For self-adjoint a ∈M let
a =
∫
R
λ de(λ)
be the spectral decomposition. Since L,R are normal ∗-homomorphisms, the maps
L ◦ e and R ◦ e are spectral measures on H and
L(a) =
∫
R
λ d(L ◦ e)(λ),
and analogously for R(a). This formula obviously extends to self-adjoint operators
affiliated with M. We continue to denote also these extensions by L and R. It is
easy to see that for self-adjoint a, b affiliated with M the operators L(a) and R(b)
commute strongly, that is, the spectral measures of L(a) and R(b) commute.
Hence if θ : [0,∞)2 −→ R is continuous, we can define ρˆ := θ(L(ρ), R(ρ)) via
functional calculus (see [Sch12, Section 5.5]) for positive self-adjoint ρ affiliated
with M: If e is the joint spectral measure of L(ρ) and R(ρ), then
D(ρˆ) =
{
ξ ∈ H
∣∣∣∣ ∫
[0,∞)2
θ(s, t)2 d〈e(s, t)ξ, ξ〉H <∞
}
,
〈ρˆξ, η〉H =
∫
[0,∞)2
θ(s, t) d〈e(s, t)ξ, η〉H.
Remark 3.1. If M is commutative, one could alternatively define ρˆ separately for
the strongly local and the jump part of E (recall that one can always regularize E ,
even if at the cost of a huge state space). Indeed, in the light of the discussion in
[CS03, Section 10.1] it is not hard to see that
‖ρˆ1/2u∂v‖2H =
∫
θ(ρ(x), ρ(x))|u(x)|2 dΓ(c)(v)(x)
+
1
2
∫
θ(ρ(x), ρ(y))|u(x)|2|v(x)− v(y)|2 dJ(x, y).
However, such a definition would be against the spirit of the present article to give
a unified treatment of the local and non-local case. Moreover, there is no obvious
way to extend this kind of definition to noncommutative Dirichlet forms.
Lemma 3.2. Assume that θ : [0,∞)2 −→ [0,∞) is continuous and increasing in
both arguments. For positive self-adjoint ρ affiliated with M let ρn = ρ ∧ n. Then
ξ ∈ D(ρˆ1/2) if and only if supn〈ρˆnξ, ξ〉H <∞, and in this case
‖ρˆ1/2ξ‖2H = sup
n∈N
〈ρˆnξ, ξ〉H.
Proof. Let ξ ∈ H and let e be a joint spectral measure for L(ρ) and R(ρ). Then
〈ρˆnξ, ξ〉H =
∫
[0,∞)2
θ(s ∧ n, t ∧ n) d〈e(s, t)ξ, ξ〉.
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By assumption, θ(s ∧ n, t ∧ n)ր θ(s, t) for all s, t ≥ 0. The monotone convergence
theorem gives ∫
[0,∞)2
θ(s, t) d〈e(s, t)ξ, ξ〉 = sup
n∈N
〈ρˆnξ, ξ〉H.
Thus ξ ∈ D(ρˆ1/2) = D(θ(L(ρ), R(ρ))1/2) if and only if supn〈ρˆnξ, ξ〉H < ∞, and in
this case ‖ρˆ1/2ξ‖2H = supn〈ρˆnξ, ξ〉H. 
For ξ ∈ H we define ‖ξ‖ρ = ‖ρˆ1/2ξ‖H if ξ ∈ D(ρˆ1/2) and ‖ξ‖ρ = ∞ otherwise.
The lemma above shows that if θ is increasing in both arguments, this norm can
alternatively be computed as ‖ξ‖2ρ = supn〈ρˆnξ, ξ〉H for ξ ∈ H.
Lemma 3.3. Assume that θ is increasing in both arguments and θ(s, t) > 0 for
s, t > 0. If ρ ∈ L1(M, τ)+ is invertible, then the map
L2(M, τ) −→ [0,∞], a 7→
{
‖∂a‖2ρ if a ∈ D(E)
∞ otherwise
is lower semicontinuous.
Proof. First assume that ρ is bounded. Since ρ is invertible and θ(s, t) > 0 for s, t >
0, the operator ρˆ is also invertible. Thus ρˆ1/2∂ is closed and the lower semicontinuity
follows from a standard Hilbert space argument. If ρ is not necessarily bounded,
the lower semicontinuity follows from Lemma 3.2 and the first part. 
Definition 3.4. For a ∈ D(E) let
‖a‖θ = sup
ρ∈L1+(M,τ)
‖∂a‖ρ
‖ρ‖1 .
The test algebra Aθ is the set of all a ∈ D(E) ∩M with ‖a‖θ <∞.
Example 3.5. If E is a strongly local commutative Dirichlet form on L2(X,m), then
‖∂f‖2ρ =
∫
X
θ(ρ(x), ρ(x))Γ(f) dm.
In particular, if θ(s, s) = s, then ‖f‖2θ = ‖Γ(f)‖∞ and
Aθ = {f ∈ D(E) ∩M | Γ(f) ∈ L∞(X,m)}.
This is the space of test functions used in [AES16].
Example 3.6. If θ = AM, the arithmetic mean, then
‖∂a‖2ρ =
1
2
τ((Γ(a) + Γ(a∗))ρ)
and
AAM = {a ∈ D(E) ∩M | Γ(a),Γ(a∗) ∈M}.
A variant of this algebra (without the assumption Γ(a∗) ∈ M) was introduced in
[Cip16, Definition 10.7] under the name Lipschitz algebra. By [Cip16, Proposition
10.6] the boundedness of Γ(a) is equivalent to the boundedness of the commutator
[D, a∗], where
D =
(
0 ∂∗
∂ 0
)
is the Dirac operator acting on L2(M, τ) ⊕ H. Hence the space AAM is closely
related to spectral triples in Connes’ noncommutative geometry [Con94] (compare
also Remark 4.22).
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Remark 3.7. In general, it does not seem feasible to give a more explicit description
of Aθ. Note however that if θ is concave, there exist α, β > 0 such that θ ≤ αAM+β
and thus AAM ⊂ Aθ.
Lemma 3.8. If θ is symmetric, then ‖∂a∗‖2ρ = ‖∂a‖2ρ for all a ∈ D(E) ∩M and
ρ ∈ L1+(M, τ). In particular, Aθ is self-adjoint.
Proof. Let ρ ∈ L1+(M, τ). It follows from the properties of the differential calculus
that J1A(L(ρ))1B(R(ρ)) = 1B(L(ρ))1A(R(ρ))J for all Borel sets A,B ⊂ [0,∞).
Thus, if e denotes the joint spectral measure of L(ρ) and R(ρ), then
‖∂a∗‖2ρ =
∫
[0,∞)2
θ(s, t) d〈e(s, t)J∂a, J∂a〉H
=
∫
[0,∞)2
θ(s, t) d〈e(t, s)∂a, ∂a〉
= ‖∂a‖2ρ
since θ is symmetric. 
Lemma 3.9. If τ is finite and θ : [0,∞)2 −→ [0,∞) is increasing in both arguments,
positively homogeneous and θ(s, t) > 0 for s, t > 0, then ‖·‖θ is lower semicontinuous
on L2(M, τ).
Proof. By Lemma 3.3 it suffices to show that the supremum in the definition of ‖·‖θ
can be taken over all invertible ρ ∈ L1+(M, τ). For ρ ∈ L1+(M, τ) and ε > 0 let
ρε = (τ(ρ) + ε)−1(ρ+ ε). Evidently, ρε ∈ L1+(M, τ) is invertible, ‖ρε‖1 = ‖ρ‖1 and
ρ ≤ (1 + ε)−1ρε. It follows from Lemma 3.2 that
‖∂a‖2ρε ≥ ‖∂a‖2(1+ε)−1ρ = (1 + ε)−1‖∂a‖2ρ.
Thus lim supε→0‖∂a‖ρε ≥ ‖∂a‖2ρ. 
Corollary 3.10. If τ is finite and θ is increasing in both arguments, positively
homogeneous and θ(s, t) > 0 for s, t > 0, then Aθ is complete in the norm ‖·‖M +
‖·‖θ.
Next we show that the map ρ 7→ ‖ρˆ1/2∂a‖2H is upper semicontinuous for a ∈ AE .
First we establish a stronger result for bounded continuous θ with limits at infinity,
which does not include many interesting examples, but is an important intermediate
step for the general result.
Lemma 3.11. If θ : [0,∞)2 −→ [0,∞) is continuous and the limits limr→∞ θ(s, r),
limr→∞ θ(r, t) exist for all s, t ≥ 0, then
L1+(M, τ) −→ L(H), ρ 7→ θ(L(ρ), R(ρ))
is continuous w.r.t. the norm topology on L1 and the strong topology on L(H).
Proof. Let (ρn) be a sequence in L
1
+(M, τ) and ρ ∈ L1+(M, τ) such that ρn → ρ. If
x ∈ L2(M, τ) ∩M, then
τ(|(1 + ρ1/2n )−1x− (1 + ρ1/2)−1x|2) ≤ ‖x‖2Mτ(|(1 + ρ1/2n )−1(ρ1/2 − ρ1/2n )(1 + ρ1/2)−1|2)
≤ ‖x‖2Mτ(|ρ1/2 − ρ1/2n |2)
≤ ‖x‖2Mτ(|ρ− ρn|),
where the last inequality follows for example from [Ara74, Theorem 4 (8)].
Since L2(M, τ) ∩ M is dense in L2(M, τ) and the sequence ((1 + ρ1/2n )−1) is
bounded inM, we have (1+ρ1/2n )−1 → (1+ρ1/2)−1 strongly as operators on L2(M, τ).
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By [Bla06, Proposition III.2.2.2] the restriction of a normal ∗-homomorphisms
to bounded sets is continuous with respect to the strong topologies. Thus (1 +
L(ρn)
1/2)−1 → (1 + L(ρ)1/2)−1 strongly, and the same holds for L replaced by R.
Now we can evoke the continuity of the functional calculus ([Tak02, Lemma II.4.3])
to see that
f((1 + L(ρn)
1/2)−1, (1 +R(ρn)
1/2)−1)→ f((1 + L(ρ)1/2)−1, (1 +R(ρ)1/2)−1)
strongly for all f ∈ C([0, 1]2).
In particular, the existence of the limits limr→∞ θ(s, r), limr→∞ θ(r, t) ensures that
we can take f given by
f(s, t) = θ((s−1 − 1)2, (t−1 − 1)2)
to get
θ(L(ρn), R(ρn)) = f((1 + L(ρn)
1/2)−1, (1 +R(ρn)
1/2)−1)
→ f((1 + L(ρ)1/2)−1, (1 +R(ρ)1/2)−1)
= θ(L(ρ), R(ρ)). 
Theorem 3.12. If θ : [0,∞)2 −→ [0,∞) is concave, positively homogeneous and
increasing in both arguments, then
Λ: L1+(M, τ) −→ [0,∞), ρ 7→ ‖ξ‖2ρ
is lower semicontinuous with respect to ‖·‖1 for all ξ ∈ H and continuous for ξ = ∂a
with a ∈ Aθ.
In particular, if Λ is concave, then it is weakly upper semicontinuous for all a ∈
Aθ.
Proof. For k ∈ N let θk = θ(· ∧ k, · ∧ k). By Lemma 3.11 the map
L1(M, τ) −→ [0,∞), ρ 7→ ‖ξ‖ρ∧k
is continuous with respect to ‖·‖1 for all ξ ∈ H. Since θk ր θ, the map Λ is lower
semicontinuous as supremum of continuous maps.
To prove the continuity when ξ = ∂a with a ∈ Aθ, it only remains to show upper
semicontinuity. Note the decomposition
θ(s, t) = θk(s, t) + 1[k,∞)2(s, t)(θ(s, t)− θ(k, k))(3.1)
for s, t ≥ 0.
Let (ρn) be a sequence in L
1(M, τ)+ that converges to ρ ∈ L1(M, τ)+ with respect
to ‖·‖1. Denote by en the joint spectral measure of L(ρn) and R(ρn).
An immediate consequence of (3.1) is
‖∂a‖2ρn = 〈θk(L(ρn), R(ρn))∂a, ∂a〉H
+
∫
[k,∞)2
(θ(s, t)− θ(k, k)) d〈en(s, t)∂a, ∂a〉H.(3.2)
By Lemma 3.11, the first summand converges to 〈θk(L(ρ), R(ρ))∂a, ∂a〉H as n→∞.
For the second summand notice that the concavity of θ implies
θ(s, t)− θ(k, k) ≥ θ(s− k, t− k)− θ(0, 0)
for s, t ≥ k. Since θ is positively homogeneous, θ(0, 0) = 0.
Let ρkn = (ρn − k)1[k,∞)(ρn). We have∫
[k,∞)2
θ(s− k, t− k) d〈en(s, t)∂a, ∂a〉H = ‖θ(L(ρkn), R(ρkn))1/2∂a‖2H
≤ ‖a‖2θτ(ρkn).
(3.3)
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Let
µk : L
1
h(M, τ) −→ R, σ 7→ τ((σ − k)1[k,∞)(σ)).
First note that the convexity of the function t 7→ (t−k)1[k,∞)(t) implies the convexity
of µk (see e.g. [BK90, Theorem 14]). Moreover, µk(σ) ≤ τ(|σ|). Hence µk is bounded
above on balls in L1h(M, τ). Together with the convexity this is enough to ensure
the continuity of µk (see [ET99, Proposition I.2.5]). Thus τ(ρ
k
n) = µk(ρn) → µk(ρ)
as n→∞.
If we plug in (3.3) into (3.2) and take limits, we obtain
lim sup
n→∞
‖∂a‖2ρn ≤ 〈θk(L(ρ), R(ρ))∂a, ∂a〉H + ‖a‖2θµk(ρ).
Finally note that θk ր θ implies that the first summand converges to ‖∂a‖2ρ while
the second summand converges to 0 by the normality of ρ. Thus
lim sup
n→∞
‖∂a‖2ρn ≤ ‖∂a‖2ρ.
It Λ is concave, then its weak upper semicontinuity follows from the Hahn-Banach
theorem. 
Remark 3.13. That locally bounded convex functionals are continuous only holds if
they are defined on an open subset of a topological vector space. To apply this result
to µk, we view L
1
h(M, τ) as a real Banach space (and not as subset of the complex
Banach space L1(M, τ)). In particular, it is important that µk can be defined on
all of L1h(M, τ) and not only on L1+(M, τ), which may have empty interior even in
L1h(M, τ).
Of particular interest is the case when θ can be represented as an operator mean
in the sense of Kubo–Ando [KA80]. Let H be an infinite-dimensional Hilbert space.
An operator mean is a map #: L(H)+ × L(H)+ −→ L(H)+ such that
• x1 ≤ x2 and y1 ≤ y2 imply x1#y1 ≤ x2#y2,
• z(x#y)z ≤ (zxz)#(zyz) for x, y, z ∈ L(H)+,
• xn ց x and yn ց y imply xn#yn ց x#y,
• 1#1 = 1.
If H is finite-dimensional, a map #: L(H)+×L(H)+ −→ L(H)+ is called operator
mean if H embeds into an infinite-dimensional Hilbert space K such that # extends
to an operator mean on K.
There is a close relation between operator means and operator monotone functions
(see [KA80, Theorem 3.2]): For every operator monotone function f : (0,∞) −→
(0,∞) with f(1) = 1 there exists a unique operator mean such that
x#y = x1/2f(x−1/2yx−1/2)x1/2
for all invertible x, y ∈ L(H), and every operator mean arises this way. In this
situation f is called the generating function of #.
We say that a continuous function θ : [0,∞)2 −→ [0,∞) can be represented by a
(symmetric) operator mean if there exists a (symmetric) operator mean such that
θ(x, y) = x#y for all commuting x, y ∈ L(H)+.
Remark 3.14. Using the representation of operator means by operator monotone
functions, it is clear that θ can be represented by an operator mean if and only if
there exists an operator monotone function f : (0,∞) −→ (0,∞) with f(1) = 1 such
that θ(s, t) = sf(t/s) for s, t > 0. By a version of Lo¨wner’s theorem (see [Han13,
Theorem 4.9]) this is the case if and only if there exists a Borel probability measure
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µ on [0, 1] such that
θ(s, t) =
∫ 1
0
st
λs+ (1− λ)t dµ(λ).
In this case θ is increasing in both arguments, positively homogeneous and θ(s, s) = s
for s ≥ 0. The resulting mean is symmetric if and only if µ(A) = µ(1 − A) for all
Borel sets A ⊂ [0, 1]. In this case, all the results of this section are applicable.
Conversely, if # is an operator mean with generating function f and we define θ
by θ(s, t) = sf(s/t) for s, t > 0, then x#y = θ(x, y) for all commuting x, y ∈ L(H)+.
Example 3.15. Examples of (symmetric) operator means include
• the arithmetic operator mean (x, y) 7→ 1
2
(x+ y),
• the logarithmic operator mean, given by the generating function f(t) =
(t− 1)/ log t,
• the harmonic operator mean (x, y) 7→ 2(x−1 + y−1)−1,
• the geometric operator mean (x, y) 7→ x1/2(x−1/2yx−1/2)1/2x1/2.
Proposition 3.16. If θ can be represented by a symmetric operator mean, then Aθ
is a ∗-algebra.
Proof. We have already proven that Aθ is self-adjoint in Lemma 3.8. It remains to
show that Aθ is an algebra.
Let a, b ∈ Aθ. By Lemma 3.2 it suffices to show that there exists a constant C > 0
such that ‖∂(ab)‖2ρ ≤ C‖ρ‖1 for all ρ ∈ L1+(M, τ) ∩M. We can assume without
loss of generality ‖a‖M, ‖b‖M ≤ 1.
By the product rule we have
‖∂(ab)‖2ρ = ‖ρˆ1/2(L(a)∂b +R(b)∂a)‖2H
≤ 2〈L(a∗)ρˆL(a)∂b, ∂b〉2H + 2〈R(b∗)ρˆR(b)∂a, ∂a〉H.
(3.4)
Let f be the generating function of #. If x ∈M+ is invertible, then
L(a∗)(L(x)#R(x))L(a) = R(x)1/2L(a∗)f(R(x)−1/2L(x)R(x)−1/2)L(a)R(x)1/2
≤ R(x)1/2f(R(x)−1/2L(a∗xa)R(x)−1/2)R(x)1/2
= L(a∗xa)#R(x),
where the inequality in the second line follows from the operator monotonicity of f
(see [Han80]). If x is not necessarily invertible, the same inequality still holds by
the continuity property of #. Thus
L(a∗)ρˆL(a) ≤ L(a∗ρa)#R(ρ)
≤ L(a∗ρa)#R(ρ) + L(ρ)#R(a∗ρa)
≤ L(a∗ρa + ρ)#R(ρ+ a∗ρa),
(3.5)
where we used the concavity of operator means ([KA80, Theorem 3.5]) for the last
inequality.
Since # is assumed to be symmetric, the inequality
R(b∗)ρˆR(b) ≤ L(b∗ρb+ ρ)#R(ρ+ b∗ρb)(3.6)
follows analogously.
If we combine (3.4), (3.5) and (3.6), we obtain
‖∂(ab)‖2ρ ≤ 2‖∂a‖2ρ+b∗ρb + 2‖∂b‖2ρ+a∗ρa
≤ 2‖a‖2θ‖ρ+ b∗ρb‖1 + 2‖b‖2θ‖ρ+ a∗ρa‖1
≤ 2(‖a‖2θ(1 + ‖b‖2M) + ‖b‖2θ(1 + ‖a‖2M))‖ρ‖1.
Hence ab ∈ Aθ. 
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Lemma 3.17. If θ can be represented by a symmetric operator mean, then
‖∂a‖2ρ ≤
1
2
τ((Γ(a) + Γ(a∗))ρ)
for a ∈ D(E) and ρ ∈ L1+(M, τ).
Proof. By [KA80, Theorem 4.5] we have θ ≤ AM. Now it suffices to notice that
〈L(ρ)∂a, ∂a〉H = τ(Γ(a)ρ)
and
〈R(ρ)∂a, ∂a〉H = τ(Γ(a∗)ρ). 
Lemma 3.18. Assume that θ can be represented by an operator mean. If ρ0, ρ1 ∈
L1+(M, τ) with ρ0 ≤ ρ1, then ‖ξ‖ρ0 ≤ ‖ξ‖ρ1 for all ξ ∈ H.
Proof. If ρ0, ρ1 are bounded, then the claim is immediate from the definition of
operator means. In the general case let fε(r) = r(1 + εr)
−1. This function is
operator monotone, hence fε(ρ0) ≤ fε(ρ1). Moreover, fε(r) ր r as ε → 0 implies
‖ξ‖fε(ρi) → ‖ξ‖ρi as ε → 0 for i ∈ {0, 1}. Combining this convergence with the
monotonicity in the bounded case, we obtain
‖ξ‖ρ0 = lim
ε→0
‖ξ‖fε(ρ0) ≤ lim
ε→0
‖ξ‖fε(ρ1) = ‖ξ‖ρ1. 
Corollary 3.19. Assume that θ can be represented by an operator mean. If ρn → ρ
in L1+(M, τ) and ρn ≤ ρ, then ‖ξ‖ρn → ‖ξ‖ρ for ξ ∈ H. If moreover ξ ∈ D(ρˆ1/2),
then ξ ∈ D(ρˆ1/2n ) for all n ∈ N and ρˆ1/2n ξ → ρˆ1/2ξ in H.
Proof. The first part is an immediate consequence of Theorem 3.12 and Lemma
3.18. For the second part first note that ρ̂n ∧N
1/2 → ρ̂ ∧N1/2 strongly as n → ∞
by Lemma 3.11.
Let en denote the joint spectral measure of L(ρn) and R(ρn). Then
‖(ρˆ1/2n − ρ̂n ∧N
1/2
)ξ‖2H =
∫
[0,∞)2
(θ(s, t)1/2 − θ(s ∧N, t ∧N)1/2)2 d〈en(s, t)ξ, ξ〉H
≤
∫
[0,∞)2
(θ(s, t)− θ(s ∧N, t ∧N)) d〈en(s, t)ξ, ξ〉H
= ‖ξ‖2ρn − ‖ξ‖2ρn∧N .
The same holds for ρn replaced by ρ. Thus
‖(ρˆ1/2n − ρˆ1/2)ξ‖H ≤ ‖(ρˆ1/2n − ρ̂n ∧N
1/2
)ξ‖H + ‖(ρ̂n ∧N
1/2 − ρ̂ ∧N 1/2)ξ‖H
+ ‖(ρ̂ ∧N1/2 − ρˆ1/2)ξ‖H
≤ (‖ξ‖2ρn − ‖ξ‖2ρn∧N )1/2 + ‖(ρ̂n ∧N
1/2 − ρ̂ ∧N1/2)ξ‖H
+ (‖ξ‖2ρ − ‖ξ‖2ρ∧N)1/2.
Hence
lim sup
n→∞
‖(ρˆ1/2n − ρˆ1/2)ξ‖H ≤ 2(‖ξ‖2ρ − ‖ξ‖2ρ∧N)1/2,
which goes to zero as N →∞. 
Lemma 3.20. If θ can be represented by an operator mean, then
L1+(M, τ) −→ [0,∞), ρ 7→ ‖∂a‖2ρ
is concave for all a ∈ D(E).
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Proof. Since operator means are jointly concave by [KA80, Theorem 3.5], the map
ρ 7→ ‖∂a‖2ρ is concave on L1+(M, τ) ∩M. Hence, if ρ0, ρ1 ∈ L1+(M, τ) and λ > 0,
then
‖∂a‖2(1−λ)(ρ0∧n)+λ(ρ1∧n) ≥ (1− λ)‖∂a‖2ρ0∧n + λ‖∂a‖2ρ1∧n.
By Lemma 3.2, the right-hand side converges to (1−λ)‖∂a‖2ρ0 +λ‖∂a‖2ρ1 as n→∞.
On the other hand, Lemma 3.18 gives
‖∂a‖2(1−λ)ρ0+λρ1 ≥ ‖∂a‖2(1−λ)ρ0∧n+λρ1∧n.
Thus ρ 7→ ‖∂a‖2ρ is concave. 
As mentioned before, we will later focus on the case when θ is the logarithmic
mean
LM: [0,∞)2 −→ [0,∞), (s, t) 7→
{
s−t
log s−log t
if s 6= t,
s otherwise.
Alternatively, it can be represented as
LM(s, t) =
∫ 1
0
sαt1−α dα.
A direct calculation shows that LM can be represented by a symmetric operator
mean, namely the logarithmic operator mean from Example 3.15. Thus, all the
results from this section are applicable in this case.
It is the following identity that sets the logarithmic mean apart from other possible
choices of operator means in our context:
LM(L(a), R(a))∂ log(a) = LM(L(a), R(a))l˜og(L(a), R(a))∂a = ∂a.
This cancellation effect relies only on the chain rule for the first-order differential
calculus. It would therefore be natural to consider more general functions θ of the
form
θ(s, t) =
s− t
ψ(s)− ψ(t) .
However, if we additionally require that θ can be represented by an operator mean,
then it is not hard to see that ψ is already forced to be the logarithm (up to an
additive constant). Thus the choice of the logarithmic mean (and the von Neumann
entropy later) is not arbitrary, but a consequence of these two simple structure
assumptions.
4. The noncommutative transport metric W
In this section we define a metric on the space of density matrices that general-
izes both the discrete transport metric W from [Maa11, Mie11, CHLZ12] and the
Wasserstein metric W2 for infinitesimally Hilbertian metric measure spaces with
Ricci curvature bounded below.
The construction relies on a modification of the Benamou–Brenier formula. As
already observed in the case of finite graphs and matrix algebras, the crucial step is to
not only replace the action functional in the classical Benamou–Brenier formula, but
also the constraint by a suitable noncommutative version of the continuity equation.
While the form of this continuity equation is easily adapted from the previous work
on the finite-dimensional case, finding a good weal formulation is still challenging. As
it turns out, especially in view of the results in Section 6, the algebra Aθ introduced
in the last section is a good choice of test “functions”. Among several other useful
properties of the metricW, we will use the continuity properties from the last section
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to prove the lower semicontinuity of the energy functional defining W (Theorem
4.16).
As usual, (M, τ) is a tracial von Neumann algebra, E a quantum Dirichlet form
on L2(M, τ) such that τ is energy dominant, and (∂,H, L, R, J) the associated
first order differential calculus. We further assume that θ : [0,∞)2 −→ [0,∞) is
a continuous function that can be represented by a symmetric operator mean. In
particular, all results from Section 3 are applicable. All expressions like ρˆ, ‖·‖ρ etc.
are to be understood with respect to this particular choice of θ.
In the following we denote by D(M, τ) the space of all density matrices over
(M, τ), that is, D(M, τ) = {ρ ∈ L1+(M, τ) | τ(ρ) = 1}. Under the map ρ 7→ τ( · ρ),
the density matrices correspond exactly to the normal states on M. Although
we adopt the physicists’ convention and talk about density matrices, it should be
stressed that these are in general unbounded operators on an infinite-dimensional
Hilbert space.
For ρ ∈ D(M, τ) let H˜ρ be the Hilbert space obtained from D(ρˆ1/2) after separa-
tion and completion with respect to ‖·‖ρ. Let Hρ be the closure of ∂Aθ in H˜ρ.
If (ρt)t∈I is a curve in D(M, τ), we say that a curve (ξt)t∈I with ξt ∈ Hρt is
measurable if t 7→ 〈ξt, ∂a〉ρt is measurable for all a ∈ Aθ. The space of all a.e.-
equivalence classes of measurable curves (ξt) such that
∫
I
‖ξt‖2ρt dt < ∞ is denoted
by L2(I; (Hρt)t∈I). The space L2loc(I; (Hρt)t∈I) is defined accordingly.
Definition 4.1 (Admissible curves). A curve (ρt)t∈I in D(M, τ) is admissible if
t 7→ τ(ρta) is locally absolutely continuous for all a ∈ Aθ and there exists ξ ∈
L2loc(I; (Hρt)t∈I) such that for all a ∈ Aθ the continuity equation
d
dt
τ(aρt) = 〈∂a, ξt〉ρt(CE)
holds for a.e. t ∈ I.
If it exists, such an element ξ ∈ L2loc(I; (Hρt)t∈I) is necessarily unique since ∂Aθ
is dense in Hρt , and we write Dρ = ξ in this case.
Remark 4.2. If E is the standard Dirichlet energy on a complete Riemannian mani-
fold, then (CE) reduces to the classical continuity equation
ρ˙t + div(ρtξt) = 0
(weakly in duality with the bounded Lipschitz functions).
Remark 4.3. First rudiments of a solution theory of equations of similar type based
on the noncommutative differential calculus have been developed in [Zae16].
Remark 4.4. Let (ρt)t∈I be a curve inD(M, τ). It is easy to see that (ρt) is admissible
if and only if there exists a c ∈ L2loc(I) such that
|τ(aρt)− τ(aρs)| ≤
∫ t
s
c(r)‖∂a‖ρr dr
for all s, t ∈ I and a ∈ Aθ, and in this case, r 7→ ‖Dρr‖ρr is the minimal function c
with this property.
Remark 4.5. Instead of restricting to ξt ∈ Hρt in CE, one might want to take
ξt ∈ H˜ρt . This is no longer unique, but if it exists, the orthogonal projection ηt
of ξt onto Hρt still satisfies CE and ‖ηt‖ρt ≤ ‖ξt‖ρt . Instead of minimizing over
all admissible curves (ρt) with unique “velocity vector field” (Dρt) in the definition
W below, one can therefore equivalently minimize over all pairs of curves (ρt, ξt)
satisfying CE, where we only assume ξt ∈ H˜ρt .
It will be useful to extend the duality in (CE) beyondAθ under suitable conditions.
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Lemma 4.6. Assume that Aθ ⊂ D(E) is dense. If (ρt)t∈I is an admissible curve in
D(M, τ) and (ρt) ∈ L∞loc(I;M), then t 7→ τ(ρta) is locally absolutely continuous for
all a ∈ D(E) and
d
dt
τ(aρt) = 〈∂a,Dρt〉ρt
for a.e. t ∈ I.
Proof. Let (ak) be a sequence in Aθ such that ak → a w.r.t. ‖·‖E . Since ρt ∈
D(M, τ) ∩M ⊂ L2(M, τ), we have τ(akρt) → τ(aρt) as k → ∞. On the other
hand, since ρˆt is bounded and ∂ak → ∂a, we also have 〈∂ak, Dρt〉ρt → 〈∂a,Dρt〉ρt
as k →∞. Moreover,
|〈∂ak, Dρt〉ρt | ≤ ‖ρt‖1/2M E(ak)
1
2‖Dρt‖ρt .
Since (E(ak))k is bounded and (ρt) ∈ L∞loc(I;M), we can apply the dominated con-
vergence theorem to get
τ(a(ρt − ρs)) = lim
k→∞
τ(ak(ρt − ρs)) = lim
k→∞
∫ t
s
〈∂ak, Dρr〉ρr dr =
∫ t
s
〈∂a,Dρr〉ρr dr.
From this equality, both the claimed absolute continuity and the identity for the
derivative follow easily. 
Definition 4.7 (Pseudometric W). The pseudometric W on D(M, τ) is defined by
W : D(M, τ)×D(M, τ) −→ [0,∞],
W(ρ¯0, ρ¯1) = inf
{∫ 1
0
‖Dρt‖ρt dt
∣∣∣∣ (ρt) admissible, ρ0 = ρ¯0, ρ1 = ρ¯1} .
Remark 4.8. Note that contrary to the Wasserstein metric, but also the metric W
defined for certain jump processes in [Erb14], we define W only on densities. This is
enough to study gradient flows of the entropy, which is only finite on measure with
density anyway, but it would be interesting to see whether there is an extension of
W to a larger class of states.
Remark 4.9. A different approach to noncommutative analogues of the Wasserstein
distances, which relies on approximation by commutative subalgebras, has been
studied in [Zae15]. Contrary to our construction, if the algebra M is commutative,
the metric W2 defined by Zaev is the usual L
2-Wasserstein distance. In particular,
in some examples it coincides and in some examples it is different from the metric
constructed here. It is not clear if there is any deeper connection between these two
approaches in the noncommutative case.
Example 4.10. Let (X, b,m) be a weighted graph and E (N) as in Example 1.13. Then
‖ξ‖2ρ =
1
2
∑
x,y
b(x, y)θ(ρ(x), ρ(y))|ξ(x, y)|2
for ρ ∈ P(X,m) and ξ ∈ ℓ2(X × X, 1
2
b). In particular, if X is finite, this norm
coincides with the one defined in [Maa11]. Consequently, our metric W coincides
with the metric W defined in [Maa11] for finite graphs.
Example 4.11. If E is the standard Dirichlet energy on Rn, then
‖∂u‖2ρ =
∫
Rn
|∇u|2ρ dx
and the definition of W coincides with the Benamou–Brenier formulation [BB00] of
the L2-Wasserstein distance.
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Example 4.12. More generally, let E be a strongly local regular Dirichlet form on
L2(X,m) and assume that m is energy dominant. Then
‖∂u‖2ρ =
∫
X
Γ(u)ρ dm.
In this caseW coincides with the metricWE defined in [AES16, Definition 10.4]. This
in turn was shown in [AES16, Theorem 12.5] to coincide with the L2-Wasserstein
distance W2 if (X, d,m) is an RCD(K,∞) space and E is twice the Cheeger energy
(see [AGS14b] for the relevant definitions).
Note that in the last two example the pseudometric W does not depend on the
choice of the mean θ. That is because if E is strongly local, only the values of θ
on the diagonal matter, and these are already determined by the assumption that θ
can be represented by an operator mean.
Example 4.13. Let M be a finite-dimensional von Neumann algebra, tr the nor-
malized trace on M, and (Pt) a quantum Markov semigroup on M. Under the
assumption that (Pt) satisfies the quantum detailed balance condition, Carlen and
Maas [CM17] defined a Riemannian metric on the space D+(M, tr) of strictly pos-
itive density matrices. Let us shortly summarize their construction.
Given ω = (ω1, . . . , ωn) ∈ Rn and c = (c1, . . . , cn) ∈ Rn (which are canonically
associated with (Pt)), they define
[ρ]ωj : L
2(M, tr) −→ L2(M, tr), [ρ]ωj =
∫ 1
0
(e−ωj/2Lρ)
s(eωj/2Rρ)
1−s ds,
where Lρ and Rρ are the left and right multiplication with ρ on M. Further,
[ρ]ω = [ρ]ω1 ⊕ · · · ⊕ [ρ]ωn .
The norm of a tangent vector ρ˙0 is defined by
g(ρ˙0, ρ˙0) = inf
V
n∑
j=1
cj〈Vj, [ρ]ωjVj〉L2(M,tr),
where the infimum is taken over all V satisfying the continuity equation
ρ˙0 = div([ρ]ωV ).
In the case when (Pt) is trace-symmetric and θ = LM, one has cj = 1, ωj = 0
for all j ∈ {1, . . . , n}, and it is easily checked that L, R, div etc. coincide with the
operations obtained from the first order differential calculus. Therefore, [ρ]0 = ρˆ
and the distance function induced by g coincides with W.
However, it should be stressed that the class of quantum Markov semigroups
satisfying the detailed balance condition is larger than the class of trace-symmetric
ones, so we do not fully recover the construction from [CM17]. It is an interesting
open question how one can generalize the construction of the metric W to the case
of infinite-dimensional quantum Markov semigroups satisfying the detailed balance
condition or, more generally, KMS-symmetric quantum Markov semigroups. The
latter is open even in the finite-dimensional case.
The following lemma is standard.
Lemma 4.14. If (ρs)s∈[0,1] is an admissible with Dρs 6= 0 for a.e. s ∈ [0, 1], then
(ρs) can be reparametrized so that the resulting curve (σt)t∈I has constant speed and∫ 1
0
‖Dσt‖2σt dt ≤
∫ 1
0
‖Dρs‖2ρs ds.
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Proof. By assumption, the map
[0, 1] −→ [0, 1], s 7→
∫ s
0
‖Dρr‖ρr dr∫ 1
0
‖Dρr‖ρr dr
is strictly increasing, hence a homeomorphism. Denote its inverse by θ and let σt =
ρθ(t). It is immediate from the definition that σ is admissible and Dσt = θ˙(t)Dρθ(t)
for a.e. t ∈ [0, 1]. Note that
θ˙(t) =
∫ 1
0
‖Dρr‖ρr dr
‖Dρθ(t)‖ρθ(t)
.
Thus (σt) has constant speed and
(4.1)
∫ 1
0
‖Dσt‖2σt dt =
(∫ 1
0
‖Dρr‖ρr dr
)2
≤
∫ 1
0
‖Dρr‖2ρr dr.
Corollary 4.15. The pseudometric W can alternatively be calculated as
W(ρ¯0, ρ¯1)2 = inf
{∫ 1
0
‖Dρt‖2ρt dt
∣∣∣∣ (ρt) admissible, ρ0 = ρ¯0, ρ1 = ρ¯1} .
For later use, we note that the action functional appearing in the expression for
W in the previous corollary is lower semicontinuous with respect to pointwise weak
convergence in L1.
Theorem 4.16 (Lower semicontinuity of the action). If L1(M, τ) is separable, hen
the action functional
E : D(M, τ)[0,1] −→ [0,∞], (ρt) 7→
{∫ 1
0
‖Dρt‖2ρt dt if (ρt) is admissible,
∞ otherwise
is lower semicontinuous with respect to pointwise weak convergence in L1(M, τ).
Proof. Let (ρn) be a sequence in D(M, τ)[0,1] and ρ : [0, 1] −→ D(M, τ) such that
ρnt → ρt weakly in L1 for all t ∈ [0, 1]. Otherwise passing to subsequence we may
assume that E((ρn))n is convergent. Moreover, if the limit is infinite, there is nothing
to prove, so we assume additionally that supnE((ρ
n)) <∞. In particular, the curve
(ρnt )t is admissible for all n ∈ N.
Fix a ∈ Aθ. Since ρnt → ρt weakly for all t ∈ [0, 1], we have
|τ(a(ρt − ρs))| = lim
n→∞
|τ(a(ρnt − ρns ))| ≤ lim inf
n→∞
∫ t
s
‖Dρnr ‖ρnr ‖∂a‖ρnr dr.
Let cn : [0, 1] −→ [0,∞), cn(r) = ‖Dρnr ‖ρnr . By assumption, (cn) is bounded in
L2([0, 1]), hence we may assume that cn → c weakly in L2([0, 1]).
Note that the separability of L1(M, τ) implies that the weak L1-topology re-
stricted to D(M, τ) is metrizable (see [DS88, Theorem V.5.1]). Since ρ 7→ ‖∂a‖ρ is
upper semicontinuous (Theorem 3.12), there is a decreasing sequence (Gk) of weakly
continuous functions on D(M, τ) such that
‖∂a‖ρ = inf
k∈N
Gk(ρ)
for all ρ ∈ D(M, τ). Moreover, we can assume that G2k ≤ 12(‖Γ(a)‖M + ‖Γ(a∗)‖M)
for all k ∈ N.
Let gn(r) = Gk(ρ
n
r ) and g(r) = Gk(ρr). The dominated convergence theorem
gives gn → g strongly in L2([0, 1]).
Hence
|τ(a(ρt − ρs))| ≤ lim
n→∞
∫ t
s
cn(r)gn(r) dr =
∫ t
s
c(r)g(r) dr =
∫ t
s
c(r)Gk(ρr) dr
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for all k ∈ N.
Finally, another application of the dominated convergence theorem yields
|τ(a(ρt − ρs))| ≤ lim
k→∞
∫ t
s
c(r)Gk(ρr) dr =
∫ t
s
c(r)‖∂a‖ρr dr.
This inequality implies that (ρt) is admissible and
∫ 1
0
‖Dρt‖2ρt dt ≤ ‖c‖2L2([0,1]). There-
fore
(4.2)
∫ 1
0
‖Dρt‖2ρt dt ≤ ‖c‖2L2([0,1]) ≤ lim infn→∞
∫ 1
0
‖Dρnt ‖2ρnt dt.
Remark 4.17. The separability of L1(M, τ) is equivalent to each of the following
properties:
(i) The σ-weak topology on the unit ball of M is metrizable.
(ii) M is separable in the strong operator topology.
(iii) M has a faithful representation on a separable Hilbert space.
A von Neumann algebra with one of these properties is often called separable (this
property is of course not equivalent to the separability in the norm topology, which
only holds for finite-dimensional von Neumann algebras).
Lemma 4.18. If Aθ is σ-weakly dense in M and L1(M, τ) is separable, then every
admissible curve is measurable in L1(M, τ).
Proof. Let Aθ be the uniform closure of Aθ. By Kaplansky’s density theorem (see
[Tak02, Theorem II.4.8]), Aθ ∩ M1 is σ-weakly dense in M1. Since L1(M, τ) is
separable, the σ-weak topology is metrizable on M1. Thus, for every a ∈ M there
exists a sequence (ak) in Aθ such that ak → a σ-weakly.
If (ρt) is an admissible curve, then t 7→ τ(ρtak) is continuous for all k ∈ N.
Therefore t 7→ τ(ρta) is measurable as pointwise limit of a sequence of continuous
functions. Using once more the separability of L1(M, τ), we conclude that (ρt) is
measurable in L1(M, τ) due to Pettis’ measurability theorem (see [DU77, Theorem
II.2]). 
Lemma 4.19. Assume that Aθ is σ-weakly dense in M and L1(M, τ) is separa-
ble. If (ρt)t∈[0,1] is an admissible curve in D(M, τ), then there exists a family of
admissible curves (ρεt ) ∈ C∞([0, 1];L1(M, τ)) such that ρε0 = ρ0, ρε1 = ρ1 for n ∈ N,
and
lim sup
ε→0
∫ 1
0
‖Dρεt‖2ρεt dt ≤
∫ 1
0
‖Dρt‖2ρt dt,
lim sup
ε→0
ess sup
t∈[0,1]
‖Dρεt‖2ρεt ≤ ess sup
t∈[0,1]
‖Dρt‖2ρt .
In particular, the infimum in the definition of W can alternatively be taken over
L1-smooth admissible curves.
Proof. Let (ρt)t∈[0,1] be an admissible curve. Extend it to a curve (ρt)t∈R by setting
ρt = ρ0 for t < 0 and ρt = ρ1 for t > 1. Note that the extended curve is still
admissible with Dρt = 0 for t ∈ (−∞, 0) ∪ (1,∞).
Let (ηε)ε>0 be a mollifying kernel on R with supp ηε ⊂ (−ε, ε) and set
ρεt =
∫
R
ηε(s)ρt−s ds,
where the integral is to be understood as Pettis integral in L1(M, τ). The measur-
ability of (ρt) is guaranteed by Lemma 4.18.
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The curve (ρεt )t∈R is in C
∞(R;L1(M, τ)), satisfies ρεt = ρ0 for t ≤ −ε and ρεt = ρ1
for t ≥ 1 + ε. Moreover,
|τ(a(ρεt − ρεs))| ≤
∫
R
ηε(r)|τ(a(ρt−r − ρs−r))| dr
≤
∫
R
ηε(r)
∫ t−r
s−r
‖∂a‖ρu‖Dρu‖ρu du dr
=
∫ t
s
∫
R
ηε(r)‖∂a‖ρu−r‖Dρu−r‖ρu−r dr du
≤
∫ t
s
(∫
R
ηε(r)‖∂a‖2ρu−r dr
) 1
2
(∫
R
ηε(r)‖Dρu−r‖2ρu−r dr
)1
2
du
Since ρ 7→ ‖∂a‖2ρ is upper semicontinuous and concave by Lemmas 3.12, 3.20, we can
apply the vector-valued version of Jensen’s inequality (see [Per74, Theorem 3.10])
to get ∫
R
ηε(r)‖∂a‖2ρu−r dr ≤ ‖∂a‖2ρεu .
Thus (ρεt )t∈R is admissible and
‖Dρεt‖2ρεt ≤
∫
R
ηε(r)‖Dρt−r‖2ρt−r dr.
This implies both of the claimed inequalities. 
Remark 4.20. Mollifying in the time variable to restrict minimization problems to
smooth curves is a standard argument, but the nonlinearity of ‖ξ‖ρ in ρ requires some
additional care in our case. in particular, the upper semicontinuity of ρ 7→ ‖∂a‖2ρ
is crucial here, because the vector-valued version of Jensen’s inequality may fail
otherwise (see [Per74]).
The map W is obviously symmetric and it can be seen by concatenation of paths
that W satisfies the triangle inequality. However, in general it can take infinite
values (e.g. in Example 4.12), and it is not clear if W is degenerate. We will soon
impose an additional condition that ensures non-degeneracy of W.
Proposition 4.21. If ρ0, ρ1 ∈ D(M, τ) and a ∈ Aθ, then
|τ(a(ρ1 − ρ0))|2 ≤ ‖a‖2θW(ρ0, ρ1)2,
and if a ∈ AAM, then
|τ(a(ρ0 − ρ1))|2 ≤ 1
2
(‖Γ(a)‖M + ‖Γ(a∗)‖M)W(ρ0, ρ1)2.
In particular, if Aθ is σ-weakly dense in M, then W is non-degenerate.
Proof. We can assume thatW(ρ0, ρ1) <∞, otherwise there is nothing to prove. Let
(ρt)t∈[0,1] be an admissible curve connecting ρ0 and ρ1. By definition ‖∂a‖2ρt ≤ ‖a‖2θ
for all t ∈ [0, 1]. Thus
|τ(a(ρ1 − ρ0))| ≤
∫ 1
0
|〈∂a,Dρt〉ρt| dt ≤ ‖a‖θ
∫ 1
0
‖Dρt‖ dt.
Taking the infimum over all admissible curves connecting ρ0 and ρ1 yields the first
inequality.
The second inequality follows directly from the first an Lemma 3.17. Finally, the
last claim is an immediate consequence of the first inequality. 
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Remark 4.22. According to [Cip16, Proposition 10.6], the seminorm
‖·‖AM : AAM −→ [0,∞), a 7→ (1
2
(‖Γ(a)‖M + ‖Γ(a∗)‖M))1/2
is a Lipschitz seminorm in the spirit of [Con89, Rie99]. The induced metric WΓ on
D(M, τ) given by
WΓ(ρ, σ) = sup{|τ(a(ρ− σ))| : a ∈ AAM, ‖a‖AM ≤ 1}
is a noncommutative analogue of the L1-Wasserstein distance (depending on the
context, it is also called Connes distance or spectral distance).
Remark 4.23. In various situations it would be desirable for (D(M, τ),W) to be
geodesic, that is, any two density matrices with finite distance are joined by a
length-minimizing curve. Indeed, this property is one the advantages of the metric
W in the finite-dimensional case compared to the Wasserstein distance, with the
geometry of the geodesics an object of recent attention (see [GLM17, EMW18]).
Unfortunately, (D(M, τ),W) can fail to be geodesic even in the commutative case,
as was pointed out to the author by Erbar. However, we will see in Section 6 that
(under suitable conditions) the subset of all density matrices with finite entropy
is indeed geodesic, and this is enough for the study of geodesic convexity of the
entropy.
Lemma 4.24 (Convexity of the squared distance). For ρij ∈ D(M, τ), i, j ∈ {0, 1},
let ρit = (1− t)ρi0 + tρi1 for i ∈ {0, 1}, t ∈ [0, 1]. Then
W2(ρ0t , ρ1t ) ≤ (1− t)W2(ρ00, ρ10) + tW2(ρ01, ρ11)
for all t ∈ [0, 1].
Proof. We can assume thatW(ρ00, ρ10),W(ρ01, ρ11) <∞. For j ∈ {0, 1} let (ρsj)s∈[0,1] be
admissible curves connecting ρ0j and ρ
1
j and let ξ
s
j = Dsρ
s
j . Define ρ
s
t = (1−t)ρs0+tρs1
for s, t ∈ [0, 1]. Obviously, s 7→ τ(aρst ) is locally absolutely continuous for all a ∈ Aθ
and t ∈ [0, 1].
We will show that the map
∂Aθ −→ C, ∂a 7→ d
ds
τ(aρst )
is well-defined and continuous with respect to ‖·‖ρst : Indeed,∣∣ d
ds
τ(aρst )
∣∣2
‖∂a‖2ρst
=
∣∣(1− t) d
ds
τ(aρs0) + t
d
ds
τ(aρs1)
∣∣2
‖∂a‖2ρst
=
|(1− t)〈∂a, ξs0〉ρs0 + t〈∂a, ξs1〉ρs1 |2
‖∂a‖2ρst
≤ |(1− t)〈∂a, ξ
s
0〉ρs0 + t〈∂a, ξs1〉ρs1 |2
(1− t)‖∂a‖2ρs0 + t‖∂a‖2ρs1
≤ (1− t) |〈∂a, ξ
s
0〉ρs0 |2
‖∂a‖2ρs0
+ t
|〈∂a, ξs1〉ρs1|2
‖∂a‖2ρs1
≤ (1− t)‖ξs0‖2ρs0 + t‖ξ
s
1‖2ρs1 .
For the first inequality we used Lemma 3.20, while the second inequality follows
from the convexity of the function (x, y) 7→ y2
x
.
Thus, (ρst )s∈[0,1] is admissible for every t ∈ [0, 1] and (Dsρst )s∈[0,1] satisfies
‖Dsρst‖2ρst = sup
a∈Aθ
|〈∂a,Dsρst〉ρst |2
‖∂a‖2ρst
≤ (1− t)‖Dsρs0‖2ρs0 + t‖Dsρ
s
1‖2ρs1 .
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Therefore
W2(ρ0t , ρ1t ) ≤ (1− t)
∫ 1
0
‖Dsρs0‖2ρs0 ds+ t
∫ 1
0
‖Dsρs1‖2ρs1 ds.
Taking the infimum over all admissible curves (ρsj)s∈[0,1] connecting ρ
0
j and ρ
1
j yields
the assertion. 
Let (X, d) be an extended metric space. A curve γ : I −→ X is called p-locally
absolutely continuous if there exists g ∈ Lploc(I) such that
(ACp) d(γs, γt) ≤
∫ t
s
g(r) dr
for all s, t ∈ I. We write ACploc(I; (X, d)) for the space of all p-locally absolutely
continuous curves in (X, d). If γ ∈ ACploc(I; (X, d)), then
|γ˙t|d := lim
h→0
d(γt+h, γt)
|h|
exists for a.e. t ∈ I and |γ˙|d is the minimal g ∈ Lploc(I) such that (ACp) holds.
It is immediate from the definition that every admissible curve (ρt)t∈I belongs to
AC2loc(I; (D(M, τ),W)) and |ρ˙t|W ≤ ‖Dρt‖ρt for a.e. t ∈ I.
Corollary 4.25 (Convexity squared metric speed). Let (ρit)t∈I , i ∈ {0, 1}, be locally
absolutely continuous curves in (D(M, τ),W) and ρs = (1−s)ρ0+sρ1 for s ∈ [0, 1].
Then ρs is locally absolutely continuous and
|ρ˙s|2W ≤ (1− s)|ρ˙0|2W + s|ρ˙1|2W
for all s ∈ [0, 1].
At the present stage we cannot say much about when the distance W between
two density matrices is finite. However, if E satisfies some well-known functional
inequalities, we get estimates on W.
Proposition 4.26. Assume that τ(1) = 1. If E satisfies the Poincare´ inequality
with constant cP > 0, that is,
‖a− τ(a)‖2L2 ≤ c2PE(a)
for all a ∈ D(E), then
W(ρ0, ρ1) ≤ cP
λ
‖ρ1 − ρ0‖L2
for all ρ0, ρ1 ∈ D(M, τ) ∩ L2(M, τ) with ρ0, ρ1 ≥ λ2 > 0
Proof. Let ρt = (1 − t)ρ0 + tρ1 and notice that ρt ≥ λ2 implies ρˆt ≥ λ2. For all
a ∈ Aθ we have
|τ(a(ρt − ρs))| = |t− s||τ((a− τ(a))(ρ1 − ρ0))|
≤ cP |t− s|‖ρ1 − ρ0‖L2‖∂a‖H
≤ cP
λ
‖ρ1 − ρ0‖L2
∫ t
s
‖∂a‖ρr dr.
Hence (ρr)r∈[0,1] is admissible with ‖Dρr‖ρr ≤ cPλ ‖ρ1 − ρ0‖L2 . 
Remark 4.27. Qualitatively, this result can be rephrased as follows: The form E
satisfies a Poincare´ inequality if and only if ker ∂ is spanned by 1 and ∂∗ has closed
range. In this case, if (ρt) is the linear interpolation between two density matrices
in L2, then
ρ˙t = ∂
∗ηt
30 WIRTH
has a solution ηt ∈ H. If ρt is additionally bounded away from zero, then there is a
solution ξt to
ρˆtξt = ηt,
and (ρt) satisfies the continuity equation for the vector field (ξt).
5. Von Neumann entropy and Fisher information
In this section we introduce two important quantities for the gradient flow char-
acterization of the heat flow, namely the (von Neumann) entropy and the Fisher
information or entropy production, and carefully analyze convexity and continuity
properties of these two as well as some related functionals.
The Fisher information appears in quantum information theory as the derivative
of the entropy along heat flow curves, hence the name entropy production, but we
will see that it also occurs in the metric speed of heat flow trajectories with respect
to W. This foreshadows already the close relation between entropy, heat flow and
the metric W, which we will exploit for the gradient flow characterization in the
next section.
Throughout this section let (M, τ) be a tracial von Neumann algebra, E a quan-
tum Dirichlet form on L2(M, τ), (∂,H, L, R, J) the associated first order differential
calculus and assume that τ is energy dominant. We further assume that θ can be
represented by a symmetric operator mean. Denote by (Pt)t≥0 the quantum Markov
semigroup associated with E and by L = ∂∗∂ its generator.
The von Neumann entropy is defined as
Ent : D(M, τ) −→ [−∞,∞], Ent(ρ) =
{
τ(ρ log ρ) if (ρ log ρ)+ ∈ L1(M, τ),
∞ otherwise.
Its domain of definition is D(Ent) = {ρ ∈ D(M, τ) | Ent(ρ) ∈ R}. Here and in
the following, the expression ρ log ρ is to be understood as f(ρ) for the (continuous)
function
f : [0,∞) −→ R, x 7→
{
x log x if x > 0,
0 if x = 0.
Remark 5.1. If τ(1) = 1, an application of Jensen’s inequality shows that Ent ≥ 0.
If τ(1) =∞, the entropy can be rather ill-behaved already in the commutative case
(see e.g. [Stu06a, Example 4.4]). For that reason, we will from now on concentrate
on the finite case. However, we believe that this assumption is not essential and
that similar modifications as in [AGS14a] should also work in our setting.
Remark 5.2. Some authors, especially in the physics community, define the entropy
with the opposite sign. We choose the sign in such a way that the entropy is positive
if τ is a state and the semigroup (Pt) is a gradient flow of Ent instead of −Ent.
An important property of the entropy is its lower semicontinuity with respect to
suitable topologies on D(M, τ), in our case the topology induced byW. To prove it,
we first establish a variational formulation of the entropy. In the noncommutative
case, it is (along with the idea of proof presented here) originally due to Petz [Pet88].
We just adapt it to be applicable in duality with ALM instead of M.
Proposition 5.3 (Variational formula for the entropy). Assume τ(1) = 1. If A is
a σ-weakly dense C∗-subalgebra of M, then
Ent(ρ) = sup{τ(aρ)− log τ(ea) | a ∈ A+}
for all ρ ∈ D(M, τ).
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Proof. Step 1: The equality
Ent(ρ) = max{τ(aρ)− log τ(ea) | a ∈M+}
holds for invertible ρ ∈ D(M, τ)∩M, and the maximum is attained at a = logMρ
for all sufficiently large M :
By assumption, there are constants c, C > 0 such that c ≤ ρ ≤ C. Let a =
logMρ ∈M+ for M ≥ c−1. Then
τ(aρ)− log τ(ea) = τ(ρ log ρ) + logM − log τ(Mρ) = τ(ρ log ρ).
For the converse inequality let x = log ρ, y = a − log τ(ea). By Klein’s inequality
(Lemma 5.9) we have
0 ≤ τ(ey − ex − ex(y − x))
= τ
(
ρ− e
a
τ(ea)
− ρ(a− log τ(ea)− log ρ)
)
= τ(ρ log ρ)− (τ(aρ)− log τ(ea)).
Step 2: The equality
Ent(ρ) = sup{τ(aρ)− log τ(ea) | a ∈M+}
holds for all ρ ∈ D(M, τ):
Let ρ(n) = (ρ ∧ n) ∨ 1
n
, denote by e the spectral measure of ρ and let µ = τ ◦ e.
Then
Ent(ρ(n)) =
∫
[0,e−1)
(
λ ∨ 1
n
)
log
(
λ ∨ 1
n
)
dµ(λ) +
∫
[e−1,∞)
(λ ∧ n) log(λ ∧ n) dµ(λ)
→
∫
λ log λ dµ(λ), n→∞
by monotone convergence.
Moreover,
τ(log ρ(n)(ρ(n) − ρ)) =
∫
[0,∞)
log λ(n)(λ(n) − λ) dµ(λ) ≤ 0,
as can be seen by a decomposition of [0,∞) into [0, 1/n), [1/n, n] and (n,∞).
Let an = log nρ
(n). Using the first step, we get
Ent(ρ) = lim
n→∞
Ent(ρ(n)) = lim
n→∞
(τ(ρ(n)an)− log τ(ean)) ≤ sup
n∈N
(τ(ρan)− log τ(ean)).
For the converse inequality, first observe that
τ(|ρ− ρ(n)|) =
∫
[0,1/n)
(
1
n
− λ
)
dµ(λ) +
∫
(n,∞)
(λ− n) dµ(λ)→ 0, n→∞
by dominated convergence.
Now let a ∈M+. Then
Ent(ρ) = lim
n→∞
Ent(ρ(n)) ≥ lim
n→∞
τ(aρ(n))− log τ(ea) = τ(aρ)− log τ(ea).
Step 3: The equality
Ent(ρ) = sup{τ(aρ)− log τ(ea) | a ∈ A+}
holds for all ρ ∈ D(M, τ):
Let ε > 0. By the second step, there is an a ∈ M+ such that
Ent(ρ) ≤ τ(aρ)− log τ(ea) + ε
3
.
Since A ⊂ M is σ-weakly dense, the unit ball of A is strongly dense in the unit
ball of M by the Kaplansky density theorem. Thus there is a net (ai) in A+ with
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‖ai‖M ≤ ‖a‖M such that ai → a. By the continuity of the functional calculus, (eai)
converges strongly to ea.
Let i ∈ I such that τ(aρ) ≤ τ(aiρ) + ε/3, − log τ(ea) ≤ − log τ(eai) + ε/3. Then
Ent(ρ) ≤ τ(aiρ)− log τ(eai) + ε.
Thus Ent(ρ) ≤ sup{τ(aρ) − log τ(ea) | a ∈ A+}. The converse inequality is clear
from Step 2. 
For the next corollary recall that a convex function is called proper if it is not
identically ∞.
Corollary 5.4. If τ(1) = 1 and ALM ⊂M is σ-weakly dense, then Ent is a proper
lower semicontinuous convex functional on (D(M, τ),W).
Proof. Denote by ALM the uniform closure of ALM. Let (ρn) be a sequence in
D(M, τ) such that W(ρn, ρ) → 0. It follows from Proposition 4.21 that τ(aρn) →
τ(aρ) for all a ∈ Aθ, and, since (ρn) is bounded in L1(M, τ), indeed for all a ∈ Aθ.
Combined with Proposition 5.3 we infer that Ent is the supremum of affine, con-
tinuous functions on (D(M, τ),W), hence lower semicontinuous and convex. Since
Ent(1) = 0, the entropy is also proper. 
Remark 5.5. As we already used in the proof of Theorem 3.12, functionals of the
form ρ 7→ τ(f(ρ)) are convex for all convex functions f .
For approximating functionals we will also need the following (weaker) lower semi-
continuity property, which holds for convex trace functionals.
Proposition 5.6 (Lower semicontinuity of convex trace functionals). Assume that
τ(1) < ∞. For an interval I ⊂ R let L1(M, τ)I = {a ∈ L1(M, τ) | a = a∗, σ(a) ⊂
I}. If f : I −→ R is a proper lower semicontinuous convex function, then
F : L1(M, τ)I −→ (−∞,∞], a 7→ τ(f(a))
is lower semicontinuous.
Proof. Since f is proper, lower semicontinuous and convex, by [Roc97, Theorem
12.1] there is a sequence (fi) of affine functions such that f = supi fi. In particular,
F is well-defined.
Fix n ∈ N. For j ∈ {1, . . . , n} let
Ej = {t ∈ I | max
1≤i<j
fi(t) < fj(t), max
j<i≤n
fi(t) ≤ fj(t)}.
In particular, fj(t) = max1≤i≤n fi(t) for t ∈ Ej, and I =
⊔
j Ej.
Let (ak) be a sequence in L
1(M, τ)I converging to a ∈ L1(M, τ)I . Then
lim inf
k→∞
τ(f(ak)) = lim inf
k→∞
n∑
j=1
τ(1Ej(a)f(ak))
≥ lim inf
k→∞
n∑
j=1
τ(1Ej (a)fj(ak))
=
n∑
j=1
τ(1Ej(a)fj(a))
=
n∑
j=1
τ
(
1Ej(a) max
1≤i≤n
fi(a)
)
= τ
(
max
1≤i≤n
fi(a)
)
.
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Since f1(a) is integrable, τ (max1≤i≤n fi(a))ր τ(f(a)). This proves the claim. 
Remark 5.7. By the Hahn-Banach theorem, lower semicontinuity and weak lower
semicontinuity are equivalent for convex functionals on convex subsets of Banach
spaces.
Lemma 5.8. Assume that τ is finite. Let (ρt)t∈I be an L
1-differentiable curve in
D(M, τ). Assume that there exists M > 0 such that ‖ρt‖M ≤ M for all t ∈ I. If
f ∈ C1(R), then the map
F : I −→ R, t 7→ τ(f(ρt))
is differentiable with derivative F ′(t) = τ(f ′(ρt)ρ˙t).
Proof. By approximation in C1 we can assume that f is a polynomial, and by
linearity, even that f is a monomial. Observe that
τ(ak+1 − bk+1) = τ
((
k∑
j=0
ak−jbj
)
(a− b)
)
for all a, b ∈M and k ≥ 0 (of course it is crucial here that τ is a trace).
Thus
1
h
τ(ρk+1t+h − ρk+1t ) =
k∑
j=0
τ
(
ρk−jt+hρ
j
t
(
ρt+h − ρt
h
))
.
Since (ρt) is uniformly bounded and L
1-continuous, we have ρjt+h → ρjt as h→ 0
in L1 and, by a standard approximation argument, also σ-weakly for all j ≥ 0.
Hence ∣∣∣∣τ (ρk−jt+hρjt (ρt+h − ρth
)
− ρkt ρ˙t
)∣∣∣∣ ≤ ∣∣∣∣τ (ρk−jt+hρjt (ρt+h − ρth − ρ˙t
))∣∣∣∣
+ |τ((ρk−jt+h − ρk−jt )ρjt ρ˙t)|
≤Mkτ
(∣∣∣∣ρt+h − ρth − ρ˙t
∣∣∣∣)
+ |τ((ρk−jt+h − ρk−jt )ρjt ρ˙t)|
→ 0, h→ 0.
All put together, we have proven that
1
h
(F (t+ h)− F (t)) = 1
h
τ(ρk+1t+h − ρk+1t )→ τ((k + 1)ρkt ρ˙t)
as h→ 0. 
Lemma 5.9 (Klein’s inequality). Assume that τ is finite. Let f : R −→ R be a
convex C1 Lipschitz function. If ρ0, ρ1 ∈ L1h(M, τ), then f(ρ0), f(ρ1) ∈ L1(M, τ)
and
τ(f(ρ1)− f(ρ0)) ≤ τ(f ′(ρ1)(ρ1 − ρ0)).
Proof. If ρ0, ρ1 ∈ L1h(M, τ)∩M, then one can use Lemma 5.8 to adapt the proof of
the finite-dimensional case (see [Car10, Theorem 2.11]).
Now let ρ0, ρ1 ∈ L1h(M, τ) be arbitrary. We already know that the inequality
holds for ρ0, ρ1 replaced by ρ0 ∧ n, ρ1 ∧ n. It remains to show that both sides
converge to the correct limit as n→∞.
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Since f ′ is bounded and increasing, ‖f ′(ρ1 ∧ n)‖M ≤ ‖f ′‖∞ for all n ∈ N and
f ′(ρ1 ∧ n) → f ′(ρ1) σ-weakly as n → ∞. It is elementary that ρ0 ∧ n → ρ0 and
ρ1 ∧ n→ ρ1 in L1. Put together we get
τ(f ′(ρ1 ∧ n)(ρ1 ∧ n− ρ0 ∧ n))→ τ(f ′(ρ1)(ρ1 − ρ0)).
For the convergence of the left-hand side one can use that R can be decomposed into
at most two intervals such that f is decreasing on the first one and decreasing on the
second. Using monotone convergence on both parts one gets τ(f(ρ1∧n))→ τ(f(ρ1))
and the same for ρ0. 
Corollary 5.10. Assume that τ is finite. If f : R −→ R is a convex C1 Lipschitz
function and (ρt)t∈I is an L
1-differentiable curve in L1h(M, τ), then t 7→ τ(f(ρt)) is
locally absolutely continuous and
d
dt
τ(f(ρt)) = τ(f
′(ρt)ρ˙t)
for a.e. t ∈ I.
Proof. By Klein’s inequality we have
τ(f ′(ρs)(ρt − ρs)) ≤ τ(f(ρt)− f(ρs)) ≤ τ(f ′(ρt)(ρt − ρs))
for all s, t ∈ I. Thus
|τ(f(ρt)− f(ρs))| ≤ ‖f ′‖∞‖ρt − ρs‖1.
Since (ρt) is L
1-differentiable, it follows that t 7→ τ(f(ρt)) is locally absolutely
continuous.
Now assume that t ∈ I is a point of differentiability. By Klein’s inequality,
d
dt
τ(f(ρt)) = lim
sրt
1
t− sτ(f(ρt)− f(ρs)) ≤ limsրt τ
(
f ′(ρt)
ρt − ρs
t− s
)
= τ(f ′(ρt)ρ˙t),
and
d
dt
τ(f(ρt)) = lim
sցt
1
t− sτ(f(ρt)− f(ρs)) ≥ limsրt τ
(
f ′(ρt)
ρt − ρs
t− s
)
= τ(f ′(ρt)ρ˙t).
This settles the claim. 
Lemma 5.11. If a ∈ D(E)h and C1, C2 : R −→ R are increasing Lipschitz functions
with C1(0) = C2(0) = 0, then
E(C1(a), C2(a)) ≥ 0.
Proof. Since C1(s)− C1(t) and C2(s)− C2(t) have the same sign,
|C1(s)− C2(s)− C1(t) + C2(t)| ≤ |C1(s) + C1(t)− C2(s)− C2(t)|
for all s, t ∈ R. Hence there exists a 1-Lipschitz function C : R −→ R with C(0) = 0
such that C ◦ (C1 + C2) = C1 − C2. Thus
(5.1) E(C1(a), C2(a)) = 1
4
(E(C1(a) + C2(a))− E(C1(a)− C2(a))) ≥ 0.
Remark 5.12. If C1, C2 in the previous lemma are continuously differentiable, we
can also use the chain rule to get
E(C1(a), C2(a)) = 〈(C˜1C˜2)(L(a), R(a))∂a, ∂a〉H ≥ 0.
Remark 5.13. The short and elegant proof of Lemma 5.11 was suggested to us by
S. Puchert, replacing a quite involved proof arguing by approximation of E .
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Corollary 5.14. Let C,C1, C2 : R −→ R be increasing Lipschitz functions with
C(0) = C1(0) = C2(0) = 0 and |C1(s) − C1(t)| ≤ |C2(s) − C2(t)| for all s, t ∈ R.
Then
E(C(a), C1(a)) ≤ E(C(a), C2(a))
for all a ∈ D(E)h.
Lemma 5.15. Let E be a quantum Dirichlet form on L2(M, τ), denote by L(p)
the generator of the associated semigroup on Lp(M, τ) for p ∈ [1,∞), and let a ∈
D(L(p)).
If C1, C2 : R −→ R are increasing 1-Lipschitz functions and there exists a constant
α > 0 such that |Ci(t)| ≤ α|t|p−1 for t ∈ R, i ∈ {1, 2}, then C1(a), C2(a) ∈ D(E)
and
E(C1(a), C2(a)) ≤ τ(C1(a)L(p)a).
Proof. First note that Ci(a) ∈ Lp(M, τ) ∩ Lq(M, τ) ⊂ L2(M, τ), where q is the
dual exponent of p. To prove Ci(a) ∈ D(E), it suffices to show
1
t
τ(Ci(a)(Ci(a)− PtCi(a)) ≤ 1
t
τ(Ci(a)(a− Pta))(5.2)
for t > 0, since the right-hand side converges to τ(Ci(a)L(p)a) as t→ 0.
Since the approximating form
L2(M, τ) −→ [0,∞), x 7→ 1
t
τ(x(x− Ptx))
is a quantum Dirichlet form, Equation (5.2) holds for a ∈ L2(M, τ) by Corollary
5.14.
In the general case let (ak) be a sequence in L
2(M, τ) ∩ Lp(M, τ). By [Tik87,
Theorem 3.2] we have Ci(ak)→ Ci(a) with respect to ‖·‖p and ‖·‖q (resp. σ-weakly
in the case p = 1). Using the continuity of Pt with respect to ‖·‖p and ‖·‖q (and
additionally the bound ‖Ci(ak)‖M ≤ ‖Ci‖∞ in the case p = 1), we see that (5.2)
continues to hold for arbitrary a ∈ Lp(M, τ).
Finally, by Corollary 5.14 and the same approximation argument as above, we
obtain
1
t
τ(C1(a)(C2(a)− PtC2(a))) ≤ 1
t
τ(C1(a)(a− Pta)),
which gives
E(C1(a), C2(a)) ≤ τ(C1(a)L(p)a)
in the limit t→ 0. 
Lemma 5.16. Let (Cn) be a sequence of continuously differentiable, increasing nor-
mal contractions on [0,∞) with
C˜n(s, t)ր l˜og(s, t)
for all s, t ≥ 0 (with the convention that the right-hand side equals ∞ whenever
s = 0 or t = 0).
Then limn→∞ E(a, Cn(a)) exists in [0,∞] for all a ∈ D(E)+ and is independent
from the choice of the sequence (Cn).
Proof. We use the chain rule to get
E(a, Cn(a)) = 〈C˜n(L(a), R(a))∂a, ∂a〉H.
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Denote by e the joint spectral measure of L(a) and R(a). Then
〈C˜n(L(a), R(a))∂a, ∂a〉H =
∫
[0,∞)2
C˜n(s, t) d〈e(s, t)∂a, ∂a〉H
ր
∫
[0,∞)2
l˜og(s, t) d〈e(s, t)∂a, ∂a〉H,
where the integrand is interpreted as ∞ whenever s = 0 or t = 0. 
Definition 5.17 (Fisher information). The Fisher information of a ∈ D(E)+ is
defined as
I(a) = lim
n→∞
E(a, Cn(a)) ∈ [0,∞]
for some (any) sequence (Cn) of continuously differentiable, increasing normal con-
tractions with C˜n ր l˜og pointwise.
An example of a sequence (Cn) that is admissible in the definition of the Fisher
information is given by
Cn : [0,∞) −→ [0,∞), Cn(t) = log(t + e−n) + n.
We will also need the following two different approximation results of the Fisher
information:
Lemma 5.18. If a ∈ D(E)+ with I(a) <∞, then
I(a) = lim
n→∞
E(a, ((log∧n) ∨ (−n) + n)(a)).
Proof. Let fn = (log∧n)∨ (−n) +n. By Corollary 5.14, the sequence (E(a, fn(a)))n
is increasing, hence it suffices to show convergence along a subsequence. Let
Ck : [0,∞) −→ [0,∞), Ck(t) = log(t+ e−k) + k
and nk ∈ N such that E((Ck(a) ∧ nk) ∨ (−nk)) ≥ E(Ck(a))− 1k . Then
E(a, (Ck(a) ∧ nk) ∨ (−nk))→ I(a), k →∞,
and
|(Ck(s) ∧ nk) ∨ (−nk)− (Ck(t) ∧ nk) ∨ (−nk)| ≤ |fnk(s)− fnk(t)| ≤ |log s− log t|.
An application of Corollary 5.14 yields
(5.3) E(a, fnk(a))→ I(a), k →∞.
Lemma 5.19. Let a ∈ D(E)+. Then I(a) = supn I(a ∧ n).
Proof. By Corollary 5.14, the sequence (I(a ∧ n))n is increasing and bounded from
above by I(a). For the converse inequality let (Cm) be a sequence as in the definition
of I.
Since Cm(a) = limn→∞Cm(a ∧ n) in L2(M, τ) and E(Cm(a ∧ n)) ≤ E(Cm(a))
by Corollary 5.14, we have E(Cm(a ∧ n)) → E(Cm(a)) as n → ∞ by the lower
semicontinuity of E . The same argument holds for E(a ∧ n) so that we get
I(a) ≥ I(a ∧ n) ≥ E(a ∧ n, Cm(a ∧ n))→ E(a, Cm(a)).
Taking the supremum over m ∈ N, the assertion follows. 
With the aid of the previous lemma, we can extend the Fisher information to
L1+(M, τ) via I(ρ) = supn I(ρ ∧ n) if ρ ∧ n ∈ D(E)+ for all n ∈ N and I(ρ) = ∞
otherwise.
Lemma 5.20. The Fisher information is lower semicontinuous on L1+(M, τ).
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Proof. By monotone approximation it suffices to show that maps of the form
L1+(M, τ) −→ [0,∞), ρ 7→
{
E(ρ ∧ n, C(ρ ∧ n)) if ρ ∧ n ∈ D(E),
∞ otherwise
are continuous for n ∈ N and C ∈ C1(R) with C ′ > 0.
Let (ρk) be a sequence in L
1
+(M, τ) such that ρk → ρ in L1(M, τ) and supk E(ρk∧
n, C(ρk ∧ n)) < ∞. By [Tik87, Theorem 3.2] we have ρk ∧ n → ρ ∧ n in L1(M, τ)
and L2(M, τ). Moreover, since C ′ > 0, the sequence (E(ρk ∧ n))k is bounded. Thus
ρ ∧ n ∈ D(E) and ρk ∧ n→ ρ ∧ n weakly in D(E).
By Lemma 3.11 we have C˜(L(ρk∧n), R(ρk∧n))→ C˜(L(ρ∧n), R(ρ∧n)) strongly
as k →∞. If we combine these convergences, we obtain
E(ρk ∧ n, C(ρk ∧ n)) = 〈∂(ρk ∧ n), C˜(L(ρk ∧ n), R(ρk ∧ n))∂(ρk ∧ n)〉H
→ 〈∂(ρ ∧ n), C˜(L(ρ ∧ n), R(ρ ∧ n))∂(ρ ∧ n)〉H
= E(ρ ∧ n, C(ρ ∧ n)). 
Proposition 5.21. The Fisher information is convex and weakly lower semicontin-
uous on L1+(M, τ).
Proof. For the convexity it suffices to show that I is convex on D(E)+∩M. Indeed,
if ρ0, ρ1 ∈ L1+(M, τ) and λ ∈ [0, 1], then
I((1 − λ)ρ0 + λρ1) ≤ lim inf
n→∞
I((1 − λ)(ρ0 ∧ n) + λ(ρ1 ∧ n))
by the lower semicontinuity of I, and
(1− λ)I(ρ0 ∧ n) + λI(ρ1 ∧ n) ≤ (1− λ)I(ρ0) + λI(ρ1)
by definition.
For that purpose let
Ck : [0,∞) −→ [0,∞), t 7→ log(t + e−n) + n
and let Eε be the quadratic form generated by L(1 + εL)−1. Since
I(a) = lim
k→∞
lim
ε→0
Eε(a, Ck(a))
for a ∈ D(E)+ ∩M, it is sufficient to prove that a 7→ Eε(a, Ck(a)) is convex for all
ε > 0 and k ∈ N.
Let (Hε, ∂ε, Lε, Rε, Jε) be the first-order differential calculus associated with Eε.
By [CS03, Section 10.3] there exists ηε ∈ Hε such that ∂εa = (Lε(a)− Rε(a))ηε for
all a ∈ D(E)+ ∩M. Thus
Eε(a, Ck(a)) = 〈(Lε(a)−Rε(a))ηε, (Ck(Lε(a))− Ck(Rε(a)))ηε〉Hε .
For α > 0 let
Φα : (0,∞)2 −→ R, (s, t) 7→ s
α+1tα + t− sαt1−α − t
α
.
Note that Φα(s, t)→ (s− t)(log s− log t) as αց 0. By dominated convergence we
have
Φα(Lε(a) + e
−k, Rε(a) + e
−k)→ (Lε(a)− Rε(a))(Ck(Lε(a))− Ck(Rε(a))).
as αց 0 in the weak operator topology. Hence it suffices to show that
D(E)+ ∩M −→ L(H), a 7→ Φα(Lε(a) + e−k, Rε(a) + e−k)
is convex for all k ∈ N and α, ε > 0.
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Let l(a) = Lε(a) + e
−k and r(a) = Rε(a) + e
−k. Since the images of Lε and Rε
commute, we have
Φα(l(a), r(a)) =
1
α
(l(a)(l(a)#αr(a))
−1l(a) + r(a)− l(a)#αr(a)− l(a)),
where #α is the operator mean with generating function t 7→ tα. As mentioned
before, the mean #α is jointly operator concave. Together with the joint op-
erator convexity of the map (x, y) 7→ yx−1y this implies the convexity of a 7→
l(a)(l(a)#αr(a))
−1l(a). Hence a 7→ Φα(l(a), r(a)) is convex as the sum of convex
maps.
Finally, the weak lower semicontinuity follows from the convexity and the strong
lower semicontinuity by the Hahn-Banach theorem. 
Proposition 5.22. Assume that θ is the logarithmic mean. If ρ ∈ D(M, τ) ∩
L2(M, τ) and ∫ t
s
I(Prρ) dr <∞
for all s, t > 0, then the curve (Ptρ)t>0 is admissible and
‖D(Ptρ)‖2Ptρ ≤ I(Ptρ).
Proof. Let
Cn : (e
−n,∞) −→ [0,∞), t 7→ log(t + e−n) + n.
Let ρt = Ptρ and ξ
n
t = −∂(Cn(ρt)). Since ρ ∈ L2(M, τ), we have ρt ∈ D(L). As
Cn is continuously differentiable on a neighborhood of σ(ρt), we have ∂(Cn(ρt)) =
C˜n(L(ρt), R(ρt))∂ρt.
Denote by e the joint spectral measure of L(ρt) and R(ρt). An application of
0 ≤ C˜n · LM ≤ 1 gives
‖ξnt ‖2ρt = ‖(LM1/2C˜n)(L(ρt), R(ρt))∂ρt‖2H
=
∫
[0,∞)2
LM(s, t)C˜n(s, t)
2 d〈e(s, t)∂ρt, ∂ρt〉H
≤
∫
[0,∞)2
C˜n(s, t) d〈e(s, t)∂ρt, ∂ρt〉H
= E(ρt, Cn(ρt))
≤ I(ρt).
On the other hand, C˜nLMր 1 implies
〈ξnt , ∂a〉ρt = −
∫
[0,∞)2
C˜n(s, t)LM(s, t) d〈e(s, t)∂ρt, ∂a〉H
→ −〈∂ρt, ∂a〉H
= 〈−Lρt, a〉L2(M,τ)
= τ(aρ˙t)
for all a ∈ Aθ.
Let ξ˜nt be the projection of ξ
n
t ontoHρt . From the computations above we conclude
that (ξ˜nt )n converges weakly to some ξt ∈ Hρt with ‖ξt‖2ρt ≤ I(ρt) for a.e. t > 0 and
〈ξt, ∂a〉ρt = τ(aρ˙t)
for all a ∈ Aθ. 
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Proposition 5.23 (Fisher information equals entropy dissipation). Assume that τ
is finite. If ρ ∈ D(M, τ) ∩ L2(M, τ), then
Ent(ρ)− Ent(Ptρ) =
∫ t
0
I(Psρ) ds
for all t ≥ 0. In particular, Ent is decreasing along (Ptρ)t≥0.
Proof. Let Cn = (log∧n) ∨ (−n) + n and
fn : [0,∞) −→ R, fn(t) = −e−1 +
∫ t
e−1
(Cn(r) + 1− n) dr.
Then fn ∈ C1((−e−n,∞)), fn(t) ր t log t for all t ≥ 0, and f ′n = Cn − n + 1 is
bounded and Lipschitz. Define furthermore
Fn : [0,∞) −→ R, s 7→ τ(fn(Psρ)).
Since s 7→ Psρ is L1-differentiable, we can apply Corollary 5.10 to see that Fn is
locally absolutely continuous and F ′n(s) = −τ(f ′n(Psρ)LPsρ).
Thus
Fn(ρ)− Fn(Ptρ) =
∫ t
0
τ(f ′n(Psρ)LPsρ) s
=
∫ t
0
E(Cn(Psρ), Psρ) ds
→
∫ t
0
I(Psρ) ds, n→∞.
Here we used conservativeness for the fact that τ(Lρ¯) = 0 for all ρ¯ ∈ L1(M, τ).
Since ρ ∈ D(M, τ) ∩ L2(M, τ) ⊂ D(Ent), the monotone convergence theorem
gives the convergence of the left-hand side to Ent(ρ)− Ent(Ptρ). 
Corollary 5.24. Assume that θ is the logarithmic mean. If ρ ∈ D(Ent), then∫ ∞
0
I(Prρ) dr ≤ Ent(ρ),
(Ptρ)t≥0 is an admissible curve, Ent is decreasing along (Ptρ)t≥0 and W(ρ, Ptρ)→ 0
as t→ 0.
Proof. Let ρn =
ρ∧n
τ(ρ∧n)
. Since ρn → ρ in L1(M, τ), one has Ptρn → Ptρ in L1(M, τ)
for all t ≥ 0. Moreover,
Ent(ρn) = τ(ρn log ρn) =
1
τ(ρ ∧ n)τ((ρ ∧ n) log(ρ ∧ n))− log τ(ρ ∧ n)→ Ent(ρ).
It follows from the lower semicontinuity of the entropy and Proposition 5.23 that
Ent(Ptρ) ≤ lim inf
n→∞
Ent(Ptρn) ≤ lim
n→∞
Ent(ρn) = Ent(ρ)
for all t ≥ 0. Thus Ent is decreasing along (Ptρ)t≥0.
The lower semicontinuity of I (Lemma 5.20) and Fatou’s lemma imply∫ ∞
0
I(Prρn) dr ≤
∫ ∞
0
lim inf
n→∞
I(Prρn) dr ≤ lim inf
n→∞
∫ ∞
0
I(Prρn) dr.
From Proposition 5.23 we deduce
lim inf
n→∞
∫ ∞
0
I(Prρn) dr ≤ lim
n→∞
Ent(ρn) = Ent(ρ).
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Moreover,
lim inf
n→∞
∫ ∞
0
‖D(Prρn)‖2Prρn dr ≤ lim infn→∞
∫ ∞
0
I(Prρn) dr
by Proposition 5.22. Thus (Ptρ)t≥0 is admissible by Theorem 4.16.
Finally, W(ρ, Ptρ) → 0 as t → 0 is a direct consequence of the admissibility of
(Ptρ)t≥0. 
6. Gradient flow of the entropy
In this section we give the announced characterization of the flow defined by the
Markovian quantum master equation as metric gradient flow of the entropy under
suitable conditions.
To be more precise, in Subsection 6.1 we first introduce a Bakry–E´mery-type
gradient estimate for the semigroup (Pt) and prove that it implies a kind of Feller
regularization for the semigroup (Proposition 6.6) as well as contraction/expansion
estimates with respect to W (Theorem 6.9).
A central difficulty in the proof of the gradient flow characterization, as already
in the case of metric measure spaces, lies in the fact that we are working on L1, so
that the heat flow curves may fail to be differentiable and Hilbert space methods
are not directly applicable. To overcome this problem, Subsection 6.2 is devoted to
a fine analysis of standard semigroup mollification in our setting. In particular, we
prove an entropy regularization estimate in Proposition 6.18.
In the last Subsection 6.3 we review the evolution variational inequality (EVI)
formulation of gradient flows in metric spaces and complete the proof of the char-
acterization of the Markovian quantum master equation as EVI gradient flow of the
entropy (Theorem 6.21).
In part our proof strategy is a careful adaptation to the noncommutative setting
of the paths taken by Ambrosio et al. (see [AGS15] in the case of infinitesimally
Hilbertian metric measure spaces and [AES16] in the case of abstract local Dirichlet
forms). However, both proofs rely strongly on duality (either the dual problem
of the Monge–Kantorovich or the Benamou–Brenier formulation). Little is known
on the dual formulation in the present setting, so we avoid it altogether. In this
way, our approach gives a new proof variant even when restricted to the case of
infinitesimally Hilbertian metric measure spaces (with finite measure).
As usual, let (M, τ) be a tracial von Neumann algebra, E a quantum Dirichlet
form on L2(M, τ) such that τ is energy dominant, and (∂,H, L, R, J) the associated
first order differential calculus. We further assume that τ is finite and L1(M, τ) is
separable. In the beginning we only assume that θ can be represented by a symmetric
operator mean, but starting from Subsection 6.2 we take the logarithmic mean for θ.
We do not make any density assumptions on Aθ – these follow automatically from
the gradient estimate we introduce in the first subsection.
6.1. The gradient estimate GE(K,∞). In this subsection we introduce the gra-
dient estimate GE(K,∞) along with some first consequences, among them an Aθ-
regularization property of the semigroup and an exponential contraction (or expan-
sion) bound for the metric W.
Definition 6.1 (GE(K,∞)). The quantum Dirichlet form E satisfies the gradient
estimate GE(K,∞) if
‖∂Pta‖2ρ ≤ e−2Kt‖∂a‖2Ptρ
for all a ∈ D(E), ρ ∈ D(M, τ) and t ≥ 0.
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Remark 6.2. The gradient estimate GE(K,∞) is a modification of the classical
Bakry–E´mery gradient estimate (see [BE´85] or the monograph [BGL14]). Indeed, if
E is a strongly local (commutative) Dirichlet form on L2(X,m), then the gradient
estimate GE(K,∞) reads∫
X
Γ(Ptu)ρ dm ≤ e−2Kt
∫
X
PtΓ(u)ρ dm,
which is just a weak formulation of the Bakry–E´mery gradient estimate
Γ(Ptu) ≤ e−2KtPtΓ(u).
If E is the standard Dirichlet energy on a complete Riemannian manifold (M, g),
then E satisfies GE(K,∞) if and only if the Ricci curvature of (M, g) is bounded
below by K.
Remark 6.3. In the classical Bakry–E´mery gradient estimate there is an additional
dimension parameter N , and BE(K,∞) corresponds to the case N = ∞. That is
why we keep the parameter ∞ in our notation although we do not introduce any
finite-dimensional variant of GE(K,∞).
Remark 6.4. For finite graphs, the gradient estimate GE(K,∞) was introduced in
[EF16], where it was shown to be equivalent to K-convexity of the entropy along
W-geodesics ([EF16, Theorem 3.1]).
Remark 6.5. If θ is the arithmetic mean, then GE(K,∞) reads
Γ(Pta) ≤ e−2KtPtΓ(a)
for a ∈ D(E) self-adjoint. This noncommutative form of the Bakry–E´mery gradient
estimate was used for example in [JZ15] for the study of noncommutative Poincare´
inequalities.
In general, the gradient estimate GE(K,∞) is not equivalent to the noncomutative
Bakry–E´mery gradient estimate in this form, even in the simplest (commutative)
examples. For example, if E is the Dirichlet form associated with the weighted graph
({0, 1}, b,m) with b(0, 1) > 0, then one can show that the best possible constant K
in GE(K,∞) coincides with the best possible constant in the Bakry–E´mery gradient
estimate if and only if m(0) = m(1).
Proposition 6.6 (Feller property). If E satisfies GE(K,∞), then Pt maps M into
Aθ for t > 0.
Proof. Let a ∈ Mh and t > 0. Since Pt maps L2(M, τ) into D(L), we can assume
a ∈ D(L) ∩M. For ρ ∈ D(L) ∩M define
ϕ : [0, t] −→ R, ϕ(s) =
∫ s
0
‖∂Pt−ra‖2Prρ dr.
Note that r 7→ P̂rρ is strongly continuous by Lemma 3.11 and r 7→ ∂Pt−ra is strongly
continuous in H, so that the integrand is continuous in r.
Since E satisfies GE(K,∞), the map s 7→ e−2Ksϕ′(s) is increasing. It follows from
a simple comparison argument (see [AGS15, Lemma 2.2 and Equation (2.30)]) that
I2K(t)ϕ
′(0) ≤
∫ t
0
ϕ′(s) ds =
∫ t
0
‖∂Pt−sa‖2Psρ ds,(6.1)
where Iκ(t) =
∫ t
0
eκs ds.
By Lemma 3.17 and a direct calculation we have
‖∂Pt−sa‖2Psρ ≤ τ(Γ(Pt−sa)Psρ) =
1
2
d
ds
τ((Pt−sa)
2Psρ).
42 WIRTH
If we plug this into (6.1), we get
I2K(t)ϕ
′(0) ≤ 1
2
τ((Pt(a
2)− (Pta)2)ρ).
Thus
‖∂Pta‖2ρ ≤
1
2I2K(t)
‖a‖2M‖ρ‖1.
In the general case ρ ∈ L1+(M, τ), one can use Lemma 3.2 and once more GE(K,∞)
to also get
‖∂Pta‖2ρ = lim
m→∞
‖∂Pta‖2ρ∧m
≤ lim inf
m→∞
lim inf
δ→0
e−2Kδ‖∂Pt−δa‖2Pδ(ρ∧m)
≤ lim inf
m→∞
lim inf
δ→0
e−2Kδ
2I2K(t− δ)‖a‖
2
M‖ρ ∧m‖1
=
1
2I2K(t)
‖a‖2M‖ρ‖1.
Hence Pta ∈ Aθ. 
Remark 6.7. If E is a strongly local (commutative) Dirichlet form, then Proposition
6.6 recovers the L∞-to-Lipschitz Feller property of the heat flow on RCD spaces
from [AGS14b, Theorem 6.8] (with essentially the same proof). If E is not strongly
local or not commutative, the correct analogue of the algebra of bounded Lipschitz
functions seems to be AAM (see Example 3.6), so that Proposition 6.6 is weaker than
(noncommutative) L∞-to-Lipschitz regularization.
Corollary 6.8. If E satisfies GE(K,∞), then Aθ∩M1 is dense in D(E)∩M1 with
respect to ‖·‖E and strongly dense in M1.
Proof. The density of Aθ ∩M1 in D(E)∩M1 follows directly from Proposition 6.6.
The strong density inM1 is then a consequence of Kaplansky’s density theorem. 
Theorem 6.9 (Contraction estimate). If E satisfies GE(K,∞) and (ρt)t∈I is an ad-
missible curve in D(M, τ), then (PTρt)t∈I is an admissible curve and ‖DPTρt‖PT ρt ≤
e−KT‖Dρt‖ρt for a.e. t ∈ I.
In particular, W(PTρ0, PTρ1) ≤ e−KTW(ρ0, ρ1) for ρ0, ρ1 ∈ D(M, τ) and T ≥ 0.
Proof. Let (ρt)t∈I be an admissible curve in D(M, τ). For all s, t ∈ I and a ∈ Aθ
we have
|τ(a(PTρt − PTρs))| = |τ(ρt − ρs)PTa)|
≤
∫ t
s
‖∂PTa‖ρr‖Dρr‖ρr dr
≤ e−KT
∫ t
s
‖∂a‖PT ρr‖Dρr‖ρr dr,
where we used Proposition 6.6 for the first and GE(K,∞) for the second inequality.
Thus, (PTρr)r∈[0,1] is an admissible curve with ‖DPTρr‖PT ρr ≤ e−KT‖Dρr‖ρr for
a.e. r ∈ I. Minimizing over all admissible curves connecting ρ0 and ρ1 yields the
second claim. 
Corollary 6.10. Assume that θ is the logarithmic mean and E satisfies GE(K,∞).
If ρ ∈ D(Ent)W , then W(Ptρ, ρ)→ 0 as t→∞.
A NONCOMMUTATIVE TRANSPORT METRIC 43
Proof. In Corollary 5.24 we have already seen that this convergence holds for ρ ∈
D(Ent). If ρ ∈ D(Ent)W , let (ρk) be a sequence in D(Ent) such that W(ρk, ρ)→ 0.
By GE(K,∞) we have
W(Ptρ, ρ) ≤ (1 + e−Kt)W(ρ, ρk) +W(Ptρk, ρk).
Letting first t→ 0 and then n→∞ yields the claimed convergence. 
6.2. Mollification. In this subsection we assume that θ is the logarithmic mean.
We first introduce a mollified version of (Pt), which is a standard tool in the theory
of operator semigroups. Let κ ∈ C∞c ((0,∞)) be a positive function with support in
(1, 2) and
∫∞
0
κ(r) dr = 1. For ε > 0 and p ∈ [1,∞] define
p
ε : Lp(M, τ) −→ Lp(M, τ), pεa = 1
ε
∫ ∞
0
κ
(r
ε
)
Pra dr,
where the integral is to be understood as Bochner integral if p < ∞ and as Pettis
integral for the σ-weak topology if p = ∞. It is clear that pε is positive and
contractive on all Lp spaces.
The following Lemma is standard, see for example the proof of [EN00, Proposition
1.8].
Lemma 6.11. Let p ∈ [1,∞] and a ∈ Lp(M, τ). For all ε > 0 one has pεa ∈
D(L(p)) and
L(p)pεa = 1
ε2
∫ ∞
0
κ′
(r
ε
)
Pra dr.
If p < ∞, then pεa → ρ in Lp(M, τ), and if p = ∞, then pεa → ρ σ-weakly as
ε→ 0.
If a ∈ D(E), then pεa ∈ D(E) and pεa→ a with respect to ‖·‖E as ε→ 0.
Lemma 6.12. Assume that E satisfies GE(K,∞). If a ∈ M, then pεa ∈ ALM for
ε > 0. Moreover, if a ∈ ALM, then pεa→ a in Hρ for all ρ ∈ D(M, τ).
Proof. Let ρ ∈ D(M, τ). By GE(K,∞) we have
‖∂Pra‖2ρ ≤ e−2K(r−ε)‖∂Pεa‖2Pr−ερ
whenever r ≥ ε. By Proposition 6.6 the right-hand side is bounded above by
e−2K(r−ε)‖Pεa‖2LM. Thus
‖∂pεa‖2ρ ≤
1
ε
∫ 2ε
ε
κ
(r
ε
)
‖∂Pra‖2ρ dr ≤
‖Pεa‖2LM
ε
∫ ∞
0
e−2K(r−ε)κ
(r
ε
)
dr.
The right-hand side is clearly bounded independently of ρ. Hence pεa ∈ ALM.
Now assume that a ∈ ALM. By GE(K,∞) we have
‖∂pεa‖2ρ ≤
1
ε
∫ 2ε
0
κ
(r
ε
)
‖∂Pra‖2ρ dr.
It follows from the upper semicontinuity and concavity of ρ 7→ ‖∂a‖2ρ by an appli-
cation of Jensen’s inequality (compare the proof of 4.19) that
1
ε
∫ 2ε
0
κ
(r
ε
)
‖∂Pra‖2ρ dr ≤
(
sup
r∈[0,2ε]
e−2Kr
)
1
ε
∫ ∞
0
κ
(r
ε
)
‖∂a‖2Prρ dr
≤ ‖∂a‖2
pε(ρ) sup
r∈[0,2ε]
e−2Kr.
Hence
lim sup
ε→0
‖∂pεa‖2ρ ≤ lim sup
ε→0
‖∂a‖2
pεa ≤ ‖∂a‖2ρ(6.2)
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by Theorem 3.12.
Thus (∂pεa)ε>0 is a bounded net in the Hilbert space D(ρˆ
1/2) with inner product
〈·, ·〉H + 〈ρˆ1/2 · , ρˆ1/2 · 〉H.
On the other hand, since ∂pεa → ∂a in H, every weak limit point of (pεa)ε>0
inD(ρˆ1/2) coincides with ∂a. In particular, ∂pεa→ ∂a weakly in Hρ. Finally, (6.2)
implies that the convergence is indeed strong. 
Corollary 6.13. If E satisfies GE(K,∞), then D(L(∞)) ∩ ALM is dense in Hρ for
all ρ ∈ D(M, τ).
Lemma 6.14. Let ρ ∈ D(M, τ). For all ε > 0 one has Ent(pε(ρ)) ≤ Ent(Pερ). If
ρ ∈ D(Ent), then pε(ρ) ∈ D(Ent) and W(ρ, pε(ρ))→ 0 as ε→ 0.
Proof. Since Ent is a convex lower semicontinuous functional, Jensen’s inequality
implies
Ent(pε(ρ)) ≤ 1
ε
∫ 2ε
ε
κ
(r
ε
)
Ent(Prρ) dr ≤ Ent(Pερ).
If ρ ∈ D(Ent), using a similar convexity argument it is not hard to see that
σ : [0, 1] −→ D(M, τ), σt = 1
ε
∫ ∞
0
κ
(r
ε
)
Prtρ dr
is an admissible curve connecting ρ and pε(ρ) with∫ 1
0
‖Dσt‖2σt dt ≤
1
ε
∫ 2ε
0
κ
(r
ε
) ∫ 1
0
‖DsPsrρ‖2Psrρ ds dr ≤ sup
r∈[0,2ε]
W(ρ, Prρ)2 → 0
as ε→ 0. 
Corollary 6.15. The space D(L(1)) ∩D(Ent) is dense in (D(Ent),W).
Lemma 6.16. Assume that E satisfies GE(K,∞). If (ρt)t∈[0,1] is an admissible
curve in D(M, τ), then (pερt)t∈[0,1] is admissible for all ε > 0 and
lim sup
ε→0
∫ 1
0
‖Dtpε(ρt)‖2pε(ρt) dr ≤
∫ 1
0
‖Dρt‖2ρt dr,
lim sup
ε→0
ess sup
t∈[0,1]
‖Dtpερt‖2pερt ≤ ess sup
t∈[0,1]
‖Dρt‖ρt .
If additionally (ρt) ∈ C1([0, 1];L1(M, τ)), then (pερt)t ∈ C1([0, 1];L1(M, τ)) and
d
dt
pερt = p
ερ˙t.
Proof. Let ρεs = p
ερs. For a ∈ ALM and s, t ∈ [0, 1] we have
|τ(a(ρεt − ρεs))| ≤
1
ε
∫ ∞
0
κ
(r
ε
)
|τ(Pra(ρt − ρs))| dr
≤ 1
ε
∫ 2ε
0
κ
(r
ε
)∫ t
s
‖∂Pra‖ρu‖Dρu‖ρu du dr
≤
∫ t
s
‖Dρu‖ρu
1
2ε
∫ ε
0
e−Krκ
(r
ε
)
‖∂a‖Prρu dr du,
where we used Proposition 6.6 in the second and GE(K,∞) in the third inequality.
Let C(ε) = supr∈[0,2ε] e
−Kr and note that C(ε) → 1 as ε → 0. An application of
Jensen’s inequality (compare Lemma 4.19) yields
1
ε
∫ ∞
0
κ
(r
ε
)
‖∂a‖Prρu dr ≤
(
1
ε
∫ ∞
0
κ
(r
ε
)
‖∂a‖2Prρu dr
)1/2
≤ ‖∂a‖ρεu .
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Hence
|τ(a(ρεt − ρεs))| ≤ C(ε)
∫ t
s
‖Dρu‖ρu‖∂a‖ρεu du.
Thus (ρεt )t∈[0,1] is admissible with ‖Dtρεt‖ρεt ≤ C(ε)‖Dρt‖ρt for a.e. t ∈ [0, 1]. This
settles both of the claimed inequalities.
Finally, the claim concerning the differentiability follows easily from an application
of the dominated convergence theorem. 
Lemma 6.17. Assume that E satisfies GE(K,∞) for some K ∈ R. For an admis-
sible curve (ρs)s∈[0,1] ∈ C1([0, 1];L1(M, τ)) there exists a sequence εn ց 0 such that
the curves (ρns )s∈[0,1] defined by ρ
n
s = (1 + 1/n)
−1pεn(ρs + 1/n) satisfy
(a) (ρns )s∈[0,1] ∈ C1([0, 1];L1(M, τ)) for n ∈ N,
(b) ρns ∈ D(L(1)) for s ∈ [0, 1], n ∈ N,
(c) ρns ≥ 12n for s ∈ [0, 1], n ∈ N,
(d) ρns → ρs in L1(M, τ) for s ∈ N,
(e) Ent(ρn0 ) ≤ Ent(ρ0), Ent(ρn1 ) ≤ Ent(ρ1) for n ∈ N,
(f) lim supn
∫ 1
0
‖Dρns‖2ρns ds ≤
∫ 1
0
‖Dρs‖2ρs ds,
lim supn ess sups‖Dρns‖2ρns ≤ ess sups‖Dρs‖2ρs.
Proof. Let ρ˜ns = (1 + 1/n)
−1(ρs + 1/n). Clearly the curves (ρ˜
n
s )s satisfy (a), (c) and
(d). Property (e) follows from the convexity of Ent. Moreover,
τ(a(ρ˜nt − ρ˜ns )) = (1 + 1/n)−1τ(a(ρt − ρs))
implies ‖Dρ˜ns‖ρ˜ns = (1 + 1/n)−1‖Dρs‖ρs.
Now let ρns = p
εn ρ˜ns for a positive null sequence (εn). The curve (ρ
n
s ) satisfies (a)
by Lemma 6.16, (b) by Lemma 6.11 and (c) as a direct consequence of the positivity
of (Pt). Moreover,
‖ρns − ρs‖1 ≤ ‖pεnρns − pεnρs‖1 + ‖pεnρs − ρs‖1 ≤ ‖ρns − ρs‖1 + ‖pεnρs − ρs‖1 → 0.
Thus (d) is satisfied. Property (e) follows from Lemma 6.14. Finally, by Lemma
6.16 we can achieve (f) if we choose (εn) appropriately. 
Lemma 6.17 gives entropy estimates at the endpoints of the connecting curves, but
we will need entropy estimates for the entire curve. In [AGS15] these are established
via a logarithmic Harnack inequality. Since the proof relies on the second-order
chain rule for the Laplacian, there seems to be little hope to generalize it beyond
the local setting. Indeed, obtaining Harnack inequalities from Bakry–E´mery-type
Ricci curvature bounds has turned out to be exceptionally challenging in the non-
local case. For the gradient estimate used here, there seem to be no results in this
direction even in the case of finite graphs (see however [Mu¨14, DKZ17] for Harnack
inequalities on graphs under related assumptions).
Instead we adopt a different approach. The kind of entropy estimate we need
is a consequence of the EVI gradient flow characterization (see [DS08, Theorem
3.1]) and it turns out that one can run the portion of the proof needed to show only
this consequence with the weaker regularity estimates already established in Lemma
6.17. This is done in the next proposition.
Proposition 6.18 (Entropy regularization). Assume that E satisfies GE(K,∞). If
ρ0, ρ1 ∈ D(M, τ), then
Ent(Ptρ1) ≤ Ent(ρ0) + 1
2t
(∫ 1
0
e−2Kst ds
)
W2(ρ0, ρ1)
for t > 0.
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Proof. Let
C(K, t) =
∫ 1
0
e−2Kst ds.
We can assume that Ent(ρ0) < ∞ and W(ρ0, ρ1) < ∞. By Lemmas 4.14 and 4.19,
for every ε > 0 there exists an admissible curve (ρs) ∈ C1([0, 1];L1(M, τ)) such that
ess sup
s∈[0,1]
‖Dρs‖2ρs ≤ W(ρ0, ρ1)2 + ε
Let (ρns )s∈[0,1], n ∈ N, be curves defined in Lemma 6.17. If we can show
Ent(Ptρ
n
1 ) ≤ Ent(ρn0 ) +
C(K, t)
2t
ess sup
s∈[0,1]
‖Dρns‖2ρns ,(6.3)
then the claim of the proposition follows by taking the limit n → ∞ and then the
limit ε→ 0.
Let (Ck) be an increasing sequence in C
1((0,∞)) such that each Ck is increasing,
1-Lipschitz, Ck(s) = s if s ≤ k − 1 and Ck(s) = k if s ≥ n. Let fk = Ck ◦ log and
Fk : (0,∞)→ R, t 7→
∫ t
0
(fk(s) + 1) ds.
Note that fk(s)ր log s and by monotone convergence also Fk(t)ր t log t.
Thus, in order to prove (6.3), it suffices to show
τ(Fk(Ptρ1)) ≤ τ(Fk(ρ0)) + C(K, t)
2t
∫ 1
0
‖Dρns‖2ρns ds.(6.4)
Let σs = Pstρ
n
s . Since ρ
n
s ∈ D(L(1)) for all s ∈ [0, 1], the curve (σs) is L1-
differentiable with derivative
σ˙s = Pstρ˙
n
s − tL(1)σs.
Hence, by Corollary 5.10,
τ(Fk(Ptρ1)− Fk(ρ0)) =
∫ 1
0
τ(fk(σs)(Pstρ˙
n
s − tL(1)σs)) ds.(6.5)
Since (Pst) maps M into ALM, we have
|τ(fk(σs)Pstρ˙ns )| ≤ ‖∂Pstfk(σs)‖ρns ‖Dρns‖ρns
≤ e−Kst‖∂fk(σs)‖σs‖Dρns‖ρns
≤ e
−2Kst
2t
‖Dρns‖2ρns +
t
2
‖∂fk(σs)‖2σs ,
(6.6)
where we used the admissibility of (ρns )s for the first inequality, GE(K,∞) for the
second and Young’s inequality for the third.
We are now going to estimate the second summand. Note that by definition
0 ≤ f ′k(s) ≤ 1/s and for each fixed k ∈ N there exists l ∈ N such that fk(s) = fk(s∧l)
for all s > 0.
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Since σs ∈ D(L(1)), we have ρ ∧m ∈ D(E) for all m ∈ N by Lemma 5.15. Thus,
writing e for the joint spectral measure of L(σs ∧m) and R(σs ∧m),
‖∂fk(σs)‖2σs∧m = ‖∂fk(σs ∧m)‖2σs∧m
=
∫
(0,∞)2
f˜k(s, t)
2l̂og(s, t) d〈e(s, t)∂(σs ∧m), ∂(σs ∧m)〉H
≤ 〈f˜k(L(σs ∧m), R(σs ∧m))∂(σs ∧m), ∂(σs ∧m)〉H
= 〈∂fk(σs), ∂(σs ∧m)〉H
≤ τ(fk(σs)L(1)σs),
where we used f˜k ≤ l˜og and Lemma 5.15. Now we can let m go to infinity to obtain
‖∂fk(σs)‖2σs ≤ τ(fk(σs)L(1)σs).
If we plug this inequality into (6.6), we get
|τ(fk(σs)Pstρ˙ns )| ≤
e−2Kst
2t
‖Dρns‖2ρns +
t
2
τ(fk(σs)L(1)σs),
which we can then apply to (6.5) to obtain
τ(Fk(Ptρ1)− Fk(ρ0)) ≤
∫ 1
0
e−2Kst
2t
‖Dρns‖2ρns ds
≤ C(K, t)
2t
ess sup
s∈[0,1]
‖Dρns‖2ρns .
(6.7)
This settles (6.4). 
Corollary 6.19. Assume that E satisfies GE(K,∞) for some K ∈ R. For ev-
ery admissible curve (ρs)s∈[0,1] ∈ C1([0, 1];L1(M, τ)) with Ent(ρ0) < ∞ the curves
(ρns )s∈[0,1] defined in Lemma 6.17 satisfy
(g) sups∈[0,1] Ent(ρ
n
s ) <∞ for n ∈ N,
(h) supt≥0 sups∈[0,1] I(Ptρns ) <∞ for n ∈ N.
Proof. As in the proof of Lemma 6.17 let ρ˜ns = (1+1/n)
−1(ρs+1/n) and ρ
n
s = p
εn ρ˜ns
for a suitably chosen positive null sequence (εn). By Lemma 6.14 we have Ent(ρ
n
s ) ≤
Ent(Pεn ρ˜
n
s ). We can apply Theorem 6.18 to the right-hand side to get
Ent(Pεn ρ˜
n
s ) ≤ Ent(ρ˜n0 ) + C(K, εn)W(ρ˜n0 , ρ˜ns )2
≤ n
n+ 1
(
Ent(ρ0) + C(K, εn)
∫ 1
0
‖Dρs‖2ρs ds
)
.
The latter is clearly bounded independently of s ∈ [0, 1]. This proves (g).
To establish (h), we use Jensen’s inequality (which is applicable due to Lemma
5.20 and Proposition 5.21) to see that
I(Ptρns ) ≤
1
εn
∫ ∞
εn
κ
(
r
εn
)
I(Pt+rρ˜ns ) dr ≤
‖κ‖∞
εn
∫ ∞
εn
I(PrPtρ˜ns ) dr.
By Corollary 5.24, we have∫ ∞
εn
I(PrPtρ˜ns ) dr ≤ Ent(Pt+εn ρ˜ns ) ≤ Ent(Pεn ρ˜ns ).
We have already seen in the first part that the right-hand side is bounded indepen-
dently of s ∈ [0, 1]. 
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6.3. Proof of the gradient flow characterization. As in the last subsection we
assume that θ is the logarithmic mean.
Now we turn to a notion of gradient flows in metric spaces. For further material
on this subject, see [AGS08]. Let (X, d) be an extended metric space and S : X −→
(−∞,∞] a proper lower semicontinuous functional. A locally absolutely continuous
curve (γt)t≥0 is called EVIK-gradient flow curve of S if
1
2
d+
dt
d(γt, x)
2 +
K
2
d(γt, x)
2 + S(γt) ≤ S(x)(EVIK)
for all t ≥ 0 and x ∈ X with d(x, γ0) < ∞. Here, d+dt stands for the right upper
derivative
d+
dt
f(t) = lim sup
hց0
f(t+ h)− f(t)
h
.
A semigroup of continuous maps Tt : D(S) −→ D(S), t ≥ 0, is called EVIK gradient
flow of S if
(F1) d(Ttx, x)→ 0 as t→ 0 for all x ∈ X ,
(F2) S is decreasing along (Ttx)t≥0 for all t ≥ 0,
(F3) (Ttx)t≥0 is an EVIK gradient flow for all x ∈ X .
While the existence of EVIK gradient flow curves for a given functional is not
guaranteed, the uniqueness is a consequence of the defining property (see e.g. [DS08,
Proposition 3.1]):
Lemma 6.20. Let (X, d) be an extended metric space and S : X −→ (−∞,∞] a
proper lower semicontinuous functional. If γ, γ˜ are EVIK gradient flow curves of S
starting in γ0, γ˜0 respectively, then
d(γt, γ˜t) ≤ e−Ktd(γ0, γ˜0)
for all t ≥ 0.
In particular, there is at most one EVIK gradient flow curve with a given starting
point.
Theorem 6.21. Assume that τ is finite, L1(M, τ) is separable and Aθ ⊂ D(E) is
dense. If E satisfies GE(K,∞), then (Pt) is an EVIK gradient flow of Ent.
Proof. The continuity of (Pt) with respect to W is a consequence of Theorem 6.9.
Moreover, it was proven in Corollary 5.24 that (Pt)t≥0 is strongly continuous with
respect to W and that Ent is decreasing along (Ptρ). It remains to show that
1
2
d+
dt
W(Ptρ1, ρ0)2 + K
2
W(ρ0, ρ1)2 + Ent(Ptρ1) ≤ Ent(ρ0)(6.8)
for ρ0, ρ1 ∈ D(Ent) with W(ρ0, ρ1) < ∞ and t ≥ 0. Since (Pt) is a semigroup, it
suffices to check (6.8) at t = 0.
If we can prove
W(Ptρ1, ρ0)2 ≤
(∫ 1
0
e−2Kst
)
W(ρ0, ρ1)2 − 2t(Ent(Ptρ1)− Ent(ρ0)),(6.9)
then
W(Ptρ1)2 −W(ρ0, ρ1)2
2t
≤ Ent(ρ0)− Ent(Ptρ1) +
∫ 1
0
e−2Kst ds− 1
2t
W(ρ0, ρ1)2,
from which (6.8) at t = 0 follows in the limit t→ 0.
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In order to prove (6.9), let ε > 0 and let (ρs) ∈ C1([0, 1];L1(M, τ) be an admissible
curve with
ess sup
s∈[0,1]
‖Dρs‖ρs ≤ W(ρ0, ρ1) + ε.
Let (ρns )s∈[0,1] be the curves defined in Lemma 6.17 and let σs,t = Pstρ
n
s . Since
ρns ∈ D(L(1)), for each t ≥ 0 the curve (σs,t)s∈[0,1] is L1-differentiable with derivative
d
ds
σs,t = Pstρ˙
n
s − tL(1)σs,t.(6.10)
We will now show that the curve (σs,t)s∈[0,1] is admissible by evaluating both sum-
mands separately.
Since E satisfies GE(K,∞) and (ρns ) is admissible, we have
|τ(aPstρ˙ns )| = |τ(ρ˙nsPsta)| ≤ ‖∂Psta‖ρns ‖Dρns‖ρns ≤ e−Kst‖∂a‖σs,t‖Dρns‖ρns
for all a ∈ D(E)∩M with ∂a ∈ D(σˆ1/2s,t ). Thus there exists a unique ξs in H˜σs,t , the
completion of (D(σˆ
1/2
s,t ), ‖·‖σs,t), such that
τ(aPstρ
n
s ) = 〈∂a, ξs〉σs,t(6.11)
for all a ∈ D(E) ∩M with ∂a ∈ D(σˆ1/2s,t ). Moreover, ‖ξs‖σs ≤ e−Kst‖Dρns‖ρns .
Some more work is necessary for the second summand in (6.10). If σs,t ∈ D(L(2)),
then
τ(aL(1)σs,t) = 〈∂a, ∂σs,t〉H = 〈∂a, ∂ log σs,t〉σs,t .
To show the equality of the left- and right-hand side in the general case (the middle
is of course not well-defined), we argue by approximation.
Let ρ˜ns = (1 + 1/n)
−1(ρs + 1/n) and recall that ρ
n
s = p
εn ρ˜ns . Moreover, let σ
N
s,t =
Pstp
εn(ρ˜ns ∧N). If a ∈ D(E) ∩M with ∂a ∈ D(σˆ1/2s,t ), then
τ(aL(1)σs,t) = lim
N→∞
τ((L(2)pεna)Pst(ρ˜ns ∧N))
= lim
N→∞
〈∂pεna, ∂Pst(ρ˜ns ∧N)〉H
= lim
N→∞
〈∂a, ∂ log σNs,t〉σNs,t .
(6.12)
Since σNs,t ≤ σs,t and σNs,t → σs,t in L1(M, τ) as N →∞, we have
(6.13) σ̂Ns,t
1/2
∂a→ σˆ1/2s,t ∂a
strongly in H as N →∞ by Lemma 3.19.
We will now show that σ̂Ns,t
1/2
∂ log σNs,t → σˆ1/2s,t ∂ log σs,t weakly in H. By Jensen’s
inequality and Corollary 5.24,
I
(
σNs,t
τ(ρ˜ns ∧N)
)
≤ ‖κ‖∞
εn
∫ ∞
εn
I
(
PrPst
ρ˜ns ∧N
τ(ρ˜ns ∧N)
)
) dr
≤ ‖κ‖∞
εn
Ent
(
Pεn
ρ˜ns ∧N
τ(ρ˜ns ∧N)
)
≤ ‖κ‖∞
εn
τ((Pεn(ρ˜
n
s ∧N) logPεn(ρ˜ns ∧N))+)
− ‖κ‖∞
εn
log τ(ρ˜ns ∧N).
(6.14)
For the first summand observe that t 7→ (t log t)+ is increasing, thus
τ((Pεn(ρ˜
n
s ∧N) logPεn(ρ˜ns ∧N))+) ≤ τ((Pεn ρ˜ns logPεn ρ˜ns )+)
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and the right-hand side is finite by Proposition 6.18. Since τ(ρ˜ns ) → 1, we infer
from (6.14) that supN I(σNs,t) < ∞. The lower bound σNs,t ≥ 1/n then implies also
supN E(log σNs,t) <∞.
From the convergence σNs,t → σs,t in L1(M, τ) we get log σNs,t → log σs,t in L2(M, τ)
by [Tik87, Theorem 3.2]. Together with the bound on the energy this implies
log σNs,t → log σs,t weakly in (D(E), 〈·, ·〉E).
If ξ ∈ D(σˆ1/2s,t ), then
〈σ̂Ns,t
1/2
∂ log σNs,t, ξ〉H = 〈∂ log σNs,t, σ̂Ns,t
1/2
ξ〉H → 〈∂ log σs,t, σˆ1/2s,t ξ〉H
as N →∞ by Lemma 3.19. Since D(σˆ1/2s,t ) is dense in H and supN I(σNs,t) <∞, this
implies
σ̂Ns,t
1/2
∂ log σNs,t → σˆ1/2s,t ∂ log σs,t
weakly in H as N →∞.
If we combine this convergence with (6.13), then we can deduce from (6.12) that
τ(aL(1)σs,t) = 〈∂a, ∂ log σs,t〉σs,t(6.15)
for all a ∈ D(E) ∩M with ∂a ∈ D(σˆ1/2s,t ).
Let ηs,t = ∂ log σs,t. If we combine the results (6.11) and (6.15), we see that
(σs,t)s∈[0,1] is admissible and
‖Dsσs,t‖2σs,t ≤ ‖ξs,t − tηs,t‖2σs,t .
Thus ∫ 1
0
‖Dsσs,t‖2σs,t ds ≤
∫ 1
0
‖ξs,t − tηs,t‖2σs,t ds
=
∫ 1
0
(‖ξs,t‖2σs,t − 2t〈ηs,t, ξs,t − tηs,t〉σs,t − t2‖ηs,t‖2σs,t) ds
≤
∫ 1
0
(‖ξs,t‖2σs,t − 2t〈ηs,t, ξs,t − tηs,t〉σs,t) ds
≤
(∫ 1
0
e−2Kst ds
)
ess sup
s∈[0,1]
‖Dρns‖2ρns
− 2t
∫ 1
0
〈ηs,t, ξs,t − tηs,t〉σs,t ds.
(6.16)
Let (Ck) be an increasing sequence in C
1((0,∞)) such that each Ck is increasing,
1-Lipschitz, Ck(s) = s if s ≤ k − 1 and Ck(s) = k if s ≥ n. Let fk = Ck ◦ log and
Fk : (0,∞)→ R, t 7→
∫ t
0
(fk(s) + 1) ds.
As in the proof of Proposition 6.18 one can show
τ(Fk(Ptρ
n
1 )− Fk(ρn0 )) =
∫ 1
0
τ(fk(σs,t)(Ps,tρ
n
s − tL(1)σs,t)) ds.
Since fk(σs,t) ∈ D(E) ∩ M by Lemma 5.15 and ‖∂fk(σs,t)‖2σs,t ≤ I(σs,t), we can
apply (6.11) and (6.15) to get
τ(Fk(Ptρ
n
1 )− Fk(ρn0 )) =
∫ 1
0
〈∂fk(σs,t), ξs,t − tηs,t〉σs,t ds(6.17)
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Since fk(σs,t)→ log σs,t in L2(M, τ) as k →∞ and ‖∂fk(σs,t)‖2σs,t ≤ I(σs,t), we have
∂fk(σs,t)→ ∂ log σs,t = ηs,t weakly in H˜σs,t and the integrand on the right-hand side
of (6.17) is pointwise bounded by I(σs,t)1/2‖ξs,t − tηs,t‖σs,t .
By the dominated convergence theorem,
lim
k→∞
∫ 1
0
〈∂fk(σs,t), ξs,t − tηs,t〉σs,t ds =
∫ 1
0
〈ηs,t, ξs,t − tηs,t〉σs,t ds.
On the other hand, the left-hand side of (6.17) converges to Ent(Ptρ1)−Ent(ρ0) by
the monotone convergence theorem.
Then (6.16) becomes∫ 1
0
‖Dsσns,t‖2σs,t ds ≤
(∫ 1
0
e−2Kst ds
)
ess sup
s∈[0,1]
‖Dρns‖2ρns
− 2t(Ent(Ptρn1 )− Ent(ρn0 )).
(6.18)
Since σs,t = Pstρ
n
s → Pstρs in L1(M, τ) as n → ∞, Theorem 4.16 can used to see
that the curve (Pstρs)s is admissible and
W(ρ0, Ptρ1)2 ≤
∫ 1
0
‖Ds(Pstρs)‖2Pstρs ≤ lim infn→∞
∫ 1
0
‖Ds(Pstρns )‖2Pstρns ds.
By Lemma 6.17 we have
lim sup
n→∞
ess sup
s∈[0,1]
‖Dρns‖2ρns ≤ ess sup
s∈[0,1]
‖Dρs‖2ρs ≤ (W(ρ0, ρ1) + ε)2.
Furthermore, using the lower semicontinuity of the entropy and Lemma 6.17, we
obtain Ent(Ptρ
n
1 )→ Ent(Ptρ1), Ent(ρn0 )→ Ent(ρ0).
These inequalities allow to pass to the limit n→∞ in (6.18) to get
W(ρ0, Ptρ1)2 ≤
(∫ 1
0
e−2Kst ds
)
(W(ρ0, ρ1) + ε)2 − 2t(Ent(Ptρ1)− Ent(ρ0)),
which yields (6.9) as εց 0. 
As a consequence of the uniqueness of EVIK gradient flow curves we note the
following corollary.
Corollary 6.22. A curve (ρt)t≥0 with ρ0 ∈ D(Ent) is an EVIK gradient flow curve
of Ent if and only if ρt = Ptρ0 for all t ≥ 0.
7. Geodesic convexity
In this section we will study an important consequence of the gradient flow
characterization, namely the (semi-) convexity of the entropy along geodesics in
(D(M, τ),W). This property served as definition for synthetic Ricci curvature
bounds by Lott–Villani [LV09] and Sturm [Stu06a, Stu06b] and could therefore also
be an entrance gate to the study of Ricci curvature in noncommutative geometry.
As discussed in a previous section, even the existence of W-geodesics is not clear
in general. The situation is much better if (Pt) satisfies the gradient estimate
GE(K,∞) and we restrict our attention to the domain of the entropy (Theorem
7.7). This is due to two ingredients, which we will study next: First, the sublevel
sets of the entropy are compact in the weak L1-topology (Lemma 7.1). Together
with the lower semicontinuity of the the action functional with respect to pointwise
weak convergence in L1, this can be employed for the standard existence proof of
minimizers for a variational problem, provided one can always find a minimizing
sequence with uniformly bounded entropy. As we will see, the latter is a essentially
a consequence of the evolution variational inequality (Proposition 7.3).
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Once the existence of geodesics is proven, the semi-convexity of the entropy along
them follows from abstract results on gradient flows (Theorem 7.11). Finally, we
summarize the relations between the gradient estimate GE(K,∞), the evolution
variational inequality EVIK and K-convexity of the entropy in Theorem 7.12.
As usual, let (M, τ) be a tracial von Neumann algebra, E a quantum Dirichlet
form on L2(M, τ) such that τ is energy dominant, and (∂,H, L, R, J) the associated
first order differential calculus. We further assume that τ is finite, L1(M, τ) is
separable and θ is the logarithmic mean.
Lemma 7.1. If F : [0,∞) −→ R is a lower semicontinuous function such that
f(t)/t→∞ as t→∞, then the sublevel sets of
F : D(M, τ) −→ (−∞,∞], F (ρ) = τ(f(ρ))
are compact in the weak L1-topology.
Proof. The sublevel sets are closed since F is lower semicontinuous by Lemma 5.6, so
it suffices to show that they are relatively weakly compact. We assume that f ≥ 0;
otherwise one can replace it by f+ and use that f+ ≤ f − inf f .
The proof of relative weak compactness is a noncommutative version of the Valle´e
Poussin theorem (see [Bog07, Theorem 4.5.9]). By the noncommutative version
of the Dunford-Pettis theorem ([Tak02, Theorem III.5.4]), it suffices to show that
τ(pnρ)→ 0 uniformly in ρ ∈ F whenever (pn) is a decreasing sequence of projections
in M such that pn ց 0.
Let C = supρ∈F τ(f(ρ)). For ε > 0 let M =
2C
ε
. By assumption there exists
T > 0 such that f(t) ≥ Mt for all t ≥ T . Moreover, since τ is normal, we can
choose N ∈ N such that τ(pn) < ε2T for n ≥ N .
It follows that
τ(pnρ) = τ(pnρ(1[0,T )(ρ) + 1[T,∞)(ρ))) ≤ Tτ(pn) + ε
2C
τ(pnf(ρ)) < ε
for all ρ ∈ F and n ≥ N . 
Remark 7.2. By the Eberlein-Sˇmulian theorem ([DS88, Theorem V.6.1]), weak com-
pactness and weak sequential compactness are equivalent for weakly closed subsets
of a Banach space.
Proposition 7.3. For all K,α,D > 0 there exists a constant C(K,α,D) > 0 such
that the following folds:
If the form E satisfies GE(K,∞), ρ0, ρ1 ∈ D(Ent) with Ent(ρ0),Ent(ρ1) ≤ α, and
W(ρ0, ρ1) ≤ D, then there is a sequence of admissible curves (ρnt )t∈[0,1] connecting
ρ0 and ρ1 such that
sup
n∈N
sup
t∈[0,1]
Ent(ρnt ) ≤ C(K,α,D)
and ∫ 1
0
‖Dρnt ‖2ρnt dt→W(ρ0, ρ1)
2.
Proof. For n ∈ N let (σnt )t∈[0,1] be an admissible Ln-Lipschitz curve in (D(M, τ),W)
connecting ρ0 and ρ1 such that L
2
n ≤ W(ρ0, ρ1)2 + 1n2 .
Let σ˜nt = P1/nσ
n
t . Since (Pt) is an EVIK gradient flow of Ent by Theorem 6.21,
Theorem 3.2 of [DS08] asserts
Ent(σ˜nt ) ≤ (1− t)Ent(ρ0) + tEnt(ρ1)−
K
2
t(1− t)W(ρ0, ρ1)2 + 1
2n2IK(1/n)
,
where IK(t) =
∫ t
0
eKr dr.
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As n2IK(1/n)→∞ as n→∞, the supremum
c(K) = sup
n∈N
1
2n2IK(1/n)
is finite. Thus
sup
n∈N
sup
t∈[0,1]
Ent(σ˜nt ) ≤ α +
|K|
2
D2 + c(K).
Furthermore, Theorem 6.9 implies ‖Dσ˜nt ‖σ˜nt ≤ e−K/n‖Dσnt ‖σnt for a.e. t ∈ [0, 1].
Moreover, Ent(Psρ0) ≤ Ent(ρ0) ≤ α and (Psρ0)s≥0 is admissible by Corollary
5.24, hence ∫ 1/n
0
‖DsPsρ0‖2Psρ0 ds→ 0
as n→∞. Of course, the same holds for ρ0 replaced by ρ1.
Hence one can concatenate the curves (Ptρ0)t∈[0,1/n], (σ˜
n
t )t∈[0,1] and (P 1
n
−tρ1)t∈[0,1/n]
to get a curve (ρnt ) with the desired properties. 
Definition 7.4. We say that the entropy has regular sublevel sets if every curve
(ρt) ∈ AC2loc(I; (D(M, τ),W)) with uniformly bounded entropy is admissible and
‖Dρt‖ρt = |ρ˙t|W for a.e. t ∈ I.
Proposition 7.5. If E satisfies GE(K,∞), then the entropy has regular sublevel
sets.
Proof. First assume that (ρt) ∈ AC2([0, 1]; (D(M, τ),W)). Since (ρt) is continuous
on a compact interval, it is uniformly continuous. Thus, for every ε > 0 there exists
a partition 0 = t0 < t1 < · · · < tn = 1 of [0, 1] such that W(ρtk−1 , ρt) < ε for all
t ∈ [tk−1, tk], 1 ≤ k ≤ n.
For k ∈ {1, . . . , n} let σk,ε : [tk−1, tk] −→ D(M, τ) be an admissible curve with
σk,εtk−1 = ρtk−1 , σ
k,ε
tk
= ρtk and∫ tk
tk−1
‖Dσk,εr ‖2σk,εr dr ≤
W(ρtk−1 , ρtk)2
tk − tk−1 +
ε
n
.
Moreover, by Proposition 7.3, the curves σk,ε can be chosen such that
sup
ε∈(0,1)
sup
k∈N
sup
t∈[tk−1,tk ]
Ent(σk,εt ) <∞.(7.1)
Denote by ρε the concatenation of σ1,ε, . . . , σn,ε. Then∫ 1
0
‖Dρεr‖2ρεr dr =
n∑
k=1
∫ tk
tk−1
‖Dσk,εr ‖2σk,εr dr
≤ ε+
n∑
k=1
W(ρtk−1 , ρtk)2
tk − tk−1
≤ ε+
n∑
k=1
∫ tk
tk−1
|ρ˙r|2W dr
= ε+
∫ 1
0
|ρ˙r|2W dr.
Moreover, for every t ∈ [0, 1] there is a k ∈ {1, . . . , n} such that W(ρtk , ρt) < ε,
hence
W(ρεt , ρt) ≤ W(ρεt , ρεtk) +W(ρεtk , ρtk) +W(ρtk , ρt) < 3ε.
Thus, W(ρεt , ρt)→ 0 as εց 0.
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By Lemma 7.1 and the uniform bound on the entropy (7.1), for every t ∈ [0, 1] and
every sequence (εn) converging to 0 there is a subsequence (εn(k)) and ρ˜t ∈ D(M, τ)
such that ρ
εn(k)
t → ρ˜t weakly in L1 as k →∞. In particular, τ(ρεn(k)t a)→ τ(ρ˜ta) for
all a ∈ ALM.
On the other hand, W(ρεn(k)t , ρt)→ 0 implies τ(ρεn(k)t a)→ τ(ρta) for all a ∈ ALM
by Proposition 4.21. Since Aθ ⊂ M is σ-weakly dense by Corollary 6.8, it follows
that ρ˜t = ρt for all t ∈ [0, 1]. Therefore, ρεt → ρt weakly in L1 as ε ց 0 for all
t ∈ [0, 1].
By Theorem 4.16, the curve (ρt) is admissible and∫ 1
0
‖Dρr‖2ρr dr ≤ lim infεց0
∫ 1
0
‖Dρεr‖2piεr dr ≤
∫ 1
0
|ρ˙r|2W dr.
As the reverse inequality is obvious, we conclude ‖Dρr‖ρr = |ρ˙r|W for a.e. r ∈ [0, 1].
In the general case (ρt) ∈ AC2loc(I; (D(M, τ),W)) one can simply partition I into
countably many compact intervals to obtain the same result. 
Let (X, d) be an extended metric space. A curve (γt)t∈[0,1] in X is called (constant
speed) geodesic if d(γ0, γ1) < ∞ and d(γs, γt) = |s − t|d(γ0, γ1) for all s, t ∈ [0, 1].
The extended metric space (X, d) is called geodesic space if any two x, y ∈ X with
d(x, y) <∞ can be joined by a geodesic.
Lemma 7.6. For α > 0 let Sα = {ρ ∈ D(M, τ) | Ent(ρ) ≤ α}. If L > 0 and
((ρnt )t∈[0,1])n is a sequence of admissible curves in Sα such that∫ t
s
‖Dρnr ‖2ρnr dr ≤ L2|t− s|
for all s, t ∈ [0, 1] and n ∈ N, then there exists an admissible curve (ρt) in Sα and a
subsequence (ρnk)k of (ρ
n) such that
ρnkt → ρt
weakly in L1 for all t ∈ [0, 1], and∫ 1
0
‖Dρt‖2ρt ≤ lim infn→∞
∫ 1
0
‖Dρnt ‖2ρnt dt.
Proof. Otherwise passing to a subsequence, we can assume that
∫ 1
0
‖Dρnt ‖2ρnt dt con-
verges. If a ∈ ALM, then
|τ((ρnt − ρns )a)| ≤
∫ t
s
‖∂a‖ρnr ‖Dρnr ‖ρnr dr ≤ L‖a‖2LM|t− s|
for all s, t ∈ [0, 1] and n ∈ N. Thus (ρn) is uniformly equicontinuous with respect to
the metric
d : D(M, τ)×D(M, τ) −→ [0,∞), d(ρ, σ) = sup
‖a‖LM≤1
|τ(a(ρ− σ))|.
By Lemma 7.1, the set Sα is sequentially compact with respect to the weak topol-
ogy on L1. Hence we can apply [AGS08, Proposition 3.3.1] (the lower semicontinuity
property of d is obvious, while the completeness of (Sα, d) follows from the weak com-
pactness and the lower semicontinuity) to get a subsequence (ρnk) and a curve (ρt)
in Sα such that ρ
nk
t → ρt weakly in L1 for all t ∈ [0, 1].
The remaining assertions follow from Theorem 4.16. 
Theorem 7.7. If the entropy has regular sublevel sets and (Pt) is an EVIK gradient
flow of Ent, then for all ρ0, ρ1 ∈ D(Ent) with W(ρ0, ρ1) <∞ there exists a geodesic
(ρt)t∈[0,1] with supt∈[0,1] Ent(ρt) <∞. In particular, (D(Ent),W) is a geodesic space.
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Proof. Using the contraction estimate from Lemma 6.20, one can proceed exactly as
in the proof of Proposition 7.3 to see that for all ρ0, ρ1 ∈ D(Ent) withW(ρ0, ρ1) <∞
and all n ∈ N there exists an Ln-Lipschitz curve (ρnt )t∈[0,1] connecting ρ0 and ρ1 such
that L2n ≤ e−2K/n(W(ρ0, ρ1)2 + 1n2 ) and
sup
n∈N
sup
t∈[0,1]
Ent(ρnt ) <∞.
Since the entropy has regular sublevel sets, the curves (ρnt ) are admissible and
‖Dρnt ‖ρnt = |ρ˙nt |W ≤ Ln.
As (Ln) is bounded, we can apply Lemma 7.6 to get an admissible curve (ρt)t∈[0,1]
with uniformly bounded entropy connecting ρ0 and ρ1 such that∫ 1
0
‖Dρt‖2ρt dt ≤ lim infn→∞
∫ 1
0
‖Dρnt ‖2ρnt dt
≤ lim inf
n→∞
e−2K/n
(
W(ρ0, ρ1)2 + 1
n2
)
=W(ρ0, ρ1)2.
Hence (ρt) is a geodesic connecting ρ0 and ρ1. 
Corollary 7.8. If the entropy has regular sublevel sets and (Pt) is an EVIK gradient
flow of Ent, then the metric W is lower semicontinuous with respect to weak L1-
convergence on sublevel sets of the entropy.
Although the Theorem 7.7 guarantees the existence of geodesics connecting den-
sity matrices with finite entropy provided their distance is finite, it does not rule
out the possibility that density matrices with finite entropy have infinite distance.
In the next proposition we will see that this cannot happen if E is irreducible and
satisfies GE(K,∞) for strictly positive K.
Here E is called irreducible if for all a ∈ L2(M, τ) one has limt→∞ Pt(a) = τ(a)
in L2(M, τ). Equivalently, there are no projections p ∈M other than 0 and 1 such
that Ptp ≤ p for all t ≥ 0.
Proposition 7.9. Assume that τ(1) = 1. If E satisfies GE(K,∞) for some K > 0,
then the Talagrand inequality
W(ρ, 1)2 ≤ 2
K
Ent(ρ)
holds for all ρ ∈ D(Ent). In particular, W is finite on D(Ent)×D(Ent).
Proof. First we show that for ρ ∈ D(M, τ) ∩ L2(M, τ) we have
Ent(Ptρ) ≤ 1
2K
I(Ptρ)(7.2)
for a.e. t ≥ 0.
Since (Ptρ)t≥0 is an admissible curve with ‖DPtρ‖2Ptρ ≤ I(Ptρ) for a.e. t ≥ 0, we
have
lim sup
hց0
1
h
W(Pt+hρ, Ptρ) ≤ lim sup
hց0
1
h
∫ t+h
t
‖DPrρ‖Prρ dr ≤ I(Ptρ)1/2
for a.e. t ≥ 0.
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Thus
−1
2
d+
dt
W(Ptρ, Psρ)2 = lim sup
h→0
1
2h
(W(Ptρ, Psρ)2 −W(Pt+hρ, Psρ)2)
≤ lim sup
hց0
1
2h
(W(Pt+hρ, Ptρ)2 + 2W(Pt+hρ, Ptρ)W(Pt+hρ, Psρ))
≤ I(Ptρ)1/2W(Ptρ, Psρ)
for a.e. t ≥ 0 and all s > 0.
The evolution variational inequality from Theorem 6.21 implies
Ent(Ptρ) ≤ −1
2
d+
dt
W(Ptρ, ρ)2 − K
2
W(Ptρ, ρ)2 + Ent(Psρ)
≤ I(Ptρ)1/2W(Ptρ, ρ)− K
2
W(Ptρ, ρ)2 + Ent(Psρ)
≤ 1
2K
I(Ptρ) + Ent(Psρ)
for a.e. t ≥ 0 and all s ≥ 0.
Since E is irreducible and convergence in L2 implies convergence of the entropy,
we have Ent(Psρ)→ 0 as s→∞ and (7.2) follows.
Since t 7→ Ent(Ptρ) is a locally absolutely continuous function with derivative a.e.
equal to −I(Ptρ) by Proposition 5.23, Gro¨nwall’s lemma asserts
Ent(Ptρ) ≤ e−2KtEnt(ρ).
By the same arguments used in the proof of Corollary 5.24, this inequality remains
true if we only assume ρ ∈ D(Ent). In particular, Ent(Ptρ)→ 0 as t→∞.
If ρ˜ is any limit point in the weak L1-topology of (Ptρ) as t→∞, then
Ent(ρ˜) ≤ lim sup
t→∞
Ent(Ptρ) = 0,
which implies ρ˜ = 1. On the other hand, since the sublevel sets of the entropy
are compact in the weak L1-topology by Lemma 7.1, there exist limit points in the
weak L1-topology of (Ptρ) as t→∞. Both facts combined give Ptρ→ 1 weakly as
t→∞.
Once again assume that ρ ∈ D(M, τ) ∩ L2(M, τ) and let ϑ : [0, 1) −→ [0,∞) be
a strictly increasing differentiable function with limt→1 ϑ(t) = ∞. Let ρt = Pϑ(t)ρ.
Since (Ptρ)t≥0 is admissible and∫ ∞
0
‖DPtρ‖2Ptρ dt ≤
∫ ∞
0
I(Ptρ) dt ≤ Ent(ρ) <∞
by Propositions 5.22 and 5.23, the reparametrized curve (ρt)t∈[0,1] is also admissible.
Since
−2Ent(Ptρ)1/2 d
dt
Ent(Ptρ)
1/2 = I(Ptρ)
for a.e. t ≥ 0 such that Ptρ 6= 1, we can use the inequality Ent(Ptρ) ≤ 12KI(Ptρ)
proven above to see that
I(Ptρ)1/2 ≤ −
(
2
K
)1/2
d
dt
Ent(Ptρ)
1/2
for a.e. t ≥ 0 (clearly the inequality holds if Ptρ = 1, since I(1) = 0).
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Thus
W(ρ, 1) ≤
∫ 1
0
‖Dρt‖ρt dt
=
∫ ∞
0
‖DPtρ‖Ptρ dt
≤
∫ ∞
0
I(Ptρ)1/2 dt
≤ −
(
2
K
)1/2 ∫ ∞
0
d
dt
Ent(ρt)
1/2 dt
=
(
2
K
)1/2
Ent(ρ)1/2.
In the general case ρ ∈ D(Ent), we can argue by approximation. Let ρn = ρ∧n
τ(ρ∧n)
.
Since Ent(ρ) <∞, it is easy to see that the sequence (ρn) has bounded entropy. By
Proposition 7.3 we can choose admissible curves (ρnt )t∈[0,1] connecting ρ
n and 1 with
uniformly bounded entropy such that∫ t
s
‖Dρnr ‖2ρnr dr ≤
(
W(ρn, 1) + 1
n2
)
|t− s|
for all s, t ∈ [0, 1] and n ∈ N.
It follows from Lemma 7.6 that there exists a strictly increasing sequence (nk) in
N and an admissible curve (ρt)t∈[0,1] such that ρ
nk
t → ρt weakly in L1(M, τ) for all
t ∈ [0, 1] and
W(ρ, 1)2 ≤
∫ 1
0
‖Dρt‖2ρt dt
≤ lim inf
n→∞
∫ 1
0
‖Dρnt ‖2ρnt dt
≤ lim inf
n→∞
W(ρn, 1)2
≤ 2
K
lim
n→∞
Ent(ρn)
=
2
K
Ent(ρ). 
The last property discussed in this section is K-convexity of the entropy. Let
(X, d) be an extended metric space. A functional S : X −→ (−∞,∞] is called
K-convex along the geodesic (γt)t∈[0,1] in (D(S), d) if
S(γt) ≤ (1− t)S(γ0) + tS(γ1)− K
2
t(1 − t)d(γ0, γ1)2
for all t ∈ [0, 1].
The functional S is called strongly geodesically K-convex if it is K-convex along
every geodesic in (D(S), d). It is called geodesically K-convex if every pair x0, x1 ∈
D(S) can be joined by a geodesic (γt) such that S is K-convex along (γt).
Remark 7.10. If (D(S), d) is a geodesic space, then every strongly geodesically K-
convex functional is geodesically K-convex. If (D(S), d) is not a geodesic space, it
does not make too much sense to talk about geodesic convexity at all.
If (Pt) is an EVIK gradient flow of the entropy and the sublevel sets of the entropy
are regular, the strong K-convexity follows from abstract results on gradient flows
in metric spaces.
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Theorem 7.11. If (Pt) is an EVIK gradient flow of Ent and Ent has regular sublevel
sets, then (D(Ent),W) is a geodesic space and Ent is strongly geodesically K-convex.
Proof. By Theorem 7.7, the space (D(Ent),W) is geodesic, and by [AGS14b, Propo-
sition 2.23] the entropy is K-convex along all geodesics in (D(Ent),W). 
Let us summarize the results of the last two sections.
Theorem 7.12. Assume that τ is finite, L1(M, τ) is separable and θ is the loga-
rithmic mean. For K ∈ R consider the following properties.
(i) The semigroup (Pt) satisfies the gradient estimate GE(K,∞).
(ii) The semigroup (Pt) is an EVIK gradient flow of Ent, the sublevel sets of Ent
are regular and W is non-degenerate.
(iii) The pseudo metric W is non-degenerate, (D(Ent),W) is geodesic and Ent
is strongly geodesically K-convex.
Then (i) =⇒ (ii) =⇒ (iii).
Remark 7.13. The properties (i), (ii) and (iii) can all be understood as lower Ricci
curvature bounds for the geometry determined by E . This approach has been studied
intensively for metric measure spaces (see e.q. [AGS14b, LV09, Stu06a, Stu06b])
and, more recently, also for graphs (see e.g. [EM12, EHMT17]). We hope that the
present framework allows to address the highly interesting question of introducing
a concept of Ricci curvature (bounds) in noncommutative geometry. First steps in
this direction was already taken by Hornshaw [Hor18].
Remark 7.14. The properties (i), (ii) and (iii) are equivalent for the Cheeger energy
on infinitesimally Hilbertian length metric measure spaces ([AGS15], Theorem 1.1)
and the Dirichlet form associated with a finite graph ([EM12, Theorem 4.5] and
[EF16, Theorem 3.1]). It would be interesting to know if this is still true in this
more general setting.
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