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 I 
摘  要 
当前，网络上各种信息资源日趋增加，给人们带来便利的同时也产生资源搜
索苦恼。作为计算机科学技术中机器学习、数据挖掘方向的热点研究领域，文本
分类技术日益受到人们重视。文本多标签分类技术可以对文本信息进行准确快速
地归类到相关类别或话题，帮助人们在海量信息资源中快速定位到所需的内容，
带来重要的实际应用意义。 
本文针对中文文本多标签分类问题进行探究。首先进行了相关文献的调研，
熟悉多标签分类的基本概念与评价方法，认真研究了现有的几种常用多标签分类
算法的具体思路，并对比分析了各个算法的优缺点，熟悉文本分类的定义和一般
过程，对中文文本特征选择进行了探讨。其次在前期文献调研的基础上，选择了
传统贝叶斯分类算法，将其加以改进并应用于中文文本多标签分类，并对包括中
文文本特征选择和贝叶斯分类算法具体改进方式在内的算法步骤进行详细的设
计。最后以 Java 程序设计语言，借助第三方开源类库及相关实验工具，完成算
法实验程序的详细设计和具体实现，并通过测试数据集对实验程序展开测试，通
过各方面的测试记录和对比分析，对所设计的算法进行评价。 
本文所进行的一系列实验的结果可以表明，在处理中文文本多标签分类问题
时，基于贝叶斯算法所改进的多标签分类算法可作为一种高效可行的分类算法，
并有望在相关信息处理领域进行实际应用。 
 
关键词：多标签分类；文本分类；贝叶斯算法 
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Abstract 
At present, all kinds of information resources on the Internet are increasing day by 
day, which bring convenience to people, but also the distress to search resources. As a 
hot research field of machine learning and data mining in computer science and 
technology, text categorization technology has attracted more and more attention. 
Multi-label classification technique in texts can be applied to classify and relate text 
information to related categories or topics quickly and accurately, which helps people 
quickly locate the desired content in the mass of information resources, and brings 
important practical significance. 
This thesis studied the multi-label classification problem in Chinese text. Firstly it 
took a literature investigation, got familiar with the basic concepts and evaluation 
methods of multi-label classification. It carefully studied the concrete ideas of several 
existing common multi-label classification algorithm, compared and analyzed the 
advantages and disadvantages of each algorithm. It got familiar with the definition and 
the general process of text categorization. And it discussed the feature selection of 
Chinese text. Secondly based on the previous literature research, it chose the traditional 
Bayes classification algorithm, which was adapted and applied to multi-label classi- 
fication in Chinese text. And it made a detail design of the algorithm steps, including 
feature selection of Chinese text and the concrete adaptation methods of Bayes 
classification algorithm. Finally it used the Java programming language, with the help 
of the third part library and related experimental tools, to complete the detailed design 
and implementation of the algorithm experimental program, and made the test of 
experimental program by the test data sets. Then it evaluated the algorithm through the 
analysis and comparison of the test records in different ways. 
The experimental results in this thesis showed that the multi-label classification 
algorithm adapted by Bayes algorithm is an efficient and feasible algorithm in Chinese 
text multi-label classification problem, and is expected to be applied in the related field 
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of information processing. 
Key words: Multi-Label Classification; Text Categorization; Bayes Algorithm 
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第一章  绪论 
1.1 研究背景和意义 
我们生活在一个计算机信息技术与互联网应用高速发展，各类信息急剧膨胀
爆炸的大数据时代。Martin Hilbert的研究[1]指出，截至2007年，全世界所存储的
信息数据总量已经超过295EB，其中94%的信息数据是通过数字化的形式进行存
储的。Andrew McAfee和Erik Brynjolfsson的研究[2]声称，在2012年，每天就有多
达大约2.5EB的数据被人类创造，且这个数字以40个月为周期翻倍增长。在中文
信息领域方面，中国互联网络信息中心（CNNIC）发布的第39次《中国互联网
络发展状况统计报告》[3]指出，在2016年底，我国的网民总规模已经达到7.31亿
人，全国互联网的普及率也已达到53.2%，中国的各种网站数量多达482万。 
当前人类信息存储量的增长速度被认为要比世界的经济增长速度快4倍[4]，
信息过量要求我们能够从这些信息资源中高效又准确地挖掘出其中的有用信息。
全球著名的管理咨询公司麦肯锡（McKinsey&Company）研究认为[5]，大数据将
会是下一个能大大提高生产率的技术领域。而在其列举出可用于大数据分析的关
键技术中，可以看到分类、聚类、数据挖掘、机器学习等赫然在列。 
有鉴于此，世界各个大国愈加重视对大数据相关技术的研究和应用。作为在
大数据应用领域占据全世界领先地位的美国，先后出台了一系列大数据相关政策
[6]。美国国家科学技术委员会（NSTC）于2009年发布了《开发数字数据的威力》
（Harnessing the Power of Digital Data for Science and Society）[7]报告，报告中初
步提出了美国发展大数据的总体框架、发展建议和建设目标。2012年3月，美国
政府公布了《大数据研究和发展计划》（Big Data Research and Development 
Initiative）[8]，并支持2亿美元。2014年5月，美国发布了《大数据：把握机遇，
守护价值》（Big Data: Seizing Opportunities Preserving Values）[9]白皮书。2016年5
月，美国发布了《联邦大数据研发战略计划》（The Federal Big Data Research and 
Development Strategic Plan）[10]报告。 
在我国，近年来各级各部门也积极开展支持大数据领域发展的相关工作，并
相继出台了促进大数据发展的一系列政策文件。2015年7月，国务院办公厅印发
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了《关于运用大数据加强对市场主体服务和监管的若干意见》[11]。2015年9月，
国务院印发了《促进大数据发展行动纲要》[12]。2016年3月，中华人民共和国国
民经济和社会发展第十三个五年规划纲要[13]中也提出了“大数据战略”这一构
想。 
文本资源是互联网信息资源中最重要的一类数字资源，大数据分析离不开文
本数据资源的分析挖掘。分类学习中的多标签分类在文本信息资源领域应用的研
究，对解决实际大数据分析中信息准确定位、深入挖掘有着重要的意义。 
1.2 国内外研究现状 
1.2.1 多标签分类研究现状 
在机器学习中，多标签分类作为单标签分类的扩展，主要解决思路有问题转
换法和算法改进法[14][15]。在问题转换法方面，BR（binary relevance）算法[16][17]
通过对分类标签集中每一个标签分别训练了一个二元分类器（binary classifier），
简单直观且容易实现，但缺乏对标签间关联性的考虑。Matthew R. Boutell 等人
于 2004 年提出了 LP（label powerset）算法[18]。LP 算法将训练集中出现的所有
标签集都当做一个新的标签加以考虑，因此对各标签间的关联性也做了考虑。考
虑到 LP 算法仍存在新的标签集数量过多的问题，Grigorios Tsoumakas 等人于
2007 年提出了 RAkLE（random k-labelset）算法[19][20]。RAkLE 算法基于对标签
的随机分组，大大减少了标签集的数量。Jesse Read 等人于 2009 年提出了 CC
（classifier chains）算法[21][22]。CC 算法把原问题分解成一系列有先后顺序的二
元分类问题，其中前面的二元分类结果会对后面的产生影响。 
在算法改进法方面，主要的思路一般通过对各种单标签分类算法进行扩展改
进，以适应处理多标签数据的情况。Robert E. Schapire 和 Yoram Singer 于 2000
年提出了基于 AdaBoost 算法改进的 AdaBoost.MH 和 Adaboost.MR 算法[23]。
Amanda Clare 和 Ross D. King 于 2001 年提出了基于 C4.5 决策树（Decision Tree）
算法改进的多标签决策树 ML-DT（Multi-Label Decision Tree）算法[24]。André 
Elisseeff 和 Jason Weston 于 2001 年提出了基于支持向量机（Support Vector 
Machines）算法改进的 Rank-SVM 算法[25]。在国内，南京大学的张敏灵和周志
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华于2005年提出了基于 kNN（k-nearest neighbor）算法改进的MLkNN（Multi-Label 
k-Nearest Neighbor）算法 [26][27]，又于 2006 年提出了基于神经网络（Neural 
Networks）算法改进的多标签反向传播 BP-MLL（Backpropagation for Multi-Label 
Learning）算法[28]。 
1.2.2 文本分类研究现状 
文本分类研究起于 20 世纪 50 年代。1959 年，Hans Peter Luhn 提出在文本
分类中运用词频统计的思想[29]。1960 年，M. E. Maron 和 J. L. Kuhns 对文本分类
进行了深入研究，提出了概率标引（Probabilisitc Indexing）模型[30]。1975 年，
G. Salton 等人提出了著名的向量空间模型（Vector Space Model）[31]。20 世纪 80
年代起，传统的知识工程（Knowledge Engineering）和信息检索（Information 
Retrieval）相关技术逐渐为文本分类提供支持[32]。 
20 世纪 90 年代，机器学习理论开始被文本分类领域[33]。通过使用机器学习
的相关训练方法，将其中的一部分文本作为训练集，并将另一部分文本作为测试
集，通过让计算机进行自动学习，从而自动建立起文本分类器，整个过程都不需
要由人工进行干预，从而克服了以往通过手工建立分类器所带来的缺点，在分类
效率和准确率方面都产生了极大的提升。随着将机器学习理论在文本分类领域的
应用研究逐渐深入，各相关细化问题包括分类算法、特征降维、性能评价等领域
的研究也日益深入。 
在中文领域，鉴于中文分词[34]等方面的复杂性，中文文本分类问题要比英
文更加复杂困难，也有自己独特的特点。国内对中文文本分类的研究目前主要集
中于对相关的经典分类算法的研究和改进[35][36]，以及中文文本特征选择和特征
权重计算的研究[37][38]。 
1.3 论文主要研究内容 
本文首先总结回顾了目前中文文本多标签分类的相关技术，之后提出基于贝
叶斯算法的中文文本多标签分类算法具体思路，并在完成算法实验程序的设计和
具体实现基础上，使用相关的测试数据集进行测试并对比分析。主要包括： 
（1）完成中文文本多标签分类的文献调研，讨论现有各多标签分类算法的
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基本思路和优缺点、中文文本分类相关特征选取的基本方法，为算法设计做充分
准备； 
（2）完成基于贝叶斯算法的中文文本多标签分类算法的设计，并在实验环
境下完成算法实验程序的相关设计和具体实现，并用测试数据集进行算法测试，
实验结果表明，本文所设计的算法是高效可行的算法。 
1.4 论文结构安排 
本论文共分为六章，各章的主要内容安排如下： 
第一章简要阐述了本文相关背景和现状、主要研究内容。 
第二章介绍中文文本多标签分类的相关技术。 
第三章基于贝叶斯分类算法，详细介绍中文文本多标签分类算法的设计。 
第四章介绍算法实验程序的详细设计和实现。 
第五章介绍算法实验的结果数据记录和分析。 
第六章对本文进行了总结，对今后的研究方向进行展望。 
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