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Real-world data tend to be huge and noisy. Noise, or random error, in data can reduce 
learning performance in terms of learning accuracy. Learning concept model from a very large 
data  also causes a performance problem even with the most efficient algorithm. It has been 
shown in the previous studies that many leraning algorithms can learn from a sample of data and 
produce as accurate model as does learning from the whole population. We are interested in 
studying the convergence and noise-tolerance properties of the support vector machines, a 
statistical learning algorithm introduced recently and gained popularity rapidly. The experimental 
results reveal that support vector machines converge very fast with a sufficient sample of 300-500 
instances. The noise-tolerant level is quite high when noise occurs at various positions. 
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