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Digital image enhancement systems are essentially pixel-based. In this paper, a novel method of 
multi-frame image enhancement employs contours rather than pixels as the primitive working unit. 
The feasibility of this proposal is based on the fact that gray-scale images can be sufficiently and 
accurately represented by their contour maps if a suitable contour model and scale selection method 
is used [5].  
 
In this process several low-resolution shifted frames of the same scene are (a) registered (b) 
transformed into their contour domain, and (c) grouped or mapped globally within a singular 
framework to create an enhanced contour composite. Inverting this improved contour representation 
yields a high-fidelity reconstruction of an image in pixel format with more details than any of the 
original input frames.  
 
The mapping of the low-resolution contour images within a singular framework takes advantage of the 
differences (or shifts) existing between their contour representations. These shifts are computed using 
an innovative image registration technique that can achieve accuracies of up to 0.01 of a pixel. The 
technique is based on DCT (Discrete Fourier Transforms) and normalized cross-correlation.  
 
Controlled tests show that this global contour mapping approach, with subsequent converting to a 
compact and improved raster image, provides for an efficient and simplified method for multi-frame 
image enhancement. As compared to pixel-based multi-frame image enhancement processes, the 
proposed method may be computationally more efficient as it allows the detection, filtering and 
elimination of redundant contour data which may have little or no effect in the final enhancement. 
 
Although still in the experimental stage and restricted to gray-scale images, the proposed method is 




A digital image is a discrete approximation of an image obtained by sampling points with discrete 
coordinates and quantizing the values of each sample. It is generally formed by a finite number of 
sample elements equally spaced over a square grid with a rectangular shape [4].  
 
Each element is called a pixel and has an intensity value. The rows and columns of elements 
determine the spatial coordinates of the pixel; and the intensity determines its -scale or gray-scale 
value. In a -scale image, all pixels have shades of ranging from black to white. In the case of colour 
images, the intensity determines the colour of each pixel according to some colour model, such as 
RGB (Red, Green, Blue).  
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Figure 2 – Two contour representations of the same scene sampled at different sub-pixel positions. 
For the same number of contour intervals, the differences between the two frames are evident. 
 
In summary the proposed image enhancement method involves the following steps: 
 
1. Image registration: Estimation of sub-pixel shifts among the different low-resolution input 
images depicting the same scene.  
 
2. Contour detection:  Each low-resolution frame of the sequence is converted to a contour 
format. The contour increments will depend, in general, on the images’ dynamic range 
(largest and smallest possible values of pixel intensities within the input frames). 
 
3. Contour grouping:  The contour lines extracted from the input images are merged and/or 
mapped within a common reference frame using the shifts computed in step 1.  
 
4. Image reconstruction: The combination of data is then filtered so that redundant contours are 
eliminated from the process of reconstructing an enhanced image in raster format for final 
display, analysis and use.  
 
This succession of steps were automated and assembled with a package of basic image processing 
functions and tools included in Matlab 7.1 (www.mathworks.com, 2005). 
 
2. CONTOUR DETECTION 
 
The process of generating contours comprises the step of assigning coordinate values to pixels in the 
raster format image data and interpolating between pixels to find the coordinates of points in the path 
of a contour having a gray-scale intensity value.  
 
Each pixel can be assigned x and y coordinates, which may conveniently be based on the 
coordinates of the centre of each pixel. Each pixel then has at least a pair of coordinates and a pixel 
gray-scale or intensity value. If two adjacent pixels have gray-scale values of 40 and 50 respectively, 
then a contour for gray-scale value 45 may lie between these two pixel centres. The coordinates in 
pixel space of a point on this contour can be estimated by interpolation, thus enabling the contours 
and/or the contour bounds to be estimated to sub-pixel accuracy. 
 
For the class of scale facial images investigated in this work, the contour interval or increments were 
selected based on the dynamic range and/or on image histograms. Image histograms provide a 



















































































































































































































































































































































































































































































































































their original raster format. These tests were carried out using three major interpolants, that is, 
Weighted Average (WA), Bilinear and Bi-cubic [9].   
 
The graph in Figure 5 is typical of the degree of accuracy to be expected when reproducing a raster 
image from its contour representation. The graph is based on the image of the face in Figure 1. The y 
axis indicates the r.m.s. (root mean square) error of the differences between the original image of the 
face and the same images reconstructed using the vertices of -scale contour increments ranging from 




Figure 5 - The graph shows the r.m.s. of the differences between the original image of the face in 
Figure 1 and the same image regenerated using contour lines with increments ranging between 1 and 
10. 
 
The graph shows an exponential degradation of the r.m.s. value as the contour interval is increased. 
The reverse interpolation method used in this example was Weighted Average [1]. In all cases, the 
number of vertices required to reconstruct the original image of the face was less than the total 
number of pixels of the image itself (1002). By way of comparison, the .txt file needed to store the 
vertices required to reproduce the face (for contour increments of 5 units) used approximately the 
same amount of memory (i.e. 10KB) of a JPEG compressed version of the original image (i.e. 10KB), 
while reproducing a more accurate image with more visual details. 
 
3. SUB-PIXEL IMAGE REGISTRATION  
 
There exists a number of methods for determining sub-pixel translation parameters (i.e. in x and y) 
existing between two shifted images depicting the same scene. The method used here was devised in 
[8] and is based on DCT (Discrete Fourier Transforms) and normalized cross-correlation registration 
techniques [13].  
 
The technique allows images to be registered or matched without using control points in the 
registration procedure. The accuracy of the registration is user selectable and can achieve accuracies 
of up to 0.01 of a pixel.  For two given images F and G the registration outputs the normalized root-
mean-squared error (n.r.m.s.e.) between F and G, their global phase angle and the row (x) and 
column (y) shifts between the two images respectively. 
 
For a more accurate detection of the shifts or offsets between two images, the image must contain 
some features that make it possible to match two under-sampled images. Very sharp edges and small 
details are most affected by aliasing, so they are not reliable to be used to estimate these shifts. 
Uniform areas are ineffective, since they are translation invariant [11]. The best features are slow 
transitions between two areas of grey values. 
 
These areas are generally unaffected by aliasing and such portions of an image need not to be 
detected specifically, although their presence is very important for an accurate result. In this context, 
before a given sequence of images of the same scene is registered, a low-pass filter may be applied 
uniformly to each image. The purpose of a low-pass filter, as shown in Figure 6, is to smooth (1) 
sharp edges and small details, (2) sudden changes of intensity values, and (3) the distortions created 


















































































































































































































































































































































































































































































































































































































































































































































































































A potential test for whether a contour is a candidate for removal is to compare the centroid values, the 
area these contours occupy and the shorter and longest distance to the centroids [13]. These 
parameters may offer the best statistical constraint for deciding whether a contour is very similar to 
another and thereby could be removed.  
 
Also, within any group of at least three close nested contours it may possible to test for redundant 
contours by removing the middle contour and interpolate and/or diffuse between the other two. 
However, this process may have the disadvantage of smoothing and/or distorting particular high 
frequency (sudden changes of brightness values within an image) information necessary for a more 
accurate reconstruction of the enhanced composite.  
 
As illustrated in Figure 8, string filters may also used to remove vertices from contours. Using a user 
defined tolerance; string vertices that are within an offset tolerance of straight lines are removed. That 
is, a string filter removes vertices from contour lines that do not deviate by more than a specified 
offset tolerance from straight lines joining successive string vertices. Optional filtering techniques may 
be considered, alone or in combination. For instance, adjacent string vertices may be removed if they 
are equal to a given tolerance either in plan position only (i.e. have similar x and y co-ordinates), or 




Figure 8 - A string filter option is used to remove surplus vertices from contours lines. 
 
To determine the pixel brightness which would exist at the intersections of a regular grid using 
randomly spaced contour vertices locations, several interpolators may be used depending on the 
application and accuracy requirements. One of the methods for interpolating scattered data to a 
uniform refined grid is referred to as Kriging. This geo-statistical method was used because it is a 
statistical interpolation technique that considers both the distance and the degree of variation between 
known data points when estimating values in unknown areas.  
 
A kriged estimate is a weighted linear combination of the known sample values around the point to be 
estimated. The interpolation process determines the value of the points at grid intersections to have 
decimal figures. Hence, the values are rounded to the nearest integer which is the norm for 
representing pixels brightness within a raster image.  
 
Kriging allows the user to derive weights that result in optimal and unbiased estimates. It attempts to 
minimize the error variance and set the mean of the prediction errors to zero so that there is no over- 
or under-estimates. An important feature of Kriging, as compared with other image or surface 
interpolators, is that it gives an estimation of the error at each interpolated point, thus providing a 
measure of confidence in the modelled surface. A thorough theoretical explanation of Kriging 
interpolation is beyond the scope of this paper and the reader is referred to [3] for the theory and 










5.  TESTS AND RESULTS 
 
The proposed enhancement process was tested for video imaging applications using simulated data.  
In this controlled experiment, the ‘true’ image was known prior to the enhancement and thus the 
accuracy of the enhancement and some of the factors that would degrade the process could be 
investigated and quantified. In general, the aim was to evaluate visually and statistically the 
performance of the proposed enhancement. 
 
A high-resolution image referred to as the face was scanned and stored as a .tif file with no 
compression applied to it. This image is shown in Figure 9(a). The initial image was captured as a 
colour image and was modified to contain only 255 levels of grey-scale using the image processing 
toolbox of Matlab 7.1. The size of the image was 1002. 
                                                                                       
Fifty (50) low-resolution .tif images were acquired by randomly repositioning and scanning the original 
image, avoiding unnecessary rotations. The scanner resolution was set to create coarse images 
having 4 times less pixels linearly than the original, thus creating ten images having a size equal to 
252. The 50 images were then MPEG (Moving Pictures Expert Group) compressed for a compression 
ratio of approximately 10.  
 
The main reason a conventional off-the-shelf scanner, rather than a standard digital camera, was 
used for these tests was the flexibility the scanner offered with respect to the selection of the format of 
image storage and the scanner’s optical resolution.  Uncompressed images could be retrieved at 
various scanner resolutions and be stored in any desired image format such as TIF.  
 
An image thus obtained was considered to be an image which would preserve the basic integrity of its 
colour information.  The digital cameras to which the author had access compressed their images and 
may have introduced artefacts during that compression process. The use of the scanner allowed any 
set of images enhanced by the algorithm to be directly compared if required with an ‘equivalent’ 
uncompressed TIF image from the scanner.  
 
Rotations were not applied to the images as they would have added extra parameters to the 
enhancement process and may have detracted from the strength of the conclusions reached in the 
experiments. Correlation obviously exists amongst a video camera and orientation parameters such 
as tilts, rotations and affinity/obliquity of the sensor, and, in a controlled experiment where the aim is 
to demonstrate the use of a process to enhance image resolution per se, it was thought imprudent to 
introduce such complications. 
 
An example of the low-resolution image and its associated contour version are shown in Figure 9(b) 
and 9(c) respectively. The contour increment for all the down-sampled images was selected to be 5 
gray-scale intensity values ranging between 25-225, thus producing approximately 40 contours per 
low-resolution image. This interval would include all the scale variations of the input images. Figure 
9(d) shows visually the results of merging the contour representations of the 50 low-resolution 
images.  
 
The enhancement process described in section 4 was applied to the 50 compressed images using a 
spatial enhancement factor (ratio between low-resolution and high resolution grid sizes) of 4. The 
r.m.s. of the differences between the enhanced composite and the original .tif image of the face was 
±5.4 with maximum and minimum values ranging between +12 and -9 grey-scale levels respectively.  
 
In addition, the number of contour vertices processed to attain the result in Figure 9(d) was 
approximately 45% less than the total number of pixels included in the initial 50 input images, and 
only 35 of the initial 50 contour representations were used as more than this number did not 
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• Refinements to the proposed method are being undertaken to increase the accuracy 
achievable for a variety of scenes and dynamic ranges (including bi-tonal imagery).  
• More research is required to assess the accuracy of the enhancement process in the 
presence of (a) rotations amongst the input images and the presence of random noise.  
• Tests related to investigating the performance of a contour approach to image enhancement 
whereby both sensor and object are dynamic, and the illumination is non-uniform, are 
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