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Abstract
The field of science whose goal is to assign each input object to one of the given set
of categories is called pattern recognition. A standard pattern recognition system
can be divided into two main components, feature extraction and pattern classi-
fication. During the process of feature extraction, the information relevant to the
problem is extracted from raw data, prepared as features and passed to a classi-
fier for assignment of a label. Generally, the extracted feature vector has fairly
large number of dimensions, from the order of hundreds to thousands, increasing
the computational complexity significantly. Feature generation is introduced to
handle this problem which filters out the unwanted features. The functionality
of feature generation has become very important in modern pattern recognition
systems as it not only reduces the dimensions of the data but also increases the
classification accuracy.
A genetic programming (GP) based framework has been utilised in this thesis
for feature generation. GP is a process based on the biological evolution of fea-
tures in which combination of original features are evolved. The stronger features
propagate in this evolution while weaker features are discarded. The process of
evolution is optimised in a way to improve the discriminatory power of features
in every new generation. The final features generated have more discriminatory
power than the original features, making the job of classifier easier.
One of the main problems in GP is a tendency towards suboptimal-convergence.
In this thesis, the response of features for each input instance which gives in-
sight into strengths and weaknesses of features is used to avoid suboptimal-
convergence. The strengths and weaknesses are utilised to find the right partners
during crossover operation which not only helps to avoid suboptimal-convergence
but also makes the evolution more effective.
In order to thoroughly examine the capabilities of GP for feature generation
and to cover different scenarios, different combinations of GP are designed. Each
combination of GP differs in the way, the capability of the features to solve
the problem (the fitness function) is evaluated. In this research Fisher criterion,
i
ii
Support Vector Machine and Artificial Neural Network have been used to evaluate
the fitness function for binary classification problems while K-nearest neighbour
classifier has been used for fitness evaluation of multi-class classification problems.
Two Real world classification problems (diabetes detection and modulation
classification) are used to evaluate the performance of GP for feature genera-
tion. These two problems belong to two different categories; diabetes detection
is a binary classification problem while modulation classification is a multi-class
classification problem. The application of GP for both the problems helps to
evaluate the performance of GP for both categories. A series of experiments
are conducted to evaluate and compare the results obtained using GP. The re-
sults demonstrate the superiority of GP generated features compared to features
generated by conventional methods.
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Chapter 1
Introduction
1.1 Motivation
Pattern recognition is a scientific discipline which aims to classify the data or ob-
jects into different classes using some information from either a priori knowledge
or statistical distribution of the data. It has become increasingly important in
recent times and is employed in a vast spectrum of applications including speech
recognition, image processing, face recognition, target recognition, medical diag-
nosis, etc.
A simple pattern recognition system follows three main steps. First, a sensor
(transducer) is used at the input to take measurements or to extract the raw
data. Second, the raw data from the sensor is processed to pick up the relevant
information also known as feature extraction. It is important to extract the fea-
tures relevant to the task to be carried out. Generally the number of features
available from the raw data is large but only relevant features are extracted so
the process is also sometimes called dimensionality reduction. Finally, a classifier
is used to divide the data samples into different categories by using the discrimi-
natory information from the extracted features. The classifier could be as simple
as a simple decision boundary in a feature space and could be as complex as a
neural network.
It is clear from the above description that the process of feature extraction
from the raw data is of vital importance in pattern recognition system as it serves
as a bridge between the raw data and the classifier. Ideally, the extracted fea-
tures should have enough discriminatory information so that the job of classifier
becomes easier. Unfortunately, not all the extracted features contain useful in-
formation and some of them are unrelated, redundant, and noisy. Such noisy
features need to be filtered out so that the classifier can perform classification
1
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easily without confusion by noise.
The filtering of noisy features is performed by adding another block which re-
moves redundant features either by feature selection or feature generation. Nor-
mally, the statistical distribution of the data assists the feature selection process
in which useful features are kept and noisy features are discarded. The process of
feature generation is more complex in which extracted features are transformed
to less number of new features such that the maximum discriminatory informa-
tion is kept. A large number of feature generation methods have been developed
for various problem domains such as Principal Component Analysis (PCA) [1],
Independent Component Analysis (ICA), Semidefinite Embedding, etc.
Genetic Programming (GP) has been used for feature generation in this study.
GP belongs to the class of evolutionary algorithms, based on the process of bio-
logical evolution. It differs from other traditional machine learning methods in a
way that it evolves computer programs (individuals) during evolution which are
the potential solutions to the problem presented to GP. During evolution, GP
tries to optimise the population of individuals with the help of fitness value (in-
dividual’s ability to solve the problem). GP has gained much attention in recent
years for certain problem domains, especially for the problem domains that other
traditional machine learning techniques are unable to solve. It has certain ad-
vantages over other machine learning methods for complex problem domains. It
does not require any a priori information about the distribution of the data. The
preprocessing of the data is not required and data can be used directly in its raw
form. Moreover, not only the parameters but the actual structure of solutions
can be completely changed during evolution.
The motivation of using GP for feature generation is driven by the fact that
GP performs feature selection and transformation at the same time. GP has the
inherent capability to select useful features (as a part of evolution) and ignore
others. The feature transformation is performed by making non-linear combina-
tions of the extracted features with the aid of available mathematical functions
during evolution.
With recent advancement in technology, the modern computers have become
so fast that even a home personal computer is capable of carrying out complex
computations in short period of time, making computational complexity of GP
(often questioned) less relevant. More advanced computers, especially designed
for computations can be used for more sophisticated and intelligent search for
optimal solutions.
This research has been conducted with the objective to examine and evaluate
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the existing GP techniques, and develop new novel strategies to help GP solve
the real world complex classification problems more efficiently. A pairwise mat-
ing strategy based on phenotype variance of individuals is built to assist GP in
classification task. Moreover, machine learning classifiers are used to evaluate
the fitness of individuals by quantifying their ability of classification. The novel
strategies developed in this research are generalised by applying them on real
world classification problems of diabetes detection and modulation classification.
1.2 Summary of Contributions
Upon reaching the final stage of this research, it is believed that the following
contributions have been made during this research:
• The introduction of the Binary String Fitness Characterisation (BSFC)
parameter for evaluating the discriminatory power of solutions, proposed
by GP for classification problems. Based on the BSFC, a pairwise mating
strategy (Comparative Partner Selection (CPS)) for classification problems
is introduced. This strategy helps genetic operator crossover to find the
right partners for crossover. It increases the possibility of optimal conver-
gence by reducing the population phenotype variance. (Chapter 5)
• Introduction of the improved CPS algorithm in which the parents selected
by CPS criteria are allowed to produce more offspring. It increases the
possibility of finding the optimum solution by exploiting the search space
around optimum solutions. (Chapter 6)
• Introduction of the novel technique for evaluating the fitness function of
solutions proposed by GP for multi-class classification problems. Instead of
using traditional methods, K-nearest neighbour (KNN) is used for fitness
evaluation which enables GP to handle multi-class classification. (Chapter
7)
• Introduction of machine learning classifiers (Support vector machine (SVM)
and Artificial neural network (ANN)) for evaluating the discriminatory
power of GP solutions. (Chapter 8)
• For the first time GP based feature generation approach has been introduced
for modulation classification and remarkable improvement in classification
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accuracy of noisy modulated signals have been achieved. New single dimen-
sion feature by making combination of the existing higher order cumulant
features has been proposed using GP. (Chapter 8)
1.3 Thesis Organisation
The major tasks carried out in this research are the feature generation and di-
mensionality reduction using GP, by employing different methods for fitness eval-
uation. In order to present the findings of this research in a readable way, the
thesis has been divided into nine chapters, which are listed as follows:
Chapter 1 presents the motivation, contributions, publications, and organisa-
tion of the thesis.
Chapter 2 presents an overview of pattern recognitions systems. The basic
components of a general pattern recognition system are discussed. Different
feature selection, feature generation and classification methods used in this
research are presented. These methods will be later used in the thesis for
different classification problems.
Chapter 3 presents an overview of genetic programming, its basic structure,
its essential elements, and the implementation issues related to the design
of the program for feature generation task. The applications of genetic
programming for classification problems are discussed in detail. The di-
mensionality reduction from multiple features to a single feature named as
super-feature is discussed with a practical example.
Chapter 4 provides a basic description of the classification problems considered
in this thesis. The dataset and the methods used for pre-processing of the
data are presented. The importance and the applications of the problems
are discussed. It also provides the mathematical preliminaries which might
be useful for those readers, not having necessary pre-requisites towards this
research.
Chapter 5 introduces the concept of binary string fitness measure, a param-
eter used to indicate the behavioural diversity of the population. A novel
technique for calculating the binary string for classification problems is in-
troduced. It also describes the CPS scheme which is used to help the genetic
operator crossover, in finding the right partners for crossover. The concept
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of binary string and CPS are applied on the diabetes detection, a practical
binary classification problem, highlighting the advantages offered by these
concepts in finding the optimum solution.
Chapter 6 presents a detailed analysis about the application of GP for classi-
fication of imbalanced datasets. Different fitness functions are used during
training which aim to maintain a balance between specificity and sensitiv-
ity during evolution, resulting in unbiased classifiers. It also proposes a
novel technique for improving the performance of traditional CPS process.
In new improved crossover the parents selected for crossover through CPS
process are allowed to produce more children to explore the search space
more efficiently.
Chapter 7 provides an insight into the application of GP for multi-class clas-
sification problems. Automatic modulation classification, a communication
systems problem is taken as a case study. The chapter also discusses the
methods used in the literature for modulation classification problem and its
applications. A unique GP structure for multi-class pattern classification is
proposed which uses K-nearest neighbour rule for evaluating the solutions
proposed by GP. A non-linear solution for multi-class recognition is pro-
duced by favouring the solutions having more discriminatory information
about classes.
Chapter 8 presents a multi-stage genetic programming strategy for handling
classes, difficult to separate at a single stage. GP shows a drift towards
easily separable classes during evolution, resulting in low accuracy for other
classes. This has been dealt by setting a separate stage for classes, neglected
by GP at the first stage. The strategy has been applied on multi-class
modulation classification problem.
Chapter 9 states the conclusions and summarises the contributions of this
thesis. This is followed by a summary of possible future research directions.
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Chapter 2
Pattern Recognition Systems
Pattern recognition (PR) is the field of science in which machines (or algorithms)
are built to perform perceptual tasks which human are good at, e.g., speech
recognition, face recognition, character recognition, etc. It has a broad range
of applications including fingerprint identification, DNA sequence identification,
machine vision, computer-aided medical diagnosis and much more. It is clear that
for all these applications a reliable and accurate PR system would be immensely
useful. Different definitions of PR are available in the literature and some of them
are given below:
- The act of taking in raw data and taking an action based on the category of
the pattern [2].
- The scientific discipline whose goal is the classification of objects into a
number of categories [3].
Generally speaking, the goal of any PR system is to group the objects into
a number of categories. The objects can be signal waveforms, images or some
other type of measurements. The grouping of objects is an important task which
may be performed using statistical patterns, artificial intelligence and many other
methods. Recently PR has gained much attention in the field of industrial ap-
plication due to increase in automation in industrial production. In this study
PR has been used for classification task, however, it is also frequently used for
regression, clustering and description tasks.
A typical PR system illustrating different stages is shown in Figure 2.1. A
sensor or transducer is used at the input which yields a measurement, later used
for feature extraction. The sensor can be a thermometer, camera, microphone,
etc. For the modulation classification problem the sensor would be a receiving
antenna. Features are extracted from this measurement which represent a distinct
quality or characteristic. An ideal feature (for classification task) is the one whose
8
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Figure 2.1: Basic version of a pattern recognition system.
values are very similar for the objects in the same category and different for the
objects in different categories. If the number of extracted features is very large, a
dimension reduction method is used to remove redundant or irrelevant features.
After dimension reduction, the features are passed to a classifier. The task of
classifier is to use these features and assign a class label to each pattern by
making decision boundaries in feature space. Finally the efficiency of the trained
classifier is evaluated using test data. The design cycle of a PR system is shown in
Figure 2.2. In the coming sections each step of the design cycle will be explained
in detail one by one.
2.1 Data Collection
Generally there are three types of data that we encounter in our daily life; cat-
egorical, ordinal and numerical data. Categorical data contains non-numerical
data without any class ordering, e.g., a categorical variable could be description
of the type of job a person does, e.g., medical, engineering, financial, etc. Cate-
gorical data with class ordering is called ordinal data, e.g., small, medium, large.
Numerical data contains real numbers, e.g., temperature, height, blood pressure,
etc. Since we ultimately want to perform some computation on the data, the
categorical and ordinal data must be transformed into the numerical data.
The data collection is usually performed using some kind of transducer or
sensor. This data contains the original signal with added noise. For modulation
classification problem the receiving antenna acts as a sensor and collects (receives)
the data (signal with noise).
2.2 Feature Extraction
Any object that can be classified, possesses some discriminative characteristics
which differentiate between him and other objects. These characteristics are
called features in PR problems. In some PR problems the data collected repre-
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Figure 2.3: Examples of some ideal features
sents the actual features and there is no need to extract features explicitly. Fea-
tures can be divided into three main categories, physical, structural and math-
ematical features. Physical features include colour of an object, its odour, its
material, etc. Structural features represent the structural properties of an object,
e.g., height, weight, width, etc. The mathematical features are the most impor-
tant in the current context and represent mathematical properties of an object,
e.g., mean, variance, eigenvectors, covariance matrix, principal components, etc.
The process of feature extraction is also sometimes referred as feature genera-
tion in the literature but in this study the transformation of initially extracted
features to new dimensions is called feature generation.
The choice of features is a critical design step and needs careful consideration.
Ideally we would like a feature that is simple to extract, invariant to irrelevant
transformations, insensitive to noise, and useful for discrimination between ob-
jects of different categories. Since the extracted features will be later used by
the classifier for classification, an ideal feature should yield an information that
makes the job of the classifier trivial which means that examples from the same
class should have similar feature values and examples from different class should
have different feature values. Some examples of the ideal features are given in
Figure 2.3.
The choice and the number of features required is problem dependent. Usu-
ally for real world problems one feature is not enough to differentiate between
objects of different categories. Multiple features representing the same object are
organised into feature vectors and a set of all features is called feature space.
Each occurrence of the features is termed as instance in this study, e.g., if in a
matrix each column represents a feature then the row will be called an instance.
2.3. DIMENSION REDUCTION 11
2.3 Dimension Reduction
Dimension reduction is the process of reducing the number of original features
under consideration. It is a concept originated from the domain of statistics where
large amount of data results in information overload, often known as the curse
of dimensionality [4–6] in literature. Traditional algorithms used in machine
learning and PR are susceptible to this problem where the performance of an
algorithm decreases as the number of features increase. To deal with this problem
dimension reduction methods are often applied as a pre-processing step to reduce
the complexity [7].
High dimensional data poses many challenges to data analysis. One of the
main problem with high dimensional data is that, not all the features are im-
portant to understand the underlying problem of interest. Some of the features
might be correlated resulting in redundancy. Some features might be irrelevant
and might contribute noise to the intrinsic (true) features. Noisy or irrelevant
features will have a negative impact on the final classification accuracy. Moreover,
the high dimensional data is computationally expensive. For many machine learn-
ing algorithms the training time will increase directly (sometimes exponentially)
with increase in the number of the features.
Mathematically the problem can be stated as follows: given them-dimensional
dataset x = (x1, x2, ..., xm)
T , find a lower dimensional representation of this
dataset y = (y1, y2, ..., yn)
T , such that (n < m). This lower dimensional rep-
resentation should capture the important contents of the original data according
to some criterion.
Dimension reduction methods can be broadly divided into two main cate-
gories. In the first category, a subset of the existing dataset is selected (feature
selection) according to some criterion and in the second category the existing
features are transformed into a new reduced set of features (feature generation)
capturing maximum information from the original features.
2.4 Feature Selection
The aim of feature selection process is to select a subset of the original dataset
such that maximum information is retained regarding the discrimination between
different categories (classes). The main function of any feature selection method
is to identify the importance of different features with regard to a particular
problem. In terms of classification, important (rich) features are the features
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having large inter-class variance and small intra-class variance. Feature selection
is a crucial step in the design and the selection of poor features would make the
job tough for the subsequent classifier. On the other hand, the selection of rich
features would simplify the job of the classifier [8].
There are two main approaches for feature selection, wrapper approach and
filter approach. In wrapper-type approach a classifier is used for selection and
the results of the classifier (classification accuracy) are used to evaluate the fea-
ture. This approach usually results in better performance compared to the filter
approach since there is a specific interaction between classifier and features. How-
ever, it is computationally expensive and can result in over fitting. Moreover, the
solution presented by this approach lacks generality and the selected feature set
will be specific to the classifier under consideration. In Filter-type approach, a
feature is evaluated using the intrinsic characteristics of the data, e.g., correla-
tion, mutation, etc. Filter-type approach is relatively simple and demands less
computation for evaluation. Moreover, its solution is more general and exhibits
good performance for a large family of classifiers since it is not tied to the bias
of a specific classifier. The only disadvantage is that because of its monotonic
nature, it has a tendency to select a large subset. Both of these approaches have
been used in this thesis.
2.4.1 Hypothesis Testing
The first step in feature selection is to test the capability of each feature in dis-
criminating the given classes and a statistical hypothesis is used for this purpose.
Hypothesis testing tends to refute a claim about a population based on the sam-
ple data. Hypothesis testing is conducted using a pair of hypothesis, namely, the
null hypothesis and the alternative hypothesis.
• The null hypothesis H0: To accept a hypothesis we do not need to prove
that it is true, we only need to prove that the other hypothesis is false. A
null hypothesis is made to be rejected in order to prove that the alternative
hypothesis is right. If we do not have enough evidence to reject the null
hypothesis, the alternative hypothesis cannot be accepted.
• The alternative hypothesis H1: This is the hypothesis that we want to prove
and it is opposite to the null hypothesis.
The two hypothesis are set to be mutually exclusive and exhaustive which means
if one of them is refuted the other must be true and vice versa. A common format
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for conducting a hypothesis test is given below:
• H0: A statement of the null hypothesis is given, e.g., two populations come
from the same distribution.
• H1: A statement of the alternative hypothesis is given such that both hy-
pothesis are mutually exclusive, e.g., two populations come from different
distributions.
• The test method and a significance level α is chosen. The test method is
used to analyse the data and α is used to accept or reject the null hypoth-
esis. Generally, the test method involves some kind of test statistic, e.g.,
difference between the means, difference between the probability density
functions, etc.
• The test method is conducted and the test score is calculated. Given the
test statistic, the probability of obtaining a sample static atleast as extreme
as the test statistic by assuming the null hypothesis is true, is called the
P-value.
• Based on the test score, the P-value and α, the null hypothesis is either
accepted or rejected. The P-value is compared with α to reject or accept
the null hypothesis. If it is less than α, the null hypothesis is rejected
otherwise accepted. The value of α is set at the start and typical values of
α are 0.01, 0.05 and 0.1.
2.4.2 Student’s t-test
In 1908 William Sealy Gosset, an Englishman and a chemist with a pseudonym
”student” developed a hypothesis called student’s t-test (also called t-test). There
are many variations of t-test and some of them are given below
• one-sample t-test.
• slope of regression line.
• Two-sample t-test with
– equal sample size and equal variance.
– unequal sample size and equal variance.
– unequal sample size and unequal variance.
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In this thesis only two-sample t-test with unequal sample size and unequal
variance is explained and details about the other variations are available in [9].
The t-test tests whether the mean of two groups are statistically different from
each other. The following assumptions are made for the t-test.
• Each group is considered to be sampled from a distinct population.
• The response in each group is independent of the response in the other
group.
• Each group is drawn from a normal population.
• The population size is atleast ten times larger than the sample size.
Let xi, i = 1, 2, ..., n1, be the sample values for class C1 with mean and variance
µ1, v1 respectively and yi, i = 1, 2, ..., n2, be the sample values for class C2 with
mean and variance µ2, v2 respectively. The steps of the t-test are given below,
(a) State the hypotheses
• The null hypothesis : H0: µ1 = µ2
• The alternative hypothesis: H1: µ1 6= µ2
(b) Calculate the t-value using the formula given below
t =
|µ1 − µ2|
SE
(2.1)
where SE is the standard error and can be calculate as
SE =
√
v1
n1
+
v2
n2
(2.2)
(c) The P-value can be calculated from the t-distribution which is the probability
distribution function of the test value by random sampling and is given as
f(t, v) =
Γ(v+1
2
)√
vπΓ(v
2
)
(
1 +
t2
v
)− v+1
2
(2.3)
where Γ is defined as
Γ(x) =
∞∫
0
tx−1e−tdt (2.4)
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Symbol v represents the number of degrees of freedom and is given as
v =
(v1/n1 + v2/n2)
2
(v1/n1)2/(n1 − 1) + (v2/n2)2/(n2 − 1) (2.5)
The symbol v must be rounded off to the nearest integer. If the two means
are equal then the probability of difference of the two sample means, being as
large as t is the cumulative of the t-distribution functions over the two tails.
This probability is the P-value, and can be calculated as
p =
−t∫
−∞
f(t, v)dt+
∞∫
t
f(t, v)dt (2.6)
The P-value can also be calculated from t-distribution table, available on the
internet and in most statistics books.
2.4.3 Kolmogorov-Smirnov Test
Kolmogorov-Smirnov (K-S) test is also a hypothesis test [10], used to decide
if the data samples come from a population with a specific distribution. It is
a non-parametric test and makes no assumption about the distribution of the
data. It can be categorised into one-sample and two-sample K-S tests. In a one
sample K-S test, distribution of the test sample is compared with a reference
distribution, while in a two sample K-S test, distributions of two samples are
compared with each other. Let xi, i = 1, 2, ..., n1, be the sample values for class
C1 with cumulative distribution function (CDF) E1(x) and yi, i = 1, 2, ..., n2, be
the sample values for class C2 with CDF E2(x). The steps of the two sample K-S
test are given below:
(a) State the hypothesis
• The null hypothesis: the two samples come from the same distribution,
H0 : E1(x) = E2(x).
• The alternative hypothesis: the two samples belong to different distri-
butions, H1: E1(x) 6= E2(x)
(b) The K-S statistic D, the maximum difference between the two CDFs, is
calculated using the following formula,
D = max
−∞<x<∞
|E1(X)− E2(X)| (2.7)
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(c) The significance level of the test statistics D, is calculated. The null hypothe-
sis is rejected if the significance level is greater than a critical value, obtained
from the table. More details about how to calculate the significance level are
available in [9].
An important feature of the K-S test is that the distribution of the K-S test
statistic does not depend upon the underlying distributions being tested. While
the t-test tests only the significance of the difference of means, the K-S test is
sensitive to difference throughout the entire scale. Despite the advantages, the K-
S test has certain limitations. It can only be applied to continuous distributions
and tends to be more sensitive near the centre of distribution than at the tails.
2.4.4 Kullback-Leibler Divergence
Kullback-Leibler divergence (KLD) (also known as relative entropy) is a method
which measures the difference between two probability distributions. For two
probability distributions p and q, KLD can be calculated as
KLD =
∑
x
p(x) log
p(x)
q(x)
(2.8)
KLD is asymmetric and non negative. The KLD value tells us how well the two
distributions are separated and a bigger KLD value means a better feature. A
value of 0 means p is equal to q.
2.4.5 F-Score Selection
F-score is a simple feature selection method which quantifies the ability of a
feature in discriminating two classes. Given an ith feature vector xk,i where
k = 1, 2, ..., n. If the number of instances of the positive class and negative class
are n+ and n−, then the F-score value of this ith feature can be calculated as
F (i) =
(x¯i
(+) − x¯i)2 − (x¯i(−) − x¯i)2
1
n+−1
∑n+
k=1(x
(+)
k,i − x¯(+))2 + 1n−−1
∑n−
k=1(x
(−)
k,i − x¯(−))2
(2.9)
In equation (2.9) the numerator shows the discrimination between the positive
and the negative class while the denominator shows the variation within each
class. Here x¯i
(+) is the mean of the positive class for feature i, x¯i
(−) is the mean of
the negative class for the same feature, x¯i is the mean of the i
th feature (including
both the positive and the negative class), x
(+)
k,i is the k
th value of the ith feature
for the positive class and x
(−)
k,i is the corresponding value for the negative class.
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Figure 2.4: Two independent classes having low F-score value
F-score value of each feature is calculated using equation (2.9) and the features
having higher F-score value are considered to be more effective in discriminating
the positive and the negative class.
A disadvantage of the F-score selection is its inability to take into account the
mutual information between two classes [11]. Figure 2.4 shows a simple exam-
ple demonstrating this inability of F-score selection. In the Figure, although the
two classes are independent, the F-score value is still low. This is because the
denominator in equation (2.9) is much larger than the numerator, resulting in a
low F-score value. Despite this disadvantage, the F-score method is simple, com-
putationally inexpensive and generally quite effective. The steps of the feature
selection, using F-score value can be described as:
• Calculate F-score value of each feature using equation (2.9).
• Calculate a threshold value by taking the average of F-score values of all
the features.
• The features with F-score value greater than the threshold value are se-
lected and the features with F-score value less than the threshold value are
removed from the feature space.
2.4.6 Sequential Forward Selection
This is one of the simplest greedy search algorithms. It starts with an empty set
and sequentially adds the feature x+ such that the objective function F (Yk+x
+)
is maximised. The choice of the objective function depends on the nature of the
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problem and in this thesis this function is the classification accuracy. The best
feature (often recommended by feature selection methods) is added first and the
performance is evaluated using a classifier. The second best feature is added next
and the performance is evaluated again. This process continues until there is
no further improvement in the performance. The steps of this process are given
below
(1) Start with an empty set Y0 = φ.
(2) Add the next best feature x+ such that max
x 6∈Yk
[F (Yk + x
+)].
(3) Update the dataset, Yk+1 = Yk + x
+, k = k + 1.
(4) Go back to step 2.
The sequential forward selection method performs best when the optimal fea-
ture set is small. The main drawback of this method is its inability to remove
features which become obsolete after the addition of new features. Sequential
stepwise forward selection is a method designed to overcome this drawback. In
this method, variables once entered may be dropped if they are no longer signifi-
cant once new variables are added. In this study only sequential forward selection
method is used.
2.4.7 Sequential Backward Elimination
This method works in the opposite direction of sequential forward selection. It
starts with the full dataset and sequentially removes the feature x− such that
there is smallest decrease in the objective function F (Yk − x−). The removal of
a feature may actually result in an increase in the objective function. The steps
of this algorithm are given below
(1) Start with full dataset Y0 = X .
(2) Remove the worst feature x− such that max
x∈Yk
[F (Yk − x−)].
(3) Update the dataset, Yk+1 = Yk − x−, k = k + 1.
(4) Go back to step 2.
The sequential backward elimination method performs best when the optimal
feature set is large. The drawback of this method is its inability to reselect a
2.5. FEATURE GENERATION 19
feature once it has been removed. Sequential stepwise backward elimination is
designed to overcome this drawback. In this method a removed variable may be
added back to dataset if later it appears to be significant.
2.5 Feature Generation
Feature generation is a powerful term in the domain of PR and sometimes it can
also include the concept of feature selection. The process of transforming the
original set of features to a new reduced set of features (by making combination
of the original features) such that the underlying classes are more separable is
called feature generation.
In the domain of image processing and signal processing the term feature
generation is sometimes used slightly differently, where it is used to describe the
phenomenon of extracting features from the original image or signal. Instead
of using the full size input, features which are reduced representation of the ac-
tual input are extracted from the input. These features are expected to contain
enough relevant information to perform the desired task. This process is similar
to the other definition in the sense that both of these methods are trying to find
a reduced representation of input. The ultimate objective of the feature gener-
ation is same in all domains i.e. to reduce the amount of resources required to
perform the desired task. The increase in the amount of resources required, with
an increase in input dimensions has been described previously as the curse of di-
mensionality. Although, there has been an exponential growth in the computing
power in recent years, the benefits offered by feature generation in terms of re-
ducing computational complexity cannot be ignored. Moreover, the improvement
in performance offered by feature generation is invaluable.
There are quite a few feature generation methods available in the literature.
They can be categorised into different groups using different criteria. For exam-
ple, they can be categorised as linear or non-linear based on the transformation
function used, depending on whether the class information is available or not,
they can be categorised as supervised or unsupervised, etc. Linear feature gen-
eration methods are relatively simple and provide analytical solutions for most
of the problems. A linear solution, if possible, is always preferred over non-linear
solution because of its simplicity. In this thesis both linear and non-linear feature
generation methods are used for transformation of original features.
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2.5.1 Principal Component Analysis
Principal component analysis (PCA) is one of the simplest and most popular
feature generation method invented by Pearson in 1901 [12]. The purpose of PCA
is to linearly transform the original set of possibly correlated features to a new
set of linearly uncorrelated features, such that the new features are orthogonal
to each other. The new set of features are called the principal components. The
assumption made in PCA is that most of the information is along the dimensions
where variance is the largest. The first principal component covers most of the
variance, followed by the second principal component and so on. PCA does not
take into account the class label of the features and is essentially an unsupervised
technique. Since this study is not the theoretical study of statistics, only the
methodology of PCA will be presented and interested readers can consult [1] for
more details.
Given a m by n data matrix X , where each column represents an observation
and each row represents a feature, the steps for calculating principal components
are given below
1. Subtract the mean: For PCA to work properly, each feature should be
zero mean which can be achieved by by subtracting mean of each feature
from each feature element.
2. Calculate the covariance matrix: The symmetric covariance matrix of
size m by m, can be calculated from the data matrix X , using the following
equation
Cm×m =
n−1∑
i=0
(xi − µi)(xi − µi)T (2.10)
where xi is the i
th feature vector and µi is the mean of ith vector.
3. Calculation of Eigenvalues and Eigenvectors: The eigenvalues and
eigenvectors are calculated from the covariance matrix, calculated at the
second step.
4. Sorting: The eigenvectors are sorted using the order of eigenvalues (in a
descending order).
5. Transformation of original matrix: The original matrix is transformed
into new matrix by multiplying eigenvector or a set of eigenvectors with
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original matrix. The first eigenvector (corresponding to highest eigenvalue)
will cover the maximum variance in the new feature space.
6. Selection of principal components: Since most of the data variance
will be covered by first few principal components, last few principal compo-
nents (transformed feature vectors) can be discarded. A famous criterion to
decide, which principal components to discard, is the eigenvalue-one crite-
rion [13]. Each feature contributes one unit of variance to the total variance
of the dataset. Any feature having an eigenvalue greater than one covers
more variance than the variance of one feature. Such a feature is considered
more valuable than others and is worthy of being retained. On the other
hand a feature with eigenvalue less than one, covers less variance than the
variance of one feature. Such a feature is considered trivial and is removed
from the new transformed features.
PCA is a non-parametric dimensionality reduction method since it does not
require any priori knowledge about the data probability distribution. This is
considered a strength as well as weakness of PCA. It requires less information
about the problem in question (a strength) but on the other hand it can result
in over fitting the problem when limited number of data samples are available
(a weakness). It is important to point out that PCA is based on the following
assumptions:
1. The dimensionality of the data can be efficiently reduced by linear trans-
formation.
2. Most of the information is contained in the directions where data variation
is maximum.
These two assumption are by no means always met. For example, if the data
points are placed on the surface of hypersphere, linear transformation (for dimen-
sion reduction) cannot cope with it. Similarly, the direction having maximum
variation, do not necessarily contain maximum information. This is particularly
true when signal-to-noise ratio (SNR) is low, where noise is also viewed as useful
variance. Moreover, for classification problems, PCA does not take into account
class labels and the direction of maximum variation may not help in class dis-
crimination.
Nevertheless, PCA is a basic and popular method for feature generation. It
is fast and effective when certain conditions are met.
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2.5.2 Genetic Programming
Genetic programming (GP) is an evolutionary computation method based on
Darwinian model of natural evolution. In this thesis it has been used for feature
generation. Since the main work of this thesis is based on GP and a full chapter
(Chapter 3) is devoted to GP, it will not be discussed in this chapter.
2.6 Classification Methods
The assignment of class label to a set of unclassified objects, described by a set
of features is called classification. Based on the methodology, classifiers can be
divided into three main categories [14],
• The similarity approach is one of the simplest approaches. In this approach
the patterns similar to each other are assigned the same class, e.g., template
matching, nearest neighbour rule, etc.
• The probabilistic approach, e.g., Bayesian decision rule, maximum likeli-
hood approach, k-nearest neighbour rule, Parzen classifier, etc.
• The decision boundary approach, e.g., Fisher’s linear discriminant analysis,
the decision tree approach, Support vector machines (SVMs), etc.
The aim of any classifier is to differentiate between different classes by find-
ing the similarities and differences in the underlying patterns. Depending on the
type of classifier it might need a learning or training phase. If a classifier needs
training, the parameters of the classifier are adjusted during the training phase
in order to facilitate the discrimination between different classes. The character-
istics of different classes are used to adjust these parameters. Inter-class variance
and intra-class variance are two important characteristics used to adjust the pa-
rameters of classifier.
The performance of the classifier heavily depends on the input features fed
into the classifier. In any classification problem, either the feature generation
process maximises the discriminatory information and presents the transformed
feature to the classifier, or the original feature are directly fed into the classifier
and classifier searches for the optimal boundary between the classes. Feature
generation makes the job easier for the classifier since the generated features
are more rich in discriminatory information. If the classifiers directly takes the
original data, the final performance depends on the discriminatory information
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present in the original features. If the discriminatory information provided by
the original features is poor, employing a powerful classifier will not improve the
performance significantly. As a general rule, the more discrimination information
present in the input features, the less powerful classifier required and vice versa.
Different classifiers used in this study including k-nearest neighbour, SVM
and ANN are described in the next section. The aim is to provide an overview of
all these classifiers, describing their strengths and weaknesses.
2.6.1 K-Nearest Neighbour Rule
In 1951, Fix and Hodges introduced a non-parametric method for pattern clas-
sification, later known as the K-nearest neighbour (KNN) rule [15]. It is one of
the simplest and fundamental classification methods, requiring little or no prior
information about the distribution of the data.
It assigns class label to a test sample based on the majority vote of the closest
k neighbours, with known class labels. The nearest neighbours are determined
using a distance measure (commonly Euclidean distance) between the test sample
and the training samples. This method does not need any training phase and
training examples are directly used at the run time. Since the training examples
are required at the testing phase, they need to be stored in the memory at run
time.
Let xi be the training samples with d features (xi1, xi2, ..., xid), with total num-
ber of samples n1 (i = 1, 2, 3, ..., n1). Let xt be the test samples (xt1, xt2, ..., xtd)
with total number of samples n2 (t = 1, 2, 3, ..., n2). Let ω be the true class of each
sample and ω¯ be the predicted class of any test sample with (ω, ω¯ = 1, 2, 3, ...,Ω),
where Ω is the total number of classes. The process of predicting the class of a
test sample can be described as,
1. Calculate the distance of test sample from each training sample using the
following formula,
distance(xt, xi) =
√
(xt1 − xi1)2 + (xt2 − xi2)2+, ...,+(xtd − xid)2
2. Find out the k neighbouring training samples using the distances calculated
at step 1.
3. The predicted class (ω¯) of the test sample is set equal to the most frequent
true class (ω), among k nearest neighbour training samples.
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The computational complexity of this method is mainly in the testing phase
and it is of order O(dn1), where d is the total number of features and n1 is the
total number of training samples.
The value of k plays a vital role in the final classification accuracy. Generally,
choice of k depends on the dataset used. A large value of k reduces the effect
of noise but makes the boundaries between different classes less distinct and
increases the computational complexity. For a binary classification problem k is
chosen to be odd, and in general k is chosen not to be a multiple of the number of
classes Ω. A special case where k = 1 is known as nearest neighbour rule, where
the class of the test sample is simply equal to the class of nearest neighbour.
The main disadvantage of KNN is the possible bias towards one class when
the number of training samples in the underlying classes are not same. A test
sample is more likely to be classified as a class with larger number of training
samples. The above issue will not arise if the classes are well separated which is
not the case in real world problems. A large training dataset also poses problems
for KNN classifier. Not only a large memory would be required to store such a
dataset, the computational complexity would increase as well since the distance
of test sample needs to be calculated from all the training samples.
2.6.2 Support Vector Machines
The concept of Support Vector Machines (SVMs) was first introduced by Vapnik
in 1968 [16]. SVMs are a group of supervised learning methods that can be
applied for classification or regression. In order to separate two classes, SVM
constructs a hyper-plane in n-dimensional space which has the largest distance
to the nearest point of two classes. The nearest points from both the classes are
called support vectors since the hyperplane is determined by these points only,
instead of the full dataset. The hyperplane is created in such a way that the
distance between the two classes is maximised.
Let xi, be the training samples with D dimensions, (xi1, xi2, ..., xiD), with two
underlying classes yi = {1,−1}. Assuming that the data is linearly separable, a
line can be drawn to separate two classes when D = 2, and a hyperplane can be
used to separate classes when D > 2. A simple example for D = 2 is shown in
Figure 2.5 where grey circles and black squares represent two classes..
The hyperplane can be described by the following equation wx+ b = 0, where
w is a vector normal to the hyperplane, b is a scalar threshold and b
‖w‖
is the
distance from hyperplane to the origin. The aim of SVM is to select w and b such
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Figure 2.5: Two linearly separable classes.
that,
wx+ b ≥ 1 for yi = +1 (2.11)
and
wx+ b ≤ −1 for yi = −1 (2.12)
The points close to the separating hyperplane (shown inside dotted circles in
Figure 2.5) are called the support vectors and the two hyperplanes (H1 and H2)
on which these points lie can be described as,
xi.w + b = +1 for H1 (2.13)
xi.w + b = −1 for H2 (2.14)
The role of SVM is to find a linear boundary that maximises d1 (distance
of H1 form the hyperplane) and d2 (distance of H2 form the hyperplane). The
quantities d1 and d2 are also known as SVM margins.
The above mentioned idea is suitable for linearly separable classes, and for
non-linear problems the condition of the hyperplane can be relaxed to allow some
data points to cross the boundary. In the relaxed environment, where some of
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the data points are allowed to cross the hyperplane, the SVM margins are known
as soft margin. Kernel method can also be used for non-linear problems, to find
an optimal surface maximising the margin to each class samples.
The SVM covered above is suitable only for binary classification problems.
Multi-class classification can be achieved using SVM in two ways: using a multi-
class SVM, where a single output can be used to give different output levels for
different classes [17], or by dividing a multi-class problem into several binary
classification problems, each of which can be handled by a binary classifier. In
this study SVM has been used only for binary classification problems with Kernel
trick.
2.6.3 Artificial Neural Networks
Artificial Neural Networks (ANNs), also known as Neural Networks (NNs) are
inspired by a mathematical model of biological neural networks [18, 19]. ANN is
inspired by the design and functioning of brain. The concept of ANN was first
introduced in mid-40s and it is widely used today in PR, blind source separation,
filtering, image processing, medical diagnosis, process control, etc. ANN is able
to solve complex non-linear input-output relationships that are difficult for other
techniques. It is an adaptive system that learns and changes its structure as the
input is fed to it.
The basic layout of ANN consists of many neurons and these are linked to-
gether according to a specific network structure. There are different architectures
of ANN depending on the number of layers and the flow of information. Based
on the learning paradigm it can be divided into supervised and unsupervised
ANN and on the basis of network structure it could be single layer, multi layer.
A supervised ANN is used when the desired output is already known while an
unsupervised ANN is used when there are no target outputs. A supervised ANN
model will be used in this study since the training data is available.
Generally, the operation of ANN consists of a training and a testing phase.
Sometimes, depending on the training methodology used, a validation phase is
also required. During the training phase, the training data is presented to the
network and a desired response is set at the output. A training error is calculated
using the difference of the desired response and the actual response. This error
is fed back to the network and different parameters of the network are adjusted
adaptively (learning rule) until the desired output is acceptable. If the validation
phase is present, a separate set of validation data is used to check the generality
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of the classifier at each training iteration. A validation error is calculated using
the validation data.
If the validation error continues to increase for a pre-defined period, even
though the training error is decreasing, the network is said to be over fitting the
test data. If this situation arises, the training is process is interrupted and the
parameters of the network are reverted to the values that gave the smallest vali-
dation error (also called generalisation via early stopping). After the completion
of training and validation phase, the performance of the trained network is tested
using the test data. A well trained classifier should perform well for all three
datasets (training, validation and testing).
Depending on how an ANN partitions the data into different classes it can
be divided into three main types: Multi Layer Perceptron (MLP), Radial Basis
Function Network (RBF) and Probabilistic Neural Network (PNN). In this study
only the first type is discussed and interested readers can read details about other
types in [18].
The Multi Layer Perceptron
One of the most common realisations of the neural network is the Multi Layer Per-
ceptron (MLP). A typical multi-layer network consists of computing units called
neurons, which make a network consisting of an input layer, one or more hidden
layers of computation nodes and an output layer. Inputs propagate through the
network, layer by layer, and a non-linear mapping of the inputs is produced by
MLP at the output layer. Figure 2.6 shows a basic structure of MLP network.
The general formula for any neuron can be written as,
yj = ϕ(v(x)) = ϕ
(
N∑
i=1
(wjixi + bj)
)
(2.15)
where
v(x) =
N∑
i=1
(wjixi + bj) (2.16)
and N is the number of inputs of neuron, wji is the weight of neuron connecting
the output of neuron i to neuron j , bj is the bias attributed to neuron j, φ(.) is
the activation function describing input output relationship and yj is the output
of the neuron j. In Figure 2.6 there is one hidden layer of neurons and one
output layer. The activation function for both of these layer are different and can
be written as,
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Figure 2.6: A simple MLP network.
ϕ(v) =
ev − e−v
ev + e−v
(2.17)
and
ϕ(v) = v (2.18)
where a Tan-sigmoid activation function is used for the hidden layer (equation
(2.17)) and a linear activation function is used for the output layer (equation
(2.18)). The size of the output layer is equal to the number of outputs while the
size of the hidden layer is specified by the user. Choosing a right size for the hidden
layer is very important in designing any MLP network, since it has a big impact
on the classification performance and the generality of the network. Hidden layer
with a large size can result in over training (starts remembering the training
dataset), while a size too small will result in poor classification performance.
Training Algorithm for Multi Layer Perceptron
A back-propagation (BP) algorithm has been used for training MLP, which uses
the difference between the actual and the desired output (the error function) as
a cost function, to adjust the weights of neurons [20]. The error signal at output
node j for iteration n can be written as,
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ej(n) = dj(n)− yj(n) (2.19)
where dj(n) is the desired output value and yj(n) is the actual output value. If
the instantaneous energy for neuron j is 1
2
e2j (n), the total instantaneous energy
can be calculated as,
E(n) =
1
2
J∑
j=1
e2j (n) (2.20)
A gradient descent algorithm is used in this study during back-propagation to
minimise the cost function. The weights of the neurons can be adjusted using the
following steps,
∂E(n)
∂wji(n)
=
∂E(n)
∂ej(n)
∂ej(n)
∂ϕj(n)
∂ϕj(n)
∂vj(n)
∂vj(n)
∂wji(n)
(2.21)
∂E(n)
∂ej(n)
= ej(n) (2.22)
∂ej(n)
∂ϕj(n)
= −1 (2.23)
∂ϕj(n)
∂vj(n)
= ϕ´(vj(n)) (2.24)
∂vj(n)
∂wji(n)
= yj(n) (2.25)
Putting equations (2.22) to (2.25) in equation (2.21), yields
∂E(n)
∂wji(n)
= −ej(n)ϕ´(vj(n))yj(n)
= −δj(n)yj(n) (2.26)
The weight update (correction) of neuron can be written as,
∆wji = −η ∂E(n)
∂wji(n)
(2.27)
∆wji = ηδj(n)yj(n) (2.28)
where
δj(n) = ej(n)ϕ´(vj(n)) (2.29)
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Here η is the learning rate parameter of BP algorithm and δj(n) is the local
gradient for neuron j. Finding a minimum in space using BP algorithm is quite
fast but does not always result in actual global minimum. Sometimes it gets stuck
in local minimum. Several strategies are present in the literature to reduce the
likelihood of getting stuck in local minimum and interested readers can consult
[21–24].
2.7 Summary
This chapter gives an overview of structural organisation of a general PR system.
The basic building blocks of any PR system with approaches to design these
blocks is presented. Feature selection and generation (key components of any PR
system) techniques used in this thesis are discussed in detail. An introduction to
various statistical feature selection tests including Student’s t-test, Kolmogorov-
Smirnov test, Kullback-Leibler divergence test and F-score selection is presented.
Two popular methods Sequential Forward Selection and Sequential Backward
Selection used to assist the dimension reduction process are also discussed. An
introduction of the PCA, a well known feature generation method is presented.
Finally the basic principles of different machine learning classifiers, KNN, SVM
and ANN are outlined. In the following chapters these classifiers will be used to
evaluate the selected or generated features.
Chapter 3
Genetic Programming
In the previous chapter the basic components of any PR system were discussed.
One of the key component was feature generation used for dimension reduction.
In this study genetic programming (GP), a machine learning methodology has
been used for feature generation. GP offers feature selection and transformation
both at a single platform which makes it superior to other methods. Since the
work in this thesis is based on using GP for feature generation, a full chapter is
devoted to GP. This chapter presents a general overview of GP algorithm.
The chapter is organised as follows: the layout of the GP algorithm is pre-
sented in the beginning showing different stages of the algorithm and different
parameters of the algorithm are discussed in detail one by one. GP has been used
in this research to generate features for classification tasks so the focus has been
on the classification ability of GP. Different parameters of GP and their possible
values and designs are discussed with respect to classification tasks. Creation of
super-feature by GP and using it for classification purpose has been discussed.
Finally, this chapter is concluded with a simple classification example, presented
to test the effectiveness of super-feature.
3.1 Evolutionary Computation
Evolutionary Computation (EC) is a general term used for several computational
techniques which are based on Darwinian model of natural evolution. EC started
with use of genetic algorithms (GA), evolutionary strategies (ES) and evolution-
ary programming (EP). All EC methods work by setting a goal at the start of
evolution and then use this goal to compare the quality of candidate solutions
during evolution. If this process is successful, EC results in optimal or near op-
timal solution after a number of generations. In 1992 Koza [25] introduced the
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idea of GP in which he reported that first experiments in the field of GP were
performed in 1980. GP follows the same basic principles of other EC methods.
The main thrust of all EC methods is the idea of evolution. The idea is to
write a program which will evolve towards a certain goal where the goal could be
as complex as solving an engineering problem or as easy as winning a toy game.
All the EC techniques represent a variety of solutions which can be applied to a
diverse range of problem domains.
3.2 Genetic Programming
GP belongs to class of EC methodologies in which computer programs are evolved
based on Darwinian model of natural evolution. These computer programs com-
pete with each other during the process of evolution and the best program wins
this competition. The ultimate goal of GP is to find a computer program capable
of solving a predefined problem. The best program is the actual solution of the
predefined problem.
Since the dawn of computer age computer scientists have been trying to find
a way to train the computers so that they can automatically find solutions to
problems i.e. to make such computers which can do something without telling
them explicitly how to do it. But the simple reality is if we want the computer
to explicitly do anything without being told, the structure we need are computer
programs. One of the difference between GP and other methodologies is that
except GP all other methodologies seek solution in some other form instead of
computer programs. They use some specialized structures, e.g., decision trees,
clusters, chromosome strings and weight vectors, etc. These structure facilitate
in finding the solution of a problem but they do not have the flexibility of pro-
gramming computers as computers are not programmed in the form of weight
vectors, decision trees, etc.
Representation of solutions in the form of computer programs offers many ad-
vantages. Computer programs can perform operations in a hierarchical way, can
find alternative solutions based on the outcome of intermediate calculations, can
perform recursions, iterations and can take variables of different types as inputs.
In addition, the complexity or size of GP solutions is decided by GP according
to the demand of a problem during evolution, and we do not have to define it in
advance as done in some other methodologies. Due to this flexibility of GP, the
search space of possible solutions becomes too vast and we need to search in an
intelligent and adaptive way to reduce training time. Some advantages that GP
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GP
Function Pool Terminal Pool Fitness Function Parameters Termination Criterion
Final solution in the form of a 
computer program
Figure 3.1: Basic version of GP
have on other machine learning methods are listed below.
(a) No prior knowledge about the statistical distribution of data is needed.
(b) Pre-processing of data is not required and data can be used directly by GP
in its original form.
(c) GP returns mathematical function as output which can be used directly in
application environment.
(d) GP has the inherent capability to select useful features and ignore others.
3.2.1 The Algorithm
The process of GP in its basic version is shown in Figure 3.1. One can see in the
Figure that process of GP depends mainly on function set, terminal pool, fitness
function, control parameters and termination criterion. Function set contains
the functions that will be used by GP solutions, terminal pool contains all the
input features, fitness function measures the ability of individual to solve the
given problem, control parameters include population size, probabilities of genetic
operators, maximum depth of solutions, etc., and termination criterion decides
how would the GP training process end. All of these parameters of GP are
explained in a later section. A typical GP process can be explained by the
following equation.
gt+1 = go(f(gt)) (3.1)
where gt+1 is the new generation being created, gt is the current generation, func-
tion f chooses the fittest individuals from the current generation and the function
go applies genetic operators on the current generation to create the next genera-
tion. Typically GP implementation follows the following steps:
(a) GP starts with a randomly generated initial population (generation 0) of user
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defined size. This population of individuals (computer programs) is composed of
available functions and terminals.
(b) Each individual is assigned a fitness value which represents the strength of
the individual to solve the given problem. The fitness value is calculated using
user defined fitness function.
(c) New individuals are created by applying genetic operators (crossover, muta-
tion or reproduction) on current generation.
(d) Fitness value for new individuals is calculated and the individuals having
better fitness values make their way to the next generation.
(e) If the termination criterion is satisfied then the best individual in the pop-
ulation is returned as solution, otherwise steps (c) and (d) are repeated until
termination criterion is satisfied.
Figure 3.2 gives a flow chart showing important steps of GP process. In order
to generalize the performance of GP, a GP process is repeated many times to get
an average performance. The variable Run used at the start of GP process in
Figure 3.2 is used for this purpose. The process starts from initial random gener-
ation (Gen = 0) of individuals composed of terminals and functions. The initial
random individuals are of different size (have different number of functions and
terminals). The variable Gen represents generation number. Termination crite-
rion is checked after creation of each generation. Termination criterion is satisfied
if we reach maximum number of generations set by the user or a solution is found
which completely solves the problem. After checking termination criterion fitness
values for individuals are calculated which tell us how well an individual performs
the given task. Some individuals in the population are more fitter than others and
this difference in fitness is exploited by GP. The fitter individuals get transferred
to the nest generation while weaker individuals are discarded.
Population of new individuals (offspring) is created by applying genetic oper-
ators on some current individuals that are selected based on fitness value. After
creation of new generation termination criterion is checked again and this process
of creating offspring is repeated until termination criteria is satisfied. Once the
termination criterion is satisfied, the best individual for that run is saved. The
GP process is repeated for next run until we reach N runs set by user and even-
tually we get N best individuals, one for each run. The training process of GP
is finished at this time. In order to find the quality of learning that has taken
place, the best individuals must be tested using test data. A test data set is
comprised of inputs and output from the same domain, the system got trained.
Although from the same domain, the test data contains different examples than
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Figure 3.2: Flow chart of a simple GP
the training data. The ability of system to correctly predict the test data is very
important to generalize its ability as it might have just memorized the training
data. The performance of the best individual for each run is tested using test
data. These performances are averaged to get the mean test performance of GP.
3.2.2 Terminal Set
Terminal set contains all the input variables, constants or functions with an arity
of zero. They are also called leafs as they terminate a branch of a tree in tree-
based GP. The terminal set is also called training set as this is the data using
which GP learns. In some problem domains it can include instructions instead of
values, e.g., artificial ant problem where inputs are instructions for ant movement.
It can include constants which do not change during the run. It can also include
function with zero arity, e.g., rand() function which returns a random number.
The terminal set is just one of the primitives GP uses, for building solutions and
it does not have any fixed place like other machine learning methodologies. At
times GP can ignore an input altogether.
3.2.3 Function Set
Function set contains all the functions, operators available to GP. The functions
to be included in the function set depend purely on the nature of problem. For
example for logical problems, basic logical operations AND, OR, etc., are re-
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quired for meaningful solution and for non-linear problems non-linear functions
are preferred. Some of the functions typically used in GP are given below.
Logical Functions
• and(x,y): returns 1 if both inputs are one, else 0,
• or(x,y): returns 1 if either inputs is 1, else 0,
• greater(x,y): returns 1 if x > y, else 0,
• smaller(x,y): returns 1 if x < y, else 0,
• eq(x,y): returns 1 if x = y, else 0,
• neq(x,y): returns 1 if x 6= y, else 0.
Arithmetic Functions
• plus(a,b): adds a and b,
• minus(a,b): subtracts b from a,
• times(a,b): multiplies a with b,
• divide(a,b): divides a by b, returns 0 if b is zero.
Non-Linear Functions
• sin(a), cos(a): returns sine and cosine of a,
• asin(a), acos(a): returns sine−1 and cosine−1 of a,
• square(a): returns a2,
• sqrt(a): returns √a,
• log(a): returns loge(a),
• log10(a): returns log10(a).
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Miscellaneous Functions
• abs(a): converts a to absolute value,
• ceil(a): returns the integer above a,
• floor(a): returns the integer below a,
• round(a): returns the nearest integer to a.
The range of functions is considerably broader and only some of them are
mentioned here. Any function that a programmer can dream of can be part of
function set. Although there is a wide range of choice for functions but choosing
a function set too large will increase the search space and can make it hard for
GP to search for a solution. It is often encouraged to start with smaller simpler
function set and increase it later if it does not work well. All these functions can
have different number of inputs but their output is always single.
The freedom in choosing a function set often reduces the need to pre-process
input data. As the result of one function is to be used by other functions, the
functions should be protected against returning an invalid solutions. A typical
example is log function which can return −∞ if given an input of zero or returns
a complex number if given a negative input. This result may not be acceptable
by other functions so the original log function can be replaced by a protected
(mylog) fnction as
mylog(x) =

0 if x = 0log(abs(x)) otherwise (3.2)
Although this protection system can effect the final solution but it is inevitable
in some cases.
3.2.4 Program Structures
The best individual returned by GP training process is the solution of the given
problem. Normal computer programs are syntactically complex and a little vari-
ation from available syntax makes them useless. Combining ASCII characters
randomly may generate a working program but is highly unlikely. The program
structure in GP should be such that it allows genetic operators to produce mean-
ingful, working programs. Three main structures used for GP are tree, linear
and graph structures. Most common of these is the tree structure and the same
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structure has been used here. A tree has leaf nodes, internal nodes and output
node (root). Leaf nodes are the terminals (inputs), internal nodes represent the
functions operating on inputs while the output node gives the output of the tree.
An example of a tree structure is given in Figure 3.3. This tree implements the
following expression (a+ b)− (b x c). Normally the tree structure is stored in the
form of string expression and the tree in Figure 3.3 will be stored as
minus(plus(a, b), times(b, c))
The tree structure is decomposed into small expressions with each expression
working independently. Each expression performs the operation on the data
passed to it, guaranteeing closure and passes output to next expression. This
structure is ideal for GP as it can produce new generation ensuring it is syntac-
tically viable.
3.2.5 Initializing Population
The initial population in GP is randomly created using functions (function set)
and terminals (terminal set). The maximum depth of these initially created
individuals is set by the user. There are three famous methods for initialization
and they are explained below.
• Grow Method
This method selects nodes from functions and terminals randomly except
the root which is selected from functions only. Once a branch contains a
terminal it ends there, even if the maximum depth is not reached and this
results in unbalanced trees.
• Full Method
Instead of choosing nodes randomly from functions and terminals, full
method chooses only from functions until it reaches maximum depth where
it chooses from terminals. Every branch of tree goes to full maximum depth
which results in a balanced tree.
• Ramped Half and Half
Above methods could result in individuals having uniform structure which
means loss of diversity. In order to promote diversity ramped half and half
method is used. For each depth size (until the maximum depth) starting
from 2, half of the individuals are created using grow method and other half
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Figure 3.3: A simple tree structure
using full method. The population resulting from this method is diverse,
having balanced and unbalanced trees.
3.2.6 Tree Depth
Tree depth needs to be controlled in order to avoid large trees which would
increase processing time. There are many ways of doing it. An initial maximum
depth is the maximum depth allowed to trees in initial population and is normally
very small. During the evolution, trees have to follow dynamic maximum depth
which could be violated only if the individual violating it, is the best individual
in the population. Strict maximum depth cannot be violated by any individual
at any point and if violated, the individual doing this violation is dropped from
population.
3.2.7 The Fitness Function
The fundamental premise in GP is ”the fittest individual survives”, so the fitness
function is very important parameter of an individual to judge its position in
population. Fitness is the measure used by GP during training evolution and
tells how well an individual has learned to perform the given task. The goal of
fitness function is to help GP find, which individuals should be given chance
to reproduce and multiply and which individuals should be removed from the
population. Normally, GP is given a set of predefined inputs and corresponding
outputs, also called training examples. GP is asked to find a function that could
produce those outputs from given inputs. A typical fitness function is to calculate
the sum of the squared differences between the generated and desired output for
a number of training examples (squared error). This fitness function is shown
below
fp =
n∑
i=1
(pi − oi)2 (3.3)
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Table 3.1: A simple training set
Case Input output
1 1 2
2 4 20
3 7 56
4 10 110
5 13 182
where fp is the fitness of individual p, pi is the output generated by Individual p
for example i, oi is the desired output for example i and n is the size of training
set . Standardized fitness is a fitness function in which an individual having
a fitness value of zero is considered to be the fittest individual. The above fitness
function is an example of standardized fitness. In this fitness function the lower
the fitness value is, the better is the individual. Let us look at a simple example
to elaborate it further.
Table 3.1 shows a simple training dataset and we want to find the function
satisfying the cases in the Table. GP is to find a program that can predict the
output value knowing only the input values. The fitness function of equation
(3.3) could be used as a fitness measure for such a problem. It is a fairly simple
problem for GP and it easily finds that the solution is f(x) = x2 + x. The
process of learning when learning domain comprises of input and outputs is called
symbolic regression. The above mentioned fitness function works well for symbolic
regression problems but may not work for other problems. Fitness function is
problem dependent and needs to be modified according to the requirement.
3.2.8 Selection for Reproduction
After calculating the fitness of the individuals, we need to decide which individuals
will take part in genetic operation to create new individuals. There are quite a
few methods in literature for selection and some of them are mentioned below.
• Roulette Wheel Selection
Roulette wheel selection, also known as ”Fitness Proportionate Selection”
associates fitness of individual to its probability of selection. This works
like a roulette wheel where individuals having better fitness occupy more
proportion of wheel. This is the most common method of selection and the
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work in this research uses this method.
• Tournament Selection
A random subset of individuals is chosen (irrespective of their fitness) from
the population and the best individuals (in terms of fitness) from the subset
are selected.
• Rank Selection
This is similar to roulette selection but instead of fitness as selection param-
eter, a rank is given to each individual which is used for selection. If only
few individual contribute to major part of total fitness then the probability
of their selection would dominate in roulette method but this probability is
reduced in rank selection.
3.2.9 Genetic Operators
The evolution of any EC methodology proceeds by transforming the initial pop-
ulation using genetic operators.There are many genetic operators used in GP but
three principal genetic operators are discussed here.
Crossover
Crossover takes two parents as input and produces two new individuals by swap-
ping a part of one parent with a part of the other. Figure 3.4 shows an example
of crossover. A crossover follows the following steps.
• Two parent trees are selected randomly for crossover from a pool of can-
didates where the pool is selected through a selection process explained in
Section 3.2.8.
• After selecting two parent trees, a sub-tree is randomly chosen on each
parent tree. The two selected sub-trees are enclosed by dotted circles in
Figure 3.4.
• The selected sub-trees are swapped with each other to make two offspring
(children).
Mutation
Mutation operates on only one parent and alters the parent in a random way
to produce child. A sub-tree is chosen randomly on parent tree and is replaced
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Figure 3.4: An example of crossover
by a randomly generated tree. This random tree is generated in the same way
and subject to the same constraints (depth, size, etc.) as trees in the initial
population.
Reproduction
Reproduction is a cloning process in which an individual is copied into the next
generation without any change. Reproduction is seldom used in GP as survival
strategy (explained in Section 3.2.10) may copy a parent without need of repro-
duction.
3.2.10 Survival Strategy
After producing a new generation of individuals, GP has to find which individuals
(among children and parents) will make it to the next generation. This depends
upon the survival strategy or the elitism parameter of GP. The elitism parameter
can have three levels of elitism.
• Replace
All the parents are replaced by their children even if they are worse than
their parents. The elitist individual is not guaranteed to make it to the next
generation in this option. Some of the good solutions may be destroyed in
this case.
• Keepbest
The best individuals from both parents and children are selected for the next
generation. The drawback is that evolutionary process may loose diversity
in this case and it might also make the learning process slow.
• Halfelitism
The best half of individuals (according to fitness values) from both parents
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Figure 3.5: Full GP showing different parameters
and children make it to the next generation. In this case there is almost
equal representation from both parents and children and this also makes
sure the elitist individual remains in the population. This option of elitism
has been used in this research.
3.2.11 Termination Criteria
This criteria decides when to terminate a GP run. Generally, a GP process is
terminated if it reaches a predefined number of maximum generations or it finds a
perfect solution which solves the problem completely. It can also be terminated if
a certain threshold fitness is achieved (0 in case of ideal solution for standardized
fitness).
Figure 3.5 shows full GP process showing all the stages of GP and also show-
ing the different parameters used in this research during GP evolution. The
parameters in bold have been used in this research.
3.3 Some Applications of Genetic Programming
There are a lot of relevant practical applications of GP and some of them are
discussed below. Early work in GP was limited to some simple logic problems
for demonstrating the method and these problems were used as benchmarking
problems for comparing GP with other state of the art systems. The main reason
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for this limitation was the computational resources required for GP. The improve-
ment in computational resources over the years has enabled us to apply GP for
real world problems. The tree structure used for GP solutions was discussed
earlier but there are many other structures used to represent solutions including
graphs and lists. The choice of program structure depends upon the problem
and it affects the execution order and use of genetic operators. These structures
(trees, graphs, etc.) can represent a complex structure (e.g., circuit, controller,
antenna, chemical reaction, etc.) and can be tuned for any particular application
(e.g., control, data mining, financial, image processing, PR, etc.).
Antenna design which is a structural design problem can be solved by carefully
creating geometry and size of antenna that satisfies design requirements using
LISP structures. In this problem each individual will represent an antenna and
the performance of this antenna will be tested by antenna simulator, used as
fitness for that antenna. Recent works have proved that it can produce antennas
which are human competitive [26]. It can also be applied to sequence problems
where information is transferred in sequence. For example reading this line is a
sequential process as text is transferred into a spatio-temporal form which our
brain can process. The way to solve it in GP is to analyse certain patterns in
sequence and compare different sequences for similarity [27].
An Impressive GP-supported image processing algorithm was presented by
Daida, Begey, Ross and Vesecky [28]. Design of electrical circuits using GP was
presented by Koza [25] where GP was successfully evolved for a large number
of circuits with impressive results. Resistors, capacitors, inductors and functions
for making parallel or series connections were used in the function pool. Many
human competitive solutions have been synthesized using this system [29]. Some
other popular examples are speech processing, communications in general, DNA
pattern recognition, weather prediction, etc.
Above discussion shows that GP has shown its worth in a broad spectrum
of real world problems with remarkable flexibility as a machine learning method.
The interpret-ability of GP solution generates new insight into the solved prob-
lem. The designs produced by GP in some cases [29] matches human expert’s
performance both in time and quality of solution. Trying to achieve the same
results with other methods will require high level of human input to adapt the
method to meet design requirements.
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3.4 Issues in GP
While GP literature often cites the important contributions made by GP and
demonstrates that it is a powerful methodology, it does have some inherent prob-
lems. This section is about the problems in GP and different methods to tackle
those.
3.4.1 Code Growth
The application of GP to a difficult problem can result in an increasingly big
solution in size which may not be correlated with improvement in performance.
This increase in size without corresponding increase in fitness is a big worry for
GP practitioners. During the evolution some nodes are added in the solution
which have no effect on the output and are known as introns. Introns not only
increase the computational complexity by increasing the size of solution but also
result in inefficient solutions. Many strategies have been developed in literature to
limit the code growth, each having its own advantages and disadvantages. Some
common methods for controlling code growth are described below.
Parsimony Pressure
In this strategy the solution with bigger size are penalised by adding a compo-
nent in fitness function which depends on size. Assuming the standard fitness
function (where lower fitness is better) the fitness with parsimony pressure can
be calculated as given below
fnew = fold + kn (3.4)
where fnew is the new fitness after adding penalty for size, fold is the old fitness
calculated through original fitness function (pre-parsimony pressure), k is the
weight given to parsimony and n is the number of nodes in the solution. The value
of k depends upon requirement and a small value could be used if computation
is not a problem. On the other hand, a large value of k would make sure that
size of the final solution is small and evolution process is fast.
Maximum Depth of Solution
This is the most widely used method for restricting code growth in GP solution.
Two parameters are used for controlling the depth of a solution, strict maximum
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depth anddynamic maximum depth. The strict maximum depth of GP trees (so-
lution) is defined at the start of evolution and any individual (off-spring) created
as a result of genetic operation, violating the strict maximum depth condition is
rejected. Dynamic maximum depth is not fixed and can change during evolution
but can never exceed strict maximum depth. For each new produced individual
there could be three possible scenarios:
1) If the new individual does not exceed the dynamic maximum depth, it can be
used as it does not violate the condition.
2) If the depth of individual is greater than dynamic maximum depth but less
than strict maximum depth, the fitness of individual is calculated. If the fitness of
the individual is the best among all the individuals produced so far, it is allowed
to stay and dynamic maximum depth is increased to the depth of this individual
else individual is rejected and one of its parents takes its place.
3) The depth of the individual is greater than strict maximum depth, individual
is rejected and one of the parents takes its place.
Dynamic maximum depth is initially set with a lower value and a value of
6 has been used in this study. The value of strict maximum depth used in this
study is 28.
3.5 Super Feature Generation Using GP
GP has been used in this research for generating features with the intention of
solving classification problems. Many classification techniques have been used
in the past but the technique introduced here uses the concept of super feature,
which makes classification problem easy for any independent classifier. This tech-
nique can also be considered as dimension reduction, in which the given problem
dimensions always reduce to a single dimension (super feature), such that the
required classes are independent in super feature. GP does not solve classifi-
cation problems directly but generates effective super feature which makes the
classification an easy task.
In this section we will discuss different types of classifiers and the use of
GP for classification tasks. A simple example will be used to demonstrate the
effectiveness of GP for classification.
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3.5.1 Classification Background
Classification is a problem in which a test sample is assigned to a particular
class, on the basis of training samples for which class membership is known.
Classification plays a vital role in many fields such as PR, fault detection, image
processing, biomedical data processing, data mining, etc. This subject has been
of major interest in recent literature and different approaches have been presented
for classification problems.
Classifier Types
Any algorithm which maps data into corresponding categories is called a clas-
sifier. There are two types of classifier algorithms, supervised and unsupervised.
In supervised algorithm a training dataset with known outputs is available and
algorithm’s task is to find patterns in this training data. Once the training is
complete, algorithm is tested with test data to quantify its learning ability. In
unsupervised algorithms there is no known output and algorithm is asked to group
similar items based on some inherent similarities. It is also known as clustering,
and in some cases (k-means clustering) the number of clusters (groups/classes)
are known and algorithm is asked to make specific number of clusters. It is ap-
parent that unsupervised algorithms have much less to start with and is more
complex than its counterpart. That is the reason most of the past methods have
considered supervised class of problems and the same has been used in this work.
Two types of approaches are used while designing a classifier, feature space
division approach and function estimation approach. In feature (input features)
space division approach, each feature represents one dimension and this feature
space is divided into different class labelled sections. The test sample is classified
according to which labelled section it falls in. A linear classifier can create a hyper
plane in feature space directed by linear classifier for classification. Although this
approach works only if classes are linearly separable but it provides fast classifi-
cation and is particularly useful in situations where speed is a major concern. A
non linear hyper plane could be drawn for problems not linearly separable using
SVMs. SVMs are relatively complex but have gained much importance in recent
years. A distance based classification for feature space division is achieved using
KNN. This classifier plots the training (reference) samples in feature space and
labels their respective classes. The distance of test sample is calculated from all
the reference samples. The class of k nearest neighbours is found and the class
having maximum number of neighbours is considered to be the class of this test
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sample. KNN belongs to machine learning algorithms and is one of the simplest
machine learning algorithms. Another simple approach is decision tree classifier
(rule based classifier), which makes decision using IF-ELSE logic on feature val-
ues. It works well for simple classification problems but making simple decision
rules for complex problems is not always possible.
In function estimation approach the aim is to find a function of input variables
which can separate classes. ANNs have been used in this field widely. ANNs con-
sist of input layer of neurons connecting input features to hidden layer of neurons
which is then connected to output neurons. ANN is trained to give specific out-
puts for specific inputs by changing weights of different neurons. Although ANN
is capable of classification where linear separation of classes is not possible, its
computational requirement is always a major concern.
Feature Selection
Features are the most important part of any classification process. Ideally a
feature set is required which have enough information to classify the data easily
but it does not necessarily mean that a large feature set is required. A large
feature set having irrelevant features would not only add to complexity but would
result in decrease in performance. Large feature sets require preprocessing of the
data removing redundant and less important features.
Feature selection can be divided into two main approaches filter approach and
wrapper approach. In filter approach feature selection can be seen as preprocessing
step independent of classification algorithm used later while in wrapper approach
it is taken as part of classification algorithm. Filter approach is much more sim-
pler and computationally efficient. A subset of original features is chosen based
on the predictive significance of features. An ideal subset should contain features,
correlated to class membership but uncorrelated to each other. Normally statis-
tical tests are carried to check the above mentioned criteria. Wrapper methods
on the other hand are more complex, have more computational requirement but
give better results compared to its counterpart.
Feature generation is also performed at times instead of feature selection. It
transforms a set of features from original do dimensions to new set of dimensions
dn such that dn < do, which results in smaller, richer set of features. The popular
methods for feature generation are PCA, ICA, etc. Fortunately, GP has an in-
herent feature selection process and implicit feature selection is performed during
evolution.
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3.5.2 Classification Using GP
Advantages
GP offers many advantages compared to other classifiers when used for classifi-
cation. First of all the input data can be given to GP in raw form and there is
no need to perform the preprocessing in most of the cases. This is not the case
for most of the other classifiers, e.g., ANN frequently requires preprocessing of
data. Flexibility is another advantage offered by GP. It offers a solution which
could be a combination of conditional, non-linear and many other functions, by
including all these functions in the function pool.
Interpretation of the result is another factor that makes GP important. The
final solution consists of combination of input terminals with available functions
which is available for interpretation. Some of the other classifiers are considered
to be black box as they focus on improvement in performance but are difficult
to interpret, e.g., ANN, KNN and SVM have been traditionally considered as
block box. GP belongs to class of white box methods which produce interpretable
solutions. Not only these solutions are more interpretable but could be made more
comprehensive by controlling the size of final solution (at the cost of reduction
in performance). For example by specifying the maximum size of tree or by
penalising the big trees through fitness function.
The most important advantage offered by GP is its inherent capability of
feature selection. GP automatically selects the useful features from terminals
and ignores less important features. In most of the other classifiers this process
must be done before training as a part of preprocessing.
History As a classifier
GP has been used in the past for classification tasks. A full survey is available
in [30]. Most of the times GP has been used for binary classification problems.
In [31], a weighted error in classification accuracy for two classes was used as
fitness function. A weight was associated with each instance of training data
and the instances harder to classify were given a higher weight during evolution.
In [32], a solution was proposed to deal with classification of imbalanced data. A
data is imbalanced when one class heavily dominates the data and normally the
minority class is the class in which we are interested. An evolutionary algorithm
has a tendency in an imbalanced dataset to overlook the minority class data and
pay more attention to the majority class data. In this paper they tried to solve
the problem by generating classification rules only for the class we are interested
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in, and the other one is taken as default class.
GP was used for multi-class classification in [33]. This paper divided the
classification process into two stages. At the first stage a Bayesian network was
trained using evolutionary programming, representing relationships between dif-
ferent attributes. This Bayesian network defined the rules to be used by GP at
the second stage. In [34], a penalty term was introduced in the fitness function for
controlling size of GP trees. A method for solving n class classification problem
using GP was proposed by Kishore, Patnaik, Mani and Agrawal [35], and Muni,
Pal and Das [36]. They divided the n-class classification into n 2-class problems
to realize multi-class classification with GP. This method inherited the simplic-
ity of 2-class GP classifiers. However, as the whole process involves n number
of 2-class classifiers, the total resources required are n times the one needed for
each 2-class classifier. As the number of classes increase, the complexity of the
classifier increases as well. This problem makes this classifier suitable only for
small number of classes.
Zhang and Nandi [37] and Guo, Jack, and Nandi [38] used GP for feature se-
lection as well as feature generation for fault classification in rotating machines.
They demonstrated through experiments that conventional feature selection pro-
cess is not needed for GP because of its built in feature selection mechanism. Guo
and Nandi [39] used a modified Fisher criterion for optimising GP in a way that
the ratio of within-class scatter over between class scatter is minimised. They
tested their method for breast cancer detection. Zhang, Jack and Nandi [40] used
KNN in combination with GP for multi-class classification. The rotating machine
data was used for testing GP solution and the final classifier used was KNN. An-
other method to use GP for multi-class classification was developed by Zhang,
Ciesielski and Andreae [41]. They used multiple thresholds for different classes
and used GP to generate outputs for different classes to fit in spaces between
these thresholds. When applying this method, as the thresholds are problem-
dependent, users need to set the thresholds manually for every problem. Before
using GP to optimize the output used for classification, if one wants to achieve
better performance from the GP classifier, a large number of tests are needed to
estimate the optimum order of the thresholds and the spacing between different
thresholds. This is a time consuming process and it is still difficult to achieve the
optimum performance.
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Super-Feature Generation
There are many methods available in literature for dimension reduction either by
transforming original features into new feature space or by removing less useful
features. All of these methods are helpful in reducing the computational cost by
reducing the number of features but it is rarely possible to reduce dimensions to
a single feature due to the nature of the process. GP has the ability to combine
input features in a diverse way and give result in the form of single feature. A
super-feature is a GP generated feature (single dimension) which combines the
input features in linear or non-linear fashion (depending on the function pool)
such that it has all the information required for classification. After getting the
super-feature from GP training process, the classification can be achieved using
simple decision making process based on the value of super-feature.
Fitness function plays an important role in quantifying the ability of super-
feature for classification. Since fitness function quantifies the usefulness of super-
feature, it is necessary to explain the term ”useful feature” in terms of classifica-
tion. Before choosing fitness function, the first question one should ask is what
kind of information we want a super-feature to produce? In terms of classification
an ideal feature should return a value based on class membership and same is
expected from super-feature. In addition to class membership, a super-feature
should be consistent in assigning a class label to different inputs of the same class
(known as robustness). The variance of super-feature is an important parameter
to check the robustness of super-feature. A small output variance for inputs of
the same class is the quality of a good feature. Ideally we want the output for
the inputs of same class to be clustered close to each other so that variance is
minimum. Also we want the outputs of two different classes to be as much away
from each other as possible. In short, a good feature should have high inter-class
variance and low intra-class variance.
Figure 3.6 shows a classification example using super-feature where two classes
are perfectly separate (an ideal scenario). It highlights different parameters that
will be used in fitness evaluation. In the Figure m1, m2 are the means of two
classes, M is the difference between the mean of two classes and v1, v2 are the
variance of two classes. According to our previous statement we want to max-
imize M (inter-class variance) and minimize v1 and v2 (intra-class variances).
This could be achieved using Fisher criterion as a fitness function which tries
to maximize the difference between means of two classes while minimizing their
variances. Fisher criterion is shown in the form of equation below
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Figure 3.6: An example of a super feature
fitness =
|m1 −m2|+ p√
(v1 + v2) + p
(3.5)
where p is a constant used to guard against division by zero and multiplication by
zero. In order to standardize the fitness function where lower fitness is considered
better, an inverse of the above equation was used throughout this research as
fitness function and is shown below
fitness =
(
√
v1 + v2) + p
|m1 −m2|+ p (3.6)
From now onwards a lower fitness would mean a fitter individual (as in standard
fitness). The above fitness function is useful if the number of classes are two but
it has limitations if the classes are more than two. Loog and Haeb-Umbach [42]
pointed out that Fisher criterion favours the outlier classes in multi-class classifi-
cation. In this study Fisher criterion has been used only for binary classification
and details about how to use it for multi-class classification are available in [38].
A Binary Classification Problem
A simple binary classification example is presented in this section to elaborate
the effectiveness of super-feature. Modulation classification of QPSK and 16QAM
has been used as an example. Noisy data with an SNR of 5 dB is received which
uses the above mentioned two modulations. Some features need to be collected
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Figure 3.7: Cumulant values for QPSK and 16QAM samples using 1024 number
of samples and at an SNR of 5 dB
from this data which will be supplied to GP for making a super-feature from
these input features. Cumulants which will be discussed in the next chapter are
collected as features from original data samples. Two cumulants C40 and C42 are
used for this purpose.
Figure 3.7 shows the two cumulant features plotted against each other clearly
showing the overlap between two modulations. These feature were fed as input
to GP and GP was trained to produce a solution separating the two classes. The
number of generations used for training were 25 with a population size of 25. The
role of super-feature is to reduce the dimensions to a single dimension (by using
combinations of original dimensions) such that the two classes are separate from
each other. Figure 3.8 shows the solution offered by super-feature for this problem
where two classes are completely apart from each other and the dimensionality
is also reduced from two to one. This example demonstrates the ability of GP
to solve simple binary classification problems. In upcoming chapters GP will be
applied to more difficult binary classification problems and the extension of GP
for multi-class classification will also be presented.
After the generation of super-feature the classification accuracy of this feature
has to be tested by a classifier. In the above example two classes were completely
separate from each other in super feature space so classification can be performed
by setting a simple threshold value between the two classes. This is not the case
in real world classification problems where the overlap between different classes
is much greater compared to the overlap in Figure 3.7. GP tries to minimise this
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Figure 3.8: Super feature values for QPSK and 16QAM samples using 1024 num-
ber of samples and at an SNR of 5 dB
overlap but even after generating super-feature there is still some overlap between
the classes and it is not preferred to calculate classification accuracy using simple
threshold decision. Any machine learning classifier can be used for this purpose
and this study uses KNN, ANN and SVM as a final classifier for calculating the
accuracy of super-feature. The use of particular classifier depends on the problem
but KNN is the preferred choice because of its simplicity and low computational
complexity compared to the other two.
3.6 Summary
This chapter presented an overview of GP. GP is highly adaptable and has the
potential to be used in a wide variety of problem domains. GP belongs to class
of evolutionary algorithms in which computer programs (solutions) are evolved.
The fact that it evolves actual solutions of the problem makes it different to all
other machine learning methods as most other methods train a network which
is later used as a classifier. It also has the built in ability of feature selection so
feature selection as a pre-processing step is not required. Different parameters of
GP are user-defined and can be adjusted to target the problem. For example the
function pool helps the evolution process as functions can be added or removed
according to the nature of the problem. Fitness function is another important
parameter which can be designed to guide the training process according to the
requirement of problem.
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GP has been increasingly used in the recent literature for classification prob-
lems and the introduction of super-feature makes it more suitable for real world
classification problems. The example provided in this chapter shows the potential
of GP for classification problems. The algorithm is not problem dependent and
can be easily applied to any classification problem with slight modifications. The
primary aim of the remainder of this thesis is to modify the existing structure
of GP to make it more suitable for classification tasks. As a secondary aim, at-
tempts are made to provide solutions for improvement of classification accuracy
of real world problems.
Chapter 4
The Experimental Datasets and
Preliminaries
This chapter explains the case study problems and the datasets used in this
thesis. Two types of PR problems have been used as case studies in this thesis.
Although both of these problems fall under the category of PR, they are from
two completely different fields. The first problem is related to the detection of
diabetes, a medical diagnosis problem. The detection is performed using a set of
features obtained from diabetes patients. A well known publicly available dataset
is used for this purpose. The second PR problem is related to the communication
systems. Automatic digital modulation classification without prior knowledge
about the modulation has been used as a case study problem.
The chapter is organised as follows: a short history of the diabetes is presented
initially, explaining different types of the disease, its causes and effects. The
advantage of doing automatic diabetes detection is also discussed. Brief history
of the Pima Indians and the Pima Indian diabetes dataset used in this study
is presented next. A short review of communication systems, the advantages of
modulation and comparison between digital and analog modulations is presented.
Automatic modulation classification and its applications are discussed. Finally,
some statistical and probabilistic definitions, and measures are presented which
will be used as features for modulation classification problem.
4.1 The Diabetes
Diabetes mellitus, often simply called diabetes, is a metabolic disorder in which
a person has high blood sugar level either due to lack of insulin or due to ineffec-
tiveness of the insulin. The word diabetes is a Greek word which means to pass
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through, and mellitus is a Latin word which means honey-sweet. The first part of
the name is for the reason that diabetes causes frequent urination and in fact it
was also known as the pissing evil in 17th century. The second part of the name
is because this disease results in an increase in sugar in blood.
Most of the food that we eat is turned into glucose or sugar. Glucose is passed
to the bloodstream after digestion, where it is used by the cells for growth and
energy. Insulin is a hormone produced by pancreas for moving glucose from blood
to cells. In diabetes, either the pancreas produces little insulin or the cells do
not use the produced insulin properly. This results in an increase of glucose in
the blood, which passes out of the body through urine and ultimately results
in loss of fuel (glucose) for the body, although, it is present in large amount in
the blood. In simple words diabetes can be described as; a metabolic condition
in which the blood sugar level is higher than normal. Symptoms of diabetes
include; increase in hunger, increase in urination, increase in thirst, weight loss,
weakness, tiredness, vomiting, etc. Diabetes is one of the most common hormonal
problems and leads to many other diseases including heart disease, high blood
pressure, nerve damage, numbness in hands or feet, diabetic retinopathy and
diabetic nephropathy.
There are two main types of diabetes, type 1 and type 2. In type 1 the
beta cells in pancreas, responsible for producing insulin are destroyed and as a
result pancreas produces little or no insulin. Type 1 mostly occurs in children or
young adults but can affect at any age. People suffering from this type have to
take insulin injections regularly to stay alive. Type 2 is the most common type of
diabetes covering at least 90% of all the diabetes cases. In this type body becomes
resistant to insulin and does not effectively use the insulin being produced. This
type mostly occurs in the elders after the age of forty years but can be found in
youth as well and can be treated by following a healthy diet plan, doing exercise
regularly and/or taking tablets. In some extreme cases insulin injections may
also be required. However, diabetes still contributes to heart disease even if it is
under control.
In recent years diabetes has become an alarming problem across the globe.
There are more than 260 million diabetes affected people in this world. Each year
65,000 new cases of diabetes are reported. Diabetes has been increasing at a rapid
rate and if it continues to increase at the current rate, there would be demand of
a large number of physicians in near future. In order to cope with this problem,
the use of the classifier system in medical diagnosis has increased in recent times.
Given some details about the patient, a classifier system can automatically figure
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out if a patient has diabetes, without the need of a physician. If the decisions
made by physicians on previous patients having similar conditions are saved in
a list along with patient conditions, a classifier system could be designed which
makes use of the conditions and classifies that list according to the decisions made
by physicians. No doubt, data taken from the patient and expert’s opinion about
the data are the most important in diagnosis but a classifier system can also help
physicians a great deal.
4.1.1 The Pima Indian Diabetes Dataset
Pima Indians are the American Indians living close to southern Arizona for about
2,000 years and their ancestors came to America about 30,000 years ago. They
have volunteered themselves for research studies since last 50 years and according
to doctors this will help to understand the root cause and diagnose different
diseases [43]. According to Dr peter Bennett, Chief of the Phoenix Epidemiology
and Clinical Research Branch of the National Institute of Diabetes and Digestive
and Kidney Diseases (NIDDK), ”The Pima Indians are giving a great gift to the
world by continuing to volunteer for research studies. Their generosity contributes
to better health for all people, and we are all in their debt”. The research on Pima
Indians started in 1963, after finding a high rate of diabetes among them.
Pima Indians have lived near Gila River for generations and they often marry
other Pimas, and this can help scientist to trace the root causes of different
diseases through several generation of families. Studying the progress of disease
through generations and generations helps to find out how different diseases affect
people and gives an opportunity to develop a cure for the disease. Most of the
today’s findings about diabetes, the reasons and the remedies have come out of
this research.
The dataset used in this study was prepared by NIDDK in 1990 and is avail-
able publicly from UCI Repository of Machine Learning Databases [44]. All the
patients who took part in this study were females of Pima Indian heritage and
at least 21 years old. There were total 768 cases, out of which 500 (65.1%) cases
had no diabetes (class 0) and 268 cases (34.9%) had diabetes (class 1). Each of
these cases had eight attributes and details of these attributes are given in Table
4.1.
An important point to mention is that there are a lot of missing values in this
dataset. Although, the donor of the dataset did not mention any missing values
but there are some values in the dataset that cannot be true, e.g., there are a
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lot of zeros for triceps thickness (feature 4) and hour serum insulin (feature 5)
which cannot be true. The number of zeros for feature 1-8 are 111, 5, 35, 227,
374, 11, 0 and 0 respectively. The presence of zeros can be true only for feature
1 which is number of times a woman was pregnant but all other zeros cannot be
true. If we remove the rows with zero values for feature 2-6, only 392 samples out
of 768 would be left which means almost 49% of the data would be removed if
missing values were removed. Since most of other researchers have used the data
in its original form (considering zeros as true), in this study also the original data
available at [44] is used without any change to have a fair comparison with other
methods present in literature.
Normalisation
In any data analysis problem, data must be prepared before it can be used in an
algorithm. The term preparing the data means transforming the data such that
the job of the algorithm becomes easier. The feature values of a practical dataset
may lie within different dynamic ranges and the features with larger values (where
large values do not necessarily represent more significant values) may have greater
influence on the final outcome of an algorithm. Normalisation is used in such a
situation where original features values are transformed such that the new feature
values lie within similar ranges. A simple technique to normalise data involves
mean and variance of features. The process of normalisation can be demonstrated
using the diabetes data. Since the means of different diabetes features are quite
far from each other, the data is normalized according to the following equation
Xik,new =
(Xik,old − X¯k)
σXk
(4.1)
Here Xik,new is the new feature value after normalization, Xik,old is the original
feature value, X¯k is the mean of the feature Xk and σXk is the standard deviation
of the feature Xk. The definitions of mean and standard deviation are given
below.
X¯k =
1
N
N∑
i=1
Xik (4.2)
σXk =
√√√√ 1
N
N∑
i=1
(Xik − X¯k)2 (4.3)
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Table 4.1: Brief analysis of the diabetes dataset
No. Attribute Mean Standard
Deviation
Min/Max
1 Number of times pregnant 3.8 3.4 0/17
2 Plasma glucose concentration a 2
hours in an oral glucose tolerance
test
120.9 32.0 0/199
3 Diastolic blood pressure (mm Hg) 69.1 19.4 0/122
4 Triceps skin fold thickness 20.5 16.0 0/99
5 Hour serum insulin (mu U/ml) 79.8 115.2 0/846
6 Body mass Index 32.0 7.9 0/67.1
7 Diabetes pedigree function 0.5 0.3 0.078/2.42
8 Age (years) 33.2 11.8 21/81
4.2 Automatic Modulation Classification
4.2.1 Communication System
Communication has become an integral part of everybody’s life nowadays. We
often use communication systems without realising the process behind it, e.g.,
telephones, computers, television, internet, etc., that we use in our daily life
are all examples of different communication systems. Although, the study of
communication system involves many areas of science, broadly, the study of any
communication system can be divided into two main areas under the following
questions:
1. How any communication system works?
2. How does it perform under the influence of noise?
Knowledge of signal processing techniques is required to understand and study the
first area. Study of the second area involves basic understanding of the probability
theory and stochastic processes. It is necessary to have a good understanding of
both parts in order to understand a communication system completely [45]. A
complete communication system showing different parts is shown in Figure 4.1.
Brief description of each part is given below.
The input signal such as voice, a television signal, a text message, etc., is mod-
ulated (will be explained shortly) by the modulator and sent by the transmitter.
The message could be digital or analog. Digital message have a finite number of
symbol levels while an anlalog message can have infinite symbol levels. Digital
signals have taken over from analog signals because of several advantages they
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Figure 4.1: An example of a communication system.
offer, especially the larger noise limits. Generally, analog signals are converted to
digital signals for efficient communication and once received, they are converted
back to their original form.
The channel is a medium to transfer the input signal from sender to receiver,
e.g., wire, optic fibre, coaxial cable, wave guide, wireless link, etc. There will be
noise and interference added to the original transmitted signal, as the signal passes
through the channel. There are two types of noise added to the signal during
transmission, internal and external. The internal noise is due to the thermal
motion, diffusion recombination of charge carriers, faulty contact switches, etc.
External noise could be due to lightening, storm, interference from other nearby
signals, etc. Although noise can be reduced with proper care, it is difficult to
eliminate completely. It is one of the major factors that put a limit on the
maximum achievable communication rate. Once the modulation type of received
signal is found, demodulator is used to reconstruct the original signal.
The receiver receives the modulated signal and demodulates it. If the modu-
lation type of incoming signal is not known, a modulation classification algorithm
is used which tries to find the modulation type of received signal without having
any information about the modulation used at the sender.
4.2.2 Modulation
The original signal or message (also called the baseband signal) is not always
suitable for transmission over the channel for various reasons. The baseband
signals is modified in order to facilitate the process of transmission. A carrier
signal which is a sinusoid of high frequency is used for this purpose. Modulation
can be defined as: the process of modifying one or more properties of a carrier
signal by a baseband signal is known as modulation. The properties which are
modified by the baseband signal could be amplitude, frequency, phase, etc., and
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the corresponding modulations are called amplitude modulation (AM), frequency
modulation (FM), and phase modulation (PM). The modulated signal, once re-
ceived at the receiver must be demodulated before it can be used. There are
various advantages offered by modulation and some of them can be described as:
1. For an efficient transmission, the size of the radiating antenna should be
one tenth of the wavelength of the radiated signal. The frequency of most of
the baseband signals is quite low resulting in impracticable large dimensions
for the radiating antenna. A high frequency carrier makes sure that size of
antenna is within practical limits.
2. Baseband signals, transmitted at the same time, with similar frequencies
would interfere with each other. Using carrier signals with frequencies far
apart from each other for different baseband signals, will translate each
baseband signal to a different frequency range, thus avoiding interference.
This method of translating signals to different frequency bands is called
frequency division multiplexing (FDM).
4.2.3 Digital vs Analog Modulations
Today digital modulations are taking over from analog modulations rapidly, e.g.,
satellite televisions, digital radio, WiMAX, CDMA, etc., are all examples of digi-
tal communication systems. The popularity of internet is another evidence which
also uses digital signals. Moreover, in mobile communication the transfer from
2G networks to 3G [46–48] and 4G [49,50] is an example of popularity and effec-
tiveness of digitally modulated signals. Digital signals offer many advantages over
analog signals, e.g., they are more fast, power efficient, provide higher data rate,
more immune to noise, provide better encryption, etc. Since there has been more
focus on digital signals, only digital modulations are considered in this thesis.
Some common digital modulations are amplitude shift keying (ASK), fre-
quency shift Keying (FSK) and phase shift keying (PSK). A more popular digital
modulation scheme is quadrature amplitude modulation (QAM) which varies
both the amplitude and phase of a carrier signal. Essentially, it is a combination
of ASK and PSK, and both ASK and PSK can be regarded as special cases of
QAM. A variety of QAM signals are available depending on the number of bits
per sample used and some of the most common are 8QAM, 16QAM, 32QAM,
64QAM, 128QAM, etc. In this study only four digital modulations are used as a
case study problem, including BPSK, QPSK, 16QAM and 64QAM. The reason
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for choosing these modulations is that there has been a lot of focus on these mod-
ulations recently because of the advantages they offer. The similar constellation
diagrams of these modulations make the classification difficult. These four mod-
ulations are included in quite a few IEEE standards [51], e.g., 802.11a, 802.11b,
802.11g, 802.11n, etc.
4.2.4 Automatic Modulation Classification and its Appli-
cations
Automatic modulation classification(AMC) has received much attention in the
recent past and is a rapidly growing area. A modulated signal once received
at the receiver needs to be demodulated in order to get the actual message.
The process of demodulating a signal without having any information about the
modulation used at the sender is called AMC. In the past human operators were
used for finding modulations, after analysing different parameters of received
signals. Typical parameters used were instantaneous amplitude, instantaneous
phase, signal spectrum, etc. In another scheme a series of demodulators was
used to find the actual modulation type. This scheme also required a human
operator who used to decide about the modulation, based on the outputs of the
demodulators.
Each modulation has its own unique characteristics which can be considered
as a pattern. Finding the underlying modulations in a received signal can be
regarded as a PR problem. In this study it has been treated as a PR problem
and machine learning methods (GP, ANN, SVM) have been used for finding the
patterns. The goal of the present study is to just classify different underlying
modulations, without actually demodulating them.
Applications
Any communication intelligence (COMINT) system has three main parts: re-
ceiver front end, modulation detector and output [52]. The first part (receiver
front end) could be a heterodyne receiver, homodyne receiver, channelised re-
ceiver, etc. The second part is modulation detector which tells us about the
modulation of the received signal. The last part consists of demodulators, deci-
phers, information extractors, etc. Since the focus of this research is modulation
classification, we are concerned about the modulation detector only and discus-
sion about other parts is not presented. The performance of the output stage
depends on the information passed by modulation detector so it plays an im-
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portant role in COMINT. COMINT has a wide range of military and civilian
applications and some of them are given below:
1. Civilian Applications
• No Human operator required
• Spectrum management
• Interference identification
• Transmission control and monitoring
• Software defined radio
• Cognitive radio
2. Military Applications
• Electronic Warfare
• Target acquisition
• Surveillance and threat analysis
• Jamming
• Homing
In the past COMINT relied on human operators who used to decide the mod-
ulation type of an incoming signal after observing some properties of signal. Hu-
man operators are not required any more since AMC system can be used instead
of humans. The frequency spectrum in any country is divided between different
licensed users. COMINT can be used to find out if any user is within or outside
its assigned spectrum (spectrum management). A user which goes outside its
allotted spectrum will cause interference to other users and this interference can
be identified using COMINT. The spectrum management and interference identi-
fication ability of COMINT can be used to control and monitor the transmission
of signals.
Software defined radio (SDR) is an emerging application of AMC. Recently,
there has been a lot of focus on digitising RF signals to replace analogue compo-
nents with Digital Signal Processors. Minimization or replacement of hardware
in communication systems has resulted in the birth of SDR [53–58]. SDR is
a flexible communication device that can handle multiple modulation schemes.
With the recent developments in SDR, AMC has gained more attention than
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ever. AMC can be used at the front end of SDR to classify the modulation type
of an incoming signal. In this way a single SDR can handle multiple modulations.
Cognitive radio is also an emerging technology for dynamic spectrum access
[59–61]. A cognitive radio is a SDR that intelligently senses its environment,
tracks changes, plans the most appropriate response and reacts accordingly, so it
can be called a refined SDR. Main idea in cognitive radio is to allow a secondary
user to reuse or share a radio spectrum originally allocated to primary user if
it is under utilized by primary user. In military and public safety applications,
there is no information available about the modulation type of signals. Hence,
in this case cognitive radio needs to have an accurate information about the
modulation type of signal used by primary user to demodulate it. For this reason,
the performance of cognitive radio can be greatly enhanced by using a reliable
modulation classification scheme for such applications.
COMINT can be used in electronic warfare to find out the signal used by
the enemy in a particular spectrum and to take appropriate action to negate it
(target acquisition). Based on the energy of the signals used by the enemy, one
can identify the threat attached to it. COMINT can provide detailed information
about the enemy signals which can be used for jamming. Another use of COMINT
is intercepting radar signals and learning their locations (homing).
4.2.5 Mathematical Preliminaries
Let S be a sample space consisting of all the possible outcomes of a random
experiment. Let A and B be two mutually exclusive (disjoint) events and are
subsets of S. If N trials of this random experiment are conducted and the number
of occurrences of event A is N(A), the probability of the event A denoted as P (A)
(also sometimes called the relative frequency of A) can be written as,
P (A) = lim
N→∞
N(A)
N
such that
• 0 ≤ P (A) ≤ 1
• P (S) = 1
Since A and B are mutually exclusive,
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P (A ∪ B) = lim
N→∞
N(A) +N(B)
N
= P (A) + P (B) if AB = φ
If A and B are not disjoint,
P (A ∪ B) = P (A) + P (B)− P (A ∩B)
From mathematical point of view it is desirable to have a real number as
outcome of an experiment. Since the outcome of a random experiment is not
always a real number, a random variable is used. A random variable is a function
that associates a real number with each outcome of any random experiment. Let
us consider a random variable X and x1, x2, ..., xn are the values it takes. The
cumulative distribution function (CDF) for this random variable can be written
as,
FX(x) = P (X ≤ x)
such that
• FX(x) ≥ 0,
• FX(∞) = 1,
• FX(−∞) = 0,
• FX(x1) ≤ FX(x2) for x1 ≤ x2
The derivative of CDF is called the probability density function (PDF) and can
be written as,
fX(x) =
dFX
dx
such that
• 0 ≤ fX(x)
•
∫ ∞
−∞
fX(x) dx = 1
• FX(x) =
∫ x
−∞
fX(ξ) dξ
• P (x1 ≤ x2) =
∫ x2
x1
fX(x) dx
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Expectation, Moments and Cumulants
Expectation of any random variable is the mean value or the average value of the
random variable and can be written as [62],
E(X) =
∫ ∞
−∞
xfX(x) dx (4.4)
Let g(.) be a real function of X , the expected value of this function is given as,
E(g(X)) =
∫ ∞
−∞
g(X)fX(x) dx (4.5)
Moments are a set of expectations with two main types, moments about the origin
and moments about the mean. If the function g(X) = Xn where n = 0, 1, 2, ...,
the nth moment about the origin can be written as,
mn = E(X
n) =
∫ ∞
−∞
XnfX(x) dx (4.6)
Here m0 = 1 is the area of fX(x), and m1 = X¯ is the mean or expected value
of X . The moments about the mean are also known as central moments. If the
function g(X) = (X − X¯)n, where n = 0, 1, 2, ..., the nth central moment can be
written as,
µn = E[(X − X¯)n] =
∫ ∞
−∞
(X − X¯)nfX(x) dx (4.7)
Here µ0 = 1 and µ1 = 0. The second order central moment µ2 is called variance
and is represented as σ2X
σ2X = E[(X − X¯)2] =
∫ ∞
−∞
(x− X¯)2fX(x) dx (4.8)
The square root of variance is called the standard deviation (σX) and is a measure
of the dispersion in the density function fX(x) about the mean. The third central
moment µ3 is a measure of the asymmetry of the density function about the mean
(X¯) and is also known as skewness. For a symmetrical density function about
mean, the skewness is zero.
Moments are a set of constants of a distribution, measuring its properties.
There is another set of features called cumulants having properties more use-
ful than moments. They are related to moments and provide an alternative to
moments. Cumulants can be calculated from the moment generating function
defined below,
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M(ξ) = E(eξx) =
∫ ∞
−∞
exp(ξx)fX(x) dx (4.9)
and
C(ξ) = logM(ξ) =
∑
r
Crξ
r
r!
(4.10)
Since µ1 = 0, this implies C1 = 0. The relationship between first few moments
and cumulants for a zero mean variable x is given below,
C1 = µ1
C2 = µ2
C3 = µ3
C4 = µ4 − 3µ22
C5 = µ5 − 10µ3µ2
C6 = µ6 − 15µ4µ2 − 10µ23 + 30µ32
(4.11)
Here C4 is called the kurtosis and is a measure of length of the tail of fX(x). A
normalised version of kurtosis is more often used, given as,
Cˆ4 =
µ4
µ22
− 3 (4.12)
If the variance is unity the above equation reduces to,
Cˆ4 = µ4 − 3 (4.13)
which is simply the fourth order central moment with a bias. The above formulae
can be extended to the multivariate case. For example, C31 can be calculated from
C4 (equation (4.11)) by following the procedure given below,
C(r4) = µ(r4)− 3(µ(r2))2
If it is treated as a function of r, then operating it by s
∂
∂r
gives,
4C(r3s) = 4µ(r3s)− 12µ(r2)µ(rs)
Dividing by 4 and replacing r and s by first and second variate gives,
C31 = µ31 − 3µ20µ11
Following the same procedure other variates can also be calculated (for details
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please refer to [63]). The cumulants used in this study for modulation classifica-
tion are given below,
C40 = µ40 − 3µ220
C41 = µ41 − 3µ20µ21
C42 = µ42 − |µ20|2 − 2µ221
C60 = µ60 − 15µ20µ40 + 3µ320
C61 = µ61 − 5µ21µ40 − 10µ20µ41 + 30µ220µ21
C62 = µ62 − 6µ20µ42 − 8µ21µ41 − µ22µ40 +6µ220µ22 + 24µ221µ20
C63 = µ63 − 9µ21µ42 + 12µ321 − 3µ20µ43 −3µ22µ41 + 18µ20µ21µ22
For modulation classification problem the above cumulants are extracted from
the received signal and used for classification.
Covariance and Correlation
Covariance is the measure of strength of relationship between two random vari-
ables. If x and y are two random variables, the covariance between these two
variables can be calculated as,
cov(x, y) = E[(x− µx)(y − µy)]
= (x− x¯)(y − y¯) (4.14)
where µx = x¯ and µy = y¯ are the respective means of two variables. In a special
case when x = y, the above relation reduces to variance,
cov(x, x) = (x− x¯)(x− x¯)
= σ2x (4.15)
This motivates the use of symbol σxy for cov(x, y), because σxx = σ
2
x, where σx
is the standard deviation. From equation (4.14),
σxy = xy − x¯y − xy¯ + x¯y¯
= xy − x¯y¯ − x¯y¯ + x¯y¯
= xy − x¯y¯
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If the two variables are uncorrelated i.e., σxy = 0, then xy = x¯y¯, which is a prop-
erty of independent variables. Hence, two independent variables are uncorrelated
but the converse is not necessarily true. Correlation between two variables can
be derived from the covariance,
cor(x, y) =
cov(x, y)
σxσy
=
σxy√
σxxσyy
(4.16)
which is the statistical correlation between variables x and y.
4.3 Summary
This chapter gives an overview of two different case study problems used for
evaluating the methods presented in this thesis. The problems belong to two
different fields of science, one deals with diabetes data (a medical field problem)
and the other deals with modulation data (a communication systems problem).
The importance of both the problems is highlighted by discussing their impact
in the respective fields and their applications. Some basic concepts of probability
theory and statistics are presented, leading into the definitions of some statistical
measures which will be later used for AMC problem.
Chapter 5
Feature Generation Using
Genetic Programming for a
Binary Classification Problem
This chapter is aimed at designing a GP-based feature generation framework for
binary classification problems. In this chapter a modified version of GP, designed
to improve the efficiency of standard GP is used. The modified GP introduces a
variation in the genetic operator crossover and is known as comparative partner
selection (CPS) [64]. This strategy introduces another criterion for parents se-
lection in crossover in addition to fitness value. The goal is to maintain a diverse
population throughout evolution, capable of solving all the training cases equally
and this goal is achieved by allowing more diverse individuals to participate in
crossover. Diabetes detection, a well known binary classification problem has
been used as a case study problem. Diabetes detection is a binary classification
problem where a decision is to be made whether a person has diabetes or not. In
the proposed design, a GP-based system is used to generate a new single feature
by using a combination of the original diabetes features. The system makes use
of the simplicity of Fisher criterion for evaluating the fitness function. Although
the system is used for the detection of diabetes, it can be used for any binary
classification problem.
The chapter is organised as follows: The proposed GP-based system is pre-
sented initially. The basic principles of CPS method and its design for classi-
fication problems is presented. The efficiency of the inherent feature selection
process of GP is validated by comparing the feature selection results of GP with
various other feature selection methods. A comparison of the classification results
achieved using GP generated features with original diabetes features is presented.
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Using GP with Fisher Criterion and comparative 
partner selection (CPS) to generate new single 
feature with automatic feature selection during 
evolution
Diabetes 
features
Testing the new GP 
generated feature with test 
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Figure 5.1: Block diagram of the proposed system
Classification results are also compared with other methods present in the liter-
ature, showing the superiority of GP based method. Finally, a conclusion based
on the experiments and results is presented.
5.1 GP-Based Classification System
The block diagram of the proposed GP-based system for diabetes detection is
shown in figure 5.1. The eight diabetes features (explained in Section 4.1.1) are
given as input to the GP algorithm. GP makes combinations of these features
during evolution such that the resultant feature is always one. At the end of
generations GP returns the best combination, in terms of separation between
the two classes. The task during evolution is to maximise the between class
scatter while minimising the within class scatter. During evolution, the ability of
new generated feature to separate the two classes is tested by Fisher criterion, a
method which evaluates the statistical distribution by testing the between class
scatter over within class scatter. The Fisher criterion is incorporated into GP by
employing it for the task of fitness measure. A modification of standard crossover
operation, called comparative partner selection (CPS) is introduced to guide the
process towards optimum solution. This process helps GP to come out of any local
maxima and proceed towards global maxima. Since the GP generated feature is
always one dimensional, all the functions within GP (Fisher criterion, CPS, KNN,
etc.) need to deal with one dimensional feature space which simplifies the design
and improves the computation speed. At the end of evolution, the efficiency of
GP generated feature in terms of separating the two classes is tested using either
KNN or SVM classifier.
5.2 Modified Crossover in GP
There are two ways to look at the genetic make up of a GP individual, geno-
type and phenotype. Genotype describes the structure of an individual while
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phenotype represents the behaviour of an individual. The structure of an indi-
vidual is described by different functions and terminals used by the individual,
and the fitness value is used to represent the behaviour of individual. The main
aim of the upcoming discussion is to improve the performance using behaviour
of the individual so we will talk about the phenotype of the individual ignoring
the genotype. In standard crossover operation, the parents are normally chosen
using only the fitness values and this might be limiting as only one aspect is
considered. Many partner selection strategies have been proposed in the liter-
ature, introducing other criteria for selecting parents in addition to fitness but
the aim of most of those strategies has been to reduce the code growth. Burke,
Gustafson, Kendall and Krasnogor [65] presented a method in which crossover
is discouraged if two individuals share similar genetic material but the method
proved to be good only for one problem domain. Ryan [66] introduced Ryan’s
Pygmy Algorithm in which first individual for crossover is selected based on the
fitness value while the second one is chosen having similar fitness but smaller size.
This method was reported to overcome the problem of code growth.
There are many other methods available in literature to reduce the code
growth but most of these methods come at considerable computational cost with
little or no improvement in performance. Some of the methods showed improve-
ment in performance but only in a particular problem domain and as a result
no method has been widely adopted. The method used here tries to explore the
behaviour of an individual ignoring the structure of individual. It differs from
other methods in a sense that instead of reducing the code growth it tries to
increase performance by treating all training cases equally.
5.2.1 Binary String Fitness Characterisation
The ability of an individual to solve all the training cases is represented by one
single parameter, fitness function. As pointed out before representing the ability
of an individual to solve a full training dataset in terms of a single value might be
limiting. A typical fitness function is the sum of the errors made by an individual
for different training cases. Imagine two individuals, one performing very well
for certain training cases and other performing averagely for most of the training
cases might get same overall final fitness value. In another case one individual
performing well for half of the training examples and another individual perform-
ing well for the other half will get the same fitness value, although, behaviourally
they are different. If a crossover takes place between two individuals sharing same
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weaknesses, their off-spring are likely to have same weaknesses because of the in-
heritance. In this way the behavioural diversity of the population will reduce and
so will the ability of individuals to solve all training cases. As the population
evolves, the behavioural diversity to solve all the training cases across the popu-
lation will continue to decrease and in the process the population might loose the
genetic material to solve some training cases. In order to to identify the strengths
and weaknesses of individuals for particular training cases in addition to over all
fitness value, Binary String Fitness Characterisation (BSFC) is introduced. It
was shown in [64] that the problems converging sub-optimally performed well
for only particular training cases and lacked the genetic material to solve other
training cases. An ideal solution should perform well for all the training cases in
addition to over all good fitness value and for this purpose BSFC is introduced.
In BSFC, a training case in which an individual performs well is considered
a strength and a case an individual is unable to solve is considered a weakness.
Consider a logical problem where the output is either true or false, a correct
output by an individual would mean a strength and a wrong output would mean
a weakness. A binary string is attached with each individual and the length of
this binary string is equal to the length of training dataset. Each bit is attached
with one training case and a one is placed in the binary string bit if correspond-
ing training case is solved and a zero is placed in the bit if the individual fails
to solve the training case. Assigning strengths and weaknesses to quantify indi-
vidual’s ability in the form of binary string is named as Binary String Fitness
Characterisation. If all the training cases are solved, the binary string will have
ones in all the bits.
Let us consider another problem where output is not binary but still we have
a target value for each training case. The fitness function is the sum of the errors
made by an individual for each training case and it is represented as e(t). The
binary string could be assigned during the process of fitness evaluation. While
it is possible to assign a one to the binary string bit if the individual’s output
is within a small margin of the target output value, it will require to assume a
predefined threshold which means that initial population of individuals might be
dominated by zeros. A more generalised approach would be to relate strengths
and weaknesses with fitness value. If the output error for a training case is less
than the mean fitness value (fitness value is sum of the error for all test cases),
it is considered a strength otherwise weakness. Figure 5.2 shows the graphical
representation of the process. The calculation of different bits of binary string in
the form of equation can be written as
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Figure 5.2: Each circle is the error made by an individual for each training case.
The solid line represents mean fitness or mean error. All the circles below this
line will get a one in the binary string and circles above the line will get zeros.
The resultant binary string will be 01000111011011000110
bi =

1 if e(ti) ≤ mean(fitness)0 otherwise (5.1)
where bi is the binary bit of binary string for the training case i, e(ti) is the error
for training case i and fitness represents the overall error for all the cases. An
ideal solution will have a binary string consisting of ones only. The above equation
gives more deeper details about the behaviour of GP individual compared to the
fitness value.
For classification problems the assignment of binary string bits is not straight
forward as there are no target values. The target in such a problem is to separate
the two classes and the output points which prove more effective in terms of
classification should be rewarded. The binary string for diabetes detection is
updated as follows: an output point close to the mean of output distribution of
the relevant class is considered as strength and gets a one in the binary string.
Similarly, a point away from the mean distribution is considered a weakness and
gets a zero. The question arises how to decide which points are closer and which
points are far? In this study mean and standard deviation of output distribution
are used to define close and far points.
The mathematical formula for updating binary string of a single class in any
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classification problem can be written as
bi =

1 if O(ti) ≶ (mean(O(t))± (k ∗ std(O(t))))0 otherwise (5.2)
where bi is the binary string bit for the training case i, O(ti) is the output of
an individual for training case i, k is a constant which determines the distance
within which an output point is considered strength, ∗ is the multiplication sign,
std represents the standard deviation, O(t) is the output vector for a particular
class and mean is the function which takes the mean of a vector. According to
this equation if the output point is within certain (k) standard deviations of the
mean output, it is considered as strength otherwise weakness. The value of k is
an important parameter as it determines the maximum distance, a point could
be away from the mean and still classified as strength. The value of k is problem
dependent and we will use a value that gives the best results for a particular
training data after trying a few values.
5.2.2 Comparative Partner Selection
The previous section explains how to assign a binary string to an individual. Af-
ter getting this binary string the next step is to use this binary string for selecting
parents for crossover. A simple approach has been used here to accomplish this
task in order to minimise the computational cost. In order to improve the popu-
lation phenotype variance and ultimately improve the performance of individuals,
the weaknesses of individuals must be eradicated. Now that we have a binary
string explaining strengths and weaknesses of individuals, it could be used to de-
cide which individuals should have a crossover. A crossover should be discouraged
if two individuals share similar weaknesses and a crossover should be encouraged
if their strengths are in different areas. The procedure for selecting the parents
for crossover in CPS is the same as in standard GP. The two parents for crossover
are chosen using any standard selection operator (Roulette wheel, Tournament,
Rank selection) but an additional criterion for crossover is introduced in CPS and
just because two individuals are selected for crossover does not guarantee they
will definitely have a crossover. The additional CPS criteria tries to make sure
that the crossover of two parents is beneficial.
Computationally inexpensive logic operations can be used for comparison be-
tween two individuals due to the binary nature of the binary string. The logic
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Figure 5.3: A graphical representation of the CPS process
operation should discourage crossover if two individual share similar weaknesses
(a logical NOR operation, which gives a one if both bits are zero, otherwise zero)
and should encourage crossover if one individual is strong in an area where the
other is weak (a logical XOR operation, which gives a zero if two bits are same,
otherwise one). The probability of crossover can be calculated using these two
logic functions and a simple formula is given below
Pc(I1, I2) =
∑
XOR(b1, b2)∑
XOR(b1, b2) +
∑
NOR(b1, b2)
(5.3)
where Pc is the probability of crossover for Individuals I1 and I2, b1 and b2 are
the binary strings of the two parents chosen for crossover, and Σ represents the
summation of each bit in the binary string. The denominator can be replaced by
a single NAND operation so the above equation can be written as
Pc(b1, b2) =
∑
XOR(b1, b2)∑
NAND(b1, b2)
(5.4)
The CPS process is a stochastic process so the individuals which are different
in terms of CPS are more likely to have a crossover than the individuals similar
to each other. The process of CPS is shown in graphical form in Figure 5.3 where
light and grey block represent strength and weakness respectively.
The process of CPS can be described as: a single parent is chosen using
standard selection criterion as primary partner and a second parent is chosen as
secondary partner using the same criterion. The probability of crossover between
the two parents is calculated using equation (5.4) and it is decided stochastically
using this probability whether the crossover takes place or not. If the crossover
takes place then the new individuals (offspring) are inserted in the new population
and a new primary partner is selected. If the crossover does not take place, a
new secondary partner is selected without changing the primary partner and
the above process is repeated. If the CPS process is unable to find a suitable
secondary partner after evaluating N/2 individuals (N is the total population
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size), a secondary parent is randomly selected using the standard selection method
and a crossover takes place ignoring the CPS criteria. In order to penalise the CPS
for not finding a suitable partner, the probability of crossover is decreased by 1/N
and the probability of mutation is increased by 1/N in the current generation. At
the beginning of the next generation, the probabilities of crossover and mutation
revert back to the initial values used at the start of the evolution. A flow chart
of the CPS process is shown in Figure 5.4.
5.3 Case Study: Detection of Diabetes
In this section all the experiments and results are presented. The use of GP in
classification problems is not new and it has been used quite a lot in the past
for classification problems and the details can be found in a survey presented by
Espejo, Ventura and Herrera [30]. The CPS strategy was applied to some simple
benchmarking regression problems in [64]. In this study this strategy has been
applied to a real world diabetes classification problem [67]. The diabetes dataset
and its attributes were explained in Chapter 4. Initially a comparison between
GP and GP with CPS is presented. As this is a binary classification problem, the
inverse of Fisher criterion (equation (3.6)) has been used as the fitness function
because of its simplicity, especially for binary classification problems. A ploy
to reduce the computational complexity by using a variable population size is
presented next. The classification accuracy achieved and its comparison with
other methods present in the literature is presented at the end.
5.3.1 The Binary String for the Diabetes Problem
The binary string associated with each individual for CPS is updated slightly
differently for the diabetes problem. In equation (5.2) a strategy for assigning
binary string was presented which favoured the output points within a certain
standard deviation of the mean of the output distribution. The equation is useful
for multi-class classification problem but it can be modified for a binary classifi-
cation problem. As there are only two classes in a binary classification problem,
the output point away from the mean of one class could be towards or away from
the output distribution of the second class. If it is away from the second class it
is considered a strength and gets a ’1’ in the binary string. If it is towards the
second class, a second check is used to assign binary string value. If the point
is within half standard deviation (k=0.5) from the mean it gets a ’1’ in the bi-
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Figure 5.4: A flow chart of the CPS process
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nary string otherwise ’0’. The process is shown in graphical form in Figure 5.5.
Two random Gaussian distributions are used to explain the process. The solid
line distribution represent class 1 and dotted line distribution represents class
2. For class 1 if a point falls behind the vertical solid line (mean(class1) + k *
std(class1)), it gets a ’1’ in the binary string otherwise ’0’. Similarly for class 2 if
a point falls behind the dotted line (mean(class2) - k * std(class2)), it gets a ’0’
in the binary string otherwise ’1’. The value of k is chosen as 0.5 in this study.
For diabetes problem, class 1 and class 2 distributions could be either diabetes
data distribution or healthy data distribution. The actual position of the data
distribution (ahead or behind) does not matter and the objective is to separate
them.
5.3.2 Comparison Between GP and GP with CPS
Two types of experiments are performed for comparison, one with smaller num-
ber of generations, having bigger population size (Exp-1), and the other with
relatively larger number of generations but with smaller population size (Exp-2).
The number of generations for Exp-1 is 125 with a population of 100 individuals
while the number of generations for Exp-2 is 200 with a population size of 25.
Both of these experiments were conducted for diabetes classification using the
full diabetes dataset. All the other parameters of GP for these experiments are
given in Table 5.1.
The results of the Exp-1 are shown in Figure 5.6 which shows the comparison
between GP and GP with CPS in terms of fitness value where a lower fitness
means better classification. GP was evolved 40 times and each point on the curve
is an average of 40. It is clear from the Figure that the fitness of GP with CPS is
lower compared to the GP, although, the difference between the final fitness values
is not huge. An important observation is that the fitness value of the standard
GP is settling at the end of the generations while the fitness value of GP with
CPS is still decreasing. In order to investigate if the fitness continues to decrease
(which means better performance), if allowed to go over more generations, Exp-2
was performed.
Figure 5.7 shows the results of Exp-2. For the first 75 generations GP performs
better compared to GP with CPS, however, post 75 generations GP with CPS
performs better. The final fitness achieved by GP with CPS is better compared
to GP. The improvement in fitness is marginal but we will see later that this
marginal improvement will be significant in terms of classification accuracy. An
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Figure 5.5: Binary string evaluation for diabetes problem
interesting point to note from this Figure is that after about 75 generations, the
standard GP seems to have locked in and there is hardly any improvement in
fitness upto 200th generation. It is believed that this lack of improvement after
75 generations is due to the reason that GP lacks the genetic material which can
help to solve some of the training cases. In contrast GP with CPS finds a way to
improve the fitness and does not get locked in due to the fact that it maintains
a diverse population throughout the evolution, capable of solving all the training
cases [64].
In order to demonstrate the effectiveness of GP with CPS in terms of classi-
fication accuracy, the solutions produced by GP with CPS and GP were tested
using KNN classifier. The data was divided into 90% and 10% training and test
data. Both GP variations were evolved 40 times for the training data and 40
solutions produced were tested with test data using KNN classifier. The training
data was used by KNN classifier as reference samples. The classification accuracy
is defined as
Classification Accuracy (%) =
TP + TN
TP + FP + TN + FN
(5.5)
where TP is the number of patients (diabetes) detected as patient, FP is the
number of healthy persons detected as patient, TN is the number of healthy
persons detected as healthy and FN is the number of patients detected as healthy.
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Table 5.1: Parameters used for the experimental work
Parameter Standard Value
Number of Generations 125, 200 (Exp-1, Exp-2)
Population Size 100, 25 (Exp-1, Exp-2)
Function Pool
(plus, minus, times, mydivide,
mysquare, mysqrt, reciprocal, sin,
cos, myasin, myacos, tan, tanh,
negator, abs, mylog)*
Terminal Pool 8 attributes
Genetic Operator Crossover, Mutation
Operator Probability 0.6, 0.4
Tree Generation Ramped half-and-half
Initial Maximum Depth 6
Maximum Depth 28
Selection Operator Roulette
Elitism Half-elitism
* All the functions starting with ”my” are protected functions.
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Figure 5.6: Average fitness of the best of generations for 125 generations averaged
over 40 runs using a population of 100.
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Figure 5.7: Average fitness of the best of generations for 200 generations averaged
over 40 runs using a population of 25.
Table 5.2: Comparison of the classification accuracies using GP and GP with
CPS
Method Accuracy (%) ± Std
GP (Exp-1) 78.2 ± 2.5
GP (Exp-2) 78.4 ± 2.5
GP with CPS (Exp-1) 79.1 ± 2.1
GP with CPS (Exp-2) 79.7 ± 2.0
The results for Exp-1 and Exp-2 are summarised in Table 5.2. The classifi-
cation accuracy (written as accuracy in the Table) as well as standard deviation
(std) for each experiment is given in the Table. The classification accuracy for GP
with CPS is better compared to GP in both the cases. Moreover, the standard
deviation is also lower which makes GP with CPS more robust.
Complexity comparison between GP and GP with CPS
The additional computations added by CPS are the evaluation of the binary string
and the calculation of Pc. Although, these two quantities add extra computations
to GP, the binary nature of both of these quantities does not add much to the
computational complexity when compared to other methods present in literature
for evaluation of phenotype behaviour. There are two ways the additional com-
plexity added by CPS can be compared with GP, i) additional memory required,
and ii) additional time required.
Each individual in GP has some memory requirement for storing different
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parameters related to that individual, e.g., fitness value, number of nodes, origin
of creation, string representation of tree, tree depth, etc. The additional memory
required by CPS process is for storing binary string of each individual. The
additional memory requirement (in bits) introduced by binary string is m = NB,
where N is the population size and B is the length of the binary string of one
individual. Considering the memory cost of all other parameters related to an
individual, the additional cost introduced by the binary string is marginal.
The second cost added by CPS is the additional time required to evaluate the
binary string and to find the right partner during CPS operation. For Exp-1 (in
the previous section), the average time taken for training one GP run was about
nine minutes for standard GP and about 11 minutes for GP with CPS. It is clear
from this that the additional resources required for CPS are on average less than
20% in terms of computation. Most researchers agree that the biggest portion
of time during evolution is spent during fitness evaluation of any generation (as
demonstrated in the next section) and it is more significant for complex prob-
lems. Since diabetes detection is also a complex problem (as demonstrated by
achieved classification accuracies), the additional resources required by CPS are
negligible in comparison. In a nutshell, the additional complexity introduced by
CPS process is marginal compared to other processes involved in GP algorithm.
5.3.3 Complexity Reduction Using Variable Size Popula-
tion
The discussion in the previous section proved that the GP with CPS performs
better than the GP. An interesting observation from the Figure 5.7 is that the
final fitness value achieved in Figure 5.7 is a not much different compared to the
value in Figure 5.6, although it had more generations. This highlights the ad-
vantage of having a higher number of individuals in maintaining a good diversity
in the population (Exp-1 had 100 individuals while Exp-2 had only 25). If the
population for Exp-2 is increased, the complexity of the algorithm will increase,
resulting in a longer training time. In order to enjoy the advantage offered by a
large population size while keeping the complexity in control, three more sets of
experiments (Exp-A, Exp-B and Exp-C) were performed. The maximum number
of generations for all these experiments is 200, with Exp-A and Exp-B having a
population size of 100 and 25 respectively. The population size in Exp-C is vari-
able: it starts with a larger population (to maintain diversity) of 100 individuals,
and after 50 generations the number of individuals is reduced to 25 (to reduce the
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Figure 5.8: Average fitness of the best of generations for 200 generations averaged
over 40 runs using different population sizes.
complexity), by picking 25 fittest individuals (based on the fitness value) from
100 individuals. This way GP is given a fair chance to explore a large search
space for the first 50 generations.
Figure 5.8 shows a comparison between three experiments based on the fitness
value. It is clear from the Figure that the fitness curves for Exp-A and Exp-C
follow similar patterns and the difference in the final fitness value is only 0.04
whereas the fitness curve for Exp-B is quite different from the other two. Since
the performance of Exp-C is very close to the performance of Exp-A, it can replace
Exp-A if it has lower computational complexity. Two parameters are used for
comparing the computational complexity of the experiments: (1) the mean time
taken (seconds (s)) to create a new generation during the evolution, averaged
over 25 runs (2) the mean time(s) to calculate the fitness of individuals in each
generation during evolution, averaged over 25 runs. The value of parameter 1
for Exp-A, B and C is 9.4 s, 1.8 s and 4.7 s respectively, whereas the value of
the parameter 2 is 69.8 s, 11.2 s and 27.1 s respectively. These two parameters
indicate that the complexity of Exp-C is up to half or less compared to Exp-A.
Above discussion clearly demonstrates that the performance of Exp-C is fairly
close to Exp-A with considerably low computational complexity. On the basis
of the results of this section all the experiments for diabetes classification are
performed using Exp-C employing GP with CPS.
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Figure 5.9: Occurrence of diabetes input features in GP solutions.
5.3.4 Feature Selection Results
The diabetes dataset was explained in detail in Chapter 4. There are eight
diabetes features as mentioned in Section 4.1. Instead of using all the features for
GP training, the effectiveness of different features was tested using the feature
selection methods presented in Chapter 2 and features were used for GP training
in decreasing order of importance using sequential forward selection method. In
addition to other feature selection methods GP was also used in feature selection
process. For feature selection GP was trained using all eight input features and
we found out the number of times any feature was used in the final solution
returned by GP. In the experiment, the number of generations used was 200
and the number of individuals in each generation was 25. The experiment was
performed 40 times and total number of times a feature appeared in all the
solution was counted. Figure 5.9 shows the appearance of different features in
all the solutions. One can see that use of the feature 2 in final solutions is far
more than any other feature. After feature 2, the second best feature used by
GP was feature 8, followed by feature 6 and 7. Rest of the features were not used
a lot in the final solutions. The results of all the feature selection methods are
summarised in Table 5.3. The features for the detection of diabetes are arranged
in decreasing order of importance. It is clear from the Table that all of the
methods have resulted in approximately similar ordering with slight differences.
All of the above feature selection methods help in finding useful features from
a group of diabetes features but they do not reduce dimensions by removing less
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Table 5.3: Feature importance using different feature selection methods
Method GP T-Test K-S Test F-Score KLD Test
Finalised
Order
Ordered List
2 2 2 2 2 2
8 6 8 6 6 6
6 8 6 8 1 8
7 1 1 1 5 1
1 7 5 7 8 7
4 5 7 5 7 5
3 4 4 4 4 4
5 3 3 3 3 3
useful features. The dimension reduction is left to the user who can decide to
remove some features based on the results of feature selection methods. After
getting the order of importance for diabetes features, the next step is to use them
in training GP. We have followed sequential forward selection process for training.
We start training GP with most useful feature and get the classification results.
The next important feature is then added to the training data and GP is trained
again. This process continues until we reach maximum number of features. In
this research, features were used one by one in the following order; 2, 6, 8, 1, 7, 5,
4, 3. This order has been chosen using results of feature selection methods from
Table 5.3.
In addition to the feature selection, feature generation was also performed
using PCA. Since the first few principal components account for most of the
variance of the original data, the first principal component was considered as
the most valuable feature followed by the second principal component and so on.
The PCA generated features were also used for training the GP using sequential
forward selection method. The full process for training GP is shown in Figure
5.10.
5.3.5 Preparation of the Training and the Test Data
Two types of testing approaches have been used in the literature for diabetes
classification. Some of them used k-fold cross validation method by dividing the
training and test data into k mutually exclusive subsets while some of them used
just one training and test data partition (conventional method). The performance
achieved using conventional method could be quite different compared to k×fc
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Diabetes training data with eight features
Selection of features 
using various methods
Generation of features 
using PCA
Training GP (CPS) using selected or generated 
features to generate new feature
Testing the new feature using KNN or SVM
Figure 5.10: System model for diabetes classification.
method and we will demonstrate it in this study.
In this study the dataset was divided into 10 different training and test
datasets with 90% and 10% training and test data partition. This division was
done to carry out a 10-fold cross validation test (10×fc), and each GP solution
for a specific training dataset was tested with corresponding test dataset. Each
training and test dataset was then divided into 8 subsets where in each subset
one feature was added one by one (sequential forward selection) according to the
order mentioned in previous section. GP was used to produce the solutions for
all these subsets. The solutions produced by GP were later tested by a classifier.
The training setup is shown in Table 5.4.
5.3.6 Classifiers Used for Testing
The classifier have been used in two ways in order to demonstrate the effectiveness
of GP generated feature.
• In the first case, the original diabetes features have been used directly as
inputs of the classifiers. The features are used one by one using the se-
quential forward selection method and the performance is calculated. In
this case information extraction is the responsibility of the classifier and
it is performed by favouring the discriminating features and rejecting the
interfering features during the learning process.
• In the second case, a new feature is generated from the original features by
making combination of the existing features using an evolutionary GP algo-
rithm. GP is trained for each combination of input features using forward
selection method and a new feature is generated for each combination. This
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Table 5.4: Training setup
Training Datasets Subsets GP Solutions
10 (Each dataset con-
tains 90% of diabetes
data with 8 features)
8 (1 for each dataset
and each subset adds
diabetes features one
by one)
400 (5 solutions for
each subset and 40
solutions for each
dataset)
new feature is then used as an input for the classifiers and the performance
is calculated.
The classifier used are KNN and SVM.
K-Nearest Neighbor (KNN)
KNN was explained in Chapter 2 and for the diabetes problem the training data
has been used as reference samples for KNN. Since the best choice of k for KNN
classifier depends on the dataset used, an experiment was conducted to find out
the best value of k for the diabetes dataset. Few odd values of k for a random
diabetes test dataset were tested and the results are presented in Figure 5.11.
Figure shows that the performance is maximum when k is 21 and does not improve
after that so the same value of k was used for all the experiments.
Support Vector Machine
SVM was also explained in Chapter 2. After trying few kernel functions (lin-
ear, polynomial, multilayer perceptron, radial basis function), radial basis kernel
function was used in SVM for making hyper plane for the diabetes problem.
5.3.7 Results and Discussions
This section explains all the experiments and results using the original diabetes
features, GP generated features and the PCA generated features. Some of the
best trees obtained for GP are included in Appendix A.1. Table 5.1 gives all the
parameters used for GP during the experiments. Results are presented in terms
of classification accuracy, sensitivity and specificity. The classification accuracy
was defined in equation (5.5), sensitivity and specificity are defined below:
Sensitivity(%) =
TP
TP + FN
(5.6)
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Figure 5.11: Classification accuracy for different values of k for KNN classifier.
Specificty(%) =
TN
TN + FP
(5.7)
where all the variables are the same as in equation (5.5). In order to compare
the performance of GP generated feature with original diabetes features the per-
formance of the original features tested by KNN and SVM is also presented in
addition to the performance of GP feature tested by KNN (GP-KNN) and SVM
(GP-SVM). Figure 5.12 shows that the maximum performance (80.5% GP-KNN)
can be achieved using the first five ordered features and the performance decreases
if more than five features are added for most of the methods (except KNN) which
supports the opinion that addition of redundant features could add noise to use-
ful features. This is interesting because it is always argued that the built in
feature selection ability of GP should be sufficient and GP should automatically
filter out noisy features. Although, it was shown previously that the most useful
features are heavily utilised by GP for generating new features and less useful
features are seldom used but the less useful features still had some contribution.
Figure 5.12 demonstrates that the addition of last three features (feature 5, 4
and 3) causes a reduction in accuracy, demonstrating that the less useful features
introduce noise. Nevertheless, the Figure shows that GP generated features still
provide best classification results and outperform original diabetes features. The
performance shown in Figure 5.12 is using 10×fc method where each classification
accuracy is the mean of the classification accuracies of 10 datasets.
Classification accuracies for different datasets averaged over all features are
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shown in Figure 5.13 where one can see that the variation in classification accuracy
is quite high for different datasets which proves that the performance achieved
using conventional method (using one partition of training and test datasets)
could be misleading. One of the possible reasons for such variation could be the
missing values in the dataset. Although in all previous literature (except [68])
nobody else has mentioned missing values but we believe some of the zeros in
the dataset represent missing values, e.g., there are quite a few zeros for blood
pressure and triceps thickness which cannot be true. But according to the source
of the dataset, donor did not mention any missing values. In order to compare
the conventional performance with other methods, the conventional performance
using dataset 3 is shown in Figure 5.14. The maximum classification accuracy
achieved using conventional method (87% GP-SVM) is much higher than 10×fc
method (80.5%).
Figure 5.15 shows the classification accuracy achieved using PCA where hori-
zontal axis shows the number of principal components used. As maximum varia-
tion is within first few principal components, only first five principal components
were used out of eight. The principal components were also divided into ten
training and test dataset for evaluating 10×fc performance. The maximum clas-
sification accuracy achieved was 77% using all five principal components. One
of the reasons for using PCA was the classification accuracy (89.5%) mentioned
in [69] which is the best accuracy reported so far. However, this accuracy was
questioned in [70] where exactly same method was used but the classification
accuracy achieved was only 66.8%. Although a different method has been used
in this study (PCA with GP) but the performance using PCA features is much
lower than the performance mentioned in [69].
The possible reason for the poor performance of PCA could be the inability
of PCA to deal with outliers especially in the presence of missing data. Principal
components are sensitive to outliers and the presence of one bad outlier in the
data can seriously affect the performance of PCA. In order to show the presence of
outliers in diabetes data one of the test datasets among the 10×fc PCA datasets
was chosen as a sample. Figure 5.16 shows the first two principal components
where outliers can easily be seen.
The performance in terms of classification accuracy, sensitivity and specificity
for 10×fc and conventional method is given in Table 5.5. In any classification
system it is important that both sensitivity and specificity should be high. Since
sensitivity represents how accurately a patient is classified as patient, it is more
important in the present case. Although the sensitivity is reasonable in the
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Figure 5.12: Classification accuracy (10×fc) using different number of features
ordered as (2, 6, 8, 1, 7, 5, 4, 3).
conventional method (74.1%) but it is quite low for 10×fc method (55.4%) while
the specificity is high in both the cases (94%). The reason behind this is that
the dataset is imbalanced which means that the data samples of one of the class
dominate the dataset. In diabetes dataset the number of samples of diabetes
is only 268 compared to 500 healthy data samples. Because of the dominance
of healthy samples in the data, the solutions of GP are biased towards healthy
class as it results in high classification accuracy. This problem will be discussed
in detail in the next chapter and different solutions for dealing with imbalanced
data will be presented and evaluated.
5.3.8 Comparison with Existing Methods
Table 5.6 gives a comparison of the proposed method with existing methods and
a complete list of all the proposed methods for diabetes classification is avail-
able in [71]. Polat, Gunes and Arslan [71] produced a classification accuracy of
79.2% (10×fc) using Generalized Discriminant Analysis (GDA) and Least Square
SVM (LS-SVM). GDA was used at the first stage as a pre-processing step and
LS-SVM was used at the second stage for classification. They reported a clas-
sification accuracy of 79.2% which is less compared to the accuracy achieved in
this research (80.5%). Polat and Gunes [69] reported 89.5% accuracy, using PCA
as a feature extractor, which has been questioned in [70] and is endorsed by the
current investigation. Temurtas, Yumusak and Feyzullah [70] produced 79.6%
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Figure 5.13: Classification accuracy using different datasets trained by GP and
tested by KNN and SVM.
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Figure 5.14: Classification accuracy (conventional) using different number of fea-
tures ordered as (2, 6, 8, 1, 7, 5, 4, 3).
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Figure 5.15: Classification accuracy (10×fc) using the first five principal compo-
nents trained by GP and tested by KNN and SVM.
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Figure 5.16: The data distribution of sample test set using the the first two
principal components.
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(10×fc) and 82.4% (conventional) accuracy using Multi Layer Neural Network
(MLNN) with Levenberg-Marquardt (LM) training method which is inferior to
the accuracy achieved here (80.5% and 87.0%). Gadaras and Mikhailov [72] re-
ported classification accuracy of 92.3% using fuzzy rules but they used a different
training and test data partition (50%/50%). Moreover, they used 2×fc validation
which as demonstrated in the previous subsection could have a huge impact on
the performance.
A layered GP based method was used in [73]. They used a reduced dataset,
without mentioning how did they reduce it. Moreover, it was mentioned that
the missing values are completed, without giving any details. Nevertheless, the
best accuracy they reported was 73.54%, which is less compared to ours (80.5%).
Brameier and Banzhaf [74] used linear GP for diabetes classification with main
focus on reducing the training time and complexity of GP algorithm. They re-
ported 81% best accuracy which is less compared to the best accuracy achieved in
this study (87%). Lee and Wang [75] used fuzzy ontology based system for classi-
fication. They divided the data into different groups based on the age of patients
(feature 8) and reported classification accuracies separately for each group. They
reported a higher classification accuracy for people with higher age. However,
the average of all the accuracies is 85% (conventional), which is less compared to
ours (87%).
Kala, Vazirani, Khanvalkar and Bhattacharya [76] reported classification ac-
curacy of 82.4% (conventional) using ANN which is less compared to our prposed
method (87.0%). Lekkas and Mikhailov [77] produced 79.4% accuracy (conven-
tional) using fuzzy classification and under the same conditions we produced
87.0%. In [78], Goncalves, Vellasco, Pacheco and de Souza used Inverted Hierar-
chical Neuro-Fuzzy System (IHNFS) and reported 78.6% classification accuracy
(conventional). Balakrishnan, Narayanaswamy and Paramasivam [68] reported
98.9% accuracy but they did not use the full dataset. They reported missing
values in the original dataset without mentioning the source of dataset and used
a reduced dataset, ignoring the missing values without giving any details which
values were ignored. Ignoring the missing values (which results in smaller train-
ing and test dataset) can seriously affect the performance as mentioned in the
previous section. It is clear from the Table 5.6 and above discussion that the
proposed method produces superior results when compared with others methods
using the same training and test data partitions.
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Table 5.5: Performance
Method Accuracy (%) Sensitivity (%) Specificity (%)
10×fc 80.5 55.4 94
Conventional 87.0 74.1 94
Table 5.6: Comparison of the proposed method with existing methods
Author Method Accuracy (%)
K. Polat et al. [71] (10×fc) GDA & LS-SVM 79.2
K. Polat et al. [69] (10×fc) PCA & ANFIS 89.5*
Temurtas et al. [70] (10×fc) MLNN & LM 79.6
Temurtas et al. [70] (conventional) MLNN & LM 82.4
Gadaras et al. [72] (2xfc) Fuzzy Rule 92.3**
Kala et al. [76] (conventional) RBFN 82.4
Lekkas et al. [77] (conventional) Fuzzy Classification 79.4
Goncalves et al. [78] (conventional) IHNFS 78.6
This Study (10×fc) GP-KNN 80.5
This Study (conventional) GP-SVM 87.0
* Questioned by this research and [70] as it is not reproducible, ** Used a different
training and test data partition (50%/50%)
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5.4 Summary
A novel method of assigning strengths and weaknesses to GP individuals for clas-
sification problems has been introduced in this chapter. This measure (BSFC)
gives meaningful insight into the behaviour and response of each individual for
each training example. A unique way of assigning binary string for classification
problems is introduced. The strengths and weaknesses are defined by considering
the distance between a point of one class and the mean of the other class. The
pair-wise strategy called CPS is introduced in crossover, utilising BSFC. The aim
of CPS is to discourage a crossover between the individuals sharing similar weak-
nesses. A simple logical formula is used to find out the probability of crossover
between individuals using the binary string. Experiments indicate that a stan-
dard GP method often gets locked and never improves after that because of the
lack of genetic material capable of solving all the training cases. The CPS method
on the other hand finds a way to come out of this situation since it utilises the
individual’s response for each training example.
The CPS method has been compared with standard method using a real world
diabetes detection data. The results demonstrate that the CPS method shows
continuous improvement over a large number of generations while the standard
GP method reaches a saturation state after a certain number of generations and
hardly shows any improvement after that. Since addition of CPS requires addi-
tional computations, it increases the overall computational complexity and the
training time of GP. In order to counter that, a variable size population method
has been introduced which starts with a higher number of individuals but after
certain generations picks the best individuals and removes the rest to decrease the
computational complexity. Experiments reveal that this way the computational
complexity is reduced considerably at the cost of small decrease in performance.
Feature generation capability of GP has also been tested using diabetes data.
GP is a powerful and efficient tool for performing feature selection and trans-
formation at the same time. Diabetes features are evaluated and ranked using
various feature selection methods before using in GP. GP is trained many times
using sequential forward selection method and different new features are gen-
erated. PCA is also used to transform the original diabetes features into new
dimensions, resulting into new features. PCA generated features are also used
in GP to generate new PCA-GP features. The new features returned by GP are
tested by KNN and SVM classifier. Experiments show that the performance of
GP generated features from original features is superior compared to the perfor-
mance achieved using original features and GP generated features from PCA. A
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comparison of the performance of GP generated features for diabetes detection
with other methods present in the literature reveals that GP outperforms all of
them. Based on the experimental results, it can be concluded that a classifier
using features generated by GP (CPS) provides considerable improvement in clas-
sification performance compared with those classifiers using classically developed
features.
Chapter 6
Classification Using Genetic
Programming for Imbalanced
Diabetes Data
6.1 Introduction
A dataset is said to be imbalanced if the number of examples from one class
are very few compared to other classes. The class with few examples is called
the minority class and the class dominating the dataset is called the majority
class. In such a situation the traditional learning algorithms result in high clas-
sification accuracy for the majority class and low classification accuracy for the
minority class. The reason is that most of the learning algorithms are designed
to reduce the overall error rate and the misclassification error for both classes is
treated same. The learning algorithm ignores the difference between two types
of misclassification errors and results in a suboptimal classifier.
Quite often, especially in medical diagnosis problems, the class with fewer
examples is the class we are interested in. The minority class is usually more
important in the sense that it represents rare cases and the consequences of mis-
classifying a sample from minority class could be huge, e.g., in medical diagnosis
usually the samples from the minority class represent a positive test for the disease
and wrong classification of these samples could be costly.
In the last chapter we presented a GP based method for classification of di-
abetes data. It was demonstrated through experiments, results and comparison
that this method was able to give highly efficient solutions in terms of classifi-
cation accuracy. One drawback of the proposed method was the low sensitivity,
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although the overall accuracy was high. The reason behind the low sensitivity
was the imbalanced nature of diabetes data. The number of healthy samples
in the diabetes dataset were 500 while the diabetes samples were only 268. So
the imbalance was roughly about 2:1. This imbalance caused a bias in the pro-
posed training algorithm during evolution, favouring the class with more number
of samples. In this chapter different fitness formulae for the training of GP are
employed which help GP in handling imbalanced data. In addition, an improved
CPS process is also introduced to increase the role of CPS selected individuals in
evolution.
The chapter is organised as follows. Different approaches for handling the
imbalanced datasets are presented at the start. The approach used in this thesis
for enabling GP to handle imbalanced datasets is a two step approach. First
step is the design of classification strategy and the next step is modification in
fitness function to keep a balance between different classes. The classification
strategy and the fitness functions used are discussed in detail. A modification of
traditional CPS method to enhance its performance is presented next. Finally
experimental results and analysis is presented at the end.
6.2 Approaches for Classification with Imbal-
anced Dataset
Generally, there are two approaches used to handle this problem. The first ap-
proach is called the external approach and it tackles the problem by re-sampling
the original dataset without modifying the learning algorithm. The other ap-
proach is called the the internal approach and in this approach the parameters of
the learning algorithm are modified without changing the original dataset [79].
Some approaches also use a hybrid approach which involves both re-sampling and
internal parameter adjustment [80, 81]. Both approaches, their advantages and
limitations are discussed in the next sections.
6.2.1 External Approach
In this approach the original dataset is re-sampled, either by over-sampling the
minority class or by under-sampling the majority class such that the two classes
are in equal proportions in the new dataset. In some cases both under-sampling
and over-sampling are used. Since it is a pre-processing technique and the data
presented to learning algorithm will be balanced, any kind of learning algorithm
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can be used in this approach. The new balanced data will make sure that the
learning algorithm does not show any favouritism during training.
In under-sampling some of the samples of majority class are removed such
that the two classes have equal number of instances. Different variations of under-
sampling methods are available in literature but the most simple one is random
under-sampling in which the samples to be removed are randomly selected. The
main drawback of this method is that it can remove samples, potentially useful
for the learning algorithm. Although, there are various techniques available in
literature that could be adopted to find out the importance of each sample but
that would require some a priori information and also would add a computational
overhead.
Over-sampling on the other hand increases the size of the minority class to
match the size of the majority class by duplicating some of the samples. The
most common method of over-sampling is random over-sampling in which the
samples to be duplicated are randomly selected. This method can result in over-
fitting since exact copies of original samples are duplicated. More sophisticated
methods are also available, e.g., Synthetic Minority Over-sampling Technique in
which the new minority examples are created by interpolating several minority
class examples [82].
6.2.2 Internal Approach
Internal approach (also called cost sensitive approach) takes into consideration
the variable cost of misclassification of samples of different classes. During the
learning process the misclassification of a sample from minority class is treated
as more costly compared to the misclassification of majority class sample. Cost
sensitive approach can be divided into two main types, fixed cost approach and
variable cost approach.
In fixed cost approach, a fixed penalty is attached to the misclassification
example of each class. Usually the cost of misclassifying a minority class sam-
ple is greater than the cost of misclassification of majority class sample and this
cost is set at the start and does not change during the learning process. Differ-
ent cost functions, penalising the sensitivity and specificity at different rate are
compared using a rule based classifier in [83]. They demonstrate through exper-
iments that large penalties for sensitivity improve the classification accuracy of
the minority class. In another research [84], fixed cost penalties for misclassified
samples were compared with overall accuracy for training classifiers for multi-
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classification problem. Although fixed cost approach is simple but the actual
fixed cost or penalty varies from problem to problem and it is difficult to adopt
a global fixed cost for all the problems.
In variable cost approach the penalties vary during the learning to achieve an
optimum performance for both the classes. In [85], an adaptive weighting fitness
function was introduced in GP to give more attention to the classes harder to
classify. The results revealed that this adaptive method was able to produce
better classification accuracies compared to GP with fixed fitness. Three fitness
functions were used in [86] for multi-class classification of transmission control
protocol data. The experiments revealed that the fitness function using adaptive
weight for the minority class increased the accuracy of the minority class. In
[87], different fitness functions were tried on two UCI benchmarking problems
with increasing penalty for majority class. The experiments demonstrated that
penalising majority class increased the accuracy of the minority class but at the
expense of reduction in the accuracy of majority class which results in decrease
in overall classification accuracy.
Many researchers have shown through comparisons that for most problem
domains, internal approach performs better than external approach [80, 88] and
for this reason internal approach has been used in this thesis. In this chapter
different fixed cost penalties are introduced for fitness evaluation to increase the
classification accuracy of the minority class. The sensitivity and specificity have
been used in the fitness function to favour the more important class.
6.3 GP for Classification of Imbalanced Data
In the previous chapter, GP was used for the classification of diabetes data using
Fisher criterion as fitness function. In this chapter new fitness functions em-
ploying sensitivity and specificity are used. Since the Fisher criterion tries to
increase the distance between classes while decreasing the variance, it does not
give any information about the sensitivity and specificity. Normally in GP, a
threshold based method is used to find the true positives (TP) and true nega-
tives (TN). Threshold based method can be divided into two categories, static
threshold based method and non-static threshold based method. Both of these
methods are discussed below.
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6.3.1 Static Threshold Based Classification
Each GP individual (a mathematical expression) returns a single output for each
input instance. This output is then mapped to a set of class labels. For a binary
class, the normal way is to define zero as threshold and positive and negative
numbers are used as labels for two classes. If the output of the GP is negative it
belongs to one class otherwise the opposite class. For multi-class problem different
thresholds are used for different classes and each GP individual is trained to return
an output to fit between those thresholds for corresponding classes.
Use of threshold puts some serious limitations on evolution of GP. This is
because the class boundaries are not linked to the output of GP and remain
constant throughout the evolution. In other words GP individual not only have
to separate the two classes but also have to make sure that it returns a positive
output for one class and negative output for the other class.
This fact is demonstrated using an example. Figure 6.1 shows probability
distributions of two GP individuals trained on diabetes data. The horizontal axis
represents the output of GP for different instances of training data and height
of each distribution shows the relative frequency of output values. The points
within shaded area belong to class 1 and points in non shaded area belong to class
2. In Figure 6.1(a) the optimum threshold point is close to zero so choosing zero
as threshold is justified and it will result in almost maximum separation of two
classes. Figure 6.1(b) shows a different scenario where the optimum threshold
point is away from zero. In this case choosing zero as threshold will result in a
lot of samples of class 1 classified as class 2 and as a result the final classification
accuracy will be poor. Most of the output points will be mapped to wrong class
labels which could be mapped correctly by just using a different threshold. The
above discussion makes clear that a fixed threshold based decision strategy might
be neglecting potentially better performing solutions.
6.3.2 Non-Static Threshold Based Classification
In order to find the best possible GP solution for binary class (in terms of sepa-
ration), the thresholds need to be shifted for each GP solution, maximising the
classification accuracy. Recently many techniques have been proposed to dynam-
ically determine the optimum boundary for each GP solution during evolution.
In this research a technique proposed in [89] has been used. In this technique
the actual value of probability distribution of underlying classes has been used to
find the optimum threshold point.
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(a) (b)
Figure 6.1: Probability distributions of two GP individuals
PDF Based Optimum Threshold Detection
In this technique the PDF of each class is used to find the class label of each
input instance. The PDF of each class is modelled as Gaussian distribution using
the following equation
φ(µc, σc, x) =
1
σc
√
2π
exp
(−(x− µc)2
2σc2
)
(6.1)
where µc is the mean and σc is the standard deviation of the class c. The variable
x is the output of GP individual when evaluated on any input instance. Using
the φ values of two classes, the samples falling on the wrong side of distribution
can be found. The procedure for finding the class labels of input samples during
training is given below.
(a) Calculate the output of GP individual for all the training instances for both
classes
(b) Calculate the mean and standard deviation of each class from GP individual’s
output
(c) For each sample calculate the two φ values, one for each class using their
corresponding mean and standard deviation
(d) The class having lager value of φ will be the class of this sample
This way, threshold is the point at which the overlap between two distribution
starts. Figure 6.2 shows an example where the point of threshold is found using
PDF. The dotted vertical line is the threshold point between two classes. Any
6.3. GP FOR CLASSIFICATION OF IMBALANCED DATA 105
GP Individual Output
P
D
F
−5 0 5 10
0
0.05
0.1
0.15
0.2
0.25
Class 2Class 1
Figure 6.2: Threshold detection using PDF
sample on the left side of this line belongs to class 1 and any sample on the right
side of this line belongs to class 2. The squares and triangles are the samples of
class 1 and 2 ending on the wrong side of the boundary respectively.
As an example consider a sample having a value of zero (output of GP individ-
ual). Looking at the graph it can have two values of φ, one for each distribution.
Since the value of φ for class 1 would be higher for this sample, it will belong
to class 1 and it is shown in the Figure. Any sample falling on the left side of
threshold line will have larger value of φ for the class 1 and will always be labelled
as class 1. Similarly any sample on the right side of threshold line will have higher
value of φ for class 2 and will belong to class 2. An output sample falling on the
threshold line will belong to the minority class (the diabetes class in this case).
A similar procedure can be applied to label any unseen sample from the test
data. Two value of φ can be calculated for the test sample using the mean and
standard deviation from the training data. The class with larger φ will be the
class of the test sample.
This fitness function has the built in ability to handle the imbalanced datasets.
Since the value of each φ is calculated relative to each mean and standard devi-
ation, all the samples are equally treated irrespective of which class they belong
to. In terms of computational complexity it only adds a little to zero threshold
technique and is quite fast.
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6.3.3 Fitness Functions
The technique discussed above finds the optimum threshold between classes and
tells us how to assign class labels to different input samples. Using those class
labels, the fitness function of the GP individual can be calculated which tells us
how accurately it labels the samples. The true positives (TPs) and true negatives
(TNs) are calculated using PDF based threshold detection and are used for the
evaluation of different fitness functions. The sensitivity and specificity defined in
the previous chapter are also used in evaluation of fitness functions. Five fitness
functions are used in this study and they are explained in the coming sections
one by one.
Accuracy Fitness
Accuracy fitness (AF) takes the overall classification accuracy as fitness function
of GP individual. The formula for AF is same as classification accuracy given in
equation (5.5). It is a ratio of total number of samples correctly classified to the
total number of samples available in the dataset. Since it treats all misclassified
samples equally, irrespective of which class they belongs to, there is a possibility
that the majority class may influence the training process and may result in
biased solutions.
Figure 6.3(a) shows the contribution of sensitivity and specificity in AF, where
sensitivity is the accuracy of the minority class and specificity is the accuracy of
the majority class. The Figure has been plotted by using diabetes training dataset
as example so the number of majority class samples was 450 and the number of
minority class samples was 241. Figure shows that if the specificity is 1 and the
sensitivity is 0, the fitness will be 0.65 while in the other case where specificity is
0 and sensitivity is 1, fitness will be only 0.35. It shows that the classifier could
be biased towards specificity as it results in high overall fitness.
Equal Weighted Fitness
The equal weighted fitness (EWF) takes average of sensitivity and specificity to
favour the individuals performing well on both majority and minority class. The
equation for calculating EWF is given below,
Equal Weighted Fitness (EWF) = 0.5 ∗ (Sensitivity + Specificity) (6.2)
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Figure 6.3(b) shows the graph of EWF. It shows that if either sensitivity or
specificity is 0, the maximum weighted fitness an individual can achieve is 0.5. In
order to have a high overall weighted fitness value, an individual needs to perform
well on both majority and minority class samples.
Weighted Square Fitness
The weighted square fitness (WSF) is average of square of sensitivity and speci-
ficity. It is similar to weighted fitness but varies in the rate at which fitness
changes with change in sensitivity and specificity.
Weighted Square Fitness (WSF) = 0.5 ∗ (Sensitivity2 + Specificity2) (6.3)
The variation in WSF with respect to sensitivity and specificity is shown in Figure
6.3(c).
Geometric Mean Based Fitness
Geometric mean based fitness (GF) also gives equal weight to sensitivity and
specificity.
Geometric Mean Based Fitness (GF) =
√
Sensitivity ∗ Specificity (6.4)
Figure 6.3(d) shows a plot of GF against sensitivity and specificity. One major
difference between GF and other fitnesses is that if either sensitivity or specificity
is zero, the fitness will be zero. Fitness increases only if there is an increase in
both sensitivity and specificity at the same time.
Variable Weighted Fitness
In variable weighted fitness (VWF) the total fitness is weighted average of sensi-
tivity and specificity.
VWF = W ∗ Sensitivity + (1−W ) ∗ Specificity (6.5)
whereW is the weight factor controlling the contribution of any class in the fitness
function. The value of W varies between 0 and 1. When W = 0.5, the VWF
reduces to EWF where the accuracy of both the classes is considered equally
important. When W > 0.5, the minority class contributes more to the fitness
and when W < 0.5, the main contribution towards fitness comes from majority
class.
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(a) AF (b) WF
(c) WSF (d) GF
Figure 6.3: Fitness functions
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Choosing the right value of W is a hard task and often varies from problem
to problem depending on the class imbalance ratio. In this thesis the value of W
is varied from 0.1 to 0.9 with an increment of 0.1 and its effect on the classifi-
cation accuracy is investigated. The investigation is based on receiver operating
characteristics (ROC) explained below.
Receiver Operating Characteristics
Receiver operating characteristics (ROCs) are graphs commonly used in med-
ical diagnosis. Recently ROC graphs have been widely adopted in machine learn-
ing because of their ability to give more accurate measure of accuracy for imbal-
anced datasets. An ROC graph is a two dimensional graph with TP rate along
y-axis and FP rate along x-axis.
Figure 6.4(a) shows an ROC graph with outputs of four discrete classifiers.
There are some important points and regions in this graph that need special
attention. The point (0,0) never makes a false positive mistake but never finds
a true positive as well. On the other hand the point (1,1) unconditionally labels
all the points in the dataset as true positives. The point (0,1) represents perfect
classification with 100% TP and 0% FP rate.
The dotted line (y=x) in the middle represents a random guess. For example
the classifier C in the Figure is a random classifier which makes a right guess for
TP 60% of time but also commits FP mistakes 60% of time. The performance of
random classifier always moves on this line and if TP rate increases so does the
FP rate and vice versa.
Any classifier in the lower left half is said to be conservative. It labels a
sample as TP only with strong evidence making very few FP errors but also has
low TP rate. A classifier in the upper right corner is said to be liberal because
it labels samples as TP with weak evidence, labelling nearly all the samples as
TPs resulting in high FP rate. In the Figure, the classifier B is more conservative
than A. Since in many real life problems the TPs are more important than TNs,
any classifier working the in upper left half of the graph is more interesting.
A classifier performing below the dotted line is worse than random guessing
but can still be useful if negated. With negation its TPs become FNs and FPs
become TNs and it can perform in the upper right plane. Such a classifier is said
to have useful information but mainly for TNs.
Normally a classifier produces one single point in ROC graph and is called a
discrete classifier. For binary classifiers there is a way to get a set of operating
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Figure 6.4: (a) ROC graph showing four classifiers (b) ROC curve showing per-
formance of a classifier at different thresholds
points on the ROC graph and make a curve by varying the threshold. Static
threshold technique was discussed in previous section and same technique is nor-
mally used for obtaining a set of points. The static threshold can be varied in a
way to start from low TP ratio and move to a high TP ratio gradually. A set of
operating points will be obtained which can be used to draw a curve. One such
curve with a set of ten hypothetical operating points is shown in Figure 6.4(b).
Probably a threshold between point 5 (0.1,0.75) and point 6 (0.2,0.85) would be
a good compromise between TP and FP rate.
Since we are using PDF based threshold detection which gives us the optimal
threshold point between two classes maximising both TPs and TNs, a set of points
for plotting ROC cannot be collected using threshold technique. The variation in
W for VWF which gives a set of operating points is used in this research to plot
the ROC curve. Although this is different to traditional way but gives a good
picture for evaluating the optimum value of W .
6.4 Improved CPS with Multiple Offspring
The crossover phenomenon was explained in Chapter 3 in which the two sub trees
of parents are swapped with each other. Generally the point of crossover between
two parents is chosen randomly. The steps of general crossover process can be
written as
1. Randomly pick two parents from the population.
2. Randomly chose a point of crossover on each parent and swap sub trees to
create children.
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The traditional crossover operation (discussed above) could be constructive
or destructive depending on the point of crossover. A simple example is used to
describe its destructive effect.
Consider the tree shown in Figure 6.5. Assume that the sub tree with dark
grey nodes (4-6) is a good tree. A tree is a good tree if it can contribute to the
final optimum solution. There are 15 crossover points available in this tree. If
the crossover point is chosen randomly then the probability that this good sub
tree will be disrupted is 2/15 or 13.33%. Assume that a GP crossover takes place
and it finds a new good sub tree. The new good sub tree consists of the dark
grey and light grey nodes (2-9). The probability that this new good sub tree will
be disrupted by randomly chosen crossover point is 7/15 or 46.67%.
It is clear from the discussion above that as GP crossover finds new good sub
trees by assembling small good sub trees, the chances of the new larger good tree
being broken by a crossover increase. This discussion clearly highlights the self
destructive nature of crossover. In fact it can damage the optimum solution in
more than one ways, e.g., even if the good block survives in next crossover there
is a possibility that a new sub tree is added in this crossover which nullifies the
effect of good sub tree.
The conclusion of the above discussion is that crossover is both constructive
and destructive. Although many strategies have been proposed to control the
point of crossover, none has been widely adopted. In [90], a cultural algorithm
was used to select the crossover points for crossover. It was reported that the new
crossover improved the performance but only for symbolic regression problems.
D’haeseleer [91] proposed strong context preserving crossover (SCPC) which only
permitted the crossover between two parents at nodes which were at the same
position. He reported modest improvements with SCPC. Brood recombination
was proposed by Altenberg [92] in which fitter individuals are allowed to produce
more offspring. Part of this approach has been used in this thesis.
The concept of CPS for classification problems was introduced in the last
chapter and it has been used here again. In this chapter the individuals qualified
for crossover through CPS process are allowed to produce more offspring and the
best out of those offspring are selected. This is similar to crossover in nature be-
cause in any natural crossover, some parents produce more offspring than others.
Some of the offspring survive and some cannot. The full process can be described
as
1. Randomly pick two parents from the population.
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Figure 6.5: A GP tree
2. Check that the two parents qualify for CPS criteria (explained in previous
chapter).
3. If they do not qualify just choose the crossover point randomly using stan-
dard process and create two offspring.
4. If they qualify for the CPS process, randomly choose N (10 in this study)
crossover points on parent trees (5 on each tree) such that each crossover
point is different to others, each time creating two different offspring.
5. Evaluate fitness of all offspring, sort them by fitness and select the best two.
6. The best two are included in the new generation while all other offspring
are discarded.
Although the destructive crossover may still destroy the good tree but by this
strategy the two parents expected to find optimum solution (found using CPS)
are given a fair chance to produce many offspring, each with a different crossover
point.
6.5 Experiments and Results
All the experiments, results and analysis is presented in this section. The section
is divided into two subsections. In first subsection a comparison between CPS
and Improved CPS is presented showing the superiority of the later. In the sec-
ond subsection a comparison between different evolved GP solutions, employing
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Table 6.1: Parameters used for the experimental work
Parameter Standard Value
Number of Generation 200 (Exp-C)
Population Size 100-25 (Exp-C)
Function Pool
(plus, minus, times, mydivide,
mysquare, mysqrt, reciprocal, sin,
cos, myasin, myacos, tan, tanh,
negator, abs, mylog)*
Terminal Pool 8 attributes
Genetic Operator Crossover, Mutation
Operator Probability 0.6, 0.4
Tree Generation Ramped half-and-half
Initial Maximum Depth 6
Maximum Depth 28
Selection Operator Roulette
Elitism Half-elitism
* All the functions starting with ”my” are protected functions.
different fitness function is presented in terms of majority, minority and overall
classification accuracy.
All the experiments are performed using the parameters shown in Table 6.1.
The Exp-C (explained in previous chapter) has been used for all the training.
Exp-C evolves to 200 generations, starting with 100 individuals but later reducing
individuals to 25 at 50th generation by picking the best 25 individuals out of 100.
The dataset1 of the diabetes dataset (the first of the 10 subsets of the diabetes
dataset explained in previous chapter) has been used for all the experiments. For
all the experiments the TPs and TNs for fitness evaluation are found using PDF
based threshold scheme.
6.5.1 Comparison Between CPS and Improved CPS
The experimental result in this section give a comparison between CPS and Im-
proved CPS, used for improving the performance of genetic operator crossover.
The comparison is based on the AF, achieved by both variations during training.
Since GP is a stochastic algorithm, the training experiments for both variations
were repeated 50 times. The results are summarised in Table 6.2. For each run
of the experiment (50 in total) one best tree was produced. The first row of the
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Table shows that which genetic operator was used to produce the best solution.
For CPS out of 50, 19 best solutions were produced by CPS compared to 25 and
6 by crossover and mutation. Since CPS is supposed to perform better than sim-
ple crossover it should be dominant in producing final solution in order to have
better average accuracy.
In improved CPS the number of best solutions produced by CPS increase to 31,
followed by crossover and mutation with 12 and 7 best solutions. This increase is
due to the fact that CPS has been given the relaxation of producing ten offspring
in every crossover and best two out of those ten are selected. The second row of
the Table shows the AF achieved for solutions produced by mutation, crossover
and CPS. For CPS the solutions produced by mutation have the lowest accuracy
(75.7%), followed by crossover (76.7%) and CPS (77.1%). The trend in improved
CPS is same with mutation having the lowest accuracy (75.6%), followed by
crossover (76.8%) and CPS (78.1%).
The accuracy for CPS in improved CPS algorithm has increased by 1% due
to the fact that multiple swapping points are tested during crossover producing
multiple individuals and the individuals with the best performance are selected.
The last row of the Table shows the overall classification accuracy for all the 50
individuals. The overall classification accuracy of improved CPS is comparatively
better than CPS for the reason that there were more best individuals produced
by CPS criteria in improved CPS than CPS (31 compared to 19), increasing the
overall classification accuracy.
The above discussion shows that the improved CPS increases the chances
of finding the best individual by giving a chance to CPS selected individuals
to produce more offspring. The results show that in improved CPS, the CPS
generated individuals dominate the set of best individuals resulting in high overall
accuracy. For these reasons the rest of all the experiments are conducted using
improved CPS training algorithm.
6.5.2 Comparison of Fitness Functions
This section focuses on finding the statistical differences in terms of sensitivity,
specificity and accuracy between different GP fitness functions. Table 6.3 gives
the sensitivity, specificity and accuracy values for different fitness functions aver-
aged over 50 runs. The performance is given for both training and test data sets
where PDF based threshold technique is used for finding the TPs and TNs.
As expected, the AF fitness function performs poorly for minority class (the
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Table 6.2: Comparison of CPS vs Improved CPS using AF for 50 runs
Measure CPS Improved CPS
Mutation Crossover CPS Mutation Crossover CPS
Best so-
lution
6 25 19 7 12 31
AF (%)
75.7 ±
2.8
76.7 ±
3.0
77.1 ±
2.3
75.6 ±
2.7
76.8 ±
2.8
78.1 ±
2.4
Overall
AF (%)
76.7 77.4
diabetes class), resulting in low sensitivity and high specificity. Although the
overall accuracy for AF fitness is higher than all other fitnesses, the low sensitiv-
ity makes it trivial. In contrast EWF has low overall classification accuracy but
provides a balance between sensitivity and specificity. Since the specificity repre-
sents the majority class, any change in specificity is more influential in changing
overall accuracy and for this reason for EWF, despite an increase in sensitivity,
the overall accuracy has decreased due to decrease in specificity. The WSF fitness
showed the poorest performance and has the lowest accuracy. Its specificity is
similar to EWF for the training data but for the test data both sensitivity and
specificity are low resulting in a poor classification accuracy. The results of GF
are almost same as EWF with slight variations and it also gives a good balance
between sensitivity and specificity.
The results of the Variable VWF are summarised in Table 6.4. The weight
in this fitness function controls the contribution of sensitivity and specificity in
fitness evaluation. The value of weight has been varied from 0.1 to 0.9 and
results in terms of sensitivity, specificity and accuracy are presented in Table 6.4.
The results demonstrate that a good balance between sensitivity and specificity
is achieved at W = 0.5 (same as EWF). None of the other weights provide a
better balance between two quantities. As expected the specificity is high for
W < 0.5 and sensitivity is high for W > 0.5. The overall accuracy is maximum
at W = 0.3 where majority class is favoured. Based on these results it can be
said that a weight slightly favouring the majority class results in best overall
classification accuracy. At more extreme weights the accuracy decreases which is
not surprising as it results in highly biased classifiers.
In order to better visualize the effect of weight on performance an ROC is
drawn using different values of weight in Figure 6.6. Figure also shows that an
equal weight gives a good balance between sensitivity and specificity and at any
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Table 6.3: Performance comparison of different fitness functions averaged over 50
runs
Training Results
Fitness Sensitivity (%) Specificity (%) Accuracy (%)
AF 51.0 ± 8.4 91.5 ± 3.13 77.4 ± 2.6
EWF 70.5 ± 5.7 74.1 ± 4.10 72.8 ± 1.5
WSF 63.1 ± 32.3 73.2 ± 2.12 69.7 ± 7.4
GF 72.2 ± 6.6 74.4 ± 5.15 73.6 ± 1.9
Test Results
AF 46.3 ± 13.3 91.2 ± 2.3 75.5 ± 3.6
EWF 71.6 ± 8.23 75.4 ± 6.7 74.2 ± 2.9
WSF 60.4 ± 30.1 68.6 ± 22.6 65.7 ± 7.6
GF 71.5 ± 7.82 74.4 ± 4.7 73.4 ± 2.6
value above or below this weight, a compromise for one of the quantities need to
be made. For example at W = 0.6 an increase in sensitivity is achieved at the
expense of decrease in specificity and opposite is the case on the other side of the
weight. As a general rule it can be said that an equal weight provides the best
balance in all the quantities.
6.6 Summary
This chapter develops a GP based approach for handling classes with imbalanced
datasets with particular emphasis on classification technique and fitness function.
The classification technique translates the output of GP individual to a label
referring to a particular class. The fitness function quantifies the performance
of GP individual by comparing the predicted class label to actual class label.
Moreover, a technique is proposed which tries to increase the role of traditional
CPS strategy, introduced in previous chapter. The imbalanced diabetes data has
been used for testing all the techniques.
The CPS strategy enhances the performance of traditional crossover by favour-
ing crossover between individuals having different strengths and weaknesses. The
candidates selected for crossover through CPS process are expected to produce
offspring, performing better than most of the individuals in the population. In
traditional CPS only two individuals are produced through crossover and many
other potential offspring are neglected. In an improved CPS algorithm proposed
in this study, multiple (ten) offspring are produced by individuals selected by CPS
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Table 6.4: Performance of variable weighted fitness (VWF)
Training Results
W Sensitivity (%) Specificity (%) Accuracy (%)
0.1 9.25 ± 9.7 99.5 ± 0.35 68.0 ± 3.20
0.2 18.6 ± 12.7 97.9 ± 1.70 70.3 ± 3.40
0.3 43.6 ± 7.50 92.8 ± 4.60 75.6 ± 1.40
0.4 62.2 ± 4.20 82.3 ± 2.50 75.3 ± 1.20
0.5 71.1 ± 4.40 74.7 ± 3.80 73.4 ± 1.70
0.6 86.4 ± 6.10 58.2 ± 7.60 68.1 ± 3.90
0.7 93.2 ± 7.00 36.4 ± 13.6 56.2 ± 6.70
0.8 98.5 ± 1.80 15.5 ± 12.0 44.4 ± 7.20
0.9 99.6 ± 0.20 8.40 ± 32.0 40.2 ± 2.10
Test Results
0.1 6.67 ± 9.53 96.2 ± 3.30 64.8 ± 4.60
0.2 18.5 ± 14.4 97.2 ± 2.30 69.6 ± 4.50
0.3 41.1 ± 8.30 93.6 ± 3.40 75.2 ± 1.80
0.4 61.5 ± 6.30 83.8 ± 4.30 76.0 ± 3.10
0.5 72.6 ± 5.80 71.6 ± 9.00 71.9 ± 5.30
0.6 85.2 ± 6.30 49.8 ± 8.60 62.2 ± 5.50
0.7 93.0 ± 4.40 27.4 ± 17.2 50.4 ± 10.4
0.8 97.4 ± 3.50 10.4 ± 8.70 40.9 ± 4.80
0.9 97.5 ± 1.80 4.60 ± 4.22 37.1 ± 2.80
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Figure 6.6: ROC curve for different fitness weights
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process, each time with a new crossover point and the best two out of these ten in-
dividuals are selected. This surely gives a fair chance to CPS selected individuals
to search for optimum solution by having multiple crossovers. The experiments
on diabetes data demonstrate that the number of best individuals having CPS as
origin increase in improved CPS algorithm, resulting in better average accuracy.
A non-static classification strategy is used in this study which is based on the
PDF of underlying classes. This strategy gives the optimum threshold point be-
tween two classes where the distributions of two classes overlap with each other,
maximising the separability of two classes. This strategy performs better than the
traditional static classification strategy because of its ability to shift the threshold
according to the output of GP individual. This chapter also analyses the perfor-
mance of different fitness functions in neutralising the influence of majority class
in evolution process. The imbalanced diabetes dataset has been used for all the
experiments. The experiments for the classification of this binary classification
problem reveal that the traditional AF measure fails to do justice to both classes
during evolution and results in biased classifiers towards majority class. These
classifiers show high accuracy for the majority class and poor accuracy for the
minority class.
The EWF and GF use average classification accuracy of different classes as
fitness measure. Both of these fitness functions show a balanced accuracy for
both the classes without showing any bias towards any class. The only drawback
is the low overall accuracy because of the lower accuracy of the majority class.
The WSF performs worst among all fitness functions and shows poor performance
for both the classes. A VWF has been introduced which varies the contribution
of the majority and minority class in fitness function by changing weights. The
results evaluated using ROC curve showed that an equal weight gives the best
compromise for sensitivity, specificity and overall accuracy. Any weight on ei-
ther side of equal weight results in biased classifiers despite having high overall
accuracy.
In a nutshell the experiments in this chapter show that the choice of fitness
function is an important factor for evolving unbiased classifiers showing good
accuracy for all the classes. A poor choice of fitness function can result in highly
biased classifiers, despite having good overall accuracy.
Chapter 7
Multi-Class Classification Using
Genetic Programming
The application of GP for binary classification problem (detection of diabetes)
was presented in the previous chapters. In this chapter the application of GP for
multi-class classification is discussed. An efficient method for extending the role
of GP to multi-class classification is presented. KNN, a simple machine learning
classifier has been used within GP for fitness evaluation, enabling GP to handle
multiple modulations. Automatic modulation classification (AMC), briefly dis-
cussed in Chapter 4 has been used as multi-class problem. Four modulation types
have been used as underlying classes.
The chapter is organised as follows: history of GP as a classifier and extensions
within GP to make it suitable for multi-class classification are discussed initially.
Automatic modulation classification, a multi-class problem, used as case study
is discussed in detail. The feature set used for this study and extraction of
those features is also discussed. The proposed system and its different steps are
presented. At the end, experimental results and comparison with other methods
showing the superiority of the proposed method is presented.
7.1 Multi-Class Classification
The study of classification methods for separating more than two classes is called
multi-class pattern recognition. It has a variety of applications, such as speech
recognition [93, 94], text recognition [95, 96], network intrusion [97], etc. Most of
the classifiers are originally built for binary classification problems, e.g., SVM,
Perceptron, etc. Generally, an optimised decision boundary is made between any
two classes to differentiate them.
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One popular approach for extending the role of any binary classifier from bi-
nary to multi-class classification is to use multiple binary classifiers. The final
decision about the class of a test sample is made by combining the results of all
the binary classifiers. A number of approaches are present in the literature to
decompose a multi-class classification problem into multiple binary class prob-
lems. Some familiar approaches are, decision making by voting, decision making
by confidence value and decision making by error correction.
Second approach is to modify the original binary classification algorithm to
support the multi-class classification. Some of the algorithms can naturally be
extended to multi-class case, e.g., KNN, neural networks, decision trees, etc.,
while some other methods need major changes to be able to handle multiple
modulations. The second approach has been used in this thesis to deal with
multi-class problems and for this reason only this approach is discussed in detail.
In this study GP in combination with KNN has been used for multi-class
classification. The role of KNN is to help GP in handling multiple modulations
and details are provided in the upcoming sections. Multi-class classification us-
ing GP is not new and there have been numerous attempts previously to use GP
for multi-class classification. Kishore et al. explored the feasibility of GP for
multi-class problems for the first time [35]. A GP classifier expression (GPCE)
was evolved as a discriminating function for each class. A strength of association
(SA) measure was associated with each GPCE representing its effectiveness. Var-
ious issues that arise during GP based classification such as creation of training
dataset, the role of incremental learning, the functions to be used in function set,
conflict resolution for uniquely assigning a class were also discussed. GP was used
to develop a decision support system for vehicle dispatching in [98]. A population
of utility functions that evaluate vehicles for service requests was evolved.
In [99], GP was used for data preprocessing, to decide automatically whether
to do feature selection or feature generation. The method was computationally
expensive. In another research Kotani et al. [100] used GP with KNN for feature
generation and concluded that GP is an effective tool for feature generation.
Few more approaches to use GP as a classifier are discussed in Chapter 3 and
interested readers can consult Section 3.5.2.
In this chapter, GP is applied for the classification of four digital modulations,
a multi-class pattern recognition problem. Cumulants as features are extracted
from received signal and used as input features for training GP. The evolution
process of GP is guided by KNN which evaluates the fitness function of GP gener-
ated features. The final solution produced by GP is tested using KNN classifier.
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The experimental results are evaluated, exploring strengths and weaknesses of
the proposed method against other popular methods.
7.2 Automatic Modulation Classification
7.2.1 Signal Model
A general expression for received baseband waveform can be written as,
y(n) = Aej(2pifonT+θn)
∞∑
l=−∞
x(l)h(nT − lT + ǫTT ) + g(n) (7.1)
where A is the unknown amplitude factor, fo represents carrier frequency offset,
T is the symbol spacing, h(.) represents the residual baseband channel effects,
θn is the phase jitter which may vary from sample to sample, x(l) is the symbol
sequence, ǫT is timing error, and g(n) is additive white Gaussian noise (AWGN).
The working environment is assumed to be synchronous and coherent which
implies that carrier frequency, data rate and channel coefficients are already
known. In practice these parameters are not always known, e.g., these param-
eters need to be estimated in a furtive environment where signal is intercepted
stealthily. However, in some civilian applications these parameters are readily
available and one example is the multi carrier (MC) - code division multiple ac-
cess (CDMA). In MC-CDMA the carrier frequency and data rate are assumed to
be known since the modulation type does not depend on these factors [58, 101].
If the carrier frequency is unknown, the power spectral density (PSD) of the
received signal can be used to get an estimate of the carrier frequency and base-
band in-phase (I) and quadrature (Q) parts of the signal can be recovered using
quadrature filter. Various high resolution spectral analysis methods can be used
to refine the carrier frequency [102, 103]. A standard fractional sampling scheme
can be used to estimate symbol timing and the symbol rate can be obtained using
tracking loop [104].
Another assumption made is that the channel effects have been equalized and
the residual channel effect h(.) is negligible. Constellation independent algorithms
are available to equalize the effects of the pulse shaping filter and the linear
channel. Godard’s algorithm [105] and the constant modulus algorithm (CMA)
[106, 107] can be used for this purpose. The parameters, such as T (the symbol
timing), fo (the carrier frequency offset), ǫT (timing error) and θn (phase jitter)
are assumed to be known. All the above assumptions lead to a simpler model
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Figure 7.1: The constellation diagrams of the modulations considered in this
study
which can be written as,
y(n) = Ax(n)e(−j2pifo) + g(n) (7.2)
where y(n) is the complex envelop of the received samples. The real and imaginary
parts of x(n) are the I and Q components of the received signal. The I and Q
parts of the signal can be plotted in a two dimensional scatter plot to get the
constellation diagram of the received signal. Each modulation type has a unique
constellation diagram. Constellation diagrams for different modulation types used
in this study are given in Figure 7.1.
Figure 7.1 shows the signal constellation diagrams under ideal scenario with-
out any Gaussian noise (SNR = ∞), which is not the case in real life. Figure 7.2
and 7.3 show the constellation diagrams for 16QAM and 64QAM under AWGN
channel with SNR = 20 dB and SNR = 10 dB respectively. One can see that
with decrease in SNR the constellation diagram is distorted, making it difficult
to differentiate between different types of modulations.
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Figure 7.2: 16QAM and 64QAM constellations at an SNR of 20 dB
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Figure 7.3: 16QAM and 64QAM constellations at an SNR of 10 dB
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7.3 Problem Statement
Given N samples of the received signal y(n), with m possible modulation types,
Mj , such that
Mj = xj1, xj2, ..., xjPj , where j = 1, 2, ..., m (7.3)
where xjk is a point in the constellation and Pj are the total points in that
constellation. The received signal y(n) and constellation Mj has been normalised
to unit power. The task is to find out the underlying constellation in the received
noisy signal y(n), without having any information about the original signal sent
by the sender.
7.4 Background
There are two types of classification approaches that are generally used for auto-
matic modulation classification (AMC), likelihood based (LB) approach [108–122]
and feature based (FB) approach [52, 123–159]. The former is based upon the
likelihood function of the received signal and a decision about the modulation of
the received signal is made by comparing the likelihood function of the received
signal against a threshold. This solution is optimum in the Bayesian sense as
it minimizes the probability of false classification. This optimal solution suffers
from computational complexity problem. In FB approach, several features are ex-
tracted from the received signal and a decision is made according to their observed
values. FB method may not be optimal, but it is usually simple to implement
with performance near to optimal if designed properly. Once the modulation
type of an incoming signal is identified, it is easy to do signal demodulation and
information extraction. A complete survey on different approaches employed for
AMC is given in [160].
7.4.1 Likelihood Based Approach
In this approach, AMC is considered as a hypothesis testing problem. The prin-
ciple of this method is based upon the probability density function (PDF) of
the incoming signal. The idea behind this method is that the PDF of the ob-
served signal contains all the information needed for signal classification. It treats
AMC as a hypothesis testing problem and compares the likelihood function of
an incoming signal with a threshold value. The fundamental assumption made
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in this approach is that the PDF of the incoming signal is already known. If
the actual PDF of unknown parameters is identical to the assumed PDF, the LB
method gives optimal solution in the sense that it minimizes the probability of
false classification.
This method is further divided into many sub categories depending upon the
model chosen for the unknown quantities, Average likelihood ratio test (ALRT),
Generalised likelihood ratio test (GLRT), Hybrid likelihood ratio test (HLRT),
Quasi ALRT (QALRT) and Quasi HLRT (QHLRT). ALRT treats unknown pa-
rameters as random variables with certain PDFs, GLRT treats unknown param-
eters as unknown deterministic, and the HLRT is a combination of other two
approaches. LB approach makes a lot of assumptions and the model itself is
computationally complex, and for this reason most of the focus in recent litera-
ture has been on FB approach and the same approach is considered in this thesis.
Since we are using FB approach in this study, details about LB approach are
skipped and interested readers are encouraged to consult [160] for more details.
7.4.2 Feature Based Approach
This approach can be divided in two stages: at the first stage some features
are extracted from the received signal for data representation and at the second
stage a decision is made according to the values of the features extracted at the
first stage. Examples of features that could be extracted are the variance of
centred normalized signal amplitude, phase and frequency [52], the variance of
zero crossing [127, 128], the variance of magnitude of signal wavelet transform
[129], the phase PDF [131,132] and its statistical moments [133–135], cumulants
[139–142], etc. Some other methods involving fuzzy logic [143] and recovery of
the constellation shape [144] have also been used for AMC. At the second stage
numerous methods could be adopted for decision making. For example Euclidian
distance [139–142], Hellinger distance [145], and clustering methods [146] have
been used for decision making. Since FB method is adopted in this research, a
literature survey of FB method is given below.
Literature Review
Dobre et al. [123] proposed a new set of four features exploiting distinctive char-
acteristics of the signals. The features were the correlation between in-phase and
quadrature components, the power of the quadrature component, the average
of the signal and the sixth order cyclic moments. The modulations used were
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amplitude modulation (AM), the suppressed carrier double-sideband (DSB), up-
per sideband (USB), lower sideband (LSB), binary phase shift keying (BPSK),
QPSK, 8-PSK, 16QAM and 64QAM.
In [124], Wong and Nandi used a combination of statistical and spectral fea-
tures for classification of 2ASK, 4ASK, BPSK, QPSK, 2FSK, 4FSK, 16QAM,
V29, V32 and 64QAM. GA was used for selecting optimal feature subset. ANN
with multi-layer perceptron (MLP) was trained using the optimal subset of fea-
tures. Two types of training algorithms namely, back propagation with momen-
tum and adaptive learning rate, and resilient back propagation were used. A
separate validation dataset was used to generalise the ANN classifier. The over
all classification accuracy achieved was promising at the expense of increased com-
putational complexity. Nandi and Azzouz [126] used two different approaches for
classification of a large set of modulations. The first approach was Likelihood
based while the second approached involved ANN.
Hong and Ho [129] introduced wavelet transforms for the classification of PSK,
FSK and QAM signals. The wavelet transform was used to extract the transient
characteristics of modulated signal under AWGN channel and the distinct pat-
tern of each wavelet transform was used for simple identification of modulations.
Swami and Sadler [130] proposed a hierarchical scheme employing fourth order
cumulants for classification of a large set of modulation types. The method pre-
sented was robust in the presence of carrier phase and frequency offsets. The
drawbacks were, the assumed noiseless conditions and the high number of data
samples (more than 10,000) for more difficult QAM modulations.
Yang and Soliman [131] presented a method based on the phase density func-
tion of the incoming signals. The Tikhonov phase density was assumed to be
the density of the received signal. The signals used were continuous wave (CW),
BPSK, QPSK and 8PSK. Yang and Liu [132] improved the method presented
in [131] by deriving an asymptotic classifier using the exact phase density func-
tion of the incoming signal. The performance of the algorithm was demonstrated
through an example and it was shown to be more effective compared to the results
achieved in [131]. In another research [134] Soliman and Hsue used statistical mo-
ments of the signal phase to classify MPSK modulation types. They developed a
decision rule based on a hypothesis test, deriving an analytic expression for the
probability of misclassification.
Schreyogg and Reichert [137] used Discrete Fourier Transform (DFT) of the
phase histogram and knowledge about the distribution of the magnitude to clas-
sify QAM signals. Swami, Barbarossa and Sadler [138] proposed a method based
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on constant modulus algorithm (CMA) for classification of QAM signals in a
frequency selective fading channel. CMA-initialised alphabet matched algorithm
was used for equalisation purpose to remove inter-symbol interference while a
low-complexity adaptive classifier based on fourth order cumulants was used for
classification. In [139], Spooner proposed the use of sixth-order cyclic cumu-
lants for signals corrupted by co-channel interference and AWGN. It was shown
through experiments and simulations that use of sixth order cyclic cumulants
provides benefits in certain situations.
Dobre, Ness and Su [140] used the fourth, sixth and eighth-order cyclic cu-
mulants for classification of ASK, PSK and QAM signals. In another research
[141], the same authors performed classification of QPSK, 16QAM, 64QAM and
256QAM using cyclic cumulants. Classification of QAM signals was performed in
a fading environment by Dobre et al. [142] using cyclic cumulants. The method
presented was robust to the presence of phase offset and timing error. Wei and
Mendel [143] proposed a fuzzy logic based classification method for non-ideal
environments. The experiments showed that the fuzzy method performs con-
sistently better than other methods with increased computational complexity.
Mobasseri [144] used constellation shape for digital modulation classification in
the presence of AWGN. The modulations used were V.29, 8PSK and 16QAM.
The experiments showed that constellation shape exhibits considerable stability
in noisy and weakly synchronous environments. In [145], Huo and Donoho devel-
oped a simple fast and robust method based on counting. The method provided
high classification accuracy for high SNRs but the performance decreased sharply
below 10 dB SNR.
Swami and Sadler [146] used clustering technique based on the constellation
shape of the received signal. The technique worked very well for high SNRs
but at low SNRs all the constellation points reduced to a single cluster and it
was difficult to differentiate between different constellations. In [147], Taira and
Murkami proposed to use the statistical parameters of the signal for classifica-
tion of analogue modulated signals. The compactness of instantaneous frequency
distribution was used to differentiate between frequency modulated signals and
the results were promising over 10 dB SNR. A neural network based hierarchical
approach was used in [148]. It was demonstrated that hierarchical neural network
was more suited for AMC instead of single, large and fully connected network.
Experiments employing ten modulations were conducted showing the superiority
of the proposed method compared to other conventional methods.
Yoshioka et al. [149] proposed a method based on symbol selection in Rayleigh
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fading channels. Instantaneous amplitude and frequency were used as features
with nearest neighbour rule used as final classifier. Chung and Polydoros [150]
used an envelope based scheme for classifying FSK signals in AWGN channel. The
sum of squared envelopes along with pre-defined threshold values was used for
classification. In [151], Zhijin and Junna used Winger-Ville distribution (WVD)
for identification of FSK, PSK, FM and SSB signal. The WVD was used to extract
the frequency contents of the signal and the results verified that the method
was robust and effective. Yu, Shi and Su [154] used properties of amplitude
spectrum for classification of MFSK signals. They used a classifier based on Fast
Fourier Transform (FFT) and reported that the classifier works well for SNR
≥ 0 dB. Table 7.1 gives detailed information about different FB methods [160].
Beside these there are many other FB methods present in literature and interested
readers can consult [160].
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Table 7.1: Summary of feature based methods
Author(s) Feature(s) Modulations
Unknown
Parameters
Channel Comments
Azzouz and
Nandi [52]
Power spectral den-
sity of amplitude,
standard deviation
of amplitude, phase
and frequency
BPSK, QPSK, 2FSK,
4FSK, 2ASK, 4ASK
————— AWGN
A wide range of analogue
and digital modulation
classification discussed.
Hsue
and Soli-
man [127,128]
Variance of zero
crossing interval
sequence, phase
difference and zero
crossing interval
histograms
BPSK, QPSK, 8PSK,
2FSK, 4FSK, 8FSK
————— AWGN
Simple and efficient,
works only at high
SNRs.
Hong and Ho
[129]
Variance of wavelet
magnitude
QPSK, 16QAM,
4FSK
————— AWGN
The modulations consid-
ered were easy to classify.
Swami and
Sadler [130]
Fourth order cumu-
lants
BPSK, QPSK, 8PSK,
16QAM, 64QAM,
V29, V29c, V32,
4ASK
Phase, fre-
quency and
timing offset
AWGN,
Co-
channel
interfer-
ence
Noiseless conditions as-
sumed for difficult mod-
ulations, large number of
samples used.
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Spooner [139]
Sixth order cyclic
cumulants
QPSK, MPSK,
8QAM, 16QAM,
64QAM, 256QAM,
V29
Frequency
offset
AWGN,
co-channel
interfer-
ence
Large number of samples
were used.
Dobre et al.
[140]
Eighth order cyclic
cumulants
BPSK, QPSK,
8PSK, 4ASK, 8ASK,
16QAM, 64QAM,
256QAM
————— AWGN
It gives very good results
for high SNRs but as-
sumes all the parameters
already known.
Dobre et al.
[141]
Fourth, sixth and
eighth order cyclic
cumulants
QPSK, 16QAM
Phase jitter,
frequency off-
set
AWGN,
impulsive
noise
Robust to frequency and
phase offsets but limited
to QPSK, 16QAM.
Dobre et al.
[142]
Eighth order cyclic
cumulants
4ASK, 8ASK, BPSK,
QPSK, 16QAM,
32QAM, 64QAM
—————
Rayleigh
and Ricean
fading
channels
Large number of samples
used.
Huo and
Donho [145]
Counting method QPSK, 6PSK ————— AWGN
Very easy, efficient and
robust method, lim-
ited to two modulation
schemes.
Yu et al. [154] DFT
2FSK, 4FSK, 8FSK,
16FSK, 32FSK
————— AWGN
Only MFSK signals con-
sidered.
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Shen et al.
[155]
Fourth order cumu-
lants
BPSK, QPSK, 8PSK,
π/4DQPSK
Frequency
offset, timing
error
AWGN,
Co-
channel
interfer-
ence
Used only for MPSK,
showed good results even
in the presence of fre-
quency offset.
Mirarab and
Sobhani [156]
Higher order cumu-
lants
BPSK, QPSK, 8PSK,
oQPSK, 4ASK,
8QAM, 16QAM,
64QAM, 256QAM
Frequency
offset
AWGN
Large set of modulations
considered, showed good
performance in the pres-
ence of frequency offset
but only at high SNRs.
Xi and Wu
[157]
Higher order statis-
tics
BPSK, QPSK, QPSK,
16QAM, 64QAM
—————
AWGN,
multipath
Rayleigh
fading
Showed good results in
the presence of multipath
fading.
Headley et al.
[158]
Cyclic spectrum,
neural networks
BPSK, QPSK, MSK,
FSK
————— AWGN
Works well for low SNR
conditions but suffers
from computational
complexity.
Hong [159] ICA BPSK, QPSK Signal power
AWGN,
fading
Works very good at low
SNRs, limited to two
modulation types.
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7.5 Data Preprocessing and the Feature Set
Signal model for a received baseband signal was presented in Section 7.2.1. The
received signal will have one of these modulations: BPSK, QPSK, 16QAM and
64QAM. The proposed system uses constellation diagram of each modulation.
The constellation diagram of each modulation is normalised to unit power before
the addition of any kind of noise. Data normalisation is important for making the
data stationary. The data was normalised according to the following equation to
make it of zero mean and unit variance
xˆk(i) =
xk(i)− x¯k
σxk
(7.4)
where i is the sample number, x¯k and σxk are the mean and the standard deviation
of the kth feature, respectively.
After normalisation, noise (AWGN in our case) is added to the original con-
stellation, and after that features are extracted from the noise corrupted signal.
Higher order statistical moments and cumulants are extracted as features from
the noisy signal. The moments and cumulants used in this study were explained
in Section 4.2.5. The noise used in this study is AWGN and the value of higher or-
der cumulants is zero for AWGN, so higher order cumulants of the received signal
consists of the source signal only. This property makes higher order cumulants a
perfect candidate (as features) for differentiating between different modulations.
The reason for choosing a particular set of cumulants (given in Section 4.2.5) is the
inability of other cumulants to differentiate between the modulations considered
in this study. For example, all modulations except BPSK have four fold sym-
metry, which theoretically means some of the cumulants will have zero value for
these modulations, and hence non-discriminating, e.g., the following cumulants
have zero value for these modulations.
{C11, C30, C21, C12, C03, C31, C13} = {0} (7.5)
The cumulants defined in Section 4.2.5 have been used in this study as fea-
tures. The values of those cumulants for different SNRs are given in Tables
7.2-7.4. It is clear from the tables that BPSK can easily be distinguished from
other modulations using any sixth order cumulant C60, C61, C62 or C63. QPSK
can also be separated from the other two using C63 and combination of some
other cumulants when the SNR is above 10 dB. Below 10 dB SNR, the difference
between cumulant values of QPSK and 16QAM, 64QAM is marginal, making it
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difficult to separate them. The situation for discrimination between 16QAM and
64QAM is even worse where there is hardly any difference between cumulants
values at 0 dB SNR. At 10 dB, C63 can be used to differentiate them but the dif-
ference is marginal resulting in poor classification accuracy. It can be concluded
that at high SNRs the cumulants can provide high classification accuracy, but
as the SNR decreases the margin between the values of cumulants for different
modulations becomes small, making classification difficult, especially for 16QAM
and 64QAM.
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Table 7.2: Cumulants values with standard deviation averaged over 1000 runs at an SNR of 20 dB and with 1024 number of samples
Cumulants BPSK QPSK 16QAM 64QAM
C40 -1.96 ± 0.01 0.98 ± 0.01 -0.66 ± 0.04 -0.60 ± 0.05
C41 -1.96 ± 0.01 0.00 ± 0.06 0.00 ± 0.05 0.00 ± 0.05
C42 -1.96 ± 0.00 -0.98 ± 0.00 -0.67 ± 0.02 -0.61 ± 0.02
C60 15.48 ± 0.06 -0.00 ± 0.41 -0.01i ± 0.30 -0.00 ± 0.28
C61 15.49 ± 0.06 3.85 ± 0.05 1.99 ± 0.15 1.74 ± 0.17
C62 15.49 ± 0.06 -0.00 ± 0.30 -0.01i ± 0.24 -0.00 ± 0.22
C63 15.49 ± 0.06 3.88 ± 0.02 2.03 ± 0.09 1.75 ± 0.09
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Table 7.3: Cumulants values with standard deviation averaged for 1000 runs at an SNR of 10 dB and with 1024 number of samples
Cumulants BPSK QPSK 16QAM 64QAM
C40 -1.65 ± 0.01 -0.82 ± 0.03 -0.56 ± 0.06 -0.51 ± 0.07
C41 -1.65 ± 0.01 0.00 ± 0.06 -0.00 ± 0.05 0.00 ± 0.052
C42 -1.65 ± 0.01 -0.82 ± 0.01 -0.56 ± 0.02 -0.51 ± 0.02
C60 11.98 ± 0.11 -0.01i ± 0.38 0.01 ± 0.28 -0.01 ± 0.28
C61 11.98 ± 0.11 2.98 ± 0.11 1.55 ± 0.18 1.34 ± 0.19
C62 11.98 ± 0.11 -0.010i ± 0.28 0.01 ± 0.21 -0.01 ± 0.20
C63 11.98 ± 0.11 3.01 ± 0.04 1.57 ± 0.09 1.36 ± 0.10
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Table 7.4: Cumulants values with standard deviation averaged for 1000 runs at an SNR of 0 dB and with 1024 number of samples
Cumulants BPSK QPSK 16QAM 64QAM
C40 -0.50 ± 0.09 -0.25 ± 0.11 -0.16 ± 0.12 -0.15 ± 0.13
C41 -0.50 ± 0.09 -0.00 ± 0.06 0.00 ± 0.06 0.00 ± 0.06
C42 -0.50 ± 0.09 -0.25 ± 0.04 -0.17 ± 0.05 -0.16 ± 0.05
C60 1.98 ± 0.52 0.01i ± 0.47 0.01i ± 0.53 0.01i ± 0.56
C61 1.98 ± 0.52 0.50 ± 0.22 0.25 ± 0.24 0.22 ± 0.25
C62 1.98 ± 0.52 0.01 ± 0.15 0.00 ± 0.15 0.00 ± 0.16
C63 1.98 ± 0.52 0.50 ± 0.12 0.26 ± 0.13 0.23 ± 0.13
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Figure 7.4: Block diagram of the modulation classification process.
7.5.1 Generation of Features
Generation of features is a feature transformation process, where new features are
generated by using combinations of the existing features. In this study GP is used
for feature generation which makes a single new feature by making combination
of the original features.
Different researchers have tried to transform the original features (cumulants
in our case) to new, less number of features by manually trying different com-
binations of the cumulants. Swami and Sadler [130], instead of using cumulants
directly, used normalised values of cumulants by dividing higher order cumulants
and lower order cumulants, and reported improvement in classification accuracy.
This encouraged other researchers to use modified cumulants or combinations of
cmulants for classification. Most of the methods in the literature created new
or normalised cumulants by combining or dividing existing cumulants. All these
methods used statistical distribution of cumulants to decide how to normalise or
combine cumulants. The process of selection of cumulants was manual, depending
on the intuition of the researchers. In this study, the process of finding the best
combination of cumulants has been automated by using GP. GP evaluates dif-
ferent combinations of input cumulants and returns the combination best suited
for classification for the given modulations. The full process will be explained
shortly.
7.6 The Proposed System
The general process of modulation classification is shown in Figure 7.4. The
process starts from the pre processing of the received data, followed by feature
extraction. This is followed by an optional process of feature generation. It is
optional because sometimes the features extracted from the preprocessed data
are directly fed to the classifier. In this research the feature generation process is
performed by GP which transforms the original features into new single dimension
feature. The generated features are passed to the classifier which is trained using
the training data. Finally the trained classifier is evaluated using the test data
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Figure 7.5: Block diagram of the proposed system.
and the classification accuracy is calculated.
In this study a variation of GP, aimed at making GP a multi-class classifier,
has been proposed. GP has been used in the past for multi-class classification
purpose and a detailed analysis was presented in Section 7.1. In this study GP has
been used to transform the original cumulant features into a new single feature
and KNN has been used for fitness evaluation of the new feature generated by
GP. The use of KNN in the feature evaluation process helps GP in multi-class
classification task. As the GP evolves, different combinations of the input features
(moments and cumulants) are tested by GP as possible candidate solutions for
separating the given modulations. In the past literature, the existing features
have been used for classification but a combination of those features should surely
return better performance than individual features. GP automates this complex
process of trying different combinations of the existing features in an efficient
way. Once GP returns the best individual, it is tested by KNN classifier, used
during fitness evaluation.
The proposed system is shown in Figure 7.5. The received modulation data
is normalised to unit power (processed) initially before being passed to the next
block where cumulants are extracted from the processed data. The cumulants
used in this study were explained in Section 4.2.5. The extracted cumulants are
fed to GP which uses them as input features. The main task during the evolution
of GP is to maximise the separation between underlying classes. The process is
guided by KNN which evaluates the fitness function and helps GP in handling
multiple modulations. The role of KNN for fitness evaluation and hence making
GP suitable for multi class classification is discussed in detail in Section 7.6.1. At
the end of evolution GP returns a new feature which is made up of combination
of input cumulants. The performance of this new feature in terms of separating
different underlying modulations is tested by KNN classifier at the last step.
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Figure 7.6: Feature distribution for 16QAM and 64QAM at an SNR of 10 dB and
1024 number of samples as returned by a GP-tree using KNN as fitness evaluator.
7.6.1 Fitness Evaluation Using KNN
Fitness function is an attribute of an individual which tells about the strength
of an individual in solving the given problem. The common trend in calculating
fitness is to have a set of predefined outputs and GP individual (tree) is asked to
produce those outputs from given inputs. The inverse of the number of mistakes
made by an individual is taken as the fitness of that individual. The higher the
fitness, the fitter is the individual. Here, we also take the inverse of the number
of mistakes made by an individual as the fitness of that individual but KNN
is used for calculating the mistakes made by that individual. Training data is
divided into two parts: reference data and evaluation data. The reference data is
used by the individual for making reference samples and evaluation data is used
to evaluate the individual and assign it a fitness value. The evaluation data is
different to the test data later used for testing of the best tree. For each of those
evaluation samples, distance from the all reference samples is calculated and the
most frequent class among k nearest neighbors is considered to be the class of
this sample. An example of reference feature space created for KNN classifier for
16QAM and 64QAM is given in Figure 7.6.
The formula for calculating the distance of test sample from neighbouring
samples is given as
der
2 = |fe − fr|2 (7.6)
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Table 7.5: KNN parameters
Parameters
Values
Reference samples Evaluation samples
Training 300 400
Testing 2000 40000
Value of k 19 19
where fe is the evaluation sample, fr is the reference sample, ∗ represents the
complex conjugate and der is the distance between the reference and the eval-
uation sample. Here, both reference and evaluation samples are the outputs of
the tree generated by GP. These are the new feature values obtained from ex-
isting cumulants. This way all the evaluations samples are given a class label
(predicted). The predicted class label is compared with actual class label to find
out the classification mistakes. The inverse of the number of wrong classifications
made by an individual is used as fitness value as given below
f =
[
n∑
i=1
ei
]−1
(7.7)
where f is the fitness function, n is the total number of classes (4 in our case) and
ei represents the number of wrong classifications made by the individual for class
i. The individuals having higher fitness values have less number of errors and have
better chances of transferring to the next generation. The testing experiments
related to GP (KNN) are explained in a later section.
Table 7.5 shows different parameters used for KNN. It shows the number of
reference and evaluation samples used for training and testing phase. The value
of k was chosen in a similar fashion as done in the previous chapter, where few
values of k were tested for a random modulation data and the one giving the
maximum performance was chosen. The value of k for all the experiments was
chosen as 19.
7.6.2 Complexity of the Proposed Classifier
Many researchers think that GP classifier will take a long time for classification
as the time for evolution could be very long but the computational complexity of
the final classifier is not to be confused with the training time of the classifier.
Once we get the final solution from training a GP, that final solution is used
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for classification and the computational complexity of training a GP does not
come into account while using the final solution. The final solution produced by
GP has inputs as cumulants and some functions from the function pool so the
complexity of this particular solution really depends on the particular cumulants
and functions used by final GP solution. The new GP solution is tested by KNN
classifier which has the complexity of O(nd) where n is the number of reference
samples and d represents dimensions of the reference data. Here we have used two
dimensional data in the form of complex numbers but the function pool contains
an abs function which returns the magnitude of complex number as output when
the input is a complex number. If the final solution is using abs function in the
last stage the final output could be a real value. In a nutshell, the complexity of
our final classifier is O(nd) + complexity of final solution.
7.7 Experiments and Results
7.7.1 Simple KNN Classifier
In this section the results are presented when the cumulants are directly tested
by KNN classifier. These results are obtained to test the effectiveness of KNN
and input features, without involving GP. This will help us to make a comparison
of input features performance with KNN against the new feature’s performance
(generated by GP with KNN). There are seven features used here for performance
evaluation of simple KNN classifier. These seven features are the cumulants
defined before in Section 4.2.5. The method is quite simple. Initially some of
the feature values are used as reference data for KNN. As there are seven input
features so this makes a seven dimensional space for KNN. After this some test
values of these features are given to KNN which finds out k neighbouring samples
using Euclidean distance. The class having the maximum number of neighbours
is considered as the class of test sample. The number of reference samples used for
KNN are 200, each modulation type having 50 samples. The number of samples
for test are 40,000, each modulation having 10,000 samples. The equation for
calculating the distance of test sample from reference samples is given below.
d2 =
7∑
i=1
|fi − fr|2 (7.8)
where fi is the input feature value and fr is reference feature value. The maximum
value of variable i is 7 which represents seven cumulant features. Table 7.6
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summarizes the result of simple KNN classifier. The analysis and comparison of
these results is given in the next section.
7.7.2 GP with KNN Classifier
In this section the results for GP generated features, with KNN as fitness evalua-
tor are presented. Some of the best trees (features) produced by GP are included
in Appendix A.2. The number of generations used for all the experiments was
100. The number of individuals in each of the experiments was 25. Total num-
ber of training experiments done is also 25 so the total number of individuals
or solutions created was 625. The best tree out of these 625 trees was tested
with test data and results are analysed here. All the training experiments have
been done in MATLAB/GPLab [161] environment. Testing experiments are also
carried in MATLAB/GPLab environment. The number of samples used are 512,
1024, 2048 and 4096 respectively, and the SNRs used are 5 dB, 10 dB, 15 dB
and 20 dB. For each value of SNR and number of samples, 10,000 realization are
produced. These 10,000 realizations are tested with the best tree and results are
summarized. Table 7.6 shows the results obtained for particular combination of
SNRs and number of samples. The results for simple KNN are also shown in the
same Table. It is clear from these results that GP (KNN) produces better results
compared to simple KNN classifier. The improvement in performance is espe-
cially noticeable for small number of samples and low SNRs, e.g., at 512 number
of samples and 5 dB SNR, the improvement in performance is about 5% while at
1024 number of samples and same SNR the improvement in performance is 6%.
There is less improvement in performance at high SNRs and number of samples
where the maximum improvement is about 1%. The improvement provided at
low SNRs and small number of samples is important since classification is most
difficult under these conditions.
The performance of GP for different SNRs and at 1024 number of samples
is given in Table 7.7 in the form of confusion matrix. The classification perfor-
mance for BPSK and QPSK is 100% in all the cases as shown in matrix. The
performance for 16QAM and 64QAM on the other hand is low and decreases
further with a decrease in SNR. From the Table it is can be concluded that the
main reason for low classification accuracy at low SNRs are 16QAM and 64QAM
modulations. One of the reasons of low accuracy for 16QAM and 64QAM is the
drift in GP during evolution towards the classes easier to separate. Since the first
two modulations are easier to classify, the evolution process pays more attention
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Table 7.6: Accuracy of performance (%) using KNN and GP-KNN with 1 stan-
dard deviation for different SNRs and number of samples
Method SNRs 512 1024 2048 4096
KNN
5 dB 79.0 81.0 91.0 96.0
10 dB 88.0 93.0 99.0 100.0
15 dB 90.0 97.0 100.0 100.0
20 dB 93.0 98.0 100.0 100.0
GP (KNN)
5 dB 84.0±4.0 87.0±3.0 92.0±3.0 97.0±2.0
10 dB 92.0±2.0 95.5±0.7 100.0±0.3 100.0±0.1
15 dB 96.6±2.0 98.7±0.4 100.0±0.1 100.0±0.0
20 dB 98.5±1.0 99.7±0.2 100.0±0.0 100.0±0.0
to them as they result in high overall classification accuracy. This ultimately
results in low accuracies for the 16QAM and 64QAM modulations. This problem
is addressed in the next chapter where the problem is tackled by dividing the
training process into two stages. The modulations difficult to separate at the
first stage are passed through another GP training stage for further separation.
7.7.3 Comparison with Existing Methods
This section gives a comparison of the proposed method with other methods
present in the literature. In this chapter comparison with only one of the re-
search which used exactly same modulations and same channel has been pre-
sented. More detailed analysis and comparison with many other methods present
in the literature will be presented in the next chapter. In [162], Wong, Ting
and Nandi presented results for the same modulations that we have used in this
research. They used Na¨ıve Byaes classifier and SVM classifiers with C42 and C63
as extracted features. Table 7.8 presents the results of Na¨ıve Bayes and SVM
classifier along with GP (KNN).
The SNRs used are 5 dB, 10 dB, 15 dB, 20 dB and the number of samples
used are 512, 1024, and 2048. The results demonstrate the superiority of GP over
other methods for all the SNRs and number of samples. The performance of the
Na¨ıve Bayes classifier is worst out of three methods especially at small number of
samples and low SNRs. As the SNR increases its performance starts to improve
and becomes comparable with the performance of SVM but is always less than
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Table 7.7: Confusion matrix for GP-Tree at different SNRs and at 1024 number
of samples
SNR Modulation Type BPSK QPSK 16QAM 64QAM
5 dB
BPSK 10000 0 0 0
QPSK 0 10000 0 0
16QAM 0 0 7655 2865
64QAM 0 0 2345 7135
10 dB
BPSK 10000 0 0 0
QPSK 0 10000 0 0
16QAM 0 0 9160 979
64QAM 0 0 840 9021
15 dB
BPSK 10000 0 0 0
QPSK 0 10000 0 0
16QAM 0 0 9756 298
64QAM 0 0 244 9702
20 dB
BPSK 10000 0 0 0
QPSK 0 10000 0 0
16QAM 0 0 9945 70
64QAM 0 0 55 9930
Table 7.8: Comparison of GP (KNN) with other methods in terms of classification
accuracy (%)
SNR Na¨ıve Bayes SVM GP (KNN)
in dB 512 1024 2048 512 1024 2048 512 1024 2048
5 82.4 85.9 89.7 83.0 86.0 90.0 84.0 87.0 92.0
10 90.0 93.9 97.7 91.2 94.8 97.6 92.0 95.5 100.0
15 93.5 97.0 99.4 96.4 98.3 99.2 96.6 98.7 100.0
20 94.4 98.1 99.7 98.3 98.9 99.4 98.5 99.7 100.0
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GP’s performance. The performance of SVM although better than Na¨ıve Bayes
but is always less than GP (KNN). The improvement in performance is more
evident at low SNRs and number of samples where the difference in performance
is 1% or more. As these two parameters increase, the performances become closer,
with GP (KNN) always performing better than SVM.
Complexity Comparison
Each of the methods (Na¨ıve Byaes, SVM, GP(KNN)) uses cumulants as features
and the cost of extracting cumulants is same for all of the methods which is
O(M), where M is the number of operations. For AMC, the complexity which
matters is the complexity of the final trained classifier which will be used for
testing. The complexity involved during training will not come into equation
while doing modulation classification. For this reason the complexity of all the
classifiers discussed in this section is the complexity involved during testing.
The computational complexity of Na¨ıve Byaes classifier is O(Np), where N is
the number of samples and p is the number of features involved. Only two features
(C42 and C63) were used in [162], so the total cost of Na¨ıve Byaes classifier is O(N).
The computational complexity of SVM classifier during testing is O(Nsvp), where
Nsv is the number of support vectors and p is the number of features involved.
For GP (KNN), the calculation of computational complexity is more complicated.
Since each GP training run produces a new GP feature which may be completely
different each time, the complexity of GP feature can vary a great deal. The
complexity of any GP feature depends on the functions used from the function
pool and the number of original features as terminal. Depending on the type of
functions used, the complexity can vary a lot. The new GP features are tested in
this research by KNN classifier which has a complexity of O(np), where n is the
number of reference samples and p is the number of features. Since GP produces
a super-feature, p will always be 1. So the total complexity of GP (KNN) would
be O(n) + the complexity of GP feature. Based on above discussion we can say
that the total complexity of GP (KNN) is more than the other two classifiers but
it is over-weighed by gain in performance.
7.8 Summary
Many methods have been presented in the past for making GP a multi-class clas-
sifier. One method used simple threshold values for different classes for evaluating
fitness value where GP features were trained to fit the corresponding classes in
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those thresholds. This method is simple and works well if the classes are dis-
tributed well in a non-overlapping manner but if there is considerable overlap,
the method fails. Another approach is to use multiple binary classifiers and in the
end combine results to get overall classification rate. For an n class problem, the
resources required for this method are n times the resources required for binary
problem. This method is suitable only if n is small because for a large n, a large
number of GPs need to be trained increasing the computational complexity.
A new approach to extend the role of GP for multi-class classification has
been proposed. Machine learning classifier KNN is used to make GP suitable
for multi-class classification. The classifier is used for fitness evaluation of the
features during training where the classification error rate is employed as fitness
value. The assignment of fitness evaluation task to KNN enables GP to deal with
multiple classes.
Modulation classification is used as a case study problem for evaluating the
performance of the proposed method. It is a well known communication prob-
lem and has various civilian and military applications. Four modulations BPSK,
QPSK, 16QAM and 64QAM which have gained much popularity in communica-
tion systems recently have been used. FB method using cumulants as features is
used for classification. The channel is assumed to be AWGN.
Although using cumulants as features have improved performance, but a com-
bination of cumulants will surely return better performance. In literature, differ-
ent combinations of cumulants have been tried but the combinations were made
manually by researchers. This is time consuming and it is still difficult to try all
the combinations. In this study, the process of combining cumulants to make a
new feature having more discriminatory power has been automated by using GP.
GP evolves different combinations and returns the combination best suited for
classification. The process is well guided by KNN which evaluates the ability of
each combination in separating the modulations.
The best combination returned by GP is tested using test data by KNN classi-
fier. The performance achieved is compared with Na¨ıve Bayes and SVM classifiers
at different SNRs and number of samples. The comparison shows the superiority
of GP (KNN) against other methods at all SNRs and number of samples. The
results show that classification accuracies of the classes which are easier to sepa-
rate are much higher than others. One possible reason is the bias in GP during
evolution towards the classes, easier to separate. This problem is dealt with in
the next chapter.
Chapter 8
Multi-Stage Genetic
Programming for Improved
Modulation Classification
8.1 Introduction
In the previous chapter we proposed a method for making GP suitable for multi-
class classification. The proposed method in comparison with other state of the
art systems showed considerable improvement. One of the drawback of the pro-
posed method, the favouritism shown by GP during training to easily separable
classes, was mentioned in the previous chapter. This drawback results in high
classification accuracies for some classes and low for others. In this chapter this
drawback is addressed by dividing the training process into two stages. A sepa-
rate second stage is used for the classes having low classification accuracy at the
first stage.
A similar drawback of GP, the inability to deal with imbalanced data, was
discussed in detail in Chapter 6. The favouritism shown by GP towards majority
class was tackled by a weighted fitness function. Although the problem faced
here is similar (GP’s favouritism to certain classes) but the cause of the problem
is different.
This chapter proposes a method to deal with this problem by dividing the
training process into two stages. At the first stage the classes difficult to separate
are treated as a single class and a second stage is used solely for separating the
difficult classes. The first stage is similar to the method presented in previous
chapter where KNN was used for fitness evaluation. The difference is that the
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difficult classes are treated as one class at the first stage and are separated at the
second stage. Different machine learning classifiers including SVM and ANN are
used at the second stage for binary classification. Since the problem is reduced to
binary classification at the second stage, Fisher criterion is also used for evaluating
fitness function (used for diabetes detection previously). A comparison of the
results using single and two stages is presented showing the improvement achieved
using two stages. Moreover, a comparison between different GPs (employing
different fitness evaluators) used at the second stage is provided.
The division of the classes (easy and difficult) has to be done before the
training process. The training process at each stage is performed according to
this division. In this research the statistical distribution of the original features
has been used to decide which classes are easier and which classes are difficult.
Although, the proposed system is specifically aimed at improving the classification
accuracy of modulation classification problem, it could be employed for any multi-
class classification.
The chapter is organised as follows: the proposed method and its different
stages are presented initially. Different fitness evaluators and their use in GP is
discussed in detail. The experimental results, analysis and comparison with other
methods is presented at the end.
8.2 System Design
In this chapter, a two stage genetic programming is developed to tackle the bias
shown by GP during training towards classes, easier to classify. In the last chap-
ter, KNN based fitness evaluator was developed within GP paradigm to enable
GP in handling multiple classes. Modulation classification was used as a case
study problem with four modulations BPSK, QPSK, 16QAM and 64QAM. Cu-
mulants were extracted as features from the received noisy modulated data. The
statistical distribution of the cumulants for different SNRs showed that BPSK and
QPSK are easier to classify compared to the other two modulations (see Table 7.2
- Table 7.4). It was demonstrated through experiments that the evolution of GP
was biased towards BPSK and QPSK, resulting in poor classification accuracies
for 16QAM and 64QAM. In this chapter a new method is proposed which divides
the training process of GP into two stages where the second stage is solely de-
voted for the classification of 16QAM and 64QAM. Introduction of stages helps to
improve the classification accuracies and it is demonstrated through experiments.
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8.2.1 Two-Stage GP
The choice of classes for the two stages was not only based on the statistical dis-
tribution of features but the previous literature also helped to make this decision.
In [130], Swami and Sadler gave a detailed analysis of AMC for different mod-
ulation schemes. They used higher order cumulants for classification of a large
set of modulation schemes. They also did classification of BPSK, QPSK and
QAM(>4). Their results showed that the classification of 16QAM and 64QAM
was difficult compared to other modulations. Wong and Nandi [162] also used
higher order cumulants for the classification of above mentioned modulations.
Also they came to the conclusion that the classification of QAM(>4) is difficult
as compared to classification of other two modulation schemes. This shows that
classification of BPSK, QPSK and QAM(>4) is easier as compared to the classi-
fication of 16QAM and 64QAM. In order to cope with this problem we have used
a two-stage genetic programming.
At the first stage, classification of BPSK, QPSK and QAM(>4) is performed
and at the second stage GP is used again to do the classification of remaining
two classes. Since there are four classes at the first stage and GP needs to do
multi-class classification, KNN has been used as a fitness evaluator. The use of
KNN for fitness evaluation makes GP a multi-class classifier. SVM or ANN can
also be used at the first stage but these two classifiers are computationally com-
plex compared to KNN. Since the training of GP is a computationally complex
process, KNN for fitness evaluation is the preferred choice because of its sim-
plicity. At the second stage KNN, SVM, ANN and Fisher criterion are used for
fitness evaluation of binary classification problem, producing four solutions one
for each GP combination. As the second stage is independent from the first and
solely devoted for the classification of QAM(>4) modulations, the classification
accuracy should increase.
In addition to the other two stages (used for increasing classification accuracy
of 16QAM and 64QAM), the proposed system can be divided into training and
testing phases. During the training phase cumulants are given as input features
to GP. Different combinations of cumulants are tested by GP during the evolu-
tion and the best combination generated during the evolution is returned as final
result. GP differs from other machine learning classifiers in the sense that it does
not return a trained classifier as a result of training and instead returns a solu-
tion by using combinations of the input features, later tested by an independent
classifier. The system model showing training phase is shown in Figure 8.1.
The training process can be explained as: initially cumulants are extracted
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BPSK, QPSK, 16QAM, 64QAM
Extracting Cumulants
GP (KNN)
16QAM/64QAM
BPSK/QPSK/(16QAM,64QAM)
Stage 1
Stage 2
Tree2 (KNN) Tree (SVM) Tree (ANN)
Tree1 (KNN)
GP (KNN) GP (SVM) GP (ANN)GP (FC)
Tree (FC)
Figure 8.1: System model showing training phase of two-stage modulation clas-
sification.
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from the received signal. These cumulants are given as inputs to GP (KNN) at
the first stage where KNN has been used in combination with GP to make GP a
multi-class classifier. KNN is used for fitness evaluation during the training. At
the first stage, three-class classification is performed as explained earlier. Since
classification of BPSK and QPSK is easier compared to 16QAM and 64QAM, a
second stage classification is performed to separate 16QAM and 64QAM. After
the completion of first stage GP (KNN) produces Tree1 (solution 1) which is the
best tree produced during all GP generations, in terms of separation between
these three classes. The remaining two modulations are fed into the second
stage where three types of classifiers (KNN, SVM and ANN) are used for fitness
evaluation of GP trees. Details about how these classifiers are used for fitness
calculation are given in the next sections. In addition, Fisher criterion (FC) has
also been used at the second stage which has the ability to provide a cost efficient
solution for binary classification. Once the training phase is completed, five trees
are produced, one from the first stage and four from the second stage. In Figure
8.1 the term inside parenthesis is used for fitness evaluation. For example in GP
(KNN), KNN has been used for fitness evaluation of trees and same is the case
for other notations.
Once the training process is complete, the trees produced by GP are tested
with test data. Figure 8.2 shows the full testing process. We again start with
extracting cumulants from the received signals. These cumulants are fed into
the Tree1 produced by GP (KNN) at the first stage which performs three-class
classification. Since Tree1 was produced by GP (KNN), the performance of this
tree is tested using KNN (other classifiers can also be used). BPSK and QPSK
are separated at this stage and the remaining two classes are fed into the second
stage. Four trees produced during the second stage of the training phase, through
different GP combinations are used at this stage, with each of them trying to sep-
arate 16QAM and 64QAM. The performance of each tree is tested with the same
classifier that was used during fitness evaluation. For example, the performance
of the tree produced by GP (SVM) is evaluated using SVM classifier and same
is the case for other classifiers. For tree returned by GP (FC), KNN is used for
testing because of its simplicity. Figure 8.2 shows different stages of the testing
phase.
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BPSK, QPSK, 16QAM, 64QAM
Extracting Cumulants
Stage 1
Stage 2
Tree2 (KNN) Tree (SVM) Tree (ANN)
Tree1 (KNN)
QPSKBPSK 16QAM 64QAM
16QAM/64QAM
Tree (FC)
Figure 8.2: System model of testing phase for modulation classification.
8.2.2 Fitness Evaluation Using KNN
The evaluation of fitness using KNN was presented in Section 7.6.1. The same
method is used here so it will not be discussed again and interested readers are
referred to Section 7.6.1.
8.2.3 Fitness Evaluation Using SVM
The basic structure and working of SVM was explained in Section 2.6.2. SVM
has been used for fitness evaluation during the training phase (stage 2) and later
on it has been used for testing the best GP individual. Fitness evaluation is
similar to the one used for KNN where the inverse of the number of errors made
by individual was used as the fitness value. The process of fitness evaluation
follows the following steps: four hundred evaluation values (two hundred for each
modulation) are given as input to a GP tree. The output of GP tree is fed
into SVM for obtaining separation between the two modulations. SVM makes
a boundary (linear or non-linear) for separating two modulations. The samples
which are on the wrong side of boundary are counted (also called as error). The
inverse of the number of errors ’e’ is the fitness function and can be written as,
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Figure 8.3: Feature space with 200 signal realizations for 16QAM and 64QAM
using 10dB SNR and 512 number of samples.
f = (e16QAM + e64QAM)
−1 (8.1)
where e16QAM represents the 16QAM samples on the wrong side of the separation
plane and e64QAM represents the samples of 64QAM ending up on the the wrong
side of the separation plane.
The boundary shown in Figure 8.3 is a trained separation plane using SVM
with fifth order polynomial kernel function. During the training phase, SVM
was trained using a third order polynomial kernel function for a more efficient
evolutionary process. A higher order polynomial could also be used but it will
increase the complexity of fitness evaluation during the training phase of GP
which ultimately will result in longer time taken by GP for producing a solution.
An important point to mention is that the job of SVM is just to assist GP in
finding the best individual during the training phase and the SVM trained during
training phase has no role at the testing phase. A new SVM with fifth order
polynomial kernel function is used at the testing phase using the test data. The
ability of the best individual returned during the training phase to discriminate
between 16QAM and 64QAM is tested by the new SVM. Table 8.1 shows the
parameters values used for SVM during training and testing phase.
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Table 8.1: SVM parameters
Parameters
Values
Training phase Testing phase
Number of training
samples
400 800
Number of testing
samples
N/A 20000
Kernel function Polynomial Polynomial
Polynomial order 3 5
Method Quadratic programming Quadratic programming
Table 8.2: ANN parameters
Parameters
Values
Training phase Testing phase
Number of training samples 400 800
Number of testing samples N/A 20000
Hidden layer size 3 10
8.2.4 Fitness Evaluation Using ANN
ANN has been used in a similar fashion as SVM for evaluating the fitness of
individuals. The inverse of the number of errors made by ANN is taken as fitness
of individual where higher fitness means better individual. Four hundred reference
samples for both modulations have been used to evaluate the fitness value. These
400 values of new feature (the output of a GP tree) are given as input to ANN
which tries to separate them as much as possible. The inverse of the number of
errors (fitness value) made by ANN is calculated as done in SVM case.
The best individual returned by GP (ANN) is tested by a more complex
ANN during testing phase. The ANN used during testing phase is different to
the ANN used during training and the reason behind this is the same as explained
in previous section for SVM. Since the use of ANN makes the process of training
slow, lesser number of samples has been used during the training phase while at
the testing phase, the new ANN with larger number of samples is used. Table 8.2
shows the parameters values used for ANN during training and testing phase.
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8.2.5 Complexity of the Proposed Classifiers
The complexity of the final solution depends on three factors; the complexity of
calculating cumulant features, the functions used by GP returned solution, and
the complexity of the classifier used at testing phase (KNN/ANN/SVM). The
complexity of the solution returned as a result of training phase depends on the
function used by this solution from function pool and the the cumulants used
from the terminal pool. Depending on the functions used (linear or non-linear),
complexity can vary a great deal. This solution is tested by one of the classifiers
using the test data. Each classifier has its own complexity which depends on
different parameters used for that classifier. The computational complexity of
these state-of-the-art classifiers is widely available in literature [130, 163–165] .
The overall complexity is equal to the complexity of the GP returned solution +
the complexity of the classifier.
Since only the final solution returned by GP is used for making new feature,
the time taken for training of GP should not be included in the complexity of
final classifier. However, if the time taken for the training phase by different
GP classifiers is compared, the time taken for training by GP (ANN) is highest
followed by GP (SVM), GP (KNN) and GP (FC) respectively.
8.3 Experiments and Results
In this section results are presented for each method separately. We start with
GP (KNN) and then the results for the other methods are explained. The pa-
rameters used for GP are given in Table 8.3. We have used 100 generations for
all the experiments with a population of 25. The SNRs used are 0 dB to 20 dB
(with an increment of two) and the numbers of samples are 512, 1024, 2048 and
4096. There are 16 combinations of SNR and the number of samples, and for
each combination 25 experiments were performed. Since there were 25 individu-
als in every generation, a total of 625 trees were generated for each combination.
The best tree was chosen out of these 625 trees and this tree was tested with
10,000 test samples. For evaluating average performance and standard devia-
tion, 25 best trees out of 625 were selected. All the experiments were carried in
MATLAB/GPLab environment.
8.3. EXPERIMENTS AND RESULTS 156
Table 8.3: GP program parameters
Parameter Standard Value
Number of Generation 100
Population Size 25
Function Pool
(plus, minus, times, mydivide,
mysquare, mysqrt, reciprocal, sin,
cos, myasin, myacos, tan, tanh,
negator, abs, mylog)*
Terminal Pool Moments and Cumulants
Genetic Operator Crossover, Mutation
Operator Probability 0.9, 0.1
Tree Generation Ramped half-and-half
Initial Maximum Depth 6
Maximum Depth 28
Selection Operator Roulette
Elitism Half-elitism
* All the functions starting with ”my” are protected functions.
8.3.1 GP with KNN
The performance of the best GP tree for different SNRs and 1024 number of
samples is given in the form of confusion matrix in Table 8.4. The classification
accuracies of BPSK and QPSK are collected from the first stage and the accuracies
of 16QAM and 64QAM are collected from the second stage. If we compare the
accuracies of QAM(>4) using two stage GP (Table 8.4) and one stage GP (Table
7.7), there is a clear advantage shown by two stage GP in terms of classification
accuracy. At SNR of 5 and 10 dB the advantage in classification accuracy is more
than 4% and 2% respectively. For SNRs greater than 10 dB (15 and 20 dB) the
advantage is less evident and is always less than 2%. Since classification is most
difficult at low SNRs, the improvement in classification accuracies at low SNRs
is very important.
The classification accuracies for four-class classification, using different SNRs
and number of samples are shown in Figure 8.4. It is clear from the Figure that
using 2048 number of samples at 10 dB SNR, performance reaches 100%. The
dotted lines around performance curves show the standard deviation of perfor-
mance. One can see that the standard deviation is low showing the robustness
of the method. Performance is quite steady above 10 dB SNR for 1024 and
2048 number of samples but as SNR goes below 10 dB, performance decreases
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Table 8.4: Confusion matrix for GP (KNN) at 1024 number of samples and
different SNRs
SNR Modulation Type BPSK QPSK 16QAM 64QAM
5 dB
BPSK 10000 0 0 0
QPSK 0 10000 0 0
16QAM 0 0 8091 2780
64QAM 0 0 1909 7220
10 dB
BPSK 10000 0 0 0
QPSK 0 10000 0 0
16QAM 0 0 9560 423
64QAM 0 0 440 9577
15 dB
BPSK 10000 0 0 0
QPSK 0 10000 0 0
16QAM 0 0 9880 130
64QAM 0 0 120 9870
20 dB
BPSK 10000 0 0 0
QPSK 0 10000 0 0
16QAM 0 0 9949 60
64QAM 0 0 51 9940
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Figure 8.4: Classification accuracies against SNR for different number of samples
for four-class (BPSK, QPSK, 16QAM, 64QAM) classification using GP (KNN).
sharply. We have seen in Table 8.4 that BPSK and QPSK are easily separable
from 16QAM and 64QAM, so the decrease in performance at low SNRs is due to
16QAM and 64QAM.
Figure 8.5 shows the classification accuracies for 16QAM and 64QAM for
different number of samples. It is clear from the figure that the performance
for these particular modulations is low compared to the four-class classification
performance. Again, the dotted lines showing the low standard deviation of
performance prove the robustness of our method.
8.3.2 GP with SVM
The 25 best trees obtained by GP (SVM) are tested at different SNRs and using
different number of samples. The results obtained are presented in Figure 8.6.
The performance shown by GP (SVM) is similar to the performance of GP (KNN)
especially at high SNRs. The performance curves of GP (KNN) are very smooth
compared to GP (SVM) which tells us that the performance of GP (KNN) is
steady compared to GP (SVM). The standard deviation of GP (SVM) is shown
with dotted lines around performance curves. The standard deviation is relatively
high compared to GP (KNN).
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Figure 8.5: Classification accuracies against SNR for different number of samples
for two-class (16QAM, 64QAM) classification using GP (KNN).
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Figure 8.6: Classification accuracies against SNR for different number of samples
for two-class (16QAM, 64QAM) classification using GP (SVM).
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Figure 8.7: Classification accuracies against SNR for different number of samples
for two-class (16QAM, 64QAM) classification using GP (ANN).
8.3.3 GP with ANN
The results after testing the 25 best trees with ANN are shown in Figure 8.7. The
results demonstrate the effectiveness of ANN for classification of QAM signals.
The results show that this method is able to give a performance of about 95%
at and above 10 dB SNR using 1024 number of samples. It appears that the
performance achieved using this method is similar to the other two except at low
SNRs, where it performs better. The standard deviation is represented through
dotted lines around the main curves.
8.3.4 GP with Fisher Criterion
Fisher criterion was used in the same fashion as in Chapter 5. The results are
shown in Figure 8.8. The results demonstrate that this method outperforms
all other methods at high SNRs (10 dB onwards) but its performance is lower
than other methods at low SNRs (below 10 dB). Moreover, it has low standard
deviation and less training time compared to all other proposed classifiers which
makes it superior.
8.4 Comparisons
In this section results of GP with different classifiers are compared with each
other and also they are compared to some other methods.
8.4. COMPARISONS 161
SNR (dB)
C
la
ss
ifi
ca
ti
o
n
A
cc
u
ra
cy
(%
)
 
 
0 2 4 6 8 10 12 14 16 18 20
50
60
70
80
90
100
512
1024
2048
4096
Figure 8.8: Classification accuracies against SNR for different number of samples
for two-class (16QAM, 64QAM) classification using GP (FC).
The classification performance of GP in combination with different classifiers
is shown in Figure 8.9. The number of received signal samples used is 512. It
can be seen that roughly all the classifiers provide similar classification accuracy
for most of the SNR range. However, in terms of computational complexity and
time taken during training, GP (FC) is least complex followed by GP (KNN),
GP (SVM) and GP (ANN).
The classification performance of GP with different classifiers against the num-
ber of received signal samples at an SNR of 10 dB is shown in Figure 8.10. From
the Figure it is clear that that the classification accuracy achieved using GP (FC)
is better than the other three methods for most of the number of samples.
Table 8.5 summarizes the performance of different methods used recently for
QAM classification. Due to different sets of modulations and different channel
conditions, the direct comparison with some of the methods present in literature
is not possible but a fair comparison considering all the conditions is presented.
Wong, Ting and Nandi [162] presented results for the same modulations and
we discussed and compared few of their results with ours in the previous chapter.
In this chapter a more detailed comparison is presented. They used Na¨ıve Bayes,
SVM and maximum likelihood (ML) methods for classification. We have pro-
duced ML results ourselves using the same method because the results reported
in their research do not look correct. Figure 8.11 shows the comparison of our
results with their method. ML gives the upper bound performance but have more
computational complexity. It is clear from the Figure that our method gives bet-
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Figure 8.9: Performance comparison of different GP methods against SNR for
512 numbers of samples.
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Figure 8.10: Performance comparison of different GP methods against number of
samples at an SNR of 10 dB.
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ter results compared to SVM and Na¨ıve Bayes method. Up to 3 dB SNR, the
performance of our method is same as the other two methods but after 3 dB, the
performance of our method improves compared to the other two.
In [130], Swami and Sadler presented a detailed analysis about the classifica-
tion of different digital modulation schemes using cumulants. They also presented
classification results for 16QAM and 64QAM. They reported classification accu-
racy of 90% but their method had some limitations. There were two limitations:
firstly the conditions were assumed to be noiseless and secondly the number of
samples used was more than 10,000. Our method achieved 100% accuracy at 15
dB SNR and using 2048 number of samples. In order to compare our results with
cumulants results we implemented the method presented in [130] to classify the
four modulations at a range of SNRs. The same tree structure and the same
cumulants as presented in [130] were used for results but with noisy conditions.
Thresholds for classification tree were not specified in [130] but a Table was pre-
sented with theoretical values of cumulants and we have calculated thresholds
from that Table.
Classification accuracies were calculated at different SNRs using 1024 number
of samples. These classification accuracies were averaged over 10,000 runs. We
found classification accuracies (in percentage) for cumulants to be 98.2±0.22 at
20 dB (compared with 100±0 using GP (KNN)), 87.1±0.45 at 15 dB (compared
with 99±0) and 57.3±0.35 at 10 dB (compared with 98±0). The results clearly
demonstrate the improvement in performance using our method compared to cu-
mulants method. However, it will be possible to augment the method presented
in [130] by making thresholds SNR dependant and thereby to increase classifica-
tion accuracies but not challenging the proposed method.
Xi and Wu [157] reported classification accuracy of 94% for an SNR of 10 dB
using 2000 number of samples and the modulations used were QPSK, 16QAM
and 64QAM. They used fourth order cumulants for this purpose. We achieved
performance of 99.6% at an SNR of 10 dB and using 2048 number of samples.
Mirarab and Sobhani [156] reported performance of 94% at an SNR of 15 dB
using 2000 number of samples. They used eighth order cumulants and a threshold
dependent tree structure for this purpose. At the same SNR and at 2048 number
of samples we achieved performance of 100%.
Dobre, Ness and Su [140] reported classification accuracy of 70% at an SNR
of 10 dB using 2000 samples. They used eighth order cyclic cumulants for classi-
fication. At 10 dB and 2048 number of samples we achieved 100% classification
accuracy. Wu, Saquib and Yun [167] presented results for QPSK, 16QAM and
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Table 8.5: Performance comparison of GP with other methods
Method Modulations Channel
Performance/
No. of Sam-
ples/ SNR
(dB)
Na¨ıve Bayes [162]
BPSK/QPSK/
16QAM/64QAM
AWGN 90%/ 512/ 10
SVM [162]
BPSK/QPSK/
16QAM/64QAM
AWGN 91%/ 512/ 10
GP (FC) (This
study)
BPSK/QPSK/
16QAM/64QAM
AWGN
95%/ 512/
10
Cumulants [130] 16QAM/64QAM Noise Free
90%/ 10,512/
No Noise
GP (FC) (This
study)
16QAM/64QAM Noise Free
100%/ 10,
512/ No
Noise
Cumulants [140] 16QAM/64QAM AWGN 95%/ 8,000/ 5
GP (ANN) (This
study)
16QAM/64QAM AWGN
98%/ 8,000/
5
Kolmogorov-
Smirnov [166]
QPSK/16QAM/
64QAM
AWGN 78%/ 100/ 10
GP (FC) (This
study)
QPSK/16QAM/
64QAM
AWGN
82%/ 100/
10
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Figure 8.11: Performance comparison of GP-KNN with other methods at different
SNRs and using 1024 number of samples.
64QAM using higher order statistics. They reported classification accuracy of
94% at an SNR of 10 dB and using 2000 number of samples. We have achieved
99.6% classification accuracy at the same SNR and using 2048 number of samples
for four class classification.
In [166], F. Wang and X. Wang used the Kolmogorov-Smirnov (KS) test for
smaller signal samples. The modulations used were QPSK, 16QAM and 64QAM.
The method presented provided good classification accuracy using low number of
samples but the improvement in performance was relevant only for high SNRs. It
was demonstrated in [166] that KS results and cumulants results were very similar
from 0 dB to 10 dB and the improvement was only from 10 dB to 20 dB. We
have done experiments to compare our results with their results using the same
three modulations and using 100 samples. We found that at lower SNR, GP (FC)
performs much better (e.g., 77% versus 67% at 5 dB and 82% versus 78% at 10
dB), while at higher SNR their method performs better (e.g., 86% versus 98% at
15 dB and 87% versus 100% at 20 dB). This shows that GP (FC) is quite robust for
a long range of SNRs and possesses graceful performance degradation. In [168],
the complexity of KS classifier has been reduced by using off line CDF curves
but the empirical CDF calculation and comparisons with oﬄine CDF curves are
still there. Although the complexity of our method is a little higher than the KS
method (after quantization) but the improvement in performance at lower SNR
and robustness over a range of SNR makes it competitive.
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8.5 Summary
It was demonstrated in the previous chapter that the biased behaviour of GP to-
wards the classes, easily separable, makes it difficult to achieve high classification
accuracy for the classes, difficult to separate. In this chapter a two-stage GP has
been introduced to overcome this limitation. At the first stage GP (KNN) has
been used for handling multi-class classification problem. The difficult classes are
treated as a single class at the first stage. At the second stage another GP train-
ing process is run for the separation of remaining classes. Since in this particular
problem there were only two classes at the second stage, GP as a binary classifier
was used.
At the second stage in addition to KNN some other machine learning classifiers
including SVM and ANN have also been used for fitness evaluation. Using these
classifiers during training phase to guide the process is believed to increase the
final classification accuracy as the GP generated features are ultimately tested
by one of these classifiers at testing phase. Fisher criterion has also been used at
the second stage for fitness evaluation.
The comparison between different GPs (employing different fitness evaluators)
shows that the performance of all these GPs is similar with slight variations. The
standard deviation in case of GP (FC) is much lower making it more robust than
the other two. Moreover, in terms of computational complexity also GP (FC) is
simpler than the other two, making it superior than others for fitness evaluation.
However, the main drawback of GP (FC) is the sharp decrease in performance as
the SNR goes below 10 dB. The performance at low SNRs is important because
classification is most difficult at these SNRs.
The experimental results and comparison with existing methods showed that
the GP generated features provided the best classification results for most of
the SNRs. There were some methods which performed better than the proposed
method at some SNRs but the computational complexity of those methods was
high.
Chapter 9
Conclusions
In this thesis feature generation, an important part of any PR system has been
explored by using an evolutionary computation technique called GP. The design
presented in this research benefits from the inherent feature selection and trans-
formation capabilities of GP. Some new strategies are developed to enable GP
overcome some of its limitations and to allow GP to deal with classification prob-
lems more efficiently. This chapter outlines the contributions of this research and
suggests some possible future directions.
9.1 Discussion & Remarks
In the coming text, the proposed changes to overcome the deficiencies of the stan-
dard GP approach for classification problems will be discussed and conclusions
will be drawn regarding the important changes made to GP to make it more
suitable for classification purpose.
Creation of Super-features using GP
The goal of this thesis was to modify and make extensions to standard GP to
make it more suitable for feature generation to assist in classification tasks. In
this thesis the feature generation is performed by GP which performs feature
selection and feature transformation in a single step. The benefit of using GP for
feature generation is that it does not require any knowledge about the statistical
distribution of the features. Moreover, the fitness parameter of GP makes sure
that once a certain quality level for solutions is achieved, it never drops below
that level. During the evolution of GP unwanted features are ignored and only
the features with discrimination information contribute to the solution. GP is
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evolved to generate a single feature (referred as super-feature) by making non-
linear combinations of the input features. This could be considered as a special
case of dimension reduction where the resulting number of dimension is always
one. GP is given a generalised set of linear and non-linear functions which proved
to be capable of finding the better combination of input features, resulting in a
single feature for classification problems.
Introduction of Binary String Fitness Characterisation for classification
problems
In standard GP, only one parameter, the fitness of the individual is used to check
the ability of individual in solving the problem. This can result in a population
wide weakness because of the lack of genetic material to solve all the training
examples. A new method of binary string fitness characterisation is introduced
to evaluate the relative strengths and weaknesses of individuals for classification
problems. The binary string is updated in a unique way to assist the primary
task of separating the underlying patterns which ultimately results in better clas-
sification.
Introduction of Comparative Partner Selection in crossover operation
for real world classification problems
Following the strategy of the binary string, introduced to promote population
wide strength, more efficient technique for selection of parents for genetic opera-
tor crossover is used. A computationally efficient method based on logic opera-
tions is used to favour the crossover between the individuals having strengths in
different areas. This partner selection strategy (called CPS) promotes the indi-
viduals capable of solving all the training examples. It is demonstrated through
experiments that this strategy not only improves the population fitness during
evolution but also increases the classification accuracy of a complex real world
binary classification problem. The strategy has been applied for diabetes detec-
tion, a binary classification problem, successfully with considerable improvement
in classification accuracy compared to other state of the art systems available in
the literature.
Introduction of Improved Comparative Partner Selection
An improved CPS strategy is introduced which gives more importance to CPS
selected parents. The CPS selected parents are allowed to produce ten offspring
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while all other parents can produce only two. The ten offspring are produced by
crossover of CPS selected parents, each time with a different crossover point. The
idea is to explore the search space close to CPS selected parents more efficiently
since they are supposed to have the ability to produce optimum solutions. The
new strategy is applied on diabetes classification problem and it shows consider-
able improvement in performance compared to CPS strategy.
Imbalanced data classification using GP
GP shows a bias during evolution towards the class having more number of sam-
ples. New classification strategy and fitness functions are introduced to neutralise
this bias. The classification strategy is based on the PDF of the underlying classes
and finds the optimum threshold for separating the classes. The input samples
are then labelled according to this threshold. Different fitness functions are also
used to keep a balance between sensitivity and specificity during evolution. Ex-
periments reveal that giving equal weight to sensitivity and specificity during
evolution gives the best results.
Multi-class classification using GP
Generally a multi-class classification is decomposed into several 2-class classifica-
tion problems for GP. In this thesis one of the simplest machine learning classifier
KNN has been used for fitness evaluation which makes GP suitable for multi-class
classification at the cost of a small increase in computational cost. KNN not only
extends the role of GP to multi-class classification but improves the classification
performance of the final classifier since each individual is already tested during
evolution. A drawback of this technique was the favouritism shown by GP to-
wards classes which are more easily separable to increase the overall classification
accuracy. This was dealt by adding another binary classification stage for the
classes difficult to classify.
Introduction of machine learning classifiers for fitness evaluation of GP
individuals
Previous attempts to use GP for classification tasks have reported the tendency
of GP to converge at unsatisfactory solutions mainly because fitness was not
suited for classification methodology. The problem has been dealt in this thesis
by employing machine learning classifiers for fitness evaluation namely KNN,
SVM and ANN. Since these classifiers are mainly used for classification, they
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are better suited for evaluating fitness. Moreover, since the solution returned by
GP ultimately needs to be tested by one of these classifiers as a part of pattern
recognition procedure, using these classifiers as part of evolution process improves
the performance of the final classifier.
Competitive solutions for modulation classification
A broad set of features has been proposed by researchers for modulation classi-
fication problem. Recently higher order statistics based features have been used
extensively for modulation classification. Researchers who tried different com-
binations of the the features [130] suggested that a combination of the original
features returns better performance. In the past, different combinations were
tried manually to find out the best combination. In this research the process of
finding the best combination of features is automated by using GP. GP not only
ignores the less useful input features but produces a one single feature by making
non-linear combinations of input features. Different machine learning classifiers
are used to evaluate the fitness function of GP, resulting in many new features.
A series of experiments have been conducted to evaluate the performance of new
features generated by different GP combinations. Experimental results demon-
strate the capability of GP for identifying the useful features among the raw
features and making the best possible combination of features for classification.
GP generated features not only provide better classification accuracy for modula-
tion classification but also show robustness over a range of SNRs when compared
to other classical classification methods.
9.2 Future Directions
The work of this thesis suggests the following directions for future work.
1. The focus of this research was on the feature generation using GP and vari-
ation in the performance by changing different parameters of the GP was
not investigated. It is a valuable research issue to investigate the effect of
variation of different GP parameters on the performance for classification
problems. For example, a generalised function set was used for all classifi-
cation problems and an analysis of the impact of choice of function set on
feature generation would not only yield a better understanding of function
set but will also help in improving the performance of GP.
9.2. FUTURE DIRECTIONS 171
2. Like other machine learning methods GP also demands significant compu-
tation especially if the number of input features is high so an interesting
area is to develop methods for reducing the computational complexity of
the standard GP. Although the training time taken by GP does not reflect
in the computational complexity of the final solution, it will still be useful
to reduce the training time of GP to improve its capability to handle large
amount of data.
3. The binary nature of the binary string makes it well suited for logical prob-
lems but the evaluation of binary string for non binary problems is not well
defined. A simple yet effective method for evaluation of the binary string
is presented in this thesis for classification problem. This area is not well
explored and there is room for improvement.
4. Although the CPS method provides significant performance improvement
for most cases, it does not always guarantee the improvement in perfor-
mance. One possible reason is that the CPS method is not always able to
find suitable partners. The current strategy to deal with this scenario is to
use a standard method for partner selection ignoring the CPS with increase
in mutation rate. A better solution could be to find out for which training
examples the individuals perform poorly and weight the fitness function in
a way to give more importance to those examples.
5. For the diabetes problem, the missing values (not mentioned by donor)
are just taken as zeros and more sophisticated way to deal with missing
values (e.g using the mean) could be employed. More analysis on the role
of missing values for this problem is required as it can make a huge impact
on final performance.
6. The channel environment for modulation classification problem is taken as
ideal with the addition of AWGN only. In a real world scenario there are
many other factors that degrade the signal quality as it passes through
channel which must be taken into account. A detailed analysis on the
impact of noisy fading channel on modulated signal needs to be carried
out.
7. In all modulation experiments, it is assumed that the SNR is already known
which is not the case in reality. Although many SNR estimation algorithms
are available in the literature which could be used, this author believes that
there is perhaps potential in GP to estimate SNR more efficiently.
Appendix A
Best Trees Produced by GP
A.1 Best Trees for Diabetes Detection
The best trees obtained for diabetes detection problem are included in this section.
A lot of trees were produced during training to take an average of GP performance
but only a few are included here. The purpose is to give an idea to the reader
about the general structure of GP trees and functions and terminals used in these
trees. Three trees are included here for diabetes problem. These three trees are
for first three sets of diabetes dataset among 10 sets. Since the classification of
this dataset was quite hard especially because of presence of missing values, most
of the trees created by GP are quite huge. The third tree is in particular huge
with 333 nodes. The variables X1-X8 represent eight input diabetes features.
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Figure A.1: One of the best trees for dataset1 of diabetes using five features
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Figure A.2: One of the best trees for dataset2 of diabetes using five features
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Figure A.3: One of the best trees for dataset3 of diabetes using five features
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A.2 Best Trees for Modulation Classification
This section gives few trees for modulation classification. All the trees are for GP
(KNN) and using 1024 number of samples. Trees are given for different SNRs for
both 4-class ans 2-class modulation classification. The variables X1-X7 represent
the cumulants given in Section 4.2.5, while the variable X8 and X9 represent the
mean of real and imaginary part of the received signal respectively.
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Figure A.4: One of the best trees for 4-class modulation classification for 1024
number of samples at 20 dB SNR
A.2. BEST TREES FOR MODULATION CLASSIFICATION 177
X9
  acos
X9
  negator
  times
  asin
  negator
  mylog
Figure A.5: One of the best trees for 2-class modulation classification for 1024
number of samples at 20 dB SNR
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Figure A.6: One of the best trees for 4-class modulation classification for 1024
number of samples at 15 dB SNR
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Figure A.7: One of the best trees for 2-class modulation classification for 1024
number of samples at 15 dB SNR
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Figure A.8: One of the best trees for 4-class modulation classification for 1024
number of samples at 10 dB SNR
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Figure A.9: One of the best trees for 2-class modulation classification for 1024
number of samples at 10 dB SNR
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Figure A.10: One of the best trees for 4-class modulation classification for 1024
number of samples at 5 dB SNR
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Figure A.11: One of the best trees for 2-class modulation classification for 1024
number of samples at 5 dB SNR
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