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ABSTRACT 
It has been conjectured that if A is a doubly stochastic n X n matrix such that 
perA( i, j) 2 per A for all i, j, then either A = J,,, the n X n matrix with each entry 
equal to l/n, or, up to permutations of rows and columns, A = i( I, + P,,), where P,, is 
a Ml cycle permutation matrix. This conjecture is proved. 
1. INTRODUCTION 
If A is an n X n matrix, we denote its permanent by per A, and by A( i, j) 
we mean the submatrix of A obtained by deleting its ith row and flh column. 
It has been conjectured ([4, Conjectures 13, 14, p. 1571; see also [l] and [5]) 
that if A is a doubly stochastic n X n matrix such that perA(i, j) 2 per A for 
all i, j, then either A = I,, the n X n matrix with each entry equal to l/n, or, 
up to permutations of rows and columns, A = f(Z, + P,,), where P, is a full 
cycle permutation matrix. In this paper this conjecture is proved. 
First, we state two results that were discovered recently in connection 
with the proof of the van der Waerden conjecture due to Egorychev. We refer 
to [6] for the proofs of these results. The first result is that if A is a doubly 
stochastic matrix such that perA(i, j) 2 per A for all i, j, then actually 
perA(l, j) = perA for all i, j. Thus, it will be sufficient for us to characterize 
doubly stochastic matrices which satisfy this latter property. Before stating 
the second result, we introduce the following notation. If A is a matrix of 
order n X (n - 2) n 2 3, then we denote by Kthe n x n matrix whose (i, j)th 
entry is zero if i = j, and if i * j, is equal to the permanent of the submatrix of 
A obtained by deleting its ith and jth rows. 
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THEOREM 1 [6 Lemmas 2.9, 2.101. Zf A is a positive n x(n - 2) matrix, 
n 2 3, then A-is non-singular and has exactly one positive eigenvalue. 
We now quote two definitions due to Martos [3]. Let D be a symmetric 
matrix such that rt Dx < 0 for some r (t denotes transpose). Then D is called 
positive subdefinite if, whenever xf Dr -C 0, either Dx 2 0 or Dx I 0. D is 
called strictly positive subdefinite if, whenever x’ Dx < 0, either Dx > 0 or 
Dx -C 0. See [2] and [3] for several results concerning positive subdefinite 
matrices. In particular, we will need the following. 
LEMMA 2 [3, Theorem 21. A positive subdefinite matrix D is strictly 
positive subdefinite if and only if it does not contain a TOW of zeros. 
LEMMA 3 [2, Theorem 4.11. Zf D I 0 is a symmetric matrix, then D is 
positive subdefinite if and only if D has exactly one negative eigenvalue. 
2. RESULTS 
We first prove several preliminary results. Denote by e a vector of 
appropriate size with all entries equal to one. 
LEMMA 4. Let A be a nonnegative n X (n - 2) matrix, n 2 3. Then either 
A-= 0 or - A-is positive subdefinite. Further, - A-is strictly positive subdefi- 
nite if A has no zero submutrix of order r X s, where r + s = n. 
Proof. If A is positive, then by Theorem 1, Ahas exactly one positive 
eigenvalue. Thus, by continuity of the eigenvalues with respect to the entries, 
if A is nonnegative then x has at most one positive eigenvalue. If A has no 
positive eigenvalues, then it is negative semidefinite, and then, since all its 
diagonal entries are zero, .A-= 0. Otherwise, A has exactly one positive 
eigenvalue and then by Lemma 3, - Ais positive subdefinite. Now, suppose 
A has no zero submatrix of order r X s where r + s = n. To show that - Ais 
strictly positive subdefinite, it is sufficient to prove that Adoes not contain a 
row of zeros, in view of Lemma 2. Suppose the ith row of Khas all entries 
equal to zero. Let B be the submatrix obtained by deleting the ith row of A. 
Then per(B, e) = 0. By the Frobenius-Konig theorem, B (and hence A) 
contains a zero submatrix of order r X s where r + s = n, which is a contradic- 
tion. This completes the proof. w 
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If 7r is a vector of order n, we will denote by 7rj the vector of order n - 1 
obtained by dropping the jth component of 7~. 
LEMMA 5. Let A be a nonnegative n x (n - 2) matrix, n 2 3, without a 
zero submatrix of order T x s with r + s = n - 1. Suppose A-T = 0 for some 
vector P. Then, whenever ai j > 0, mri = 0. 
Proof. Let a j denote the jth column of A, j= 1,2,. . . , n - 2. Then 
- 
(a;)tA(i, j)r’ = 0 f or any i, j. Since a; has at least one positive entry, it is not 
possible that A(i, j)ri > 0 or that A(i, j)r’ -C 0. By Lemma 4, -A(i, j) is 
strictly positive subdefinite for any i, j, and it follows that (n”)‘A( i, j)ni I 0 
for any i, j. But c~E,aij(~i)‘~7ri =0 and hence (7ri)‘mri =0 
whenever a i j > 0. Fix a i j > 0 for some i, j. For any real z * 0, 
This last inequality follows by the Frobenius-Konig theorem and the fact that 
A has no r x s zero submatrix with r + s = n - 1. Thus A(i, j)(ri + zui), is 
either > 0 or < 0. Note that A( i, j)a j is a positive vector. Thus if A( i, j)r’ is 
not the zero vector, we can choose z so that A( i, j)(ri + zaj) has both 
positive and negative components, which is a contradiction. Thus A( i , j)ri = 0 
and the proof is complete. n 
LEMMA 6. Let A be a nonnegative n x n matrix such that perA( i, j) = 
per A > 0 for all i, j. Then either A = I,, or A has a zero s&matrix of order 
r x s. where r + s = n - 1. 
Proof. If A is nonnegative and perA(i, j) = per A > 0 for all i, j, it is easy 
to see that A is doubly stochastic and that aij < 1 for all i, j. Suppose A has no 
zero submatrix of order r x s with r + s = n - 1. Without loss of generality 
suppose a,,>O. Let aj denote the jth column of A, j=1,2,...,n, and let 
7r=a n-l - a,. Let B be the submatrix of A obtained by deleting its last two 
columns, and let C be the submatrix of A obtained by deleting the first row 
and the first and the last two columns of A. Then B?r = 0, and by Lemma 5, 
Grl = 0. Thus Cak_, = Ca’ ,,. Repeat the same argument with any two 
columns other than the first column of A, and then with any two rows other 
than the first row (in which case, consider At). It follows that all minors of 
A(1, 1) of order n - 2 have the same (nonzero) permanent. Hence, A(l, 1) has 
equal row and column sums. Therefore, all entries in the first row of A, except 
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possibly a,,, are equal. Similarly, whenever ai j > 0, A( i, j) has equal row and 
column sums. Since aij < 1 for all i, j; each row of A has at least two positive 
entries. It follows that A = J,, and the proof is complete. n 
We will also need the following. 
LEMMA 7. Let X be a p x q matrix with all row sums equal to u and all 
column sums equal to v. If T is the sum of all 2 x 2 s&permanents of X, then 
2T=pu(pu-u-v)+ i i xFj. 
i-1 j=l 
Proof. Let zij denote the sum of the entries in X(i, j) for each i, j. Then 
2T= i 5 xijzij 
i-1 j=l 
= i 5 xij{u(p-l)-(v-xij)} 
i=l j-1 
P 4 
=pu(pu-u-v)+ c c XFj. 
i-1 j-1 
This completes the proof. 
The following is the main result of this paper. 
n 
THEOREM 8. Let A be a nonnegative n x n matrix such that per A( i, j) = 
perA > 0 for all i, j. Then either A = J,, or, up to permutations of rows and 
coltimns, A = +(I,, + I’,). 
Proof The result may be proved by verification for n = 2,3. So suppose 
n > 3, and we will give a proof by induction. If A * .l,,, by Lemma 6, A 
contains a zero submatrix of order r x s where r + s = n - 1. Without loss of 
generality, 
AzBo 
[ 1 x C’ 
where B is r x (r + l), C is (s + 1)X s, and 0 is the zero matrix. 
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Let Bi denote the submatrix of B obtained by deleting its jth column, 
j= 1,2 , . . . , r + 1, and let Ci be the submatrix of C obtained by deleting its i th 
row, i=1,2 ,..., s+l. Then 
(perBi)(perCi)=perA(r+i,j)=perA, 
i=1,2 ,..., s+l, j=1,2 ,..., r+l. 
Thus per Bj has the same value for j= 1,2,. . . ,r + 1 and per Ci has the same 
valuefori=1,2 ,..., s+l. 
Let perBj=x, j=1,2 ,..., r+l, and perCi=y, i=1,2 ,..., s+l, so that 
per A = xy. 
Define matrices M and N as follows: 
M=(z,C) and Nf=(Bt,w), 
where z and w are column vectors with 
r+1 
zi = c xij, i = 1,2 ,...,s+l, 
j=l 
and 
s+1 
wi = c Xii, j= 1,2 ,...,r +1. 
i=l 
Then M and N are doubly stochastic matrices. A simple computation 
that 
perA(r+i,r+ j)=xperM(i, j), i, j= 1,2 ,...,s+1. 
shows 
ThusperM(i,j)=y, i, j=1,2 ,..., s+l. 
By induction assumption, M = _Tk or, up to row and column permutations 
(in this proof we shall omit this phrase for convenience), M = i(Z, + Pk) 
where k = s + 1. By the same argument, N = Z, or N = b(Z, + P,,,), where 
m = T + 1. Let T denote the sum of all 2 X2 subpermanents of X, and 
consider the following cases. 
Case 1: s = 1. Then C has two entries, both equal to 4. 
Subcase (i). N = 1,. Then 
perA(l,n)=(n-3)! 
6 
while 
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perA(n,l)=$(n-2)! 
Equating the two, 
n-2 
2T=- 
n-l’ 
By Lemma 7, 
and thus, 
2 n-l 
c c x;j=;. 
i=l j=l 
At least one row of X contains two positive entries. Without loss of generality 
suppose it is the first row. Then, 
since C xlj= i. 
j=l 
Thus, 
a contradiction. 
Subcuse (ii). N = g(Z, + P,,,). In this case X has a 2 X 2 submatrix of the 
form, 
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and the remaining entries of X are equal to zero. Now, 
while 
perA(l,n)= {a”+(+-o)“}(i)“-“. 
Equating the two, we see that (Y = 0 or (Y = i. Thus, A = ;(I, + P,). 
Case 2. r = 1. This is similar to case 1. 
Cu.se3. r>lands>l. IfM=i(Z,+Z’,)orifN=$(Z,+P,),thenA 
has a zero submatrix of order (n - 2)x 1, and the proof is compIete by case 1. 
So the only possibility that remains is that M = Jk and N = .Z,. Now each 
entry of B is equal to l/(r + l), and each entry of C is equal to l/(s + 1). 
Evaluate perA(l, n) by expanding along its first T - 1 rows, so that 
perA(l, n) = ( -&jrP1(r - l)!( &)‘-l(s- l)!T, 
while 
Equating the two, 
By Lemma 7, 
and thus, 
perA(n,l)= (&)‘r!( &jSs!. 
T= (r+l;;s+l). 
l- 
1 
--&+Silr&j= 20 
S-t1 i-1 j=l (r +1)(s+1) ’ 
8 
But 
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since 
r+l 
c xii=-&, i=1,2 )...) St-l, 
j=l 
and so 
s+1 r+l 
c c .fj,&. 
i=l j-1 
This gives s I 1, which is a contradiction, and the proof is complete. n 
COROLLARY 9. Let A be an n x n matrix of zeros and ones such that all 
s&permanents of A of order n - 1 have the same nonzero value. Then 
A = n]” or, up to row and column permutations, A = I, + P,,, 
This settles a conjecture due to Brualdi and Foreggk- [l]. 
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