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A presentation for the partial dual inverse
symmetric monoid
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Abstract
We give a monoid presentation in terms of generators and defining
relations for the partial analogue of the finite dual inverse symmetric
monoid.
AMS 2000 Mathematical Subject Classification 20M05, 68R15, 20M20.
1 Introduction
The partial dual inverse symmetric monoid on a set X , denoted by PIPX ,
is a partial analogue of the dual inverse symmetric monoid IPX , see [M]
and [FL]. This monoid is a natural generalization of the full inverse symmet-
ric monoid and has a number of interesting properties, which were studied
in [KMal].
The aim of the present paper is to obtain a presentation for the monoid
PIPX with X finite in terms of generators and defining relations. We would
like to mention that during the recent period there appeared a number of
papers where presentations for some important transformation semigroups
and their generalizations (e.g., so called Brauer-type semigroups) have been
found, see [Fer], [F], [E], [KMaz], [MM]. In view of this, our research looks
like a natural continuation of the previous efforts.
It is interesting that by the moment (so far as to our knowledge) a presen-
tation for the finite dual inverse symmetric monoid IPX is not found. Some
possible approaches towards finding such a presentation and the arising dif-
ficulties are discussed in [EEF]. In view of this, our result looks somehow
unexpected, as we solve the problem for a bigger and more complicated
monoid. The authors have a hope that the ideas and technique suggested in
the present paper could be utilized, in particular, for finding a presentation
for the monoid IPX .
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The paper is organized as follows. In Section 2 we recall the definition
of the monoid PIPX (and of the monoid IPX). In Section 3 we define an
abstract monoid S by generators and defining relations and establish some
other relations which are the consequences of the defining ones. Further, in
Section 4 we continue investigating the monoid S and develop some rewriting
technique for the elements of S presented as words over its generators. Using
this technique we manage to show that every element of S can be presented as
a certain ”canonical word”. Finally, in Section 5 we turn back to the monoid
PIPX , X finite, construct a natural epimorphism from S onto PIPX and
show that this epimorphism is in fact an isomorphism. For this, we prove
that the presentation of an element of PIPX as an image of some canonical
word is unique, and thus the cardinality of S does not exceed the cardinality
of PIPX .
2 Definition of the monoid PIPn
Let X be a set. Consider a set X ′ = {x′}x∈X disjoint with X and a bijection
′ : X → X ′ sending x ∈ X to x′ ∈ X ′. Denote the inverse bijection by the
same symbol, that is (x′)′ = x for all x ∈ X ∪X ′.
We shall say that a subset A of X ∪X ′ is a
• line provided that A ∩X 6= ∅ and A ∩X ′ 6= ∅;
• point provided that | A |= 1.
Let IPX be the set of all decompositions of X ∪X
′ into lines, and PIPX
the set of all decompositions of X ∪ X ′ into lines and points. Obviously,
IPX ⊂ PIPX .
In the case when X = {1, . . . , n} we shall denote IPX by IPn and PIPX
by PIPn.
Let a ∈ PIPX and x, y ∈ X ∪X
′. Set x ≡a y provided that x and y are
of the same block of a. The map a 7→≡a is a bijection between the elements
of PIPX and the equivalence relations on X ∪ X
′ whose classes are either
points or lines. Under this bijection the set IPX maps onto the set of those
equivalence relations on X ∪X ′ whose classes are lines.
To define a multiplication on the set IPX we consider any a, b ∈ IPX
and define a new equivalence relation, ≡, on X ∪X ′ as follows:
• for x, y ∈ X we have x ≡ y if and only if x ≡a y or there is a sequence,
c1, . . . , c2s, s ≥ 1, of elements of X , such that x ≡a c
′
1, c1 ≡b c2,
c′2 ≡a c
′
3, . . . , c2s−1 ≡b c2s, and c
′
2s ≡a y;
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• for x, y ∈ X we have x′ ≡ y′ if and only if x′ ≡b y
′ or there is a
sequence, c1, . . . , c2s, s ≥ 1, of elements of X , such that x
′ ≡b c1,
c′1 ≡a c
′
2, c2 ≡b c3, . . . , c
′
2s−1 ≡a c
′
2s, and c2s ≡b y
′;
• for x, y ∈ X we have x ≡ y′ if and only if y′ ≡ x if and only if there
is a sequence, c1, . . ., c2s−1, s ≥ 1, of elements of X , such that x ≡a c
′
1,
c1 ≡b c2, c
′
2 ≡a c
′
3, . . . , c
′
2s−2 ≡a c
′
2s−1, and c2s−1 ≡b y
′.
Since every class of ≡ is a line this definition is correct. We set the
decomposition of X ∪ X ′ into ≡-classes to be the product a · b of a and b
in IPX . With respect to this multiplication
(
IPX , ·
)
is a semigroup. It
was called the inverse partition semigroup on the set X in [M] and [M1], the
monoid of block bijections in [EEF], and the dual inverse symmetric monoid
on the set X in [FL] and a number of subsequent papers. In this paper we
stick to the latter term.
Let x 6∈ X be an arbitrary element. Set Y = X ∪ {x} and denote by
I˜PY the subset of IPY consisting of those decomposition of Y ∪ Y
′ into
subsets which consist entirely of lines and both x and x′ belong to the same
line. The set I˜PY is closed with respect to the operation · and is therefore
a subsemigroup of IPY .
Take a ∈ PIPX and denote by ϕ(a) the element of I˜PY , consisting of
all lines of a and of one additional block, whose elements are x, x′ and all
points of a. It was noticed in [KMal] (and is easy to see) that the map ϕ is
a bijection from the set PIPX onto the set I˜PY . Now we are prepared to
define the (associative) multiplication on PIPX . We set (slightly abusing
the notation)
a · b = ϕ−1
(
ϕ(a) · ϕ(b)
)
.
The above defined multiplication in the monoid PIPX has a natural
realization as a ”superposition of diagrams”. We interpret the elements of
PIPX as diagrams with vertices on the left hand side indexed by X and
vertices on the right hand side indexed by X ′. To multiply two such diagrams
α and β one has to place β to the right of α such that the corresponding right
vertices of α and left vertices of β are identified, which uniquely determines
the diagram of the product decomposition αβ. This is illustrated on Figures 1
and 2.
The semigroup
(
PIPX , ·
)
is a ”partial analogue” of the semigroup IPX .
In particular, it contains the semigroup
(
IPX , ·
)
as a subsemigroup. The
structure of the semigroup
(
PIPX , ·
)
was investigated in [KMal], where it
was called the partial inverse partition semigroup. We would like, developing
the terminology stemming from [FL], to propose a more apt, from our point
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Figure 1: Elements of IP8 and their multiplication.
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
✟✟
✟✟
✏✏✏✏✏
✦✦
✦✦
✦
✦✦✦✦✦
✦✦
✦✦
✦
✦✦✦✦✦
✱
✱
✱
✱
✱
✏✏
✏✏
✏
 
 
 
 
✟✟✟✟
❛❛
❛❛
❛
 
 
 
 
✦✦
✦✦
✦
 
 
 
 
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
• •
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
=
Figure 2: Elements of PIP8 and their multiplication.
of view, term for the monoid PIPX , the partial dual inverse symmetric
monoid.
3 The abstract monoid S and its relations
Let n ≥ 3. Consider the monoid S with the identity element e generated
by σ1, . . . , σn−1; λ1, . . . , λn−1; ρ1, . . . , ρn−1; e1, . . . , en subject to the following
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relations:
σ2i = e, 1 ≤ i ≤ n− 1, (1)
σiσj = σjσi, |i− j| > 1, (2)
σiσjσi = σjσiσj , |i− j| = 1, (3)
λiλj = λjλi, ρiρj = ρjρi, ρiλj = λjρi, |i− j| > 1, (4)
λiρi+1 = σi+1ρiλiei+2 = σiρi+1σiλi, λi+1ρi = ei+2ρiλiσi+1 = ρiσiλi+1σi, (5)
ρiλi+1 = ρiei+2, ρi+1λi = ei+2λi, (6)
λiρiλi = λi, ρiλiρi = ρi, (7)
σiλjσi = σjλiσj , σiρjσi = σjρiσj, |i− j| = 1, (8)
λiσi = λi, σiρi = ρi, 1 ≤ i ≤ n− 1, (9)
σiλj = λjσi, σiρj = ρjσi, |j − i| > 1, (10)
λiλi+1 = λiλi+1σi = σi+1λiλi+1, ρi+1ρi = σiρi+1ρi = ρi+1ρiσi+1, (11)
σi+1λi+1λi = λi+1λi = λiei+2, ρiρi+1σi+1 = ρiρi+1 = ei+2ρi, (12)
ei = λi−1ρi−1, i ≥ 2, e1 = σ1e2σ1, (13)
e2i = ei, eiei+1 = ei+1ei = λ
2
i = ρ
2
i = ρiσiλi, (14)
eiσj = σjei, j 6= i, i− 1, eiσi = σiei+1, σiei = ei+1σi, (15)
eiλj = λjei, j 6= i, i− 1, ei+1λi = λi, eiλi = λiei+1 = λiei = eiei+1, (16)
eiρj = ρjei, j 6= i, i− 1, ρiei+1 = ρi, ρiei = ei+1ρi = eiρi = eiei+1. (17)
Remark 1. It follows from (13) that S is generated by λi-s, ρi-s and
σi-s only since the defining relations can be readily rewritten without ei-s.
However, it is convenient for us to include ei-s to the generating set and
to the relations, because the products of ei-s will appear afterwards in the
canonical words we will introduce.
Remark 2. We would like to emphasize that the proposed set of relations
does not pretend to being irreducible. For example, the relations e2i = ei
from (14) follow from the relations (7). However, we keep these and some
other redundant relations with the purpose of making the subsequent text
more transparent and readable.
In view of the relations (1), (2), (3) the submonoid of S, generated by all
σi-s, is isomorphic to the full symmetric group Sn. From now on, identify
this submonoid with Sn.
Let pi ∈ Sn and α ∈ S. Set α
pi = pi−1αpi. Obviously, the map ϕpi : α 7→ α
pi
is an automorphism of S, and pi 7→ ϕpi is an action of Sn on S. Call this
action the action by inner automorphisms.
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Let 1 ≤ i < j ≤ n. Set
σi,j =
{
σi, if j = i+ 1;
σiσi+1 . . . σj−2σj−1σj−2 . . . σi, if j > i+ 1.
For 1 ≤ j < i ≤ n we set σj,i = σi,j . Notice that σ
2
i,j = e for all acceptable
i, j.
Lemma 1. Let 1 ≤ i ≤ n − 1. Consider the action of Sn on S by inner
automorphisms.
1. If 2 ≤ i ≤ n−2, then the elements σ1, . . . , σi−2, σi+2, . . . , σn and σi−1,i+2
stabilize both λi and ρi.
2. The elements σ3, . . . , σn stabilize both λ1 and ρ1, the elements σ1, . . . ,
σn−2 stabilize both λn and ρn
3. The elements σ1, . . . , σi−2, σi+1, . . . , σn and σi−1,i+1 stabilize ei, 2 ≤ i ≤
n− 1.
4. The elements σ2, . . . , σn−1 stabilize e1, the elements σ1, . . . , σn−2
stabilize en.
Proof. To prove the first claim, in view of (10), we have only to show that
σi−1,i+2 stabilizes λi and ρi, 2 ≤ i ≤ n − 2. Applying subsequently (8), (1),
(10), (1), (8), (1), we obtain
σi−1,i+2λiσi−1,i+2 = σi−1σiσi+1σiσi−1λiσi−1σiσi+1σiσi−1 =
σi−1σiσi+1λi−1σi+1σiσi−1 = σi−1σiλi−1σiσi−1 = λi,
as required. For ρi arguments are similar.
To prove the third claim we let 2 ≤ i ≤ n − 1 and show that σi−1,i+1
stabilizes ei. Indeed, using (15) we compute
σi−1σiσi−1eiσi−1σiσi−1 = σi−1σiei−1σiσi−1 = σi−1ei−1σiσiσi−1 =
σi−1ei−1σi−1 = ei,
as required.
The remaining two claims are proved similarly, and we leave the details
to the reader.
To proceed, we need to introduce some more notation. Let 1 ≤ p, q ≤ n
and p 6= q. For any pi ∈ Sn such that pi(1) = p and pi(2) = q set
λp,q = pi
−1λ1pi, ρp,q = pi
−1ρ1pi. (18)
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In view of Lemma 1 this definition is correct, i.e. independent on the choice
of pi ∈ Sn such that pi(1) = p and pi(2) = q. Moreover, it can be easily
verified that
λi,i+1 = λi, ρi,i+1 = ρi
for all 1 ≤ i ≤ n − 1. Indeed, for i = 1 this is trivial. Let i ≥ 2. Then we
apply (8) and (1) (i− 1) times and obtain
(σi−1σi) · · · (σ2σ3)(σ1σ2)λ1(σ2σ1)(σ3σ2) · · · (σiσi−1) = λi.
Besides, the element (σ2σ1)(σ3σ2) · · · (σiσi−1) maps 1 to i and 2 to i + 1
respectively.
Lemma 2. Let pi ∈ Sn be such that pi(p) = s and pi(q) = t. Then pi
−1λp,qpi =
λs,t and pi
−1ρp,qpi = ρs,t.
Proof. We prove only the first equality, the second one being proved similarly.
Firstly, we note that every element α ∈ Sn such that α(s) = s and α(t) = t
stabilizes λs,t. This follows from the definition of λs,t and Lemma 1. Further,
consider γ and δ from Sn such that γ(1) = s, γ(2) = t, δ(1) = p, δ(2) = q.
Then
δ−1γλp,qγ
−1δ = δ−1λ1δ = λs,t,
which yields the required statement.
Lemma 3. Let pi ∈ Sn be such that pi(p) = s. Then pi
−1eppi = es.
Proof. Let α ∈ Sn be such that α(1) = p. Then α
−1e1α = ep by (13), (15)
and Lemma 1. Then we apply the arguments similar to those from the proof
of the previous lemma.
In the following proposition we collect the relations satisfied by the prod-
ucts of elements λp,q, ρp,q, σp,q by ei.
Proposition 1. The following relations hold for all admissible and pairwise
distinct p, q, k:
e2p = ep, epeq = eqep, (19)
ekσp,q = σp,qek, epσp,q = σp,qeq, (20)
ekλp,q = λp,qek, eqλp,q = λp,q, epλp,q = λp,qeq = λp,qep = epeq (21)
ekρp,q = ρp,qek, ρp,qeq = ρp,q, ρp,qep = eqρp,q = epρp,q = epeq (22)
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Proof. Consider the map ′ : S → S defined by σ′i = σi, λ
′
i = ρi, ρ
′
i = λi,
e′i = ei. In view of the defining relations this map uniquely extends to an
involution on S which we will also denote by ′.
The relations (19) follow from (14) and Lemma 3.
The relations (20) follow from (15) and Lemma 3.
The relations (21) follow from (16), applying Lemma 3.
Finally, (22) follows from (21), using ′.
Proposition 2. For all pairwise distinct p, q, k, l,
λ2p,q = ρ
2
p,q = λp,qλq,p = ρp,qρq,p = epeq, (23)
λk,lλp,q = λp,qλk,l, ρk,lρp,q = ρp,qρk,l, λk,lρp,q = ρp,qλk,l, (24)
λk,qλk,l = λk,lλk,q = λk,qλq,l, ρk,lρk,q = ρk,qρk,l = ρl,qρk,l, (25)
λk,lλp,k = elλp,k, ρp,kρk,l = elρp,k, (26)
λk,lλp,l = ekλp,l, ρp,lρk,l = ekρp,l, (27)
λk,lρl,k = elσk,l, λk,lρk,l = el, ρk,lλl,k = ekel, (28)
λk,lρk,q = ρk,qλk,l = ρk,qλk,qelσq,l, ρk,lλp,k = λp,kel, (29)
λk,lρp,k = ρp,kλp,kelσk,l, λp,kρk,l = σk,lelρp,kλp,k ρp,kλk,l = elρp,k, (30)
λk,lρp,l = σp,lepρk,lλk,lσp,l, (31)
ρk,lλk,l = ρl,kλl,k. (32)
Proof. To prove (23), in view of (14) and applying Lemmas 3, 2 and ′, it is
enough to check that λ1λ2,1 = e1e2. Indeed, using (9) and (14), we have
λ1λ2,1 = λ1σ1λ1σ1 = λ
2
1 = e1e2.
The relations (24) follow from (4) and Lemma 2.
To prove (25), in view of Lemma 2 and applying ′, it is enough to prove
that λ1λ1,3 = λ1,3λ1 = λ1λ2. Indeed, applying (9), (11) and then (11), (9),
(11), (9), (8), (8) we compute
λ1λ1,3 = λ1σ1λ2σ1 = λ1λ2σ1 = λ1λ2;
λ1λ2 = σ2λ1λ2 = σ2λ1λ2σ2 = σ2λ1λ2σ1σ2 = σ2λ1σ1λ2σ1σ2 =
σ2λ1σ2λ1σ2σ2 = σ1λ2σ1λ1 = λ1,3λ1.
To prove (26) it is enough to show that λ2λ1 = λ1e3, which holds by (12).
To prove (27) it is enough to check that λ2λ1,3 = e2λ1,3. Conjugating
both sides with σ2 we obtain the equivalent equality σ2λ2λ1 = e3λ1, which
holds by (12).
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The first equality of (28) follows from λ2ρ3,2 = λ2ρ2σ2 = e3σ2 and Lem-
mas 2 and 3. The second and the third equalities follow from the same
lemmas in view of (14).
In order to prove the first relation of (29) it is again enough to verify the
relation ρ1,3λ1 = λ1ρ1,3 = ρ1,3λ1,3e2σ2. We compute
λ1ρ1,3 = λ1σ1ρ2σ1 = λ1ρ2σ1 = σ2ρ1λ1e3σ1 = σ2ρ1λ1e3 = σ2ρ1λ1σ2e2σ2 =
σ2ρ1σ2σ2λ1σ2e2σ2 = σ1ρ2σ1σ1λ2σ1e2σ2 = ρ1,3λ1,3e2σ2
and
λ1ρ1,3 = λ1ρ2σ1 = σ1ρ2σ1λ1σ1 = ρ1,3λ1σ1 = ρ1,3λ1.
To prove the second relation of (29) it suffices to establish only that
ρ2λ1 = λ1e3, which is a direct consequence of (6). Further, applying
′ to this
relation we obtain the third relation of (29).
To prove the first relation of (30) we verify only that λ2ρ1 = ρ1λ1e3σ2,
which is a direct consequence of (5). The second relation of (30) is a conse-
quence of the first one using ′.
Further, let us prove (31). It is enough to establish that λ1ρ3,2 = σ2e3ρ1λ1σ2.
This equality is equivalent to λ1ρ2 = σ2e3ρ1λ1, which, in turn, follows from
(5).
Finally, the relation (32) follows from σ1ρ1σ1σ1λ1σ1 = ρ1λ1 and Lemma 2.
The proof is complete.
4 Rewriting technique and canonical words
in the monoid S
In this section we are going to develop some rewriting technique in order to
show that any element of the monoid S can be represented by some ”reduced
word”. This will imply that the cardinality of S is not bigger then the
cardinality of the set of all reduced words.
We start from the following observation.
Lemma 4. Every element of S can be written as a product of the form
α1 . . . αkβ, where k ≥ 0, each αi is equal to some λp,q or ρp,q and β ∈ Sn.
Proof. Let α ∈ S. Since every λi and ρi belongs to some orbit of λ1 and ρ1
respectively with respect to the action of Sn by inner automorphisms, S can
be generated by Sn, λ1 and ρ1. Therefore, α can be written in the form
α = pi1γ1pi2γ2 . . . pikγkpik+1,
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where k ≥ 0, pii ∈ Sn for all i and each γi equals either λ1 or ρ1. In view
of (18) we can rewrite the expression for α as follows:
α = pi1γ1pi
−1
1 (pi1pi2)γ2(pi1pi2)
−1 . . . (pi1 . . . pik)γk(pi1 . . . pik)
−1·
· (pi1 . . . pikpik+1) = γ
1
p1,q1
. . . γkpk,qkβ,
where pi = (pi1...pii)
−1(1), qi = (pi1...pii)
−1(2) and
γipi,qi =
{
λpi,qi, if γi = λ1,
ρpi,qi, if γi = ρ1,
1 ≤ i ≤ k, and β = pi1 . . . pik+1.
Lemma 5. Every element of S can be written as a product of the form
α1 . . . αkβ1 . . . βlpiE, (33)
where k, l ≥ 0, each αi equals some ρp,q, each βi equals some λp,q, pi ∈ Sn
and E = e or E is a product of several ep-s.
Proof. Let α ∈ S. It follows from Lemma 4 that we can express α as a
product α1 . . . αkpi, where k ≥ 0, each αi is equal to some λp,q or ρp,q and
pi ∈ Sn. Suppose that αi = λp,q and αi+1 = ρk,l for some i. If the sets {p, q}
and {k, l} are disjoint we have αiαi+1 = αi+1αi by (24). If the sets {p, q}
and {k, l} are not disjoint we apply the appropriate relation of (28)-(31). As
a result we obtain an expression for α containing less subwords of the form
λi,jρs,t.
However, after such a rewriting some ei-s and σs,t-s might appear in the
expression for α. If some ei-s appear, using (20), (21) and (22) we rewrite
our expression such that it has the occurrence of ej at the rightmost position,
while the number of subwords of the form λi,jρs,t remains the same. If some
σs,t-s appear, using the action of Sn on S by inner automorphisms, we can,
similarly to as this is done in the proof of Lemma 4, rewrite it such that the
group element occurs to the right to all occurrences of λi,j-s and ρs,t-s. As
the mentioned rewriting does not affect the number of the subwords of the
form λi,jρs,t, the statement of the lemma follows by induction on the number
of subwords of the form λi,jρs,t in the initial expression for α.
We can even strengthen the previous statement.
Lemma 6. Every element of S can be written as a product of the form (33)
such that the conditions of Lemma 5 are satisfied and, moreover, the following
conditions are also satisfied:
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1. If αi = ρp,q and αj = ρk,l then either {p, q} ∩ {k, l} = ∅ or {p, q} ∩
{k, l} = {p} = {k}, so that αi = ρp,q and αj = ρp,l. In particular, αi
and αj commute.
2. If βi = λp,q and βj = λk,l then either {p, q} ∩ {k, l} = ∅ or {p, q} ∩
{k, l} = {p} = {k}, so that βi = λp,q and βj = λp,l. In particular, βi
and βj commute.
Proof. We will prove the statement on αi-s only, the second statement being
proved analogously.
Notice that it is enough to prove the statement for the case j = i + 1.
Indeed, if αi commutes with αi+1 for every i then we can rearrange the factors
of α such that αj follows αi for any i, j.
Apply induction on the number of factors of the form ρp,q in the expres-
sion (33). If this number is zero or one, the statement is obvious. Suppose
that α1 = ρp,q and α2 = ρk,l, where p, q, l are pairwise distinct, and that
{p, q} ∩ {k, l} 6= ∅. Consider six possible cases:
a) if αi = ρp,q, αi+1 = ρp,q, we apply (23),
b) if αi = ρp,q, αi+1 = ρq,p, we apply (23),
c) if αi = ρp,q, αi+1 = ρp,l, then αiαi+1 = ρp,qρp,l = ρp,lρp,q by (25),
d) if αi = ρp,q, αi+1 = ρl,p, then the product αiαi+1 equals the product from
c) by (25),
e) if αi = ρp,q, αi+1 = ρl,q, we apply (27),
f) if αi = ρp,q, αi+1 = ρq,l, we apply (26).
In the cases a), b), e), f) we obtain an expression for the initial element
containing less entries of factors of the form ρp,q and apply the inductive
hypothesis. In the cases c) and d) we have that αiαi+1 = ρp,qρp,k for some
pairwise distinct p, q, k.
We proceed by considering the product α2α3 and so on. Finally we either
reach the last factor αl with the first claim satisfied for every possible αi
and αi+1, or reduce the number of factors. In the latest case we apply the
induction.
Let p ∈ {1, . . . , n}, A ⊆ {1, . . . , n} and p 6∈ A. Set Rp,A = ρp,a1 · · · ρp,as
and Lp,A = λp,a1 · · ·λp,as, where A = {a1, . . . , as}. In view of (25) Rp,A and
Lp,A are well-defined.
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Corollary 1. Suppose A1 ∩ A2 = ∅, p1 6= p2, p1 6∈ A1, p2 6∈ A2. Then
Rp1,A1Rp2,A2 = Rp2,A2Rp1,A1 and Lp1,A1Lp2,A2 = Lp2,A2Lp1,A1.
For a subset M = {m1, . . . , ms} ⊂ {1, . . . , n} set EM = em1 · · · ems , which
is well-defined in view of (19).
Proposition 3. Every element of S can be written as a product of the form
Rp1,A1 . . . Rpk,AkLq1,B1 . . . Lql,BlEMσ, (34)
where k, l ≥ 0, p1, . . . , pk, q1, . . . , ql are pairwise distinct and A1, . . . , Ak,
B1, . . . , Bl are pairwise disjoint, E = EM , M ⊆ {1, . . . , n}, σ ∈ Sn. More-
over, the following conditions are satisfied:
(i) pi 6∈ B1 ∪ · · · ∪ Bl, 1 ≤ i ≤ k,
(ii) qi 6∈ A1 ∪ · · · ∪ Ak, 1 ≤ i ≤ l,
(iii) M is disjoint with
(
∪ki=1({pi} ∪Ai)
)
∪
(
∪li=1({qi} ∪Bi)
)
.
Proof. Let α ∈ S be presented in the form (33), such that the conditions of
Lemma 6 are satisfied. The relations (20) imply that we can move from the
expression (33) to
α = α1 · · ·αkβ1 · · ·βlE
′pi′, (35)
where E ′ is the product of some ei-s and pi
′ ∈ Sn. It follows from Lemma 6
that we can rearrange the factors in the product α1 · · ·αk and obtain the
expression
α1 · · ·αk = Rp1,A1 · · ·Rps,As
for certain pairwise distinct p1, . . . , ps and pairwise disjoint A1, . . . , As. Simi-
larly, we can rearrange the factors in the product β1 · · ·βl such that it equals
Lq1,B1 · · ·Lqt,Bt for certain pairwise distinct q1, . . . , qt and pairwise disjoint
B1, . . . , Bt. It follows that we can achieve the expression of the form (34)
for α.
Suppose pi ∈ Bj , for some 1 ≤ i ≤ k and 1 ≤ j ≤ l. Rearranging,
if necessary, the factors in α, we obtain an expression for α containing the
factor Rpi,AiLqj ,Bj . Then rearrange the factors constituting Lqj ,Bj in such a
way that the obtained factorization of α contains the factor Rpi,Aiλqj ,pi. In
view of (29) ρpi,aλqj ,pi = λqj ,piea. Applying this equality several times we
obtain
Rpi,Aiλqj ,pi = λqj ,pi
∏
a∈Ai
ea.
Applying (21) to the obtained expression for α we move all ea-s to the
right of all Lqj ,Bj -s. The resulting expression for α will be of the form (34),
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but without the factor Rpi,Ai, moreover possibly without some Lqj ,Bj -s and
with a new E (containing more ei-s). What we have reached is that the
number of pi-s contained in some Bj-s in the renewed expression for α is
decreased by one. Applying the described rewriting several times we obtain
an expression for α such that the condition (i) is satisfied.
Applying analogous manipulations the expression for α can be rewritten
such that the condition (ii) is also satisfied.
Now we can assume that α is written in the form (34) and the condi-
tions (i) and (ii) are satisfied. Suppose there is a ∈ M such that a = qi or
a ∈ Bi for certain i. Rewrite the expression for α such that it contains the
factor Lqi,Biea and apply (21) several times. We will obtain
Lqi,Biea = eqi
∏
b∈Bi
eb.
This and inductive arguments on the number of factors of the form Lqi,Bi
in (34) show that α can be rewritten such that in the given expression for α
the set M is disjoint with ∪li=1({qi} ∪Bi).
Let us continue the rewriting of the expression for α. Suppose there is
a ∈ M such that a = pi or a ∈ Ai for certain i. We can assume that ea is
the first factor of E. In view of the first relation of (21) ea commutes with
every Lqi,Bi . Hence we rewrite the expression such that ea is located between
the group of the factors Rpi,Ai-s and the group of the factors Lqi,Bi-s of our
expression (34). Moreover, we can assume that this expression contains the
factor Rpi,Aiea. Similarly to as it was done previously we rearrange this factor
and obtain
eaRpi,Ai = epi
∏
x∈Ai
ex.
Thus the number of such a ∈ M that a = pi or a ∈ Ai for certain i
has been decreased by one. The difficulty here is that the current expression
for α may be not of the form (34). To reach the expression of the required
form we have to move the product epi
∏
x∈Ai
ex to the position to the right
of all the Lqi,Bi-s. It is enough to show that such a movement is possible
for every ex with x ∈ {pi} ∪ Ai and apply induction. If x 6∈ ∪
l
i=1({qi} ∪ Bi)
then ex commutes with each Lqi,Bi, and the required movement is performed.
Otherwise, applying (possibly several times) (21) we obtain
exLqi,Bi = eqi
∏
b∈Bi
eb.
Since the sets {qj} ∪ Bj , 1 ≤ j ≤ l, are pairwise disjoint it follows that
every y ∈ {qi} ∪ Bi does not belong to any of the sets {qj} ∪ Bj , 1 ≤ j ≤ l,
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j 6= i. Therefore, ey commutes with all Lqj ,Bj -s, j 6= i, by (21). This
completes the proof.
Denote T =
(
∪ki=1{pi}
)
∪
(
∪li=1{qi}
)
, s = |T |. Enumerate the elements of
T in some way, suppose T = {t1, . . . , ts}.
Define the sets Ci and R
ti
Ci
, 1 ≤ i ≤ s, in the following way. Let 1 ≤ i ≤ s.
• If ti = pj for some j we set Ci = Aj ∪ {pj} and R
ti
Ci
= Rpj ,Aj .
• If ti 6∈ ∪
k
j=1{pj} we set Ci = {ti} and R
ti
Ci
= e.
The above defined sets C1, . . . , Cs are pairwise disjoint, their union co-
incides with T ∪ (∪ki=1Ai). Moreover, ti ∈ Ci for every possible i.
Similarly, define the sets Di, L
ti
Di
, 1 ≤ i ≤ s:
• If ti = qj for some j we set Di = Bj ∪ {qj} and L
ti
Di
= Lqj ,Bj .
• If ti 6∈ ∪
k
j=1{qj} we set Di = {ti} and L
ti
Di
= e.
The above defined sets D1, . . . , Ds are pairwise disjoint, their union
coincides with T ∪
(
∪ki=1Bi
)
. Moreover, ti ∈ Di for every possible i.
Corollary 2. Every element of S can be presented in the form
Rt1C1 · · ·R
ts
Cs
Lt1D1 · · ·L
ts
Ds
EMσ, (36)
where C1, . . . Cs are pairwise disjoint, D1, . . .Ds are pairwise disjoint, ti ∈
Ci ∩Di, 1 ≤ i ≤ s, M is disjoint with
(
∪si=1(Ci ∪Di)
)
and σ ∈ Sn.
Proof. Follows from Proposition 3.
Let B be a subset of {1, . . . , n}. Denote by SB the subgroup of Sn gen-
erated by all σi,j with i, j ∈ B. Obviously, SB is isomorphic to S|B|.
Call an expression of the form (36) such that the conditions of Corollary 2
are satisfied a canonical word.
Let F =M ∪ (∪si=1(Ci \Di)) and G = SD1 ⊕ · · · ⊕ SDs ⊕ SF . The group
G depends on {D1, . . . , Ds}, F , but we do not indicate this into the notation
just not to overload it.
Call two canonical words
Rt1C1 · · ·R
ts
Cs
Lt1D1 · · ·L
ts
Ds
EM1σ1 and
R
t′
1
C′
1
· · ·R
t′s
C′s
L
t′
1
D′
1
· · ·L
t′s
D′s
EM2σ2
equivalent provided that there is a permutation τ ∈ Ss such that Ci = C
′
τ(i),
Di = D
′
τ(i), 1 ≤ i ≤ s, M1 = M2 and σ1σ
−1
2 ∈ G.
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Proposition 4. If two canonical words are equivalent then their values in S
are equal.
The proof will be derived from a series of the following lemmas.
Lemma 7. For pairwise distinct i, j, q
λq,iλq,jσi,j = λq,iλq,j (37)
Furthermore,
λq,iλq,jσq,j = λq,iλq,j. (38)
Proof. Applying (25) and (9) we compute
λq,iλq,jσi,j = λq,iλi,jσi,j = λq,ipi
−1λ1σ1pi = λq,ipi
−1λ1pi = λq,iλi,j = λq,iλq,j,
where pi is an element of Sn such that pi(1) = i and pi(2) = j. The rela-
tion (38) follows by the same argument.
Lemma 8. Let i 6= j. Then
eiejσi,j = eiej. (39)
Proof. Applying consequently (28), ρi,jσi,j = ρj,i (which holds by Lemma 2
and (9)), (28) and (21) we compute
eiejσi,j = eiλi,jρi,jσi,j = λj,iρj,iλi,jρj,i = λj,ieiejρj,i = eiej.
Lemma 9. Let α = Rt1C1 · · ·R
ts
Cs
Lt1D1 · · ·L
ts
Ds
EM . Then α is stabilized by G
from the right, that is ασ = α for every σ ∈ G.
Proof. Suppose first that α ∈ SDr , 1 ≤ r ≤ s. It is enough to consider only
the case when α = σi,j, i, j ∈ Dr. Since EM commutes with L
tr
Dr
we are only
to establish that LtrDrσi,j = L
tr
Dr
. But this equality follows from (37) and (38).
Suppose now that α ∈ SF . As in the previous paragraph, we consider
only the case when α = σi,j, i, j ∈ F . To prove the statement it is enough to
show that
ασi,j = αeiejσi,j (40)
and apply (39).
If i ∈M then αei = α by the definition of EM and (14).
Suppose i ∈ Cr \ Dr for some r, 1 ≤ r ≤ s, and show that αei = α.
Firstly, EMei = eiEM by (14). Further, L
tj
Dj
ei = eiL
tj
Dj
, 1 ≤ j ≤ s, by the
first relation of (21). Finally, RtrCrei = R
tr
Cr
by the second relation of (22).
This completes the proof.
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Proof of Proposition 4. Suppose Rt1C1 · · ·R
ts
Cs
Lt1D1 · · ·L
ts
Ds
EM is a canonical word
and xi ∈ Ci∩Di, 1 ≤ i ≤ s. In view of Lemma 1 and Corollary 1 it is enough
to show that if we replace ti-s by xi-s, the obtained canonical word has the
same value in S. Fix some index i. We can assume that the initial canonical
word has the factor ρti,xiλti,xi. In view of (32) this factor equals ρxi,tiλxi,ti.
It follows that RtiCiL
ti
Di
= RxiCiL
xi
Di
, which completes the proof.
5 Canonical form for the elements of PIPn
We start this section from introducing the notation for certain elements of
the monoid PIPn. For distinct x and y of X we set
sx,y =
{
{x, y′}, {x′, y}, {t, t′}t∈X\{x,y}
}
,
rx,y =
{
{x, y, x′}, {y′}, {t, t′}t∈X\{x,y}
}
,
lx,y =
{
{x, x′, y′}, {y}, {t, t′}t∈X\{x,y}
}
and
εx =
{
{x}, {x′}, {t, t′}t∈X\{x}
}
.
Furthermore, we set si = si,i+1, ri = ri,i+1 and li = li,i+1 for 1 ≤ i ≤ n−1.
The elements s1, . . . , sn−1 generate the group of units of PIPn which is
isomorphic to the symmetric group Sn and will be identified with it.
We will use the following statement.
Proposition 5 ([KMal]). Let n ≥ 3. Then PIPn is generated by Sn, r1
and l1.
Proposition 6. The map from S to PIPn, sending σi to si, λi to li and ρi
to ri, 1 ≤ i ≤ n− 1, extends to an epimorphism ϕ : S → PIPn.
Proof. Firstly we make sure that εi = li−1ri−1, 2 ≤ i ≤ n, and ε1 = s1ε2s1.
Then we verify that for the elements si, li, ri and εi all the relations corre-
sponding to the relations (1)-(17) hold. This and Proposition 5 imply the
needed statement.
Some examples of the relations satisfied by the generating elements of the
monoid PIPn, are given on Figures 3, 4 and 5.
Corollary 2 and Proposition 6 imply that every element of PIPn can be
written as ϕ-image of some canonical word from S. Now we are going to
show that such a presentation is unique.
Theorem 1. The map ϕ : S → PIPn from Proposition 6 is an isomorphism.
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Figure 3: An illustration of the equality lk,llp,l = εklp,l.
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Figure 4: An illustration of the equality lk,llk,p = lk,lll,p.
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Figure 5: An illustration of the equality lp,krk,l = sk,lεlrp,klp,k.
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Proof. We are to prove that the map ϕ is injective. Applying Proposition 4 it
is enough to show that if ϕ-images of values of two canonical words in PIPn
are equal then these canonical words are equivalent. For this, we compute
the value of the image of a canonical word in PIPn. For the word (36) this
is the element{(
Ci ∪ σ(D
′
i)
)
1≤i≤s
, {x}x∈K1, {σ(x
′)}x∈K2, {x, σ(x
′)}x∈K3
}
,
where K1 = M ∪ (∪
s
i=1(Di \ Ci)), K2 = F = M ∪ (∪
s
i=1(Ci \ Di)), K3 =
X \
(
(∪si=1(Ci ∪ Di)) ∪M
)
. The statement now follows from the definition
of equivalent canonical words.
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