Abstract. In recent researches, many approaches based on association rules have been proposed to improve the accuracy of recommender systems. These approaches are primarily based on Apriori data mining algorithm in order to generate the association rules and apply them to improving the recommendation results. However, these approaches also reveal some disadvantages of the system, such as taking a longer time for generating association rules; applying the Apriori algorithm on rating sparse matrix resulting in irrelevant information and causing poor recommendation results to target users and association rules generated primarily relying on given threshold of Support and Confidence measures leading to the focus on the majority of rules and ignoring the astonishment of rules to affect the recommendation results. In this study, we propose a new model for collaborative filtering recommender systems: The collaborative recommendation is based on statistical implication rules (IIR); Differently from collaborative recommendation based on association rules (AR), the IIR predicts the items for users based on statistical implication rules generated from rating matrix and Implication intensity measures measuring the surprisingness of rules. To evaluate the effectiveness of the model, in the experimental section, we implement the model on three real datasets and compare the results with some different effective models. The results show that the IIR has higher precision on the experimental datasets.
INTRODUCTION
The widespread popularity of high-tech communication devices, such as smartphones, tablets and other intelligent terminals has attracted the number of people accessing social networks (Facebook 1 , Zalo, and Twitter), e-commerce sites (Amazon [10] , Netflix [4] and eBay [12] ) significantly. This has brought people closer together, exchanging information with each other is more convenient and the world becomes flatter. However, the huge amount of available information on social networks and a variety of items on e-commerce sites in recent times many difficulties for people when they search for the expected information. Sometimes, they cannot receive satisfactory results even the information available on the system. Fortunately, the transaction information and feedback of users can be tracked and recorded on the social networks and e-commerce sites. This makes it easier to analyze the preference of users. Recommender systems [30] have been used to recommend items to users and provide personalized services by analyzing behaviors of users, such as the recommendation of the film and television programs in Netflix [4] , the books in Amazon [5] , and videos in YouTube [3] .
To find out which items suit the user's preferences, many recommendation models have been proposed. In particular, the collaborative filtering recommendation model is considered to be a successful model in many areas. This model is based on a user's rating matrix for items in the past to recommend items for current users. However, the collaborative filtering recommendation model will give inaccurate recommendation results in cases of new users (user unrated for any item), new products (item is not rated by any user), data sparsity (each item is rated by only a few users; each user only rates for a few items). In order to solve this problem, many solutions have been proposed to improve recommendation results. The Application association rules is considered as one of the effective solutions to improve the accuracy of the collaborative filtering recommendation models [1, 23, 28] . In this way, the association rule can be applied to seeking interest patterns in the process data; exploiting implicit information such as users preferences and users behaviors based on user profiles and finding out the relationship between users and items based on rating matrix.
However, the collaborative recommendation based on association rules also reveals some disadvantages. For example, it takes the system a longer time to generate association rules; Applying the Apriori algorithm on rating sparse matrix results in irrelevant information can cause poor recommendation results to target users and association rules are generated based primarily on given threshold of Support and Confidence measures, so we concentrate on the majority of rules and ignore the astonishment of rules to affect the recommendation results. This paper proposes a new model for collaborative filtering recommender systems based on statistical implication rules. In this model we built algorithm to generate statistical implication rules from rating matrix based on statistical implicative analysis theory. Hence, these rules are an asymmetry that reflects the implication among items based on rating values of users for items. There is a difference between collaborative recommendation based on association rules and collaborative recommendation based on statistical implication rules. The collaborative recommendation based on association rules mainly relies on transaction data of users and association rules are generated based on two metrics: Support and Confidence. The collaborative recommendation based on statistical implication rules is based on user's rating data and maximizes the implication of the relationship between items based on statistical implication rules. This helps the system improve the accuracy of the recommendation's results. This paper is divided into eight parts. Part two presents a brief review of literature related to collaborative recommender systems based on association rules mining techniques. Part three presents statistical implication analysis method. Part four presents the definition of statistical implication rules. Part five describes the required steps to build the collaborative filtering recommender model based on statistical implication rules. Part six presents the experimental results of the model on three datasets. Part seven compare the accuracy of the model with other collaborative recommender models. The last part summarizes some important achieved results.
RELATED WORK
In this section, we present a brief review of literature related to collaborative recommender systems based on association rules mining techniques. The association rules mining technique was applied to representing users' interests in various fields for providing recommendation models due to its ability to scale large datasets and achieve high precision [24, 26, 27] . Firstly, association rules mining technique is considered as similarity measures to determine similarity between users or between items in recommendation system. Examples of this are as follows: association rules mining technique employed in a hybrid recommendation system to compute similarity among/between users from implicit data collected in a discussion group [15] ; association rules mining used for identifying similar listening history among users on the same set of songs and predicting users' unknown preferences [18] ; association rules mining technique employed to find out the similarities between readers, between articles, and combine them together to generate recommendation results [29] . Secondly, association rules mining technique is considered as data mining technique to process in recommendation system. For example, association rules mining technique is employed to discover similar interest patterns among users from implicit information in data processing phase and to find similar interest patterns between users in recommendation resulting phase [18] ; association rules mining technique is employed to find frequent item sets in the class of Favorite Items to find out the correlation between items. Relying on correlation between items, the system suggests new items for a particular user [2] ; Thirdly, association rules mining technique is considered as a recommender approach [9, 14] , such as association rules mining technique used to generate recommendation results in collaborative recommender system [20, 29] ; association rule mining technique and similarity measure used to generate recommendation results [25] ; association rule mining technique and content-based approach used to generate recommendation results [2] ; association rule mining technique and clustering algorithms used to generate recommendation results [18] .
STATISTICAL IMPLICATION ANALYSIS METHOD
Statistical implicative analysis [22] is the method of data analysis studying implicative relationships between variables or data attributes, allowing detecting the asymmetrical rules a → b in the form "if a then that almost b" or "consider to what extent that b will meet implication of a". The purpose of this method is to detect trends in a set of attributes (variables) by using statistical implication measures.
Let E be a set of n objects or individuals described by a finite set of binary variables (property). A (A ⊂ E) is a subset of objects that meet the property a; B(B ⊂ E) is a subset of objects that meet the property b;Ā (resp.B) is the complement of A (resp. B); n A = card(A) is the number of elements of set A; n B = card(B) is the number of elements of set B; and the the counter-examples n AB = card(A ∩B) is the number of objects that satisfy the attribute a but does not satisfy the property b. Let X and Y be two random sets with the number n X and n Y respectively.
For a certain process of sampling (see [22] ), the random variable card(X ∩Ȳ ) follows the Poisson distribution with the parameter λ= n A nB n . The rule a → b is said to be admissible for a given threshold α if
Let us consider the case where nB = 0. In this case, the Poisson random variable card(X ∩Ȳ ) can be standardized random as
In experimental realization, the observed value q(A,B) of Q(A,B) is defined by
This value measures a deviation between the contingency and expected value when A and B are independent.
When the approximation is justified (e.g. λ > 4) the random variable q(A,B) is approximatively
This measures is used to determine the unlikehood of the counter-example n AB in the set E. The implication intensity ϕ(a, b) is admissible for a given threshold α if ϕ(a, b) ≥ 1 − α.
STATISTICAL IMPLICATION RULES
Statistical implication rules are asymmetric that have the form a → b and are selected based on statistical implication measures. Their important feature is the strong association between the properties of the left-hand side and the properties of the right-hand side. Based on this implication relationship to determine the role of individuals in the formation of rules [22] .
Let U = {u 1 , u 2 , , u n } be a set of n users; I = {i 1 , i 2 , , i m } is a set of m items; R = {r j,k } is a rating matrix of n users for m items with each row representing a user u j (1 ≤ j ≤ n); each column represents an item i k (1 ≤ k ≤ m), r j,k is the rating value of user u j for item i k ; t i is a set of items rated by u i , t j is a set of items rated by u j , and t i , t j ⊆ I. A statistical implication rule is an implication of the form: a → b where a ⊆ t i , b ⊆ t j and a ∩ b = ∅; and is accepted with threshold α (0≤ α ≤1) if ϕ(a, b) ≥ 1 − α.
THE COLLABORATIVE FILTERING RECOMMENDER MODEL BASED ON STATISTICAL IMPLICATION RULES
Suppose that U = {u 1 , u 2 , ..., u n } is a set of n users, I = {i 1 , i 2 , ..., i m } is a set of m items, R Train = {r j,k } is a training dataset, with r j,k is the rating value of user u j for item i k ; R Test = {r i,l } is a testing dataset, with r i,l is the rating value of user u i for item i l ; SIR = {r 1 , r 2 , ..., r n } is a set of statistical implication rules generated from training dataset; M AT RIX Logical = {l i,j } is logical matrix, with l i,j is logical value between rule r i and user u j , if user u j has ratings for items of the left side of rule r i then l i,j ="TRUE", otherwise l i,j ="FALSE"; SIR ua = {r ua1 , r ua2 , ..., r uak } is a set of statistical implication rules selected for u a . The recommendation results for user u a is a set of items belonging to right side of SIR ua that user u a has not rated I ua = {i ua1 , i ua2 , ..., i uaN }.
The collaborative filtering recommender model based on statistical implication rules is defined as the following phases: process experimental data, generate statistical implication rules from the training dataset, create predictive results, and evaluate the accuracy of the model. This model is presented by the following diagram. 
Generate statistical implication rules from the training dataset
Based on the definition of statistical implication rules presented in Section 3, the statistical implication rules is generated on the training dataset according to the following algorithm: First, the algorithm generates episodes from 1 element, set of 2 elements,..., set of k elements. Next, for each set of k elements generate its subsets (with subsets = φ). Finally, based on subsets to generate statistical implication rules, and based on the threshold α and Implication intensity measures to choose the rules for the system. Algorithm: Generate statistical implication rules Input: training dataset and given threshold α; Output: set of statistical implication rules; Begin k = 1; ‫ܨ‬ = ∅; ܴ = ∅; ‫ܫ‬ = {݅ | ݅ ∈ ‫;}ܫ‬ repeat k = k + 1; ‫ܫ‬ = < Generate candidate itemsets from ‫ܫ‬ ିଵ >; for each row t ∈ training dataset do ܵ ௧ = < Generate all subset s belong to t >; Example: Let us a rating matrix of two users who rated for 4 items as follows:
The first step, we generate candidate itemsets:
The second step, we generate statistical implication rules with threshold α = 0.6 and obtain 36 rules as follows:
Statistical implication rules {V1=0} ⇒ {V2=4}, {V2=4} ⇒ {V1=0}, {V1=0} ⇒ {V4=1}, {V4=1} ⇒ {V1=0}, {V2=4} ⇒ {V4=1}, {V4=1} ⇒ {V2=4}, {V1=2} ⇒ {V2=0}, {V2=0} ⇒ {V1=2}, {V1=2} ⇒ {V4=0}, {V4=0} ⇒ {V1=2}, {V2=0} ⇒ {V4=0}, {V4=0} ⇒ {V2=0}, {V1=0,V2=4} ⇒ {V4=1}, {V1=0,V4=1} ⇒ {V2=4}, {V2=4,V4=1} ⇒ {V1=0}, {V1=0,V3=4} ⇒ {V2=4}, {V2=4,V3=4} ⇒ {V1=0}, {V1=0,V3=4} ⇒ {V4=1}, {V3=4,V4=1} ⇒ {V1=0}, {V2=4,V3=4} ⇒ {V4=1}, {V3=4,V4=1} ⇒ {V2=4}, V1=2,V2=0} ⇒ {V4=0}, {V1=2,V4=0} ⇒ {V2=0}, {V2=0,V4=0} ⇒ {V1=2}, {V1=2,V3=4} ⇒ {V2=0}, {V2=0,V3=4} ⇒ {V1=2}, {V1=2,V3=4} ⇒ {V4=0}, {V3=4,V4=0} ⇒ {V1=2}, {V2=0,V3=4} ⇒ {V4=0}, {V3=4,V4=0} ⇒ {V2=0}, {V1=0,V2=4,V3=4} ⇒ {V4=1}, {V1=0,V3=4,V4=1} ⇒ {V2=4}, {V2=4,V3=4,V4=1} ⇒ {V1=0}, {V1=2,V2=0,V3=4} ⇒ {V4=0}, {V1=2,V3=4,V4=0} ⇒ {V2=0}, {V2=0,V3=4,V4=0} ⇒ {V1=2}
Create recommendation results
The recommendation results are generated based on statistical implication rules set and testing dataset by the following algorithm: First, the algorithm is based on the number of statistical implication rules and the number of users in the testing set to produce a logical matrix with n rows, m columns (n is the number of rules, m is the number of users). This matrix is created as follows: if user j has ratings for items of the left side of rule i and then cell i; j of the matrix is assigned the value "TRUE", otherwise assigns the value "FALSE". Next, for each column j, if the value of cell i, j is "TRUE", then select the corresponding statistical implication rule in line i for user j. Finally, ascendingly sort the selected rules of each user by the value of the statistical implication intensity and select the N items from the right-hand side of rules with the highest possible value that the user has not yet rated for recommendation results. 
Algorithm: Generate recommendation results

Input
Evaluate the accuracy of the model
To test the accuracy of the model, we use the evaluation method based on model recommendations [7, 8] . This method evaluates the accuracy of the model by comparing the model's recommendations with the choice of users purchase by using three metrics: P recision, Recall, and F measure to measure the accuracy of the model [11, 19] . The model is evaluated good if three indices gain high value. The following is a formula for calculating the value of measures P recision = Correctlyrecommendeditem T otalrecommendeditems , Recall = Correctlyrecommendeditems T otalusef ulrecommendations , F measure = 2 * P recision * Recall P recision + Recall .
For example, to see more clearly the process of implementation of the model, assuming that the system recommends users to select 8 items (from i 1 to i 8 ) and the system has 10 users (from u 1 to u 10 ) with rating matrix as follows
In particular, the training dataset consists of the first seven users (u 1 to u 7 ); the testing dataset contains the last three users (u 8 to u 10 ), with each user selecting two items to recommend. The first step, the model generates statistical implication rules based on training dataset with α = 0.5 (49 rules). The next step, it relies on sets of the statistical implication rules and testing dataset to build a logical matrix. The final step, from the logical matrix, the model generates the recommendation results as follows Table 1. 6. EXPERIMENT
Process experimental data
To evaluate the effectiveness and performance of our proposed model, we use k-fold crossvalidation method [19] with k = 5. k-fold cross validation refers to dividing the examples into k equally sized subsets and using one subset for testing and the rest for training. This is done repeatedly so that each subset acts as a test set once and is part of the training set k − 1 times. The evaluation results of this method are average value of k evaluations.
Datasets
The three datasets of MovieLense [6] , MSWeb [13] and Jester5k [16] are used in our experiments. First, MovieLense dataset is collected from rating results of 943 users for {i4,i5} ⇒ {i3}; {i1,i4} ⇒ {i7}; {i3,i4} ⇒ {i5}; {i4,i8} ⇒ {i5}; {i1,i5,i8} ⇒ {i4}; {i1,i4,i8} ⇒ {i5}; {i1,i4,i5} ⇒ {i8}; {i4} ⇒ {i3}; {i4} ⇒ {i7}; {i4} ⇒ {i5}; {i1,i3} ⇒ {i7}; {i3,i4,i8} ⇒ {i7}; {i4,i7,i8} ⇒ {i3}; {i1,i3,i8} ⇒ {i7}; {i1,i7,i8} ⇒ {i3}; {i4,i5,i7} ⇒ {i3}; {i1,i3,i5} ⇒ {i7}; {i1,i5,i7} ⇒ {i3}; {i1,i3,i4} ⇒ {i7}; {i2,i4,i5} ⇒ {i3}; {i2,i5,i6} ⇒ {i3}; {i1,i2,i4} ⇒ {i7}; {i1,i2,i6} ⇒ {i7}; {i3,i4,i5,i8} ⇒ {i7}; {i4,i5,i7,i8} ⇒ {i3}; {i1,i3,i5,i8} ⇒ {i7}; {i1,i5,i7,i8} ⇒ {i3}; {i1,i3,i4,i8} ⇒ {i7}; {i1,i4,i7,i8} ⇒ {i3}; {i1,i3,i4,i5} ⇒ {i7}; {i1,i4,i5,i7} ⇒ {i3}; {i2,i4,i5,i6} ⇒ {i3}; {i1,i2,i4,i6} ⇒ {i7}; {i1,i3,i4,i5,i8} ⇒ {i7}; {i1,i4,i5,i7,i8} ⇒ {i3}
[0.631238, 0.510458] i3, i7 u9 {i3,i4} ⇒ {i5}; {i3} ⇒ {i5}; {i3} ⇒ {i4}; {i7} ⇒ {i4}; {i3,i5} ⇒ {i4}; {i1,i7} ⇒ {i4}; {i1,i3} ⇒ {i7}; {i3,i4,i8} ⇒ {i7}; {i4,i7,i8} ⇒ {i3}; {i1,i3,i8} ⇒ {i7}; {i1,i7,i8} ⇒ {i3}; {i4,i5,i7} ⇒ {i3}; {i1,i5,i7} ⇒ {i3}; {i1,i3,i4} ⇒ {i7}; {i2,i4,i5} ⇒ {i3}; {i2,i5,i6} ⇒ {i3};{i1,i2,i4} ⇒ {i7}; {i1,i2,i6} ⇒ {i7}; {i3,i4,i5,i8} ⇒ {i7}; {i4,i5,i7,i8} ⇒ {i3}; {i1,i3,i5,i8} ⇒ {i7}; {i1,i5,i7,i8} ⇒ {i3}; {i1,i3,i4,i8} ⇒ {i7}; {i1,i4,i7,i8} ⇒ {i3}; {i1,i3,i4,i5} ⇒ {i7}; {i1,i4,i5,i7} ⇒ {i3}; {i2,i4,i5,i6} ⇒ {i3}; {i1,i2,i4,i6} ⇒ {i7}; {i1,i3,i4,i5,i8} ⇒ {i7}; {i1,i4,i5,i7,i8} ⇒ {i3}; {i3,i8} ⇒ {i7}; {i7,i8} ⇒ {i3}; {i5,i7} ⇒ {i3}; {i3,i5,i8} ⇒ {i7}; {i5,i7,i8} ⇒ {i3}; {i2,i5} ⇒ {i3}
{i1,i4} ⇒ {i7}; {i3,i4} ⇒ {i5}; {i3} ⇒ {i5}; {i3} ⇒ {i4}; {i3,i5} ⇒ {i4}; {i4,i8} ⇒ {i5}; {i1,i5,i8} ⇒ {i4}; {i1,i4,i8} ⇒ {i5}; {i1,i4,i5} ⇒ {i8}; {i5,i8} ⇒ {i4}; {i1,i3} ⇒ {i7}; {i3,i4,i8} ⇒ {i7}; {i4,i7,i8} ⇒ {i3}; {i1,i3,i8} ⇒ {i7}; {i1,i7,i8} ⇒ {i3}; {i1,i5,i7} ⇒ {i3}; {i1,i3,i4} ⇒ {i7}; {i1,i2,i4} ⇒ {i7}; {i1,i2,i6} ⇒ {i7}; {i3,i4,i5,i8} ⇒ {i7}; {i4,i5,i7,i8} ⇒ {i3}; {i1,i3,i5,i8} ⇒ {i7}; {i1,i5,i7,i8} ⇒ {i3}; {i1,i3,i4,i8} ⇒ {i7}; {i1,i4,i7,i8} ⇒ {i3}; {i1,i3,i4,i5} ⇒ {i7}; {i1,i4,i5,i7} ⇒ {i3}; {i1,i2,i4,i6} ⇒ {i7}; {i1,i3,i4,i5,i8} ⇒ {i7}; {i1,i4,i5,i7,i8} ⇒ {i3}; {i3,i8} ⇒ {i7}; {i7,i8} ⇒ {i3}; {i3,i5,i8} ⇒ {i7}; {i5,i7,i8} ⇒ {i3}; {i1,i3,i5} ⇒ {i7} . It is sampled and processed from the log file of the address www.microsoft.com [13] . This dataset includes 38,000 anonymous users getting access to 285 original web addresses, and is processed and organized into binary rating matrix with 32,710 rows, 285 columns, and 98,653 rating values. Third, Jester5k dataset is obtained from rating results of 5000 users through Jester Online Joke Recommender System in the period from April 1999 to May 2003. This dataset is organized in a matrix format consisting of 5,000 rows, 100 columns, and 362.106 rating values. In particular, each user has rated at least 36 jokes. The rating values for jokes are real values ranging from -10.00 to 10.00 and the value "99" corresponds to "null". It means that a user does not rate for jokes.
For evaluating the accuracy of the model, each dataset is divided into two parts, 20 percent used for testing and the rest used for training. Since MovieLens is numerical rating matrix and Jester5k real rating matrix, we transform them into binary format before applying the model. With MovieLens, if the rating value is greater than or equals 3 on numerical rating matrix, then transform equals 1 on binary matrix, otherwise transform equals 0. With Jester5k, if the rating value is greater than or equals 0 on real rating matrix, then transform equals 1 on binary matrix, otherwise transform equals 0.
Experimental tools
In our experiments, we use ARQAT tool [17] which is developed on language R by our team. This is a tool developed for implementing recommender models based on statistical implication analysis. It includes the following functions: processing data, generating statistical implication rules, designing and evaluation recommender models [19] .
The results of model
In the experiment, we examine models on three different datasets respectively. Then, we evaluate the accuracy of the model based on its recommendation results on each experimental dataset. The evaluation results based on three metrics P recision, Recall and F measure on three experimental datasets are presented in Figure 3 . The Figure 3 shows that the recommendation results on MSWeb dataset are higher than the recommendation results on the other two datasets: Jester5k and MovieLens. In particular, the values of Recall and Fmeasure on MSWeb are much higher than the value of these metrics on the two remaining datasets. This result reflects that the IIR produces good recommendation results on binary dataset. The Figure 3 also shows that the value of P recision of the model is higher than those of Recall and F measure on three experimental datasets. This means that the recommendation results of the model are relatively good and the ability to find the recommendation items of the model is not really effective. The evaluation results of model 
COMPARE THE ACCURACY OF THE MODEL WITH OTHER COLLABORATIVE RECOMMENDER MODELS
In order to evaluate the effectiveness of the model, we compare the accuracy of the proposed model with the precision of the collaborative filtering recommender models: Userbased collaborative filtering (UBCF) [19] , Item-based collaborative filtering (IBCF) [19] and Collaborative filtering recommender based on association rules mining techniques (AR) [21, 29] . To accomplish this, we conduct experiments in the models with the same training dataset and testing dataset on all three experiment datasets. After that, we evaluate the models in each experimental dataset. The evaluation results of the models on three datasets are shown in Table 2 .
The evaluation results of the models show that the value of P recision of IIR is superior to the rest on three datasets (MovieLense: . This result shows that the IIR has practical applicability. In particular, on binary data (MSWeb), the model has far more precision than the rest of the models. Figure 4 shows the results of the comparison of the indicators of the accuracy of the models.
To compare the accuracy of IIR with UBCF, IBCF and AR, we build ROC chart to present the evaluation results (plot the P recision and Recall ratios for each model) on MSWeb dataset. In particular, we give the parameter specifying the number of items to recommendation varies from 1 to 10 (each user is recommended from 1 to 10 websites). The models have the following parameters: The UBCF and IBCF models use Cosine as similarity measure, the AR model selects the association rules with Support = 0.3 and Conf idence = 0.5, the IIR selects the parameter α = 0.5. Figure 5 shows that IIR has the best results in the four models studied. This confirms again that IIR gives good results on binary datasets. The result shows that statistical implication rules have increased the accuracy of the collaborative filtering model compared to the association rules. The main reason for this increase is that statistical implication rules are generated based on the implicative value between items instead of Support and Confidence as association rules.
CONCLUSION
This paper presents the research on recommender systems based on association rules and analyses of some disadvantages of this approach. To overcome the shortcomings, we propose a new model for collaborative filtering recommender systems based on statistical implication rules. The article also defines how to determine a statistical implication rule for a given threshold based on statistical implicative analysis and describes the steps of building the IIR. To demonstrate the effectiveness of the proposed model, the experimental part was carried out on three datasets MovieLens, MSWeb, and Jester5k. The experimental results show that the recommendation results of the proposed model are quite accurate on MSWeb dataset. The evaluation results of the models on three datasets show that the value of Precision of IIR is higher than those of the other models. This result is a testament to the applicability in practice to improve the accuracy of the recommendation results.
