Abstract. We introduce a novel technique for Magnetic Resonance Image (MRI) restoration, using a physical model (spin equation) and corresponding basis images. We determine the basis images (proton density and nuclear relaxation times) from the MRI data and use them to obtain excellent restorations.
Introduction
Magnetic Resonance Imaging (MRI) has proven to be a very useful noninvasive medical imaging method because of the ability to render high anatomical resolution of soft tissues.
Three variables form a basis for MR images: proton density, and two nuclear relaxation times. MRI systems can produce multiple images which emphasize one or several of these three basis variables while enforcing a reasonable level of registration between images, simply by adjusting one or more of the user-specified parameters, TE and TR.
At the present time, MR images are often processed or viewed individually, so some important clinical details may go unnoticed due to not using the joint information between multiple images. This problem can be avoided if an approach which incorporates multiple images is utilized, and done in a manner such that important basis images are extracted. Once this is done, synthetic images may be calculated from the basis images. These synthetic images can be used to generate images equivalent to data images obtainable with different control parameters, TE and TR, thereby minimizing the MR system time [19] [23] [7] .
In this work, the unknown basis images and the MR images are modeled as Markov random fields. The basis images are related to the MR images through a physical model. Two MAP restorations are compared; a simple quadratic smoothing prior and a nonlinear prior that is biased towards piecewise-smooth basis images. The application of the non-quadratic prior probabilities requires global optimization, and here we present results of the nonlinear prior work. Our choice of nonlinear prior is based on our previous experience [2] with several approaches towards the nonlinear restoration of images. MR images synthesized by using the restored basis images are compared to the original MR data.
Section 2 discusses some existing techniques found in the literature. Section 3 presents useful information necessary for understanding our approach. In Section 4, the new contribution is discussed, and Section 5 reports experimental results.
Background
The purpose of this section is to discuss the state of the art for the determination of the MRI basis images: proton density, and T1 and T2 nuclear relaxation times.
In MRI, typical images are proton density weighted images, T1 weighted images, and T2 weighted images, which are acquired through selection of appropriate values of TE (echo time) and TR (relaxation time). At the present time, abnormal tissue areas are examined by the contrast in each image, and these images are viewed and treated separately by radiologists. Because of this single-image approach, MRI pulse sequences were developed to enhance the contrast of the characteristics of a particular tissue. However, through the utilization of routinely used "multi-echo" pulse sequences, several pixelregistered images can be obtained which reflect the different tissue properties. By analyzing these multiple pixel-registered images, the proton density, and the 7"1 and T2 nuclear relaxation times may be obtained for each sampled point in the multiple-image set.
Bobman, et al. [6] [5] performed linear regression to obtain T2 and pseudodensity, and separately used the same technique to calculate T1, after which the calculated values were used to generate synthetic data. MacFall, Riederer and Wang [21] applied minimum-variance leastsquares fitting to logarithmically processed data to calculate pseudodensity and T2, and subsequently generated synthetic images. Breger, et al. [8] used an iterative X 2 minimization to produce pseudodensity and 7'1 from four 7'1 weighted images, and then used the same technique to calculate pseudodensity and T2 from four T2 weighted images. Lee and Riederer [18] used two or more images with constant TR and differing TE and directly calculated T2 and pseudodensity, synthesized data using those values, and then evaluated the noise in the produced synthetics. Graumann, Fischer and Oppelt [13] designed a specific pulse sequence in order to directly calculate T1 and Tz without the use of minimization techniques. Wright, et al. [24] discusses three algorithms for high-speed application. One algorithm uses an iteratively gencrated lookup table to map the quotient of two data points to T1, and then determines the pseudodensity using back-substitution. The other algorithms were previously discussed [18] [21]. Brosnan, et al. [9] discuss an improvement over Wiener filtering, "measurement-dependent filtering", which uses multiple data sources to decrease the noise in a previously calculated T2 image while maintaining step edges. Liu, Nieminen and Koenig [20] use an unconstrained Newton-Raphson method with control parameters to iteratively calculate T~. They separately calculate T2 using a previously discussed [21] method, and then use the calculated T1 and T2 values to determine the spin density via backsubstitution.
In all of the cited cases, the basis images have been calculated without the benefit of any a priori knowledge of the local characteristics of the tissues of interest. To date, only data images have been processed with the benefit of prior knowledge [12] [15] [111 [14] . It is our intent to use just such a priori knowledge to reduce the noise and increase the contrast within the basis images and sebsequently synthesized restorations, while dealing with noisy data more explicitly than previously presented.
Problem Formulation
The purpose of this section is to develop the definitions and mathematical basis for further discussion of our approach.
Let G be a measured vector-set of images
where d is the number of channels in the vectorset, and where gc,i represents the c-th channel value associated with the i-th pixel. Using similar notation, let S(F) represent the undegraded ideal images as a deterministic function of F where F are the undegraded ideal basis images, and let N represent additive noise such that G = S + N. Note that
where p is the number of basis images in the vector-set, and where f¢,~ represents the value associated with the i-th pixel of the ¢-th basis image.
Bayesian Model
In Bayesian restoration, the most acceptable result is the result with the highest probability of occurrence. Let F be an estimate of F. Bayes' rule gives the posterior distribution [10] of given the data G as
That is, the conditional probability of occurrence of a specific restoration F given the data G is equal to the conditional probability of occurrence of the data G given the specific restoration times the probability of the occurrence of the specific restoration F divided by the probability of the occurrence of the data G. We refer to P ( G I F ) as the "noise term", and it describes the noise distribution. P ( F ) is called the "prior term" and it describes the a priori distribution which can be chosen using a priori knowledge about F. Obviously P(G) is constant and independent of F, so in order to maximize the posterior distribution, we need only maximize P(G [ F ) P ( F ) .
The determination of the cost function, and the noise and prior terms of that cost function are presented in Section 4.
Physical Model
The function S(F) is given by the physical model. In this work, one simplified nonlinear image formation model [20] is used.
where p, T2 and T1 are basis images of f¢ where ¢ = 1,2, 3, respectively. TE~ and TR~ represent the echo time and relaxation time used during acquisition of the c-th data image. T1 and T2 are nuclear relaxation times, and p represents proton density, contributions due to proton flow, and MRI system gain. Most brain tissue is perfuse with slowly moving blood, hence the data should not be subject to large variations in proton flow. This work does not address the effect of proton flow. Our data was acquired with MRI system gain held constant for all scans.
Note that this physical model is undefined and exhibits singularities in the gradient when 7'1 or T2 equals zero. T1 and Tz are real, positive and bounded below in time, but using a noninfinitesimal step size during gradient descent requires that T1 and T2 be constrained in code, otherwise negative values of T1 or T2 might occur, causing numerical overflow. Because of this, a constrained optimization technique is required to find a global solution in the minimization process.
Image Restoration
This section delineates the different approaches we have taken towards restoration of the basis images through deterministic minimization of a cost function. In all cases, a maximum likelihood (ML) ("noise") term is necessary to ensure fidelity to the data. A "prior" term is introduced into the minimization scheme only when neighborhood interactions are necessary to correct the effects of noise-corrupted data. This noise propagates in a nonlinear and signal-dependent manner [21] [1] into the basis images described within the physical model. The "prior" term addresses this effect by operating on the basis images within a local neighborhood.
The Noise Term, HN
The ML approach does not incorporate a prior model, hence the restoration is based solely on a noise term. For the ML case, the noise which has corrupted S(F) is modeled as stationary, signal-independent additive Gaussian noise [21], hence P(G IF) is given by
where C denotes the covariance matrix of noise N, and ICI denotes the determinant of C. Since the noise is assumed to be zero-mean, C = R, the autocorrelation matrix, and Equation 5 can now be written as
where K is some constant value. Taking the negative-log of P(G [ F), and harmlessly ignoring the constant contribution of K, the "noise term" of the optimization function is obtained:
= E ~ E('g~, i(~) -9~, i)2' (7)
c for isotropic uncorrelated noise. In order to ascertain the ML p, T2 and T1 images, we arbitrarily set the initial basis images to the following values:
For the case where only ML restoration is attempted, the cost function is H = Hw.
The Quadratic Prior Term, Hp
Smoothing requires the use of an additional term in the cost function, the prior term. This term, P(F), depends only on F, and should reflect some prior knowledge of the nature of F. For the case of MR images, the basis images should appear to be locally homogeneous in some important way.
Since it is frequently used in similar restoration problems [10] , an exponential form is chosen for P(F):
Zp where Zp normalizes P(F). Hp(F) in this instance is used to measure and regulate the local homogeneity of some characteristic of the basis images.
For the case of quadratic smoothing, we choose 1 where ~ indicates the direction of the first-order partial differential, wn adjusts the relative contribution of nearest-neighbor versus next-nearestneighbor pixels, and )~, in conjunction with the estimate of noise in the ¢-th image, ae, indicates the emphasis of smoothing on the basis images.
To determine the smoothed values for the p, T2 and T1 images, we initialize these values with the method put forth in Equations 8, 9 and 10. When neighborhood interactions are used, the cost function is written as H = HN + He.
The Nonlinear Prior Term, Hp
Quadratic smoothing performs well in regions where the basis images do not exhibit large excursions or contain step edges. In areas where the ML solution yields such large excursions, quadratic smoothing heavily blurs these features. The advantage of nonlinear smoothing is that it can preserve these features while maintaining the same level of smoothing performance on those regions where large excursions do not exist.
For the case where nonlinear piecewise smoothing is desirable,
Hv(F) = EE
tEnWnk°x'] (13) t'o k 2 where • is a constant and r e is a smoothly changing annealing parameter on the 9-th basis image. At infinite 7-¢ for all ¢, the prior term is equivalent to the previously discussed quadratic prior term. As 7-¢ is decreased, the influence of the prior term gives way to the noise term, and the restoration takes on the appearance of the ML solution as re --. O. For the ML case, the solution for reasonable SNR is obtained within a system with a single local minimum. For the quadratic smoothing case, the prior term is convex. Figure 1 illustrates the nonlinear prior function at several temperatures for the function 3j 2 1 + 7). For the case of nonlinear restoration, we initialize the basis images with the output from the quadratic smoothing case. We define a reasonable annealing schedule by using an initial 7-¢ large enough that the prior energy cost function is convex for the entire initial ¢-th basis image. The interim restoration for the initial 7-¢ should appear to approximate the final restoration for quadratic smoothing. We arbitrarily set the initial ~-¢ = 10 V~. Once the minimum has been obtained for that initial temperature, 7-¢ is reduced by a constant multiplier, k ---0.9, and a minimum is again sought. This continues until an acceptable restoration is obtained. For the nonlinear prior of Equation 13 the final ~-¢ has been empirically determined to be approximately 1 for all ~b. The number of minimizations, N, is determined by N = log 7-¢, ~nal --log 7-¢, init logk •
By choosing a reasonable annealing schedule, these final 7-¢ values produce a piecewise smooth X restoration between the quadratically smoothed and ML solutions; that-is, a restoration that is both locally smooth and yet retains fidelity to the data by preserving step edges. In this way, we start from an overly smoothed restoration, and anneal to a final restoration which does not overly suppress single-pixel disturbances which a radiologist might find important.
Experimental Results
Figures 2 through 14 are of a subject's brain. The four data images presented within Figures  2, 3, 4 , and 5 were obtained by two scanning sequences of a presumably healthy subject. The control parameters for these four data images were set at (TE, TR) = (30,900), (90,900), (90, 1800) and (30, 1800), respectively. Of these four data images, we opted to use the first three as input data for our algorithm; the (TE, TR) = (30, 1800) image is presented here for comparison with both ML and MAP extrapolation results. It should be noted that a total of four immediately-adjacent 3 millimeter slices were acquired, and that the four data images presented here are common to only one of those slices. Typical clinical slice thicknesses are 5 to 6 millimeters.
Restorations and Extrapolations
Due to the dynamic ranges involved, it is not possible to display all figures videoscaled to a common scale.
However, all images 
Fig. 6. Q u a d r a t i c a l l y s m o o t h e d restoration for T E = 90,
T R = 900.
with common (TE, TR) values can be directly compared since they use a common scale, except where noted below. In all cases, the restorations produced from the nonlinearly smoothed basis images are visually superior in noise reduction and edge preservation to those provided by both the ML and quadratically smoothed basis images. Figures 2, 3 , 4 and 5 are original MRI data. Figures 6 and 7 illustrate quadratically smoothed and nonlinear restorations, respectively, which may be compared against the data in Figure 3 . Figures 8, 9 and 10 present the ML, quadratically smoothed and nonlinear extrapolations, respectively, for direct comparison with the data in Figure 5 (the data not processed by our algorithms). No other ML restorations are shown, since the pixels of three basis images extracted from three valid data points coincide exactly with the data (three equations and three unknowns). It can be seen that the extrapolations in Figures 8, 9 and 10 exhibit a difference in signal intensity with respect to the data in Figure 5 . Two of the three data images processed by our algorithm were acquired using a relatively low TR value of 900. Others [17] [16] [22] have reported similar observations when using data with very small spacing between adjacent slices, and they attribute this phenomena to "interslice interference". The combination of low TR and 0 mm slice spacing may have caused a systematic signal shift due to errors in the determination of the nuclear relaxation times. If this is the cause, then the calculated T1 relaxation time has likely been heavily influenced by cross-excitation between adjacent slices. As can be seen in Equation 4, the calculated density would also suffer, since a large error in the detemination of T1 directly impacts on the estimate of p. These errors would then propogate into the extrapolation and produce a synthetic result different in intensity from, but similar in structure to, the data in Figure 5 .
The mean intensity of the non-background regions of Figures 5 and 10 were determined, and their ratio was used as an intensity multiplier on the extrapolation to produce Figure 11 , which is provided for easier comparison of image structure.
Estimated Basis Images
The basis images are of interest since the proposed method uses a physical model (Equation 4) and corresponding control parameters. Figures 12, 13 and 14 are extracted from tile area surrounding and including the CSF-filled ventricles of the subject's brain.
All of these figures have the following images placed left to right: the ML restoration, the quadratically smoothed restoration, and the nonlinearly smoothed restoration. All images within a single figure have been videoscaled to a common scale. Due to the dynamic range in the ML images, it is not possible to display all the restorations to a common scale without truncating the many outliers in the ML restorations. These truncated pixel values are illustrated as white.
Conclusion
Using acquired data, we have calculated maximum likelihood (ML), quadratically-smoothed and nonlinearly-smoothed p, T2 and T1 MRI basis images, from which we have generated synthetic data images. While additional acquired data might be used to improve the precision of the calculated ML basis images [1] , acquiring the additional data with different TR values places a greater time burden on the MR system.
Of the work cited in Section 2, all but Graumann [13] and Brosnan [9] used least-squares minimization techniques. If the cited techniques and the ML algorithm are used to extract the basis signals from exactly three data images, they will all produce the same result, assuming that the same physical model is applied. Bobman [6] transformed data, and used a log-transformed variance during minimization.
While these methods [21] [20] deal with noise distributions more appropriately than those previously described in [6] [5] [24], log-transformations exhibit reduced performance in low SNR cases, since the transformed noise distribution is distorted from the Gaussian model. Furthermore, the cited papers do not present algorithms which simultaneously determine proton density, T1 and T2. Instead they approximate a nonlinear multivariate (3-D) problem into a set of linear 1-D or 2-D problems by a variety of nonlinear transformations on the system of equations, thereby distorting the noise distributions and propogating error into another basis image. They also cannot determine proton density, T2 and T1 basis signals unless they have acquired two or more images with the same TE, and two or more images with the same TR. Our approach is not burdened in this way. The X 2 approach is a special ease of the ML (minimum variance least-squares) approach, and is expected to produce results no better than our ML restorations. N data images may be used to extract proton density, T1 and T2 in the ML algorithm. If there are M pixels within a single contiguous region of the proton density, T1 and 7'2 images possessing similar statistics, then the MAP algorithm uses on the order of N × M data pixels to develop the restoration value of a single pixel of interest in that region. Approximately N × M data images would be necessary to produce an ML result with equivalent noise reduction to the MAP result for that single pixel of interest.
The intent of this work was to show the restoration ability of our approach; it was not our primary intent to develop a fast application tool. This is not a Simulated Annealing (SA) technique as discussed by Geman [10] ; ours is a deterministic approach which is significantly faster than SA. We wish to note that we have used the simplest possible gradient descent scheme on a serial processor, a DECstation 3100, and total computation time was on the order of several hours. At least a factor of five or ten will be gained by using more efficient numerical procedures [2] [4] . In addition to this, similar algorithms have been accelerated by at least a factor of thirty to forty using parallel processors [3] .
Although demonstrated using readily available spin-echo images, this method is easily adaptable to other MR imaging modes by simply changing the physical model. It may be argued that in conventional spin-echo, noise-like artifacts arise primarily from physiological motion and are not (for the most part) from true random noise. However, in Echo Planar (EP) images, acquisition random noise (with which this algorithm performs best). In EPI using an MTC preparatory pulse, the formulation equation has a form similar to the physical model we have used, and this method should be applicable to removing noise from such images. Investigations are underway.
We have presented a nonlinear-smoothing method, based on a priori knowledge of the local characteristics of the tissues of interest, which allows us to reduce noise in the basis images while preserving step edges and other single pixel excursions which a radiologist might find important.
Furthermore, we have shown that the restorations generated from these nonlinearlysmoothed basis images are visually superior in noise reduction and edge preservation to those provided by both the maximum likelihood and quadratically-smoothed basis images, even during extrapolation using data perhaps influenced by interslice interference. It is in this manner that we have developed a method which obtains images which most clearly differentiate soft tissue types in MRI data. 20 He has served as a reviewer and member of editorial boards for several publications, and is currently an associate editor of the IEEE Transactions on Neural Networks.
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