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ABSTRACT 
Inversemodeling,coupledwithcomprehensiveairqualitymodels, isbeing increasinglyused for improvingspatially
and temporally resolved emissions inventories. Of the techniques available to solve the corresponding inverse
problem, regularization techniques canprovide stable solutions.However, inmany instances, it isnot clearwhich
regularizationparameterselectionmethodshouldbeusedinconjunctionwithaparticularregularizationtechniqueto
getthebest results. Inthiswork,threeregularizationtechniques (Tikhonov regularization,truncatedsingular–value
decomposition, and damped singular–value decomposition) and three regularization parameter selectionmethods
(generalized cross validation, the L–curvemethod (LC), andnormalized cumulativeperiodograms)were applied in
conjunctionwithanairqualitymodelwiththeaimofidentifyingthebestcombinationofregularizationtechniqueand
parameter selectionmethodwhen using inversemodeling to identify possible flaws in an urban–scale emissions
inventory. The bounded–variable least–squares method (BVLS), which is not usually considered a regularization
method,wasalso investigated.Theresults indicatethatthechoiceoftheregularizationparameterexplainsmostof
thedifferencesbetweentheregularizationtechniquesused,withtheLCmethodexhibitingthebestperformancefor
theapplicationdescribedhere.TheresultsalsoshowthattheBVLSschemeprovidesthebestagreementbetweenthe
observedandmodeledconcentrationsamongthemathematicaltechniquestested.
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1.Introduction

Three–dimensionalcomprehensiveairqualitymodels(AQMs)
describe the atmospheric transport and transformation of trace
species and are routinely used in the development of pollution–
reduction strategies and other air qualitymanagement policies.
However, toproduceaccurate, trustworthyresults,AQMsrelyon
theuseofdetailedemissioninventoriesthat,eventoday,conveya
greatdegreeofuncertainty(Milleretal.,2006;Russell,2008).This
translatesintomodelapplicationsinwhichdiscrepanciesbetween
model–derived concentrations and observations of air pollutants
canbequite large. In thisdescription,we are assuming that the
AQM isperfectand theemissionsareoneof themostuncertain
inputparameters in themodelingeffort (e.g.RussellandDennis,
2000;Tianetal.,2010).

Onewayofreducingemission inventoryuncertainty istouse
inverse modeling or data assimilation techniques to identify
possible flaws in the construction of such emission inventories.
Applicationsofinversemodelingrangefromglobal(e.g.,Petronet
al., 2002) or continental (e.g., Elbern et al., 2007) to regional or
urbanscales(e.g.,Queloetal.,2005)foravarietyofatmospheric
species such as stratospheric ozone depletion substances (e.g.,
Xiao et al., 2010), greenhouse gases (e.g., Stohl et al., 2009),
radioactivematerial(e.g.,Winiareketal.,2012),andtropospheric
ozone and aerosol precursors (e.g., Gilliland et al., 2006;
Napelenoketal.,2008;Henzeetal.,2009).Inthiscontext,several
mathematicaltechniqueshavebeenusedtofindsolutionsforthe
corresponding inverseproblems, including four–dimensionaldata
assimilation (e.g., Meirink et al., 2008), Kalman or ensemble
Kalman filtering (e.g., Napelenok et al., 2008), and the use of
adjointmodels (e.g., Hakami et al., 2005). Li et al. (2010) used
geneticalgorithmsforoptimizinginventories,buttheirapplication
waslimitedbecauseofthenecessarycomputationalrequirements.

One approach for performing this top–down emissions
inventoryevaluation istofirstuseaforwardmodel(theAQM)to
computeboththesimulatedconcentrationfieldsofpollutantsand
their responses to changes in emissions (sensitivity fields).With
this,alinearmodeloftheformGm=dcanbeconstructed,whered
is a vector containing the difference between modeled and
observed concentrations,G is amatrix containing the sensitivity
coefficients of all pollutant species to changes in the emission
strengths, andm is a vector of emission strength changes that
brings the observations and model–derived concentrations into
agreement.Then, ifanover–determined least–squaresproblem is
solved, the corresponding inversemodel can be represented as
mest=(GTG)1GTd,whereGTisthetransposeofG.However,inverse
problemsaretypicallyillconditioned,andthisisaninconvenience
becauseinpractice,observationsoftenpossessacertaindegreeof
errorornoise(Asteretal.,2005).

Severalmathematical techniquesbasedon the incorporation
ofknownpropertiesaboutthesolutionhavebeendevelopedwith
theaimof improving theconditioningofdirect inverseproblems,
including regularization.However, thereare fewexamplesof the
use of regularization techniques to obtain inverse–derived
emissionsinventories.Inparticular,fewformalmethodshavebeen
applied toobtain thevalueof theregularizationparameters.This
paper addresses the issue of performing inversemodeling of an
urban air–pollutant emission inventory by applying direct
regularization techniques. Three regularization techniques and
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threeregularizationparameterchoicemethodswereassessed.An
additional technique investigated,which isnotusuallyconsidered
aregularizationmethod,wasthebounded–variable least–squares
(BVLS)method.

2.Methods

2.1.Regularizationmethods

Three regularization methods were explored in this work:
Tikhonov regularization (TIKH), truncated singular–value
decomposition(TSVD),anddampedsingular–valuedecomposition
(DSVD). Tikhonov’s method consists of substituting the least–
squaresproblemforaproblemoftheform(Neumaier,1998):

^ ` PLQestm Gm d Lm    (1)

where L=ʄI, I is typically the identity matrix, and OԹ is a
regularization parameter that controls the weight given to the
minimization of the additional restriction relative to the
minimizationoftheresidualnorm.Thus,TIKHseeksasolutionthat
minimizesa criterionmadeupof the sumof two components:a
weighted least–square termandaquadraticpenalty termon the
solution.

Thesingular–valuedecompositionofmatrixGwithr=rank(G),
asinthefollowingequation:


r
T T
i i i
i
G USV u vV
 
  ¦  (2)

can be used toobtain theMoore–Penrose pseudo–inverse ofG.
However, the generalized inverse solution can become unstable
whensomeofthesingularvalues,ʍi,aresmall(Asteretal.,2005).
Therefore, in TSVD, it is assumed that it ispossible to recover a
usefulmodelby truncating the sum inEquation (2) inanupper–
bound k<r before the smallest singular values start dominating
(Hansen,1990).Whenk=r,thesolutionofTSVD is identicaltothe
solutionobtainedbyordinary least–squaremethods.However, a
solutionobtainedfromTSVDwithk<rwilltendtobemorestable
(Asteretal.,2005).

Inequation (2),U isanorthogonalmatrixwithcolumns that
are unit basis vectors (ui) spanning the data space, V is an
orthogonalmatrixwithcolumnsthatarebasisvectors(vi)spanning
themodelspace,VTisthetransposeofV,viTisthetransposeofvi,
andSisadiagonalmatrixwithnonnegativediagonalelements(Vi,
thesingularvalues).

Finally,DSVD(EkstromandRhoads,1974)mayberegardedas
aregularizationmethodthatfollowsTikhonovintermsofitsTSVD,
withthedifferencebeingthatDSVD introducesasmoothercutoff
bymeans of filter factors that decay slower than the Tikhonov
method, overall requiring less filtering (Hansen, 1998; Lin et al.,
2011).

2.2.Regularizationparameterchoicemethods

Although the proper choice of the regularization parameter
(eitherthecontinuousparameterʄorthediscreteparameterk) is
essential for the effectiveness of the regularization methods
applied (Hansen, 1998), the optimal determination of this
parameterremainsanopen issue(Krawczyk–StandoandRudnicki,
2007; Lin et al., 2011). Some previous studies where inverse
modelinghasbeenappliedtoevaluateemissions inventorieshave
used formal methods to obtain the value of the regularization
parameter (Fan et al., 1999; Mendoza–Dominguez and Russell,
2001;Krakaueretal.,2004;Chaietal.,2009;Henzeetal.,2009;
Saideetal.,2009).However,thestrategyofassigningvaluestothe
regularizationparametersubjectively,orempirically,prevails (e.g.,
Eckhardtetal.,2008).

Inthisstudy,weexplorethreemethodsthatdonotrequirea
good estimateof the noise variance: generalized cross validation
(GCV)(Golubetal.,1979;HaberandOldenburg,2000),which isa
parameter–choice method based on ordinary cross validation
(Allen, 1974); the L–curvemethod (LC),whichuses aplotof the
valid regularization parameters of the (semi) norm of the
regularized solution versus the corresponding residual norm (the
bestregularizationparametermustbelocatedinthecornerofthe
L–curve) (Hansen andO’Leary,1993); andnormalized cumulative
periodograms (NCP) (Rust, 2000; Rust andO’Leary, 2008),which
chooses the regularization parameter for which the residual
becomesclosertobehaveaswhiteGaussiannoise.

2.3.Regularizationwithrestrictions

Regardless ofwhether regularizationmethods tend to yield
more stable, precise solutions, these solutions will often lack
physical senseorviolate someof the restrictions imposedby the
natureoftheproblem. Inourcaseweneedtoguaranteepositive
emissions.Severaltechniquesincorporateadditionalrestrictionsto
imposeboundaries for the solutionoraddadditional information
about the solution. One such technique is the BVLS (Stark and
Parker, 1995), which solves linear least–squares problems with
upperandlowerboundsonthevariables.

BVLS uses an active set strategy inwhich the unconstrained
least–squaresproblemsforeachcandidatesetoffreevariablesare
solved using theQR decomposition. Themethod also includes a
“warm–start”featurethatacceleratesthesolutionbyallowingfor
someofthevariablesto initializeattheirupperor lowerbounds.
Stark and Parker’s BVLS algorithm is based on the non–negative
leastsquaresmethod(LawsonandHanson,1974).

In this study, we use this additional technique in our
application and compare it with the solutions obtained by
regularization.

2.4.ApplicationtotheGMAemissionsinventory

The base case, reported byMendoza andGarcia (2009), for
the modeling of photochemical pollutants in the Guadalajara
MetropolitanArea(GMA;20°40’25”N,103°20’38”W)wasused
as case study. The GMA is the second largest urban center in
Mexico,emissionsareratherconcentratedaroundtheurbancore
(a600km2),andnoimportantemissionsourcesarelocatedaround
thiscore.Intheapplicationdescribedhere,thesameAQM,spatial
configuration of the modeling domain, as well as the same
meteorological fields, emissions inventory, and initial and
boundary conditions were used. In that study, the California/
Carnegie Institute of Technology (CIT)model extendedwith the
capacity of estimating first–order sensitivity coefficients through
thedirect–decoupledmethodforthree–dimensionalmodels(Yang
etal.,1997)wasapplied for the simulationofa three–dayhigh–
ozone concentrationepisode,occurring fromMay16 toMay18,
2001.Maywasselectedforthemodelingexercisebecauseitisthe
monthwhenO3concentrationspeakintheGMA(Zuketal.,2007).
Themodeling domainwas a computationalmatrix composed of
40×40cells(horizontalresolution),witheachcellbeing4×4kmand
geographically centered in the GMA. In addition, the domain
includedsixverticallevelstoppingat3100m.

The emission inventoryusedbyMendoza andGarcia (2009)
wasbasedon the1995OfficialEmissions Inventory for theGMA.
This inventory had to be extended to provide coverage for the
additional municipalities that were included in the modeling
domain and that were not part of the GMA. In addition, this
inventory had to be scaled from the base year (1995) to the
modeledyear(2001)andhadtobespatiallysegregatedbasedon
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an estimated population density. For this research, it was
particularly suitable tohaveanemission inventory that,given its
formulationprocess,was known tohaveuncertainties (Mendoza
andGarcia,2011).

Previously,MendozaandGarcia (2011)usedridgeregression
(Hoerl and Kennard, 1976) to derive hour–to–hour inverse–
modeled emission scaling factors to the emissions for this same
application. They found that on a daily average, CO emissions
would need to be subject to corrections ranging from 16% to
+60%,whereasNOXandSO2emissionswould require increments
from 100% to 150% and 20% to 140%, respectively. The inverse
modelproposedbyMendozaandGarcia(2011)notablyenhanced
the statistical model performance for O3 and other pollutants
predictions; however, several discrepancies among the observed
andmodeledvaluesremainedunsolved.

This new application recreates the original problem, as
approachedbyMendozaandGarcia (2011),butdiffers from it in
the mathematical methods used. Eight different schemes were
tested and compared with the base case and inverse–derived
resultsachievedbyMendozaandGarcia(2011).Theschemeswere
asfollows:TIKHcombinedwithGCV,LC,andNCP;DSVDcombined
withGCV,LC,andNCP;TSVDcombinedwithGCV;andBVLS.The
algorithms provided in the Regularization ToolsMatlab package,
developedbyHansen(2008),wereusedtoperformournumerical
experiments. For the BVLS method, a modified version of the
originalFORTRANalgorithmbyStarkandParker(1995)wasused.

The inversion experiments consisted of obtaining correction
factors fordomain–wideemissionofNOX,CO, and SO2using the
observationaldataderivedbytheeightgroundmonitoringstations
that comprise the routine air quality network of the GMA.
Observations of NO, NO2, CO, SO2, and O3 were used in this
process. Because the inversemodelworks under aminimization
scheme difference between the observed and simulated values,
leavingaresidualerrorthatthemodelcannotexplain,andbecause
ofthestructureoftheminimizationfunction,biasedestimatorsare
obtained. Therefore, a complete concordance between the
observed and modeled values after the inversion process is
completedcannotbeanticipated.However,abetterperformance
of the AQMmay be expected not only for the species directly
relatedtotheemissions (i.e.,NO,NO2,CO,andSO2),butalso for
the secondary species (e.g.,O3).The inverse–modelingapproach,
as used here, yielded hourly changes to the original emission
inventory that needed to be applied for the AQM to more
successfully replicate the observed atmospheric pollutant
concentrations. The inversionwas conducted under an iterative
process due to the non–linear response of some of the
constituents (particularly NO, NO2, and O3) to the changes in
emissions.
Finally, when conducting inverse modeling of emissions, it
must be considered that misfits between the model and
observationsareduetonotonlyemissioninaccuracies,butalsoto
errorsinmeteorologicalfieldsandothermodelparameters,aswell
aserrorsintherepresentationofphysicalandchemicalprocesses.
For this reason, amodel evaluation is often required before the
inverse–modelingstage(Saideetal.,2009)ortheseerrorsmustbe
accounted forby incorporating them into themethodologyasan
additional term to theminimization function (e.g. Elbern et al.,
2007).Thecorrespondingevaluationprocessesperformed forthe
meteorological and AQMs used in this study were previously
describedbyMendozaandGarcia(2009).Bothmodelswerefound
to perform within the recommended guidelines for related
applications.

3.Results

Table1depicts the statisticalperformanceof thebase case,
that is, the ability of the CIT model to replicate O3–ambient
concentrations. For brevity, only third–day (May 18) simulation
results are shown. Table1 shows the contrasts of that performͲ
ancewiththeMendozaandGarcia(2011)experiment(referredto
as the MG test for the remainder of the text) and the eight
schemes investigated. The statistical indicators for performance
appraisalwerethosesuggestedbyDolletal.(1991)foruseinAQM
applications. Moreover, Tables 2, 3, and 4 show the statistical
performanceoftheAQMforthesamedayforeachofthechemical
specieswhoseemissionswheredirectlyadjustedby the inverse–
modelingprocess,namely,NOX,CO,andSO2,usingthepreviously
mentionedinverse–modelingschemes.

AsshowninTables1through4,amongtheregularizationand
restricted least squares methods tested, for most performance
metrics and for all the chemical species of interest, BVLS
consistently performed the best. Particularly, for O3, Doll et al.
(1991) suggest the following performance benchmarks: a
normalizedbiassmallerthan±15%,normalizederrorsmallerthan
±35%,andpeakestimationaccuracysmallerthan±20%.Allmodels
testedwithintheselimits,exceptforthenormalizedbias,forwhich
onlyBVLS,DSVD–NCP,andTIKH–NCPyieldedsatisfactoryresults.

However, BVLS performance did not always outdo that
reportedintheMGcase,especiallyconcerningO3concentrations,
butitimprovedSO2significantly[e.g.,thedailyindexofagreement
(DIA) increased from0.48 to0.52].COandNOXsimulationswere
also enhanced except for the normalized bias,mean normalized
squareerror(MNSE),androotmeansquareerror(RMSE)ofNOX.
MNSE is usually regarded as a better metric for spatial and
temporalperformanceappraisalthanthenormalizederror(Hanna,
1988).

Table1.CITstatisticalperformanceevaluationforsimulatedO3onMay18,2001a
BC MG BVLS DSVD–GCV DSVD–LC DSVD–NCP TIKH–GCV TIKH–LC TIKH–NCP TSVD–GCV
Peakestimation
accuracy,% 16.40 –10.20 –6.24 –6.80 –1.66 –4.05 2.23 –1.46 –6.96 3.15
Normalizedbias,% 20.30 0.10 11.14 16.61 16.96 13.50 23.54 16.27 7.08 23.79
Normalizederror 36.50 15.60 21.41 31.81 26.94 23.01 35.27 26.06 18.81 35.56
MNSE 0.19 0.04 0.05 0.13 0.08 0.06 0.16 0.08 0.04 0.16
RMSE(ppbv) 31.10 21.90 22.65 29.47 24.41 23.36 32.16 24.29 22.95 32.85
RMSEs(ppbv) 20.70 15.10 14.24 20.98 15.39 15.28 23.55 16.09 16.11 24.56
RMSEu(ppbv) 23.20 15.80 17.59 20.70 18.94 17.66 21.90 18.20 16.35 21.81
DIA 0.89 0.95 0.95 0.90 0.94 0.94 0.88 0.94 0.94 0.87
a Statisticswere computed by taking into account the residual ri=PiOi,whereOi and Pi are the ith observed andmodeled concentrations, respectively.
Normalizedbias is1/Nɇ(ri/Oi),whereN represents thenumberofvalidpairs thatoriginate riwhile the sum runs from i=1 toN. Ina similar fashion, the
normalizederroris1/Nɇ[|ri|/Oi],theMNSEis1/Nɇ(ri/Oi)2,andtheRMSEis[1/Nɇ(ri)2]½.RMSEswascomputedfrom[1/Nɇ(ri)2]½,whereri=PiOiandPi=a+bOi(a
andbarelinearregressioncoefficients).RMSEfollowsRMSE2=RMSEs2+RMSEu2.Finally,theDIAis1[NRMSE2/ɇ(|PiMo|+|OiMo|)2],whereMoisthemean
observedvalue,asgivenby1/NɇOi.Notethatapositivebiasindicatesthatmodeledvaluesaregreaterthanobservedvalues.

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Table2.CITstatisticalperformanceevaluationforsimulatedNOXonMay18,2001a
BC MG BVLS DSVD–GCV DSVD–LC DSVD–NCP TIKH–GCV TIKH–LC TIKH–NCP TSVD–GCV
Normalizedbias(%) –51.10 –13.20 –29.41 –56.84 –32.66 –33.35 –53.77 –35.33 –34.07 –55.90
Normalizederror 67.00 61.90 –20.38 69.29 66.04 64.72 68.44 63.26 62.23 69.55
MNSE 2.05 0.83 1.05 2.45 1.15 1.13 2.38 1.18 1.11 2.56
RMSE(ppbv) 43.10 36.70 37.94 44.36 38.65 38.42 44.56 38.46 38.14 45.06
RMSEs(ppbv) 39.70 26.10 28.14 41.31 29.93 29.23 41.63 30.79 28.69 42.39
RMSEu(ppbv) 16.90 25.80 25.45 16.16 24.47 24.94 15.89 23.05 25.12 15.30
DIA 0.47 0.59 0.60 0.46 0.58 0.59 0.45 0.58 0.60 0.44
aRefertoTable1fordefinitions.

Table3.CITstatisticalperformanceevaluationforsimulatedCOonMay18,2001a
BC MG BVLS DSVD–GCV DSVD–LC DSVD–NCP TIKH–GCV TIKH–LC TIKH–NCP TSVD–GCV
Normalizedbias(%) –26.80 –15.60 –15.12 –20.96 –14.88 –15.04 –15.53 –15.21 –15.23 –15.34
Normalizederror 60.60 46.20 45.05 45.12 45.29 45.28 45.32 45.31 45.32 45.27
MNSE 0.87 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44
RMSE(ppbv) 1.33 1.05 1.04 1.04 1.04 1.04 1.04 1.04 1.04 1.04
RMSEs(ppbv) 1.01 0.62 0.64 0.64 0.64 0.64 0.65 0.64 0.64 0.65
RMSEu(ppbv) 0.86 0.84 0.82 0.82 0.82 0.82 0.82 0.82 0.82 0.82
DIA 0.60 0.76 0.76 0.76 0.76 0.76 0.76 0.76 0.76 0.76
aRefertoTable1fordefinitions.

Table4.CITstatisticalperformanceevaluationforsimulatedSO2onMay18,2001a
BC MG BVLS DSVD–GCV DSVD–LC DSVD–NCP TIKH–GCV TIKH–LC TIKH–NCP TSVD–GCV
Normalizedbias(%) –13.10 10.10 23.85 –16.67 4.41 14.76 –20.51 –10.20 –4.22 –20.25
Normalizederror 66.90 79.90 82.35 64.95 69.83 77.22 63.82 64.76 69.60 64.07
MNSE 1.99 1.43 1.11 2.10 1.35 1.26 2.25 1.81 1.70 2.25
RMSE(ppbv) 8.10 7.70 7.26 8.13 7.34 7.44 8.23 7.85 7.89 8.25
RMSEs(ppbv) 7.30 6.40 5.98 7.43 6.51 6.36 7.58 7.18 7.01 7.57
RMSEu(ppbv) 3.50 4.20 4.11 3.30 3.37 3.85 3.21 3.16 3.62 3.27
DIA 0.42 0.48 0.52 0.42 0.48 0.47 0.42 0.43 0.43 0.42
aRefertoTable1fordefinitions.

Oneofthemaindifferencesbetweenregularizationmethods
andBVLSisthatthelatterrestrictsthesolutiontoadefinite,fixed
set of maximum and minimum values, while regularization
methods seek a smoother solution. It is possible that BVLS’s
relatively good performancemight be a result of the inventory
attributes and that the need of imposing appropriate, plausible
boundswasofmajorconcern.Thispossibilitycouldbeexploredby
performingfurtherexperimentswithotherinventories.

Allmethods generally showed lower RMSEwhen compared
with the base case. However, it is important to also assess the
relative weights of the systematic (RMSEs) and unsystematic
(RMSEu) components of the RMSE. In this context, the
regularizationschemestestedyieldedmixedresults.InallNOXand
SO2simulations,RMSEsprevailedoverRMSEu,whereasfortheCO
results,RMSEuoutweigheditssystematiccounterpart.O3showeda
mixedresponse:onlyBVLSandthosesimulationsusingLCandNCP
parameter choice schemes presented higher RMSEu than RMSEs,
indicating that in such applications, residual errors are mostly
caused by variations (noise) that the forward model cannot
resolve.

TimeseriesfortheRMSEstatisticwerealsoexploredwiththe
aimofdeterminingwhethertheCITwasadequatelysimulatingthe
temporal dynamics ofO3. For the BVLS run, Figure 1 shows the
timeevolutionofRMSE,RMSEs,andRMSEu.Itshouldbenotedthat
overall,RMSEdiminishedatallhourscomparedwiththebasecase
simulation. Furthermore, as was also reported in theMG case,
there appears to be a local minimum in the RMSE during the
afternoonhours.ThismightbearesultofthefactthattheCIT,as
other photochemical air quality models, has been partially
calibrated(tuned)toperformbestunderconditionswereO3levels
are the highest asO3 peaks are ofmore environmental concern
than lowconcentrations(RussellandDennis,2000).However,the
merepresenceofRMSEsindicatesthatthemodelrequiresfurther
improvementforbetterresults.

Because different combinations of regularization techniques
and parameter selection methods were assessed, it became
evident that itwouldbeuseful toevaluate the relative impactof
the choice of regularization technique versus the choice of the
regularization parametermethod. Thus, the results were segreͲ
gated into clusters of simulations using the same regularization
methodandthesameregularizationparameterselectionmethod.
Dispersion plots were constructed by pairing observed and
simulated species concentrations. Linear regressionmodelswere
fitted toeachof theproposedcombinations,whichrevealed that
the use of the same regularization parameter selectionmethod
explainedmostofthevarianceshownamongthedifferenttested
schemes. Figure 2 depicts themodel response for O3 using the
differentregularizationparameterselectionmethods,andFigure3
presentsthemodel’sresponseforO3usingdifferentregularization
methods.Correlation (R2)values for regularization schemesusing
LCwerebetween0.517and0.522,whereasregularizationschemes
usingNCPorGCV forparameterselection rangedbetween0.414
and0.416and0.370and0.377,respectively.Whenassemblingthe
resultsbyregularizationmethod(e.g.,DSVDorTIKH),DSVD–based
methods yielded R2 values between 0.370 and 0.522, whereas
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TIKH–basedmethodsyieldedvalues ranging from0.374 to0.517.
From this analysis, it became clear that R2 values were more
sensitivetochangesinthechoiceoftheregularizationparameter,
regardlessoftheaccompanyingregularizationmethod,thantothe
choiceoftheregularizationmethodperse.

Figure1.TimeseriesforRMSEanditssystematicandunsystematic
components:(a)Baseinventorysimulation;(b)BVLS–corrected
inventorysimulation.

Figure2.ScatterplotsforpairsofsimulatedversusobservedO3 concenͲ
trationsclusteredaccordingtotheregularizationparameterselection
methodused:LC(top–rightpanel),GCV(top–leftpanel),andNCP
(bottom–rightpanel).Guidelinesrepresent2:1,1:1,and1:2proportions.

Whereas special emphasis has been put on the adequate
modeling of ambient O3 concentrations because of its possible
adverseeffectsonhumanhealthandnon–linearnature,dispersion
plotswerealsoconstructedforthespeciesNOXandCO(Figure4).
For these species, as forO3,most of the regularizationmethods
showed similar behavior among them. This likeness was
remarkablyevidentforCO,ascanbeseeninTable3.However,as
previously shown, differences arose depending on the choice of
regularization parameter selection method. For this particular
application, the regularization schemes using the LC method
demonstratedbetterperformancethantherestoftheschemes.

Figure3.ScatterplotsforpairsofsimulatedversusobservedO3 concenͲ
trationsclusteredaccordingtotheregularizationtechniqueused:DSVD
(toppanel),TIKH(bottompanel).Guidelinesrepresent2:1,1:1,and1:2
proportions.

In this study, the correction of NOX emissionswas relevant
because within urban environments, O3 is mostly produced by
photochemical reactions between NOX and volatile organic
compounds (VOCs),whichexplains thehighcorrelationshownby
NOX and O3 performance metrics for all test runs. That is,
correcting the emissions of primary species (NOX) leads to the
automatic improvement in the estimation of secondary species.
However,VOCemissionswerenotcorrectedbecauseofa lackof
proper observations to constrain their inversion. Thus, the
remaining differences could be attributed to uncertain VOC
emissions.

Finally,afteranalyzing thebehaviorofSO2, itwas concluded
that thismodel application, even after undergoing regularization
processes,wasunabletoadequatelyreproducetheobservedSO2
concentrations within the GMA (Table 4). In this regard, it is
believed that the level of uncertainty in current SO2 emission
inventoriesisstilllargeenoughastoovercomeanyeffortaimedat
correcting these emissions via mathematical regularization
methods. Thus, the spatialdistributionof these emissionswould
needtoberevisedthroughadown–topmethodology.



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Figure4.ScatterplotsforpairsofsimulatedversusobservedconcentrationsofCO(leftpanel)andNOX(rightpanel).Guidelines
represent2:1,1:1,and1:2proportions.

Inadditiontothecombinationsamongregularizationmethods
andregularizationparameter–selectionmethodsdescribedabove,
furthercombinationsarepossible.Forexample, initialexploration
of TSVD–LC and TSVD–NCPwas conducted.However, theywere
notfurtheranalyzedbecausesimilarconclusionsontherelevance
of the regularization parameter selection method over the
regularizationtechniquecouldbedrawnfromthoseinitialtests.

5.Conclusions

Inversemodeling is being increasingly used as a top–down
analysis tool for emissions inventory assessment. In particular,
regularizationisamathematicaltechniquethatprovidesnumerical
stability for this type of ill–conditioned problem and, thus, was
explored in this investigation. A common feature to all
regularization techniques is that they require the selection of a
regularization parameter that seeks to balance theminimization
errorandtheregularizationerror.Inaddition,therearerestricted
least–squaresmethodologies that solve the inverse problem by
restrainingthesolutiontoaspecificsetofboundaries(e.g.,BVLS).

Inthiswork,severalregularizationschemesandonerestricted
least–squaresmethodwere testedandcomparedusingstatistical
performance criteria with theMG test (2011). This experiment
consisted of detecting possible improvements in the emission
inventory of ozone precursors at the scale of an urban center
(Guadalajara,Mexico, in this case).Overall, theBVLS consistently
showed the best agreement among the other mathematical
techniques tested. In addition, regularization methods demonͲ
stratedalmostindistinctbehaviorpatternsamongthem.NonetheͲ
less, the choice of the regularization parameter was found to
explainmost of the variance shown among the different tested
schemes, with the techniques using the LC method exhibiting
better agreement between the observed and simulated values
thantheirNCPandGCVcounterparts.

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