Abstract: Given a quadratic two-parameter matrix polynomial Q(λ, µ), we develop a systematic approach to generating a vector space of linear two-parameter matrix polynomials. We identify a set of linearizations of Q(λ, µ) that lie in the vector space. Finally, we determine a class of linearizations for a quadratic twoparameter eigenvalue problem.
Introduction
We consider two-parameter quadratic matrix polynomials of the form Q(λ, µ) = A + λB + µC + λ 2 D + λµE + µ 2 F
where λ, µ are scalars and the coefficient matrices are real or complex matrices of order n × n. If (λ, µ) ∈ C × C and nonzero x ∈ C n satisfy Q(λ, µ)x = 0, then x is said to be an eigenvector of Q(λ, µ) corresponding to the eigenvalue (λ, µ). The classical approach to solving spectral problems for matrix polynomials is to first perform a linearization, that is, to transform the given polynomial into a linear matrix polynomial, and then work with this linear polynomial (see [16, 19, 17, 24, 23, 21] and the references therein). Therefore, given a quadratic two-parameter matrix polynomial Q(λ, µ), we seek linear two-parameter matrix polynomials L(λ, µ) = λ A 1 + µ A 2 + A 3 , called linearizations, which have the same eigenvalues as Q(λ, µ).
The one-parameter matrix polynomials have been an active area of research in numerical linear algebra [21, 27, 28] . In [21] , Mackey et al. have investigated the one-parameter polynomial eigenvalue problem extensively and they have produced vector spaces of linearizations for a one-parameter matrix polynomial by generalizing the companion forms of the one-parameter polynomial. Adopting a similar approach we derive a set of linearizations of a quadratic two-parameter matrix polynomial.
The quadratic two-parameter eigenvalue problem is concerned with finding scalars λ, µ ∈ C and non-zero vectors x 1 ∈ C n 1 , x 2 ∈ C n 2 such that
where A i , B i , . . . , F i ∈ C n i ×n i , i = 1, 2. A pair (λ, µ) satisfying (2) is called an eigenvalue of (2) and x 1 ⊗ x 2 , where ⊗ is the Kronecker product, is the corresponding eigenvector. This problem appears in stability analysis of different systems, for example, time-delay systems of single delay [9, 10, 13, 24] . The standard approach to solving (2) is by linearizing the problem into a twoparameter eigenvalue problem of larger size and then by converting it into an equivalent coupled generalized eigenvalue problem which is then solved by numerical methods, see [24, 23, 9] .
Given (2), we seek a two-parameter eigenvalue problem
with the same eigenvalues, where w i ∈ C 3n i \ {0} and
In such case (3) is called a linearization of (2) .
The choice of a linearization may have an adverse effect on the sensitivity of the eigenvalues. Therefore, it is important to identify potential linearizations and describe their constructions. In this paper, we develop a systematic approach that enables us to generate a class of linearizations for a quadratic two-parameter eigenvalue problem.
Linearizations for quadratic two-parameter matrix polynomial
In this section we construct a set of linearizations of a quadratic two-parameter matrix polynomial.
is a linearization of an n × n matrix polynomial Q(λ, µ) if there exist polynomials P (λ, µ) and R(λ, µ), whose determinant is a non-zero constant independent of λ and µ, such that
Let Q(λ, µ) be a quadratic two-parameter matrix polynomial given by
where the coefficient matrices are of order n×n. Assume that x is the eigenvector corresponding to an eigenvalue (λ, µ) of Q(λ, µ), that is, Q(λ, µ)x = 0. With a view to constructing linearizations of Q(λ, µ), we denote x = x 00 , λx 00 = x 10 , µx 00 = x 01 . Then we have A 20 (λx 10 ) + A 02 (µx 01 ) + A 11 (λx 01 ) + A 10 x 10 + A 01 x 01 + A 00 x 00 = 0.
Consequently we have 
Observe that 
Notice that E, F are unimodular quadratic two-parameter matrix polynomials, that is, determinants of E and F are constants. Then we can easily check that
Thus we have detQ(λ, µ) = γdetL(λ, µ) for some γ = 0. This implies L(λ, µ) preserves the eigenvalues of Q(λ, µ) and hence is a linearization of order 3n×3n. We call this linearization the standard linearization of Q(λ, µ). It is interesting to observe that the linearization proposed in [24] is up to some permutations of block rows and columns of the standard linearization.
However, for the standard linearization we have
and therefore, any solution of (5) gives a solution of the original problem Q(λ, µ)x = 0. Further, by (7) we have
We restrict our attention to the equation (8) which is satisfied by the standard linearization. It would be worthy to find linear two-parameter matrix polynomials L(λ, µ) that satisfy
for some vector v ∈ C 3 . Therefore, we introduce the notation
and define
3 then call v is an ansatz vector associated with L(λ, µ). To investigate the structure of each L(λ, µ) ∈ L(Q(λ, µ)), we define a "box-addition" for three 3n × 3n block matrices as follows.
3n×3n be three block matrices of the form
where '+' is the usual matrix addition. Thus we have the following lemma.
A 02 + λµA 11 + λA 10 + µA 01 + A 00 be a quadratic two-parameter matrix polynomial with real or complex coefficient matrices of order n × n, and
Proof: Computational and easy to check.
Example 2.4 Consider a quadratic two-parameter polynomial
where A ij ∈ C n×n and
Using Lemma 2.3 we characterize the structure of any L(λ, µ) ∈ L(Q(λ, µ)).
Theorem 2.5 Let Q(λ, µ) = λ 2 A 20 + µ 2 A 02 + λµA 11 + λA 10 + µA 01 + A 00 be a quadratic two-parameter matrix polynomial with real or complex coefficient matrices of order n × n, and v ∈ C 3 . Then a linear two-parameter matrix polynomial L(λ, µ) ∈ L(Q(λ, µ)) corresponding to the ansatz vector v is of the form L(λ, µ) = λ A 1 + µ A 2 + A 3 where
where
Then obviously we have
The definition of "box-addition" implies that A 1 , A 2 , A 3 are of the following form
where Y 1 , Z 1 , Z 2 ∈ C 3n×n are arbitrary. This completes the proof.
Example 2.6 In Example 2.4 we achieve the linear two-parameter polynomial L(λ, µ) ∈ L(Q(λ, µ)) by choosing
The standard linearization L(λ, µ) ∈ L(Q(λ, µ)) is achieved by choosing
Remark 2.8 For quadratic one-parameter matrix polynomial
a vector space L 1 (P ) of matrix pencils of the form L(λ) = X + λY ∈ C 2n×2n is obtained in [21] . Setting µ = 0 in Q(λ, µ) we have Q(λ, 0) = P (λ). Then from the constructions of linear two-parameter polynomials given in Theorem 2.5 it is easy to check that
v ∈ C 2 and Z 1 ∈ C 2n×n is arbitrary. Thus we obtain the same vector space of matrix pencils obtained in [21] for a given quadratic one-parameter matrix polynomial Q(λ, 0) = λ 2 A 20 + λA 10 + A 00 = P (λ).
Construction of linearizations
It is not very clear that whether all linear two-parameter matrix polynomials in the space L(Q(λ, µ)) are linearizations of Q(λ, µ). For example, consider any L(λ, µ) ∈ L(Q(λ, µ)) corresponding to ansatz vector v = 0. Thus given a quadratic two-parameter matrix polynomial Q(λ, µ) we need to identify which L(λ, µ) in L(Q(λ, µ)) are linearizations. We begin with a result concerning the special case of the ansatz vector v = αe 1 where e 1 = 1 0 0 T and 0 = α ∈ C.
Theorem 2.9 Let Q(λ, µ) = λ 2 A 20 + λµA 11 + µ 2 A 02 + λA 10 + µA 01 + A 00 be a quadratic two-parameter matrix polynomial with real or complex coefficient matrices of order n × n. Suppose L(λ, µ) = λ A 1 + µ A 2 + A 3 ∈ L(Q(λ, µ)) with respect to the ansatz vector v = αe 1 ∈ C 3 , where
L(λ, µ) is a linearization of Q(λ, µ).
Proof: By Theorem 2.5, any linear two-parameter matrix polynomial L(λ, µ)
Thus we have
where W 1 (λ, µ) = αλA 20 + µY 11 + Z 11 , W 2 (λ, µ) = αµA 02 + λαA 11 − λY 11 + Z 12 and W 3 (λ, µ) = αλA 10 − λZ 11 + αµA 01 − µZ 12 + αA 00 .
Define
Consequently, we have
Since Z is nonsingular, we define
Then we have
Note that both E(λ, µ) and F (λ, µ) are unimodular polynomials. Hence we have detL(λ, µ) = γdetQ(λ, µ) for some nonzero γ ∈ C. Thus L(λ, µ) is a linearization. This completes the proof. Let Q(λ, µ) quadratic two-parameter matrix polynomial and L(λ, µ) ∈ L(Q(λ, µ)) corresponding to an ansatz vector 0 = v ∈ C 3 . Then the following is a procedure for determining a set of linearizations of Q(λ, µ).
Procedure to determine linearizations in L(Q(λ, µ)):
1. Suppose Q(λ, µ) is a quadratic two-parameter matrix polynomial and 
Apply the corresponding block-transformation
where Further we need to choose From the construction of M given in the Appendix it is easy to check that we can always choose suitable Z 1 , Z 2 for which the condition (13) is satisfied.
Linearization of two-parameter quadratic eigenvalue problem
The quadratic two-parameter eigenvalue problem is concerned with finding a pair (λ, µ) ∈ C × C and nonzero vectors x i ∈ C n i for which
is called an eigenvalue of (14) and x 1 ⊗ x 2 is called the corresponding eigenvector. The spectrum of a quadratic twoparameter eigenvalue problem is the set
In the generic case, we observe that (14) has 4n 1 n 2 eigenvalues by using the following theorem.
Theorem 3.1 (Bezout's Theorem, [3] ) Let f (x, y) = g(x, y) = 0 be a system of two polynomial equations in two unknowns. If it has only finitely many common complex zeros (x, y) ∈ C×C, then the number of those zeros is at most degree(f )· degree(g).
The usual approach to solving (14) is to linearize it as a two-parameter eigenvalue problem given by
, and w i = Λ ⊗ x i . A pair (λ, µ) is called an eigenvalue of (17) if L i (λ, µ)w i = 0 for a nonzero vector w i for i = 1, 2, and w 1 ⊗ w 2 is the corresponding eigenvector. Thus the spectrum of the linearized two-parameter eigenvalue problem is given by
Therefore, in the generic case, the problem (17) has m 1 m 2 ≥ 4n 1 n 2 eigenvalues. A standard approach to solve a two-parameter eigenvalue problem (17) is by converting it into a coupled generalized eigenvalue problem given by
where z = w 1 ⊗ w 2 and
The two-parameter eigenvalue problem is called singular (resp. nonsingular) if △ 0 is singular (resp. nonsingular), see [24] . As mentioned earlier, we are interested in finding linear two-parameter polynomials L i (λ, µ) for a given quadratic two-parameter eigenvalue problem (14) such that σ Q = σ L . Thus we have the following definition. Definition 3.2 Let (14) be a quadratic two-parameter eigenvalue problem. A two-parameter eigenvalue problem (17) is said to be a linearization of (14) if
Thus if we consider a linearization of a quadratic two-parameter eigenvalue problem then σ Q = σ L is guaranteed. It is also easy to observe that x 1 ⊗x 2 is an eigenvector corresponding to an eigenvalue (λ, µ) of a quadratic two-parameter eigenvalue problem if and only if w 1 ⊗ w 2 is an eigenvector corresponding to the eigenvalue (λ, µ) of the linearization.
Making use of the construction of linearizations for a two-parameter quadratic matrix polynomial described in section 2, we construct linearizations for a quadratic two-parameter eigenvalue problem. (14) is given by
3 , i = 1, 2 given by Theorem 2.9. This completes the proof. Now we show that the linearizations for a quadratic two-parameter eigenvalue problem described in Theorem 3.3 are singular linearizations. The following theorem plays an important role in the sequel. Consequently we have
11 + α 1 E 1 ) ⊗ C (2) (−Z
11 + α 1 B 1 ) ⊗ C Observe that △ 0 is a block-triangular matrix with one of the diagonal blocks is 0. Hence by Theorem 3.4 we have det△ 0 = 0. This completes the proof.
Remark 3.6 Note that given a quadratic two-parameter eigenvalue problem (14) we choose linearizations L i (λ, µ) of Q i (λ, µ) associated with the ansatz vector 0 = α i e 1 ∈ C 3 , and constructed linearizations L i (λ, µ)w i = 0, w i = Λ ⊗ x i of (14) . However, we can derive a large class of singular linearizations by choosing linearizations L i (λ, µ) of Q i (λ, µ) associated with ansatz vector 0 = v i ∈ C
