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Gauss’ original proof for the value of Gaussian sums relies on a summation of 
Gaussian polynomials. It is demonstrated how his proof can be simplified by using 
a different summation of Gaussian polynomials. 
Let k be a positive odd integer, a a primitive kth root of unity. The 
Gaussian sum for the modulus k at a is defined by 
k--l 
G(a)= c a”. 
j=O 
The value of this expression is given by 
where (h/k) is the Jacobi symbol, k is odd and h is relatively prime to k. 
Many proofs of Eq. (2) exist, but one of the simplest is Gauss’ original 
proof, presented by Rademacher in Lectures on Elementary Number Theory 
(LENT), Chapter 11, and also by Nagell [3]. It is based upon a product 
representation for Gaussian sums. This product representation of G(a) arises 
in an unexpected manner. 
It is a well-known corollary of the binomial theorem that 
= 0, provided m > 1. 
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If the binomial coefftcient (F) is replaced by the Gaussian polynomial, 
[;]=[yx]= (l-q) *** (1 -qrn) (1-q) *** (1 -q”)(l -q)*** (1 -q”-“)’ 
[;]=[;]=I, 
(4) 
then we get a function in m and q 
f(m,q)= E C-1)” ; 
n=o [ 1 (5) 
which can be shown to satisfy both of the following equations: 
flm, 4) = 0, if m is odd 
=(I -q)(l -43) .‘. (1 -qm-I), if m is even, 
(6) 
f(k- l,a -2) = a-((k+l)/2)2G(a)e (7) 
The product representation of G(a) is now immediate. 
Equation (6) is known as a q-analog of Eq. (3), for it reduces to (3) in the 
limit as q approaches 1. Other q-analogs of (3) are known. In particular, if 
g(m 4)= jjo t-4)” [ r ; 4213 
then 
g(m, q) = fj (1 + (-40 
i=l 
(8) 
(9) 
Furthermore, it can be shown that 
g(k- 1,~‘)=G(a), (10) 
and so Eqs. (9) and (10) also lead to a product representation of G(a) which 
can be used to find the value of the Gaussian sum. More than this, Eqs. (9) 
and (10) are actually easier to prove than (6) and (7), and the product 
representation of G(a) which they yield is slightly easier to work with than 
that obtained from (6) and (7). 
Thus, I offer the following proof for the value of the Gaussian sum. I shall 
follow the outline of Gauss’ proof as presented by Rademacher in LENT, 
with the functionJ(m, q) replaced by g(m, q). 
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LEMMA 1. 
in 
-?qn n;qz 
zo [ I 
= fi (1 +d>. 
j=l 
Proof. We use the following recurrence formula for Gaussian 
polynomials (LENT, p. 85), 
(11) 
and prove Lemma 1 by induction. Lemma 1 is trivially true when m = 1. We 
assume that 
Then, 
m 
-? 4” n x2 
,=0 [ 1 
m-1 
=l+ c q” ;;q2 +qm 
?I=1 [ I 
=l+ -s q” ,: [“; l;q’] +lf+; 4-q y:; $1 +qm 
m-l 
= 
= [ 
m-l 
qn n x2 n=o I 
+4mnzoo - - 
m-’ m  I PI[“~~~~Z] 
m-l 
= Cl+ qrn) ,p* (1 + 49 
= fi (1 +6’). 
j=l 
Equation (9) now follows when q is replaced by -4. (Equations (6) and (9) 
can also be proved by considering the generating functions of each side [4, 
p. 37; 51.) 
LEMMA 2. Zf k is odd and ak = 1, then g(k - 1, a-‘) = G(a). 
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Now, since ak = 1, 
and so 
t -a - ,y  (1 -a2-2k)--- (1 -a2n-2k) =an2e 
(1 q-2)... (1 -a-*y 
Thus, g(k - 1, a-‘) = Ci:i a”* = G(a). 
We now use Eqs. (9) and (10) to obtain two product representations for 
G(a). 
k-l 
G(a)= n (1 + (-a-‘y) 
j=l 
k-l 
= fl (1 - (-l)k-j &j) 
j=l 
k-l 
= fl (1 - (-a?). 
/=l 
k-l 
G(a)= n (1 + (-a-‘)‘) 
/=l 
k-l 
= (+k-U/2 a-k(k-IV2 
El t1+ t-4 
k-l 
= (-l)(k-1V2 n (1 + (-ay’). 
j=l 
When (12) and (13) are multiplied together, we get 
k-l 
G*(a) = (-l)‘k-2K2 fl (1 - (-a)“) 
j=l 
k-l 
= (-1)‘k-‘“2 n (1 - (a’y). 
j=l 
a2 is a primitive kth root of unity, and so 
(12) 
(13) 
(14) 
G’(a) = (-l)(k-‘)‘Z k, 
or 
I G(a)1 = fi. 
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Equation (2) will now follow from a determination of the sign of G(a). It is 
an elementary classical result that 
and so it is sufficient to find the sign of G(eznUk). 
From the product representation given in Eq. (12), we get 
k-l 
G(e2”ilk) = n (1 - (--,+ky’) 
j=l 
(k-l)/2 
= n (1 +e 
(2ni/k)G- 1) 
>( 
1 _ e(2ni/k)(2i)) 
j=l 
(k- I)/2 
. 
= n (-4i) e(nilk)(4j-,) en’(2J--l)‘k +2eCK’(2Je’V*) 
.I=1 ( 
x 
( 
e2nijf k _ e-2nijlk 
2i 1 
(k- I)/2 
= i(k-l)/2 n 4 cos(2j - 1) n/k sin 2jn/k. 
j=l 
(15) 
For all j, 1 & j < (k - 1)/2, we have that sin 2jnJk > 0. If 1 < j < 
(k + 2)/4, then cos(2j - 1) n/k > 0; while if (k + 2)/4 < j < (k - 1)/2, then 
cos(2j - 1) n/k ( 0. Thus 
sign G(e2Zi/k) = i(k-lM2(_l)((k-l)/2-l(k+2)/41), (16) 
where [ ] is the greatest integer function. It is readily verified by checking 
k = 4j f 1 that 
i(k-1)/‘2(-1) - ((k lY2-[(k+2)/41) = itkLl)‘/4 
This concludes the proof of Eq. (2). 
A GENERALIZATION OF THE GAUSSIAN SUM 
The corollary of the binomial theorem given in Eq. (3) has a natural 
extension to the following corollary of the multinomial theorem. Let 
(” ,,,. “,jJ denote the multinomial coefficient. 
( 
m 
1 
m! 
= 
n] 9.**) nj- 1 I n1* . . . njml! (m -n, - ... - nj-,)! ’ 
GAUSSIAN SUMS 93 
and let [ = r(j) = t?‘j. Then 
C (?l,t2?l*t”‘tl+i-1)njm, 
n,,....n,-,>o 
It,+.. + tnj_,<m 
provided m 2 1. (17) 
This equation has at least two q-analogs, the first of which reduces to Eq. (6) 
when j = 2, and the second of which reduces to Eq. (9). 
(l-q) a** (1 -qm) 
= (1 -q) ,.. (1 -qfil) . . . (1 -q) . . . (1 -q+~)(l -q) .,. (1 -qm-nt-..--w)* 
nl,...,nJ-1>0 
n,t...tn,-*<m 
= 0, if Am, 
(1 - q)(l - q2) *a* (1 - qrn) 
= (1 -$)(1-q”) 9.. (1 -qy if jlm, 
c (~q~l+2n2t...+U-~)nl-l 4,...,nj-l>0 [ n,, Tn,-, ;$] . . . nlt..*tnJ-,<m 
(1 -&(l-42’) .a. (1 -qN) 
= (1 - Cq)(l - K-4)2) a** (1 - (CqYY ’ 
(18) 
(19) 
Both of these indentities are proved in [I]. They are Corollaries 2.1 and 1.1, 
respectively. 
In view of Lemma 2, it appears natural to define the following function: 
Given integer j 2 2, k relatively prime to j, and a a primitive kth root of 
unity, let 
G&j)= C 
(ra-l)nlt.“+U-l)njI j--l ;q-j .  
"I*...*nj-l>O n, 9-, nj- 1 I  
n,t**.tn,-,(j-1 
G(a; 2) = G(a), and G(a; j) has a nice product representation. Unfor- 
tunately, this appears to be all that can be said for it. 
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