In modern industrial engineered systems, variant working conditions disturb the distributions of machines' operational data, which results in different feature distributions (DFD) problems for fault prognostics. Domain adaptation (DA) have been proved good at dealing DFD problems, and several deep DA-based methods have been also proposed in fault prognostics filed. However, existing methods refer to the DA tasks from one working condition to another, without considerations of transferring between datasets under complex working conditions. The prior distribution of working conditions will influence the distributions of machines' operational data, and few studies take prior distribution of working conditions into consideration of DA for fault prognostics. Thus, in this paper, a working-condition-based deep domain adaptation network (Deep wcDAN) is proposed to overcome the DFD problems caused by variant complex working conditions. In the proposed method, CNNs combines LSTMs with domain adaptive transfer technique to minimize the distribution discrepancy between training and testing datasets. Furthermore, a working-condition-based MMD (wcMMD) is proposed to optimize the DA process based on the prior distribution of each working condition. The performance of proposed model is evaluated and the negative transfer effects have been analyzed based on C-MAPSS datasets. The results show that the proposed method performs better than baseline methods on predicting remaining useful life (RUL) with DFD problems.
I. INTRODUCTION
Prognostics and Health Management (PHM) has a significant importance for modern industrial systems. Therefore, it is important to accurately predict the remaining useful life (RUL) of machines to guarantee their reliabilities. In recent years, data-driven fault prognostics has attracted much attentions due to its ability in providing convincing performances without too much domain expert knowledge [1] , [2] . Especially, with the development of advanced machine learning methods, deep learning has been proved to achieve a significant performance on machinery fault prognostics [3] . Nevertheless, most data-driven methods are currently implemented The associate editor coordinating the review of this manuscript and approving it for publication was Chintan Amrit . under the assumption that the training and testing datasets are subject to the same distributions. While, in real industries, environmental noise and variation of operating condition inevitably make the feature distributions of training and testing data different from each other, thus it is difficult for the well-trained neural network to generalize the learned pattern knowledge from the labeled training data, denoted as source domain, to the new unlabeled testing data, denoted as target domain. In this paper, this challenge is referred as different feature distributions (DFD) problem in industrial system, which is caused by variant working conditions. Such challenge have been pointed out in [4] , [5] for fault prognostics.
To solve DFD challenges, Domain Adaptation (DA) [6] is usually used. DA tasks include two datasets belonging to the source domain and the target domain. The data in the target domain have related knowledge but different feature distributions compared with those in the source domain. Thus, the objective behind DA is to reduce the distribution discrepancy and improve the performance of the predictive model for the target domain using the knowledge contained in the source domain [7] . Some DA-based methods have been also proposed in PHM fields [8] - [11] , mainly in roller bearing and rotation machinery fault diagnosis [12] and some of few in fault prognostics [4] , [5] , [13] . The main idea behind these methods are training a model to minimize the distribution discrepancy between data of one working condition and those of the other.
However, these studies have a limitation as follows. They all refer to the transfer learning tasks from one working condition to another, without considerations of transferring between datasets with complex working conditions. It means that the source domain or target domain data may be both generated from different working conditions and the prior distribution of working conditions will influence the overall feature distributions of samples in both domains. Thus, similarity of working conditions will affect the transferring performance. Moreover, according to [14] , negative transfer will occur between two machinery datasets under different working conditions, and if the source domain is more different with target domain, there will be more negative transfer. Therefore, a new deep DA method is in urgent need to apply for fault prognostics and DA process should be optimized to alleviate negative transfer effects when data are generated under complex working conditions.
In this paper, a working-condition-based deep domain adaptation network (Deep wcDAN) is proposed to overcome the DFD problems for fault prognostics caused by complex varant working conditions. In the proposed method, CNNs combines LSTMs with domain adaptive transfer technique to minimize the distribution discrepancy between training and testing datasets. Furthermore, a working-condition-based MMD (wcMMD) is proposed to optimize the DA process based on the prior distribution of each working condition.
The main contribution of this paper are summarized as below:
1) We propose a Deep wcDAN model to overcome the DFD problems for industrial fault prognostics caused by variant working conditions. The proposed method is fundamentally built upon 1-D CNN and LSTMs. And a new DA method based on wcMMD with two patterns is developed to minimize the distribution discrepancy between training and testing datasets with different working conditions. The method takes the distribution of each working condition into considerations to calculate the marginal distribution discrepancy. 2) Several experiments are conducted to illustrate how negative transfer, which caused by complex working conditions, influences the generalization of fault prognostics model. Moreover, the improvements on negative transfer across different working conditions are also validated based on our proposed method.
The remainder of the paper is organized as follows: section II surveys the related work including data-driven fault prognostics and domain adaptation techniques. Problem is formulated and deep domain adaptation network is introduced in Section III. Section IV details the proposed Deep wcDAN model including deep CNN-LSTM and wcMMD. Furthermore, different methods for calculating marginal distribution discrepancy are discussed. Section V introduces experiments and evaluations on prognostics dataset to validate the feasibility and effectiveness of proposed model. Finally, conclusions are drawn and future work is presented in section VI.
II. RELATED WORK
The related works include the data-driven fault prognostics and domain adaptation in this section.
A. DATA-DRIVEN FAULT PROGNOSTICS
Fault prognostics is usually modeled as a regression problem. Machine learning methods, e.g., artificial neural networks (ANNs) [15] , support vector machine (SVM) [16] , [17] , and relevance vector regression (RVR) [18] , [19] , are used to train a prediction model and then utilize the trained model to estimate the RUL of a machine, i.e. rotatory bearings [20] or turbofan engines [21] . The above-mentioned prediction methods follow a similar approach: artificially designed features are first extracted from monitored signals via signal processing technique to capture state change of tool, and regression methods, such as SVR and ANN, are then performed to the extracted features to model a nonlinear mapping function between signal features and tool condition.
Different from feature-based methods, deep learning can achieve adaptive feature learning [22] , which is helpful to improve adaptability of prediction methods. Moreover, self feature learning in deep network is more likely to learn essential features hidden in monitoring data and then to improve prediction accuracy. DL-based fault prognostics methods, such as Feed-Forward Neural Network (FFNN), Convolutional Neural Network (CNN), Recurrent Neural Network (RNN)/ Long Short-Term Memory Network (LSTM) and Deep Belief Network (DBN), have been widely studied. Specifically, Lei et al. [3] surveyed several methods based on FFNN, RNN and their variations. FFNNs are the most popular deep models to learn the relationship between signal features/health index (HI) and the lifetime. A DCNN based RUL estimation approach is proposed in [23] , where the sensor data is split into sliding windows and then CNN is applied on each sliding window. Guo et al. [24] proposed an RUL prediction approach by means of automatic degradation indicator (DI) construction. By using convolutional neural network (CNN), this work only needed a little prior knowledge to extract features, and then got a new DI with better trendability and monotonicity. In these two cases, CNNs consider each sliding window and extracted features independently. To better learn the sequential and time-dependent degradation patterns, a LSTM based approach for RUL estimation [2] , which uses multiple layers of LSTM cells in combination with standard feed forward layers to discover hidden patterns from sensor and operational data with multiple operating conditions, fault and degradation models. Reference [25] applied convolutional Bi-LSTM to extract deep features from raw signal data of a high-speed CNC machine and then predicted RUL. Reference [26] proposed an unsupervised approach to estimate health index (HI) of a system from multi-sensor time-series data. The approach uses time-series instances corresponding to healthy behavior of the system to learn a reconstruction model based on LSTM Encoder-Decoder (LSTM-ED). Deutsch and He [27] utilized deep belief network (DBN) to build the regression model between the signal's frequency spectrum and RUL value, and provided good accuracy with a confidence level of 90%. Many existing data-driven prognostic approaches involve one single model which can hardly maintain good generalization performance across various prognostic scenarios, especially when this model is well configured for a certain scenario. Zhang et al. [28] proposed a multiobjective evolutionary ensemble learning method named MODBNE to evolve multiple DBNs simultaneously subject to accuracy and diversity as two conflicting objectives.
In general, all the studies above did not consider DFD problems caused by variant working conditions when constructing models to predict machinery RULs.
B. DOMAIN ADAPTATION
Domain adaptation is a sub-problem of transfer learning method, which develops the learning system from one domain to another domain with DFD problems. An overview on transfer learning was presented in [29] , [30] . With the recent development of deep learning, some deep DA-based methods, such as Deep Adaptation Networks (DAN) [31] , Joint Adaptation Network (JAN) [32] and etc., are used to handle types of DFD problems. The key idea is to minimize the marginal distribution or the conditional distribution discrepancy between source and target input data. In this paper, we mainly focus on DA-based methods for PHM and we surveyed some related works, mainly in roller bearing and rotation machinery fault diagnosis and some of few in fault prognostics.
For fault diagnostics, some studies focus on using deep transfer network to learn fault diagnostic model from one domain with labeled data to the other domain with unlabeled data. For example, Guo et al. [33] proposed a new deep transfer learning method named deep convolutional transfer learning network (DCTLN) to improve the accuracy of bearing fault diagnosis by transferring invariant features from one machine to others with unlabeled data. Yang et al. [34] proposed a feature-based transfer neural network (FTNN) for intelligent fault diagnosis from bearings used in laboratory machines (BLMs) to bearings used in real-case machines (BRMs). While, some other studies of fault diagnostics focus on transfer learning between different operation conditions. For example, [12] presented a transfer component analysis (TCA) based cross-domain feature fusion method for gearbox diagnosis under various operating conditions. Zhang et al. [8] presented a domain adaptation method for fault diagnosis of bearings under varying operation conditions. In this study, principal component analysis (PCA) was used to construct the feature subspaces of frequency spectrum data, and the subspace aliment was employed to reduce the distribution discrepancy. Lu et al. [9] proposed a deep neural network based on domain adaptation for fault diagnosis of bearings under varying operation conditions, which was trained with the data in the source domain and partially labeled data in the target domain. Wen et al. [10] used the sparse auto-encoders to extract the features of the frequency spectrum data from bearings under different operation conditions, and then minimized the maximum mean discrepancy (MMD) to adapt the distribution of the learned transferable features. Li et al. [11] employed a deep convolutional neural network (CNN) based on domain adaptation to complete bearing fault diagnosis under different noisy environments. Zhang et al. [14] proposed a fault diagnosis model to make full use of data in different working conditions based on transfer learning with neural networks. How the similarity of working conditions affects the performance and negative transfer effects were discussed. Han et al. [39] proposed a joint domain adaptation method for industrial fault diagnosis under varying operational conditions. For fault prognostics, few studies have been published based DA-based methods. Reference [4] exploited a new solution framework for RUL prediction by combining several existing algorithms such as transfer component analysis (TCA), contractive denoising autoencoder (CDAE) and Hilbert-Huang transform (HHT). This proposed framework works well to improve RUL prediction accuracy from different but related degradation data, especially when facing a small-scale bearing data set. However, this framework is not an end-end architecture, feature representation learning, transfer learning and RUL prediction are separated steps. Reference [13] proposed an end-end deep transfer learning (DTL) network based on sparse autoencoder (SAE) for tool RUL prediction. Three transfer strategies, including weight transfer, feature transfer learning, and weight update, are used to transfer a deep network trained by historical failure data for prediction of a new object. Reference [5] proposed a transfer compact coding for hyper plane classifiers (TCCHC) strategy to predict RULs of roller bearings under varying working conditions.
Even though the studies above have taken the transfer learning or domain adaptation methods into consideration to generalize the fault prognostics method, they did not consider the varying working conditions which causes the distribution discrepancies during transfer learning. Moreover, they did not consider complex working conditions which makes the data distributions more complicated, and the complicated data distributions will lead to negative transfer effects.
III. PROBLEM FORMULATION A. PROBLEM DESCRIPTION AND NOTATIONS
Industrial data collected from industry machines are multidimensional time series which consists of operational data and working condition data. The operational data is the running data which can reflect the working status of machine, while working condition data is the parameters or the environment the machine runs at. Since the machine may be running with variant working conditions, it induces different distributions between training and testing datasets. We refer training and testing datasets as source and target domain.
Since the industrial are mainly time series data, segmentation is usually used as preprocessing step before training models. Dataset D consists of N sets of d-dimensional time series samples, each time series denotes as X i ∈ D and the length of each time series denotes as L, where X i ∈ R d×L and i ∈ N . Sliding window is used to segment each time series into small time windows. We denote
as the jth sliding window, where l represents the length of sliding window. In this paper, X j i is the most atomic sample that should be put into the model.
Let D s and D t represent the source and target domains respectively. If we denote the sample spaces X s ∈ D s and X t ∈ D t , the data samples drawn from the source and target domains are x s ∈ X s and x t ∈ X t respectively. Source and target data collected from industrial machines are subject to the marginal probability distribution P(X s ) and P(X t ). We also denote the label space Y = {y 1 , y 2 , . . . , y k }, which contains k values. If the use case is fault diagnostics, k represents the number of fault types; while if the use case is fault prognostics, k represents the time series values at certain timestamp. The source and target dataset should share the same label space.
It is assumed that the feature space between source and target domain are the same, X s = X t , and the distribution of X s and X t , P(X s ) and P(X t ), are determined by corresponding working conditions Z . In this paper, a hypothesis is that ''different distribution of working conditions lead to different feature distributions of operational data''. It is assumed that there exists a complex working condition set Z = {Z 1 , Z 2 , . . . , Z n }, which contains n kinds of working conditions, and Z s = Z t , where Z s and Z t denotes the working condition set at source and target domain. Then we formulate the hypothesis as:
Thus : discrepancy via directly reduce the difference between P(X s ) and P(X t ). The objective loss function of the network is defined as:
l represents the overall structural loss of the model; l c (D s , y s ) represents the learning loss of the deep CNN on labeled source dataset; l A (D s , D t ) represents the domain adaptive loss of the deep CNN, and it measures the marginal distribution discrepancy between source and target data. λ is the weight parameter for the domain adaptive loss. The features used here are usually extracted from the last but one layer of CNN (next to the activation layer). Figure 1 illustrates a Deep DAN based on AlexNet [15] .
The domain adaptive loss is measured by MMD. MMD is a nonparametric distance metric to measure the distribution discrepancy between two datasets. The empirical estimation of MMD based on the kernel mean embedding is calculated as follows.
H represents the Reproducing Kernel Hilbert Space (RKHS), and (·) is the nonlinear mapping from the original feature space to RKHS. It is considered that the nonlinear mapping in RKHS is rich enough for us to find out an appropriate one that maximizes the distance between the datasets X s and X t . k(·, ·) = (·), (·) . E[k(·, ·)] represents the expectation of the kernel values. By means of the kernel mean VOLUME 7, 2019 embedding of distribution, RKHS is induced by the characteristic kernels [16] such as Laplace kernels and Gaussian kernels.
IV. PROPOSED METHOD A. DEEP wcDAN
According to the definition of Deep DAN, the objective of the model is to simultaneously minimize the deep network's learning loss on labeled source dataset and the domain adaptive loss between source and target datasets. Thus, Deep wcDAN is proposed in this paper based on the optimization of such two loss terms respectively to gain better transferring performances. One optimization is that Deep CNN-LSTM is used to learn the temporal and sequential features automatically by integrating 1-D CNNs and LSTMs. The other optimization is that a wcMMD with two patterns is developed to minimize the distribution discrepancy between training and testing datasets with different working conditions. The architecture of Deep wcDAN is shown in Figure 2 . We employ 1-D CNNs to extract latent features from the raw multidimensional sensor data. Further, those features are fed into multiple layers of LSTMs, which followed by multiple layers of feed forward neural networks as outputs. In order to improve the generalization effect of the model, the domain adaptive technique is adopted. During the training phase, the data from training and testing datasets are both fed into the model. We redefine the final loss function by adding the wcMMD term to reduce the distributions discrepancy between the features extracted by CNN from both domains. The formulation of Deep wcDAN is illustrated as follows:
The first term l C (D s , y s ) represents the learning loss of CNN-LSTM network, and the second term MMD c (D s , D t ) represents the MMD between source and target domain based on different working conditions. θ l is the parameters which are supposed to be optimized to minimize the networks' loss, and the two terms share the same parameters.
B. DEEP CNN-LSTM
Since well-extracted feature representation from deep neural network will benefit in transfer task, so CNNs are used to extract spatial features of a segmented time windows. While temporal dependencies also exist between sequential time windows, thus, LSTMs are used to learn sequential features between them. As shown in Figure 2 , the deep CNN-LSTM is composed of 4 convolutional layers stacked with 2 LSTMs and 3 fully-connected layers.
We employ 4 convolutional layers to extract features from the raw inputs in the model, and the raw input is each segmentation
The mini-batch gradient descent has been used during training, and the batch size is set as 128, meaning that 128 sliding time windows (L = 32) will be fed into CNN in one batch, and 17 is the amount of sensors (The original dimension is 26 in the dataset. 2 dimensions of index and 3 dimensions of operational conditions are removed. Moreover, 4 sensors are also removed because we have found they keep constant values through the whole process). The number of filter kernels of each layer in stacked CNN are 16, 32, 64, 64 and the kernel size is 3 × 1. To ensure that CNN allows faster training and convergence with less errors, xavier weight initialization is used to initialize the weight in CNN. Max-pooling and dropout layers are also used by following each CNN layer.
The raw segmented time window X j i will be mapped into new feature space via CNNs, and the features of X j i belonging to X i will be catenated as new input to the next layer.
RNNs, especially those based on LSTM units or GRUs have been successfully used to achieve state-of-the-art results on sequence modeling tasks such as machine translation [17] . As what we did in CNNs part, two layers of LSTMs are stacked to mine the time sequential characteristic of the features. We denote the nodes in each layer as n r and in the model n r = 32. The output of each cell inside the lower LSTM layer will concatenate to the input of the corresponding cell inside upper LSTM layer. Finally, the LSTM layers will connect to three fully-connected layers to get the prediction results.
In this network, Rectified Linear Unit (ReLU) activation function is used for each layer, and the root mean square error (RMSE) is used as the loss function for the deep CNN-LSTM network.
C. DOMAIN ADAPTATION UNDER VARIANT WORKING CONDITIONS
The objective of DA is to minimize the marginal distribution discrepancy, P(X s ) and P(X t ), between training and testing datasets. In previous studies, it is usually assumed that the marginal distribution P(X ) of industrial data is generated based on unchanged working conditions. Unfortunately, P(X ) is influenced by the working conditions actually. Different working conditions generates different P(X ), while distributions under same working conditions would be more similar. We suppose that there are C kinds of working conditions, and the prior distributions of working conditions denotes as P(Z ). Thus, P(X ) could be represented as the mixtures of conditional distributions of working conditions, which is shown in Eq. (5) .
Let α z,i = P(Z = C i ), which represents a prior probability of working conditions. Thus, MMD between X s and X t should be redefined according to the mixed marginal distributions. We denotes MMD c (X s , X t ) as wcMMD between X s and X t . The MMD c (X s , X t ) could be defined with two patterns, intra-class transfer pattern and weighted conditional transfer pattern, according to [36] and [18] :
1) PATTERN I
The distance between X s and X t under different working condition Z could be regarded as the combination of intra-class conditional distribution discrepancies according to intra-class transfer idea [36] . However, different from [36] , each kind of working condition represents one class and the corresponding prior weight of the working condition is also considered, as shown in Eq. (6) .
The intra-class conditional distributions of source and target domains are denoted as P(X s |Z i s ) and P(X t |Z i t ), which represents the feature distributions of samples belonging to working condition Z i in source and target domains. The average RKHS values of source and target samples belonging to working condition Z i denotes as 1 ple sets belonging to working condition Z i . The weights of the conditional distributions, α s i and α t i , are represented by the prior distributions of working condition Z i in source and target domains respectively, which are denoted as P(Z i s ) and P(Z i t ).
2) PATTERN II
Since P(X ) could be represented as the mixtures of conditional distributions of working conditions, the distance between X s and X t under different working condition Z could be regarded as a weighted MMD according to [18] . In terms, the average RKHS distance is calculated via weighted average instead of arithmetic average as Equation (7) shown.
Specifically, the MMD
c (X s , X t ) can then be computed as Equation (8) according to Equation (3). The difference is that the expectation of kernel values k(·, ·) is based on the weights of working condition in source and target datasets, but not only the mean kernel values.
In conclusion, for Eq. 
D. NETWORK TRAINING DETAILS
In the network training, back-propagation learning is used for the updates of the network parameters [37] , and the Adam optimization algorithm is adopted [38] . In each epoch, the training samples are randomly divided into multiple minibatches with each batch containing 128 samples (segmented time windows), and put into the network. The parameters can be updated in each epoch as follows:
The network information, i.e. the weights and biases in each layer, is optimized based on the mean loss value of each mini-batch. The learning rate δ is set as {0.0005,0.001,0.005,0.01} and the number of training epochs is set as 167, 245,120 and 198 on FD001-004 respectively (referred in Section V). Grid search is used to find the best parameter configurations for each dataset. The final parameter configurations of the network are shown in table 1.
V. EXPERIMENTS AND EVALUATIONS A. DATA DESCRIPTIONS
In this paper, we use C-MAPSS datasets [21] to evaluate proposed model. C-MAPSS consists of four sub-datasets and each of them is further divided into training and test subsets. Each data set is multivariate time series includes 21 different sensors with different 3-dimensional operational conditions and fault modes. Each engine in the dataset is considered operating normally at the beginning although they are in different degrees of initial wear and manufacturing variation. After a period of time, for trajectories within the data-sets, they will begin to degrade until the end of series because of the system failure. In the training dataset, the time series are unbroken run-to-failure trajectories, while in the test dataset, the series are cut down at some point prior to failure. The RUL of the trajectories in the test dataset has been given and our goal is employing our proposed model to predict he RUL value at the end of given sequence.
We give a summary of information for better understanding, as illustrated in Table 2 . Each row in the data set is a snapshot of data taken during a single operational cycle, which contains 26 columns: 1st is the engine unit number, 2nd is the time in cycle, 3-5 columns are operational settings(which has substantial effect on engine performance), 6-26 columns are sensor data. There are 1 working condition for FD001 and FD003. While there are 6 working conditions for FD002 and FD004, and the working condition is divided by clustering on the 3-dimensional operational conditions [2] . Number of samples in each working condition on FD002 and FD004 are listed in Table 3 , and the more samples the working condition possesses, the more prior probability the working condition has.
B. EXPERIMENTAL SETUP 1) NORMALIZATION
Normalization of datasets is a common requirement in machine learning. For each sub-dataset in C-MAPSS, we adopt Min-Max normalization to scale the sensor measurement values. where x j i denotes the normalized data of jth sensor data at ith row. x j max and x j min are the maximum and minimum values of the jth sensor data, respectively.
2) SEGMENTATION
Typically, if the length of an instance is too long, we would segment the multivariate time series into a collection of sliding windows. As defined above, L is the selected length of sliding window. The sliding windows will be set as the input of our model and each will be assigned with a target RUL value (corresponding to the end of sliding window) in the training phase. The adoption of sliding time window strategy will enrich the dataset and more samples will be acquired. To choose a suitable L for each sub-datasets, several trials (L is set to 10, 15, 20, 25, 30, 40, 50 and 100) have been conducted on each sub-dataset, and if the minimum length of a time window is larger than L, then L will be set to the corresponding minimum length in each sub-dataset. Finally, we set L as 32, 22, 39 and 19 for FD001, FD002, FD003 and FD004 respectively. Moreover, we choose the sliding step length as 1, so there will be overlaps between adjacent time windows.
3) PIECE-WISE LINEAR DEGRADATION MODEL
According to [19] , the piece-wise linear degradation model means that we limit the RUL to a constant value at the begin of an instance, and the real RUL reach the constant value after some cycles. Thus we use the linear function to label the RUL. The constant value ranges between 120 and 140 and we adopt 130 in this paper.
4) METHOD OF ASSESSMENT
To make comparisons with other previous models, we adopt the Root Mean Square Error(RMSE) and Score function as evaluation metrics. The RMSE is defined as:
The formulation of this scoring function [35] is as follows:
In the experiment, we will compare proposed methods with other states of arts' models. The experimental results of SVR, RVR, DCNN and MODBNE are cited from pervious work [1] , [28] . And we mainly conduct experiments to compare CNN-LSTM without DA (CNN-LSTM), CNN-LSTM with common DA (CNN-LSTM (DA), without consideration of prior distribution of working conditions), and Deep wcDAN (p1)(p2) with two MMD patterns (MMD
c ). Specifically, the network structures of CNN-LSTM part are the same for these models.
C. RESULTS AND EVALUATIONS
In this section, we will show the results of our proposed model on the C-MAPSS dataset and evaluate the performance.
1) OVERALL EVALUATIONS
In table 4 and 5, we show the RMSEs and Scores of our proposed model and other methods. It can be observed that deep learning models perform better than traditional models generally. We can see that the CNN-LSTM model performs better than deep CNN on every sub-dataset. It indicates that the combination of 1-dimensional CNN and LSTM can improve the accuracy of RUL prediction, since LSTM is able to learn the sequential features of time series on regression task. The CNN-LSTM (DA) are conducted on FD001, FD002, FD003 and FD004 respectively, and the results indicate that more improvements have been achieved on FD001 and FD003 compared with CNN-LSTM, while less improvement on FD002 and even worse on FD004. The reason behind these phenomenon is perhaps that the prior distributions of working conditions influence the DA process. It is assumed that different working conditions have different feature distributions of machinery health status, and there is only one working condition on FD001 and FD003, while six on FD002 and FD004. DA among different working conditions may cause negative transfer that decrease the accuracy on target domains. To verify such phenomenon, Deep wcDAN with two MMD patterns are then conducted on FD002 and FD004 respectively, and the results of two patterns outperform CNN-LSTM and CNN-LSTM (DA). It indicates that the DA process is optimized when the prior distributions of working conditions have been taken into considerations.
Specifically, we found that Deep wcDAN(p1) achieved better performance than Deep wcDAN(p2). The reason is perhaps that Deep wcDAN(p1) adopted a weighted intraclass distribution discrepancy between source and target domain, and the weights for each intra-class distribution discrepancy is adjusted according to the prior distributions of working conditions on both source and target domain. In addition, Deep wcDAN(p2) is based on a weighted MMD method and achieves a relative medium performance among the three patterns. It is perhaps because that the samples' distributions among different working conditions are easily separable in C-MAPSS datasets. Thus MMDs using intraclass distribution discrepancy (p1) have more influences than weighted MMD (across different working conditions) on minimizing the distribution discrepancy between source and target domains. Some results of RUL prediction curves from FD001-004 are provided in details according to Figure 4 . It can be observed that despite the local fluctuations, the general degrading pattern and trends be well displayed. The estimated raw values are close to the actual remaining useful life percentage for most of the time, especially at the end of engine's useful life.
2) DEEP NETWORK's LAYER CONFIGURATIONS
To choose the optimized deep network structures as the baseline for transfer learning, a group of combinations of different layers' CNNs an LSTMs have been testified on FD004 as Table 6 shown. In general, the results illustrate that deep network of 4-layer CNNs stacked with 2-layer LSTMs outperforms other combinations. Specifically, deep networks of CNNs stacked with 2-4 layers LSTMs perform comparatively to each other. While, deep network of CNNs stacked with 1layer LSTM performs significantly worse, so CNNs stacked 1-layer LSTM can not be the candidate as the baseline for transfer task. Among the rest of the combinations, we found that CNNs stacked with 2-layer LSTMs are relatively better than other combinations, so 2-layer LSTMs can be firmed to choose proper CNNs' layers. Moreover, we found that 4-layer and 5-layer CNNs stacked with 2-layer LSTMs are the best, and they are almost the same, so 4-layer CNNs stacked with 2-layer LSTMs is chosen as the baseline by following ''the fewer layers the better'' rule.
3) VISUALIZATION OF DA's EFFECTS t-Distributed Stochastic Neighbor Embedding (t-SNE) technique is used to visualize the feature distribution on both source and target datasets. t-SNE is a technique for dimensionality reduction that is particularly well suited for the In Figure 5 , The color of each point represent the RUL of the engine at some time. And we can learn about the scale of RUL by referring to the colored bar on the left side of each graph. As the color changes from top to down, the RUL values become larger. The horizontal and vertical coordinates of each subgraph are normalized two-dimensional data produced by t-SNE for visualization.
We can see that the feature distributions under the same working conditions are more similar on the training datasets, as 5(a), (b) and (c) shown. However, if we don't adopt the Deep wcDAN model or don't take the working conditions into considerations, as Figure 5(d) and (e) shown, the distributions on the testing dataset are quite different and can not be clustered as tightly as the training dataset. The distribution differences between training and testing datasets will undoubtedly affect the outcome in the end. As Figure 5 (f) shown, when we adopt wcMMD to optimize the DA process, the performace has been greatly improved. The feature distributions under the same working condition on testing dataset gather together as lightly as on the training dataset. The distance between training and testing dataset under the same working condition has been reduced while the distance between different working conditions has been increased. The results indicate that Deep wcDAN model performs better than CNN-LSTM(DA) on the testing dataset.
Transfer learning between more similar tasks achieves greater improvements, and DA does not always have positive effects on improving performance of RUL prediction. Negative transfer may be caused by irrelevant distributions of operational data between source and target domains. For FD002 and FD004 of C-MAPSS datasets, the operational data of training and test dataset are generated from six different working conditions, and different distributions of working conditions will change the overall distributions of operational data. If the data generated from one working condition in source domain is more different with the other data generated from another working condition in target domain, it will cause more negative transfer effects between these two subdatasets. As table 5 shown, the source and target domain data of FD004 belonging to the same working condition have much fewer distribution discrepancies, while the data belonging different working conditions have relatively significant distribution discrepancies. Accordingly, it is more likely to cause negative transfer if the working conditions are not taken into the considerations during DA.
D. ANALYSIS ON NEGATIVE TRANSFER EFFECTS
In Table 7 , we compare Deep wcDAN and CNN-LSTM (DA) with CNN-LSTM on the RMSE performance of each of six working conditions. The results show that the performance of CNN-LSTM (DA) has decreased compared with CNN-LSTM, which illustrates that common DA causes some negative transfer effects. Specifically, common DA improves the performance on C1, C2 and C6, while it causes negative transfer on C3, C4 and C5. The reason is that CNN-LSTM(DA) aims at minimizing the distribution discrepancy of all samples between training and test datasets, however, the distribution discrepancy are diverse for samples generated from different working conditions as Table 8 shown. Although the performance on C1, C2 and C6 are optimized by common DA process, they deteriorate on C3, C4 and C5, which makes the overall performance worse than CNN-LSTM.
For Deep wcDAN, both pattern 1 and 2 outperform CNN-LSTM and CNN-LSTM(DA). The above results illustrate that pattern 1 and 2 of Deep wcDAN improve the generalization on test datasets compared with CNN-LSTM, and both patterns of Deep wcDAN are able to alleviate the negative transfer effects caused by irrelevant distributions of different working conditions based on common DA. The wcMMD has optimized the calculation of the distribution discrepancy between source and target domain, due to taking the prior information of working conditions into consideration. Specifically, though there are deteriorations on C1, C4 and C5 for pattern 1, improvements have been gained on C2, C3 and C6 and the overall performance has been improved due to the high prior distributions on C3 (according to Table 3 ) of both source and target domains. For Pattern 2, though there are deteriorations on C4, C5 and C6, improvements have been gained on C1, C2 and C3 and the overall performance has been improved as well.
VI. CONCLUSION AND FUTURE WORK
In this paper, we focus on establishing an advanced deep DA model by fully utilizing the prior distributions of working conditions, to optimize the DFD problems on fault prognostics in industrial systems. Based on an assumption that similar working condition generates similar feature distribution of samples and vice versa, we propose a novel Deep wcDAN to minimizing the distribution discrepancy of samples among different working conditions. For measuring the distribution discrepancy between source and target domain, two kinds of MMD are proposed based on the prior distribution of working conditions. Experiments have been conducted on C-MAPSS, and the results show that: (1) CNN-LSTM outperform CNN and other non-NN models, which indicates that LSTM stacked on CNN is able to learn the sequential features well on fault prognostics task (regressive RUL prediction); (2) Deep wcDAN outperform deep domain adaptation method without taking prior distribution of working conditions into considerations, which indicate that prior distribution of working conditions influence the DA process when minimizing the distribution discrepancy between source and target domain; (3) A weighted intra-class distribution discrepancy of each working condition is sensitive to minimization of overall distribution discrepancy between source and target domain, when the samples' distributions among different working conditions are easily separable.
In future, there remains several issues to be investigated: (1) how to discover different working conditions and measure the similarity between them when working conditions are not given in the operational data of machines; (2) how to measure the the samples' distribution discrepancy under different working conditions and optimize the DA process according to such discrepancies.
