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Abstract
We show how our p-adic method to compute Galois representations occur-
ring in the torsion of Jacobians of algebraic curves can be adapted to modular
curves. The main ingredient is the use of “moduli-friendly” Eisenstein series
introduced by Makdisi, which allow us to evaluate modular forms at p-adic
points of modular curves and dispenses us of the need for equations of modular
curves and for q-expansion computations. The resulting algorithm compares
very favourably to our complex-analytic method.
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1 Introduction
In this article, given an integer k and a subgroup Γ of SL2(Z), we will denote
byMk(Γ) (resp. Sk(Γ), Ek(Γ)) the space of modular forms (resp. cusp forms, Eisen-
stein series) of weight k and level Γ.
Let f = q +
∑
n>2 anq
n ∈ Sk
(
Γ1(N)
)
be a classical newform, let l be a finite
prime of the number field Q(an, n > 2), and let ρf,l : Gal(Q/Q) −→ GL2(Fl) be the
mod l Galois representation attached to f . Following Couveignes’s and Edixhoven
ideas [CE11], we presented in [Mas13] and in [Mas18b] a method to compute ρf,l
explicitly, that is to say to find a squarefree polynomial F (x) ∈ Q[x] and a bijection
between the roots of F (x) in Q and the nonzero points of the representation space F2
l
such that
the Galois action on these roots matches the representation ρf,l. (1.0.1)
Indeed, these data allow one in particular to determine efficiently the image
by ρf,l of Frobenius elements, thanks to the Dokchitsers’ method [Dok13]. This
method to compute ρf,l is based on complex-analytic geometry and on Makdisi’s
algorithms [KM04], [KM07] to compute in Jacobians of curves. It is fairly general,
but suffers from some limitations, cf. subsection 7.2 below.
Later on, in [Mas20], we presented another method, based on an adaptation of
Makdisi’s algorithms to a p-adic setting, to compute Galois representations occurring
in the torsion of Jacobians of any (not necessarily modular) algebraic curve given
by an explicit model (e.g. a plane equation). This method proceeds by computing
torsion points over Fp, and then lifting them p-adically.
The goal of this article is to present an adaptation of this new p-adic method to
modular curves, so as to compute representations such as ρf,l p-adically. A partic-
ularly nice feature of this p-adic approach is that it suppresses the need for plane
equations of modular curves, and makes an extremely limited use of q-expansions
(cf. section 6). Besides, it is an occasion to test our p-adic algorithms [Mas20] in
higher genera.
This new approach requires evaluating modular forms at p-adic points of mod-
ular curves, which is non-trivial since one cannot use q-expansions for this purpose.
We overcome this difficulty by using modular forms introduced in [KM12] whose
interpretation in terms of the moduli problem parametrised by the modular curve
is completely transparent. This is also the reason why we are able to compute
in modular Jacobians without requiring equations for the corresponding modular
curve. More specifically, the techniques introduced in [KM12] make it possible to
compute in the Jacobian of a modular curve of level N ∈ N by using only the coor-
dinates of the N -torsion points of a single elliptic curve E as input data. Moreover,
these techniques are completely algebraic, which makes them compatible with base-
change and thus usable over p-adic fields (where p ∤ 6N), finite fields (of character-
istic coprime to 6N), and intermediate objects such as Z/peZ with arbitrary p-adic
precision e ∈ N.
We may thus perform p-adic computations in modular Jacobians with arbitrary
finite p-adic accuracy, and thus compute explicitly mod ℓ Galois representations oc-
curring in the ℓ-torsion of such Jacobians, and in particular mod ℓ Galois represen-
tations attached to eigenforms, thanks to the p-adic method introduced in [Mas20].
This article is organised as follows. We begin by recalling the ideas behind our p-
adic method [Mas20] in section 2, so as to establish the list of difficulties that we must
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overcome in order to adapt this method to modular curves. Next, in section 3, we
gather arithmetic results about modular curves, and in particular about their cusps
and the Galois action on them, most of which are probably well known to experts
but unfortunately scattered across the literature. Then, in section 4, we recall
the definition and some of the properties of Makdisi’s moduli-friendly Eisenstein
series. After this, we explain in section 5 how to combine all these ingredients so
as to be able to perform p-adic computations in modular Jacobians. In order to
compute modular Galois representations, it then remains to construct “evaluation
maps” from the Jacobian to A1, which we do in section 6. Finally, we demonstrate
in section 7 that our implementation of the p-adic method presented in this article
using [Pari/GP]’s C library outperforms our [SAGE] implementation of the complex-
analytic method by a factor ranging from 10 to 100, meaning that computations of
moderately “small” modular Galois representations now take minutes instead of
hours of CPU time, and we explain this difference of performance.
2 Computing p-adically in Jacobians
2.1 p-adic models of Jacobians
Let us begin by summarising the kind of data we need to describe a curve in whose
Jacobian we want to compute p-adically by using our methods presented in [Mas20],
which are themselves based on Makdisi’s algorithms [KM04], [KM07].
Definition 2.1.1. Let C be a projective, geometrically non-singular curve of genus g
defined over Q. Let p ∈ N be a prime number at which C has good reduction, a ∈ N
an integer, q = pa, Qq the unramified extension of Qp whose residue field is Fq, and
finally let e ∈ N. A p-adic Makdisi model of C with residue degree a and p-adic
accuracy O(pe) consists of:
• The choice of a line bundle L on C whose degree d0 = degL satisfies
d0 > 2g + 1, (2.1.2)
• The choice of points P1, P2, · · · , PnZ ∈ C(Qq), whose number nZ satisfies
nZ > 5d0, (2.1.3)
which reduce to pairwise distinct points of C(Fq), and which are globally
invariant under Frobp, as well as the permutation describing the action of Frobp
on these points,
• A choice of a local trivialisation of L at each of the points Pi,
• A matrix V of size nZ × d and coefficients in Zq/pe, where
d = dimH0(C,L) = d0 + 1− g,
whose i, j-entry is the value in Zq/p
e of vj at the point Pi (under the local triv-
ialisation of L at Pi), where the vj form a a Qq-basis of H0(C,L) such that the
values vj(Pi) lie in Zq and such that the vj remain an Fq-basis of H
0(CFq ,L),
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• The local L factor Lp(x) ∈ Z[x] of C at p, that is to say the numerator
of the Zeta function of C/Fp reversed so that it is monic and has constant
coefficient pg.
Here and in the rest of this article, Zq denotes the ring of integers of Qq.
Remark 2.1.4. Makdisi’s algorithms work with global sections of powers L⊗n
with n up to 5. The bound (2.1.3) ensures that such sections are faithfully rep-
resented by their values at the points Pi.
Similarly, the bound (2.1.2) ensures that we do avoid complications stemming
from dealing with Riemann-Roch spaces attached to divisors of low degree, so that
Makdisi’s algorithms to compute in Jacobians are valid. For instance, it ensures
that the multiplication map
H0(C,L)⊗H0(C,L) −→ H0(C,L⊗2) (2.1.5)
is surjective, so that we may compute the global sections of L⊗n from the datum of
the matrix V .
Remark 2.1.6. Note that in particular, such a p-adic Makdisi model of C does not
include an explicit model for C. This is because (2.1.2) ensures that L is very ample
and thus defines a projective embedding of C, whose equations can be read off the
kernel of multiplication maps such as (2.1.5). But of course, in order to construct
such a p-adic Makdisi model of C, some explicit data about C must be known, so
as to be able to write down the matrix V .
We show in [Mas20] that with such a p-adic Makdisi model of C, we can com-
pute Galois representations afforded in the torsion of the Jacobian J of C. More
precisely, let ℓ ∤ p be a prime, and let T ⊆ J [ℓ] Galois-submodule affording a mod ℓ
representation ρT . If
a has been chosen so that ρT splits over Qq, (2.1.7)
and if
χT (x) is coprime mod ℓ with its cofactor Lp(x)/χT (x), (2.1.8)
where χT (x) ∈ Fℓ[x] denotes the characteristic polynomial of the Frobenius Frobp
acting on T , so that the datum of χT (x) determines the submodule T ⊆ J [ℓ] non-
ambiguously, then we can compute ρT as follows:
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1. Determine the order N = #J(Fq) as N = Res(Lp(x), x
a − 1), and factor it
as N = ℓvM where ℓ ∤M ,
2. Take a random point x ∈ J(Fq), multiply it by M so as to get an ℓ-power
torsion point, then repeatedly by ℓ so as to get an ℓ-torsion point, and finally
apply Lp
χ
(Frobp) to it so as to project it into T ,
3. Repeat this process so as to obtain an Fℓ-basis of T over Fq,
4. Lift this basis of T to J(Zq/p
e)[ℓ],
5. Use Makdisi’s algorithms to compute all the points of T , by forming all linear
combinations from this basis,
6. Construct a rational map α : J 99K A1 defined over Q,
7. Compute F (x) =
∏
t∈T
(
x − α(t)
)
∈ Zq/pe[x], and identify it as an element
of Q[x].
Strategy 2.1.9: p-adic computation of Galois representations found in Jacobians
Indeed, if α is sufficiently generic to be injective on T , then the values α(t) are
permuted by Gal(Q/Q) in a way matching the points of T , so the polynomial F (x)
satisfies (1.0.1).
Remark 2.1.10. We actually get a mod pe approximation of F (x), so we need e
to be large enough to identify F (x) ∈ Q[x]. Naturally, higher values of e will also
work, but slow the computation down. As in [Mas20], we do not have a clear recipe
for the ideal value of e, and we proceed mostly by trial-and-error. Therefore, the
results which we get are not rigorously proved to be correct; however, in the case of
modular Galois representations, they can be rigorously certified using the methods
presented in [Mas18a]. In what follows, we will not concern ourselves with this
aspect anymore, and simply assume that the value of the accuracy parameter e has
been set somehow.
Remark 2.1.11. The reason why we record how the Frobenius Frobp permutes the
points P1, · · · , PnZ is that this allows us to apply it to points of J ; cf. [Mas20, 2.2.5].
In order to adapt this method to compute Galois representations to modular
curves, we must construct a p-adic Makdisi model of these modular curves in the
above sense. It is natural to choose the line bundle L so that its sections are modular
forms; but then we need to be able to evaluate these modular forms at p-adic points
of the modular curve so as to be able to write down the matrix V . We explain how
this can be done efficiently in the rest of this article.
2.2 Improvement: Fast exponentiation using cyclotomic
polynomials and the Frobenius
Before this, we first present an improvement that makes strategy 2.1.9 more ef-
ficient, and that we should have included in [Mas20]. Indeed, in the notation of
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strategy 2.1.9, we typically have M ≈ #J(Fq) ≈ qg. Thus for large genus g, on
the one hand M is quite large, especially as (2.1.7) usually imposes that q is in the
thousands or even millions; and on the other hand, performing one addition in J
using Makdisi’s algorithms is rather costly. Thus, even though we use fast exponen-
tiation, multiplication by M in J(Fq), which is a required step to generate ℓ-torsion
points, can take a significant amount of time. However, we show in [Mas20, 2.2.5]
that applying Frobenius is almost instantaneous, so it is natural to try to use the
action of Frobenius in order to speed up this multiplication-by-M step. For this, we
begin by establishing the following result:
Lemma 2.2.1. Let G be a finite Abelian group ,and let φ : G → G be an endo-
morphism. View G as a Z[x]-module with x acting as φ. Suppose we know a monic
polynomial F (x) ∈ Z[x] such that F (φ) = 0, and that F factors in Z[x] as F = AB
with Res(A,B) coprime to #G (in particular, A and B must be coprime in Q[x]).
Then G decomposes as G[A]×G[B].
Proof. Let p be a prime dividing #G, and let e ∈ N be such that pe‖#G. By
assumption, A and B are coprime mod p, so there exist U, V ∈ Z[x] such that UA+
V B = 1 mod p. By Hensel’s lemma, we may actually choose U and V so that UA+
V B = 1 mod pe.
By Chinese remainders over the prime factors of #G, we deduce that there
exist U, V ∈ Z[x] such that UA + V B = 1 mod #G. It is then clear that the maps
G ←→ G[A]×G[B]
g 7−→ (V Bg, UAg)
a+ b ←−[ (a, b)
are inverses of each other.
Suppose now that ℓ ∤ a, which is equivalent to saying that ρχ(Frobp) is semisim-
ple. Take G to be the part of J(Fq) coprime to a (which has thus the same ℓ-torsion
as J(Fq)), φ = Frobp : G → G, and F (x) = x
a − 1, which factors over Z into the
cyclotomic polynomials
xa − 1 =
∏
d|a
Φd(x).
Since #G is prime to disc(xa − 1) = ±aa by construction, an iterated use of
lemma 2.2.1 yields the decomposition
G =
⊕
d|n
G[Φd].
The point is that
#G[Φd] ≈ Nd
def
= J [Φd] = Res(Lp,Φd) =
∏
Lp(α)=0
Φd(α) ≈ q
gϕ(d)
so each of these factors is typically much smaller than J(Fq).
We can thus obtain ℓ-torsion points as follows:
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1. Pick d | a such that ℓ | Nd (there will be at least one).
2. Write Nd = ℓ
vdMd with Md coprime to N .
3. Take a random x ∈ J(Fq). Apply
xa−1
Φd(x)
(Frobp) to it, multiply the result byMd,
and then repeatedly by ℓ until we get 0. Return the last nonzero point.
Strategy 2.2.2: Generating torsion points thanks to cyclotomic polynomials
This method is valid since as ℓ ∤ a by assumption, Md is divisible by [J(Fq) : G],
so that multiplication by Md includes the effect of projecting from J(Fq) to G. Its
advantage is that the number of required operations in J(Fq) is approximately
lgNd ≈ gϕ(d) lg p,
compared with
lgN ≈ ga lg p
with strategy (2.1.9). Indeed, typically the cofactor x
a−1
Φd(x)
has few nonzero coeffi-
cients, and these coefficients are usually ±1, so applying x
a−1
Φd(x)
(Frobp) requires few
operations in J(Fq) and thus takes negligible time since applying Frobp is instanta-
neous.
Example 2.2.3. Let C be the modular curve X1(13), which has genus 2, and let J
be its Jacobian. Suppose we want to generate ℓ-torsion points of J where ℓ = 29 for
example. Take p = 191; using formula (3.2.7) below and [Mas20, proposition 5.1],
we find that the smallest a ∈ N such that J [ℓ] is defined over Fpa is a = 12 (which
is why we chose this p, as other values of p typically require a to be in the hundreds
if not more).
We have
#J(Fpa) = ℓ
4M
where
lgM ≈ 162,
so if we use the method presented in strategy (2.1.9), then we need to perform
about 200 additions in J(Fpa) in order to obtain an ℓ-torsion point.
In comparison, if we take d = 12, we find
N12 = ℓ
2M12
where
lgM12 ≈ 60,
so we can produce an ℓ-torsion point with less than 100 additions in J(Fpa) by
using strategy (2.2.2), even taking into account the operations required to multiply
by x
n−1
Φd(x)
= x8 + x6 − x2 − 1.
Similarly, for d = 3 we have
N3 = ℓ
2M3
so this is the only d the rest of J [ℓ] comes from, and we have
lgM3 ≈ 20
7
only. However, this produces ℓ-torsion points defined over Fp3, so if we want to get
all of J [ℓ], then we need to generate points using d = 12 as well.
Remark 2.2.4. In our case, we do not only want points of J [ℓ], but actually points
in the piece Tχ of J [ℓ] where Frobp acts with characteristic polynomial χ(x). This
means that in strategy (2.2.2), we should only consider the d | a such that Φd(x)
has a nontrivial common factor mod ℓ with χ(x).
3 Reminders on modular curves and their cusps
3.1 Classical congruence subgroups and their moduli prob-
lems
Let N ∈ N, and define as usual
Γ(N) = {γ ∈ SL2(Z) | γ ≡ 1 mod N} ,
Γ0(N) =
{
γ =
[
a b
c d
]
∈ SL2(Z) | c ≡ 0 mod N
}
,
Γ1(N) =
{
γ =
[
a b
c d
]
∈ Γ0(N) | a ≡ d ≡ 1 mod N
}
,
and more generally, given a subgroup H 6 (Z/NZ)×,
ΓH(N) =
{
γ =
[
a b
c d
]
∈ Γ0(N) | a, d mod N ∈ H
}
.
Denote the corresponding modular curves by X(N), X0(N), X1(N), and XH(N).
Note that since−1 ∈ SL2(Z) acts trivially on the upper-half plane, we haveXH(N) =
X〈H,−1〉(N) where 〈H,−1〉 denotes the subgroup of (Z/NZ)
× generated byH and−1,
so we may restrict our attention to the subgroups H 6 (Z/NZ)× that contain −1.
Let us briefly recall the interest of these modular curves, and use this occasion
to fix some notation and conventions which we will use throughout the rest of this
article. Informally speaking, the curve X(N) parametrises the pairs (E, β) up to
isomorphism, where E is an elliptic curve and
β : (Z/NZ)2
∼
−→ E[N ]
is an isomorphism mapping the standard basis [1, 0], [0, 1] of (Z/NZ)2 to points P,Q ∈
E[N ] such that the Weil paring eN (P,Q) is a fixed primitive N -th root of 1. We
will always view the elements of (Z/NZ)2 as row vectors; we then have a left action
of SL2(Z/NZ) on X(N) defined by
γ · (E, β) = (E, βγ),
where γ ∈ SL2(Z/NZ) and βγ is the isomorphism between (Z/NZ)2 and E[N ]
taking v ∈ Z/NZ to β(vγ). It follows each fibre of the projection map X(N) →
X(1) at an elliptic curve E having no automorphisms other than ±1 is a torsor
under SL2(Z/NZ).
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Similarly, the curve X1(N) parametrises isomorphism classes of pairs (E,Q),
where E is an elliptic curve and Q ∈ E is a point of exact order N ; more gener-
ally, XH(N) paramatrises isomorphism classes of pairs (E,H · Q) of elliptic curves
equipped with a point of order N up to multiplication by H . The projection map
from X(N) to XH(N) is given by
X(N) −→ XH(N)
(E, β) 7−→
(
E,H · β([0, 1])
)
,
so that given γ, γ′ ∈ SL2(Z/NZ), the points (E, βγ) and (E, βγ′) of X(N) project
to the same point of XH(N) iff. γ and γ
′ have the same bottom row up to scaling
by H . It follows that given an elliptic curve E such that Aut(E) is reduced to {±1}
and an isomorphism β : (Z/NZ) ≃ E[N ], we have a bijection
Primitive vectors of (Z/NZ)2 up to H ←→ Fibre of XH(N)→ X(1) at E
H · [c, d] 7−→
(
E,H · βγ([0, 1])
)
=
(
E,H · β([c, d])
)
(3.1.1)
where γ denotes any element of SL2(Z/NZ) whose bottom row is [c, d].
Let µN ⊂ Q denote the group of N -th roots of 1, and identify the Galois
group Gal(Q(µN)/Q) of the N -th cyclotomic field with (Z/NZ)
× via
(Z/NZ)×
∼
−→ Gal(Q(µN)/Q)
x 7−→ σx : (ζ 7→ ζx) for all ζ ∈ µN .
(3.1.2)
It is well-known that X(N) admits a model over Q(µN), whereas X1(N), X0(N),
and more generally XH(N) admit models over Q. For what follows, we must fix
such models precisely.
As in [Shi71, 6.2], consider the function field
FN = Q(j, f
v
0 | 0 6= v ∈ (Z/NZ)
2),
where for each nonzero v = (cv, dv) ∈ (Z/NZ)2, the modular function f v0 is defined
on the upper-half plane by
f v0 (τ) =
G4(τ)
G6(τ)
℘τ
(
cvτ + dv
N
)
where
Gk(τ) =
∑
m,n∈Z
(m,n)6=(0,0)
1
(mτ + n)k
and ℘τ is the Weierstrass ℘ function attached to the lattice spanned by τ and 1.
Then [Shi71, 6.2] we have
FN ∩Q = Q(µN),
so FN provides us with a model ofX(N) over Q(µN); besides, we have a natural right
action of GL2(Z/NZ) on FN , making FN a Galois extension of F
GL2(Z/NZ)
N = Q(j)
with Galois group GN = GL2(Z/NZ)/ ± 1. Furthermore, each γ ∈ GN restricts
to σdet γ ∈ Gal(Q(µN)/Q) on Q(µN) = FN ∩ Q. Each subgroup U 6 GN hence
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corresponds to the function field FUN of a quotient of X(N) defined over the sub-
field Q(µN)
det(U) of Q(µN). Given a subgroup H 6 (Z/NZ)
× containing −1, we
may thus set [DS05, 7.7]
Q
(
XH(N)
)
= FUHN , where UH = [
∗ ∗
0 H ] = {± [
a b
c d ] ∈ GN | c = 0, d ∈ H} ,
(3.1.3)
thus fixing a model for XH(N) over Q for each such H , and in particular for X0(N)
and X1(N). For instance, this means that for N > 5, X1(N) is the moduli space
for elliptic curves E equipped with a torsion point of exact order N , or equivalently
with an embedding Z/NZ →֒ E[N ], as opposed to an embedding µN →֒ E[N ].
3.2 Modular Galois representations in modular Jacobians
Let us define a newform of level ΓH(N) as a newform of level Γ1(N) whose neben-
typus ε : (Z/NZ)× → Q
×
satisfies H ≤ ker ε. Let Nk(ΓH(N)) denote the finite set
of newforms of weight k and level ΓH(N). This set is acted on by Gal(Q/Q) via
the coefficients of q-expansions at the cusp ∞: if f(q) =
∑∞
n=1 an(f)q
n has neben-
typus ε, then the coefficients {an(f)}n are algebraic integers, and for τ ∈ Gal(Q/Q)
we have τf ∈ Nk(ΓH(N)) with q-expansion (τf)(q) =
∑
n τ(an(f))q
n and nebenty-
pus τ ◦ ε. Denote the Galois orbit of f by [f ], and let
GQ\Nk(ΓH(N))
be the set of such Galois orbits. Then the Jacobian JH(N) of XH(N) decomposes
up to isogeny over Q as
JH(N) ∼
∏
M |N
∏
[f ]∈GQ\N2(ΓHM (M))
A
σ0(N/M)
[f ] , (3.2.1)
where σ0(n) =
∑
d|n 1 is the number of divisors of n, HM ≤ (Z/MZ)
× denotes the
image ofH in (Z/MZ)×, and for each [f ], the Abelian variety A[f ] is simple over Q of
dimension dimA[f ] = [Q
(
an(f) | n > 2
)
: Q]. Roughly speaking, A[f ] can be thought
of as the piece of JH(N) where the Hecke algebra T of weight 2 and level ΓH(N)
acts with the eigenvalue system of f ; more precisely, A[f ] is defined by
A[f ] = JH(N)/I[f ]JH(N),
where I[f ] = {T ∈ T | Tg = 0} is the annihilator of f under the Hecke algebra.
Let f be a newform of weight k, level N , and nebentypus εf ; let Kf be the
number field Q(an(f) | n > 2), which contains the values of εf , let l be a finite
prime of Kf , and finally let ℓ ∈ N be the prime below l. Suppose we wish to
compute the mod l Galois representation ρf,l attached to f . By [Rib94, 2.1], this
representation is also attached to a form whose is level coprime to ℓ, so we assume
that ℓ ∤ N from now on. Similarly, by theorem 2.7 of [RS01], up to twist by the
mod ℓ cyclotomic character, this representation is also attached to a form of the
same level and of weight comprised between 2 and ℓ + 1, so we suppose k 6 ℓ + 1
from now on.
If k = 2, then ρf,l occurs in the ℓ-torsion of the Jacobian J1(N) of X1(N). Else,
recall [RS01, p.178] that there exists an eigenform f2 of weight 2 but level ℓN and
a prime l2 of Kf2 above ℓ such that
ρf2,l2 ∼ ρf,l. (3.2.2)
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We thus set
N ′ =
{
N, k = 2
ℓN, k > 2,
(3.2.3)
so that ρf,l occurs in J1(N
′)[ℓ]; also define f2 = f if k = 2. Then ρf,l actually occurs
in A[f2][ℓ], so in view of (3.2.1), ρf,l occurs in JH(N
′) provided that H 6 ker ε2,
where ε2 is the nebentypus of f2. Taking H = ker ε2, we thus get a modular
curve whose Jacobian contains ρf,l, but whose genus is (hopefully) smaller than that
of X1(N
′), making explicit computations with it more efficient. This is our reason
for introducing the modular curves XH(N); this idea originates from [DvHZ14].
More explicitly, (3.2.2) implies that
xk−1εf(x) mod l = xε2(x) mod l2 for all x ∈ (Z/N
′Z)×,
so that we take
H = ker ε2 = {x ∈ (Z/N
′Z)× | xk−2εf(x) = 1 mod l}. (3.2.4)
Remark 3.2.5. Naturally, in many cases, H is a very small subgroup of (Z/N ′Z)×,
so that the genus ofXH(N
′) is the same as, or not much smaller than, that ofX1(N
′).
However, there are also cases when the genus of XH(N
′) is dramatically smaller
than that of X1(N
′), which makes it possible to compute Galois representations
that would otherwise be out of reach, cf. [Mas18b] for some examples.
Remark 3.2.6. In principle, it would be even better to compute ρf,l directly in the
Abelian variety A[f2], but the author only knows how to compute with Jacobians.
In order to construct a p-adic Makdisi model for XH(N
′), we will in particular
need to determine the local L factor of XH(N
′) at a prime p ∤ N ′. For this, we
suppose that we can compute the set of Galois orbits of mod N ′ Dirichlet characters
χ : (Z/N ′Z)× → Q[t]/Φordχ(t),
where Φn(t) ∈ Z[t] denotes the n-th cyclotomic polynomial, and suppose that for
each such orbit, we can compute the matrix of the Hecke operator Tp with respect
to some Q[t]/Φordχ(t)-basis of the space of cusp forms of level N
′, weight 2, and
nebentypus χ; for instance, this is possible using [Pari/GP]. Then, in view of the
decomposition (3.2.1), we have
Lp
(
XH(N
′)
)
=
∏
χ mod GQ
χ:(Z/NZ)×→Q[t]/Φordχ(t)
kerχ>H
Rest
(
Φordχ(t),Resy(x
2 − yx+ pχ(p), det(y1− Tp|S2(N,χ))
)
.
(3.2.7)
In particular, we also recover the genus of XH(N
′) as half the degree of this poly-
nomial.
3.3 The cusps of XH(N)
Moduli interpretation and Galois action
Let N ∈ N. Recall that the Ne´ron N-gon is the variety CN obtained by gluing N
copies of P1 indexed by Z/NZ by the relation
(∞, i) ∼ (0, i+ 1)
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for all i ∈ Z/NZ. Its regular locus is thus the group variety
CregN = Gm × Z/NZ.
Amorphism between such N -gons is an algebraic variety morphism inducing a group
variety morphism on the regular locus.
Whereas the non-cuspidal points of the modular curve X1(N) correspond to
automorphism classes of pairs formed by an elliptic curve E and a torsion point
of E of exact order N , the cusps of X1(N) correspond to automorphism classes of
pairs formed by a Ne´ron n-gons (for some n ∈ N) equipped with a torsion point
of Cregn of exact order N whose multiples meet every component, cf. [DI95, 9.3].
Such a pair is thus of the form (
Cn, (ζ, i)
)
where n | N , ζ ∈ µN , and i ∈ (Z/nZ)× are such that the gcd of N , the order
of ζ , and the order of i is 1; in particular, it its defined over Q(ζ) ⊆ Q(µN). In
order to understand the cusps of X1(N), and in particular how thy are permuted
by Gal(Q/Q), we must therefore classify such pairs up to isomorphism, and in
particular determine the automorphisms of Cn.
First of all, we have canonically
End(Cregn ) = End(Gm×Z/nZ) =
[
End(Gm) Hom(Z/nZ,Gm)
Hom(Gm,Z/nZ) End(Z/nZ)
]
=
[
Z µn
0 Z/nZ
]
acting by [
m ζ
0 j
] [
x
i
]
=
[
ζ ixm
ji
]
(x ∈ Gm, i ∈ Z/nZ).
Therefore,
Aut(Cregn ) =
[
±1 µn
0 (Z/nZ)×
]
.
Finally, an automorphism of Cregn extends to an automorphism of Cn iff. it respects
the gluing condition (∞, i) ∼ (0, i+ 1), which translates into the condition j = m.
Elementary arithmetic considerations, which we omit here for brevity, then show
that
Aut(Cn) = ±
[
1 µn
0 1
]
(3.3.1)
and that we have a bijection
{(c, d) ∈ Z/NZ× (Z/(c, N)Z)×}/± 1 ←→ Cusps(X1(N))
(c, d) 7−→
(
CN/(c,N), (ζ
d
N , c/(c, N))
)
,
(3.3.2)
where for brevity we have written (c, N) for gcd(c, N), and where ζN is a fixed
primitive N -th root of unity.
We may thus represent the cusps of X1(N) by such pairs (c, d) up to negation.
The advantage of this representation is that the Galois action on the cusps is then
transparent. Indeed, (3.3.2) confirms that the cusps are all defined over Q(µN), and
shows that for each x ∈ (Z/NZ)×, we have
σx · (c, d) = (c, xd) (3.3.3)
where σx ∈ Gal(Q(µN)/Q) is as in (3.1.2). In particular, two cusps (c, d), (c′, d′)
of X1(N) are in the same Galois orbit iff. c = ±c′ mod N .
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One easily verifies that the correspondence between this representation of the
cusps by pairs (c, d) and the more traditional one by classes of elements of Q ∪
{∞} is as follows: given an element a/c ∈ Q ∪ {∞} in lowest terms, find b, d ∈
Z such that [ a bc d ] ∈ SL2(Z); then the cusp represented by a/c in the traditional
representation is represented by (c, d) in our representation, and vice-versa.
Example 3.3.4. The cusp ∞ = 1/0 is represented by (c = 0, d = 1). In par-
ticular, (3.3.3) shows that this cusp is fixed by σx only if x = ±1, which means
that its field of definition is Q(ζN + ζ
−1
N ). This can be visualised by noticing
that it corresponds under (3.3.2) to the pair
(
C1, (ζN , 0)
)
, and by applying (3.3.1)
to n = N/(c, N) = 1, which shows that this pair is isomorphic (by negation)
to
(
C1, (ζ
−1
N , 0)
)
but not to any other of its Galois conjugates.
P1
∞ ∼ 0
ζN
Moduli interpretation of the cusp ∞
On the contrary, the cusp 0 = 0/1 is represented by (c = 1, d = 0), and is
thus defined over Q; indeed, it corresponds to the pair
(
CN , (1, 1)
)
, which is clearly
defined over Q.
1
Moduli interpretation of the cusp 0
As explained in the previous subsection, in this article, we will actually not
work with X1(N), but rather with XH(N) where H is a subgroup of (Z/NZ)
×
containing −1. Fortunately, translating the above results to the case of the cusps
ofXH(N) presents no difficulty. Indeed, going down fromX1(N) to XH(N) amounts
to identifying
γ · s ∼ s (3.3.5)
for each cusp s of X1(N) and each γ ∈ SL2(Z) congruent mod N to
[
h−1 ∗
0 h
]
for
some h ∈ H . Given such a cusp s represented by (c, d), let Ms = [
∗ ∗
c d ] ∈ SL2(Z) be
such that Ms · ∞ = s; then, given such a γ, we find
γ
[
∗ ∗
c d
]
≡
[
∗ ∗
hc hd
]
mod N.
This means that under our representation of cusps by pairs (c, d), (3.3.5) becomes
(hc, hd) ∼ (c, d) ∀h ∈ H.
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Therefore, (3.3.2) simply becomes
{(c, d) ∈ Z/NZ× (Z/(c, N)Z)×}/H ←→ Cusps(XH(N)); (3.3.6)
in others words, we now consider the pairs (c, d) up to multiplication by H instead
of up to negation.
Example 3.3.7. Continuing example 3.3.4, we see that the field of definition of the
cusp ∞ of XH(N) is Q(µN )H , where we view H as a subgroup of Gal
(
Q(µN)/Q
)
thanks to (3.1.2).
Remark 3.3.8. The description (3.3.6) of the cusps and (3.3.3) of the Galois action
on them shows that the modular curves XH(N) tend to have a large supply of
rational cusps, as demonstrated by example 3.3.7.
Widths
In order to be able to consider q-expansions at various cusps, we must determine
the width of these cusps.
Let s be a cusp of XH(N), and let again Ms ∈ SL2(Z) be such that Ms · ∞ = s.
The width of s is then by definition the smallest positive integer w such that
Ms [ 1 w0 1 ]M
−1
s ∈ ΓH(N).
Writing Ms = [ a bc d ], we compute
Ms
[
1 w
0 1
]
M−1s =
[
1− acw a2w
−c2w 1 + acw
]
,
so we want c2w ≡ 0 mod N and 1 ± acw ∈ H (note that (1 + acw)(1 − acw) =
1−a2c2w2 ≡ 1 if c2w ≡ 0, so the ± sign is irrelevant, i.e. this identity with either of
the signs implies the one with the other sign). Let g2 = gcd(N, c
2) and N2 = N/g2;
then c2w ≡ 0 iff. N2 | w, whence finally
w = N2min{t ∈ N | 1 + acN2t ∈ H}. (3.3.9)
This formula allows us to determine the width of a cusp represented by a
pair (c, d). Unfortunately, it is a bit tedious to apply for general H , but it simplifies
considerably if work with X0(N) (which amounts to H = (Z/NZ)
×) or with X1(N)
(which amounts to H = {±1}). For future reference, we note the following result,
which is valid for general H :
Proposition 3.3.10. The cusp represented by (c, d) has width w = N iff. gcd(c, N) =
1.
Proof. Let w be the with of the cusp represented by (c, d), and let g = gcd(c, N),
so that g | g2 | g2.
Suppose first that g > 1; then g2 > 1 so N2 < N . We distinguish two cases:
if g < g2, then taking t = g yields
1 + acN2t = 1 + a
c
g
N
g2
g2
= 1,
so the smallest possible t is at most g whence w 6 N2g < N2g2 = N ; and if g = g2,
then taking t = 1 we get
1 + acN2t = 1 + a
c
g
N = 1 ∈ H,
so the smallest possible t is t = 1 whence w = N2 < N .
Conversely, if g = 1, then g2 = 1, so N2 = N whence w = N .
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3.4 Rationality of q-expansions
In order to compute modular Galois representations, we will need to construct ra-
tional maps JH(N) 99K A
1. As we will see in section 6, one way to do so involves
looking at the q-expansion coefficients an(f) of some forms f at some cusp; but it
is of course fundamental for our purpose that the dependency of the an(f) on f be
Galois-equivariant. This is unfortunately not the case at every cusp; for instance, it
is not the case of the cusp ∞ of X1(N) for N > 6 since this cusp is not even defined
over Q.
In fact, thinking about the rationality of the q-expansion in terms of the cusp
alone is wrong. Indeed, given a function f ∈ Q
(
XH(N)
)
(or more generally, a
modular form) and a cusp s of XH(N) of width w, it is tempting to define “the” q-
expansion of f at s as the expansion of f
∣∣Ms at ∞ in terms of qw = e2πiτ/w,
where Ms ∈ SL2(Z) satisfies Ms · ∞ = s. However, this definition does not make
actual sense if w > 1. Indeed, the matrices M ∈ SL2(Z) satisfying M · ∞ = s are
precisely those of the form M = ±Ms [ 1 x0 1 ] where x ∈ Z, and while the ± sign does
not matter, different values of x yield different qw-expansions of f
∣∣M at ∞; more
precisely, we have
an
(
f
∣∣Ms [ 1 x0 1 ]) = e2πin/wan (f ∣∣Ms) (3.4.1)
for all n ∈ Z. However, this still shows that the coefficient a0(f
∣∣Ms) and the order
of vanishing of f do not depend on Ms, but only on s.
We are thus led to the following definition:
Definition 3.4.2. We say that a matrix M ∈ SL2(Z) yields rational q-expansions
if the map
f 7−→ q-expansion of (f
∣∣M) at ∞
is Galois-equivariant.
Remark 3.4.3. This condition is equivalent to the requirement that the q-expansion
of f
∣∣M have rational coefficient whenever f is defined over Q. Besides, it obviously
only depends on the image of M in SL2(Z/NZ).
Remark 3.4.4. Technically, these expansions are qw-expansions, where w ∈ N is
the width of the cusp M · ∞. One way to circumvent this technicality would be to
talk about qN -expansions, since w | N always. However, this does not impact our
discussion about the Galois-equivariance of the coefficients, so for convenience, we
will persist in this abuse of language in the rest of this section.
We must therefore determine whichM ∈ SL2(Z/NZ) yield rational q-expansions.
Recall from [Shi71, 6.2] that every element f ∈ FN has a (possibly Laurent) qN -
expansion
f =
∑
n≫−∞
an(f)q
n
N
with coefficients an(f) ∈ Q(µN ), and that we have the relation
an(f)
σx = an(f
∣∣ [ 1 00 x ]) (3.4.5)
for all x ∈ (Z/NZ)× and n ∈ Z, where σx ∈ Gal(Q(µN)/Q) is as in (3.1.2).
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From (3.1.3), we deduce that for all M ∈ SL2(Z/NZ),
M yields rational q-expansions
⇐⇒ ∀f ∈ Q
(
XH(N)
)
, ∀n ∈ Z, an(f
∣∣M) ∈ Q
⇐⇒ ∀f ∈ Q
(
XH(N)
)
, ∀x ∈ (Z/NZ)×, f
∣∣M = f ∣∣M [ 1 00 x ]
⇐⇒ ∀x ∈ (Z/NZ)×,M [ 1 00 x ]M
−1 ∈ UH .
Writing M =
[
a b
c d
]
, this translates explicitly into
∀x ∈ (Z/NZ)×, cd(x− 1) = 0 mod N and ad(x− 1) + 1 ∈ H. (3.4.6)
This criterion allows us to determine explicitly for which cusps s of XH(N) there
existsM ∈ SL2(Z/NZ) such thatM ·∞ = s and thatM yields rational q-expansions,
and to find such an M if one exists. Note that there is always at least such a cusp;
for instance, we can take s = 0 and M = [ 0 −11 0 ], since (3.4.6) is obviously satisfied
if d = 0.
Similarly to formula (3.3.9), criterion (3.4.6) is a bit tedious to use in practice
for general H , but simplifies considerably if we work with X0(N) or X1(N). For
instance, we have the following results:
Proposition 3.4.7. Suppose H = {±1} and φ(N) > 3. Then M yields rational q-
expansions iff. 2d = 0 mod N .
Proof. In this case, we have XH(N) = X1(N), and Q
(
X1(N)
)
= Q(j, f
(0,1)
0 ) ac-
cording to [DS05, 7.7], where the f v0 were defined at the beginning of this section;
therefore M = [ a bc d ] ∈ SL2(Z/NZ) yields rational q-expansions iff. f
(0,1)
0
∣∣M [ 1 00 x ] =
f
(0,1)
0
∣∣M for all x ∈ (Z/NZ)×, which translates into
(c, dx) ≡ ±(c, d) for all x ∈ (Z/NZ)×. (3.4.8)
We now distinguish three cases.
If c 6≡ −c, then for all x, dx ≡ d, i.e. N | d(x− 1). In particular, taking x = −1
shows that N | 2d. Conversely, assume that N | 2d. If N is odd, then N | d,
so (3.4.8) is clearly satisfied; and if N is even, then N/2 | d, so N | d(x − 1)
since (x− 1) is even for all x ∈ (Z/NZ)×.
If c ≡ −c but c 6≡ 0, then N is even and c ≡ N/2, so that 1 = gcd(c, d, N) =
gcd(d,N/2). Let x ∈ (Z/NZ)×; then x + 1 and x − 1 are even, so (3.4.8) implies
implies N | d(x ± 1) whence N
2
| dx±1
2
so N
2
| x±1
2
so N | (x ± 1) so x ≡ ±1, which
contradicts our assumption that φ(N) > 3. So this case cannot happen.
Finally, if c ≡ 0, then 1 = gcd(d,N), and (3.4.8) implies that for all x ∈
(Z/NZ)×, d(x + 1) or d(x − 1) vanishes mod N . Since d is invertible mod N ,
this implies x ≡ ±1, so again this case cannot occur.
Corollary 3.4.9. Let s be a cusp of X1(N). Suppose that φ(N) > 3, and that N is
either odd or a multiple of 4. Then there exists M ∈ SL2(Z/NZ) such thatM ·∞ = s
and that M yields rational q-expansions iff. s has width N .
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Proof. Let (c, d) represent the cusp s. Since d lives in (Z/(c, N)Z)×, we may replace
it with dt = d+ tc for any t ∈ Z.
Suppose s has width N . Then gcd(c, N) = 1 by proposition 3.3.10. Let (c, d)
represent the cusp s. Since d lives in (Z/(c, N)Z)×, we may replace it with dt = d+tc
for any t ∈ Z. As gcd(c, N) = 1, we can choose t so that dt ≡ 0 mod N , and
then (3.4.6) obviously holds.
Conversely, suppose there is such an M = [ a bc d ] ∈ SL2(Z/NZ), so that s is
represented by (c, d) and that N | 2d. We are going to deduce that gcd(c, N) = 1,
which will conclude by proposition 3.3.10. Observe that 1 = gcd(c, d, N). We
distinguish two cases: if N is odd, then N | d, so gcd(c, N) = 1; and if 4 | N ,
then N
2
| d, so that gcd(c, N/2) divides gcd(c, d, N) = 1 and is therefore 1, and
since N/2 is even, this implies gcd(c, N) = 1.
Remark 3.4.10. Corollary 3.4.9 may fail if 2 | N but 4 ∤ N , as illustrated by the
example N = 10, s represented by (c = 2, d = 5). Indeed, this cusp has width w = 5
by (3.3.9), and yet the matrix M = [ 1 22 5 ] ∈ SL2(Z) yields rational q-expansions
by (3.4.6) and takes ∞ to s.
4 Makdisi’s moduli-friendly Eisenstein series
In order to construct p-adic Makdisi models of modular curves without resorting
to explicit plane models, we will rely on “moduli-friendly” modular forms in the
sense of [KM12], meaning that their “value” at a point of the modular curve can
be easily read off the representation of this point as an elliptic curve equipped with
some appropriate level structure. We thus think of our modular forms “a` la Katz”;
for example, we view a modular form f of weight k and level Γ(N) over a ring R in
which N is invertible as a function on the set of isomorphism classes of triples
(E, ω, β)
where E is an elliptic curve over R, ω is a generator of the sheaf of regular differentials
on E, and β is what [Kat76, 2.0.3] calls a na¨ıve level N structure on E, that is to
say an isomorphism
β : (Z/NZ)2 ≃ E[N ]
of group schemes over R, and satisfying the homogeneity condition
f(E, λω, β) = λ−kf(E, ω, β)
for all λ ∈ R× as well as some extra compatibility conditions (namely commutation
with base change, cf. [Kat76, 2.1] for details).
We will in fact restrict ourselves to elliptic curves defined by short Weierstrass
equations
(W) : y2 = x3 + Ax+B.
By assigning to such an equation the differential ωW = dx/2y, it then makes sense
to talk about the value f(W, β) of f at the pair (W, β); in other words, choosing
a short Weierstrass model for E yields a local trivialisation of the sheaf of modular
forms.
Fix a level N ∈ N, and let R be a ring in which 6N is invertible. In [KM12],
Makdisi constructs Eisenstein series f v1 of weight k = 1 and level Γ(N) over R
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indexed by non-zero vectors v ∈ (Z/NZ)2 and which enjoy the following particularly
nice properties:
Theorem 4.0.1.
• (Moduli-friendliness) Let v1, v2 ∈ (Z/NZ)2 be such that neither v1, nor v2,
nor v3 = −v1−v2 are zero. Given a pair (W, β) whereW is a short Weierstrass
equation defining an elliptic curve E over R and β is a na¨ıve level N structure
on E, the value
f v11 (W, β) + f
v2
1 (W, β) + f
v3
1 (W, β)
agrees with the slope of the line joining the aligned points β(v1), β(v2), and β(v3)
on the model of E defined by W.
• (Generation) The subalgebra of the R-algebra⊕
k>0
Mk
(
Γ(N);R
)
generated by the f v1 is
R ⊕ E1
(
Γ(N), R
)
⊕
⊕
k>2
Mk
(
Γ(N);R
)
;
in other words, as [KM12] puts it, it “misses” precisely the cusp forms of
weight 1.
Denote by λP,Q the slope of the line joining two points P,Q having distinct,
finite x-coordinates on an elliptic curve E given by a short Weierstrass equation.
The first property can be summarised by
f v11 (W, β) + f
v2
1 (W, β) + f
−v1−v2
1 (W, β) = λβ(v1),β(v2),
and Makdisi shows that this relation can be inverted so as to read the value of the f v1
off the slopes of the lines joining the N -torsion points, for instance as
f v1 (W, β) =
1
N
∑
x mod N
λβ(v),β(v+xw) (4.0.2)
where w is any vector of (Z/NZ)2 whose span intersects trivially that of v, so
that the slope λβ(v),β(v+xw) is well-defined for all x; or even better by using a “fast
exponentiation” method, which reduces the size of the summation toO(logN). Thus
the f v1 are truly moduli-friendly modular forms. By combining this observation with
the second property, we thus get the neat statement that apart from cusp forms of
weight 1, any modular form can (in principle) be expressed as a polynomial in the
moduli-friendly forms f v1 .
5 Makdisi models of modular Jacobians
5.1 Strategy
We now have all the ingredients required to construct p-adic Makdisi models of
modular curves. Since we want to compute modular Galois representations, as
explained in section 3.2 we focus on the case of the curves XH(N), where N ∈ N
and H is a subgroup of (Z/NZ)×.
For simplicity, we make the following assumptions:
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• XH(N) has at least 3 cusps,
• p does not divide 6, nor ℓ, norN , nor the order of the subgroupH 6 (Z/NZ)×.
We will explain the reason for these assumptions below; for now, we just note
that the assumption on the number on cusps is not an essential one, and that we
require p ∤ N since p-adic Makdisi models require p to be a prime of good reduction,
p 6= ℓ since our method relies on the ℓ-torsion being e´tale at p, and that p ∤ 6 so
as to ensure the validity of Makdisi’s construction of the moduli-friendly Eisenstein
series f v1 .
We can determine the local L factor of XH(N) at p by (3.2.7), from which we
recover in particular the the genus g ∈ N of XH(N).
In order to construct a Makdisi p-adic model, we then need to pick a line bundle L
on XH(N). It is natural to choose a line bundle whose sections are modular forms
of level ΓH(N); we choose L so that it sections are the modular forms (not just
cusp forms) of weight 2. This means that the degree of L is 2g − 2 + ν∞, where ν∞
is the number of cusps of XH(N); we thus made the assumption ν∞ > 3 so as to
meet the requirement (2.1.2). Note that ν∞ is much greater than 3 in almost all the
cases that will be relevant to us; and anyway the rare cases where XH(N) has less
than 3 cusps can be dealt with by choosing L so that its sections are modular forms
of higher weight.
In order to build our p-adic Makdisi model, we need to evaluate (under some
local trivialisation of L) a basis of global sections of L at sufficiently many points
of XH(N). As in the previous section, we will represent such points by pairs (W, β),
where W is a Weierstrass equation defining an elliptic curve E over Q, and β :
(Z/NZ)2 ≃ E[N ] is a na¨ıve level N structure on E. As we explained, choosing such
a Weierstrass model provides us with a normalisation of the differential on E and
thus with a local trivialisation of L at the corresponding point, so that the value of
a modular form at this point is well-defined.
For simplicity, we will choose W so that it (not just E) has good reduction at p.
Since p ∤ N by assumption, Ne´ron-Ogg-Shafarevic ensures that the coordinates of
the N -torsion points of E generate an unramified extension Qq of Qp. As in the
definition 2.1.1 of a p-adic Makdisi model, we denote by a = [Qq : Qp] the degree
of this extension, so that q = pa. Furthermore, our assumption that W has good
reduction at p ensures that the coordinates of the nonzero N -torsion points of E
actually lie in the ring of integers Zq of Qq.
By the second part of theorem 4.0.1, the space of modular forms of weight 2 and
level Γ(N) is spanned by the products f v1 f
w
1 , where v and w range over the set of
nonzero vectors of (Z/NZ)2. By formulas such as (4.0.2), the value of such products
at a point of X(N) represented by a pair (W, β) lies in Zq since we assume that W
has good reduction at p, and for any e ∈ N, we can compute these values in Zq/pe,
provided that we know the coordinates in Zq/p
e of the N -torsion points of E in the
model W.
We use these products f v1 f
w
1 to construct weight-2 forms of level ΓH(N) by taking
traces; namely, we set
f v,w2,H = TrΓH (N) f
v
1 f
w
1
def
=
∑
γ∈ΓH (N)
(f v1 f
w
1 )
∣∣γ = ∑
γ∈ΓH(N)
f vγ1 f
wγ
1 , (5.1.1)
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where
ΓH(N) = ΓH(N)/Γ(N) =
{[
h−1 x
0 h
]
∈ SL2(Z/NZ) | h ∈ H, x ∈ Z/NZ
}
.
These forms spanM2(ΓH(N)), thanks to our assumption that p ∤ #H . Indeed, ΓH(N)
has order N#H , and we have the following easy result:
Lemma 5.1.2. Let M be a module over a ring R, let G be a finite group of auto-
morphisms of M , and let
MG = {m ∈M | ∀g ∈ G, g(m) = m}.
If #G is invertible in R, then
MG =
{∑
g∈G
g(m) | m ∈M
}
.
Proof. The map
M −→ M
m 7−→
1
#G
∑
g∈G
g(m)
induces the identity on MG.
It remains to fix sufficiently many points of XH(N) at which we evaluate the
sections of L. Choosing different elliptic curves E would require keeping track of the
level structure β as one elliptic curve deforms into another, which seems complicated.
Instead, Makdisi brilliantly suggests to fix the curve E, and to consider the points on
the modular curve corresponding to the various possible level structures β on that E;
in other words, to work in a fibre of the projection map π : XH(N) −→ X(1).
We thus fix A,B ∈ Z defining an elliptic curve
(W) : y2 = x3 + Ax+B
over Q having good reduction at p and whose j-invariant is neither 0 nor 1728 mod p,
so as to avoid the ramification locus of π. The number of points in the fibre of π
above E is then equal to the degree d of π. By [DS05, 3.1.1], the genus of XH(N) is
g = 1 +
1
12
d−
1
4
ν2 −
1
ν3
−
1
2
ν∞
where ν2 (resp. ν3) denotes the number of elliptic points of XH(N) of order 2
(resp. 3). It follows that
d0 = 2g − 2 + ν∞ =
1
6
d−
1
2
ν2 −
2
3
ν3,
whence
d− 5d0 =
1
6
d+
5
2
ν2 +
10
3
ν3 > 0,
which shows that the lower bound (2.1.3) on the number of points ofXH(N) at which
we evaluate the sections of L is satisfied; we are thus in good shape to construct a
valid Makdisi p-adic model of XH(N).
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We then find a ∈ N such that the N -torsion E[N ] of E is defined over Fq
where q = pa, and, having set a desired accuracy O(pe) for our p-adic Makdisi
model, we Hensel-lift the coordinates of these points to Zq/p
e. Once this is done,
we arbitrarily fix a level structure β : (Z/NZ)2 ≃ E[N ]. By (3.1.1), the points
at which we evaluate our forms, that is to say the points on the fibre of the pro-
jection XH(N) → X(1) at E, may then be identified with the primitive vectors
of (Z/NZ)2 up to scaling by H . In particular, if Mp ∈ GL2(Z/NZ) is the ma-
trix describing the action of the Frobenius Frobp on E[N ] with respect to β, then
the image by Frobp of the point of the fibre corresponding to the primitive vec-
tor v ∈ (Z/NZ)2 is the point of the fibre corresponding to the vector v · (tMp). We
can therefore determine the permutation induced by Frobp on the fibre, provided
that we have computed the matrix Mp. We explain in detail how all this is done in
subsection 5.3 below.
In order to obtain a basis of M2
(
ΓH(N)
)
, which has dimension
d2 = dimM2
(
ΓH(N)
)
= g + ν∞,
we simply pick successively random pairs (v, w) of nonzero vectors of (Z/NZ)2,
evaluate the corresponding form f v,w2,H at the points of the fibre, and continue until
the resulting vectors mod p have rank d2. We then extract a basis, and thus obtain
the matrix V for our p-adic Makdisi model.
Remark 5.1.3. By sticking to the moduli interpretation of modular curves, we
have thus managed to obtain a p-adic Makdisi model for XH(N) without requiring
plane equations nor writing down a single q-expansion, merely by looking at the N -
torsion of just one elliptic curve E over Q. Besides, this method is straightforward
to generalise to modular curves corresponding to any congruence subgroup.
Remark 5.1.4. In order to compute Galois representations by strategy 2.1.9, we
need to be able to generate torsion points in the Jacobian over Fq, and for this,
we must generate random points over Fq. In Makdisi’s algorithms, a point on the
Jacobian is represented by a subspace of a fixed Riemann-Roch space defined by van-
ishing conditions at an effective divisor on the curve. Bruin [Bru13, Algorithm 3.7]
presents a sophisticated method to generate uniformly distributed random points
on the Jacobian in the framework, but as explained in [Mas20, 6.2.1], we use a
much cruder (and faster) approach, which in the case of modular curves amounts
to considering subspaces of modular form spaces consisting of forms that vanish
at the points of the modular curve represented by (E, βγ) for some randomly cho-
sen γ ∈ SL2(Z/NZ). Since these points are in a rather special configuration, namely
as they all lie on the same fibre of the projection to X(1), it may happen that the
random points of JH(N)(Fq) obtained this way are so poorly distributed than they
generate a subgroup with so little ℓ-torsion that it does not allow us to generate
the representation space, so that the computation of the Galois representation gets
stuck at stage 2 of strategy 2.1.9. Fortunately, this seems rare in practice; in fact, in
the few cases that we have encountered, switching to another elliptic curve E suffices
to solve this issue. Another workaround would consist in using Bruin’s method.
5.2 The choice of p
Suppose we want to compute the mod l representation ρf,l attached to a newform f of
weight k, level N , and nebentypus εf . As explained in section 3.2, this representation
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is found up to twist in the ℓ-torsion of JH(N
′), where N ′ is defined by (3.2.3) and H
is defined by (3.2.4).
As explained in the previous subsection, given a prime p ∤ 6ℓN#H , we can
construct a p-adic Makdisi model of JH(N
′) by fixing a Weierstrass equation W
having good reduction at p and defining an elliptic curve E over Q having j-
invariant neither 0 nor 1728 mod p. This requires working in the unramified ex-
tension Qq = Qp(E[N ]), and in return allows us to compute explicitly with points
of JH(N
′)(Zq/p
e) for any e ∈ N thanks to the methods presented in [Mas20].
This leads to a method to compute ρf,l, provided that the points of JH(N
′)[ℓ]
affording ρf,l are defined over Qq. This last requirement is equivalent to the de-
gree a = [Qq : Qp] being a multiple of the order of ρf,l(Frobp). This order can
usually be determined explicitly, and in any case bounded, from the knowledge of
the characteristic polynomial
χp(x) = x
2 − ap(f)x+ p
k−1εf(p) mod l ∈ Fl[x]
of ρf,l(Frobp), as explained in proposition 6.1 of [Mas20].
In summary, the degree a must satisfy two constraints, which both depend on p:
first, there must exist an elliptic curve as above having its N -torsion defined over Qq,
which in particular imposes both
q = pa ≡ 1 mod N (5.2.1)
by the Weil pairing and
q > (N − 1)2 (5.2.2)
by the Hasse bound, and second, it must be a multiple of the order of ρf,l(Frobp).
Naturally, the smaller a, the more efficient the computations will be (bearing in mind
the remarks made in [Mas20, 6.4]), so it is a good idea to try many values of p, and
to select the one resulting in a being as small as possible. On the top of that, p must
be such that χp(x) is coprime mod l with its cofactor in the L-factor Lp(x) ofXH(N
′)
at p so that we can isolate the subspace of JH(N
′)[ℓ] affording ρ, cf. (2.1.8).
A reasonable strategy is thus to determine in parallel χp(x) and Lp(x) for all p
not dividing 6N ′#H up to some bound B, and to retain a value of p leading to a
degree a which is as small as possible. The value of B depends on how fast we can
determine χp(x), which involves evaluating ap(f) mod l, and Lp(x), which by (3.2.7)
involves computing the action of the Hecke operator Tp on S2
(
ΓH(N
′)
)
; in practice,
we use B = 100 or 1000, cf. the examples in section 7 below.
Remark 5.2.3. Conditions (5.2.1) and (5.2.2) are necessary, but not sufficient, for
there to exist a suitable elliptic curve E. For instance, there exists no elliptic curve
over F13 having j 6∈ {0, 1728} and full 4-torsion over F13. As a result, extra care
must be taken when trying small values of p. Determining necessary and sufficient
conditions on p and a in terms of N is an interesting problem, that could probably
be solved by examining the Zeta function of the modular curve X(N); we have
chosen not to go this way, and to simply try random Weierstrass equations until we
find a curve having full N -torsion over Fq and j 6∈ {0, 1728}, and to give up this
value of p if no such curve is found after a certain number of attempts.
Remark 5.2.4. In some rare cases, we have χp(x)
2 | Lp(x) mod ℓ for all p; in other
words, the condition (2.1.8) cannot be satisfied. Such an example is provided by the
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case where f is the newform of [LMFDB] label 5.6.a.a and l = 13; this phenomenon
is related to f being supersingular at l and having trivial nebentypus.
In such cases, our approach to compute ρf,l does not apply; however, in the
immense majority of cases, multiplicity one statements such as [RS01, theorem 3.5]
show that this can be remedied by isolating the subspace of JH(N
′)[ℓ] affording ρf,l
as the subspace where the Hecke algebra acts with the eigenvalue system of f mod l
instead of in terms of the action of the Frobenius at a good prime p. For instance,
in the case mentioned above, the representation space case be carved out as⋂
n∈N
ker(Tp − ap(f) mod l)|JH(N ′)[ℓ];
whereas the generalised kernels⋂
n∈N
ker(Tp − ap(f) mod l)
∞
|JH(N ′)[ℓ]
yield an Fℓ-subspace of dimension 4 which is a non-split extension of one copy of ρf,l
by another, which explains why an attempt based on the characteristic polynomi-
als χp(x) alone cannot succeed.
However, this would require controlling the action of the Hecke algebra on Mak-
disi models of modular curves, and while this is theoretically possible since [Bru13]
shows that pull-backs and push-forwards are computable in Makdisi models, we have
not implemented this yet.
5.3 Finding a suitable elliptic curve and computing a basis
of it N-torsion
Let N ∈ N be an integer, p ∤ 6N a prime, and a ∈ N a degree such that there
exists an elliptic curve E as above, that is to say defined over Q, having good
reduction at p, having j-invariant distinct from 0 and 1728 mod p, and having
all its N -torsion defined over the unramified extension Qq of Qp of degree a; in
particular, (5.2.1) and (5.2.2) must be satisfied. The purpose of this section is to
explain how to find such a curve efficiently. The typical range that we have in mind
is N 6 1000, p 6 104, and a 6 100.
Since p ∤ N , the requirement thatQp(E[N ]) ⊆ Qq is equivalent to Fp(E¯[N ]) ⊂ Fq,
where E¯ denotes the reduction of E mod p; therefore, since p ∤ 6, we will actually
look for integers 0 < A,B < p such that the short Weierstrass equation
(W) : y2 = x3 + Ax+B
viewed mod p defines an elliptic curve E¯A,B over Fp (so that 4A
3+27B2 6≡ 0 mod p),
whose j invariant will automatically be distinct from 0 and 1728 mod p since A and B
are nonzero mod p. Our assumption is that there exists at least one such pair (A,B)
such that the N -torsion of this curve is defined over Fq, so that (W) then defines
an elliptic curve over Q with the desired properties.
Our strategy simply consists in trying random pairs (A,B) until the condition
Fp(E¯A,B[N ]) ⊆ Fq (5.3.1)
is satisfied. Given such a random pair, we expect that (5.3.1) will most likely not be
satisfied, so instead of directly testing (5.3.1) by computing the N -division polyno-
mial ψN(x) of E¯A,B which would be time-consuming, we begin by submitting E¯A,B
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to a battery of quick tests based on point-counting and aiming at weeding out most
of the pairs (A,B) for which (5.3.1) does not hold. Once we find a pair (A,B) which
passes these tests, we then submit it to extra tests to try to prove that (5.3.1) does
hold, still while trying to avoid expensive computations such as the determination
of ψN (x).
Our point is that since N is reasonably small, we can factor it as N =
∏
k l
vk
k
where the lk ∈ N are distinct primes, and then (5.3.1) is equivalent to
Fp(E¯A,B[l
vk
k ]) ⊆ Fq
for all k. If we let Frobp : x 7→ x
p be the standard pro-generator of Gal(Fp/Fp), and
if we define Frobq = Frob
a
p : x 7→ x
q, then this can be rephrased by saying that Frobq
must act trivially on E¯A,B[l
vk
k ] for all k.
Since by assumption p is not too large, given a pair (A,B), we can quickly
determine the quantity
ap = p+ 1−#E¯A,B(Fp) ∈ Z.
The characteristic polynomial of Frobp acting on E¯A,B is then χ(x) = x
2−apx+
p ∈ Z[x]. Given ap, it is thus straightforward to compute its discriminant ∆ =
a2p − 4p ∈ Z, as well as the Newton sum
νa = α
a + βa ∈ Z
where α and β are the roots of χ(x) in Q and a = [Fq : Fp] as above; this can
even be done symbolically, without actually computing α and β. Naturally, if the
cardinality
#E¯A,B(Fq) = q + 1− νa
is not a multiple of N2, then the pair (A,B) can be rejected.
Define
M1 =
∏
lk∤∆
lk;
then the action of Frobp on E¯A,B[M1] is semisimple. The characteristic polynomial
of Frobq acting on E¯A,B[M1] is (x−α
a)(x−βa) ≡ x2−νax+1 ∈ Z/M1Z[x] since p
a ≡
1 mod N by assumption, so Frobq acts trivially on E[M1] iff. νa ≡ 2 mod M1. We
can therefore reject the pair (A,B) if this condition is not satisfied.
If now lk is one of the prime factors of N dividing ∆, then Frobp  E¯A,B[lk] is
not semisimple, and therefore has a single eigenvalue c ∈ Flk which satisfies 2c ≡
ap mod lk as can been seen by considering the trace. If lk = 2, then Frobp  E¯A,B[lk]
is necessarily unipotent, and therefore so is Frobq; else, Frobq  E¯A,B[lk] is unipotent
iff. aap ≡ 2
a mod lk, therefore the pair (A,B) can be rejected if this condition is not
satisfied for at least one of such lk.
These three simple tests eliminate most of the pairs (A,B). We now assume
that (A,B) has passed these three tests, which means that the action of Frobq is
trivial on E¯A,B[M1] and unipotent on E¯A,B[lk] for each lk | ∆; it remains to determine
whether Frobq really acts trivially on E¯A,B[l
vk
k ] for each k. This is automatically the
case for the lk ∤ ∆ such that vk = 1, as well as for the lk | ∆ such that vk = 1 and
lk | a since a unipotent mod lk matrix of size 2 × 2 which is also an a-th power is
then necessarily trivial; we therefore do not consider these primes anymore.
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For each of the remaining primes, we then compute the division
polynomial ψlvk
k
(x) ∈ Fp[x] of E¯A,B, and determine the degrees of its factors over Fp,
which is faster than factoring it completely [Coh96, 3.4.3]. If these degrees do not
all divide a, then this polynomial does not split over Fq, so the action of Frobq
on E¯A,B[l
vk
k ]/ ± 1 is nontrivial and the pair (A,B) can be rejected. Else, for
each k such that lvkk 6= 2, we determine the roots of ψlvk
k
(x) in Fq, and for each
such root z, we check whether z3 + Az + B is a square in Fq by raising it to
the q−1
2
using fast exponentiation (if lvkk = 2, then this will automatically be sat-
isfied since E¯A,B[2]/ ± 1 = E¯A,B[2]). If this is the case, we have found a suitable
pair (A,B).
Suppose now that we have found a suitable pair (A,B). In order to compute a p-
adic Makdisi model for XH(N) to accuracy O(p
e), where ∈ N is a fixed parameter,
we need to determine the coordinates in Zq/p
e of the N -torsion points of the elliptic
curve EA,B over Zp defined by (W). It is sufficient to determine the coordinates
of two points P,Q forming a basis of EA,B[N ], since the coordinates of the other
torsion points can then be obtained by apply the group law of EA,B(Zq/p
e) as (W)
has good reduction at p. We must also compute the matrix expressing how Frobp
acts on EA,B[N ] with respect to this basis, so as to determine how Frobp permutes
the points of the fibre of XH(N) −→ X(1) corresponding to E. Besides, later
we will also need the value eN (P,Q) of the Weil pairing of this basis, which is a
primitive N -th root of 1 in Zq/p
e.
We pause here to mention that we normalise the Weil-pairing as in [DS05, 7.4],
so that [DS05, 1.3] for any ω1, ω2 ∈ C such that Im
ω1
ω2
> 0, we have
eN (ω1/N, ω2/N) = e
2πi/N
on the elliptic curve C/(Zω1 ⊕ Zω2); beware that some authors (and [Pari/GP])
use the opposite normalisation, namely eN (ω2/N, ω1/N) = e
2πi/N . This choice will
matter later (cf. theorem 5.4.1 below).
Again, we want to try to avoid the expensive computation of the N -division
polynomial of EA,B, so we proceed prime-by-prime. Factor as above N =
∏
k l
vk
k
where the lk are distinct primes, define Nk = N/l
vk
k or each k, and let ik ∈ Z/NZ
be the idempotents corresponding to the decomposition
Z/NZ ≃
∏
k
Z/lvkk Z,
that is to say
ik mod l
vj
j =
{
1 if j = k,
0 if j 6= k;
these ik may be computed using Be´zout relations between Nk and l
vk
k .
For each k, we begin by computing the polynomials ψlvk
k
(x) and ψ
l
vk−1
k
(x),
where ψm(x) ∈ Q[x] denotes the m-th division polynomial of EA,B. We then pick
two roots x¯Pk , x¯Qk of ψlvk
k
(x) in Fq, neither of which is not a root of ψlvk−1
k
(x), and
we set P¯k = (x¯Pk , y¯Pk), Q¯k = (x¯Qk , y¯Qk), where y¯Pk ∈ Fq is either square root
of x¯3Pk +Ax¯Pk +B, and similarly for y¯Qk . Then P¯k, Q¯k ∈ E¯A,B(Fq) are two points of
exact order lvkk ; in particular, we can compute their Weil pairing
z¯k = elvk
k
(P¯k, Q¯k) ∈ Fq,
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which is a primitive lvkk -root of 1 iff. z¯
l
vk−1
k
k 6= 1. If this is not the case, then we
start over with another choice of x¯Pk , x¯Qk ; else we have obtained a basis of E¯A,B[l
vk
k ]
over Fq. We now assume that this is the case.
We can then determine the matrix of Frobp acting on EA,B[l
vk
k ] with respect to
(the unique lift of) this basis as[
logz¯k elvkk
(Q¯k, P¯
Frobp
k ) logz¯k elvkk
(Q¯k, Q¯
Frobp
k )
− logz¯k elvkk (P¯k, P¯
Frobp
k ) − logz¯k elvkk (P¯k, Q¯
Frobp
k )
]
,
where logz¯k : µlvkk
(Fq) −→ Z/l
vk
k Z denotes the discrete logarithm in base z¯k.
Next, we lift this basis (P¯k, Q¯k) from Fq to Zq/p
e by first Hensel-lifting the x-
coordinates as roots of ψlvk
k
(x)/ψ
l
vk−1
k
(x), and then the y-coordinates as square roots
of x3+Ax+B; we thus obtain a basis (Pk, Qk) of EA,B[l
vk
k ] over Zq/p
e. In principle,
the value zk ∈ Zq/pe of its Weil pairing could also obtained by lifting z¯k as a root
of xl
vk
k − 1, but we defer this for now since we will see that we can do better.
Remark 5.3.2. Some of the division polynomials ψlvk
k
(x) may have been computed
in Fp[x] during the earlier phase when we searched for an appropriate pair (A,B);
however they need to be re-computed, since we need their value in Q[x] (as opposed
to mod p) here.
It is then clear that
P =
∑
k
Pk, Q =
∑
k
Qk
form a basis of EA,B[N ], with respect to which the matrix describing the action
of Frobp can be obtained by Chinese remainders thanks to the idempotents ik.
Besides, its Weil pairing
z = eN (P,Q) ∈ µN(Zq/p
e) (5.3.3)
may be determined off the z¯k. Indeed, it is enough to determine z¯ = z mod p ∈ Fq,
since we can then Hensel-lift this value as a root of xN − 1. Furthermore, given an
elliptic curve E and two integers M1,M2 ∈ N, the definition of the Weil pairing in
terms of meromorphic functions on E with prescribed divisors shows that we have
the identity
eM1M2(R, S) = eM1(R, S)
M2
for all R, S ∈ E[M1]. Therefore, we find that
z¯ = z¯
∑
k ik =
∏
k
z¯ik =
∏
k
z¯i
2
k =
∏
k
eN (ikP¯ , ikQ¯)
=
∏
k
eN (P¯k, Q¯k) =
∏
k
elvk
k
(P¯k, Q¯k)
Nk =
∏
k
z¯Nkk .
The advantage of this approach is that the Weil pairing computations, which can
be expensive, are only performed on the E¯A,B[l
vk
k ](Fq) instead of EA,B[N ](Zq/p
e).
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5.4 Optimising the Makdisi model
Makdisi’s algorithms to compute in Jacobians rely on linear algebra involving ma-
trices whose dimensions are determined by the parameters d0 and nZ introduced in
definition 2.1.1. The smaller these parameters, the faster the computations; how-
ever these parameters must respectively satisfy the bounds (2.1.2) and (2.1.3) for
Makdisi’s algorithms to be valid.
The p-adic Makdisi model of XH(N) that we constructed in subsection 5.1 above
satisfies these bounds, and actually exceeds them, often quite significantly so. The
purpose of this subsection is to show how to optimize it by tweaking it so that (2.1.2)
and (2.1.3) are satisfied as sharply as possible, which in practice results in a major
speedup of our computations.
Let us begin with (2.1.2). Recall that we chose L to be the line bundle whose
sections are M2
(
ΓH(N)
)
, so that d0
def
= degL = 2g − 2 + ν∞. This ensured that
the bound (2.1.2) on d0 is satisfied since we assume that the number ν∞ of cusps
of XH(N) is at least 3. We can thus make (2.1.2) an equality as in [Mas13, 3.3],
that is to say by fixing three cusps of XH(N) and by replacing L with the sub-sheaf
whose sections are the modular forms of weight 2 that vanish at all cusps except
maybe these three.
In order to achieve this, we begin as in subsection 5.1 by finding a basis of the
spaceM2
(
ΓH(N)
)
consisting of forms f vi,wi2,H as defined by (5.1.1) for various vi, wi ∈
(Z/NZ)2. We then determine the value of these forms at each cusp except these
three, and we deduce by linear algebra a basis of the subspace consisting of forms
that vanish at all cusps except maybe these three.
In view of (5.1.1), this requires determining the value of f v1 at each cusp for each
nonzero v ∈ (Z/NZ)2. Note that this value is well-defined by (3.4.1) applied to
the case n = 0, and that it is actually enough to determine the value of f v1 at the
cusp ∞ in terms of v since f v1
∣∣γ = f vγ1 for all γ ∈ SL2(Z/NZ).
We are actually going to determine the whole qN -expansion of f
v
1 , since this will
be useful in section 6 below. By [KM12, corollary 3.13], f v1 (W, β) is proportional to
the Weierstrass Zeta function of the elliptic curve defined by (W) evaluated at theN -
torsion point β(v), and therefore to the modular form denoted by gv1 in [DS05, 4.8].
Combining the formulas found in [DS05], and in particular in section 4.8 thereof,
we then find after some computations whose details we omit the following formula.
Theorem 5.4.1. There exists a constant C depending only on N such that for
all 0 6 c < N and d ∈ Z/NZ such that v = (c, d) is nonzero in (Z/NZ)2, we have
f v1 = C
+∞∑
n=0
anq
n
N ,
where
a0 =


1
2
1 + zd
1− zd
if c = 0,
1
2
−
c
N
if c 6= 0,
and for all n > 1,
an =
∑
a,b∈Z
ab=n
a≡c mod N
sgn(b)zbd,
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where z = eN(P,Q) is the primitive N-th root of unity defined by (5.3.3) and which
tells us which geometric component of X(N) we are working in.
Remark 5.4.2. It should also be possible to derive these formulas by evaluating
the moduli-friendly form f v1 on the Tate curve. However, although this would be
more in the spirit of this article, this seems to lead to more difficult computations.
Remark 5.4.3. These formulas allow us to determine the coefficients an for n up to
some bound B in quasi-linear time in B. Since apart from cusp forms of weight 1,
every modular form over a congruence subgroup of level N is expressible as a poly-
nomial in the f v1 by theorem 4.0.1, we can thus compute the first B coefficients
of the q-expansion of any such form in quasi-linear time in B thanks to fast series
arithmetic. This is quasi optimal, and faster than other methods such as modular
symbols whose complexity is at least quadratic in B; furthermore, by nature this
approach is well-suited to the Chinese remainder strategy which involves the com-
putation of the desired result modulo several primes, and which is the key to many
fast algorithms in computer algebra [vzGG13, 5]. However, the complexity of this
approach with respect to the level N is probably terrible. Anyway, this is irrelevant
for this article, since we will make very little use of q-expansions, and since we will
jut need a few terms when we do (cf. section 6 below).
We can thus optimise L so that the bound (2.1.2) on d0 is sharp. Since d0 = degL
drops, we can then reduce the number of points in the fiber of XH(N) −→ X(1) at
which we evaluate our forms. In fact, by (2.1.3), we only need to retain 10g + 6 of
these points, since we now have d0 = 2g + 1 exactly; however, the definition 2.1.1
of a Makdisi model also requires the set of these points to be globally invariant
under Frobp. Since we have determined how Frobp acts on the N -torsion of the
elliptic curve corresponding to this fibre, we can explicitly decompose this fibre
into Frobp-orbits; we then drop some of these orbits so that the bound (2.1.3) is
satisfied and as sharp as possible, and we only evaluate our forms at the points in
the remaining orbits to construct our p-adic Makdisi model of XH(N).
Remark 5.4.4. Note that unlike the bound (2.1.2) on d0, we cannot in general
make the bound (2.1.3) on the number of points at which we evaluate our forms an
equality, even though we can get pretty close since we have chosen the prime p so
that the order a of Frobp is small.
6 Construction of evaluation maps
In order to be able to compute Galois representations following strategy 2.1.9, we
still need to construct one or more rational maps
α : JH(N) 99K A
1
defined over Q.
As in [Mas20, 2.2.3], we begin by constructing a rational map
αP : JH(N) 99K P(V2),
where V2 denotes the space of global sections of L⊗2. As explained in the same
reference, this requires picking two linearly-inequivalent effective divisors E1 6∼ E2
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on XH(N) of degree d0− g, such that we can compute the subspace of V2 formed by
sections that vanish at Ei for each i ∈ {1, 2}; besides, these divisors must be defined
over Q so as to ensure that αP is defined over Q.
For these reasons, we choose E1 and E2 so that they are supported by cusps,
possibly with multiplicities. The rationality condition is then easy to satisfy since
the modular curve XH(N) tends to have plenty of rational cusps as mentioned in
remark 3.3.8; besides, as explained in remark 2.1.4, V2 is spanned by products to two
forms f vi,wi2,H , whose q-expansions can be determined by (5.1.1) and theorem 5.4.1,
so we can determine the subspaces of V2 corresponding to these divisors by linear
algebra, even if these divisors have multiplicities.
In order to get an A1-valued Galois-equivariant map, it remains to construct a
rational map
P(V2) 99K A
1
defined over Q. For this, we offer two strategies.
Using q-expansions
The first strategy involves q-expansions; namely, as in [Mas13, 3.6], we construct
this map as
P(V2) 99K A
1
f 7−→
an1(f
∣∣M1)
an2(f
∣∣M2) , (6.0.1)
where n1, n2 are nonnegative integers andM1,M2 ∈ SL2(Z) yield rational q-expansions
in the sense of definition 3.4.2. Indeed, recall that the elements of V2 are modular
forms by our choice of L.
Remark 6.0.2. In subsection 5.4, we actually redefined L so that its global sections
are the forms of weight 2 that vanish at all cusps except three. Therefore, if the
cusp M1 ·∞ is not one of these three, then n1 should be at least 2; similarly for M2
and n2.
As noted in subsection 3.4, there always exists at least one matrix which yields
rational q-expansions, namely M = [ 0 1−1 0 ]. Therefore, this construction applies to
every level, e.g. by taking M1 = M2 = M and n1 6= n2 (lest we get a constant
map). In fact, there are always many possible choices for the parameters n1 and n2,
and usually for M1 and M2 as well. For instance, we can make the list of the cusps
of XH(N) for which there exists a matrix which yield rational q-expansions, and
try all the pairs (M1,M2) of (not necessarily distinct) matrices in this list and all
integers n1, n2 up to some bound B, e.g. B = 5. We obtain several evaluation
maps α. Some of them may not be injective on the Fℓ-subspace of JH(N)[ℓ] which
affords our Galois representation, and therefore not useful for our purpose; however,
in practice, if the bound B is large enough, we always get many injective versions
of α, and thus many versions of the polynomial F (x) which describes the Galois
representation (cf. strategy 2.1.9). We then simply keep the “prettiest” version, for
instance that having the smallest arithmetic height.
Remark 6.0.3. Practically, we should record the q-expansions of forms fi ∈ V2
forming a basis of V2 during the creation of the p-adic Makdisi model of XH(N):
this makes evaluating (6.0.1) at f ∈ V2 easy, since we merely have to identify by
linear algebra f as a linear combination of the fi from their values at some points
of the fibre of XH(N)→ X(1).
Using forms defined over Q
Another strategy consists in fixing a basis (fi)i of the space V2, and in considering
the map
P(V2) 99K A
1∑
i
λifi 7−→
λi1
λi2
,
where i1, i2 6 dim V2 are fixed integers. Again, there many choices of pairs (i1, i2),
so that we get many versions of α and of F (x).
This is in fact the adaptation of the approach that we used in [Mas20, 2.2.3],
which applies to any curve, not just modular curves. Its advantage is thus that it
completely dispenses us of q-expansion computations; however, the basis (fi)i of V2
must be made up of forms which are defined over Q for the resulting map to be
Galois-equivariant.
For this, it is enough to construct a basis of the section space of L formed of
forms which are defined over Q, since we can then generate V2 by taking products of
two such forms (cf. remark 2.1.4). The sections f v,w2,H of L introduced in (5.1.1) are,
in general, only defined over the cyclotomic field Q(µN). However, given a form f
defined over Q(µN), (3.4.5) applied to the quotient f/f0, where f0 is a form defined
over Q and of the same weight as f , combined with the fact that M = [ 0 1−1 0 ] yields
rational coefficients, shows that
fσx = f
∣∣M [ 1 00 x ]M−1 = f ∣∣ [ x 00 1 ]
for all x ∈ (Z/NZ)×, where σx ∈ Gal
(
Q(µN )/Q
)
is as in (3.1.2). Therefore, for all
nonzero v ∈ (Z/NZ)2 and w ∈ (ZNZ)2 and for all y ∈ Z/NZ, the section∑
x∈(Z/NZ)×
ζxyN f
v,w
2,H
∣∣ [ x 00 1 ] = ∑
x∈(Z/NZ)×
ζxyN
∑
γ∈ΓH (N)
f
vγ[ x 00 1 ]
1 f
wγ[x 00 1 ]
1 (6.0.4)
of L is defined over Q. Furthermore, under the assumption that p ∤ φ(N) (a mild
strengthening of the assumption p ∤ #H made earlier in subsection 5.1), lemma 5.1.2
shows that these sections generate the section space of L over Zp/pe for any e ∈ N.
Unfortunately, a bit of experimenting with our implementation has revealed that
this approach based on forms defined over Q results in polynomials F (x) whose
arithmetic height is tremendously larger than those obtained with the approach
based on q-expansions, cf. remarks 7.1.2 and 7.1.3 below. This expresses the fact
that products of two sections of the form (6.0.4) do not form “nice” Q-bases of V2.
For this reason, we only use the q-expansion version in practice.
7 Comparison with the complex-analytic method
and results
7.1 Examples of computations
We conclude be giving some examples so as to demonstrate the performance of our
implementation of the method presented in this article. In these examples, the
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newforms are specified by their [LMFDB] label.
When analysing these examples, the reader should bear in my mind that the
difficulty of the computation of a mod ℓ representation is governed by two essential
parameters: the genus of the modular curve used in the computation of course, but
also the number ℓ itself, since the computation must process #(Fℓ
2 \ {0}) = ℓ2 − 1
torsion points, and outputs a polynomial F (x) ∈ Q[x] of degree ℓ2 − 1, whose
arithmetic height is thus likely to grow with ℓ, thus requiring more p-adic accuracy.
We begin with three “small” examples. Unless explicitly stated otherwise, the
times we give are the ones obtained by executing these examples on the author’s
laptop, which has 4 hyperthreaded cores. As our implementation makes heavy use of
the fact that certain steps of the computation are easily parallelisable, we express the
computation times as “X seconds of CPU time, and Y seconds of real time”. This
does not mean that the computation took X+Y seconds, but that the computation
took Y seconds, during which the cumulated CPU time (taking parallelisation into
account) was X seconds.
A form of weight 2 and level 16
The form
f = 16.2.e.a = q + (−1− i)q2 + (−1 + i)q3 +O(q4)
is the only newform of weight k = 2 and level Γ1(16). Since its coefficient field Kf =
Q(i) is an extension ofQ of degree 2, the modular curveX1(16) is thus of genus g = 2.
Since f is of weight 2, it Jacobian J1(16) contains the mod l representation ρf,l
attached to l for any prime l of Kf . For this example, let us take l = (5, i− 2), one
of the two primes of Kf above 5.
As explained in subsection 5.1, we must begin by choosing a prime p to work
with. After trying all primes up to 100, which requires computing the q-expansion
of f up to O(q100), we decide to take p = 43, because ρf,l(Frob43) has order only 4,
and 43 is the smallest prime p 6∈ {2, 3, 5} having this property. This search takes
about 710ms of CPU time, but only 110ms of real time, thanks to parallelisation.
Next, we construct a 43-adic Makdisi model of X1(16) with residue degree a = 4
and accuracy O(4316), which involves spotting the elliptic curve
y2 = x3 + 38x+ 4
which has all its 16-torsion defined over the degree-4 unramified extension of Q43.
All this takes 440ms of CPU time, and 160ms of real time.
We then generate an Fl-basis of the subspace of J1(16)(F43)[5] that affords ρf,l by
using strategy 2.2.2. This takes 610ms of CPU time, and 270ms of real time. On our
way, we confirm that the rational canonical form of ρf,l(Frob43) is [
0 −1
1 0 ] ∈ GL2(Fl);
this was the only possibility, since during the first step, we had determined from
the value of a43(f) mod l that the characteristic polynomial of ρf,l(Frob43) is x
2+1,
which is separable mod 43.
We must now lift a basis of the representation space to J1(16)(Z434/43
16)[5].
Actually, since we know now that the action of Frob43 on the representation space
is cyclic, we can afford to only lift one 5-torsion point, and then recover a basis by
applying Frob43 to it. This lifting takes 720ms of CPU time, and 370ms of real time.
Then, we generate all the points of the representation space over Z434/43
16 by
mixing the group law of the Jacobian and the action of Frob43, and we evaluate the
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resulting points by 30 versions of the evaluation map α. All this takes 380ms of
CPU time, and 90ms of real time.
Finally, we compute the corresponding 30 versions of the polynomial F (x), and
keep the nicest one. This takes 27ms of CPU time, and less than 10ms of real time.
In the end, we find that our Galois representation is described by the polynomial
F (x) =x24 − 30x23 + 810x22 + 1295x21 + 2480x20 − 2870x18 + 9515x17 + 14560x16
+27290x15 − 72944x14 − 212085x13 − 412420x12 − 485290x11 − 396110x10
−192085x9 + 41620x8 + 155460x7 + 153090x6 + 88055x5 + 28597x4
+4100x3 + 40x2 + 10x+ 10 ∈ Q[x].
The whole computation took about 2.9s of CPU time, and slightly less than 1s of
real time.
Remark 7.1.1. Since the computation also returns an indexation of the 43-adic
roots of F (x) by the nonzero vectors of F2
l
, we can easily compute a polynomial
describing the projective version if we wish to do so, by gathering symmetrically (e.g.
summing) the roots of F (x) along the vector lines of F2
l
. We find the polynomial
x6 − 30x5 + 870x4 − 360x3 + 4265x2 − 1250x ∈ Q[x],
which has one rational root and one irreducible factor of the degree 5. The repre-
sentation ρf,l is thus reducible, a fact that can easily be checked independently.
Remark 7.1.2. Experimenting shows that if we had used evaluation maps from
the Jacobian to A1 based on rational forms instead of q-expansions (cf. section 6),
we would have had to increase the p-adic accuracy to O(43512), which would have
slowed down the computation by a factor of about 30.
∆ mod 13
As a second example, we compute the representation attached to
∆ = 1.12.a.a = q − 24q2 + 252q3 +O(q4)
mod l = 13. By the arguments presented in section 3.2, this representation ρ∆,13 is
found in the 13-torsion of the Jacobian J1(13) of the modular curve X1(13), whose
genus is again 2.
Since we know that the image of the representation is going to be the whole
of GL2(F13), this time we look for a prime p up to 1000. This turns out not to be
necessary: indeed, the smallest order of the image of the Frobenius among all these
primes is again a = 4, and this happens for the first time for p = 73, so that the rest
of the search was somewhat a waste of time. However, this is mitigated by the fact
that this whole search only took 1.8s of CPU time, and 330ms of real time. Anyway,
the computation proceeds with p = 73.
Constructing a 73-adic Makdisi model of X1(13) with residue degree a = 4 and
accuracy O(7364) takes 480ms of CPU time, and 140ms of real time. This includes
spotting the elliptic curve
y2 = x3 + 6x+ 28,
which has all its 13-torsion defined over the degree-4 unramified extension of Q73.
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We then generate an F13-basis of the subspace of J1(13)(F73)[13] that affords ρ∆,13.
This takes 850ms of CPU time, and 460ms of real time. On our way, we confirm that
the rational canonical form of ρ∆,13(Frob73) is [
0 −5
1 6 ] ∈ GL2(F13), which we already
knew from the first step.
Lifting a 13-torsion point which generates the representation space under Frob73
to accuracy O(7364) takes 2.3s of CPU time, and 930ms of real time. After this,
generating all the points of the representation space over Z734/73
64 and evaluating
them takes 7.7s of CPU time, and 1.1s of real time.
Finally, we compute 374 versions of the polynomial F (x) and keep the nicest
one, which takes 6.8s of CPU time, and 960ms of real time.
In the end, we find that our Galois representation is described by a polynomial
of the form
x168 +
290398
10103
x167 + · · · −
36719
10103
∈ Q[x],
whose coefficients have 101032 as a common denominator, and numerators of up to
40 decimal digits.
The whole computation took about 20s of CPU time, and slightly less than 4s
of real time. As a comparison, a few years ago, the computation [Mas13] of the
same representation by the complex-analytic method took about 5 minutes of real
time on the supercomputing cluster [PlaFRIM], even though we parallelised it over
dozens of cores.
Remark 7.1.3. Experimenting shows that if we had used evaluation maps from
the Jacobian to A1 based on rational forms instead of q-expansions (cf. section 6),
we would have had to increase the p-adic accuracy to O(738192).
∆ mod 19
We now try a larger example, that of the representation attached to ∆ mod l =
19, which is found in the 19-torsion of the Jacobian of a curve of genus g = 7,
namely X1(19).
After having tried all primes p 6 1000, we select p = 107, since it allows us to
work in residue degree a = 6. The search took 6s of CPU time, and 960ms of real
time.
We then construct a 107-adic Makdisi model of X1(19) with degree 6 and accu-
racy O(107256) in 14s of CPU time and 5.2s of real time.
After this, generating a basis of the representation space over F107 takes 48s of
CPU time and 19s of real time.
Next, lifting a 19-torsion point to accuracy O(107256) took 18 minutes and a
half of CPU time, and 2m50s of real time, after which generating and evaluation
all the other points took 32m30s of CPU time and 4m30s of real time. Finally, the
computation of 600 versions of F (x) took 4m50s of PU time and 38s of real time.
In total, the computation took 57m of CPU time, and 8m20s of real time. In
comparison, a few years ago, the computation [Mas13] of the same representation by
the complex-analytic method took about 40 minutes of real time on the supercom-
puting cluster [PlaFRIM], even though we parallelised it over dozens of cores. This
difference, although still impressive, is less striking than in the previous example,
because we have to compute ℓ2−1 = 360 torsion points whereas the author’s laptop
only has 4 cores, but also because we had to work in slightly higher residual degree
this time.
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7.8.a.a mod 13
We now demonstrate the performance of our method on large examples. The fol-
lowing example was executed on the supercomputing cluster [PlaFRIM]. Since we
perform parallel computations there using the MPI threading engine, we are no
longer able to accurately measure the CPU times, and only give real times from
now on.
Let
f = 7.8.a.a = q − 6q2 − 42q3 +O(q4)
be the unique newform of weight k = 8 and level Γ0(7) having rational coefficients,
and let ℓ = 13. The representation ρf,13 is found in the 13-torsion of the Jacobian of
the modular curve X1(7 · 13). his curve has genus 265, which is far too high for our
method to apply; however, the arguments presented in section 3.2 show that ρf,13
actually occurs in the Jacobian of a curve XH(7·13) of genus g = 13 only. Therefore,
our implementation chooses to use this curve to compute this representation.
We tried all the primes p 6 1000, and selected p = 239 since it lets us work in
residue degree a = 4. The search took 4s.
Next, we generated a 239-adic Makdisi model ofXH(7·13) with accuracy O(239256)
in 37s.
After this, we computed a basis of the representation space over F239 in 1m55s,
lifted one of its points to accuracy O(239256) in 6m30s, computed and evaluated
all the points in the representation space in 2m10s, and generated and selected a
version of the polynomial F (x) in 200ms.
In total, the computation took 11m15s on 64 cores. In comparison, a few years
ago, the computation [Mas18b] of the same representation by the complex-analytic
method took a little more than half a day (also of real time) on the Warwick math-
ematics institute computing cluster, also on 64 cores.
∆ mod 29
As a last example, we compute the representation attached to ∆ mod l = 29.
The smallest curve (that we know of) whose Jacobian contains this representation
is X1(29), whose genus is g = 22. Our implementation thus used this curve to
compute ρ∆,29, again on [PlaFRIM] but using two machines with 42 cores each this
time. For this reason, we again only give the real times.
We tried all primes p 6 1000, and decided to use p = 191 because it lets us work
in residual degree a = 4 only. This search took 1.3s.
Next, we generated a 191-adic Makdisi model ofX1(29) with accuracy O(191
2048)
in 21m.
After this, we computed a basis of the representation space over F191 in 12m,
lifted one of its points to accuracy O(1912048) in 6h10m, computed and evaluated
all the points in the representation space in 4h10m, and generated and selected a
version of the polynomial F (x) in 2m.
In total, the computation took a little less than 11h. In comparison, a few years
ago [Mas13], the computation (also on [PlaFRIM]) of the same representation by
the complex-analytic method took about 3 days, even though it used about twice
as many cores.
Remark 7.1.4. These examples show that the determination of an optimal p-adic
Makisi model of the modular curve is very far from being the bottleneck of the
34
computation of a Galois representation. Besides, this last example also demonstrates
that our p-adic lifting method [Mas20] remains reasonably efficient in high genera.
7.2 Comparison with the complex-analytic method
The previous examples show that our implementation of the p-adic method signif-
icantly outperforms our implementation of the complex-analytic method. That e
wrote the former in C language whereas the latter was written in Python probably
plays a part in this, but there are other, more fundamental reasons for this difference
of performance.
Indeed, in order to generate ℓ-torsion points, the complex-analytic method be-
gins by computing a high-accuracy approximation over C of a period lattice of the
modular curve, which takes a significant amount of time since it requires in partic-
ular computing the q-expansion of a basis of the space of cusp forms of weight 2 to
high accuracy. On the contrary, the p-adic lifting method starts in “low accuracy”,
that is to say mod p, where torsion points can be obtained easily thanks to fast
exponentiation; therefore it does not suffer from this overhead. This explains in
particular the major performance differences observed with the “small” examples
above; thanks to the p-adic approach, these calculations can now be executed on a
personal laptop in very reasonable time.
Besides, as explained in [Mas20, 6.4], since the evaluation map from the Jacobian
to A1 is by design Galois-equivariant, the p-adic method can save a lot of effort by
computing and evaluating not all the points of the representation space, but only
one per orbit under the Frobenius Frobp. In contrast, the complex method can only
use complex conjugation, which has order 2 and thus can only halve the amount of
work.
Another pleasant feature of the p-adic approach is that it can naturally deal
with non-squarefree levels, as demonstrated by the first example above which took
place in level N = 16. On the contrary, non-squarefree levels are problematic for the
complex method, since the computation of the periods of the modular curve requires
the determination of Atkin-Lehner pseudo-eigenvalues [Mas18b, 3.2.3], which cannot
in general be easily read off the coefficients of a newform when the level is not
squarefree [Mas18b, 2.1.2].
However, the p-adic method has its own shortcomings, the main one of which is
the fact that the Galois representation cannot always be carved out of the Jacobian
by the action of Frobp only, as shown in remark 5.2.4. This can in principle be
remedied by using Hecke operators instead, but we have not implemented those yet,
although we plan to do so in the near future.
Our implementation is available on the GitHub repository [Github].
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