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In the linear approximation we study long wave scattering on an axially symmetric
flow in a shallow water basin with a drain in the center. Besides of academic interest,
this problem is applicable to the interpretation of recent laboratory experiments
with draining bathtub vortices, description of wave scattering in natural basins, and
also can be considered as the hydrodynamic analogue of scalar wave scattering on a
rotating black hole in general relativity. The analytic solutions are derived in the low-
frequency limit to describe both pure potential perturbations (surface gravity waves)
and perturbations with nonzero potential vorticity. For the moderate frequencies the
solutions are obtained numerically and illustrated graphically. It is shown that there
are two processes governing the dynamics of surface perturbations, the scattering
of incident gravity water waves by a central vortex, and emission of gravity water
waves stimulated by a potential vorticity. Some aspects of their synergetic actions
are discussed.
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2I. INTRODUCTION
Concentrated vortices, i. e., localized flows with closed streamlines, represent ubiquitously
existing formations in fluid flows; as the example one can mention atmospheric vortices,
water whirlpools, vortices in liquid helium, plasmas and even galaxies) [1, 2]. The interaction
of various types of waves (acoustic, surface and internal, Rossby waves) with vortices is one of
the most essential hydrodynamical processes which usually determines the wave propagation
in laminar and turbulent vortex flows. The development of the theory of wave scattering
at localized vortices is the problem of a great importance with many practical applications.
In particular, acoustic scattering by vortices is vital for the diagnostics of vortex flows
and control of turbulence. There are vast publications in this field which is impossible
to list in this paper; we only refer to the book [3] where a reader can find references to
many other publications. In the majority of cases studied thus far, the problem of wave
scattering at concentrated vortices was considered for the cases when there is no water
discharge from the basin. However, the problem with water discharge is very topical and has
a number of practical applications to industry [4], laboratory experiments [5], and modelling
of astrophysical phenomena [6, 7]. The latter circumstance is of special interest as it is closely
related to the intriguing fundamental problem of Hawking radiation from black holes.
In 1981 Unruh [8] established the analogy between the Hawking radiation emitted from
the horizon of black holes and classical wave fields generated by inhomogeneous currents in
continuous media. This analogy occurs both in terms of the physical phenomena and in the
basic equations used for the description of the phenomena. Since that time many papers
were published to study such phenomena in acoustics, hydrodynamics, optics, physics of
condensed matter, etc. (see, for example, Refs. [6, 7] and references therein). In the simplest
plane configuration, which corresponds to a non-rotating black hole, a great success has been
achieved both in theoretical explanation of Hawking radiation [9–13] and in the experimental
modelling of this phenomenon [14–18].
Nowadays the main interest of researchers in this field is focused on the modelling of
processes in the vicinity of rotating black holes. The distinguishing feature of such objects
is that the event horizon is surrounded by the ergosphere within which any observer is
inevitably co-rotating with the black hole [19]. Such a space-time configuration leads to a
number of interesting physical phenomena; in particular, to amplification of various types
3of waves scattered on a rotating black hole, provided that the wave frequency ω satisfies the
condition (see, for example, [20–22]):
ω < mΩ, (1)
where Ω is the angular frequency of the black hole and m is the azimuthal wave number.
As has been shown in Refs. [3, 23], under this condition the energy of vortex oscillations is
negative which can lead to radiative instability of a vortex in a compressible fluid [24, 25]
and superradiance phenomenon playing an important role in various fields of physics [26].
One of the simplest hydrodynamic models simulating both the event horizon and ergo-
sphere is a draining bathtub (DBT) vortex [4, 27]. This is the axially symmetric flow of
incompressible fluid in a shallow basin with a small drain hole in the centre (see Fig. 1). The
DBT flow has both the radial and azimuthal velocity components and can be considered as a
two-dimensional flow everywhere, apart from the neighbourhood of the drain hole. Figure 1
a)                                                  b)
W
FIG. 1. Left frame (a) – sketch of the wave pattern in the neighbourhood of a rotating black hole model:
black spot in the centre shows a drainage orifice mimicking a black hole; black circle bounding the dark disk
shows the event horizon; the red circle bounding the pink disk shows the ergosphere. Right frame (b) is a
photo of a natural whirlpool “Old Sow” of about 80 m diameter that has existed for hundreds years off the
coast of Maine, USA (image by Jim Lowe: https://io9.gizmodo.com/a-250-foot-whirlpool-that-has-existed-
for-hundreds-of-y-5501419?IR=T).
4illustrates a typical draining hole and a wave motion around it; the wave pattern impressed
in the right frame (b) can be compared with the sketch shown in the left frame (a) which is
similar to Fig. 2 of Ref. [28].
The DBT flow is potential because the circulation of its velocity around the centre is
independent of the radius, and surface gravity waves in such flow are potential as well and
described by the velocity potential φ. The analogy with a scalar wave propagating in the
neighbourhood of a rotating black hole is based on the fact that φ obeys the equation having
the form of the d’Alembert equation in the effective curved space-time [29–31]:
φ ≡ 1√−g
∂
∂xµ
(√−ggµν ∂φ
∂xν
)
= 0, µ, ν = 0, 1, 2, (2)
where gµν is the (inverse) metric tensor and g = 1/ det(gµν) (should not be confused with
the acceleration due to gravity used below). In recent years, scattering of surface waves
by a DBT vortex was extensively studied and their amplification under condition (1) was
calculated numerically (see, e.g., Refs. [30, 31] and references therein) and confirmed in the
laboratory experiments [5].
However, this effective metric, as well as those corresponding to other analogues based
on the movements of continuous media, is not completely adequate to the Kerr metric [19]
describing rotating black holes (see Ref. [28], as well as a more comprehensive review [32] and
numerous references therein). As mentioned in Ref. [32], the reason is that the “angular mo-
mentum in the physical spacetime to be mimicked corresponds to vorticity in the flow of the
medium used in setting up analogue”. Meanwhile, vorticity of hydrodynamic flow leads to
the linkage of various modes of its eigenoscillations resulting in that the d’Alembert equation
in the effective curved space-time, describing wave propagation in continuous media, gains
the right-hand side due to the mode coupling (for acoustic waves, this was demonstrated in
detail in Ref. [33], see also Eqs. (11) and (12) in Ref. [32]).
An unperturbed DBT flow being the potential admits two kinds of disturbances, potential
surface gravity waves and disturbances possessing potential vorticity (PV). The potential
vorticity conserves and is simply transported by a flow as a passive impurity (see, for ex-
ample, Ref. [34] and Eq. (4) below). In this paper, we study scattering of both surface
gravity waves and PV disturbances on a DBT flow to understand physically and describe
quantitatively the result of their interplay. For low frequency waves, ω  mΩ, the problem
can be solved analytically and we derive corresponding solutions for surface waves propa-
5gating both with and without PV disturbances. Solutions in a wider range of frequencies,
ω . mΩ, are found numerically. Our numerical results well agree with the analytical ones,
when ω  mΩ.
The paper is organized as follows. In Section II we derive the governing equations, de-
scribe the basic flow, formulate the boundary conditions for the perturbations, and establish
the energy-flux conservation law for gravity waves. Axially symmetric (m = 0) disturbances
are studied in Section III and it is found that in this case the potential vorticity has no effect
on gravity waves. Section IV is devoted to the analytical consideration of low-frequency per-
turbations with m > 0 and it is shown that the disturbances carrying a potential vorticity
stimulate emission of gravity waves; the emissivity is calculated. The numerical results are
presented in Section V, and Section VI is devoted to discussion of results obtained. In Ap-
pendix A the derivation of conservation laws for gravity waves is given, and in Appendix B
some auxiliary calculations are presented.
II. GOVERNING EQUATIONS, BASIC FLOW, AND BOUNDARY
CONDITIONS
In the shallow-water approximation, the basic set of hydrodynamic equations of perfect
incompressible fluid with a free surface in the polar coordinates (r, ϕ) is (see, for example,
[34]): 
∂Vr
∂t
+ Vr
∂Vr
∂r
+
Vϕ
r
∂Vr
∂ϕ
− V
2
ϕ
r
= −g ∂S
∂r
,
∂Vϕ
∂t
+ Vr
∂Vϕ
∂r
+
Vϕ
r
∂Vϕ
∂ϕ
+
VrVϕ
r
= −g
r
∂S
∂ϕ
,
∂H
∂t
+
1
r
[
∂
∂r
(rHVr) +
∂
∂ϕ
(HVϕ)
]
= 0.
(3)
where g is the gravitational acceleration, Vr and Vϕ are the velocity components of the fluid
V = (Vr, Vϕ), S(r, ϕ, t) is the height of the free surface over a certain reference level, and
H(r, ϕ, t) is the water depth. This set of equations conserves the potential vorticity (PV)
[34]:
Π ≡ (curlV )z
H
=
1
rH
[
∂
∂r
(
rVϕ
)
− ∂Vr
∂ϕ
]
,
∂Π
∂t
+ Vr
∂Π
∂r
+
Vϕ
r
∂Π
∂ϕ
= 0. (4)
6It is easily seen that any steady axially symmetric flow V0(r) with a sink at the origin is
potential (Π = 0) and can be described by a stream function Ψ, so that
Vr0 ≡ U(r) = ∂Ψ
∂r
, Vϕ0(r) =
1
r
∂Ψ
∂ϕ
=
C
r
, where Ψ =
∫
U(r)dr + Cϕ, (5)
and C = const > 0 is the parameter, proportional to the velocity circulation C = 2piC.
In a such flow the Bernoulli integral and mass-flux conservation law are fulfilled:
1
2
[
U2(r) +
C2
r2
]
+ gS0(r) = const, M = −rH0(r)U(r) = const. (6)
Consider now a small perturbation of a potential flow with nonzero PV, in general:
Vr = U(r) + u, rVϕ = C + υ, H = H0(r) + η,
where |u(t, r, ϕ)|  |U(r)|, |υ(t, r, ϕ)|  |rVϕ|, and |η(t, r, ϕ)|  |H0(r)|. We assume in
this paper that the characteristic scale of basic flow and bottom profile variation in space is
much greater than the wavelength of perturbation.
Linearizing Eqs. (3), after simple manipulations we obtain two equations, one for the
perturbation of angular momentum υ, and another for the potential vorticity Π:[
Lˆ− U(r)H
′
0(r)
H0(r)
]
Lˆυ − g
r
[
∂
∂r
(
rH0(r)
∂υ
∂r
)
+
H0
r
∂2υ
∂ϕ2
]
= −g
r
∂
∂r
[
r2H20 (r) Π
]
, (7)
LˆΠ = 0, (8)
where Π =
1
rH0(r)
(
∂υ
∂r
− ∂u
∂ϕ
)
, Lˆ =
∂
∂t
+ U(r)
∂
∂r
+
C
r2
∂
∂ϕ
.
Note that Eq. (7) can be treated as the particular form of Lighthill’s equation [35]. Indeed,
its left-hand side can be represented in the form of the d’Alambert Eq. (2), and its right-
hand side plays the role of the source term. When the right-hand side is zero (i.e., when
Π = 0), Eq. (7) describes freely propagating gravity waves.
Following a traditional assumption used by many authors (see, for example, [30]), we also
suppose that the water depth H0 is independent of r. This dictates a certain dependence of
S0(r) and corresponding bottom profile and also modifies the second Eq. (6) in such a way,
that rU(r) = −F = const, where F is the drainage rate of the DBT vortex.
A particular solution of linearised Eq. (7) can be considered in the form of a single
harmonic of perturbation υ = f(r) exp[i(mϕ− ωˆt)], where ωˆ > 0 is the frequency and m is
the azimuthal number; then we arrive to the equation:(
F 2
r2
− gH0
)
d2f
dr2
−
[
gH0 − 2iF
(
ωˆ − mC
r2
)
+
F 2
r2
]
1
r
df
dr
7−
[(
ωˆ − mC
r2
)2
− 2imCF
r4
− m
2gH0
r2
]
f = −g F
2
r
d
dr
(
Π
U2(r)
)
. (9)
This equation coincides with Eq. (28) of the paper [31] in the particular case of Π = 0 and
h ≡ H0 =const).
As shown in Appendix A, for potential perturbations with Π = 0, the conserved radial
energy flux is:
rJEr = −2ωˆ
(
ωˆ − mC
r2
)
F |f |2 − i ωˆr
[
gH0 − U2(r)
](
f ∗
df
dr
− f df
∗
dr
)
= const, (10)
where the asterisk denotes complex conjugation.
Let us introduce the dimensionless variables scaling velocity by c0 = (gH0)
1/2 and spatial
variable r by the radius of the horizon rH = F/c0, then we have
x =
r
rH
, ω =
F ωˆ
gH0
=
rH ωˆ
c0
, Ω =
C
F
=
C
c0rH
, Πˆ =
F
g
Π.
Write down now the resultant equation for f(r) in three equivalent forms:
- with the independent variable x:
Lˆxf ≡ x2(x2−1)d
2f
dx2
+
[
1+x2−2 i(ωx2−mΩ)
]
x
df
dx
+
[
(ωx2−mΩ)2−m2x2−2 imΩ
]
f = Rx;
(11)
- with the independent variable y = x2:
Lˆyf ≡ (y−1)d
2f
dy2
+
[
1− i
(
ω − mΩ
y
)]
df
dy
+
1
4
[(
ω − mΩ
y
)2
− 2imΩ
y2
− m
2
y
]
f = Ry; (12)
- and with the independent variable s = 1/y:
Lˆsf ≡ s3(1− s)d
2f
ds2
−
[
2s− 1− i(ω−mΩs)
]
s2
df
ds
+
1
4
[
(ω−mΩs)2− 2imΩs2−m2s
]
f = Rs,
(13)
where
Rx = x
3 d
dx
(
x2Πˆ
)
, Ry =
1
2
d
dy
(
yΠˆ
)
, Rs = −s
2
2
d
ds
(
Πˆ
s
)
.
Equation (8) for PV, LˆΠˆ = 0, is easily integrated:
Πˆ = Π0x
imΩe−iωx
2/2 = Π0y
imΩ/2e−iωy/2 = Π0s−imΩ/2e−iω/(2s), Π0 = const,
8so that
Rx = −iΠ0(ωx2 −mΩ + 2i)ximΩ+4e−iωx2/2,
Ry = − iΠ0
4
(
ωy −mΩ + 2i
)
yimΩ/2e−iωy/2,
Rs = − iΠ0
4
(
ω −mΩs+ 2is
)
s−imΩ/2−1e−iω/(2s).
(14)
The general solution of any of the equivalent equations (11) – (13) is the sum of the general
solution of the homogeneous equation and a particular solution of the non-homogeneous
equation. Let us start with homogeneous equations. Near the horizon, which is their regular
singular point, it is more convenient to use Eq. (12). The Frobenius expansions of its linear
independent solutions have the following asymptotic forms up to O[(y − 1)2] [36]:
fa(y) = 1− (ω −mΩ)
2 − 2imΩ−m2
4[1− i(ω −mΩ)] (y − 1), (15)
fb(y) = (y − 1)i(ω−mΩ)
{
1− (ω −mΩ)(ω + 3mΩ)− 2imΩ−m
2
4[1 + i(ω −mΩ)] (y − 1)
}
. (16)
Then the general solution of the homogeneous Eq. (12) can be written as:
f(y) = A0fa(y) +B0fb(y) (17)
where A0 and B0 are arbitrary constants. From the physical point of view, fa(y) describes
a co-current (i.e., toward the center) travelling wave which has finite phase speed and wave-
length, whereas rapidly oscillating function near the horizon, fb(y) (due to the pre-factor
(y − 1)i(ω−mΩ)), describes a wave which travels against the flow and has a vanishing wave-
length at the horizon, because its radial velocity approaches zero in the laboratory reference
frame. Bearing this in mind, we impose the boundary condition B0 = 0, which physically
stands for that there is no waves coming from under the horizon, and mathematically this
means that f(y) is the analytic function in the neighbourhood of y = 1.
On the periphery of the flow, where x 1, the homogeneous Eq. (11) can be written in
the approximate form:
x2
d2f
dx2
+ (1− 2iω)x df
dx
+
[
ω2x2 −m(m+ 2ωΩ)
]
f = 0.
Its general solution can be expressed in terms of the Hankel functions (see [37]):
f(x) = xiω
[
C1H
(1)
ν (ωx) + C2H
(2)
ν (ωx)
]
, ν = (m2 + 2mωΩ− 2ω2)1/2, (18)
9where C1, 2 are constants When ωx 1 it has the following asymptotic representation:
f(x) ∼
√
2
piω
x−
1
2
+iω
{
C1e
i[ωx−(2ν+1)pi/4] + C2e−i[ωx−(2ν+1)pi/4]
}
. (19)
Up to a common factor, the constants C1 and C2 can be interpreted as the amplitudes of
reflected and incident waves, respectively.
In the conclusion of this section we note that the conservation law (10) for the potential
disturbances in dimensionless form can be written as:
xJˆ = −2
(
ω − mΩ
x2
)
|f |2 − i
(
x− 1
x
)(
f ∗
df
dx
− f df
∗
dx
)
= const, (20)
This equation relates the amplitudes of incident and reflected waves (C2 and C1) with the
amplitude A0 of the disturbance at the horizon at x = 1. Using Eqs. (19) and (15), (16),
one can easily find that for x 1
xJˆ =
4
pi
(|C1|2 − |C2|2) ,
whereas when x→ 1+0 xJˆ = −2(ω −mΩ)|A0|2. Hence, the reflection coefficient is:
R =
∣∣∣∣C1C2
∣∣∣∣2 = 1− pi2(ω −mΩ)
∣∣∣∣A0C2
∣∣∣∣2 . (21)
Thus, one can see that R > 1, when Eq. (1) is satisfied. In this case the over-reflection
occurs. Such phenomenon which stems from the ability of a wave to extract energy and
momentum from the mean flow was considered for the first time, apparently, by Miles [38]
and Ribner [39] for acoustic waves as earlier as 1957, and then by many other authors for
the different kinds of waves (see, for example, Refs. [40–48]; we cite here only the pioneering
works and cannot present the full list of publications on this theme. Some other references
can be found in the review [49]).
To obtain the dependence of R on parameters, we need to find the ratio of coefficients
A0 and C2; this will be done analytically in Section IV and numerically in Section V.
III. AXIALLY SYMMETRIC DISTURBANCES (m = 0)
For axially symmetric disturbances Eq. (12),
(y − 1)d
2f
dy2
+ (1− iω)df
dy
+
ω2
4
f =
Π0
2
(
1− iω
2
y
)
e−iωy/2,
10
has the exact analytical solution:
f(y) = iΠˆ0e
−iωy/2 +
(ω
2
√
y − 1
)iω [
A1Jiω
(
ω
√
y − 1
)
+ A2J−iω
(
ω
√
y − 1
)]
, (22)
where Πˆ0 = Π0/ω, Jν(z) is the Bessel function of the first kind [37] and A1 and A2 are
arbitrary constants. As one can easily see, this solution has two independent components,
one of them (the first term) describes the vortex perturbation, whereas the second one
describes the potential gravity wave.
Eliminating the rapidly oscillating component when y → 1+0 (i.e., the wave coming from
under the horizon), we set A1 = 0 and obtain (cf. Eq. (9) in [29]):
f(x) = A2
(ω
2
√
y − 1
)iω
J−iω
(
ω
√
y − 1
)
+ iΠˆ0e
−iωy/2
≡ A2
2
(ω
2
√
x2 − 1
)iω [
e−piωH(1)iω
(
ω
√
x2 − 1
)
+ epiωH
(2)
iω
(
ω
√
x2 − 1
)]
+ iΠˆ0e
−iωy/2, (23)
where H
(1, 2)
ν (z) are the Hankel functions of the first and second kinds [37]. Using their
asymptotic expansions for |z|  1, we see that at the periphery of the flow, for ωx 1 (cf.
Eq. (19)):
f(x) ∼ A2√
4pi
(ωx
2
)− 1
2
+iω [
ei(ωx−pi/4)−piω/2 + e−i(ωx−pi/4)+piω/2
]
+ iΠˆ0e
−iωx2/2
= x−
1
2
+iω
{
Coute
iωx + Cine
−iωx}+ iΠˆ0e−iωx2/2, (24)
where Cin and Cout are the amplitudes of incident and reflected waves.
The solution (23) is the sum of incident and reflected surface gravity waves, propagating
with the dimensionless velocity c˜0 = 1 and the PV perturbation (described by the last term),
which is simply transported by the flow as a passive scalar impurity without interaction with
the gravity waves. Therefore, the reflection coefficient is:
R0 =
∣∣∣∣CoutCin
∣∣∣∣2 = e−2piω < 1. (25)
This formula coincides with the earlier derived in [29, 30] for the purely potential perturba-
tions.
IV. DISTURBANCES WITH m > 0
When m 6= 0, the scattering problem is much more complicated and can be solved ana-
lytically only in the case of low frequencies (0 < ω  1) which is, however, in the agreement
11
with the shallow-water approximation. Assuming that 0 < Ω = O(1) and using the method
of matched asymptotic expansions (see, for example, [50]), we obtain approximate solutions
of homogeneous Eqs. (11)–(13) (describing the potential disturbances) in three domains,
x = O(1), ω1/2x = O(1), and ωx = O(1), and match them on the boundaries of the do-
mains. Then we construct solutions of non-homogeneous Eqs. (11)–(13), which take into
account the PV.
A. Potential disturbances (Πˆ = 0)
1. In the domain where x = O(1), all terms in the homogeneous equations (11)–(13)
containing ω are negligibly small. With this in mind, let us put in the homogeneous Eq. (13)
f(s) = sm/2G(s) and introduce the variable u = 1 − s. In the leading order we obtain a
hypergeometric equation:
u(1− u)d
2G
du2
+
[
1 + imΩ− (2 +m+ imΩ)u
]dG
du
− m
4
(1 + iΩ)(m+ 2 + imΩ)G = 0. (26)
The general solution of this equation can be presented in terms of a hypergeometric function
F (a, b; c; z) [37]:
G(u) = A1 F (a, 1+a; 1+imΩ;u)+A2u
−imΩ F (a∗, 1+a∗; 1− imΩ;u), a = m
2
(1+iΩ). (27)
The first term in this solution is regular in the neighbourhood of the horizon u = 0, whereas
the second term is rapidly oscillating function. Let us start with the regular solution fa.
Setting A1 = 1 and A2 = 0, we turn back to the variable s and find that when x = O(1):
fa ≈ sm/2F (a, 1 + a; 1 + imΩ; 1− s) = x−mF (a, 1 + a; 1 + imΩ; 1− x−2). (28)
To calculate the asymptotic expansion for x 1, we pass from 1−s to s in the argument
of function F (see [37], 15.3.12) and obtain:
fa(x) ≈ Γ(m)Γ(1 + imΩ)
Γ(a)Γ(1 + a)
xm
m−1∑
k=0
(a−m)k(1 + a−m)k
(1−m)k k ! x
−2k
+
(−1)mΓ(1 + imΩ)
Γ(a−m)Γ(1 + a−m) x
−m
∞∑
k=0
(a)k(1 + a)k
k !(m+ k)!
x−2k
×
[
2 lnx+ ψ(k + 1) + ψ(m+ k + 1)− ψ(a+ k)− ψ(1 + a+ k)
]
, (29)
12
where Γ(z) is the Euler gamma-function, ψ(z) is its logarithmic derivative, and we use the
Pochhammer symbols: (q)0 = 1 and (q)k = q(q + 1) . . . (q + k − 1), k = 1, 2, 3 . . . [37].
2. To obtain the general solution in the domain ω1/2x = O(1), let us use in the homoge-
neous equation (11) a new variable t = ω1/2x, then the equation reads:
Lˆmf ≡ t2 d
2f
dt2
+ t
df
dt
−m2f = F
≡ ω
[
d2f
dt2
+
(
2i− 1 + 2imΩ
t2
)
t
df
dt
−
(
t2 − 2mΩ + m
2Ω2 − 2imΩ
t2
)
f
]
. (30)
Consider solution to this equation in the form of a series with respect to small parameter
ω: f = fm0 + ωfm1 + . . . , then we obtain:
f = B1t
m +B2t
−m + ω
{
−B1
4
[
m
m− 1(1− iΩ)(m− 2− imΩ) t
m−2 +
tm+2
m+ 1
]
+
B2
4
[
m
m+ 1
(1 + iΩ)(m+ 2 + imΩ) t−m−2 +
t−m+2
m− 1
]
+ i
[
(1− iΩ)B1tm + (1 + iΩ)B2t−m
]
ln
t
ω1/2
}
+O(ω2), (31)
where B1 and B2 are arbitrary constants.
3. In the domain ωx = O(1) Eq. (11) reduces in the leading order to the Bessel equation:
d2f
dx2
+
1
x
df
dx
+
(
ω2 − m
2
x2
)
f = 0.
The general solution of this equation is:
f = C1Jm(ωx) + C2Ym(ωx) = CinH
(2)
m (ωx) + CoutH
(1)
m (ωx), (32)
where Cin and Cout are amplitudes of the incident and reflected waves (cf. (18)), Jm(z),
Ym(z), and H
(1,2)
m (z) are the Bessel functions of the first, second, and third kind [37], and
C1 = Cin + Cout, C2 = i(Cout − Cin). Finally, using the well-known expansions of Bessel
functions in power series [37], we can rewrite Eq. (32) as:
f =
(ωx
2
)m ∞∑
k=0
(−1)k
k!(m+ k)!
(ωx
2
)2k {
Cin + Cout − i
pi
(Cin − Cout)
[
2 ln
ωx
2
− ψ(k + 1)
13
− ψ(m+ k + 1)
]}
+
i
pi
(Cin − Cout)
(ωx
2
)−m m−1∑
k=0
(m− k − 1)!
k!
(ωx
2
)2k
. (33)
4. Matching expansions of function fa(x) (29) and (31) for 1  x  ω−1/2 and taking
into account that a−m = −a∗ (see Eq. (27)), we obtain (for details see Appendix B):
B1a ≡ A1aω−m/2, A1a = (m− 1)! Γ(1 + imΩ)
Γ(a) Γ(1 + a)
, B2a ≡ A2aωm/2,
A2a =
(−1)mΓ(1 + imΩ)
Γ(−a∗) Γ(1− a∗)
[
ψ(1) + ψ(m+ 1)− ψ(a)− ψ(1 + a)
]
. (34)
Matching further expansion (31) with expansion (33) for ω−1/2  x ω−1, we obtain:
C
(a)
in =
m!
2
(ω
2
)−m
A1a +
A2a
2(m− 1)!
(ω
2
)m [
2 ln
ω
2
− ψ(1)− ψ(m+ 1)− ipi
]
,
C
(a)
out =
m!
2
(ω
2
)−m
A1a +
A2a
2(m− 1)!
(ω
2
)m [
2 ln
ω
2
− ψ(1)− ψ(m+ 1) + ipi
]
,
C1a = C
(a)
in + C
(a)
out = m!
(ω
2
)−m
A1a +
A2a
(m− 1)!
(ω
2
)m [
2 ln
ω
2
− ψ(1)− ψ(m+ 1)
]
,
C2a = i
(
C
(a)
out − C(a)in
)
= − piA2a
(m− 1)!
(ω
2
)m
.
(35)
Based on these coefficients, we can determine the ratio:
R =
C
(a)
out
C
(a)
in
=
1 +
A2a/A1a
(m− 1)!m!
(ω
2
)2m [
2 ln
ω
2
− ψ(1)− ψ(m+ 1) + ipi
]
1 +
A2a/A1a
(m− 1)!m!
(ω
2
)2m [
2 ln
ω
2
− ψ(1)− ψ(m+ 1)− ipi
] . (36)
Using Eq. (34) and taking into account that ω  1, we can present this expression as
(see Appendix B):
R ≈ 1 + i
2pi
|a|2 |Γ(a)|4
[(m− 1)!]2m!
(ω
2
)2m [
epimΩ/2 − (−1)me−pimΩ/2]2×[
ψ(1) + ψ(m+ 1)− ψ(a)− ψ(1 + a)
]
. (37)
Note further that from the well-known representation for ψ(z) [37],
ψ(z) = −γ −
∞∑
k=0
(
1
z + k
− 1
k + 1
)
,
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where γ = 0.5772156649 . . . is the Euler constant, it follows that
ψ(x+ iy)− ψ(x− iy) = 2iy
∞∑
k=0
[
(x+ k)2 + y2
]−1
.
Therefore, the imaginary parts of ψ(z) and z have the same sign, and we finally obtain for
the reflection coefficient R ≡ |R|2 of potential waves:
R ≈ 1 + |a|
2 |Γ(a)|4
pi[(m− 1)!]2m!
(ω
2
)2m [
epimΩ/2 − (−1)me−pimΩ/2]2 Im [ψ(a) + ψ(1 + a)] > 1. (38)
This expression is greater than one, as expected (see Eq. (21)).
5. Now let us set A1 = 0 and A2 = 1 in Eq. (27) and construct the second solution fb of
homogeneous Eqs. (11)–(13). In the domain where x = O(1), we obtain
fb = s
m/2(1− s)−imΩF (a∗, 1 + a∗; 1− imΩ; 1− s) +O(ω)
= x−m+2imΩ(x2 − 1)−imΩF (a∗, 1 + a∗; 1− imΩ; 1− x−2) +O(ω). (39)
Passing from 1− s to s in the argument of function F , we obtain (see Eq. 15.3.12 in [37]):
fb(x) ≈ x2imΩ(x2 − 1)−imΩ
{
Γ(m)Γ(1− imΩ)
Γ(a∗)Γ(1 + a∗)
xm
m−1∑
k=0
(a∗ −m)k(1 + a∗ −m)k
(1−m)k k ! x
−2k
+
(−1)mΓ(1− imΩ)
Γ(−a)Γ(1− a) x
−m
∞∑
k=0
(a∗)k(1 + a∗)k
k !(m+ k)!
x−2k
×
[
2 lnx+ ψ(k + 1) + ψ(m+ k + 1)− ψ(a∗ + k)− ψ(1 + a∗ + k)
]}
. (40)
Matching Eq. (40) with Eq. (31) for 1 x ω−1/2 leads to the equalities:
A1b = A
∗
1a, A2b = A
∗
2a. (41)
And matching Eq. (40) with Eq. (33) for ω−1/2  x  ω−1 gives the amplitude factors
in front of Bessel functions. These factors can be alternatively obtained by substitution of
Eqs. (41) into Eqs. (35):
fb ≈ 2m−1m!A∗1aω−m
{[
1 +
A∗2a/A
∗
1a
m!(m− 1)!
(ω
2
)2m (
2 ln
ω
2
− ψ(1)− ψ(m+ 1) + ipi
)]
H(1)m (ωx)
+
[
1 +
A∗2a/A
∗
1a
m!(m− 1)!
(ω
2
)2m (
2 ln
ω
2
− ψ(1)− ψ(m+ 1)− ipi
)]
H(2)m (ωx)
}
. (42)
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Thus, functions fa(x) and fb(x) are described by the approximate formulae
fa(x) =

x−mF (a, 1 + a; 1 + imΩ; 1− x−2), x = O(1),
A1ax
m + A2ax
−m, ω1/2x = O(1),
C
(a)
in H
(2)
m (ωx) + C
(a)
outH
(1)
m (ωx), ωx = O(1),
(43)
fb(x) =

x−m+2imΩ(x2 − 1)−imΩF (a∗, 1 + a∗; 1− imΩ; 1− x−2), x = O(1),
A∗1ax
m + A∗2ax
−m, ω1/2x = O(1),
C
(b)
in H
(2)
m (ωx) + C
(b)
outH
(1)
m (ωx), ωx = O(1),
(44)
where A1a and A2a are determined by Eqs. (34), C
(a)
in and C
(a)
out are determined by Eqs. (35),
and C
(b)
in and C
(b)
out are obtained from the last two by replacing A1,2a with A
∗
1,2a.
Having two linear independent solutions fa(x) and fb(x), we can calculate the Wronskian
of these functions, W [fa(x), fb(x)] ≡ f ′afb− faf ′b. The Wronskian will be needed in the next
subsection, when we will construct a particular solution of non-homogeneous equations (11)–
(13). Taking into account the relationship between the variables x, y, and s (see Eqs. (12),
(13)), one can easily see that
Wx = 2xWy = −2x−3Ws,
where the subscript index indicates on which variable the derivative is taken. The Wronskian
of Eq. (13) has the form
Ws = W0ss
−(1+iω)(1− s)i(ω−mΩ)−1, W0s = const.
In Luke’s notations (see Eq. 6.6.(18) in Luke [51]), w1(u) = F (a, 1 + a; 1 + imΩ;u) and
w2(u) = u
imΩF (a∗, 1 + a∗; 1 + imΩ;u). The Wronskian of these functions with respect to
the variable u is:
w1w
′
2 − w′1w2 = −W0u−imΩ−1(1− u)−(m+1) = −W0s−(m+1)(1− s)−imΩ−1, W0 = imΩ.
Since u = 1− s, d/ds = −d/du, W0s = −W0, therefore finally we have:
Wx = 2W0x
1+2imΩ(x2 − 1)i(ω−mΩ)−1. (45)
B. Disturbances carrying a potential vorticity (Πˆ 6= 0)
Now let us calculate the contribution of non-zero potential vorticity into the process
of wave scattering. In Section III, we have shown that for axially-symmetric disturbances
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(m = 0) this contribution has no effect on the dynamics of gravity waves, but its magnitude,
Πˆ0 = Π0/ω, does not decrease with the distance and therefore at the far periphery of the
flow, when ωx  1, gravity waves become invisible on its background (see Eq. (24)). It is
easy to verify that when m 6= 0, the PV contribution does not decrease with the distance as
well. Indeed, Eq. (11) with the right-hand side (14) has a particular solution fPV (x), which
for ωx2  1 has the asymptotic expansion:
fPV (x) = iΠˆ0x
imΩe−iωx
2/2
[
1 +m
(
Ω
ωx2
+
2iΩ−m(1− Ω2)
ω2x4
+O(ω−3x−6)
)]
.
Note that function fPV (x) does not satisfy the boundary condition at the horizon x = 1 and
therefore does not contain gravity waves.
Let us extract a non-decreasing with radius part of the disturbance. Putting
f(x) = iΠˆ0
(
mf1(x) + x
imΩe−iωx
2/2
)
(46)
and substituting it into Eq. (11), we obtain the equation
Lˆxf1 =
[
m(1 + Ω2)− ωΩx2
]
ximΩ+2e−iωx
2/2. (47)
Let us construct a solution to this equation containing neither waves emitted from the
domain x < 1 (i.e., coming from under the horizon), no incident waves coming from the
periphery, that is a solution describing emission of gravity waves stimulated by the PV.
The desired solution can be written in the form
f1(x) =
(
D − Ib(x)
2W0
)
fa(x)− Ia(x)
2W0
fb(x), (48)
where 
Ia(x) =
x∫
1
ξ−imΩ−1(ξ2 − 1)−i(ω−mΩ)
[
m(1 + Ω2)− ωΩξ2
]
fa(ξ)e
−iωξ2/2dξ ,
Ib(x) =
∞∫
x
ξ−imΩ−1(ξ2 − 1)−i(ω−mΩ)
[
m(1 + Ω2)− ωΩξ2
]
fb(ξ)e
−iωξ2/2dξ .
(49)
The parameter D in Eq. (48) should be chosen in such a way that the incident wave has the
zero amplitude,
D =
Ia(∞)C(b)in
2W0C
(a)
in
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≈ − iIa(∞)A
∗
1a
2mΩA1a
[
1 +
(ω/2)2m
(m− 1)!m!
(
A∗2a
A∗1a
− A2a
A1a
)(
2 ln
ω
2
− ψ(1)− ψ(m+ 1)− ipi
)]
. (50)
In accordance with the structure of functions fa, b, we divide the integration domain for
Ia(x) into three parts, x = O(1), ω
1/2x = O(1), and ωx = O(1).
1. When x = O(1), we set in the leading order ω = 0 and passing to the variable
s = 1/x2, we obtain:
Ia1 ≈ m
2
(1 + Ω2)
1∫
s
ua
∗−1(1− u)imΩF (a, 1 + a; 1 + imΩ; 1− u) du .
Introducing the new variable of integration, t = 1−u and using the formula (see Eq. 1.15.3.8.
in [52]) ∫
tc−1(1− t)b−c−1F (a, b; c; t) dt = c−1tc(1− t)b−cF (a+ 1, b; c+ 1; t),
we find
Ia1 ≈ m(1 + Ω
2)
2(1 + imΩ)
sa
∗
(1− s)1+imΩF (1 + a, 1 + a; 2 + imΩ; 1− s). (51)
On passing from 1 − s to s, we see that the expansion of Ia1 in terms of s = x−2 (see
Appendix B) does not contain a constant term then, keeping only the most rapidly increasing
with x term, we obtain:
Ia1 ∼ (1 + Ω
2)m !Γ(1 + imΩ)
2[Γ(1 + a)]2
x2a. (52)
2. To find the contribution of the domain where ω1/2x = O(1) to Ia, it is necessary to
calculate the integral
I(x) =
∫
x−imΩ−1(x2 − 1)−i(ω−mΩ)
[
m(1 + Ω2)− ωΩx2
]
fa(x)e
−iωx2/2 dx .
On passing to y = x2 and bearing in mind that x 1, we obtain
I ≈ 1
2
∫
yimΩ/2−1
[
m(1 + Ω2)− ωΩy
](
A1ay
m/2 + A2ay
−m/2
)
e−iωy/2 dy .
Due to the presence of a rapidly oscillating exponential, the contribution of the ωx =
O(1) domain can also be taken into account by extending the upper limit of integration to
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x = +∞. On passing to t = iωy/2, we see that the term with A2a is negligible and the
integral reduces to
I(x) ≈ 1
2
(
iω
2
)−aDa − A1a
∞∫
iωx2/2
ta−1e−t
[
m(1 + Ω2) + 2 i Ω t
]
dt
 ,
where Da is determined by the equality I(x) = Ia(x). The integral can be expressed in
terms of a confluent hypergeometric function (see Eq. 6.9(21) in [53]),
I ≈ 1
2
(
iω
2
)−a{
Da−A1ae−iωx2/2
[
m(1+Ω2)Ψ
(
1−a, 1−a; iωx
2
2
)
+2 i Ω Ψ
(
−a,−a; iωx
2
2
)]}
.
Further, we pass from function Ψ(a, c; z) to the Kummer functions Φ(a, c; z) and use the
following equation (see Eq. 6.5(7) in [53]):
Ψ(a, c; z) =
Γ(1− c)
Γ(a− c+ 1)Φ(a, c; z) +
Γ(c− 1)
Γ(a)
z1−cΦ(a− c+ 1, 2− c; z)
and the well-known formula Φ(a, a; z) = ez to obtain:
I(x) ≈
(
Da
2
− A1aΓ(1 + a)
)(
iω
2
)−a
+
A1a
2
x2ae−iωx
2/2
[
m(1 + Ω2)
a
Φ
(
1, 1 + a;
iωx2
2
)
− ωΩx
2
1 + a
Φ
(
1, 2 + a;
iωx2
2
)]
.
Calculating the asymptotic of I(x) for ωx2  1,
I(x) ∼
(
Da
2
− A1aΓ(1 + a)
)(
iω
2
)−a
+
A1a
2a
m(1 + Ω2)x2a
[
1 +O(ωx2)
]
,
comparing it with Eq. (52), and using Eq. (34), we find
Da
2
= A1aΓ(1 + a), Ia(∞) = Da
2
(
iω
2
)−a
=
(m− 1)! Γ(1 + imΩ)
Γ(a)
(
iω
2
)−a
. (53)
Now we use Eqs. (50), (48), (43), and (44) to get the asymptotic representation of solution
in the wave zone ωx = O(1):
f1(x) ≈ Dfa(x)− Ia(∞)
2W0
fb(x) ∼ CH(1))m (ωx), C ≈
piIa(∞)
2Ωm!
(ω
2
)m
A∗1a
(
A2a
A1a
− A
∗
2a
A∗1a
)
.
Then, using Eq. (53), expression for the ratio A2a/A1a (see Appendix B), and the known
formula |Γ(1+imΩ)|2 = pimΩ/ sinh(pimΩ), we find the amplitude of emitted wave normalized
by Πˆ0 (see (46))
A = imC ≈ mi
−m/2
2
epimΩ/2 − (−1)me−pimΩ/2
epimΩ/2 + (−1)me−pimΩ/2
(ω
2
)a∗
epimΩ/4Γ(1+a)Im
[
ψ(a)+ψ(1+a)
]
. (54)
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The asymptotic of the complete solution of Eq. (11) describing PV-stimulated emission
of gravity waves now is:
fΠ(x) ∼ Πˆ0
{
iximΩe−iωx
2/2 + AH(1)m (ωx)
}
. (55)
To obtain the solution in the entire domain x > 1, it is necessary to find the integral Ib(x)
(see Eq. (49)). Calculations similar to those made above for two different domains yield:
a) for the domain ωx2 = O(1):
Ib(x) ≈ −A
∗
1a
2
[
m(1 + Ω2)
a
Φ
(
1, 1+a;
iωx2
2
)
− ωΩx
2
1 + a
Φ
(
1, 2+a;
iωx2
2
)]
x2ae−iωx
2/2
+A∗1a
(
iω
2
)−a
Γ(1 + a)
ωx21∼ A∗1a
(
iω
2
)−a
Γ(1 + a)− m(1 + Ω
2)
2a
A∗1ax
2a
[
1 +O(ωx2)
]
;
(56)
b) and for the domain x = O(1):
Ib1(x) ≈ Db + im
2Ω(1 + Ω2)
2|a|2 x
−2a∗F (a∗, a∗;−imΩ; 1− x−2)
x1∼ Db − m!(1 + Ω
2)Γ(1− imΩ)
2|a|2[Γ(a∗)]2 x
2a +O(x2a−2).
Comparing this with Eq. (56), we find that
Db = A
∗
1a
(
iω
2
)−a
Γ(1 + a) =
(m− 1)! Γ(1 + a)Γ(1− imΩ)
Γ(a∗)Γ(1 + a∗)
(
iω
2
)−a
.
At the horizon x = 1, with the relationship m2(1+Ω2) = 4|a|2 taken into account, we obtain
Ib(1) ≈ (m− 1)! Γ(1 + a)Γ(1− imΩ)
Γ(a∗)Γ(1 + a∗)
(
iω
2
)−a
+ 2iΩ, (57)
where the second term is negligible compared to the first one.
In the conclusion to this section we note that when m = 0, solution of non-homogeneous
Eq. (22) consists, as usual, of particular solution (PS) of non-homogeneous equation repre-
senting a potential vorticity term and general solution (GS) of the homogeneous equation
describing surface waves. Herewith, the PS does not contain potential surface waves at the
infinity (when r → ∞) and satisfies boundary condition the horizon, i.e. remains regular
when r → 1+.
When m > 0 one can construct again a PS which does not contain surface waves at the
infinity, but such solution is non-physical as it is singular at the horizon. In contrast to
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that solution (48) satisfies the boundary condition at the horizon and contains the potential
vorticity through the integral terms Ia and Ib as per Eqs. (49). The D-term in Eq. (48)
represents the amplitude of the solution to the homogeneous equation. The PS regular at
the horizon in this case has the asymptotic (55) when r → ∞. This asymptotic solution
consists of a vortex component and a potential component representing a surface wave
radiated outside of vortex region with the amplitude proportional to m (see Eq. (54)).
V. NUMERICAL RESULTS
The analytical solutions obtained above describe both the over-reflection and PV-
stimulated emission of gravity waves. However, these solutions are valid only in the limit of
small frequencies, when formally ω/Ω  1. They demonstrate, in particular, the effect of
over-reflection per se (see Eq. (38)), but do not provide information about a frequency range
where the over-reflection occurs. To learn more about the dynamics of perturbations con-
taining both potential and vortex components in a wide range of frequencies, it is necessary
to solve Eq. (47) numerically for arbitrary ω/Ω. To this end it is convenient to substitute in
the equation f1(x) = x
imΩe−iω/2G(x) and change the variable ξ =
√
x2 − 1; then we obtain:
d2G
dξ2
+
[
1− 2i(ω−mΩ)
]1
ξ
dG
dξ
+
[
ω2 − m
2(1 + Ω2)
1 + ξ2
]
G =
[
m(1 + Ω2)
1 + ξ2
− ωΩ
]
e−iωξ
2/2. (58)
Function in the right-hand side does not have a singularity on the horizon, hence, in agree-
ment with Section II, we exclude the emission from under the horizon, if we require the
analyticity of function G(ξ) in the neighbourhood of ξ = 0.
Setting G(0) = 1, we first find a solution of the homogeneous Eq. (58) with the zero right-
hand side. Such solution describes scattering of purely potential disturbances (i.e., gravity
waves). Figure 2a) shows the dependence of the reflection coefficient R on the frequency for
m = 1 and various values of angular velocity Ω, whereas in Fig. 2b) the same dependence is
shown for Ω = 2 and various values of m.
As it would be expected, R > 1 when Eq. (1) is satisfied, and it turns to unity in the
cases ω → 0 (in the complete agreement with Eq. (38)) and ω → mΩ. For each Ω and
m, the reflection coefficient attains a maximal value Rmax(m,Ω) at a certain frequency
ω = ω∗(m,Ω) < mΩ. In Fig. 3 the dependences of Rmax and (mΩ− ω∗) on Ω are shown for
various values of m. It is seen that whilst Rmax grows with Ω, the larger is m, the smaller
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a)                                  b)
FIG. 2. a) Reflection coefficient of gravity waves with the azimuthal number m = 1 as the function of
normalised frequency ω/Ω for Ω = 0.5 (line 1), Ω = 1 (line 2), Ω = 1.5 (line 3), and Ω = 2 (line 4). b)
Reflection coefficient of gravity waves as the function of normalised frequency ω/(mΩ) for Ω = 2 and few
values of azimuthal number m.
a)                                  b)
FIG. 3. Dependences of maximal reflection coefficient (a) and corresponding wave frequency ω∗ (b) on Ω
for few several values of azimuthal number m = 1, 2, 3.
is the growth rate. In any case, Rmax asymptotically approaches 2 regardless of m when
Ω→∞.
At the next step we solve the complete (non-homogeneous) Eq. (58) with the boundary
condition G(0) = 1 and then, find such a value of G(0) for which the solution of this equation
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does not contain an incident gravity wave. Figure 4 shows the dependence of normalized
amplitude |A|/Πˆ0 of emitted wave on frequency. The amplitude goes to zero when ω → 0
and when ω → ∞; it attains a maximum at ω = O(mΩ). The maximum increases with Ω
the faster, the larger m is, and does not vanish even when Ω → 0 – see Fig. 5. In Fig. 4 b
one can see that for ω  mΩ |A| ∼ ωm/2 in agreement with Eq. (54).
0
ˆA 
0
ˆA 
a)                                  b)
FIG. 4. Dependence of normalized amplitude of PV-stimulated gravity wave on the normalised frequency
for Ω = 1 and various numbers m. Frame (a) shows a whole dependence, and frame (b) shows a fragment
for ω  mΩ. Dashed lines in frame (b) show the analytical dependences |A| ∼ ωm/2 for ω/(mΩ) 1.
0max
ˆA 
0max
ˆA 
a)                                  b)
FIG. 5. Maximal amplitude of PV-stimulated gravity wave as the function of Ω for various values of m.
Frame (a) shows this dependence in the wide range of Ω ≤ 20, and frame (b) shows a fragment for Ω ≤ 0.5.
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VI. DISCUSSION
This paper is devoted to investigation of some aspects of wave dynamics in a DBT flow,
which was originally proposed in Ref. [27] and currently is widely used as an analogue
of a rotating black hole. Using the method of matched asymptotic expansions, we have
calculated analytically the reflection coefficient R for low-frequency purely potential wave
disturbances (surface gravity waves) scattered by a DBT vortex and have demonstrated that
over-reflection takes place (R > 1, see Eq. (38)), when the condition ω < mΩ is fulfilled.
It should be noted that preceding efforts to calculate the reflection coefficient for the low
frequencies and m 6= 0 in the Born approximation [29, 30] actually yielded R = 1 or, at
most, slightly greater than one, so that the over-reflection of gravity waves was calculated
only numerically [30, 31] and observed experimentally [5].
The results obtained in our paper can be compared with the experimental results pub-
lished in Ref. [5]. As has been shown in that paper (see also [4]), the angular velocity profile
of the bathtub vortex can be well-approximated by the Lamb vortex (known also as the
Burgers and Rankine vortex [54, 55]):
Vϕ = Ω0
r20
r
[
1− exp
(
−r
2
0
r2
)]
, (59)
where Ω0 = 69.4 rad/s and r0 = 1.34 cm.
Incoming waves were generated at the frequency range from f = 2.87 Hz to f = 4.11 Hz
so that 0.13 ≤ ω/Ω0 ≤ 0.37, where ω = 2pif . For this interval our inviscid theory predicts
R1 ≈ 1.1 − 1.35 for m = 1, and R2 ≈ 1 − 1.05 for m = 2 (see Fig. 2). In the experiment
[5], where the viscosity effect was quite noticeable, it was obtained R1 ≈ 1.09 ± 0.03 and
R2 ≈ 1.14 ± 0.08 (see Fig. 2 in [5]). Such agreement between the theory and experiment
can be accepted as satisfactory, taking into account influence of viscosity in the laboratory
set-up (the authors promise to reduce the viscosity effect in the future experiments).
As has been mentioned in the Introduction, the effective curved space-time associated
with a potential DBT flow provides an incomplete analogue for the Kerr metric describing
a real rotating black hole. In Ref. [28] it was shown in detail that in order to have a closer
(but still incomplete!) analogue, one should consider a flow with a vorticity. However, the
vorticity leads to the linkage of various eigenmotions of the flow, and the wave equation (2)
acquires the right-hand side due to vorticity. In the meantime, the vorticity is affected by
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surface gravity waves (see Refs. [32, 33]), and we have a coupled wave-vorticity self-consistent
dynamics.
As the first step towards studying such an interplay, disturbances, containing both gravity
waves and potential vorticity, were considered on the DBT flow. Because the basic flow is
potential one, PV disturbances are not affected by waves. They are transported by the
flow in accordance with Eq. (8) and simultaneously emit gravity waves as described by non-
homogeneous equation (7). Using solutions obtained for purely potential waves (i.e., within
the homogeneous equation (7)), we have constructed the analytical solution describing PV
stimulated emission of low-frequency (ω  mΩ) gravity waves and calculated the emissivity
(see Eq. (54)). Then we have extended this analysis by means of numerical calculations to
a wider frequency range ω . mΩ (see Figs. 4 and 5).
In the conclusion we draw the reader attention to the specific feature of observation of
a wave scattering by a DBT vortex. In general, any perturbation contains both gravity
waves and PV disturbances, therefore the over-reflection and PV-stimulated emission of
gravity waves occur simultaneously. As the result of these combined effects, the “reflection
coefficient” Robs measurable at the periphery of the flow (the ratio of squared amplitudes of
outgoing and incident gravity waves) can take any value, in principle, from zero to infinity.
It is clear that the noticeable difference between Robs and the genuine reflection coefficient
of strictly potential disturbances R requires a proper level of PV. To this end it should be
a way to control the level of PV. An appropriate way may be based on the fact that at the
periphery of the flow, PV disturbances look like small-scale ripples, which, in contrast to
gravity waves, do not decrease with the radius (see Eqs. (24) and (55)). However, there are
at least two circumstances making difficult control of the PV level. Firstly, all measurements
are usually conducted at a finite (and not very large) distances from the flow centre, whereas
the gravity wave magnitude decreases with the radius not so fast, only as r−1/2. Secondly,
Fig. 5 demonstrates that the effect of stimulated emission is the higher, the greater the
angular velocity Ω of the flow at the horizon and the azimuthal number m are. For this
reason, Robs can significantly differ from R even at a relatively low level of PV.
When this work has been completed and published in Phys. Rev. Fluids (2019, v. 4, n.
3, 034704) we became aware about a very relevant paper [58] where the reflection coefficient
of acoustic waves from the draining bathtub fluid flow was calculated numerically. Results
obtained in our paper are in a good agreement with the results published by the authors of
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Ref. [58]. Many other important features of a classical model of a black hole were discussed
in that paper.
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Appendix A: Conservation laws for perturbations
Equations (7) and (8) can be derived from the principle of least action:
δS = 0, S =
∫
L
(
∂υ
∂t
, ∇υ, ∂Π
∂t
, ∇Π, λ; r
)
dt d2x, (A1)
where the Lagrangian density is:
L = |Lˆυ|2 − gH0
(∣∣∣∣∂υ∂r
∣∣∣∣2 + ∣∣∣∣ ∂υr∂ϕ
∣∣∣∣2
)
+ grH20
(
Π∗
∂υ
∂r
+ Π
∂υ∗
∂r
)
+ λ∗LˆΠ + λLˆΠ∗. (A2)
Here the operator Lˆ =
∂
∂t
+ U(r)
∂
∂r
+
C
r2
∂
∂ϕ
is the same as after Eq. (8), and λ is the
Lagrange multiplier obeying the equation
∂λ
∂t
+
1
r
∂
∂r
(rUλ) +
C
r2
∂λ
∂ϕ
− grH20
∂υ
∂r
= 0. (A3)
Since the action S is invariant under the transformation (υ, Π, λ) → (υ, Π, λ) eiα and
shift in time, t → t + τ , where α and τ are real constants, then in accordance with the
Noether theorem (see, for example, [56]), the wave action conserves:
∂N
∂t
+
1
r
∂
∂r
(rJNr) +
1
r
∂JNϕ
∂ϕ
= 0, (A4)
N = i
[
υ∗Lˆυ − υLˆυ∗ + λΠ∗ − λ∗Π
]
,
JNr = NU − igH0
(
υ∗
∂υ
∂r
− υ ∂υ
∗
∂r
)
− igrH20 (Π∗υ − Πυ∗),
JNϕ =
C
r
N − igH0
r
(
υ∗
∂υ
∂ϕ
− υ ∂υ
∗
∂ϕ
)
.
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The wave energy (more precisely, pseudo-energy, see [57]) conserves too:
∂E
∂t
+
1
r
∂ (rJEr)
∂r
+
1
r
∂JEϕ
∂ϕ
= 0, (A5)
E =
∣∣∣∣∂υ∂t
∣∣∣∣2 − ∣∣∣∣U ∂υ∂r + Cr2 ∂υ∂ϕ
∣∣∣∣2 + gH0
(∣∣∣∣∂υ∂r
∣∣∣∣2 + 1r2
∣∣∣∣∂υ∂ϕ
∣∣∣∣2
)
− rgH20
(
Π∗
∂υ
∂r
+ Π
∂υ∗
∂r
)
− λ∗
(
U
∂Π
∂r
+
C
r2
∂Π
∂ϕ
)
− λ
(
U
∂Π∗
∂r
+
C
r2
∂Π∗
∂ϕ
)
,
JEr = 2U
∣∣∣∣∂υ∂t
∣∣∣∣2 + CUr2
(
∂υ
∂t
∂υ∗
∂ϕ
+
∂υ∗
∂t
∂υ
∂ϕ
)
−
(
gH0 − U2
)(∂υ
∂t
∂υ∗
∂r
+
∂υ∗
∂t
∂υ
∂r
)
+ U
(
λ∗
∂Π
∂t
+ λ
∂Π∗
∂t
)
+ rgH20
(
Π∗
∂υ
∂t
+ Π
∂υ∗
∂t
)
,
JEϕ =
2C
r
∣∣∣∣∂υ∂t
∣∣∣∣2 + CUr
(
∂υ
∂t
∂υ∗
∂r
+
∂υ∗
∂t
∂υ
∂r
)
− 1
r
(
gH0 − C
2
r2
)(
∂υ
∂t
∂υ∗
∂ϕ
+
∂υ∗
∂t
∂υ
∂ϕ
)
+
C
r
(
λ∗
∂Π
∂t
+ λ
∂Π∗
∂t
)
,
where the asterisk denotes complex conjugation.
In the case of a monochromatic perturbation, (υ, Π, λ) ∼ exp[i(mϕ− ωˆt)], the quantities
N , JNr, JNϕ, E , JEr, and JEϕ are independent of t and ϕ, and the conservation laws (A4)
and (A5) are reduced to the equations for corresponding radial fluxes,
rJNr = 2
(
ωˆ − mC
r2
)
rU(r)|υ|2 − i r
[
gH0 − U2(r)
](
υ∗
dυ
dr
− υdυ
∗
dr
)
− igr2H20
(
Π∗υ − Πυ∗
)
− iUr
(
λ∗Π− λΠ∗
)
= const, (A6)
rJEr ≡ ωˆrJNr = const. (A7)
In particular, for the potential disturbances (Π = 0) we obtain Eq. (10).
Appendix B: MATCHING AND AUXILIARY CALCULATIONS
1. Matching the solutions
When matching the solution in the intermediate domain (Eq. (31)) with the solutions
on the left (Eq. (29)) and on the right (Eq. (33)), we need to equate the coefficients of the
terms containing xm and x−m only. In this case the terms in the finite sums in Eqs. (29)
and (33), as well as the terms with exponents between (−m) and m and logarithmic terms
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are assumed to be matched automatically. We verify this by the example of matching the
solutions described by Eqs. (29) and (31).
First of all, let us take into account that equation Lˆmf = t
n has the solution
f(t) =
tn
n2 −m2 when n
2 6= m2 and f(t) = ±t
±m
2m
ln
t
ω1/2
, when n = ±m.
Substitution of f(t) = Atn ≡ ωn/2Axn (A = const) into the right-hand side of Eq. (30)
yields
F = ωA
{[
(n− 1− imΩ)2 − 1
]
tn−2 + 2i(n+ imΩ)tn − tn+2
}
= ω
n
2
[
(n− 1− imΩ)2 − 1
]
Axn−2 + 2iω
n
2
+1(n+ imΩ)Axn − ω n2 +2Axn+2.
Note that, in terms of the variable x, the first term in F has the same order in ω as f , and
the next two terms are of a higher order of smallness.
Let us construct now a solution of Eq. (30) by the method of successive iterations, setting
fm0 = Bm1t
m ≡ ωm/2Bm1xm and keeping in each iteration only the leading terms. In the k-th
iteration the leading term has, evidently, the form Akx
m−2k, where A0 = ωm/2Bm1 = O(1),
and all Ak are, obviously, of the order of unity too. Then after some algebra we obtain
Ak+1 =
(a−m+ k)(a−m+ k + 1)
(1−m+ k)(k + 1) Ak, 0 ≤ k ≤ m− 2.
Taking into account Eq. (34), one can see that these are the coefficients of finite sum in
Eq. (29). In addition to that, at k = m we obtain the term containing Amx
−m lnx, where
Am = −2a(a− 1)
m
Am−1 =
(−1)mΓ(a)Γ(a+ 1)
Γ(a−m)Γ(a−m+ 1) ω
m/2Bm1.
This corresponds to the leading logarithmic term in Eq. (29). The other terms in Eq. (29)
can be obtained in a similar way.
And the last remark in conclusion to this subsection. The right-hand side of Eq. (31)
contains the similar term proportional to Bm2t
−m ln(t/ω1/2), but, by virtue of Eq. (34), it is
of the higher order of smallness in ω in terms of the variable x.
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2. Transition from Eqs. (36) to (37)
As follows from Eqs. (34),
A2a
A1a
=
(−1)mΓ(a)Γ(1 + a)
(m− 1)! Γ(−a∗)Γ(1− a∗)
[
ψ(1) + ψ(m+ 1)− ψ(a)− ψ(1 + a)
]
=
(−1)mΓ(a)Γ(1 + a)Γ(1 + a∗)Γ(a∗)
(m− 1)! Γ(1 + a∗)Γ(−a∗)Γ(1− a∗)Γ(a∗)
[
ψ(1) + ψ(m+ 1)− ψ(a)− ψ(1 + a)
]
= −(−1)
m|a|2|Γ(a)|4
pi2(m− 1)! sin
2(pia∗)
[
ψ(1) + ψ(m+ 1)− ψ(a)− ψ(1 + a)
]
.
Further, we observe that
sin(pia∗) =
1
2i
[
eipim(1−iΩ)/2 − e−ipim(1−iΩ)/2
]
=
1
2i
eipim/2
[
epimΩ/2 − (−1)me−pimΩ/2
]
,
sin2(pia∗) = −(−1)
m
4
[
epimΩ/2 − (−1)me−pimΩ/2
]2
,
and obtain Eq. (37).
3. Asymptotic expansion of Ia1
Passing in Eq. (51) from (1− s) to s yields (see Eq. 15.3.12 in [37])
Ia1 ≈ 12(1+ Ω2)Γ(1 + imΩ)(1− s)1+imΩ
{
m! s−a
[Γ(1 + a)]2
m−1∑
k=0
[(1 + a−m)k]2
(1−m)k k! s
k
− (−1)
mmsa
∗
[Γ(1− a∗)]2
∞∑
k=0
[(1+a)k]
2
k!(m+k)!
sk
[
ln s−ψ(k+1)−ψ(m+k+1)+2ψ(1+a+k)
]}
.
Then, on passing to the variable x, we obtain
Ia1 ≈ 12(1+ Ω2)Γ(1+imΩ)x−2(1+imΩ)(x2−1)1+imΩ
{
m!x2a
[Γ(1 + a)]2
m−1∑
k=0
[(1 + a−m)k]2
(1−m)k k! x
−2k
+
(−1)mmx−2a∗
[Γ(1− a∗)]2
∞∑
k=0
[(1+a)k]
2
k!(m+k)!
x−2k
[
2 lnx+ψ(k+1)+ψ(m+k+1)−2ψ(1+a+k)
]}
and finally Eq. (52).
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