Abstract Consider the optimization problem p min,Q := min x∈Q p(x), where p is a degree m multivariate polynomial and Q := [0, 1] n is the hypercube. We provide explicit degree and error bounds for the sums of squares approximations of p min,Q corresponding to the Positivstellensatz of Putinar. Our approach uses Bernstein multivariate approximation of polynomials, following the methodology of De Klerk and Laurent to provide error bounds for Schmüdgen type positivity certificates over the hypercube. We give new bounds for Putinar type representations by relating the quadratic module and the preordering associated with the polynomials g i := x i (1 − x i ), i = 1, . . . , n, describing the hypercube Q.
Introduction
Given a multivariate degree m polynomial p : R n → R and the unit hypercube Q := [0, 1] n , we consider the following minimization problem: p min,Q := min
One also defines p max,Q := max x∈Q p(x). When p is a quadratic polynomial, this problem includes NPhard optimization problems in graph, such as maximum cut or stable set problems. One way to address Problem (1) is to consider the hierarchy of sums of squares relaxations by Lasserre [3] to get Putinar type representation [6] of positive polynomials over Q. We refer the interested reader to [5, 7] for more details on these relaxations. Other approaches include representations derived from the Positivstellensätze of Schmüdgen [8] and Handelman [2] . The complexity of Putinar (resp. Schmüdgen) Positivstellensätz has been investigated by Nie and Schweighofer in [4] (resp. Schweighofer in [9] ). However, the error bounds for the [1] is that some error bounds for Putinar type representation when optimizing quadratic polynomials over the hypercube can be obtained if the so-called "C n = 1 n(n+2) conjecture" is true. Assuming that this conjecture holds, we provide new error bounds for Putinar type representations when minimizing multivariate polynomials over Q.
Note that even though the present results rely on this assumption in general, the conjecture can be machine-checked for small integers (r ≤ 6). Hence, this note states an additional explicit error bound for approximating polynomial optimization problems involving a small number of variables. 
Preliminaries
Then, the n-variate Bernstein polynomial P d,k is defined as follows:
For the sequel, we also need to define
Error bounds for Schmüdgen type representations
One can describe the hypercube Q := [0, 1] n with the linear polynomials:
and denote by H r (q) (resp. T r (q)) the r-truncated preprime (resp. preordering) generated by q 1 , . . . , q 2n :
Moreover, let H(q) := r∈N H r (q) (resp. T (q) := r∈N T r (q)) stands for the preprime (resp. preordering) generated by q 1 , . . . , q 2n .
, with q as in (2) . If p is positive on Q, then p belongs to the preprime H(q).
, with q as in (2) . If p is positive on Q, then p belongs to the preordering T (q). 
The bound is sharper in the quadratic case m = 2.
Error bounds for Putinar type representations
Alternatively, the hypercube Q := [0, 1] n can be described with the polynomials
. . , g n ) be the n-truncated quadratic module associated with g i , i = 1, . . . , n. Define p (r) put,g := sup{µ : p−µ ∈ M r (g)} as the lower bound obtained when solving Lasserre relaxation of Problem (1) at order r. In [1, Sect. 4] , the authors conjecture the following:
This conjecture allows to derive error bounds for Putinar type representations on the hypercube. The authors of [1, Sect. 4] provide an explicit error bound for the quadratic case (see Table 1 ). We also remind the error bound obtained by Nie and Schweighofer [4] :
, ǫ > 0 and S be the hypercube [0, 1 − ǫ] n , described with the polynomials quadratic module associated with g 1 , . . . , g n . Then, there exists a positive constant c such that: 
Sect. 2 is dedicated to the proof of this result. We summarize in Table 1 the known results for the bound parameters (degree and error bounds) obtained for Schmüdgen and Putinar positivity certificates when optimizing polynomials over the hypercube. Note that in the general case, our error bound is sharper than the bound in Theorem 4 (ii), when choosing the constant c = 1. However, we lose a factor nm with respect to the exponential argument of the degree bound given in Theorem 4 (i). 
2 Proof of the main result Lemma 1 For n even,
Proof For n even, it comes from Lemma 1. The case n = 1 is trivial (C 1 := 0). Now, suppose that n is odd with n = 2l − 1 for some l ≥ 2. Define C 2l−1 := C 2l . From Lemma 1, one has the following representation:
where σ 0 , . . . , σ 2l are sums of squares of polynomials. By instantiating x n with 1, one gets the desired result.
⊓ ⊔
For n ∈ N 0 , let C n be as in Lemma 2 and define C
The next lemma allows to express any degree t term −λx
with positive λ as −λ + q for some q ∈ M 2⌈t/2⌉ (g).
Lemma 3 For every
Proof First, we show by induction on n that
For the univariate case it comes from 1 −
. Now, let consider the multivariate case n ≥ 2. One has 1 −
+C n . Then we conclude using induction applied on the term 1 −
Now, we introduce new variables y := (x |h|+1 , . . . , x t ) and replace 1 − x by y. Using (6) on the term
Proof Fix an integer d ∈ N 0 . As in [1, Sect. 3.2], one can write:
where each degree |k| − k j polynomial q k,j can be written as h,i λ h,i x h (1 − x) i for some nonnegative coefficients λ h,i summing up to 1.
Then, we split the sum depending on the signs of p k and of a (kj ) ij to obtain the following decomposition: 
