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予測 [5–9]，異常の早期検知 [10–18]，自動走行モビリティ[19–28]，金融 [29–34]，





























































などにおけるシステムの異常検知 [64–66]，システムのパラメータ設計 [67, 68]，











































































































• 飼育データ : 少数の信頼性の高い訓練事例集合





















例集合 (xi, ci)から，任意の特徴ベクトル xに対して，分類されるべき適切なク
ラスを予測できる学習器を得ることがクラス分類問題である．
通常のクラス分類問題では，一種類の訓練事例集合を扱う．すべての訓練事
例は，獲得すべき学習目標を表す同時分布 P [x, c]から独立に生成されていると
みなされる．一方，飼いならし学習問題では，飼育データと野生データの二種類
の訓練事例集合を扱う．飼育データに含まれる訓練事例は，通常のクラス分類問

















2.2. BaggTaming　- 飼いならし学習の解法 - 13










































2.2. BaggTaming　- 飼いならし学習の解法 - 15
図 2.1: Alghorithm of BaggTaming























































































































2. 　 PN[x, c]に由来する訓練事例を多く含む訓練事例集合
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図 3.4: Discrimination boundary for biased data in the vicinity of tame data
3.1.2 誤ったラベルを含む訓練事例集合
サンプリングされた訓練事例集合に，PN[x, c]に由来する訓練事例が多く含ま





む訓練事例集合から学習する場合，所望する P [x, c]の概念をうまく獲得するこ
とができない．
図 3.6に，多くの PN[x, c]から生成された訓練事例を含む訓練事例集合からの
学習例を示す．図 3.6で表す野生データの訓練事例に与えられたラベルLiは，以
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図 3.5: Discrimination boundary for data that is biased towards tame data
下の式に基づいて与えられている．
Li =










図 3.6: Discrimination boundary when erroneous data is used
する基準とは異なる分布であるPN[x, c]に由来する訓練事例が多く含まれること
に起因する弱学習器の判別能力の低下を示している．ここで重要なことは，3.1.1












































トル xiを P [x, c]に射影し，推定ラベル cˆrmiを与えることができれば，目標概念
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• A:Tame data
• B:Tame data + Wild data
• C:Tame data + Wild data + Relabeling wild data














kとする．ここで，j + k = iである．
ここまでは従来手法と同様の手続きである．従来手法では，採用判定におい
て不採用となった弱学習器 f r1...f rkは破棄され，今後の手続きに影響を与えない．
一方，提案手法では，採用判定において不採用となった弱学習器の学習に用い
られた訓練事例集合Dr1...Drkを保存しておく．Dr1...Drkに含まれるすべての訓練
事例に対して，採用された弱学習器 f a1 ...f aj の凝集により，与えるべきラベルを
推定する．任意の訓練事例 (xl, cl)に対する推定ラベル cˆlは，形式的には次式の
ように決定される．



















れた弱学習器 fˆ1...fˆm(m ≤ k)と f a1 ...f aj を凝集し，最終的な判定を行う．任意の
特徴ベクトル xに対する推定ラベル cˆは，形式的には次式のように決定される．




ptI[c = f at (x)]　
m∑
u=1
puI[c = f au (x)] (3.2)
以上の手続きを図 3.8に示す．
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ジトリにまとめられている汎用データセットである “Wine Quality Dataset” [92]
を用いる．このデータセットは各サンプルごとに 10種類の化学成分を計測し，ワ
インエキスパートによる官能検査によって品質を10段階に分類したラベルを持つ．








ベルを与えたデータセットの概要を，それぞれ表 4.1，表 4.2，表 4.3，表 4.4に
4.2. 実験条件 35
表 4.1: Wine quality binary dataset
Original labels Number of data New label
5 1457 1
6 2198 2
表 4.2: Abalone binary dataset





実験では，二値分類問題では，飼育データ数NT = {40, 60, 80}，多値分類問題







PN[x, c]に由来する訓練事例の含有率をWf = {20[%], 40[%], 60[%]}とした．した
がって，野生データに含まれるPN[x, c]に由来する訓練事例の数は，NW　×Wf
表 4.3: Wine quality multiclass dataset
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表 4.4: Abalone multiclass dataset





























“Abalone Dataset”を用いた結果を図 4.2に示す．図 4.2からわかるように，
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図 4.1: Estimation accuracy of Binary label using “Wine Quality Dataset”















“Abalone Dataset”を用いた結果を図 4.4に示す．図 4.4からわかるように，























図 4.3: Estimation accuracy of multilevel label using “Wine Quality Dataset”
図 4.4: Estimation accuracy of multilevel label using “Abalone Dataset”




































“Wine Quality Dataset”の減少率 (図4.5)と“Abalone Dataset”の減少率 (図4.6)
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図 4.5: Reduction rate of training examples in binary classiﬁcation using “Wine
Quality Dataset”
表 4.5: Reduction rate of binary classiﬁcation using “Wine Quality dataset”，
NT
40 60 80
Before After Before After Before After
20 722 567.6 718 503.7 714 491.9
Wf 40 1446 1123.4 1438 985.6 1430 914.0
60 2168 1670.8 2156 1460.4 2144 1316.5
4.4. ラベル推定による野生データの推移　 45
図 4.6: Reduction rate of training examples in binary classiﬁcation using “Abalone
Dataset”
表 4.6: Reduction rate of binary classiﬁcation using “Abalone dataset”
NT
40 60 80
Before After Before After Before After
20 826 730.6 822 668.9 818 625.7
Wf 40 1654 1399.1 1646 1255.1 1638 1155.9
60 2482 1981.9 2470 1808.4 2458 1660.6
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4.4.2 多値分類における野生データの推移
次に，多値分類における提案手法適用前後の野生データの推移を検証する．














図 4.7: Reduction rate of training examples in multilevel classiﬁcation using
“Abalone Dataset”
表 4.7: Reduction number of multilevel classiﬁcation using “Wine Quality dataset”
NT
60 90 120
Before After Before After Before After
20 894 604.8 888 586.3 882 593.3
Wf 40 1788 1186.6 1776 1166.6 1764 1145.1
60 2220 1270.5 2203 1384.4 2186 1417.2
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図 4.8: Reduction rate of training examples in multilevel classiﬁcation using
“Abalone Dataset”
表 4.8: Reduction number of multilevel classiﬁcation using “Abalone dataset”
NT
60 90 120
Before After Before After Before After
20 822 553.9 816 546.9 810 546.2
Wf 40 1644 1084.8 1632 1085.0 1620 1076.0








ity Dataset”を用いた結果を図 4.9から図 4.11に示す．図 4.9，図 4.10，図 4.11は
それぞれNT = 40, 60, 80の場合を表す．また，その正判別率を表 4.9，表 4.10，
表 4.11に示す．






















“Abalone Dataset”を用いた結果を図 4.12から図 4.14に示す．図 4.12，図 4.13，
図 4.14はそれぞれNT = 40, 60, 80の場合を表す．また，その正判別率を表 4.12，
表 4.13，表 4.14に示す．
図 4.12，図 4.13，図 4.14のそれぞれにおいて，Baggingは飼育データに対し
て 60[%]から 70[%]の判別能力を示している．“Abalone Dataset”を用いた場合







図 4.9: Accuracy of binary classiﬁcation for test data using “Wine Quality
Dataset”, NT = 40
表 4.9: Accuracy of binary classiﬁcation for test data using “Wine Quality
Dataset”,NT = 40
Accuracy
Bagging BaggTaming Proposed method
20 50.15 57.99 62.78
Wf 40 50.04 55.87 60.87
60 50.78 52.40 58.73
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図 4.10: Accuracy of binary classiﬁcation for test data using “Wine Quality
Dataset”, NT = 60
表 4.10: Accuracy of binary classiﬁcation for test data using “Wine Quality
Dataset”,NT = 60
Accuracy
Bagging BaggTaming Proposed method
20 54.24 59.21 62.71
Wf 40 53.24 55.96 61.31
60 53.23 52.58 61.56
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図 4.11: Accuracy of binary classiﬁcation for test data using “Wine Quality
Dataset”, NT = 80
表 4.11: Accuracy of binary classiﬁcation for test data using “Wine Quality
Dataset”,NT = 80
Accuracy
Bagging BaggTaming Proposed method
20 56.80 61.83 64.96
Wf 40 58.30 60.68 65.10
60 57.49 55.97 65.80
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図 4.12: Accuracy of binary classiﬁcation for tame data using “Abalone Dataset”,
NT = 40
表 4.12: Accuracy of binary classiﬁcation for test data using “Abalone
Dataset”,NT = 40
Accuracy
Bagging BaggTaming Proposed method
20 66.87 67.43 72.03
Wf 40 63.36 67.18 71.92
60 65.39 67.28 71.73
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図 4.13: Accuracy of binary classiﬁcation for tame data using “Abalone Dataset”,
NT = 60
表 4.13: Accuracy of binary classiﬁcation for test data using “Abalone
Dataset”,NT = 60
Accuracy
Bagging BaggTaming Proposed method
20 66.02 67.69 72.24
Wf 40 67.60 67.78 71.82
60 69.01 66.77 70.70
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図 4.14: Accuracy of binary classiﬁcation for test data using “Abalone Dataset”,
NT = 80
表 4.14: Accuracy of binary classiﬁcation for test data using “Abalone
Dataset”,NT = 80
Accuracy
Bagging BaggTaming Proposed method
20 71.38 72.36 76.69
Wf 40 71.09 73.37 75.63




ity Dataset”を用いた結果を図 4.15から図 4.17に示す．図 4.15，図 4.16，図 4.17
はそれぞれNT = 60, 90, 120の場合を表す．その正判別率を表 4.15，表 4.16，表
4.17に示す．
また，“Abalone Dataset”を用いた結果を図 4.18から図 4.20に示す．図 4.18，
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図 4.15: Accuracy of multilevel classiﬁcation for test data using “Wine Quality
Dataset”, NT = 60
表 4.15: Accuracy of multilevel classiﬁcation for test data using “Wine Quality
Dataset”,NT = 60
Accuracy
Bagging BaggTaming Proposed method
20 40.73 45.85 49.32
Wf 40 40.99 44.16 48.11
60 42.54 43.23 50.69
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図 4.16: Accuracy of multilevel classiﬁcation for test data using “Wine Quality
Dataset”, NT = 90
表 4.16: Accuracy of multilevel classiﬁcation for test data using “Wine Quality
Dataset”,NT = 90
Accuracy
Bagging BaggTaming Proposed method
20 43.30 49.07 51.43
Wf 40 42.60 45.44 50.80
60 43.04 40.88 48.47
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図 4.17: Accuracy of multilevel classiﬁcation for test data using “Wine Quality
Dataset”, NT = 120
表 4.17: Accuracy of multilevel classiﬁcation for test data using “Wine Quality
Dataset”,NT = 120
Accuracy
Bagging BaggTaming Proposed method
20 45.20 50.13 51.22
Wf 40 45.06 45.43 52.19
60 45.82 44.04 50.77
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図 4.18: Accuracy of multilevel classiﬁcation for test data using “Abalone Dataset”,
NT = 60
表 4.18: Accuracy of multilevel classiﬁcation for test data using “Abalone
Dataset”,NT = 60
Accuracy
Bagging BaggTaming Proposed method
20 50.82 52.60 56.68
Wf 40 52.18 52.24 56.00
60 51.52 50.56 54.92
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図 4.19: Accuracy of multilevel classiﬁcation for test data using “Abalone Dataset”,
NT = 90
表 4.19: Accuracy of multilevel classiﬁcation for test data using “Abalone
Dataset”,NT = 90
Accuracy
Bagging BaggTaming Proposed method
20 53.10 53.74 57.56
Wf 40 53.49 52.50 57.09
60 52.26 50.65 53.95
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図 4.20: Accuracy of multilevel classiﬁcation for test data using “Abalone Dataset”,
NT = 120
表 4.20: Accuracy of multilevel classiﬁcation for test data using “Abalone
Dataset”,NT = 120
Accuracy
Bagging BaggTaming Proposed method
20 54.27 59.93 64.15
Wf 40 55.64 58.24 61.50
60 56.05 55.12 57.69







に新たにラベルを与えている．二値分類では，“Wine quality dataset”は表 4.1，
“Abalone dataset”は表 4.2に示すようにラベルを与えている．また，多値分類で
は “Wine quality dataset”は表 4.3，“Abalone dataset”は表 4.4に示すようにラベ
ルを与えている．表 4.1，表 4.3からわかるように，“Wine quality dataset”で使
用しているデータは original labelが近いことがわかる．“Wine quality dataset”
における original labelは，ワインエキスパートの官能検査による 10段階の味品
質であるため，original labelが近いデータ同士では相互に検査バイアスがかか
る恐れがある．そのため，分類が困難であり，正判別率が低くなったと考えら












図 4.21: Distribution of original labels of “Abalone Dataset” in binary classiﬁcation
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表 4.21: Average accuracy of each method and attainment target
Wine Quality Dataset Abalone Dataset
binary multilevel binary multilevel
BaggTaming 66.25 51.97 73.44 58.92
Proposed method 73.01 55.89 77.52 62.16
Attainment target 74.12 59.13 77.77 65.63
図 4.23: Average accuracy and attainment target using “Wine Quality Dataset”
in binary classiﬁcation
図 4.24: Average accuracy and attainment target using “Wine Quality Dataset”
in multilevel classiﬁcation
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表 4.22: Contingency table
Observation
Positive Negative
Estimate Positive TP (True Positive) FP (False Positive)






分割表を示す．表 4.22を用いた場合，正判別率 (Accuracy)，適合率 (Precision)，
再現率 (Recall)は以下の様に示すことができる．
Accuracy = TP + TN
TP + FP + FN + TN (4.1)
Precision = TP
TP + FP (4.2)
Recall = TP









F −measure = 2RecallP˙ recision
Recall + Precision (4.4)
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図 4.25: Precision for tame data using “Abalone Dataset”, NT = 40
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図 5.2: Overview of pull test
図 5.3: pull tester
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図 5.8: AE parameter
5.3. 実験 85
表 5.1: Bonding parameter
Ultrasonic power 360[kHz]
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図 5.10: Experiment environment
表 5.2: Number of samples used for experiment
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表 5.3: Accuracy rate using Time features
Lots Bagging BaggTaming Proposed method
40 49.27 53.31 59.72
60 49.75 54.08 58.81
80 50.17 54.12 58.97
100 50.33 57.49 59.31
表 5.4: Accuracy rate using Frequency features
Lots Bagging BaggTaming Proposed method
40 49.29 53.66 60.39
60 50.38 50.17 59.02
80 49.44 50.77 59.05

















図 5.12: Accuracy using Frequency features
表 5.5: Accuracy rate using Time features and Frequency features
Lots Bagging BaggTaming Proposed method
40 48.74 53.51 61.32
60 49.78 51.23 60.01
80 48.48 52.63 58.94
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