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Introduccio´n
Es tradicional repartir el campo del ana´lisis matema´tico en dos grandes subdivisiones,
etiquetadas por los nombres de variable real y variable compleja. Esto puede parecer
curioso, porque un nu´mero complejo no es ma´s que un par de nu´meros reales dotado de
una ley de multiplicacio´n. Sin embargo, el comportamiento de las funciones diferencia-
bles en los dos contextos es muy distinto. Por un lado, hay funciones suaves no nulas
de dos argumentos reales con soporte en una parte compacta de su dominio, pero una
funcio´n diferenciable de un argumento complejo con soporte compacto es ide´nticamente
nula. En cambio, las funciones diferenciables complejos admiten desarrollos en serie de
Taylor y por ende son indefinidamente diferenciables, al contrario de lo que ocurre en el
caso real. Estas diferencias motivan la consideracio´n del caso complejo por aparte.
Hay dos maneras de estudiar funciones en el plano complejo. Los trabajos de
Cauchy,1 a partir de 1825, enfocaron las integrales de lı´nea de las funciones comple-
jas sin singularidades (funciones holomorfas). Ma´s tarde, Weierstrass,2 a partir de 1854,
enfatizo´ las funciones analı´ticas, las que admiten desarrollos en series de potencias con-
vergentes. Ahora bien, las funciones analı´ticas de un argumento complejo son holomor-
fas; y viceversa. Las interacciones entre estos dos puntos de vista enriquecen la teorı´a.
Hoy en dı´a, la teorı´a de “variable compleja” comprende varias subdisciplinas, cada
una con su propio intere´s y estilo: las aplicaciones conformes, el ana´lisis asinto´tico, las
funciones elı´pticas, etc. Adema´s, hay muchas interacciones con la teorı´a de “variable
real”: por ejemplo, en las series e integrales de Fourier. Aquı´ se pretende ofrecer un
curso “cla´sico”, abarcando un temario mı´nimo que abre las puertas a todo lo dema´s.
1Augustin-Louis Cauchy, Me´moire sur les inte´grales de´finies prises entre des limites imaginaires,
sometido a la Acade´mie des Sciences de Paris, el 28 de febrero de 1825.
2Karl Weierstrass, Theorie der Abel’schen Funktionen, Journal fu¨r die reine und angewandte Mathe-
matik 52 (1856), 285–380.
MA–702: Variable Compleja
Temario
? Funciones en el Plano Complejo.
El cuerpo C de los nu´meros complejos, conjugados complejos y mo´dulos. Forma
polar de un nu´mero complejo. Rectas y cı´rculos en C, la esfera de Riemann C∞.
Series de potencias, las funciones exponencial y logarı´tmica. Derivada de una
funcio´n compleja, las ecuaciones de Cauchy y Riemann. Aplicaciones del plano
complejo, transformaciones de Mo¨bius, razo´n doble.
? El Teorema de Cauchy y las Funciones Holomorfas.
Integrales de lı´nea en C. El teorema de Cauchy y Goursat para recta´ngulos. La
fo´rmula integral de Cauchy, las desigualdades de Cauchy, serie de Taylor de una
funcio´n holomorfa, el teorema de Cauchy en general. El teorema de Liouville y
sus consecuencias. Series de Laurent para funciones meromorfas, clasificacio´n
de singularidades aisladas. El teorema del residuo y las integrales de contorno.
Ca´lculo de integrales definidas. Integrales de valor principal, sumacio´n de se-
ries. El principio del argumento, conteo de ceros y polos, el teorema de Rouche´.
El teorema de la aplicacio´n abierta, el teorema del mo´dulo ma´ximo, el lema de
Schwarz.
? Series y Productos de Funciones Holomorfas.
Convergencia uniforme sobre compactos, funciones holomorfas definidas por se-
ries o integrales. Productos infinitas, funciones holomorfas definidas por pro-
ductos. La funcio´n gamma y su continuacio´n meromorfa. La funcio´n zeta de
Riemann.
? Aplicaciones Conformes.
Aplicaciones conformes en el plano complejo. Isomorfismo conforme de regiones
en C, automorfismos del disco unitario y del plano.
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1 Funciones en el Plano Complejo
1.1 El cuerpo complejo C
Los nu´meros complejos forman un cuerpo1 que incluye el cuerpo R de los nu´meros
reales pero tambie´n admite una solucio´n de la ecuacio´n z2 =−1. De hecho, admite dos
soluciones distintas de esta ecuacio´n cuadra´tica, ya que (−z)2 = z2. Estas soluciones
se denotan por i y −i, porque antiguamente se considero´ “imaginario” una cantidad de
cuadrado negativo, en contraste con los nu´meros de cuadrado positivo o cero, apodados
“reales”.
En este curso, se toma como conocidas las propiedades de los nu´meros reales y la
convergencia de sucesiones y series en R. Entonces, siguiendo a Euler, se define un
nu´mero complejo como una expresio´n
z = x+ iy, con x,y ∈ R.
El nu´mero real x =: ℜz se llama la parte real de z; mientras y =: ℑz es su parte imag-
inaria —aunque y tambie´n es un nu´mero real. Las operaciones de suma y producto de
nu´meros complejos se definen ası´:
z1+ z2 := (x1+ x2)+ i(y1+ y2),
z1 z2 := (x1x2− y1y2)+ i(x1y2+ x2y1). (1.1)
La ley de multiplicacio´n en (1.1) viene de tomar z1 = x1+ iy1, z2 = x2+ iy2 como poli-
nomios reales en una “inco´gnita” i, seguido por una reduccio´n por la regla i2 =−1,
(x1+ iy1)(x2+ iy2) = x1x2+ i(x1y2+ x2y1)+ i2y1y2 = (x1x2− y1y2)+ i(x1y2+ x2y1).
Se deja como ejercicio2 comprobar que estas operaciones son conmutativas y asociativas
y que cumplen la ley distributiva: z1(z2+ z3) = z1z2+ z1z3.
Fı´jese que z1z2 = 0+ i0 si y so´lo si x1x2 = y1y2 y x1y2 =−x2y1; es fa´cil comprobar
que estas ecuaciones entre nu´meros reales so´lo se cumplen si x1 = y1 = 0 o bien x2 =
y2 = 0. Entonces C := {x+ iy : x,y ∈ R} es un anillo entero3 cuyo elemento es 0+ i0,
1El te´rmino viene del alema´n Ko¨rper, traducido como corps en france´s, cuerpo en espan˜ol, corp
en rumano, etc., aunque en ingle´s se dice field. Nunca debe usarse la traduccio´n secundaria “campo”,
reservada para campos vectoriales, campos magne´ticos, etc.
2El lector al que le parece demasiado informal este proceso tiene una alternativa: definir C como el
cociente del anillo de polinomios R[X ] por el ideal principal (X2−1), en donde el elemento i se identifica
con la coclase X +(X2−1). Luego habrı´a que comprobar que este anillo es un cuerpo.
3Un anillo conmutativo es entero si no posee divisores de cero: ab = 0 implica a = 0 o bien b = 0.
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en adelante denotado por 0 simplemente; y cuyo elemento unidad es 1+ i0, en adelante
denotado por 1.
De hecho, al abreviar x+ i0 = x, se considera R como parte de C.
I El anillo C tiene una tercera operacio´n (unaria), la conjugacio´n compleja z 7→ z¯,
z = x+ iy =⇒ z¯ := x− iy.
Las siguientes propiedades de la conjugacio´n compleja son inmediatas:
¯¯z = z, z+w = z¯+ w¯, zw = z¯ w¯.
Obse´rvese que el producto zz¯= (x+ iy)(x− iy) = x2+y2 es real y no negativo, de modo
que zz¯ = 0 en R si y so´lo si z = 0 en C.
En consecuencia, cada z 6= 0 en C tiene un inverso multiplicativo 1/z, dada por
1
z
:=
z¯
zz¯
=
x− iy
x2+ y2
=
x
x2+ y2
− i y
x2+ y2
.
En sı´ntesis: C es un anillo conmutativo entero, en donde cada elemento no nulo posee
un inverso; es decir, C es un cuerpo.
El valor absoluto, o el mo´dulo, de z ∈ C es el nu´mero real no negativo
|z| :=√zz¯ .
Obse´rvese que |z¯|= |z| y que |−z|= |z|. Adema´s, se ve que |zw|=√zwz¯w¯ = |z| |w|.
Al tomar raı´ces cuadradas en las inecuaciones x2 ≤ x2+y2, y2 ≤ x2+y2, se obtiene
−|z| ≤ℜz≤ |z|, −|z| ≤ ℑz≤ |z|, para todo z ∈ C.
Lema 1.1. El mo´dulo de nu´meros complejos cumple la desigualdad triangular:
|z+w| ≤ |z|+ |w|, para todo z,w ∈ C. (1.2)
Demostracio´n. Es cuestio´n de comparar los cuadrados de ambos lados:
|z+w|2 = (z+w)(z¯+ w¯) = zz¯+ zw¯+wz¯+ww¯
= |z|2+2ℜ(zw¯)+ |w|2
≤ |z|2+2|zw¯|+ |w|2 = |z|2+2|z| |w|+ |w|2 = (|z|+ |w|)2.
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I La biyeccio´n x+ iy↔ (x,y) entre C y R2 sugiere que los nu´meros complejos pueden
representarse por los puntos de un plano. Esta biyeccio´n es R-lineal (ya que tanto C
como R2 pueden considerarse como espacios vectoriales sobre R) pero habrı´a que in-
terpretar la multiplicacio´n compleja como una operacio´n geome´trica sobre el plano. El
topo´grafo dane´s Wessel observo´ en 1797 que la multiplicacio´n por i, es decir,
z 7→ iz, o equivalentemente, x+ iy 7→ −y+ ix,
efectu´a una rotacio´n del plano por un a´ngulo recto (en el sentido antihorario).4
0
z
z+w
w
0
1
zw
w
z
θ
θ
•
•
•
•
•
•
•
•
•
Figura 1.1: Suma y producto de dos nu´meros complejos
La representacio´n de la suma z+w en el plano complejo es ide´ntico que la repre-
sentacio´n de la suma de dos vectores en R2. Si z,w ∈ C, el punto z+w en el plano se
coloca para que el segmento [0,z+w] sea la diagonal del paralelogramo5 cuyos lados
adyacentes son los segmentos [0,z] y [0,w]: ve´ase la Figura 1.1. (Este dibujo deja de
lado los casos excepcionales z = 0; w = 0; y z = tw con t real.)
Para representar el producto zw en el plano, conviene recordar las coordenadas
polares en R2:
x = r cosθ , y = r senθ ,
4Caspar Wessel presento´ su reporte Om directionens analytiske betegning (Sobre la representacio´n
analı´tica de la direccio´n) ante la Real Academia Dane´s de Ciencias, el 10 de marzo de 1797. Unos an˜os
despue´s, en 1806, Jean-Robert Argand publico´ privadamente en Parı´s su ensayo Essai sur une manie`re de
repre´senter les quantite´s imaginaires dans les constructions ge´ome´triques, con la misma idea, dando ası´
el nombre plano de Argand a la representacio´n geome´trica de C.
5La notacio´n [a,b] aquı´ denota el segmento de recta cuyos extremos son los vectores a y b. En el
plano complejo, por ejemplo, se escribe [z,w] := {(1− t)z+ tw : t ∈ R, 0≤ t ≤ 1}.
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que permiten expresar un nu´mero complejo z = x+ iy en la forma
z = r(cosθ + isenθ). (1.3)
Obse´rvese que r =
√
x2+ y2 = |z| es la distancia del origen 0 al punto z en el plano.
Si w = u+ iv = s(cosϕ+ isenϕ) es otro nu´mero complejo, entonces
zw = rs(cosθ + isenθ)(cosϕ+ isenϕ)
= rs
(
(cosθ cosϕ− senθ senϕ)+ i(senθ cosϕ+ cosθ senϕ))
= rs
(
cos(θ +ϕ)+ isen(θ +ϕ)
)
. (1.4)
Como rs = |z| |w| = |zw|, este ca´lculo muestra que el a´ngulo polar que corresponde al
producto zw es la suma θ +ϕ de los a´ngulos correspondientes a los factores z y w —
aunque se permite sumar o restar un mu´ltiplo de 2pi a cada a´ngulo.
El argumento del nu´mero complejo no cero z= r(cosθ + isenθ) 6= 0 es la cantidad
θ mod 2pi ∈R/2piZ, que sera´ denotado por argz. Informalmente, se considera z 7→ argz
como una “funcio´n multiforme” con infinitos valores distintos (que difieren entre sı´ por
mu´ltiplos de 2pi); usualmente, se toma el valor principal del argumento, escrito Argz,
que cumple −pi < Argz≤ pi . No se define el argumento de 0.
En vista de (1.3), cada z 6= 0 en C queda determinado por |z| y argz; el producto en
C\{0} cumple las reglas
|zw|= |z| |w|, arg(zw) = argz+ argw.
Obse´rvese tambie´n que |z¯| = |z| pero arg z¯ = −argz. Para cada z 6= 0 fijo, la multipli-
cacio´n w 7→ zw combina una dilatacio´n del plano por un factor de |z| con una rotacio´n
del plano por un a´ngulo Argz; estas dos transformaciones dejan fijo el origen 0. Ve´ase
la Figura 1.1.
La transformacio´n z 7→ z¯ tambie´n tiene una interpretacio´n geome´trica: se trata de una
reflexio´n del plano que deja fijo la recta R.
I Las fo´rmulas de adicio´n para senos y cosenos, exhibidas en (1.4), muestran que la
funcio´n θ 7→ cosθ + isenθ cumple la ley de exponentes; esto justifica parcialmente la
notacio´n, introducida por Euler:
eiθ := cosθ + isenθ , ası´ que z = reiθ . (1.5)
El ca´lculo (1.4) se traduce en zw = reiθ seiϕ = rsei(θ+ϕ).
7
MA–702: Variable Compleja 1.1. El cuerpo complejo C
Por induccio´n sobre n ∈ N, se obtiene (eiθ )n = einθ . En la notacio´n trigonome´trica,
esta es la fo´rmula de de Moivre:6
(cosθ + isenθ)n = cosnθ + isennθ , para todo n ∈ Z. (1.6)
El caso n = 0 es trivial; el caso n = −1 viene de la identidad cos2θ + sen2θ ≡ 1; los
dema´s casos siguen por induccio´n.
0
2pi
5 1
ζ5
ζ 25
ζ 35
ζ 45
• •
•
•
•
•
Figura 1.2: las cinco raı´ces cuı´nticas de 1
Si n ∈ N es un entero positivo,7 conside´rese el siguiente nu´mero complejo,
ζn := e2pii/n = cos
2pi
n
+ isen
2pi
n
.
La fo´rmula (1.6) implica que ζ nn = e2pii = 1. De hecho, para k= 0,1, . . . ,n−1, se obtiene
(ζ kn )
n = (e2kpii/n)n = cos2kpi+ isen2kpi = 1,
de modo que la ecuacio´n zn = 1 admite n soluciones distintas z = 1,ζn,ζ 2n , . . . ,ζ n−1n .
Para ver que estas raı´ces n-e´simas de 1 son distintas, basta observar que los ζ kn forman
los ve´rtices de un polı´gono regular de n lados inscrito en el cı´rculo de radio 1 centrado
en el origen (Figura 1.2).
6Esta fo´rmula fue demostrada en 1722 por el matema´tico franco-ingle´s Abraham de Moivre, para n
un entero positivo.
7Aquı´ se sigue el convenio france´s que toma 0 como un “nu´mero natural”: N= {0,1,2,3, . . .}.
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I La ecuacio´n de una recta en R2 es ax+by+c= 0, donde a,b,c∈R con a2+b2 6= 0.
Al sustituir
x = 12(z+ z¯), y =
i
2(z¯− z), (1.7)
y al tomar λ := 12(a+ ib) ∈ C, la ecuacio´n de la recta toma la forma
λ¯ z+λ z¯+ c = 0, con λ ∈ C\{0}, c ∈ R.
Dos rectas λ¯ z+ λ z¯+ c = 0, µ¯ z+ µ z¯+ d = 0 son paralelas o iguales si λ/µ ∈ R;
son perpendiculares si λ/µ = it con t ∈ R. Se deja como ejercicio comprobar estas
afirmaciones.
La ecuacio´n de un cı´rculo con centro α = a+ ib y radio k es (x−a)2+(y−b)2 = k2,
esto es, |z−α|2 = k2, o ma´s simplemente
|z−α|= k.
Obse´rvese que la cantidad |z−w| es la distancia entre los dos puntos z, w en el plano
complejo. Por lo tanto, la desigualdad |z−α|< k representa la regio´n interior del cı´rculo
|z−α|= k; y la desigualdad |z−α|> k representa la regio´n exterior del cı´rculo.
La esfera de Riemann
A veces conviene agregar un “elemento infinito” al plano complejo, para representar el
“recı´proco de cero”. Para tener una idea visual de este elemento extra, conside´rese el
plano complejo C'R2 como el subespacio real {(x,y,0) : x+ iy ∈C} de R3. La esfera
unitaria
S2 = {(x1,x2,x3) ∈ R3 : x21+ x22+ x23 = 1}
tiene “polo norte” N = (0,0,1) y “polo sur” S = (0,0,−1) fuera del plano C: ve´ase la
Figura 1.3.
Si z = x+ iy ∈C, la recta←→Nz corta la esfera S2 en N y en otro punto Z = (x1,x2,x3).
Inversamente, si Z ∈ S2 \{N}, la recta←→NZ no es horizontal y por ende corta el plano C
en un solo punto z. La correspondencia z↔ Z entre C y S2 \{N} se llama la proyeccio´n
estereogra´fica.
Como N, Z y z son puntos colineales, la comparacio´n de coordenadas entre los seg-
mentos Nz y NZ muestra que
x
x1
=
y
x2
=
1
1− x3 .
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CO
N
z
Z
w
W
S
S2
•
•
•
•
•
•
•
Figura 1.3: La proyeccio´n estereogra´fica
Entonces la proyeccio´n Z 7→ z viene dada por
z = x+ iy =
x1+ ix2
1− x3 .
Inversamente, la relacio´n x21+ x
2
2+ x
2
3 = 1 implica
x2+ y2+1 =
x21+ x
2
2+(1− x3)2
(1− x3)2 =
2−2x3
(1− x3)2 =
2
1− x3 ,
ası´ que la correspondencia z 7→ Z viene dada por
x1 =
2x
x2+ y2+1
, x2 =
2y
x2+ y2+1
, x3 =
x2+ y2−1
x2+ y2+1
.
Estas fo´rmulas se escriben como funciones de z de la siguiente manera:
x1 =
z+ z¯
|z|2+1 , x2 =
i(z¯− z)
|z|2+1 , x3 =
|z|2−1
|z|2+1 . (1.8)
Obse´rvese que Z = z si y so´lo si z ∈ C∩S2, si y so´lo si x3 = 0, si y so´lo si |z|= 1.
El interior |z| < 1 del cı´rculo unitario corresponde con el “hemisferio sur” x3 < 0,
mientras el exterior |z|> 1 de dicho cı´rculo corresponde con el “hemisferio norte” x3 > 0
(excluyendo el polo norte N).
Definicio´n 1.2. El plano complejo extendido es el conjunto C∞ := Cunionmulti {∞} (unio´n
disjunta). La biyeccio´n C→ S2 \{N} : z 7→ Z se extiende a una biyeccio´n C∞→ S2 al
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hacer corresponder el elemento extra ∞ ∈C∞ con el polo norte N ∈ S2. En coordenadas,
∞↔ (0,0,1) puede ser considerado como un caso lı´mite de las fo´rmulas (1.8), cuando
|z| →+∞.
Si R> 0 y z ∈ C, no´tese que
|z|> R ⇐⇒ |z|2+1> R2+1 ⇐⇒ x3 > R
2−1
R2+1
= 1− 2
R2+1
,
Entonces la parte {∞}unionmulti{z∈C : |z|> R} deC∞ corresponde con la capa esfe´rica abierta
x3 > 1− 2/(R2 + 1) de S2. Estas capas esfe´ricas forman un sistema de vecindarios
ba´sicos del polo norte N. Al declarar que estas partes son los vecindarios ba´sicos del
punto ∞ ∈ C∞, el conjunto C∞ resulta ser un espacio topolo´gico homeomorfa a la es-
fera S2: esta es la compactificacio´n de un punto del plano complejo.8 Con esta estruc-
tura, el plano extendido C∞ se llama la esfera de Riemann.
1−1
∞
0
i
−i
R∞
iR∞
T
•
•
•
•
•
•
Figura 1.4: Tres cı´rculos en la esfera de Riemann
Si ←→zw es una recta en C, su imagen en S2 bajo proyeccio´n estereogra´fica es la in-
terseccio´n de S2 con el plano Nzw: este en un cı´rculo que pasa por el punto N. Por
otro lado, es un ejercicio comprobar que la imagen de un cı´rculo en C es otro cı´rculo
sobre S2, pero esta vez no pasa por N. Entonces un cı´rculo en C∞ puede definirse como
(a) un cı´rculo ordinario en C; o bien (b) una recta en C con el punto ∞ agregado a ella.
La aritme´tica del cuerpo C se extiende parcialmente a C∞, bajo los convenios
z+∞= ∞, z ·∞= ∞, z/0 = ∞, z/∞= 0 para todo z 6= 0.
8Si X es un espacio topolo´gico localmente compacto y de Hausdorff, su compactificacio´n de un punto
es el espacio compacto (y de Hausdorff) X+ := X unionmulti{∞}, en donde los vecindarios ba´sicos de ∞ son los
conjuntos de la forma {∞}unionmulti (X \K), siendo K una parte compacta de X .
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Tambie´n se puede declarar 0+∞=∞ y adema´s 0/∞= 0. Sin embargo, otras expresiones
tales como 0/0 y ∞+∞ permanecen indefinidas.
1.2 Series de potencias
Las funciones complejas ma´s sencillas son los polinomios p(z) = a0+a1z+ · · ·+anzn.
Luego habra´ que considerar las llamadas funciones “elementales”, tales como las fun-
ciones trigonome´tricas y las funciones exponencial y logarı´tmica; y despue´s, las fun-
ciones obtenidas como primitivas de aquellas.9 Muchas de estas funciones poseen de-
sarrollos en series cuyas sumas parciales son polinomios. Vale la pena empezar con el
estudio de dichas series y sus propiedades de convergencia.
La discusio´n de convergencia de sucesiones y series en la recta real se traslada sin
cambio al plano complejo; la u´nica diferencia reside en la naturaleza del valor absoluto
de un nu´mero: la cantidad no negativa |x| :=
√
x2 para x ∈ R queda reemplazada por
|x+ iy| :=
√
x2+ y2. Ası´, por ejemplo, una sucesio´n (zn) en C es convergente con lı´mite
z ∈ C si, para cada ε > 0, existe N = N(ε) ∈ N tal que n ≥ N =⇒ |zn− z| < ε . Una
serie converge en C si la sucesio´n de sus sumas parciales converge en C. Una funcio´n
f : E→C, definida en una parte E ⊆C, es continua en α ∈ E si, para cada ε > 0, existe
δ = δ (ε)> 0 tal que z ∈ E, |z−α|< δ =⇒ | f (z)− f (α)|< ε . Etce´tera.
Definicio´n 1.3. Sea E ⊆ C una parte cualquiera del plano complejo. Una sucesio´n de
funciones ( fn : E → C)n∈N, converge uniformemente en E si para cada z ∈ E, hay
un elemento f (z) ∈ C que cumple la siguiente propiedad: para cualquier ε > 0, existe
N = N(ε) ∈ N tal que n≥ N =⇒ | fn(z)− f (z)|< ε para todo z ∈ E.
La funcio´n f : E → C ası´ definida es el lı´mite de la sucesio´n de funciones ( fn); se
escribe “ fn→ f uniformemente en E”.
Lema 1.4. Para cada n ∈ N, sea fn : E → C una funcio´n continua en E.10 Si fn→ f
uniformemente en E, la funcio´n lı´mite f es tambie´n continua en E.
Demostracio´n. El “argumento de ε/3”, bien conocido en el caso real, funciona de igual
manera en el plano complejo. Sea dado ε > 0. To´mese N ∈ N, de acuerdo con la
Definicio´n 1.3, tal que n≥ N =⇒ | fn(z)− f (z)|< ε/3 para todo z ∈ E.
9Informalmente, una primitiva de una funcio´n es otra funcio´n cuya derivada coincide con la primera.
10Una funcio´n g : E→ C es continua en E si g es continua en α para todo α ∈ E.
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Si α ∈ E, la continuidad de fN muestra que hay δ > 0 tal que z∈ E, |z−α|< δ =⇒
| fN(z)− fN(α)|< ε/3. Para z ∈ E con |z−α|< δ , entonces, vale
| f (z)− f (α)| ≤ | f (z)− fN(z)|+ | fN(z)− fN(α)|+ | fN(α)− f (α)|< ε3 +
ε
3
+
ε
3
= ε.
No´tese el uso de la desigualdad triangular para el valor absoluto. Se ha mostrado que f
es continua en α , para todo α ∈ E.
La convergencia uniforme de funciones se demuestra, en muchos ejemplos concre-
tos, mediante el uso del siguiente criterio mayorizante de Weierstrass.
Lema 1.5 (Weierstrass). Si un juego de funciones gk : E→ C, para k ∈ N, cumple unas
estimaciones |gk(z)| ≤ Mk para todo z ∈ E; y si la serie nume´rica ∑∞k=0 Mk converge,
entonces la serie ∑∞k=0 gk(z) converge absoluta y uniformemente en E.
Demostracio´n. Sean sn(z) := ∑nk=0 gk(z), para n ∈ N, las sumas parciales de la serie. Si
n> m en N y z ∈ E, entonces
|sn(z)− sm(z)|=
∣∣∣∣ n∑
k=m+1
gk(z)
∣∣∣∣≤ n∑
k=m+1
|gk(z)| ≤
n
∑
k=m+1
Mk ≤
∞
∑
k=m+1
Mk. (1.9)
La convergencia de la serie∑∞k=0 Mk implica que el lado derecho es pequen˜o: dado ε > 0,
hay N = N(ε) ∈ N tal que m≥ N =⇒ ∑k>m Mk < ε .
Entonces, para cada z∈ E, las sumas parciales sn(z) forman una sucesio´n de Cauchy:
n> m≥ N =⇒ |sn(z)− sm(z)|< ε . Por la completitud de C, existe un lı´mite
s(z) := lim
n→∞sn(z)≡
∞
∑
k=0
gk(z)
para cada z ∈ E. Al dejar n→ ∞, se obtiene
m≥ N =⇒ |s(z)− sm(z)| ≤ ε, para todo z ∈ E.
Ahora bien, como N =N(ε) no depende de z, esto dice que sm→ s uniformemente en E;
es decir, la sumatoria ∑∞k=0 gk converge uniformemente a la suma s.
En vista de la estimacio´n (1.9), los mismos considerandos son aplicables a la serie
de valores absolutos ∑∞k=0 |gk(z)|; la convergencia de la serie es tambie´n absoluta.
Definicio´n 1.6. Una serie de funciones complejas de la forma
f (z) :=
∞
∑
n=0
an (z−α)n, (1.10)
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con α ∈ C y an ∈ C para todo n ∈ N, se llama una serie de potencias centrado en α ,
con coeficientes an.
Es evidente que f (α) = a0 + 0+ 0+ · · · = a0, ası´ que la serie converge al menos
en el punto z = α . Para z 6= α , la convergencia o divergencia de la serie depende de la
naturaleza de los coeficientes. Conviene usar la notacio´n (1.10) en todo caso; si no hay
evidencias de convergencia, esta expresio´n es una serie de potencias formal.
Una serie de potencias formal no es ma´s que una sucesio´n de coeficientes (an) y un
para´metro α , escritos de una manera curiosa que indica las reglas apropiadas de suma
y multiplicacio´n. Para manipular estas series formales algebraicamente, conviene usar
una “inco´gnita” X en lugar de (z−α). Con las operaciones aritme´ticas( ∞
∑
n=0
anXn
)
+
( ∞
∑
n=0
bnXn
)
:=
∞
∑
n=0
(an+bn)Xn,( ∞
∑
n=0
anXn
)
·
( ∞
∑
n=0
bnXn
)
:=
∞
∑
n=0
(
∑
j+k=n
a jbk
)
Xn, (1.11)
las series de potencias formales forman un anillo conmutativo entero C[[X ]], que incluye
los polinomios C[X ] como subanillo.
α
r
z0
z
•
••
Figura 1.5: A´mbito de convergencia de una serie de potencias
Lema 1.7. Si una serie de potencias (1.10) converge para algu´n z0 6= α , entonces esta
serie converge en el disco abierto {z ∈C : |z−α|< |z0−α|}; adema´s, la convergencia
es uniforme en cualquier disco cerrado {z ∈ C : |z−α| ≤ r}, si 0< r < |z0−α|.
Demostracio´n. La convergencia de la serie en z = z0 implica que an(z0 − α)n → 0
cuando n→ ∞. Entonces hay N ∈ N tal que n≥ N =⇒ |an(z0−α)n|< 1. Luego,
n≥ N =⇒ |an(z−α)n|= |an(z0−α)n|
∣∣∣∣ (z−α)n(z0−α)n
∣∣∣∣< ∣∣∣∣ z−αz0−α
∣∣∣∣n.
14
MA–702: Variable Compleja 1.2. Series de potencias
Si |z−α| ≤ r con r < |z0−α|, sea t := r/|z0−α|< 1. Entonces |an(z−α)n|< tn para
n≥N. La convergencia de la serie geome´trica∑∞n=0 tn = 1/(1−t) y el Lema 1.5 implica
que la serie de potencias (1.10) converge absoluta y uniformemente en el disco cerrado
{z ∈ C : |z−α| ≤ r}.
La unio´n de los discos cerrados {z∈C : |z−α| ≤ r}, para todo r con 0< r< |z0−α|,
es el disco abierto {z ∈C : |z−α|< |z0−α|}. Por tanto, la serie de potencias converge
en este disco abierto, aunque su convergencia allı´ no sea necesariamente uniforme.
Proposicio´n 1.8. La convergencia de una serie de potencias ∑∞n=0 an (z−α)n obedece
exactamente una de estas tres posibilidades:
(a) la serie converge para z = α solamente;
(b) la serie converge para todo z ∈ C;
(c) existe un nu´mero R, con 0 < R < ∞, tal que la serie converge para |z−α| < R y
diverge para |z−α|> R.
En el tercer caso, R se llama el radio de convergencia de la serie de potencias.
Demostracio´n. Si la serie no cumple las posibilidades (a) ni (b), existen z0,z1 ∈C\{α}
tales que la serie converge en z = z0 pero diverge en z = z1. Del Lema 1.7 se ve que
|z1−α| ≥ |z0−α|.
Sea S := {r > 0 : la serie converge para |z− α| < r}. El Lema 1.7 muestra que
|z0−α| ∈ S, de modo que S 6= /0. El mismo lema muestra que r ≤ |z1−α| para todo
r ∈ S, ası´ que el conjunto de nu´meros positivos S tiene una cota superior. Defı´nase
R := supS. Esta definicio´n implica que
0< |z0−α| ≤ R≤ |z1−α|< ∞.
Si |z2−α| < R, entonces hay r ∈ S con |z2−α| < r < R y la serie converge para
z = z2. Por otro lado, si |z3−α|> R, entonces la serie diverge para z = z3; porque, de lo
contrario, convergirı´a en el disco |z−α|< |z3−α|, por el Lema 1.7, lo cual implicarı´a
|z3−α| ∈ S, contrario a la hipo´tesis |z3−α|> supS.
Algunos autores emplean un truco de notacio´n, al colocar R = 0 en la caso (a) y
R=∞ en el caso (b) de la proposicio´n anterior. Con estas dos valores “impropios” de R,
se permite hablar del radio de convergencia de una serie de potencias cualquiera.
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La Proposicio´n 1.8 resalta la importancia de los discos circulares en la teorı´a de
funciones complejas. Vale la pena introducir las notaciones:
D(α;r) := {z ∈ C : |z−α|< r},
D(α;r) := {z ∈ C : |z−α| ≤ r}.
Entonces D(α;r) es el disco abierto con centro α y radio r; mientras D(α;r) es el
disco cerrado con el mismo centro y radio.11 Fı´jese que D(α;r) ⊂ D(α;r) ⊂ D(α;s)
para todo s> r.
Lema 1.9 (Hadamard). El radio de convergencia R de la serie de potencias (1.10) esta´
dado por la fo´rmula siguiente:
1
R
= limsup
n→∞
|an|1/n. (1.12)
Demostracio´n. Deno´tese por 1/R′ el lado derecho de (1.12). Hay que comprobar R=R′.
Es u´til recordar que el lı´mite superior de una sucesio´n real (xn), denotado
L = limsup
n→∞
xn := lim
k→∞
(
sup{xn : n≥ k}
)
,
satisface (a): L=+∞ si (xn) no esta´ acotada superiormente; o bien (b): si (xn) tiene cota
superior, para cada ε > 0, vale xn < L+ ε para todo n≥ N(ε) mientras xm > L− ε para
un juego infinito de valores de m.
Si |z−α| < r < R′, entonces 1/r > 1/R′, es decir, limsupn |an|1/n < 1/r. En ese
caso, hay N ∈ N tal que n≥ N =⇒ |an|< 1/rn. En consecuencia,
∑
n≥N
|an(z−α)n| ≤ ∑
n≥N
|z−α|n
rn
=
|z−α|N
rN
r
r−|z−α| < ∞,
ası´ la serie de potencias converge (absolutamente) en z, lo cual implica que |z−α| ≤ R.
Se ha comprobado que R′ ≤ R.
En cambio, si |z−α|> s> R′, entonces 1/s< 1/R′, ası´ que |am|> 1/sm para m∈ S,
donde S es una parte infinita de N. En este caso, vale
∞
∑
n=0
|an(z−α)n| ≥ ∑
m∈S
|am(z−α)m| ≥ ∑
m∈S
|z−α|m
sm
≥ ∑
m∈S
1 = ∞,
ası´ que la serie de potencias no converge absolutamente en z. Esto conlleva |z−α| ≥ R.
Se ha comprobado que R′ ≥ R.
11Algunos textos usan el te´rmino “cı´rculo” para denotar un disco cerrado circular, pero “circunferen-
cia” para referirse a su curva de borde. Las desventajas de semejante notacio´n deben de ser obvias. En
estos apuntes, el vocablo cı´rculo denota u´nicamente la curva fronteriza de un disco circular.
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Definicio´n 1.10. Si la serie de potencias
f (z) :=
∞
∑
n=0
an (z−α)n
tiene radio de convergencia positivo, R > 0, la suma de la serie define una funcio´n
analı´tica f : D(α;R)→C en su disco abierto de convergencia. En el caso R=∞, dı´cese
que f : C→ C es una funcio´n analı´tica entera, o simplemente una funcio´n entera.
Una parte U ⊆ C es un conjunto abierto, o simplemente un abierto, si U es una
unio´n (arbitraria) de discos abiertos. Una funcio´n f : U → C es una funcio´n analı´tica
en U si para cada α ∈U hay un radio r > 0 tal que D(α;r) ⊆U , en donde f coincide
con la suma de una serie de potencias convergente en D(α;r).
Cualquier polinomio p(z) = a0+a1z+ · · ·+amzm es una funcio´n analı´tica entera, de
oficio. El mayor ı´ndice n tal que an 6= 0 es el grado del polinomio. A continuacio´n se
ofrece un juego de ejemplos con series de potencias que no terminan.
Ejemplo 1.11. La funcio´n exponencial se define como la suma de la serie de potencias
expz :=
∞
∑
n=0
1
n!
zn. (1.13)
Para cualquier z ∈ C, la convergencia absoluta de esta serie es una consecuencia del
criterio de la razo´n para series reales positivas, porque
|z|n+1/(n+1)!
|z|n/n! =
|z|
n+1
→ 0 cuando n→ ∞.
El Lema 1.7 garantiza que exp es una funcio´n analı´tica entera. El producto de dos valores
de esta serie es
(expz)(expw) =
∞
∑
k,l=0
1
k! l!
zkwl =
∞
∑
n=0
1
n!
n
∑
k=0
(
n
k
)
zkwn−k =
∞
∑
n=0
1
n!
(z+w)n = exp(z+w)
con el uso del teorema binomial. (El cambio del orden de sumacio´n se justifica por
la convergencia absoluta de ambos lados.) La conclusio´n es que esta funcio´n entera
obedece la regla multiplicativa
exp(z+w) = (expz)(expw), para todo z,w ∈ C. (1.14)
El nu´mero positivo
e := exp(1) =
∞
∑
n=0
1
n!
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entonces satisface exp(m) = em para m∈Z, y luego exp(q) = eq para q∈Q. Esto motiva
la notacio´n
ez := expz para cualquier z ∈ C.
Con esta notacio´n, la “ley de exponentes” (1.14) se escribe ez+w = ez ew. ♦
Ejemplo 1.12. Las funciones trigonome´tricas coseno y seno se definen mediante las
dos series de potencias
cosz :=
∞
∑
n=0
(−1)n
(2n)!
z2n, senz :=
∞
∑
n=0
(−1)n
(2n+1)!
z2n+1.
Nuevamente, el criterio de la razo´n demuestra la convergencia absoluta de las dos series
para todo z ∈ C; el coseno y el seno son dos funciones enteras.
Es evidente que
cosz+ isenz =
∞
∑
n=0
i2n
(2n)!
z2n+
∞
∑
n=0
i2n+1
(2n+1)!
z2n+1 = exp(iz).
En particular, la fo´rmula (1.5), que dice que eiθ = cosθ + isenθ , para θ ∈ R queda
demostrada a posteriori; ma´s aun, dicha fo´rmula ahora tiene validez para todo z ∈ C.
Las funciones trigonome´tricas tambie´n pueden expresarse en te´rminos de la funcio´n
exponencial, ası´:
cosz =
eiz+ e−iz
2
, senz =
eiz− e−iz
2i
. ♦
Ejemplo 1.13. La serie geome´trica
1
1− z =
∞
∑
n=0
zn
tiene radio de convergencia R = 1. En efecto, como an = 1 para todo n, la fo´rmula
de Hadamard (1.12) implica que 1/R = 1. La funcio´n racional 1/(1− z) es entonces
analı´tica en el disco unitario D(0;1) y posee una singularidad evidente en z = 1 donde
la serie diverge.
La fraccio´n 1/(1− z) no parece ser singular para |z| > 1, aunque en este regio´n no
podrı´a representarse por la misma serie. En el disco D(2;1), por ejemplo, habrı´a que
expresar esta fraccio´n como una funcio´n de (z−2):
1
1− z =
−1
1+(z−2) =
∞
∑
n=0
(−1)n+1(z−2)n.
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Esta nueva serie de potencias tambie´n tiene radio de convergencia R = 1 y luego con-
verge para |z− 2| < 1. La misma funcio´n racional 1/(1− z) es analı´tica en los dos
discos abiertos D(0;1) y D(2;1), aunque sus dos desarrollos en series de potencias no
coinciden. ♦
Ejemplo 1.14. La serie logarı´tmica
log(1+ z) :=
∞
∑
n=1
(−1)n−1
n
zn = z− z
2
2
+
z3
3
− z
4
4
+ · · · (1.15)
tambie´n tiene radio de convergencia R = 1. Esto puede demostrarse indirectamente,
al observar que la serie converge para z = +1 (al aplicar el criterio de Leibniz a una
serie real alternante) pero diverge en z = −1 (la serie armo´nica). La fo´rmula de Hada-
mard (1.12) entonces muestra el corolario interesante:
lim
n→∞n
1/n = 1. (1.16)
[De hecho, la fo´rmula (1.12) implica que limsupn→∞ n1/n = 1; pero como la sucesio´n
(n1/n) es creciente para n≥ 3, el lı´mite existe y coincide con el lı´mite superior.]
La serie de potencias define la siguiente funcio´n analı´tica en el disco D(1;1),
logz :=−
∞
∑
n=1
(1− z)n
n
.
Del ana´lisis real, se sabe que para z > 0 real, esta serie coincide con la serie de Taylor
de la funcio´n inversa de la exponencial. Sin embargo, las fo´rmulas conocidas para el
logaritmo no son fa´cilmente deducibles de esta serie de potencias. ♦
I Una propiedad importante de una serie de potencias es su diferenciabilidad te´rmino
por te´rmino, dentro de su disco de convergencia.
Proposicio´n 1.15. Para cualquier serie de potencias con radio de convergencia R> 0,
f (z) :=
∞
∑
n=0
an (z−α)n,
sea f ′(z) la siguiente serie de potencias:
f ′(z) :=
∞
∑
n=1
nan (z−α)n−1 =
∞
∑
m=0
(m+1)am+1 (z−α)m. (1.17)
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Entonces la serie f ′(z) tiene el mismo radio de convergencia R. Adema´s, dentro del
disco abierto D(α;R) la siguiente relacio´n es va´lida:
f ′(z) = lim
η→0
f (z+η)− f (z)
η
. (1.18)
La funcio´n analı´tica f ′ definida por (1.17) se llama la derivada de f .
Demostracio´n. Como n1/n→ 1 cuando n→ ∞, en vista de (1.16), la fo´rmula de Hada-
mard muestra que
limsup
n→∞
|nan|1/n = limsup
n→∞
|an|1/n = 1R ,
donde R es el radio de convergencia de la serie f (z). Esta igualdad es va´lida en los dos
casos 0 < R < ∞; o bien R = ∞. Entonces la serie de potencias (1.17) tiene el mismo
a´mbito de convergencia, sea este el disco abierto D(α;R); o bien el plano C.
Para comprobar (1.18), to´mese z0 ∈D(α;R) y elı´jase r tal que |z0−α|< r < R. Sea
η 6= 0 en C tal que |(z0+η)−α| < r. Para N ∈ N, las serie de potencias f (z) escinde
en una suma parcial sN y una cola tN , ası´:
f (z) = sN(z)+ tN(z) :=
N
∑
n=0
an (z−α)n+
∞
∑
n=N+1
an (z−α)n.
Deno´tese por s′N(z) = ∑
N
n=1 nan (z−α)n−1 la suma parcial correspondiente de f ′. En-
tonces
f (z0+η)− f (z0)
η
− f ′(z0)
=
(
sN(z0+η)− sN(z0)
η
− s′N(z0)
)
+
(
s′N(z0)− f ′(z0)
)
+
(
tN(z0+η)− tN(z0)
η
)
.
La fo´rmula binomial finita
zn−wn = (z−w)(zn−1+ zn−2w+ · · ·+ zwn−2+wn−1)
y las condiciones |z0+η |< r, |z0|< r muestran que∣∣∣∣tN(z0+η)− tN(z0)η
∣∣∣∣≤ ∞∑
n=N+1
|an|
∣∣∣∣(z0+η)n− zn0η
∣∣∣∣≤ ∞∑
n=N+1
|an|nrn−1.
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El lado derecho de esta desigualdad es la cola de una serie positiva convergente, ya que
la serie de potencias f ′(z) converge absolutamente en el disco D(α;r). Entonces esta
cola tiende a 0 cuando N→ ∞. Por lo tanto, dado ε > 0, hay N1 ∈ N tal que
N ≥ N1 =⇒
∣∣∣∣tN(z0+η)− tN(z0)η
∣∣∣∣< ε3 .
La convergencia de la serie f ′(z0) dice que s′N(z0)→ f ′(z0) cuando N→ ∞; luego, hay
N2 ∈ N tal que
N ≥ N2 =⇒
∣∣s′N(z0)− f ′(z0)∣∣< ε3 .
To´mese N ∈ N fijo, con N ≥ max{N1,N2}. La prueba tradicional para verificar la
derivada de un polinomio muestra que hay δ > 0 tal que
0< |η |< δ =⇒
∣∣∣∣sN(z0+η)− sN(z0)η − s′N(z0)
∣∣∣∣< ε3 .
Entonces, dado ε > 0 hay δ > 0 con δ < r− |z0−α| (condicio´n suficiente para que
|η |< δ conlleve |z0+η |< r) tal que
0< |η |< δ =⇒
∣∣∣∣ f (z0+η)− f (z0)η − f ′(z0)
∣∣∣∣< ε. (1.19)
Se ha comprobado la existencia y el valor del lı´mite (1.18) para z = z0. Como z0 es
un punto cualquiera de D(α;R), la relacio´n (1.18) es va´lida en este disco —o bien en
todo C, en el caso R = ∞.
La Proposicio´n 1.15 motiva la introduccio´n del concepto de una funcio´n diferencia-
ble de una variable compleja.
Definicio´n 1.16. Sea f : U → C una funcio´n definida en una parte U ⊆ C tal que
D(z0;r) ⊆U para algu´n radio positivo r. Si existe un nu´mero complejo f ′(z0) ∈ C tal
que el lı´mite (1.18) existe para z= z0, dı´cese que f es diferenciable en z0, con derivada
f ′(z0). La existencia del lı´mite significa que, para cada ε > 0, exista δ > 0 tal que la
relacio´n (1.19) sea va´lida.
Si el dominio U de f es una unio´n de discos abiertos D(z;rz), dı´cese que f es dife-
renciable en U si es diferenciable en cada punto z ∈U .
Si f es diferenciable en U , es fa´cil comprobar que limη→0( f (z+η)− f (z)) = 0; es
decir, que limη→0 f (z+η) = f (z), para todo z∈U ; esto es, que la funcio´n f es continua
en U .
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Si f es diferenciable en U , la fo´rmula (1.18) define una nueva funcio´n f ′ : U → C,
que se llama la derivada de f . Dı´cese que f es continuamente diferenciable en U si
la funcio´n f ′ es tambie´n continua en U .
Proposicio´n 1.17. Una serie de potencias f (z), con radio de convergencia R> 0, es in-
definidamente diferenciable, o suave, en su disco de convergencia. Las derivadas suce-
sivas f ′(z), f ′′(z), f ′′′(z), etce´tera, se obtienen por diferenciacio´n te´rmino por te´rmino
de la serie de potencias original.
Demostracio´n. La prueba de la Proposicio´n 1.15 muestra que la derivada de la serie de
potencias f (z) = ∑∞n=0 an(z−α)n es la serie de potencias f ′(z) = ∑∞n=1 nan(z−α)n−1,
obtenido por diferenciacio´n te´rmino por te´rmino de f (z). Adema´s, la serie derivada
posee el mismo radio de convergencia R.
Conside´rese, entonces, la serie de potencias (1.17) para f ′(z). El mismo argumento
dice que esta serie es tambie´n diferenciable, con derivada
f ′′(z) :=
∞
∑
n=2
n(n−1)an (z−α)n−2 =
∞
∑
m=0
(m+2)(m+1)am+2 (z−α)m.
Adema´s, la serie para f ′′(z) converge tambie´n en el mismo disco D(α;R); ası´ que f es
dos veces diferenciable en este disco abierto. La existencia de las derivadas superiores
sigue por induccio´n.
En conclusio´n: una funcio´n analı´tica es suave. Las mismas pruebas, con pequen˜os
ajustes de terminologı´a, muestra que una funcio´n analı´tica de una variable real es tam-
bie´n suave (en un intervalo abierto de la recta R). Ahora bien, buena parte de la teorı´a de
las variedades diferenciables reales depende de la existencia de funciones suaves que no
son analı´ticas. En el contexto complejo, en cambio, resultara´ —la prueba aparece ma´s
adelante— que cada funcio´n diferenciable una vez es automa´ticamente suave y adema´s
es analı´tica.
Proposicio´n 1.18. Si la serie de potencias f (z) =∑∞n=0 an(z−α)n tiene radio de conver-
gencia R> 0, y si al menos un coeficiente ak no es cero, hay un nu´mero r con 0< r < R
tal que f (z) 6= 0 para 0< |z−α|< r.
Demostracio´n. Sea k ∈ N el menor ı´ndice tal que ak 6= 0; entonces
f (z) :=
∞
∑
n=k
an (z−α)n = (z−α)k
∞
∑
m=0
am+k (z−α)m =: (z−α)kg(z).
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El radio de convergencia de la serie de potencias g(z) es igual a R, porque las dos series
convergen para los mismos valores de z. Luego |g(z)| es una funcio´n continua en el disco
D(α;R), con |g(α)|= |ak|> 0. Por tanto, hay un radio r con 0< r< R tal que |g(z)|> 0
para z ∈ D(α;r). Entonces f (z) = (z−α)kg(z) 6= 0 para z ∈ D(α;r)\{α}.
El resultado de esta proposicio´n se conoce como el principio de los ceros aislados
para funciones analı´ticas: si f (α) = 0 pero f (z) 6≡ 0 en un disco abierto D(α;R), en-
tonces el cero α de f es aislado, en el sentido de que exista un disco abierto D(α;r)
centrado en α que no contenga otro cero de la funcio´n analı´tica f .
Corolario 1.19. La serie de potencias que representa una funcio´n analı´tica en un disco
abierto D(α;R) es u´nica.
Demostracio´n. Si f (z) = ∑∞n=0 an (z−α)n = ∑∞n=0 bn (z−α)n es una funcio´n analı´tica
representada por dos series de potencias en un disco D(α;R), entonces la serie de po-
tencias ∑∞n=0(an−bn)(z−α)n converge en D(α;R) y es ide´nticamente nula. La Propo-
sicio´n 1.18 implica que an = bn para todo n ∈ N.
Conside´rese una serie de potencias, con radio de convergencia R> 0, que representa
una funcio´n analı´tica f ,
f (z) :=
∞
∑
n=0
an (z−α)n.
Si k ∈ N, la Proposicio´n 1.17 dice que f es k veces diferenciable, con k-e´sima derivada
f (k)(z) =
∞
∑
n=k
n(n−1) . . .(n− k+1)an (z−α)n−k.
Al evaluar esta serie en z = α , se obtiene
f (k)(α) = k!ak .
Entonces los coeficientes de la serie de potencias original quedan determinadas por las
derivadas superiores de f en z = α:
ak =
f (k)(α)
k!
. (1.20)
Esto demuestra la existencia de la serie de potencias para f (z). Adema´s, permite expre-
sar la funcio´n analı´tica mediante una serie de Taylor,
f (z) =
∞
∑
n=0
f (n)(α)
n!
(z−α)n (1.21)
que converge, con suma igual a f (z), en el disco D(α;R).
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1.3 Las ecuaciones de Cauchy y Riemann
La funcio´n de conjugacio´n compleja, z 7→ z¯, es continua en el plano complejo C, pero
tiene una importante desventaja.
Lema 1.20. La funcio´n g(z) := z¯ no es diferenciable en punto alguno de C; y por con-
siguiente, esta funcio´n tampoco es analı´tica.
Demostracio´n. Hay que mostrar, para cualquier z0 ∈ C, que el lı´mite
lim
η→0
g(z0+η)−g(z0)
η
= lim
η→0
(z¯0+ η¯)− z¯0
η
= lim
η→0
η¯
η
no existe. Escrı´bese η = seiϕ en forma polar, con s> 0; entonces η¯ = se−iϕ . Luego, el
lı´mite putativo para obtener g′(z0) serı´a
lim
η→0
η¯
η
= lim
η→0
se−iϕ
seiϕ
= lim
η→0
e−2iϕ .
Se busca, entonces, un nu´mero α ∈ C tal que, para cualquier ε > 0 dado, satisfaga
|e−2iϕ−α| toda vez que |η |< δ (ε), es decir, toda vez que s< δ (ε). Aquı´, sin embargo,
e−2iϕ es un nu´mero complejo arbitrario sujeto u´nicamente a la relacio´n |e−2iϕ | = 1;
ninguna condicio´n sobre s resuelve esa ambigu¨edad. Es decir, no hay candidato α para
la derivada de g en z0.
Este ejemplo pone de manifiesto que la diferenciabilidad compleja de una funcio´n
f (z) no coincide con la diferenciabilidad real de la funcio´n de dos variables reales
F(x,y) := f (x+ iy). Conviene precisar esta diferencia entre los dos conceptos.
Recue´rdese que una parte U ⊂ R2 es un abierto en R2 si es una unio´n de discos
abiertos de radio positivo.12 Cuando se identifica C con R2, se usa la misma topologı´a:
un abierto en C es una unio´n U =
⋃
k D(αk;rk) con cada rk > 0. De hecho, como la
condicio´n |z|< δ es lo mismo que x2+y2 < δ 2, la nocio´n de continuidad para funciones
en C o bien en R2 es la misma.
Notacio´n. Si f : E→ C es una funcio´n definida en E ⊆ C, se escribe
f (z)≡ f (x+ iy) =: u(x,y)+ i v(x,y) =ℜ f (x,y)+ℑ f (x,y), (1.22)
donde ℜ f ≡ u : E → R y ℑ f ≡ v : E → R son la parte real y la parte imaginaria,
respectivamente, de la funcio´n compleja f .
12Excepcionalmente, el conjunto vacı´o /0 es tambie´n un abierto en R2, por ser la unio´n de una familia
vacı´a de discos abiertos.
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Proposicio´n 1.21. Si f : U → C es una funcio´n diferenciable en un abierto U ⊆ C, sus
partes real e imaginaria son funciones diferenciables reales, cuyas derivadas parciales
cumplen las ecuaciones de Cauchy y Riemann:
∂u
∂x
=
∂v
∂y
,
∂v
∂x
=−∂u
∂y
. (1.23)
Inversamente, si u,v : U → R son dos funciones reales diferenciables cuyas derivadas
parciales cumplen (1.23), entonces f (x+ iy) =: u(x,y)+ i v(x,y) define una funcio´n di-
ferenciable en U.
Demostracio´n. Si f es diferenciable (en el sentido complejo) en z0 ∈U , con derivada
f ′(z0) = a+ ib ∈ C, entonces resulta que
f (z0+η)− f (z0) = f ′(z0)η+o(η),
donde o(η) denota13 una funcio´n de η tal que o(η)/η → 0 cuando η → 0. Al tomar
η =: h+ ik con h,k reales, se obtiene
f (z0+η)− f (z0) = (a+ ib)(h+ ik)+o(η). (1.24a)
Las partes real e imaginaria de esta igualdad son
u(x0+h,y0+ k)−u(x0,y0) = ah−bk+o
(√
h2+ k2
)
,
v(x0+h,y0+ k)− v(x0,y0) = bh+ak+o
(√
h2+ k2
)
. (1.24b)
Se concluye que las funciones u y v son diferenciables en el punto (x0,y0) ∈ R2. Al
considerar los casos respectivos k = 0 y h = 0, sus derivadas parciales cumplen
ux(x0,y0) = vy(x0,y0) = a, vx(x0,y0) =−uy(x0,y0) = b.
Entonces las ecuaciones son va´lidas en (x0,y0) ∈U .
Inversamente, si u y v son diferenciables en (x0,y0) y si sus derivadas parciales
cumplen (1.23) en ese punto, esto significa que existen a,b ∈ R tales que las condi-
ciones diferenciabilidad (1.24b) este´n satisfechos. Con la notacio´n f = u+ iv, se ob-
tiene (1.24a), que dice que f es diferenciable en z0 = x0+ iy0, con derivada a+ ib en ese
punto.
13Cuando se emplea esta notacio´n de Landau, el te´rmino o(η) denota cualquier funcio´n que cumple
la condicio´n mencionada; en el transcurso de un ca´lculo pueden emplearse varias instancias de tales
funciones, pero todos reciben la misma designacio´n o(η).
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Cabe recordar que la diferenciabilidad de una funcio´n real u no es fa´cil de establecer;
aun cuando las derivadas parciales ux, uy existen en cada punto (x0,y0) de su dominio,
esto no garantiza una estimacio´n del tipo (1.24b). Sin embargo, si ux, uy existen y son
continuas en el dominio de u, entonces u es diferenciable en cada punto, sin necesidad
de verificar la estimacio´n. En tal caso, dı´cese que u es continuamente diferenciable (o
bien de clase C1). Ahora, si tanto u como v son continuamente diferenciables en un
abierto de U ⊆ R2 y adema´s cumplen (1.23) en U , entonces f es diferenciable en U y
su derivada es continua.
Definicio´n 1.22. Sea f : U → C una funcio´n compleja, definida en un abierto U ⊂ C.
Si f es diferenciable en U y si la derivada z 7→ f ′(z) es continua en U , dı´cese que f es
una funcio´n holomorfa en U .
Es importante sen˜alar que esta definicio´n es provisional, ya que pide que f es conti-
nuamente diferenciable en su dominio. Ma´s adelante se vera´ (por el teorema de Goursat)
que la continuidad de la derivada es automa´tica. No´tese, mientras tanto, que una funcio´n
analı´tica es holomorfa; la afirmacio´n inversa se comprobara´ ma´s adelante.
I La conjugacio´n compleja no es holomorfa, ya que no es diferenciable. Es evidente
que la funcio´n z 7→ z¯ incumple las ecuaciones de Cauchy y Riemann (1.23), puesto que
u(x,y) = x, v(x,y) = −y en este caso. De hecho, para este ejemplo se verifican las
relaciones ux =−vy, vx = uy entre las derivadas parciales, en contraste con (1.23). Esto
motiva la siguiente notacio´n.
Notacio´n. Sea f (z) = u(x,y)+ i v(x,y) una funcio´n compleja tales que u,v son conti-
nuamente diferenciables en un abierto U ⊆ R2, aunque no necesariamente cumplen las
ecuaciones de Cauchy y Riemann. Escrı´base
∂ f
∂ z
:=
1
2
(
∂ f
∂x
− i ∂ f
∂y
)
=
1
2
(
∂u
∂x
+
∂v
∂y
)
+
i
2
(
∂v
∂x
− ∂u
∂y
)
,
∂ f
∂ z¯
:=
1
2
(
∂ f
∂x
+ i
∂ f
∂y
)
=
1
2
(
∂u
∂x
− ∂v
∂y
)
+
i
2
(
∂v
∂x
+
∂u
∂y
)
,
El caso f (z) = z cumple ∂ f/∂ z = 1, ∂ f/∂ z¯ = 0; mientras g(z) = z¯ cumple ∂g/∂ z = 0,
∂g/∂ z¯ = 1; ası´ se explica la eleccio´n de los signos.
Obse´rvese que, con esta notacio´n, las ecuaciones de Cauchy y Riemann se combinan
en una sola ecuacio´n:
∂ f
∂ z¯
= 0,
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sin mencio´n explı´cita de la partes real e imaginaria.
Al notar que x = 12(z+ z¯), y =
i
2(z¯− z), queda claro que cualquier funcio´n F(x,y)
tambie´n puede escribirse como una funcio´n G(z, z¯). Algo que distingue las series de
potencias ya vistas es la ausencia de la variable z¯. Dicha ausencia implica que cada uno
de los te´rminos an(z−α)n cumple las ecuaciones de Cauchy y Riemann; como la suma
de la serie de potencias es diferenciable te´rmino por te´rmino (en el sentido real), estas
ecuaciones tambie´n esta´n satisfechas por la suma.
1.4 Algunas funciones holomorfas
Los ejemplos ma´s obvias de funciones son los polinomios
p(z) = a0+a1z+a2z2+ · · ·+anzn.
El mayor ı´ndice n tal que an 6= 0 es el grado de este polinomio.
Como series de potencias terminantes, los polinomios son funciones analı´ticas en-
teras, e ipso facto son funciones holomorfas en todo el plano C. Un resultado ba´sico,
cuya demostracio´n aparecera´ ma´s adelante, es el llamado teorema fundamental del a´lge-
bra, que dice que p, si no es constante, tiene al menos una raı´z α1 ∈C tal que p(α1) = 0.
Un ca´lculo algebraico, la llamada “divisio´n larga” de polinomios, muestra que hay
un polinomio p1(z), de grado n−1, tal que14
p(z) = (z−α1) p1(z).
Si α2 es una raı´z del polinomio p1, entonces p(z) = (z−α1)(z−α2) p2(z). Al repetir el
argumento n veces, se obtiene la factorizacio´n de p,
p(z) = an(z−α1)(z−α2) . . .(z−αn), (1.25)
donde las raı´ces α1,α2, . . . ,αn no necesariamente son distintas.
Dı´cese que α ∈ C es un cero de una funcio´n f si f (α) = 0. Los ceros de un poli-
nomio p son las raı´ces, listados sin repeticio´n. El orden de un cero α es el nu´mero de
veces (al menos una) que el factor (z−α) aparece en el producto (1.25). Dı´cese que α
es un cero simple si su orden es 1; en cuyo caso, p(z) = (z−α)p1(z) donde p1(α) 6= 0.
Por derivacio´n, se obtiene p′(z) = p1(z)+(z−α)p′1(z), ası´ que p′(α) = p1(α) 6= 0. En
14Esta observacio´n algebraica recibe el nombre teorema del factor. No´tese que un polinomio constante
no nulo tiene grado 0; no se define el grado del polinomio constante 0.
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cambio, si β es un cero de orden 2 o mayor, entonces p(z) = (z−β )2 p2(z) y por tanto
vale p′(β ) = 0. En breve: α es un cero simple de p si y so´lo si p(α) = 0 pero p′(α) 6= 0.
I El cociente de dos polinomios es una funcio´n racional,
f (z) =
p(z)
q(z)
:=
a0+a1z+ · · ·+anzn
b0+b1z+ · · ·+bmzm (1.26)
donde se supone, sin perder generalidad, que los polinomios p y q no tienen factor
comu´n (z−α) alguno; y por lo tanto, no tienen ceros en comu´n. Los ceros del denom-
inador q se llaman polos de la funcio´n racional f ; el orden del polo β de f es su orden
como cero de q.
En primera instancia, los polos se excluyen del dominio de f . En el resto del planoC,
la funcio´n racional f (z) es continuamente diferenciable, con derivada
f ′(z) =
p′(z)q(z)− p(z)q′(z)
q(z)2
.
Si β es un polo de f de orden k, entonces (z− β )k−1 divide el numerador del lado
derecho mientras (z−β )2k divide q(z)2: luego, β es un polo de f ′ de orden k+1.
En un polo β de f , vale q(β ) = 0 mientras p(β ) 6= 0. Entonces tiene sentido definir
f (β ) := ∞. Al hacerlo, se esta´ considerando f como una funcio´n f : C→ C∞. Pero
entonces es apropiado extender el dominio de f a toda la esfera de Riemann, al colocar
f (∞) := g(0), donde g(z)≡ f (1/z).
Dı´cese que f tiene un cero en ∞, de orden k, si g tiene un cero en 0 de orden k; y que
f tiene un polo en ∞, de orden l, si g tiene un polo en 0 de orden l. (En particular, un
polinomio p de grado n tiene un polo de orden n en ∞.)
Lema 1.23. Una funcio´n racional f (z) = p(z)/q(z) se extiende a una funcio´n continua
f : C∞ → C∞, de manera que la funcio´n extendida tiene igual nu´mero de ceros y de
polos (contados con multiplicidad).15
Demostracio´n. Al hacer el cambio z 7→ 1/z en (1.26), se obtiene
g(z) = zm−n
a0zn+a1zn−1+ · · ·+an
b0zm+b1zm−1+ · · ·+bm .
15Esto es, un cero o polo de orden k se cuenta k veces.
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Si m> n, g(z) tiene un cero de orden m−n en 0, ası´ que f tiene un cero de orden m−n
en ∞, ame´n de n ceros finitos y m polos finitos, contados con multiplicidad.
Si m < n, g(z) tiene un polo de orden n−m en 0, ası´ que f tiene un polo de orden
n−m en ∞, ame´n de n ceros finitos y m polos finitos, contados con multiplicidad.
Si m= n, entonces f (∞) = g(0) = an/bm ∈C\{0}=C∞ \{0,∞}, ası´ que f no tiene
cero ni polo en ∞. Contando con multiplicidad, f tiene m = n polos finitos y n ceros
finitos.
En todos los casos, el nu´mero total de polos o ceros es max{m,n}.
La continuidad de f en z0 es evidente si z0 no es un polo y si z0 6=∞. Para estos casos
excepcionales, hay que recordar que un vecindario ba´sico de ∞ en C∞ es un abierto de
la forma {∞}unionmulti{z ∈C : |z|> r}. Basta notar, entonces, que | f (z)| →∞ cuando z tiende
a un cero de q(z); y que f (z)→ g(0) cuando 1/z→ 0.
Definicio´n 1.24. El orden de una funcio´n racional es el nu´mero de sus ceros, o equi-
valentemente el nu´mero de sus polos, contados con multiplicidad, en el plano exten-
dido C∞.
I Una funcio´n racional de orden 1 es una fraccio´n lineal16
s(z) :=
αz+β
γz+δ
con αδ −βγ 6= 0. (1.27)
No´tese que s(0) = β/δ mientras s(∞) = α/γ .
Entre las fracciones lineales, aparecen:
? las traslaciones del plano, z 7→ z+β (obse´rvese que ∞ 7→ ∞);
? las rotaciones con dilatacio´n alrededor del origen, z 7→ αz (fı´jese que 0 7→ 0);
? la inversio´n z 7→ 1/z (no´tese que 0↔ ∞).
Es fa´cil comprobar que cualquier fraccio´n lineal es una composicio´n de estos tres tipos
ba´sicos. Obse´rvese que la fraccio´n lineal
t(w) =
δw−β
−γw+α
es una funcio´n inversa de (1.27), porque
w = s(z) ⇐⇒ z = t(w).
16Esta terminologı´a es tradicional, pero cabe notar que esta funcio´n no es lineal en el sentido de los
espacios vectoriales, salvo si β = γ = 0.
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Fı´jese tambie´n que t(β/δ ) = 0 y que t(α/γ) = (αδ − βγ)/0 = ∞; mientras t(0) =
−β/α , s(−β/α) = 0, y t(∞) = −δ/γ , s(−δ/γ) = ∞. Entonces s : C∞ → C∞ es una
biyeccio´n. (Como s y t son funciones inversas continuas, cada fraccio´n lineal establece
un homeomorfismo de la esfera de Riemann C∞ en sı´ mismo.)
La condicio´n αδ−βγ 6= 0 advierte que la parametrizacio´n de s(z) tiene cierta redun-
dancia: al eliminar un factor comu´n, se podrı´a exigir que adδ −βγ = 1. Sin embargo,
esto reduccio´n sacrificarı´a comodidad: es ma´s fa´cil referirse a 1/z que a i/iz, aunque
estas dos funciones coinciden. En todo caso, esta´ claro que la totalidad de fracciones li-
neales depende de 3 para´metros complejos. Para determinar una fraccio´n lineal, deberı´a
de ser suficiente precisar sus valores en tres puntos distintos de C∞.
Por ejemplo, si s(0) = 0, entonces β = 0; si s(∞) =∞, entonces γ = 0; y si s(1) = 1,
entonces α+β = γ+δ . Por lo tanto,
s(0) = 0, s(1) = 1, s(∞) = ∞ =⇒ s(z)≡ z.
Lema 1.25. Si z2, z3, z4 son tres puntos distintos de C∞, hay una u´nica fraccio´n lineal s
tal que s(z2) = 1, s(z3) = 0, s(z4) = ∞.
Demostracio´n. Si s, t son dos fracciones lineales tales que s(1) = t(1), s(0) = t(0) y
s(∞) = t(∞), entonces la funcio´n compuesta t−1 ◦ s deja fijos los tres puntos 1, 0 e ∞,
ası´ que t−1 ◦ s es la identidad; es decir, t(z) = s(z) para todo z ∈ C∞. Esto establece la
unicidad de la fraccio´n s del enunciado.
Para establecer la existencia de s, no´tese que la fo´rmula siguiente,
s(z) :=
z− z3
z− z4
/
z2− z3
z2− z4
define una fraccio´n lineal —el cociente a la derecha del solidus es una constante— que
evidentemente cumple s(z2) = 1, s(z3) = 0 y s(z4) = ∞.
Definicio´n 1.26. La razo´n doble de cuatro puntos distintos z1,z2,z3,z4 ∈C∞ es el valor
s(z1) de la (u´nica) fraccio´n lineal s que cumple s(z2) = 1, s(z3) = 0, s(z4) = ∞.
Concretamente, esta razo´n doble esta´ dada por la fo´rmula17
[z1,z2;z3,z4] :=
z1− z3
z1− z4
/
z2− z3
z2− z4 =
(z1− z3)(z2− z4)
(z1− z4)(z2− z3) . (1.28)
17Algunos autores escriben (z1,z2,z3,z4) o bien X(z1,z2,z3,z4) para denotar esta razo´n doble. Otros
cambian el orden cı´clico de los 4 puntos, al escribir (z1,z3,z2,z4) para denotar el lado derecho de (1.28).
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Lema 1.27. Una fraccio´n lineal z 7→ s(z) conserva la razo´n doble de cuatro puntos
distintos cualesquiera:
[s(z1),s(z2);s(z3),s(z4)] = [z1,z2;z3,z4].
Demostracio´n. Dados z1,z2,z3,z4 ∈ C∞ distintos, la funcio´n t(z) := [z,z2;z3,z4] es la
u´nica fraccio´n lineal tal que t(z2) = 1, t(z3) = 0, t(z4) = ∞. La funcio´n compuesta
r := t ◦ s−1 es una fraccio´n lineal tal que r(s(z2)) = 1, r(s(z3)) = 0, r(s(z4)) = ∞. Por
la definicio´n de la razo´n doble, [s(z1),s(z2);s(z3),s(z4)] coincide con r(s(z1)) = t(z1) =
[z1,z2;z3,z4].
En general, la razo´n doble es un nu´mero complejo (sin excluir el posible valor ∞).
Un caso de particular importancia ocurre cuando la razo´n doble es real (de nuevo, no
se excluye ∞; el conjunto R∞ := Runionmulti{∞} es el “cı´rculo real” en la esfera de Riemann,
obtenido al agregar el punto ∞ a la recta real R).
Lema 1.28. Cuatro puntos distintos z1,z2,z3,z4 ∈ C∞ tienen razo´n doble real si y so´lo
si son concı´clicos.18
Demostracio´n. Es evidente de la fo´rmula (1.28) que la razo´n doble de 4 puntos en R∞
cumple [z1,z2;z3,z4] ∈ R∞. En vista del Lema 1.27, basta mostrar que cualquier cı´rculo
en C∞ es la imagen bajo alguna fraccio´n lineal, del cı´rculo real R∞.
Ya se ha observado que cualquier fraccio´n lineal es una composicio´n de tres casos
particulares. Una traslacio´n z 7→ z+β o bien una rotacio´n con dilatacio´n z 7→ αz lleva
rectas en rectas y cı´rculos en cı´rculos, dejando fijo el punto ∞. Con estas funciones, una
recta cualquiera puede transformarse en R; y un cı´rculo cualquiera (que no pasa por ∞)
puede transformarse en un cı´rculo particular. Para terminar, basta exhibir una recta y un
cı´rculo que son intercambiados por la inversio´n z 7→ 1/z.
Conside´rese la recta ℜz = 12 , es decir,
z+ z¯ = 1.
Su imagen bajo la inversio´n z 7→w := 1/z es la curva 1/w+1/w¯= 1, o bien w¯+w=ww¯.
Esta ecuacio´n puede escribirse como
(w−1)(w¯−1) = 1, o bien |w−1|= 1.
La curva imagen, entonces, es el cı´rculo con centro 1 y radio 1, que pasa por el origen.
Es fa´cil verificar que la inversio´n z := 1/w lleva este cı´rculo en la recta z+ z¯ = 1.
18Hay que recordar que una recta en C, junto con el punto ∞, forma un cı´rculo en C∞. Entonces la
palabra “concı´clico” incluye los casos de 4 puntos colineales y de 3 puntos colineales junto con ∞.
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2 El Teorema de Cauchy y las Funciones Holomorfas
El ana´lisis complejo, como materia distinguible del ana´lisis real, comienza con una ob-
servacio´n fundamental: la integral indefinida de una funcio´n holomorfa es independiente
del camino de integracio´n, toda vez que la regio´n encerrada por dos caminos no contenga
una singularidad de dicha funcio´n. La primera demostracio´n fue publicada por Cauchy
en 1825 y hoy en dı´a recibe el nombre “teorema de Cauchy”.
Sin embargo, ya en 1811, Gauss escribio´ en una carta al astro´nomo Friedrich Bessel,1
que para una funcio´n f (z) de argumento complejo, “¿que´ debe pensarse de
∫
f (z)dz para
z = a+ ib?” Despue´s de discutir la ambigu¨edad de formular la integral como suma de
pequen˜os incrementos en z, enuncio´ su conjetura que la integral resultante no es ambigua
cuando el integrando no se vuelve infinito en la regio´n entre dos curvas que representan
las transiciones en z. Alego´ tener una prueba, no muy difı´cil, de este feno´meno, que
publicarı´a oportunamente. Sin embargo, no lo hizo hasta 1832.
Lo que tanto Gauss como Cauchy vieron con claridad es la necesidad de precisar bien
el concepto de la integral de una funcio´n en el plano complejo. Es necesario, entonces,
comenzar con una discusio´n previa de la integrales de lı´nea.
2.1 Integrales de lı´nea en C
Para definir integrales en el plano complejo, primero hay que considerar los posibles
dominios de integracio´n. En contraste con el caso de la recta real, en donde “la integral
de una funcio´n de a a b” tiene lugar en el intervalo real [a,b], hay una gran variedad de
caminos de integracio´n entre dos puntos α y β del plano complejo.
Definicio´n 2.1. Una curva parametrizada es una funcio´n continua t 7→ z(t) ∈ C, defi-
nido en un intervalo real [a,b]. Esta parametrizacio´n es regular si la derivada z′(t) existe
y es continua2 en [a,b], con z′(t) 6= 0 para a≤ t ≤ b. En los extremos, se sobreentiende
que las derivadas son unilaterales:
z′(a) := lim
h↓0
z(a+h)− z(a)
h
, z′(b) := lim
h↑0
z(b+h)− z(b)
h
.
(El denominador de la primera fraccio´n es positivo, el de la segunda es negativo.)
1Citado por Saunders MacLane, “Foundations of Complex Analysis”, p. 31, en A Source Book in
Mathematics, 1200–1800, ed. por Dirk J. Struik, (Harvard University Press, Cambridge, MA, 1969).
2Algunos autores dicen suave en vez de regular; y no piden la continuidad de la derivada z′(t),
prefiriendo hablar de una parametrizacio´n de clase C1 cuando z(t) es continuamente diferenciable.
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Ma´s generalmente, una parametrizacio´n es regular por trozos si hay una particio´n
finita del intervalo, a = t0 < t1 < · · · < tn = b, donde t 7→ z(t) es regular en cada subin-
tervalo [ti, ti+1].
1− i
1+ i
z(t) = t2+ it3
•
•
Figura 2.1: Una curva parametrizada no regular
Ejemplo 2.2. Conside´rese la curva parametrizada z(t) := t2 + it3 para −1 ≤ t ≤ 1.
Esta´ claro que z′(t) = 2t + 3it2 es continua en el intervalo [−1,1]. Sin embargo, esta
parametrizacio´n no es regular, porque z′(0) = 0. Geome´tricamente, la falta de regulari-
dad en t = 0 se manifiesta como una cu´spide en la curva, en el origen 0 ∈ C. Ve´ase la
Figura 2.1. ♦
Definicio´n 2.3. Dos parametrizaciones z : [a,b]→ C y w : [c,d]→ C, ambos regulares
[por trozos], se llaman equivalentes si hay una biyeccio´n continuamente diferenciable
s 7→ t(s) : [c,d]→ [a,b], con t ′(s)> 0 para todo s, tal que
w(s) = z(t(s)) para c≤ s≤ d. (2.1)
Fı´jese que la funcio´n inversa t 7→ s(t) es tambie´n continuamente diferenciable, con
s′(t) = 1/t ′(s(t))> 0, ası´ que esta relacio´n en efecto es sime´trica. Su transitividad sigue
fa´cilmente de la regla de la cadena. Una curva suave3 [por trozos] se define como una
clase de equivalencia de parametrizaciones regulares [por trozos]. El punto z(a) = w(c)
es el punto inicial de esta curva, mientras z(b) = w(d) es el punto final de la curva.
3El adjetivo suave (o liso, en mexicano) usualmente es aplicable a funciones reales que son indefinida-
mente diferenciables; pero en el contexto actual las funciones pertinentes son continuamente diferencia-
bles una vez. Serı´a ma´s correcta hablar de una curva de clase C1; pero en esta instancia es permisible
decir “suave”, por una costumbre largamente establecida.
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Obse´rvese que los puntos inicial y final de una curva suave no dependen de la
parametrizacio´n: no es posible que z(a) = w(d) ni tampoco z(b) = w(c) porque la
reparametrizacio´n s 7→ t(s) es una funcio´n creciente, en vista de la condicio´n t ′(s)> 0.
En particular, dada una curva suave C con una parametrizacio´n regular t 7→ z(t) para
a≤ t ≤ b, conside´rese la parametrizacio´n regular dada por
z˜(s) := z(a+b− s), para a≤ s≤ b. (2.2)
Aquı´ t(s) := a+ b− s cumple t ′(s) ≡ −1 < 0, ası´ que esta curva parametrizada no es
equivalente a la primera. En efecto, la parametrizacio´n s 7→ z˜(s) recorre los mismos
puntos que t 7→ z(t), pero en el orden reverso: esta´ claro que z˜(a) = z(b) y z˜(b) = z(a).
La clase de equivalencia de s 7→ z˜(s) se denota por −C: esta es la curva opuesta de C.
De ahora en adelante, salvo indicacio´n contraria, la palabra curva indicara´ una curva
suave.
Definicio´n 2.4. Una curva cerrada es una curva cuyos puntos inicial y final coinciden:
z(a) = z(b) para cualquier parametrizacio´n t 7→ z(t). (Para que esta curva sea suave en
el punto z(a) = z(b), la parametrizacio´n debe obedecer z′(a) = z′(b) tambie´n.)
Una curva simple es una curva suave C con una parametrizacio´n regular4 tal que
z(t1) 6= z(t2) si t1 6= t2 en [a,b], con la posible excepcio´n del caso z(a) = z(b). En este
caso excepcional, si C es una curva cerrada simple.
La traza de una curva C es el conjunto de los puntos {z(t) : a ≤ t ≤ b} en C. La
traza es obviamente independiente de la parametrizacio´n. Adema´s, es evidente que las
dos curvas C y −C tienen la misma traza, pero el “sentido de recorrido” las distingue.
Ejemplo 2.5. Una lemniscata es una curva plana (el nombre significa cinta) que obe-
dece una ecuacio´n polar de la forma r2 = 2a2 cos2θ , con a > 0 constante. Su traza no
tiene puntos en los sectores pi/4< θ < 3pi/4 y −3pi/4< θ <−pi/4, donde cos2θ < 0.
Una posible parametrizacio´n de la lemniscata es z(t) = x(t)+ iy(t), donde
x(t) :=
a
√
2cos t
1+ sen2 t
, y(t) :=
a
√
2sen t cos t
1+ sen2 t
, para 0≤ t ≤ 2pi.
Esta es una curva cerrada, ya que z(0) = z(2pi) = a
√
2. Sin embargo, esta curva no es
simple, porque z(pi/2) = z(3pi/2) = 0. El recorrido de la curva dada por esta parametri-
zacio´n esta´ ilustrada en la Figura 2.2. ♦
4No´tese que cualquier otra parametrizacio´n equivalente cumple la misma condicio´n: ¿por que´?
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•
z(0) = z(2pi)
Figura 2.2: La lemniscata: una curva cerrada pero no simple
Ejemplo 2.6. La curva C parametrizada por
z(t) := α+ reit , para 0≤ t ≤ 2pi,
es el cı´rculo con centro α y radio r, recorrido una vez contrario a reloj. Esta es una
curva cerrada simple. La curva opuesta −C se puede parametrizar por t 7→ α + re−it ;
esta curva es el mismo cı´rculo recorrido una vez a favor de reloj.
La parametrizacio´n t 7→ α + reit , para 0 ≤ t ≤ 4pi , es equivalente a s 7→ α + re2is,
para 0 ≤ s ≤ 2pi . Se trata del mismo cı´rculo, recorrido ahora dos veces consecutivas
contrario a reloj. Esta curva recibe el nombre 2C; es cerrada pero no es simple.
En general, si n ∈ Z, n 6= 0, se denota por nC la curva cerrada parametrizada por
t 7→ α + renit , para 0 ≤ t ≤ 2pi; ası´ se recorre el cı´rculo n veces, con el convenio de
que un recorrido “negativo” obra en el sentido opuesto de un recorrido “positivo”. Del
mismo modo, cualquier curva cerrada puede ser recorrido n veces, si n ∈ Z\{0}. ♦
Lema 2.7. Sea C una curva suave en C, parametrizada por t 7→ z(t) con a ≤ t ≤ b. Si
f : U → C es una funcio´n continua cuyo dominio incluye la traza de C, la integral∫ b
a
f (z(t))z′(t)dt (2.3)
no depende de la parametrizacio´n de C.
Demostracio´n. Si f (z)≡ u(z)+ iv(z) expresa las partes real e imaginaria de la funcio´n f ,
y si z(t)≡ x(t)+ iy(t), la integral (2.3) significa∫ b
a
(
u(z(t))+ iv(z(t))
)(
x′(t)+ iy′(t)
)
dt
:=
∫ b
a
(
u(z(t))x′(t)− v(z(t))y′(t))dt+ i∫ b
a
(
u(z(t))y′(t)+ v(z(t))x′(t)
)
dt,
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donde las dos integrales al lado derecho son integrales de Riemann de funciones reales
continuas. (La continuidad de f y de z′ garantiza la existencia de estas integrales de
Riemann; es una condicio´n suficiente aunque no estrictamente necesaria.)
Sea s 7→ w(s) otra parametrizacio´n de C, que cumple (2.1). Entonces, por la reglas
de cambio de variable y de la cadena para funciones reales, se obtiene∫ b
a
f (z(t))z′(t)dt =
∫ d
c
f (z(t(s)))z′(t(s)) t ′(s)ds =
∫ d
c
f (w(s))w′(s)ds.
El lado derecho es la expresio´n ana´loga a (2.3) en la nueva parametrizacio´n.
Definicio´n 2.8. Sea f es una funcio´n continua, definida en la traza de una curva suave C.
La integral de lı´nea de f sobre C es la cantidad∫
C
f (z)dz :=
∫ b
a
f (z(t))z′(t)dt, (2.4)
donde al lado derecho t 7→ z(t) es una parametrizacio´n regular cualquiera de C.
Si C es una curva suave por trozos, se puede subdividir C en un nu´mero finito de
curvas suaves C1, C2,. . . , Ck donde el punto final de cada Ci es el punto inicial del trozo
siguiente Ci+1. En este caso, se define∫
C
f (z)dz :=
k
∑
i=1
∫
Ci
f (z)dz =
k
∑
i=1
∫ bi
ai
f (zi(t))z′i(t)dt.
Tambie´n se emplea la notacio´n ∮
C
f (z)dz≡
∫
C
f (z)dz
cuando C es una curva cerrada.
Ejemplo 2.9. Vale la pena calcular la integral
∫
C z¯ dz, para algunas curvas en C.
(a) Si C es el segmento de recta desde 0 a 1+ i, to´mese z(t) := t+ it; entonces∫
C
z¯ dz =
∫ 1
0
(t− it)(1+ i)dt =
∫ 1
0
2t dt = 1.
(b) Si C es el segmento [0,1] seguido por el segmento [1,1+ i], parametrizado por
x 7→ x y luego y 7→ 1+ iy, entonces∫
C
z¯ dz =
∫ 1
0
xdx+
∫ 1
0
(1− iy)idy = 12 +(i+ 12) = 1+ i.
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(c) Si C es el segmento [0, i] seguido por el segmento [i,1+ i], parametrizado por
y 7→ iy y luego x 7→ x+ i, entonces∫
C
z¯ dz =
∫ 1
0
(−iy)idy+
∫ 1
0
(x− i)dx = 12 +(12 − i) = 1− i.
(d) Si C es el cı´rculo unitario T recorrido una vez contrario a reloj, parametrizado por
θ 7→ eiθ , entonces∮
C
z¯ dz =
∫ 2pi
0
e−iθ (ieiθ )dθ =
∫ 2pi
0
idθ = 2pii.
Los casos (a), (b), (c) son ejemplos de una misma funcio´n continua (pero ¡no holo-
morfa!) sobre tres curvas suaves por trozos con los mismos puntos inicial y final. Esto
pone en evidencia que, en general, una integral de lı´nea depende del camino recorrido
entre sus extremos. El caso (d), con una curva cerrada, exhibe el mismo feno´meno: una
integral independiente del camino tendrı´a integral cero sobre una curva cerrada, lo cual
no es el caso para este ejemplo. ♦
Lema 2.10. Las integrales de lı´nea de funciones continuas sobre curvas suaves por
trozos en C obedecen las siguientes propiedades:
(a) Linealidad de f 7→ ∫C f (z)dz:∫
C
(
α f (z)+βg(z)
)
dz = α
∫
C
f (z)dz+β
∫
C
g(z)dz.
(b) La reversio´n del recorrido cambia el signo de la integral:∫
−C
f (z)dz =−
∫
C
f (z)dz. (2.5)
(c) Acotacio´n por la longitud de la curva:∣∣∣∣∫C f (z)dz
∣∣∣∣≤ `(C) sup
z∈C
| f (z)|, (2.6)
donde
`(C) :=
∫ b
a
|z′(t)|dt
denota la longitud de C.
37
MA–702: Variable Compleja 2.1. Integrales de lı´nea en C
Demostracio´n. Elı´jase una parametrizacio´n regular t 7→ z(t) de C. La propiedad (a)
sigue fa´cilmente de la linealidad de integrales reales, habida cuenta de (2.4).
La parametrizacio´n (2.2) de −C por z˜(s) := z(a+b− s) convierte (2.5) en la identi-
dad ∫ a
b
f (z˜(s))z˜′(s)ds =−
∫ b
a
f (z(t))z′(t)dt
que sigue directamente por la sustitucio´n t = a+b− s.
La acotacio´n (c) es consecuencia de la desigualdad triangular para integrales reales:∣∣∣∣∫ ba f (z(t))z′(t)dt
∣∣∣∣≤ ∫ ba | f (z(t))| |z′(t)|dt.
Hay que notar que la integral
∫ b
a |z′(t)|dt no depende de la parametrizacio´n de C, porque∫ d
c
|w′(s)|ds =
∫ b
a
|w′(s(t))|s′(t)dt =
∫ b
a
|w′(s(t))s′(t)|dt =
∫ b
a
|z′(t)|dt
en vista de la propiedad s′(t)> 0 de la reparametrizacio´n.
Definicio´n 2.11. Si f : U→C es una funcio´n continua definida en un abierto U ⊆C, una
primitiva de f es una funcio´n diferenciable F : U → C cuya derivada coincide con f ,
es decir, F ′(z) = f (z) para todo z ∈ C.
En vista de la Definicio´n 1.22, cualquier primitiva de una funcio´n continua es holo-
morfa.
Proposicio´n 2.12. Sea f : U → C una funcio´n continua, definida en un abierto U ⊆ C,
que admite una primitiva F : U → C. Si C es una curva desde α a β cuya traza esta´
incluida en U, entonces ∫
C
f (z)dz = F(β )−F(α), (2.7)
ası´ que esta integral “no depende del camino”, es decir, so´lo depende de los puntos
inicial y final de C.
Demostracio´n. Sea z : [a,b]→ U una parametrizacio´n regular de C, con z(a) = α y
z(b) = β . Entonces ∫
C
f (z)dz =
∫
C
F ′(z)dz =
∫ b
a
F ′(z(t))z′(t)dt
y la regla de la cadena (para funciones diferenciables reales) implica que
F ′(z(t))z′(t) =
d
dt
F(z(t)) para a< t < b,
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y por el “teorema fundamental del ca´lculo” real, vale∫ b
a
F ′(z(t))z′(t)dt = F(z(b))−F(z(a)) = F(β )−F(α).
Corolario 2.13. Si C es una curva cerrada cuya traza queda en un abierto U ⊆ C y si
f : U → C es una funcio´n continua que admite una primitiva en U, entonces∮
C
f (z)dz = 0. 
La dificultad esencial en aplicar la Proposicio´n 2.12 y su corolario es esta: ¿cua´les
funciones continuas admiten primitivas? En una variable real, la respuesta es inmediata:
la integral indefinida de una funcio´n continua proporciona una primitiva para cualquier
funcio´n continua (de hecho, una familia de primitivas que difieren entre sı´ por constan-
tes). Pero en el plano complejo, para hallar una especie de “integral indefinida” habrı´a
que establecer de antemano la independencia del camino del proceso de integracio´n: el
asunto muerde su cola. Adema´s, el Ejemplo 2.9 implica que la funcio´n continua z 7→ z¯
no admite primitiva alguna.
Aun ası´, hay una clase de funciones continuas que sı´ admiten primitivas. Una fun-
cio´n analı´tica, definida por una serie de potencias en un disco abierto D(α;R), admite
una primitiva dada por la fo´rmula inversa de la fo´rmula (1.17), que define su derivada
te´rmino por te´rmino. (Los detalles se dejan como un ejercicio.) Entonces la integral
sobre una curva cerrada se anula para una funcio´n analı´tica, en su disco de convergencia.
El resultado fundamental de la teorı´a de variable compleja dice que la conclusio´n del
Corolario 2.13 es va´lida para una funcio´n holomorfa cualquiera. Este es el tema de la
pro´xima seccio´n.
2.2 Integrales en un contorno cerrado
El teorema de Cauchy dice, informalmente, que la integral de una funcio´n f sobre una
curva cerrada simple se anula, si f es holomorfa en un abierto U que incluye la traza
de la curva C y tambie´n el interior de C. Esta formulacio´n, sin embargo, enfrenta un
problema topolo´gico inesperadamente difı´cil: ¿que´ cosa es el interior de una curva
cerrada simple? Hay un famoso teorema de Jordan5 que dice que el complemento en C
5El teorema fue demostrada por Camille Jordan, en su libro: Cours d’Analyse de l’E´cole Polytech-
nique, Gauthier-Villars, Paris, 1887. Para Jordan, una curva cerrada simple es la imagen biyectiva conti-
nua de un cı´rculo en el plano, sin pedir condiciones de suavidad ni parametrizacio´n del recorrido. Como
tal, incluye curvas fractales tales como los bordes de regiones de Mandelbrot. Una demostracio´n para
curvas suaves por trozos aparece en el Ape´ndice B del libro de Stein y Shakarchi.
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de una curva cerrada simple C es la unio´n disjunta de dos abiertos conexos, C \C =
I(C)unionmultiE(C), uno de los cuales es acotado y el otro no acotado. La componente acotada
I(C) es la regio´n interior de C y la componente no acotada E(C) es la regio´n exterior
de C. En la mayorı´a de los problemas de aplicacio´n, basta considerar una curva cerrada
simple cuya regio´n interior es “evidente”.
Definicio´n 2.14. Un abierto U ⊂ C es disconexo si es posible expresar U como una
unio´n disjunta U =V unionmultiW , donde V y W son abiertos no vacı´os. En cambio, un abierto U
es conexo si no es disconexo, es decir, si es imposible partir U en dos abiertos disjuntos
no vacı´os.6
Un abierto U ⊆ C es conexo por caminos si, para cada par de puntos α 6= β en U ,
hay una funcio´n continua z : [a,b]→ U tal que z(a) = α , z(b) = β . En particular, U
es conexo por caminos si cada par de puntos distintos de U son extremos de una curva
suave por trozos cuya traza queda en U . Resulta que un abierto de C es conexo si y so´lo
si es conexo por caminos.7 Un abierto conexo se llama una regio´n de C.
Una parte E ⊆ C es convexa si para todo α,β ∈ E, el segmento
[α,β ] := {(1− t)α+ tβ : 0≤ t ≤ 1}
queda en E, es decir, [α,β ]⊂ E. Un abierto convexo es tambie´n conexo (por caminos),
obviamente; es decir, es una regio´n. En particular, un disco abierto D(α;r) es conexo.
Si R = [a,c]× [b,d] es un recta´ngulo cerrado en R2, R es convexo; y su interior
(a,b)× (c,d) = {z ∈ C : a<ℜz< c, b< ℑz< d }
es abierto y convexo, y por ende es una regio´n en C.
Por otro lado, un disco abierto “perforado”
D(α;r)\{α}= {z ∈ C : 0< |z−α|< r}
es una regio´n, pero no es convexo. Si 0 < r < s, el anillo abierto D(α;s) \D(α;r)
tambie´n es conexo pero no convexo.
6Ma´s generalmente, una parte cualquiera E de un espacio topolo´gico X es disconexo si hay abiertos
disjuntos V y W con E = (V ∩E)unionmulti (W ∩E), una particio´n no trivial de E; en cambio, E es conexo si no
es disconexo. En particular, cualquier intervalo de R es conexo; y la traza en C de una curva suave es
tambie´n conexo.
7En el plano complejo, un abierto es conexo si y so´lo si es conexo por caminos; pero hay partes
conexos, no abiertos, de C que no son conexos por caminos. Consu´ltese cualquier libro de topologı´a.
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a+ ic b+ ic
b+ ida+ id
R
• •
••
Figura 2.3: Un recta´ngulo R con el recorrido positivo de su borde ∂R
I Es aconsejable demostrar el teorema de Cauchy en un caso sencillo antes de abordar
el caso general. Si R = [a,b]× [c,d] es un recta´ngulo en R2, con a < b y c < d, con-
siderado como parte de C, su borde es la curva C = ∂R compuesto de cuatro segmentos
consecutivos:
∂R = [a+ ic,b+ ic]∪ [b+ ic,b+ id]∪ [b+ id,a+ id]∪ [a+ id,a+ ic].
En cada caso, el segmento [z,w] se parametriza por t 7→ (1− t)z+ tw para 0 ≤ t ≤ 1,
o por una parametrizacio´n equivalente. Entonces ∂R es una curva simple cerrada, suave
por trozos, que recorre la frontera de R en direccio´n contraria a reloj (Figura 2.3).
z1 z2
z3z4
z′
R(1) R(2)
R(3)R(4)
• •
••
•
•
•
• •
Figura 2.4: Cuadriseccio´n de un recta´ngulo y su borde
Proposicio´n 2.15 (Goursat). Sea F : U → C una funcio´n diferenciable en un abierto U
que incluye un recta´ngulo R con lados paralelos a los ejes. Entonces la integral de f
alrededor del borde de R se anula: ∮
∂R
f (z)dz = 0. (2.8)
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Demostracio´n. Sean z1,z2,z3,z4 los ve´rtices sucesivos del recta´ngulo R; el centroide
z′ := 12(z1+ z3) =
1
2(z2+ z4) sirve para dividir R en cuatro recta´ngulos R( j) con ve´rtices
opuestos z j y z′, para j = 1,2,3,4 (ve´ase la Figura 2.4).
El borde ∂R(1) incluye el segmento [12(z1+ z2),z
′] y ∂R(2) incluye [z′, 12(z1+ z2)], el
mismo segmento con el recorrido opuesto. En la suma
∫
∂R(1) f (z)dz+
∫
∂R(2) f (z)dz, las
contribuciones de este segmento se cancelan. De igual modo, se cancelan las contribu-
ciones de los segmentos que colindan con z′ en el lado derecho de la siguiente igualdad:∮
∂R
f (z)dz =
∮
∂R(1)
f (z)dz+
∮
∂R(2)
f (z)dz+
∮
∂R(3)
f (z)dz+
∮
∂R(4)
f (z)dz. (2.9)
Obse´rvese que los otros segmentos de los ∂R( j) conforman la curva ∂R, lo cual establece
la igualdad (2.9).
Sea A :=
∣∣∮
∂R f (z)dz
∣∣. Entonces la desigualdad triangular establece que al menos
uno de los cuatro recta´ngulos R(1), R(2), R(3), R(4), que puede llamarse R1, cumple∣∣∣∣∮∂R1 f (z)dz
∣∣∣∣≥ A4 .
Ahora se procede por induccio´n: se subdivide el recta´ngulo R1 en cuatro recta´ngulos
con un ve´rtice comu´n en el centroide de R1; ellos obedecen el ana´logo de la fo´rmula
(2.9), ası´ que al menos uno de los cuarto, denotado por R2, cumple∣∣∣∣∮∂R2 f (z)dz
∣∣∣∣≥ A42 .
En el ene´simo paso, se obtiene un recta´ngulo Rn, cuya diagonal mide 2−n|z3− z1| y que
cumple ∣∣∣∣∮∂Rn f (z)dz
∣∣∣∣≥ A4n .
Los recta´ngulos encajados R ⊃ R1 ⊃ R2 ⊃ Rn ⊃ ·· · tienen un so´lo punto w en comu´n,
ya que sus dia´metros tienden a cero: diam(Rn) = 2−n|z3− z1| → 0.
Como f es diferenciable en w ∈ R ⊂ U , para cada ε > 0 dado hay δ > 0 tal que
D(w;δ )⊂U y adema´s
|z−w|< δ =⇒ | f (z)− f (w)− f ′(w)(z−w)|< ε|z−w|.
Adema´s, hay N ∈ N tal que n≥ N =⇒ Rn ⊂ D(w;δ ).
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Sea g(z) := f (z)− f (w)− f ′(w)(z−w). La funcio´n h(z) := f (w)− f ′(w)(z−w)
tiene una primitiva H(z) := f (w)z− 12 f ′(w)(z−w)2, ası´ que el Corolario 2.13 muestra
que
∮
∂Rn h(z)dz = 0. En vista de la estimacio´n (2.6), para n≥ N resulta que∣∣∣∣∮∂Rn f (z)dz
∣∣∣∣= ∣∣∣∣∮∂Rn g(z)dz
∣∣∣∣≤ ε `(Rn) sup
z∈∂Rn
|g(z)|
≤ ε `(Rn) sup
z∈∂Rn
|z−w| ≤ 2
√
2ε diam(Rn)2 = ε
2
√
2 |z3− z1|2
4n
.
Por lo tanto, se obtiene
A =
∣∣∣∣∮∂R f (z)dz
∣∣∣∣≤ 4n∣∣∣∣∮∂Rn f (z)dz
∣∣∣∣≤ ε(2√2 |z3− z1|2).
Como ε > 0 es arbitrario, se concluye que A = 0, lo cual verifica (2.8).
La Proposicio´n 2.15 es un caso particular del teorema de Cauchy, para una clase es-
pecial de contornos. Debido al proceso de subdivisio´n repetida de recta´ngulos (e´sta fue
la contribucio´n de Goursat), no es necesario suponer que f es continuamente diferencia-
ble, sino solamente diferenciable en cada punto de su dominio, que debe incluir tanto la
frontera de R como su regio´n interior.
0 x
z
x+h
z+ηz+ ik
r
• •
•
•
•
•
Figura 2.5: Caminos en un disco abierto
Proposicio´n 2.16. Sea f : D(α;r)→ C una funcio´n diferenciable en el disco abierto
D(α;r). Entonces hay una primitiva F : D(α;r)→C tal que F ′(z)≡ f (z) en ese disco.
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Demostracio´n. Sin perder generalidad, se puede suponer que α = 0. Si z ∈ D(0;r),
z = x+ iy, defı´nase
F(z) :=
∫ x
0
f (w)dw+
∫ z
x
f (w)dw,
donde la notacio´n indica que F(z) :=
∫
C f (w)dw sobre una curva C que consta del seg-
mento horizontal [0,x] seguido por el segmento vertical [x,z]. Si η = h+ ik 6= 0 con
|η |< r−|z|, entonces z+η ∈ D(0,r) y adema´s
F(z+η) =
∫ x+h
0
f (w)dw+
∫ z+η
x+h
f (w)dw.
La diferencia F(z+η)−F(z) es la integral de lı´nea de f sobre la curva C que atraviesa,
en orden los segmentos z→ x→ 0→ x+ h→ z+η . Al eliminar cualquier segmento
recorrido dos veces en sentidos opuestos, se obtiene
F(z+η)−F(z) =
∫
C
f (w)dw+
∮
∂R
f (w)dw
donde C va de z a z+η por un segmento horizontal y un segmento horizontal, y R es
un recta´ngulo incluido en el disco D(0;r). Por ejemplo, si h > 0 y k < 0, se obtiene
C = [z,x+ ik]∪ [z+ ik,z+ η ] mientras R es el recta´ngulo con esquinas opuestas x y
z+η ; ve´ase la Figura 2.5. (Se deja como ejercicio determinar los detalles de los otros
casos posibles.)
La Proposicio´n 2.15 muestra que
∮
∂R f (w)dw = 0. Como la funcio´n f es continua
en z, se puede escribir h(w) := f (w)− f (z) de modo que h(w)→ 0 cuando w→ z. Para
ε > 0 dado, hay δ > 0 tal que |η |< δ =⇒ |h(w)|< ε/√2. Entonces
F(z+η)−F(z) =
∫
C
( f (z)+h(w))dw = f (z)(z+η− z)+
∫
C
h(w)dw,
ası´ que, cuando |η |< δ resulta que∣∣∣∣F(z+η)−F(z)η − f (z)
∣∣∣∣= 1|η |
∣∣∣∣∫C h(w)dw
∣∣∣∣< `(C)|η | ε√2 ≤ ε.
Esto muestra que F es diferenciable en z con F ′(z) = f (z). Como z ∈ D(0;r) es arbi-
trario, se concluye que F es holomorfo en D(0;r) y que F es una primitiva de f .
Corolario 2.17. Si f : D(α;r)→ C una funcio´n diferenciable, entonces∮
C
f (z)dz = 0
para cualquier curva cerrada C cuya traza queda en D(α;r).
Demostracio´n. Aplı´quese el Corolario 2.13 y la Proposicio´n anterior.
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I En la demostracio´n de la Proposicio´n 2.16 se usan dos propiedades del dominio de
la funcio´n diferenciable f . En primer lugar, este dominio es un abierto, para poder
comparar el valor F(z) de la primitiva con su valor F(z+η) en un vecindario de z. En
segundo lugar, el camino cerrado 0→ z→ z+η → 0 trazado en las evaluaciones de
F(z) y F(z+η) encierra una regio´n de puntos dentro del dominio (concretamente, el
recta´ngulo R en la demostracio´n). Esta segunda propiedad es la conectividad simple del
disco.
α
β
C0
C1
•
•
Figura 2.6: Una homotopı´a entre dos curvas
Definicio´n 2.18. Sea U ⊆ C una regio´n (abierta y conexa) del plano complejo. Dos
curvas C0 y C1 en U entre dos puntos distintos α,β ∈U son homoto´picas en U si hay
una familia continua de curvas {Cs : 0≤ s≤ 1}, con trazas en la regio´n U , intercaladas
entre C0 y C1.
En otras palabras, si f0 : [a,b] → U y f1 : [a,b] → U son dos parametrizaciones
continuas8 con f0(a) = f1(a) = α y f0(b) = f1(b) = β , hay una funcio´n continua
F : [0,1]× [a,b]→U tal que F(0, t)≡ f0(t) y F(1, t)≡ f1(t) para a≤ t ≤ b. Al colocar
fs(t) := F(s, t), la funcio´n fs : [a,b]→U parametriza una curva Cs con traza en U , para
0≤ s≤ 1.
La regio´n U es simplemente conexa si cada par de curvas entre dos puntos distintos
de U son homoto´picos en U .
Ejemplo 2.19. El plano complejo C es simplemente conexo. Un disco abierto D(α;r)
es simplemente conexo. El interior de un recta´ngulo R es simplemente conexo.
La regio´n C \ {x ∈ R : x ≤ 0}, obtenida al excluir la semirrecta real negativa del
plano, es tambie´n simplemente conexa.
8En general, las dos curvas deben ser ima´genes continuas de intervalos compactos en R; pero en una
regio´n de C, es posible usar curvas suaves por trozos, sin perder generalidad.
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Por otro lado, el plano perforado C \ {0}; el disco perforado D(α;r) \ {α}; y el
anillo abierto
A(α;r,s) := {z ∈ C : r < |z−α|< s}, con 0< r < s;
son regiones que no son simplemente conexas. ♦
Para la existencia de una primitiva de una funcio´n diferenciable en una regio´n sim-
plemente conexa, basta definir la integrar de lı´nea F(z) :=
∫
C f (w)dw a lo largo de una
curva desde algu´n punto fijo α hasta z. De hecho, se puede tomar C como una cadena
de segmentos horizontales y verticales dentro de U ; en este caso, las dos curvas C0 y C1
de α a z+η ası´ obtenidas son homoto´picas, y la curva cerrada “C0 seguido por −C1”
encierra un nu´mero finito de recta´ngulos Ri dentro de U y las integrales
∮
∂Ri f (w)dw se
anulan. Estos argumentos conducen a la siguiente generalizacio´n de la Proposicio´n 2.16
y del Corolario 2.17.
Proposicio´n 2.20. Sea U ⊆ C una regio´n simplemente conexa. Si f : U → C es una
funcio´n diferenciable, entonces hay una primitiva F : U →C tal que F ′(z)≡ f (z) en U.
En particular, vale
∮
C
f (z)dz = 0 para cualquier curva cerrada C cuya traza queda
en U. 
2.3 La fo´rmula integral de Cauchy
Teorema 2.21. Si f : U → C es una funcio´n diferenciable en un abierto que incluye un
disco cerrado D con interior D, y si C es el cı´rculo de borde de D (recorrido una vez
contrario a reloj), la siguiente fo´rmula de Cauchy es va´lida:
f (z) =
1
2pii
∮
C
f (w)
w− z dw para cada z ∈ D. (2.10)
Demostracio´n. Sea D′ un disco abierto, conce´ntrico con D pero con un radio un poco
mayor, tal que D′ ⊆U .
Sea C el cı´rculo D \D, esto es, el borde de D, recorrido una vez contrario a reloj.
To´mese z ∈ D, sea ε > 0 tal que D(z;ε) ⊂ D, y sea Cε el cı´rculo {w : |w− z| = ε },
recorrido una vez contra reloj. Conside´rese un segmento [α,β ] que une un punto α ∈Cε
a un punto β ∈ C; dado δ > 0 suficientemente pequen˜o con δ < ε , hay dos segmen-
tos paralelos a [α,β ], separados por un pasillo de anchura δ , con extremos en Cε y C
respectivamente, formando ası´ una curva cerrada Γε (ve´ase la Figura 2.7).
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z Cε
C
•
Figura 2.7: Curva de tipo cerradura Γε
Esta curva cerrada Γε consta de cuatro trozos suaves: un arco largo de C, seguido
por un segmento paralelo a [β ,α], seguido de un arco largo del cı´rculo −Cε recorrido a
favor de reloj, seguido por el otro segmento paralelo a [α,β ]. La regio´n interior I(Γε)
es simplemente conexa y excluye el punto z. La unio´n Uδ :=
⋃{D(w; 13δ ) : w ∈ I(Γε)}
es una regio´n simplemente conexa que incluye la traza de Γε . Como z /∈Uδ , la funcio´n
g(w) :=
f (w)
w− z
es diferenciable en Uδ . La Proposicio´n 2.20 entonces implica que∮
Γε
f (w)
w− z dw = 0.
Al parametrizar los cuatro trozos mencionados de Γε , se obtiene cuatro integrales de
lı´nea con suma igual a 0. Al dejar δ → 0 en cada una de estas integrales, resulta∮
C
f (w)
w− z dw+
∫
[β ,α]
f (w)
w− z dw−
∮
Cε
f (w)
w− z dw+
∫
[α,β ]
f (w)
w− z dw = 0.
Las dos integrales sobre los segmentos [α,β ] y [β ,α] (curvas opuestas) se cancelan, de
modo que ∮
C
f (w)
w− z dw =
∮
Cε
f (w)
w− z dw.
El integrando a la derecha tiene la forma
f (w)
w− z =
f (w)− f (z)
w− z +
f (z)
w− z ,
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donde el primer te´rmino a la derecha es de la forma f ′(z)+o(w−z); su integral sobre Cε
tiendo a 0 cuando ε → 0. Por otro lado, al parametrizar Cε por θ 7→ z+ εeiθ , se calcula∮
Cε
f (z)
w− z dw =
∫ pi
−pi
f (z)
εeiθ
iεeiθ dθ = 2pii f (z),
ası´ que
∮
C
f (w)
w− z dw = 2pii f (z), lo cual establece (2.10).
Proposicio´n 2.22. Si f : U → C es una funcio´n diferenciable en un abierto U ⊂ C,
entonces f es holomorfa en U. Adema´s, si C es un cı´rculo tal que CunionmultiI(C)⊂U, entonces
vale
f ′(z) =
1
2pii
∮
C
f (w)
(w− z)2 dw para z ∈ I(C). (2.11)
Demostracio´n. Para que una funcio´n diferenciable sea holomorfa, hay que comprobar
la continuidad de la funcio´n z 7→ f ′(z) —segu´n la Definicio´n 1.22.
Si z es un punto del abierto U , entonces z ∈ D⊂ D⊂U para algu´n disco abierto D;
aquı´ D = DunionmultiC donde C = ∂D es el borde circular de D. Fı´jese que I(C) = D.
To´mese η con |η |< δ < d(z,C), de modo que z+η ∈D tambie´n.9 El Teorema 2.21
implica que
f (z+η)− f (z)
η
=
1
2pii
∮
C
f (w)
η
(
1
w− z−η −
1
w− z
)
dw
=
1
2pii
∮
C
f (w)
(w− z−η)(w− z) dw.
Al dejar η → 0, el lado izquierdo converge a f ′(z); mientras el integrando al lado dere-
cho esta´ mayorizado por d(z,C)−1(d(z,C)− δ )−1 supw∈C | f (w)|, permitiendo tomar el
lı´mite bajo el signo integral; y se obtiene la fo´rmula (2.11). El integrando al lado derecho
de (2.11) es continuo en z, lo cual establece la continuidad de z 7→ f ′(z) para z ∈ D.
La Proposicio´n 2.22 muestra que una funcio´n diferenciable (en el sentido complejo)
es tambie´n continuamente diferenciable, ası´ que los te´rminos diferenciable y holo-
morfo son sino´nimos para funciones de una variable compleja. El siguiente resultado
establece que los te´rminos holomorfo y suave son tambie´n sino´nimos. Adema´s, pro-
porciona una fo´rmula utilı´sima para cada una de las derivadas superiores de la funcio´n
holomorfa.
9Aquı´ d(z,C) := inf{|w− z| : w ∈C} denota la distancia del punto z al cı´rculo C.
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Proposicio´n 2.23 (La fo´rmula integral de Cauchy). Una funcio´n holomorfa f : U → C
en un abierto U ⊂ C es indefinidamente diferenciable en U. Adema´s, si C es un cı´rculo
tal que Cunionmulti I(C) ⊂U, entonces para cada n ∈ N la ene´sima derivada f (n) obedece la
fo´rmula:
f (n)(z) =
n!
2pii
∮
C
f (w)
(w− z)n+1 dw para z ∈ I(C). (2.12)
Demostracio´n. Los casos n = 0 y n = 1 de esta fo´rmula ya han sido demostrados en el
Teorema 2.21 y la Proposicio´n 2.22.
Los dema´s casos siguen por induccio´n sobre n. Supo´ngase que f es (n− 1) veces
diferenciable y que obedece (2.12) con n−1 en lugar de n. Entonces
f (n−1)(z+η)− f (n−1)(z)
η
=
(n−1)!
2pii
∮
C
f (w)
η
(
1
(w− z−η)n −
1
(w− z)n
)
dw
para z ∈ D y |η | < δ < d(z,C), usando las notaciones de la demostracio´n anterior. Al
escribir u := 1/(w− z−η) y v := 1/(w− z), la fo´rmula
un− vn = (u− v)(un−1+un−2v+ · · ·+uvn−2+ vn−1)
muestra que
f (n−1)(z+η)− f (n−1)(z)
η
=
(n−1)!
2pii
∮
C
f (w)
(w− z−η)(w− z)
(n−1
∑
k=0
ukvn−1−k
)
dw.
Al dejar η→ 0 con |η |< δ , cada ukvn−1−k tiende a vn−1 = 1/(w−z)n−1 y el integrando
al lado derecho permanece acotado (garantizando la convergencia de la integral), de
modo que el lado izquierdo converge a f (n)(z) y la integral converge al lado derecho
de (2.12).
Corolario 2.24 (Desigualdades de Cauchy). Si f es una funcio´n holomorfa en un abierto
que incluye un disco cerrado D(α;R), y si | f (z)| ≤ M para |z−α| = R, entonces las
siguientes desigualdades son va´lidas, para cada n ∈ N:
| f (n)(α)| ≤ n!M
Rn
. (2.13)
Demostracio´n. Es cuestio´n de aplicar la fo´rmula integral de Cauchy en el cı´rculo C =
{z : |z−α|= R}:
| f (n)(α)|=
∣∣∣∣ n!2pii
∮
C
f (z)
(z−α)n+1 dz
∣∣∣∣= n!2pi
∣∣∣∣∫ pi−pi f (α+Reiθ )Rn+1ei(n+1)θ iReiθ dθ
∣∣∣∣
≤ n!
2pi
∫ pi
−pi
| f (α+Reiθ )|
Rn+1
Rdθ ≤ n!
2pi
∫ pi
−pi
M
Rn
dθ =
n!
2pi
2piM
Rn
.
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Proposicio´n 2.25. Si f es una funcio´n holomorfa en un abierto que incluye un disco
cerrado D(α;R), entonces f es analı´tica en el disco abierto D(α;R) ya que coincide
con la serie de Taylor:
f (z) =
∞
∑
n=0
f (n)(α)
n!
(z−α)n para |z−α|< R. (2.14)
Demostracio´n. Si |z−α| < R, las desigualdades de Cauchy implican que la serie de
potencias (2.14) converge, por comparacio´n con la serie geome´trica ∑∞n=0 |z−α|n/Rn.
Ası´, esta serie de potencias tiene radio de convergencia ≥ R.
Si C es el cı´rculo |z−α|= R, la fo´rmula de Cauchy (2.10) muestra que
f (z) =
1
2pii
∮
C
f (w)
w− z dw para |z−α|< R.
Ahora bien, para 0< |z−α|< R, la identidad
1
w− z =
1
(w−α)− (z−α) =
1
w−α
/(
1− z−α
w−α
)
permite desarrollar el u´ltimo integrando en una serie geome´trica. Para cada z ∈ D(α;R)
fijo, se obtiene
1
w− z =
∞
∑
n=0
(z−α)n
(w−α)n+1 .
La desigualdad |z−α| < R = |w−α| muestra que esta serie converge absoluta y uni-
formemente para w ∈C. Entonces se puede intercambiar la suma con la integral en la
expansio´n
f (z) =
1
2pii
∮
C
∞
∑
n=0
f (w)(z−α)n
(w−α)n+1 dw
=
∞
∑
n=0
(
1
2pii
∮
C
f (w)
(w−α)n+1 dw
)
(z−α)n
=
∞
∑
n=0
f (n)(α)
n!
(z−α)n
al aplicar la fo´rmula integral de Cauchy (2.12) para cada n.
En consecuencia, los te´rminos holomorfo y analı´tico son tambie´n sino´nimos para
funciones de una variable compleja, con la siguiente reservacio´n: la serie de Taylor
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(2.14) representa la funcio´n holomorfa f (z) en un disco circular solamente, mientras
que el dominio de f podrı´a ser un abierto cualquiera. Ası´, por ejemplo, la funcio´n
z 7→ 1/(1− z) es holomorfo y por ende analı´tico en cualquier disco D de centro α 6= 1
y de radio |α−1|, pero las diversas series de potencias que representan 1/(1− z) en el
abierto C\{1} dependen del disco elegido.
I Una de las consecuencias ma´s importantes de la fo´rmula de Cauchy es la siguiente
propiedad de rigidez de las funciones enteras. Una funcio´n holomorfa se llama entera
si su dominio es todo C. Entre otras cosas, la Proposicio´n 2.25 muestra que una funcio´n
holomorfa entera posee una serie de Taylor con cualquier centro y radio de conver-
gencia infinito; es decir, coincide con una funcio´n analı´tica entera en el sentido de la
Definicio´n 1.10. En adelante, se usara´ el te´rmino funcio´n entera, simplemente.
Teorema 2.26 (Liouville). Si f : C→ C es una funcio´n entera acotada, entonces f es
una funcio´n constante.
Demostracio´n. Sea M := supz∈C | f (z)|, finito por hipo´tesis. Dado cualquier z∈C, sea C
el cı´rculo {w ∈ C : |w|= r} para algu´n r > |z|. Entonces la fo´rmula integral de Cauchy
implica que
f (z)− f (0) = 1
2pii
∮
C
(
f (w)
w− z −
f (w)
w
)
dw =
z
2pii
∮
C
f (w)
w(w− z) dw.
Por lo tanto,
| f (z)− f (0)| ≤ |z|
2pi
2piR sup
w∈C
| f (w)|
|w| |w− z| ≤
MR|z|
R(R−|z|) =
M|z|
R−|z| .
Para cada z fijo, el lado derecho tiende a 0 cuando R→∞ y por tanto f (z) = f (0). Luego
f es una funcio´n constante.
Proposicio´n 2.27 (Teorema Fundamental del Algebra). Cualquier polinomio no cons-
tante en C[X ] tiene un cero en C.
Demostracio´n. Sea p(z) = anzn + · · ·+ a1z+ a0 un polinomio no constante [es decir,
an 6= 0 con n > 0] y supo´ngase —por ahora— que p(z) 6= 0 para todo z ∈ C. Entonces
la funcio´n f (z) := 1/p(z) es una funcio´n entera.
To´mese R > 0 suficientemente grande tal que ∑n−1k=0 |ak|Rk ≤ 12 |an|Rn. Entonces
|p(z))| ≥ |an|Rn para |z| = R. En consecuencia, |p(z)| → ∞ cuando |z| → ∞; y por
ende, f (z)→ 0 cuando |z| → ∞. Luego f esta´ acotada: si | f (z)| ≤ 1 para |z| > R′, y si
M := sup{| f (z) : |z| ≤ R′ }, entonces | f (z)| ≤max{1,M} para todo z ∈ C.
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El Teorema 2.26 muestra que f (z)≡ f (0) es una constante no nula: f (0) 6= 0. Pero
esto contradice la convergencia f (z)→ 0 cuando |z| → ∞. Por tanto, hay al menos un
punto z1 ∈ C tal que p(z1) = 0.
Corolario 2.28. Un polinomio de grado n > 0 tiene n raı´ces en C (no necesariamente
distintas).
Demostracio´n. Por induccio´n sobre n: si p es un polinomio de grado n> 0, entonces p
no es constante (un polinomio constante no nulo tiene grado 0), ası´ que hay z1 ∈ C con
p(z1) 6= 0. Entonces p(z) = (z− z1)q(z) donde q es un polinomio de grado n−1. Por la
hipo´tesis inductiva, hay z2, . . . ,zn ∈ C tal que q(z) = an (z− z2) . . .(z− zn). Luego
p(z) = an (z− z1)(z− z2) . . .(z− zn).
I Hay una especie de teorema inverso al teorema de Cauchy, que en ciertas circunstan-
cias resulta u´til para comprobar la holomorficidad de una funcio´n compleja.
Teorema 2.29 (Morera). Si U es una regio´n deC y si f : U→C es una funcio´n continua
tal que
∮
C f (z)dz = 0 para toda curva cerrada en U, entonces f es holomorfa en U.
Demostracio´n. Basta mostrar que f posee una primitiva en U . To´mese α ∈U fijo; para
z ∈U , sean C(z) y C′(z) dos curvas (suaves por trozos) desde α a z. Sean C la curva
cerrada obtenida al recorrer C(z) seguido por −C′(z). Entonces∫
C(z)
f (w)dw−
∫
C′(z)
f (w)dw =
∮
C
f (w)dw = 0
por hipo´tesis. Entonces la funcio´n continua
F(z) :=
∫
C(z)
f (w)dw
esta´ bien definida, es decir, no depende de la curva particular C(z) sino solamente de sus
extremos α y z.
Como U es abierto, hay δ > 0 tal que D(z;δ ) ⊆ U . Entonces, para |η | < d, sea
C(z+η) la curva C(z) seguido por el segmento [z,z+η ]. Luego
F(z+η)−F(z)
η
=
1
η
∫
[z,z+η ]
f (w)dw =
∫ 1
0
f (z+ tη)dt→ f (z) cuando η → 0.
Luego F es holomorfa en U con F ′(z) ≡ f (z). Ahora, la Proposicio´n 2.23 implica que
su derivada f = F ′ es tambie´n holomorfa en U .
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I Es necesario extender el teorema de Cauchy y las fo´rmulas integrales al caso en
donde la integral de lı´nea
∮
C se calcula sobre una curva cerrada C que no necesariamente
es simple. La traza de una curva cerrada C (suave por trozos, como siempre) es una
parte compacta del plano complejo C y su complemento C\C es un abierto, en general
disconexo: este complemento es una unio´n de componentes conexas.10 En el plano
extendido C∞, el complemento C∞ \C es tambie´n una unio´n disjunta de componentes;
exactamente una de estas contiene el punto ∞. Luego, en C \C hay exactamente una
componente no acotada; las otras componentes son acotadas.
Lema 2.30. Si C es una curva cerrada, suave por trozos, que no pasa por z, el valor de
la integral
1
2pii
∮
C
dw
w− z
es un nu´mero entero.
Demostracio´n. Sea w : [a,b]→C una parametrizacio´n (regular por trozos) de la curva C,
con w(b) = w(a). Defı´nase una funcio´n continua g : [a,b]→ C por
g(t) :=
∫ t
a
w′(s)
w(s)− z ds.
Entonces g es diferenciable en [a,b], excepto en un nu´mero finito de valores de t, con
derivada
g′(t) =
w′(t)
w(t)− z .
Entonces la funcio´n continua
h(t) := e−g(t)(w(t)− z)
tiene derivada h′(t) ≡ 0 para a ≤ t ≤ b. Luego h es una funcio´n constante, al aplicar el
teorema de valor medio para funciones reales a ℜh y a ℑh. Fı´jese que g(a) = 0, ası´ que
h(a) = w(a)− z 6= 0 y tambie´n
eg(b) =
w(b)− z
h(b)
=
w(a)− z
h(a)
= 1.
10Un abierto U ⊆ C es una unio´n disjunta de partes conexas maximales, que son sus componentes.
Cada componente V es un abierto (porque el espacio topolo´gico C es localmente conexo) y es maximal:
si V ⊆W ⊆U con W conexo, entonces U =W . El nu´mero de componentes de U podrı´a ser infinito, pero
es numerable.
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Por lo tanto, g(b) = 2piin para algu´n n ∈ Z; luego,
n =
g(b)
2pii
=
1
2pii
∫ b
a
w′(s)
w(s)− z ds =
1
2pii
∮
C
dw
w− z .
Definicio´n 2.31. Si C es una curva cerrada (suave por trozos) en C, y si z /∈C, el nu´mero
entero
n(C,z) :=
1
2pii
∮
C
dw
w− z (2.15)
es el ı´ndice del punto z con respecto a la curva cerrada C. Este n(C,z) tambie´n se llama
el nu´mero de vueltas de C alrededor del punto z.
Ejemplo 2.32. La parametrizacio´n z : [0,2pi]→ C dada por z(θ) := eimθ describe
1. el cı´rculo unitario |z|= 1, recorrido m veces contrario a reloj, si m> 0;
2. el cı´rculo unitario |z|= 1, recorrido |m| veces a favor de reloj, si m< 0.
En los dos casos,
n(C,0) =
1
2pii
∮
C
dw
w
=
∫ b
a
imeimθ dθ
eimθ
=
2piim
2pii
= m.
Informalmente, el cı´rculo da m vueltas alrededor del origen 0, contando los giros a favor
de reloj con signo negativo. ♦
Lema 2.33. Si C es una curva cerrada en C, el ı´ndice z 7→ n(C,z) es constante en cada
componente conexa de C\C. El ı´ndice es cero en la componente no acotada.
Demostracio´n. La integral al lado derecho de (2.15) es continua en la variable z. Como
la funcio´n g(z)≡ n(C,z) toma valores en Z, la preimagen g−1(m) = g−1((m− 12 ,m+ 12))
es una parte cerrada y tambie´n abierta de C\C. Si g−1(m) 6= /0, entonces g−1(m) es una
unio´n de componentes conexas de C\C.
La traza de C es compacta en C, ası´ que es acotada: hay R > 0 tal que C ⊂ D(0;r).
Si |z| > r, entonces la funcio´n w 7→ 1/(w− z) es holomorfa en un abierto que incluye
D(0;r). Entonces, por el Corolario 2.17, vale
∮
C(w−z)−1 dw= 0 y por ende n(C,z) = 0.
Se ha mostrado que g(z) = 0 para |z| > r: el valor constante de g en la componente no
acotada debe ser 0.
A veces hay que trabajar con una funcio´n holomorfa f : U \ {α} → C, donde α es
un punto de una regio´n U en donde f (α) no esta´ definido a priori, pero sin embrago
el lı´mite limz→α f (z) existe. Dı´cese que f posee una singularidad removible en α . El
siguiente resultado explica co´mo remover esta singularidad.
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Lema 2.34 (Riemann). Sea U una regio´n de C, sea α ∈U y sea f : U \{α} → C una
funcio´n holomorfa y acotada. Si adema´s limz→α f (z) existe, la extensio´n f : U → C
definida por la fo´rmula f (α) := limz→α f (z) define una funcio´n holomorfa en U.
Demostracio´n. Como una funcio´n diferenciable en U es tambie´n holomorfa en U , a
partir de la Proposicio´n 2.22, basta comprobar la existencia de la derivada f ′(α).
Defı´nase una funcio´n g : U → C por
g(z) :=
{
(z−α)2 f (z) si z 6= α,
0 si z = α.
Esta´ claro que g es holomorfa en U \{α} y que g es continua en U . Adema´s, como f es
acotada en U \{α},
lim
z→α
g(z)−g(α)
z−α = limz→α(z−α) f (z) = 0,
ası´ que g es diferenciable en U con g′(α) = 0.
To´mese r> 0 tal que D(α;r)⊆U . la Proposicio´n 2.25 muestra que g es analı´tica en
D(α;r), con serie de Taylor
g(z) =
∞
∑
n=2
g(n)(α)
n!
(z−α)n
al notar que g(α) = 0 y g′(α) = 0. Defı´nase una funcio´n analı´tica h : D(α;r)→ C por
h(z) :=
∞
∑
n=2
g(n)(α)
n!
(z−α)n−2 =
∞
∑
m=0
g(m+2)(α)
(m+2)!
(z−α)m.
Desde luego, vale g(z)≡ (z−α)2 h(z), ası´ que h(z) = f (z) para 0< |z−α|< r. Como
h es analı´tica y en particular continua en α , vale h(α) = limz→α h(z) =: f (α). Entonces
h(z) = f (z) para |z−α|< r, ası´ que f es diferenciable en α con f ′(α) = h′(α).
El lema anterior permite dar una versio´n ma´s general de la fo´rmula de Cauchy, al
usar curvas cerradas pero no necesariamente simples.
Proposicio´n 2.35. Si f : D→ C una funcio´n holomorfa en un disco abierto D y si C es
una curva cerrada con traza en D, entonces vale
n(C,z) f (z) =
1
2pii
∮
C
f (w)
w− z dw (2.16)
para cada z ∈ D\C.
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Demostracio´n. Si z ∈ D\C, conside´rese la funcio´n holomorfa g : D\{z}→ C definida
por
g(w) :=
f (w)− f (z)
w− z .
Por el Lema 2.34, esta funcio´n se extiende a una funcio´n holomorfa g : D→C al colocar
g(z) := f ′(z). El Corolario 2.17 ahora muestra que∮
C
f (w)− f (z)
w− z dw =
∮
C
g(w)dw = 0,
ası´ que
1
2pii
∮
C
f (w)
w− z dw =
1
2pii
∮
C
f (z)
w− z dw = n(C,z) f (z).
Definicio´n 2.36. Dı´cese que una curva cerrada simple C se recorre (una vez) en el sen-
tido positivo si n(C,z) = +1 para z ∈ I(C). En cambio, C se recorre en el sentido
negativo si n(C,z) =−1 para z ∈ I(C).
Para un cı´rculo, un recorrido positivo va contrario a reloj, mientras que un recorrido
negativo va a favor de reloj.
2.4 Representacio´n por series de Laurent
Los resultados de la u´ltima seccio´n dan mucha informacio´n sobre las funciones holomor-
fas en un disco, o ma´s generalmente en una regio´n simplemente conexa. Por ejemplo, en
un disco abierto, una funcio´n holomorfa es analı´tica ya que queda representada por su
serie de Taylor. Sin embargo, tambie´n es importante discutir el cara´cter de una funcio´n
holomorfa en regiones no simplemente conexas: por ejemplo, en un disco perforado
D(α;r)\{α} la funcio´n f (z) = 1/(z−α) es holomorfa pero no puede representarse por
una serie de potencias centrada en α .
Hay una clase de regio´n no simplemente conexa en donde la fo´rmula de Cauchy
admite una generalizacio´n sencilla: el anillo entre dos cı´rculos conce´ntricos. El cı´rculo
interno puede tener radio cero, de manera que un disco perforado es un caso particular
de un anillo.
Notacio´n. Si α ∈ C y si 0≤ R< S, la regio´n
A(α;R,S) := {z ∈ C : R< |z−α|< S}
se llama el anillo abierto con centro α y radios R y S.
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α
z
Cr
Cs
•
•
Figura 2.8: Contorno de dos cı´rculos en un anillo circular
Proposicio´n 2.37. Si f : A(α;R,S)→ C es una funcio´n holomorfa y si z ∈ A(α;R,S),
entonces vale
f (z) =
1
2pii
∫
Cs
f (w)
w− z dw−
1
2pii
∫
Cr
f (w)
w− z dw (2.17)
toda vez que R < r < |z−α|< s < S, donde Ct denota el cı´rculo |z−α|= t, recorrido
una vez positivamente; para t = r,s.
Demostracio´n. Para algu´n a´ngulo fijo θ , sea Γ el contorno cerrado formado por estos
cuatro trozos sucesivos (Figura 2.8): un recorrido positivo del cı´rculo Cs con punto
inicial y final α+ seiθ ; el segmento radial [α+ seiθ ,α+ reiθ ]; un recorrido negativo del
cı´rculo Cr con punto inicial y final α+ reiθ ; y el segmento radial [α+ reiθ ,α+ seiθ ].
La demostracio´n del Teorema 2.21 muestra que la integral de una funcio´n holomorfa
g sobre Γ puede calcularse como el lı´mite uniforme de integrales sobre contornos sim-
ples cerrados Γδ obtenidos de Γ al abrir un pasillo delgado de anchura δ alrededor del
segmento [α+ reiθ ,α+ seiθ ]. Del teorema de Cauchy se concluye que
0 =
∮
Γ
g(w)dw =
∮
Cs
g(w)dw+
∮
−Cr
g(w)dw =
∮
Cs
g(w)dw−
∮
Cr
g(w)dw, (2.18)
porque las integrales sobre los segmentos [α + seiθ ,α + reiθ ] y [α + reiθ ,α + seiθ ] se
cancelan.
Para un punto z entre Cr y Cs, defı´nase
g(w) :=
f (w)− f (z)
w− z para w 6= z; g(z) := f
′(z).
Entonces g es holomorfa en el anillo A(α;R,S). La igualdad (2.18) se transforma en∮
Cs
f (w)− f (z)
w− z dw =
∮
Cr
f (w)− f (z)
w− z dw,
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Al recoger los te´rminos con f (z) a un lado, se obtiene
f (z)
∮
Cs
dw
w− z − f (z)
∮
Cr
dw
w− z =
∮
Cs
f (w)
w− z dw−
∮
Cr
f (w)
w− z dw.
Ahora bien, como n(Cs,z) = +1 pero n(Cr,z) = 0 ya que r < |z− α| < s, el lado
izquierdo se simplifica en 2pii f (z). Al dividir por 2pii, se obtiene (2.17).
La primera integral en (2.17) representa una funcio´n holomorfa, no solamente en
el anillo A(α;R,S), sino en todo el disco abierto D(α;S). En primer lugar, obse´rvese
que la integral
∮
Cs f (w)/(w− z)dw no depende de s toda vez que |z−α| < s < S, al
aplicar la fo´rmula (2.18) con g(w) := f (w)/(w− z) para dos valores del radio s. Luego,
al expandir 1/(w− z) en serie geome´trica alrededor de α como en la demostracio´n de la
Proposicio´n 2.25, se obtiene una serie de potencias
f1(z) :=
∞
∑
n=0
an (z−α)n donde an := 12pii
∮
Cs
f (w)
(w−α)n+1 dw.
Esta serie es analı´tica en el disco D(α;s) para cada s< S, ası´ que su radio de convergen-
cia es mayor o igual que S.
Por otro lado, la segunda integral en (2.17) no depende de r, para R < r < |z−α|.
Hay una expansio´n en serie geome´trica
− 1
w− z =
1
(z−α)− (w−α) =
1
z−α
/(
1− w−α
z−α
)
=
∞
∑
k=0
(w−α)k
(z−α)k+1
que es va´lida toda vez que ∣∣∣∣w−αz−α
∣∣∣∣= r|z−α| < 1.
Se concluye que la funcio´n
f2(z) :=
∞
∑
k=0
bk (z−α)−k−1 donde bk :=− 12pii
∮
Cr
f (w)(w−α)k dw
representa una funcio´n holomorfa (por ser suma de una serie diferenciable te´rmino por
te´rmino) en la regio´n |z−α| > r para cualquier r > R. De hecho, al hacer el cambio
de variable ζ := α +(z−α)−1, esta sumatoria es una serie de potencias en la variable
(ζ −α), cuyo radio de convergencia es al menos 1/R; lo cual justifica la diferenciacio´n
te´rmino por te´rmino cuando |z−α|> R. Esta serie de potencias tiene te´rmino constante
nula; al evaluarla en ζ = α , se obtiene f2(∞) = 0.
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Por construccio´n, las igualdades
f1(z) =
1
2pii
∫
Cs
f (w)
w− z dw, f2(z) =−
1
2pii
∫
Cr
f (w)
w− z dw
son va´lidas toda vez que R< r < |z−α|< s< S.
Corolario 2.38. Si 0 ≤ R < S, una funcio´n holomorfa f : A(α;R,S)→ C puede expre-
sarse de manera u´nica como una suma
f (z) = f1(z)+ f2(z) para R< |z−α|< S,
donde f1 es una funcio´n holomorfa en el disco abierto D(α;S) y f2 es una funcio´n
holomorfa en C∞ \D(α;R) con f2(∞) = 0.
Demostracio´n. So´lo falta comprobar la unicidad. Si f = g1+g2 en A(α;R,S), donde g1
es holomorfa en D(α;S) y g2 es una funcio´n holomorfa en C∞ \D(α;R) con g2(∞) = 0,
entonces se puede definir una funcio´n entera h al colocar
h(z) :=
{
f1(z)−g1(z) para |z−α|< S,
g2(z)− f2(z) para |z−α|> R,
porque f = f1 + f2 = g1 + g2 implica f1− g1 = g2− f2 en A(α;R,S). La condicio´n
h(∞) = g2(∞)− f2(∞) = 0 dice que h(z)→ 0 cuando z→ ∞ en C, ası´ que la funcio´n
entera h esta´ acotada. Por el Teorema 2.26 (el de Liouville), h es constante, ası´ que
h(z)≡ 0. En consecuencia, f1 = g1 en D(α;S) y adema´s f2 = g2 fuera de D(α;R).
Al colocar n = −k− 1 y a−n := bk en la serie que representa f2, se obtiene un
desarrollo de la funcio´n holomorfa f en una serie de potencias positivas y negativas.
Definicio´n 2.39. Si f : A(α;R,S)→ C es una funcio´n holomorfa en un anillo centrado
en α , tiene un desarrollo en serie de Laurent11
f (z) =
∞
∑
n=−∞
an (z−α)n para todo R< |z−α|< S, (2.19)
cuyos coeficientes esta´n dados por
an :=
1
2pii
∮
C
f (w)
(w−α)n+1 dw para todo n ∈ Z, (2.20)
donde C es cualquier cı´rculo |w−α|= t con R< t < S, recorrido una vez positivamente.
11Pierre Alphonse Laurent obtuvo este desarrollo en 1843, pero su ensayo Me´moire sur le calcul des
variations que lo contiene no fue publicado y so´lo sobrevive una resen˜a hecha por Cauchy.
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Como la serie de Laurent es la suma de una serie de potencias f1 en la variable
(z−α) y otra serie de potencias f2 en la variable (z−α)−1, se ve que la convergencia
de (2.19) es absoluta en A(α;R,S). Adema´s, si R < r < s < S, la serie de Laurent
converge uniformemente en el anillo cerrado A(α;r,s) := {z ∈ C : r ≤ |z−α| ≤ s}. En
efecto, la serie de potencias f1 converge uniformemente para |z−α| ≤ s y la serie f2
converge uniformemente para |z−α| ≥ r. Esta f2 se llama la parte principal de la serie
de Laurent.
Ejemplo 2.40. Conside´rese la funcio´n
f (z) :=
1
z−2 +
1
z−3 .
Esta funcio´n es holomorfa en la regio´nC\{2,3} y adema´s es analı´tica en el disco abierto
D(0;2). En el anillo A(0;2,3), f queda representada por una serie de Laurent f (z) =
∑n∈Z anzn. Para calcular esta serie, obse´rvese que 1/(z− 3) puede ser desarrollada en
una serie geome´trica
1
z−3 =−
1
3
1
1− z/3 =−
1
3
− z
32
− z
2
33
− z
3
34
−·· ·
mientras 1/(z− 2) admite otro desarrollo en serie geome´trica con potencias negativas
de z:
1
z−2 =
1
z
1
1−2/z =
1
z
+
2
z2
+
22
z3
+
23
z4
+ · · ·
La suma de estas dos series da la serie de Laurent para f (z), en vista de la unicidad en
el Corolario 2.38:
f (z) = · · ·+4z−3+2z−2+ z−1− 1
3
− 1
9
z2− 1
27
z3−·· ·
En el anillo A(0;3,∞) = {z : |z|> 3}, la funcio´n f (z) queda representada por otra serie
de Laurent,
f (z) = 2z−1+5z−2+13z−3+35z−4+ · · ·
obtenida al combinar series geome´tricas para 1/(z−2) y 1/(z−3). ♦
I Un anillo A(α;0,S), cuyo radio inferior es 0, es un disco perforado D(α;S) \ {α}.
Si f : U \{α}→C es una funcio´n holomorfa en una regio´n U salvo posiblemente en α ,
entonces hay S > 0 tal que D(α;S) ⊆ U . En particular, f es holomorfa en el disco
perforado D(α;S)\{α} y posee una representacio´n allı´ por una serie de Laurent. Dı´cese
que α es una singularidad aislada de la funcio´n f ; la naturaleza de esta singularidad
depende de la parte principal f2.
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Proposicio´n 2.41 (Riemann). Sea U una regio´n de C, sea α ∈U y sea f : U \{α}→C
una funcio´n holomorfa. Si f esta´ acotada en D(α;R)\{α} para algu´n R> 0, entonces
limz→α f (z) existe; y al colocar f (α) := limz→α f (z), la funcio´n f se extiende a una
funcio´n holomorfa f : U →C. En tal caso, dı´cese que α es una singularidad removible
de f .
Demostracio´n. La holomorficidad de la funcio´n extendida viene del Lema 2.34. En
contraste con ese lema, aquı´ no se supone a priori que limz→α f (z) existe.
La fo´rmula (2.20) para los coeficientes de la serie de Laurent implica una estimacio´n
|an| ≤ Mrrn , con Mr := sup{| f (z)| : |z−α|= r} para 0< r < R,
por la demostracio´n del Corolario 2.24, aunque ahora n ∈ Z.
Si M := sup{| f (z)| : 0 < |z−α| < r} < ∞, entonces Mr ≤ M para cada r, ası´ que
|an| ≤ Mr−n para n ∈ Z y 0 < r < R. Si n < 0, entonces r−n → 0 cuando r→ 0; se
concluye que an = 0 para n < 0. Entonces la parte principal de la serie de Laurent es
nula y dicha serie es una serie de potencias convergente f (z)≡ f1(z) =∑∞n=0 an (z−α)n
para 0< |z−α|< R. En particular, f (z)→ a0 cuando z→ α .
Ejemplo 2.42. La funcio´n f (z) := (senz)/z esta´ definida en C\{0}. Al dividir la serie
de Taylor de senz (en el origen) por z, se ve que la serie de Laurent de f (z) alrededor
de 0 es una serie de potencias convergente en todo C:
senz
z
= 1− z
2
3!
+
z4
5!
+ · · ·+ z
2m
(2m+1)!
+ · · ·
y la singularidad en el origen es removible, al tomar f (0) := 1. Como corolario, se
obtiene limz→0(senz)/z = 1. ♦
Definicio´n 2.43. Si f : U \{α} → C es holomorfa y si Mr := sup{| f (z)| : |z−α|= r}
toda vez que D(α;r)⊆U , entonces ocurre una de tres posibilidades:
(a) La funcio´n r 7→Mr esta´ acotada cuando r→ 0; por la Proposicio´n 2.41, la singu-
laridad de f en α es removible.
(b) La funcio´n r 7→ Mr no esta´ acotada, pero existe c > 0 tal que r 7→ rcMr esta´
acotada cuando r → 0. En este caso, los coeficientes de la serie de Laurent
cumplen |an| ≤Mr−c−n para alguna constante M; luego, vale an = 0 para n<−c.
Si m := min{k ∈ N : a−k 6= 0}, entonces la parte principal de la serie de Lau-
rent es un “polinomio” f2(z) = a−1(z−α)−1 + · · ·+ a−m(z−α)−m; y el lı´mite
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a−m = limz→α(z−α)m f (z) existe.12 En este caso, la singularidad de f en α se
llama un polo de orden m.
(c) Si r 7→ rcMr no esta´ acotada cuando r→ 0, para todo c > 0. En este caso, dı´cese
que f posee una singularidad esencial en α . La serie de Laurent correspondiente
tiene infinitos coeficientes an 6= 0 para n< 0.
Si f es analı´tica en α , o tiene una singularidad removible o bien un polo en α , dı´cese
que f es meromorfa13 en la regio´n U .
Ejemplo 2.44. La funcio´n f (z) := e1/z tiene una singularidad esencial en 0, porque es
obvio que
e1/z = 1+ z−1+
z−2
2
+ · · ·+ z
−n
n!
+ · · ·
en C\{0}.
En cambio, una funcio´n racional f (z) = p(z)/q(z), donde p, q son polinomios sin
factor comu´n, tiene un polo de orden k en α toda vez que q tiene una cero de orden k
en α , porque en ese caso q(z) = (z−α)kqk(z) con qk(α) 6= 0, p(α) 6= 0, lo cual implica
que (z−α)k f (z)→ p(α)/qk(α) 6= 0 cuando z→α . La definicio´n de polos y sus o´rdenes
es entonces consistente con la discusio´n en la Seccio´n 1.4 para funciones racionales.
Cabe notar que una funcio´n holomorfa en una regio´n U \ {α} puede tener una sin-
gularidad no aislada en α . Un ejemplo serı´a la funcio´n g(z) := ctg(1/z), con α = 0. ♦
Si α es un polo de f , entonces | f (z)|→∞ cuando z→α ya que |a−m(z−α)−m|→∞;
luego, limz→α f (z) = ∞ en la esfera de Riemann C∞. En cambio, si f tiene una singu-
laridad esencial en α , el lı´mite limz→α f (z) no existe, ni siquiera en C∞. El siguiente
resultado sorprendente muestra que la imagen bajo f de cualquier vecindario perforado
de α es densa en el plano complejo.14
Teorema 2.45 (Casorati y Weierstrass). Si una funcio´n holomorfa f : U \{α}→C tiene
una singularidad esencial en α , entonces, para todo β ∈ C y cada ε > 0 y δ > 0, hay
un punto z ∈U tal que
0< |z−α|< δ y a la vez | f (z)−β |< ε.
12Fı´jese que rmMr→ |a−m|, ası´ que se puede tomar c = m ∈ N∗ en la hipo´tesis.
13El prefijo mero- viene del griego µερoς y significa “parcial”.
14Hay un resultado ma´s fino, el llamada Gran Teorema de Picard, que muestra que esta imagen omite
a lo sumo un punto de C.
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Demostracio´n. Si ası´ no fuera, habrı´a un punto β ∈ C y dos nu´meros positivos ε y δ
tales que
0< |z−α|< δ =⇒ | f (z)−β | ≥ ε.
Conside´rese la funcio´n
g(z) :=
1
f (z)−β para z ∈U \{α}.
Entonces g es holomorfa en D(α;δ ) \ {α} porque f (z) 6= β en este disco perforado.
Adema´s, |g(z)| ≤ 1/ε allı´; la Proposicio´n 2.41 muestra que g tiene una singularidad
removible en α .
Sea w0 := limz→α g(z). Si w0 6= 0, entonces f (z)→ β +1/w0 cuando z→ α , ası´ que
la singularidad de f en α es removible, en vez de esencial.
Si w0 = 0, entonces —por la Proposicio´n 1.18— g(z) ≡ (z−α)mh(z) para algu´n
m ∈ N∗, donde h es analı´tica en D(0;δ ) con h(α) 6= 0. Entonces
f (z) = (z−α)−m 1
h(z)
+β para 0< |z−α|< δ ,
ası´ que f tiene un polo de orden m en α , en vez de una singularidad esencial.
2.5 Las integrales de contorno
En esta seccio´n, se evaluara´n ciertas integrales de funciones que son holomorfas en
determinadas regiones, menos en un nu´mero finito de singularidades aisladas. Cerca de
cada una de estas singularidades, se puede efectuar un desarrollo de Laurent; el primer
coeficiente de su parte principal merece un nombre especial.
Definicio´n 2.46. Si f es una funcio´n holomorfa en un disco perforado D(α;R) \ {α},
el residuo de f en el punto α es el coeficiente a−1 de la serie de Laurent de f centrado
en α:
Res
z=α
f (z) := a−1 =
1
2pii
∮
C
f (z)dz. (2.21)
Aquı´ C puede tomarse como un cı´rculo de radio r, con 0< r< R, recorrido una vez con-
trario a reloj; o ma´s generalmente como cualquier curva cerrada con traza en D(α;R)\
{α} tal que n(C;α) = 1.
La segunda igualdad en (2.21) es una consecuencia de la fo´rmula siguiente.
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Lema 2.47. Si C es el cı´rculo {z : |z−α|= r} con r > 0 y si m ∈ Z, entonces
1
2pii
∮
C
dz
(z−α)m =
{
1 si m = 1,
0 si m 6= 1.
Demostracio´n. Al parametrizar C por θ 7→ α+ reiθ , es fa´cil evaluar la integral:15
1
2pii
∮
C
dz
(z−α)m =
1
2pi
∫ pi
−pi
reiθ dθ
rmeimθ
=
1
2pirm−1
∫ pi
−pi
e−i(m−1)θ dθ
=
1
pirm−1
∫ pi
0
cos((m−1)θ)dθ = δm−1,0 = δm,1 .
En el ca´lculo, se usa e−i(m−1)θ = cos((m− 1)θ)− isen((m− 1)θ), notando que las
funciones de variable real cos y sen son, respectivamente, par e impar.
Para curvas cerradas ma´s generales que no pasan por α , el lema anterior admite la
generalizacio´n siguiente.
Lema 2.48. Si C es una curva cerrada suave que no pasa por el punto α ∈C y si m∈Z,
entonces
1
2pii
∮
C
dz
(z−α)m =
{
n(C,α) si m = 1,
0 si m 6= 1.
Demostracio´n. El caso m= 1 es el Lema 2.30, ya mostrado. En el caso m 6= 1, la funcio´n
f (z) := (z−α)−m admite una primitiva F(z) := (z−α)1−m/(1−m) en C\{α}, ası´ que∮
C(z−α)−m dz = 0 por el Corolario 2.13.
El siguiente resultado se conoce como el teorema de los residuos.
Teorema 2.49. Sea U ⊆ C una regio´n simplemente conexa y sea f una funcio´n holo-
morfa en U salvo por un nu´mero finito de singularidades aisladas α1, . . . ,αm ∈U. Si C
es una curva cerrada con traza en U que no pasa por los puntos αk, entonces∮
C
f (z)dz = 2pii
m
∑
k=1
n(C,αk)Resz=αk
f (z). (2.22)
15En la notacio´n se emplea la delta de Kronecker: δk,k = 1 pero δk,l = 0 si k 6= l.
64
MA–702: Variable Compleja 2.5. Las integrales de contorno
Demostracio´n. Sea hk la parte principal de la serie de Laurent de f centrada en αk; la
funcio´n hk es holomorfa enC\{αk} y la funcio´n f −hk tiene una singularidad removible
en αk. Por tanto, la funcio´n
g(z) := f (z)−h1(z)−h2(z)−·· ·−hm(z),
definido en U \{α1, . . . ,αm}, se extiende a una funcio´n holomorfa en U . El teorema de
Cauchy en U garantiza que
∮
C g(z)dz = 0, ası´ que∮
C
f (z)dz =
m
∑
k=1
∮
C
hk(z)dz.
Por otro lado, la serie de Laurent hk(z) := ∑n≥1 a−n(z−αk)−n converge uniforme-
mente en cualquier anillo cerrado A(αk;r,s) = {z : r ≤ |z−αk| ≤ s} con 0 < r < s.
Como la traza de C es un conjunto compacto y αk /∈ C, es posible hallar r,s tales que
C ⊂ A(αk;r,s). Por ende, esta serie de Laurent converge uniformemente en C; luego,∮
C
hk(z)dz =
∮
C
∑
n≥1
a−n(z−αk)−n dz = ∑
n≥1
a−n
∮
C
(z−αk)−n dz = 2piia−1 n(C,αk),
en vista del Lema 2.48. (Si la singularidad de f en αk es un polo, la sumatoria ∑n≥1 es
finita y la convergencia uniforme en C es supererogatoria.)
I En la pra´ctica, se trata de aplicar el teorema anterior en contextos en donde la curva
cerrada C es simple, con recorrido en el sentido positivo. En tal caso, n(C,αk) = +1
para αk ∈ I(C) y n(C,α j) = 0 para α j ∈ E(C); la integral es 2pii veces la suma de los
residuos en los puntos αk en la regio´n interior de C.
Adema´s, es u´til tener algunas recetas para calcular residuos ra´pidamente. Los tres
fo´rmulas que siguen son suficientes en muchos casos.
Lema 2.50. Si f tiene un polo simple en α , su residuo en α esta´ dado por
Res
z=α
f (z) = lim
z→α(z−α) f (z).
Demostracio´n. La funcio´n f tiene un polo simple en α si y so´lo si
f (z) =
a−1
z−α +g(z),
donde g es holomorfo en un vecindario de α . Como limz→α(z−α)g(z) = 0, se obtiene
limz→α(z−α) f (z) = a−1.
Adema´s, se ve que la existencia de un polo simple en α es equivalente a la existencia
del lı´mite, con valor no nulo, limz→α(z−α) f (z).
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Corolario 2.51. Si g y h son holomorfos cerca de α y si α es un cero simple de h,
entonces
Res
z=α
g(z)
h(z)
=
g(α)
h′(α)
.
Demostracio´n. La hipo´tesis dice que h(z) = (z−α)h1(z) con h1(α) 6= 0, lo cual implica
que h′(z) = h1(z)+(z−α)h′1(z) y en particular h′(α) = h1(α). Al aplicar el Lema 2.50,
se obtiene
Res
z=α
g(z)
h(z)
= lim
z→α(z−α)
g(z)
h(z)
= lim
z→α
(z−α)g(z)
h(z)
=
g(α)
h1(α)
=
g(α)
h′(α)
.
Lema 2.52. Si f tiene un polo de orden m> 1 en α , su residuo en α esta´ dado por
Res
z=α
f (z) =
1
(m−1)!g
(m−1)(α), donde g(z) := (z−α)m f (z). (2.23)
Demostracio´n. La hipo´tesis dice que la funcio´n g(z) := (z−α)m f (z) tiene una singu-
laridad removible en α , con g(α) 6= 0. Si la serie de Laurent de f es
f (z) =
a−m
(z−α)m +
a−m+1
(z−α)m−1 + · · ·+
a−1
z−α +a0+a1 (z−α)+ · · ·
entonces la serie de Taylor de g es
g(z) = a−m+a−m+1 (z−α)+ · · ·+a−1 (z−α)m−1+a0 (z−α)m+ · · ·
y para extraer el coeficiente a−1 se deriva (m−1) veces: g(m−1)(α) = (m−1)!a−1.
I Ya es hora de aplicar el Teorema 2.49 al ca´lculo de integrales de una variable real.
Ejemplo 2.53. Si a> 1, hallar la integral
Ia :=
∫ pi
0
dθ
a+ cosθ
.
Fı´jese que el caso a = 1 darı´a una integral impropia divergente:
I1 =
∫ pi
0
dθ
1+ cosθ
=
1
2
∫ pi
0
sec2θ dθ =
∫ pi/2
0
sec2θ dθ = tg
pi
2
=+∞.
En cambio, si a> 1, el integrando es continuo en [0,pi].
En el cı´rculo C= {z : |z|= 1}, vale cosθ = 12(z+ z¯)= 12(z+1/z). La segunda opcio´n
1
2(z+1/z) es preferible, por ser (la restriccio´n al cı´rculo de) una funcio´n meromorfa.
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α1α2 1
i
C
×× •
•
Figura 2.9: Contorno con un polo adentro y otro afuera
Al parametrizar el cı´rculo por z = eiθ , de modo que dz = ieiθ dθ , se obtiene
Ia =
1
2
∫ pi
−pi
dθ
a+ cosθ
=
1
i
∫ pi
−pi
ieiθ dθ
e2iθ +2aeiθ +1
=
1
i
∮
C
dz
z2+2az+1
.
La funcio´n z2 + 2az+ 1 tiene dos ceros, en z = −a±√a2−1. Estos son los polos del
integrando f (z) := 1/(z2+2az+1). Fı´jese que α1 :=−a+
√
a2−1 queda dentro de C
pero que α2 :=−a−
√
a2−1 queda fuera de C: ve´ase la Figura 2.9. Como n(C,α2) = 0,
el residuo en α2 no contribuye a la integral.
El residuo de f (z) en α1 se calcula con el Corolario 2.51:
Res
z=α1
(
1
z2+2az+1
)
=
1
2α1+2a
=
1
2
√
a2−1 .
El teorema del residuo entonces permite evaluar la integral:
Ia =
1
i
∮
C
dz
z2+2az+1
= 2pi Res
z=α1
(
1
z2+2az+1
)
=
pi√
a2−1 . ♦
Ejemplo 2.54. Evaluar la integral de Riemann impropia
I :=
∫ ∞
−∞
dx
1+ x2
.
Esta integral puede evaluarse fa´cilmente al notar que la funcio´n F(x) := arctgx es una
primitiva de f (x) := 1/(1+ x2), ası´ que I = arctg(+∞)− arctg(−∞) = pi2 − (−pi2 ) = pi .
Sin embargo, vale la pena evaluarla con el teorema de los residuos.
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i
−i R−R
C
ΓR
×
×
••
Figura 2.10: Contorno semicircular con dia´metro largo
La funcio´n meromorfa
f (z) :=
1
1+ z2
coincide con el integrando en la recta real R, ası´ que habrı´a que elegir el contorno C
como una curva cerrada (simple) que sustituye el eje x. To´mese C como el segmento
[−R,R] ⊂ R, para algu´n R > 0, seguido por el semicı´rculo ΓR = {Reiθ : 0 ≤ θ ≤ pi }
(ve´ase la Figura 2.10.)
Los polos de f son i, dentro de C si R> 1; y −1, fuera de C. Ahora∮
C
dz
1+ z2
=
∫
[−R,R]
dz
1+ z2
+
∫
ΓR
dz
1+ z2
=
∫ R
−R
dx
1+ x2
+
∫ pi
0
iReiθ dθ
1+R2e2iθ
.
La primera integral a la derecha tiene a I cuando R→ ∞. Habrı´a que asegurar que
la integral sobre el semicı´rculo ΓR tiende a 0 cuando R→ ∞. Como |1+ R2e2iθ | =
|R2+ e−2iθ | ≥ R2−1 para R> 1, se obtiene∣∣∣∣∫ΓR dz1+ z2
∣∣∣∣≤ pi sup
0≤θ≤pi
R
|1+R2e2iθ | ≤
piR
R2−1 → 0 cuando R→ ∞.
Por otro lado, la integral sobre C es independiente del radio R, toda vez que R> 1:∮
C
dz
1+ z2
= 2pii Res
z=i
(
1
1+ z2
)
= 2pii
(
1
2i
)
= pi.
En conclusio´n,
I = lim
R→∞
∫ R
−R
dx
1+ x2
=
∮
C
dz
1+ z2
= pi. ♦
Ejemplo 2.55. El mismo contorno C de la Figura 2.10 sirve para integrar sobreR ciertas
funciones racionales f (x) = p(x)/q(x) toda vez que grq ≥ 2+ gr p. Por ejemplo, para
evaluar
I :=
∫ ∞
−∞
x2 dx
x4+1
,
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se toma f (z) := z2/(z4+1). Al estimar su integral sobre el semicı´rculo ΓR, se obtiene∣∣∣∣∫ΓR z
2 dz
z4+1
∣∣∣∣≤ pi sup
0≤θ≤pi
R3
|R4e4iθ +1| ≤
piR3
R4−1 → 0 cuando R→ ∞.
En este caso, los polos (simples) de f (z) son los ceros (simples) de z4+1. Para R > 1,
dos de ellos, epii/4 y e3pii/4, quedan dentro de C. Entonces
I = lim
R→∞
∫ R
−R
x2dx
x4+1
=
∮
C
z2dz
z4+1
= 2pii Res
z=epii/4
(
z2
z4+1
)
+2pii Res
z=e3pii/4
(
z2
z4+1
)
= 2pii
(
i
4e3pii/4
+
−i
4e9pii/4
)
=
pi
2
(
epii/4+ e−pii/4
)
= pi cos(pi/4) =
pi√
2
.
Ma´s generalmente, si p(z) = amzm+ · · ·+a1z+a0 y q(z) = bnzn+ · · ·+b1z+b0, la
estimacio´n de la integral de f (z) = p(z)/q(z) sobre ΓR se obtiene de∣∣∣∣∫ΓR p(z)dzq(z)
∣∣∣∣≤ pi sup
0≤θ≤pi
R |p(Reiθ )|
|q(Reiθ )| ∼
pi|am|Rm+1
|bn|Rn → 0 cuando R→ ∞
todo vez que n> m+1, es decir, n≥ m+2. ♦
Ejemplo 2.56. Si 0< a< 1, hallar la integral
Ia :=
∫ ∞
−∞
eax dx
1+ ex
.
Aquı´ se puede tomar f (z) := eaz/(1+ ez). Esta funcio´n tiene polos donde ez = −1, es
decir, en los puntos z = (2m+ 1)pii, para m ∈ Z; estos polos son todos simples. Como
hay una infinitud de polos en el eje imaginario, en {±pii,±3pii,±5pii, . . .}, el contorno
semicircular de la Figura 2.10 no es recomendable.
Sea C el recta´ngulo con ve´rtices consecutivos −R, R, R+2pii, −R+2pii. Entonces
C es una curva cerrada, suave por trozos, que encierra el polo pii de f (z) pero ningu´n
otro: ve´ase la Figura 2.11. El residuo en este polo simple es
Res
z=pii
(
eaz
1+ ez
)
= lim
z→pii
(z−pii) e
az
1+ ez
= eapii lim
z→pii
z−pii
ez− epii = e
apii 1
epii
=−eapii,
al evaluar la derivada de ez en z = pii. Por lo tanto,∮
C
eaz
1+ ez
dz =−2pii eapii.
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×pii
2pii
R−R C
•
••
••
Figura 2.11: Contorno rectangular que encierra un solo polo
La integral deseada es el lı´mite, cuando R→∞, de la integral de f sobre el segmento
[−R,R]. (Esta integral impropia existe y es finita porque a < 1). Habrı´a que mostrar
que las integrales sobre los otros segmentos de C son despreciables para R grande. Pero
resulta que esto no es cierto: en el segmento [R+2pii,−R+2pii] se ve que
∫
[R+2pii,−R+2pii]
eaz
1+ ez
dz =
∫ −R
R
ea(x+2pii)
1+ ex
dx =−e2apii
∫ R
−R
eax
1+ ex
dx,
ası´ que este segmento contribuye un monto de −e2apiiIa a la integral sobre C, cuando
R→ ∞.
No obstante, las integrales sobre los lados verticales pueden estimarse por∣∣∣∣∫
[R,R+2pii]
eaz
1+ ez
dz
∣∣∣∣≤ ∫ 2pi0
∣∣∣∣ ea(R+it)1+ eR+it
∣∣∣∣dt ≤C e−(1−a)R→ 0 cuando R→ ∞,
para alguna constante C > 0, ya que a < 1. Una estimacio´n similar muestra que la
integral sobre [−R+2pii,−R] tiende a 0 cuando R→ ∞.
En consecuencia,
Ia− e2apiiIa =
∮
C
eaz
1+ ez
dz =−2pii eapii,
y por lo tanto,
Ia =−2pii e
apii
1− e2apii =
2pii
eapii− e−apii =
pi
senpia
. ♦
I En los tres ejemplos anteriores, ciertas integrales impropias de Riemann fueron cal-
culados usando la relacio´n ∫ ∞
∞
f (x)dx = lim
R→∞
∫ R
−R
f (x)dx. (2.24)
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Esta relacio´n ciertamente es va´lida si se sabe de antemano que la integral impropia
existe. Si f es una funcio´n continua sobre R, la integral impropia se define por∫ ∞
∞
f (x)dx = lim
R→∞
∫ R
0
f (x)dx+ lim
S→∞
∫ 0
−S
f (x)dx,
donde los para´metros R y S son independientes. Esta´ claro que se puede tomar S =
R, como caso particular para evaluar la integral impropia, si los dos lı´mites existen.
Tambie´n es evidente que la fo´rmula (2.24) define la integral impropia si f es una funcio´n
par, es decir, f (−x)≡ f (x) para x ∈R. En cambio, si f no es par, podrı´a ser que el lado
derecho de (2.24) existe —y coincide con el resultado de un ca´lculo de una integral
de contorno— aunque la integral impropia no existe. En tal caso, dicho lado derecho
merece un nombre especial.
Definicio´n 2.57. Sea f : R→ C una funcio´n continua; entonces la integral de Riemann∫ b
a f (x)dx existe para cada subintervalo compacto [a,b]⊂R. Si el lı´mite al lado derecho
de (2.24) existe, este lı´mite se llama el valor principal (de Cauchy) de la integral de f
sobre R:
P
∫ ∞
−∞
f (x)dx := lim
R→∞
∫ R
−R
f (x)dx. (2.25)
Si la integral impropia de Riemann
∫ ∞
−∞ f (x)dx tambie´n existe, entonces coincide con
su valor principal.
Si a< c< b y si g : [a,b]\{c}→C es una funcio´n continua, la integral de Riemann
impropia ∫ b
a
g(x)dx := lim
h↓0
∫ c−h
a
g(x)dx+ lim
k↓0
∫ b
c+k
g(x)dx
existe si y so´lo si los dos lı´mites a la derecha existen. El valor principal de esta integral
es el siguiente lı´mite, si existe:
P
∫ b
a
g(x)dx := lim
h↓0
(∫ c−h
a
g(x)dx+
∫ b
c+h
g(x)dx
)
. (2.26)
Por ejemplo, la integral impropia
∫ 1
−1 x−1 dx no existe, pero
P
∫ 1
−1
dx
x
= lim
h↓0
(
logh− logh)= 0.
I Antes de abordar el siguiente ejemplo, conviene mencionar un importante Lema de
Jordan.
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(pi/2,1)
0 pi
senθ
θ• •
•
Figura 2.12: Concavidad del seno en el intervalo [0,pi]
Lema 2.58 (Jordan). Si ΓR es el semicı´rculo {Reiθ : 0 ≤ θ ≤ pi }, y si h es una funcio´n
continua en {z∈C :ℑz≥ 0, |z| ≥ R0 } tal que sup{|h(z)| : z∈ ΓR }→ 0 cuando R→∞,
entonces
lim
R→∞
∫
ΓR
eitz h(z)dz = 0, para cada t > 0.
Demostracio´n. Al escribir MR = sup{|h(z)| : z ∈ ΓR }, se obtiene∣∣∣∣∫ΓR eitz h(z)dz
∣∣∣∣≤ ∫ pi0 ∣∣eitR(cosθ+isenθ)h(Reiθ )∣∣Rdθ ≤
∫ pi
0
e−tRsenθMR Rdθ .
Como sen(pi−θ) = senθ , la integral a la derecha es igual a
2
∫ pi/2
0
e−tRsenθMR Rdθ .
La concavidad de la funcio´n seno en [0, pi2 ], debido a (senθ)
′′ = −senθ ≤ 0, implica
que el segmento desde (0,0) a (pi2 ,1) queda por debajo del grafo del seno (Figura 2.12).
En consecuencia,
senθ ≥ θ
pi/2
=
2θ
pi
para 0≤ θ ≤ pi
2
.
Por lo tanto,∣∣∣∣∫ΓR eitz h(z)dz
∣∣∣∣≤ 2RMR ∫ pi/20 e−2tRθ/pi dθ = piMRt (1− e−tR)→ 0 cuando R→ ∞,
porque MR→ 0 por hipo´tesis.
Lema 2.59. Sea f una funcio´n meromorfa en D(α;r) que tiene un u´nico polo simple
en α , con residuo a−1. Si Γε = {α+ εeiθ : ϕ ≤ θ ≤ ψ } es un arco de cı´rculo centrado
en α , entonces
lim
ε→0
∫
Γε
f (z)dz = ia−1(ψ−ϕ).
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Demostracio´n. Como el polo de f en α es simple, hay una funcio´n holomorfa g en
D(α;r) tal que f (z) ≡ a−1(z−α)−1 + g(z). Si M := sup{|g(z)| : |z−α| ≤ r/2}, en-
tonces para 0< ε ≤ r/2 resulta que∣∣∣∣∫Γε g(z)dz
∣∣∣∣≤Mε(ψ−ϕ),
lo cual es despreciable cuando ε→ 0. Al parametrizar la curva por el a´ngulo θ , tambie´n
se obtiene ∫
Γε
a−1
z−α dz =
∫ ψ
ϕ
ia−1εeiθ dθ
εeiθ
= ia−1(ψ−ϕ).
a−a R−R
C
×× • •• • ••
Figura 2.13: Contorno semicircular con dos desviaciones
Ejemplo 2.60. Si a> 0, hallar el valor principal de Cauchy de la integral
P
∫ ∞
−∞
cosxdx
a2− x2 .
Esta integral impropia converge en ±∞, porque ∫ ∞R x−2 dx = 1/R→ 0 cuando R→ ∞.
Sin embargo, el integrando es singular en x = ±a; el valor principal es del tipo (2.26)
tanto en c = a como en c =−a.
La funcio´n cosx/(a2− x2) es la parte real, cuando x ∈ R, de la funcio´n
f (z) :=
eiz
a2− z2 ,
que es meromorfa en C, con polos (simples) en z = a y z = −a. Del Corolario 2.51, se
ve que
Res
z=a
eiz
a2− z2 =−
eia
2a
, Res
z=−a
eiz
a2− z2 =
e−ia
2a
.
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Sin embargo, el contorno [−R,R]∪ΓR de la Figura 2.10 atraviesa los polos si R > a;
por ahora, es preferible evitar esa circunstancia. Lo que corresponde es modificar ese
contorno, al rodear cada polo por un semicı´rculo de radio pequen˜o ε —recorridos a
favor de reloj— para ası´ obtener el contorno C de la Figura 2.13, que deja los polos
en su regio´n exterior. Como n(C,a) = n(C,−a) = 0, los residuos no contribuyen a la
integral, ası´ que ∮
C
eiz dz
a2− z2 = 0. (2.27)
Ahora bien: hay que calcular la contribucio´n de cada semicı´rculo a esta integral
nula. En primer lugar, al tomar h(z) := 1/(a2− z2) en el Lema 2.58 de Jordan, donde
MR ≤ 1/(R2−a2)→ 0 cuando R→ ∞, se obtiene
lim
R→∞
∫
ΓR
eiz dz
a2− z2 = 0.
La integral de los semicı´rculos pequen˜o alrededor de los polos dan (−pii) veces el
residuo en cada caso, por el Lema 2.59, habida cuenta del recorrido a favor de reloj
en cada caso. Sus contribuciones a la integral (2.27), al dejar ε → 0, son
−e
ia
2a
(−pii)+ e
−ia
2a
(−pii) =−pi sena
a
.
Al restar estos te´rminos de la integral de contorno (2.27), queda el valor principal de la
integral sobre R:
pi
sena
a
= lim
R→∞
ε↓0
(∫ −a−ε
−R
eix dx
a2− x2 +
∫ a−ε
−a+ε
eix dx
a2− x2 +
∫ R
a+ε
eix dx
a2− x2
)
= P
∫ ∞
−∞
eix dx
a2− x2 .
Al tomar sus partes reales, se obtiene, finalmente:
P
∫ ∞
−∞
cosxdx
a2− x2 = pi
sena
a
. ♦
Ejemplo 2.61. Comprobar la evaluacio´n de esta integral de Riemann impropia:∫ ∞
0
senx
x
dx =
pi
2
. (2.28)
Como la funcio´n real x 7→ (senx)/x es par, bastarı´a comprobar que∫ ∞
−∞
senx
x
dx = pi
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y luego dividir por 2. Sin embargo, no es evidente que estas integrales impropias conver-
gen. De hecho, la funcio´n (senx)/x no es integrable sobre R en el sentido de Lebesgue,
porque la integral de su valor absoluto
∫ ∞
0 x
−1|senx|dx diverge. (Este ejemplo indica
que la integral de Riemann no queda desplazada por la de Lebesgue, en general.)
De nuevo, para poder aplicar el Lema de Jordan sobre ΓR, es preferible reemplazar
(senx)/x por eix/x, para despue´s tomar partes imaginarias. Sin embargo, la funcio´n
eiz
z
=
cosz
z
+ i
senz
z
tiene un polo (simple) en 0. Como en el ejemplo anterior, se podrı´a usar un contorno
semicircular con una entradita cerca del polo en 0. Una alternativa mejor es usar la
funcio´n
f (z) :=
eiz−1
z
con una singularidad removible en 0 —fı´jese que su parte imaginaria en R es tambie´n
(senx)/x. Ya se puede usar el contorno C = [−R,R]∪ΓR de la Figura 2.10. Como f (z)
es holomorfa en el interior de C, su integral se anula:
0 =
∮
C
eiz−1
z
dz =
∫ R
−R
eix−1
x
dx+
∫
ΓR
eiz−1
z
dz.
Entonces ∫ R
−R
eix−1
x
dx =
∫
ΓR
1− eiz
z
dz =
∫
ΓR
dz
z
−
∫
ΓR
eiz dz
z
.
La primera integral a la derecha vale ipi por ca´lculo directo; la segunda es despreciable
para R grande, por el Lema de Jordan. De hecho, se puede hacer una estimacio´n ma´s
explı´cita: ∣∣∣∣∫ΓR e
iz dz
z
∣∣∣∣≤ ∫ pi0 e−Rsenθ dθ ≤ 2
∫ pi/2
0
e−2Rθ/pi dθ <
pi
R
.
De ahı´ se obtiene la desigualdad∣∣∣∣∫ R−R eix−1x dx− ipi
∣∣∣∣< piR .
En vista de que |ℑz| ≤ |z|, se concluye que∣∣∣∣∫ R−R senxx dx−pi
∣∣∣∣< piR y tambie´n
∣∣∣∣∫ R0 senxx dx− pi2
∣∣∣∣< pi2R .
Al dejar R→ ∞, se obtiene el resultado (2.28) y tambie´n la existencia de esta integral
impropia de Riemann. ♦
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2.6 El principio del argumento y sus consecuencias
Las integrales de contorno de las funciones meromorfas reducen el ca´lculo de una in-
tegral de lı´nea a una suma, generalmente finita, de residuos en los polos dentro del
contorno. Hay una variante de este procedimiento que requiere la identificacio´n de los
ceros de la funcio´n meromorfa, adema´s de sus polos. Es importante notar que dichos
ceros, al igual que sus polos, deben ser aislados.
Proposicio´n 2.62. Si U ⊆ C es una regio´n y si f : U → C es una funcio´n holomorfa no
constante, entonces los ceros de f son aislados: es decir, si α ∈U satisface f (α) = 0,
entonces hay δ > 0 tal que D(α;δ )⊆U y f (z) 6= 0 para 0< |z−α|< δ .
Demostracio´n. En la Proposicio´n 1.18, ya se ha notado que una funcio´n analı´tica no
constante en un disco abierto debe tener ceros aislados. Se trata entonces de extender
este resultado al caso de dominios ma´s generales.
Dado α ∈U con f (α) = 0, hay r > 0 tal que D(α;r)⊆U . Por la Proposicio´n 2.25,
f es analı´tico en D(α;r). La Proposicio´n 1.18 entonces implica que hay δ con 0< δ ≤ r
tal que f (z) 6= 0 para 0< |z−α|< δ ; o bien, de lo contrario, que f (z)≡ f (α) = 0 para
z ∈ D(α;r).
En el segundo caso, la serie de Taylor de f , centrada en α se anula, ası´ que f (n)(z)≡
0 en D(α;r), para cada n ∈ N. Defı´nase V := {z ∈U : f (n)(z) = 0 para cada n}. Como
cada f (n) es una funcio´n continua, V es una parte cerrada de U (es decir, V = B∩U para
alguna parte cerrada B enC). Por otro lado, si β ∈V , entonces β ∈U y la serie de Taylor
de f centrada en β se anula en algu´n disco abierto D(β ;rβ )⊆U ; lo cual implica que V
es una parte abierta de U . Como U es conexa y V 6= /0 puesto que α ∈ V , se concluye
que V =U ; en otras palabras, que f es constante en su dominio U .
El siguiente corolario se conoce a veces como el principio de los ceros aislados.
Corolario 2.63. Si f : U → C es holomorfa en una regio´n U y si f (αn) = 0 para una
sucesio´n (αn)n∈N con un punto de acumulacio´n β ∈U, entonces f (z)≡ 0 para z ∈U.
Demostracio´n. Decir que β es un punto de acumulacio´n de (αn)n∈N significa que hay
una subsucesio´n (αnk)k∈N con un nu´mero infinito de entradas distintas tal que αnk → β
cuando k→ ∞. Entonces f (β ) = limk→∞ f (αnk) = 0 por la continuidad de f , ası´ que β
es un cero no aislado de f . Se concluye que f es ide´nticamente nula.
Definicio´n 2.64. Una funcio´n holomorfa no constante f : U → C tiene un cero de or-
den m en α ∈U , con m ∈ N∗, si f (α) = 0 y si hay una funcio´n holomorfa g : U → C
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con g(α) 6= 0 tal que
f (z) = (z−α)m g(z) para z ∈U. (2.29)
Si f (z) = ∑∞k=0 ak(z−α)k es la serie de Taylor de f centrada en α , entonces a0 = 0 y
m es el menor ı´ndice positivo tal que am 6= 0. Esta´ claro que g(z) = ∑∞k=m ak(z−α)k−m
cerca de z = α; y que g(z) = (z−α)−m f (z) para z ∈U \{α}. Esta funcio´n g esta´ bien
definida y es holomorfa en U .
I Una funcio´n meromorfa f en una regio´n U puede tener un juego de polos βk. La
totalidad de estos polos es una parte posiblemente infinita pero discreta en U (los polos
son, por definicio´n, singularidades aisladas). Es evidente que los ceros de f no son polos
y viceversa. Al quitar los polos de U , lo que queda es una regio´n abierta V en donde f
es holomorfa. La Proposicio´n 2.62 dice que los ceros α j de f son aislados en V , siempre
que f no sea una funcio´n constante. Por lo tanto, esta Proposicio´n es tambie´n aplicable
a una funcio´n meromorfa no constante: tanto sus ceros como sus polos son aislados en
la regio´n U .
Cabe notar tambie´n, al examinar el desarrollo de Laurent de f cerca de un polo β de
orden n, que hay una funcio´n holomorfa h(z) con h(β ) 6= 0, definida en un disco abierto
D(β ;s) que no contiene otros polos de f , tal que
f (z) = (z−α)−n h(z) para 0< |z−β |< s. (2.30)
El siguiente resultado se llama el principio del argumento, por razones discutidas
ma´s adelante.
Teorema 2.65. Sea U ⊆ C una regio´n simplemente conexa, y sea f : U → C∞ una
funcio´n meromorfa no constante, con ceros α j ∈U con o´rdenes respectivos m j; y polos
βk ∈ U con o´rdenes respectivos nk. Entonces, si C es una curva cerrada (suave por
trozos) con traza en U, que no pasa por cero o polo alguno, la siguiente fo´rmula es
va´lida:
1
2pii
∮
C
f ′(z)
f (z)
dz =∑
j
n(C,α j)m j−∑
k
n(C,βk)nk . (2.31)
Demostracio´n. Los polos de la funcio´n f ′/ f son los polos de f y tambie´n los ceros de f .
En efecto, si z0 ∈ U cumple f (z0) 6= 0, entonces f ′/ f es holomorfa en un vecindario
de z0, en donde f (z) 6= 0 por continuidad.
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Adema´s, cada α j y cada βk es un polo simple de f ′/ f . De hecho, en un vecindario
de α j, se ve de (2.29) que f ′(z) = m j(z−α j)m j−1 g j(z)+(z−α)m j g′j(z) y por ende
f ′(z)
f (z)
=
m j
(z−α j) +
g′j(z)
g j(z)
.
Tambie´n, se ve de (2.30) que f ′(z) = −nk(z−βk)−nk−1 hk(z)+ (z−βk)−nk h′k(z) en un
vecindario de βk, y por ende
f ′(z)
f (z)
=− nk
(z−βk) +
h′k(z)
hk(z)
.
Entonces la fo´rmula (2.31) sigue directamente del Teorema 2.49 “de los residuos”, al
notar que
Res
z=α j
f ′(z)
f (z)
= m j, Res
z=βk
f ′(z)
f (z)
=−nk.
La hipo´tesis de que U sea simplemente conexa es necesaria para aplicar el Teo-
rema 2.49. Entonces la fo´rmula (2.31) es aplicable a curvas cerradas cualesquiera. Si
se trata de integrar sobre una curva cerrada simple (un cı´rculo, por ejemplo), es posible
obtener una fo´rmula ma´s sencilla, sin el requisito de conexidad simple de U .
Corolario 2.66. Sea U ⊆ C una regio´n, y sea f : U → C∞ una funcio´n meromorfa no
constante. Sea C una curva cerrada simple, recorrida una vez en el sentido positivo, tal
que CunionmultiI(C)⊂U, que no atraviesa los ceros ni los polos de f . Si los ceros en I(C) tienen
o´rdenes respectivos m j; y los polos en I(C) tienen o´rdenes respectivos nk; entonces
1
2pii
∮
C
f ′(z)
f (z)
dz =∑
j
m j−∑
k
nk . (2.32)
El lado derecho es la cantidad total de ceros, menos la cantidad total de polos, dentro
de C; contados con multiplicidad. 
Ejemplo 2.67. Sea f (z) = p(z)/q(z) una funcio´n racional. Sus ceros son las raı´ces
α j del polinomio p y sus polos son las raı´ces βk del polinomio q. Entonces hay una
constante c 6= 0 tal que
f (z) = c(z−α1)m1 . . .(z−αr)mr(z−β1)−n1 . . .(z−βs)−ns (2.33)
donde los grados de p y q son m = m1 + · · ·+mr y n = n1 + · · ·+ nr, respectivamente.
Fı´jese que
f ′(z)
f (z)
=
m1
z−α1 + · · ·+
mr
z−αr −
n1
z−β1 −·· ·−
ns
z−βs .
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Si C es un cı´rculo de radio suficientemente grande como para encerrar todos los α j y
los βk, entonces el Corolario 2.66, o bien un ca´lculo directo con la fo´rmula integral de
Cauchy, muestra que
1
2pii
∮
C
f ′(z)
f (z)
dz = m−n.
Falta considerar el cero o polo de f en ∞; si m = n, entonces f (∞) = c 6= 0 y no hay tal
cero o polo. Escrı´base g(z) := f (1/z); es evidente de (2.33) que si m < n, entonces f
tiene un cero en ∞ (es decir, g tiene un cero en 0) de orden n−m; pero si m> n, f tiene
un polo en ∞ de orden m−n. De este modo se recupera el resultado del Lema 1.23: la
suma algebraica del nu´mero de ceros y polos de una funcio´n racional es cero, cuando se
incluye el comportamiento en el punto ∞. ♦
I Si una funcio´n f es holomorfa, el lado derecho de la fo´rmula (2.31) se reduce a
∑ j n(C,α j)m j. Esta expresio´n cuenta el nu´mero de ceros encerrados por la curva C, sin
factores de peso si la curva cerrada C es simple. Como se trata de un nu´mero entero,
deberı´a de permanecer igual, por continuidad, bajo un cambio leve en la funcio´n f (z)
—su derivada f ′(z) y el cociente f ′(z)/ f (z) tambie´n sufren perturbaciones leves. Esto
serı´a acorde con la intuicio´n de que los ceros de f (z) deben de desplazarse por una
distancia corta sin cruzar la traza de C, evitando la desaparicio´n de unos ni el brote de
otros. Resulta que hay un criterio cuantitativo sencillo para reforzar esa intuicio´n, en la
hipo´tesis del siguiente teorema.
Teorema 2.68 (Rouche´). Sea U ⊆ C una regio´n y sea C una curva cerrada simple tal
que Cunionmulti I(C)⊂U. Si f ,g : U → C son dos funciones holomorfas en U tales que
| f (z)|> |g(z)| para todo z ∈C,
entonces las funciones f y ( f +g) tienen el mismo nu´mero de ceros en I(C), contados
con multiplicidad.
Demostracio´n. La hipo´tesis implica que | f (z)|> 0 y tambie´n que | f (z)+g(z)|> 0, para
todo z ∈C, ası´ que ni f ni f +g tiene un cero sobre la curva C. De hecho, si
δ0 := inf{| f (z)|− |g(z)| : z ∈C},
entonces δ0 > 0 porque el ı´nfimo se alcanza en algu´n punto de la traza de C, un conjunto
compacto; y | f (z)+g(z)| ≥ δ0 > 0 para z ∈C. El Corolario 2.66 es entonces aplicable
para contar el nu´mero de sus ceros en la regio´n interior I(C).
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Ma´s generalmente, para 0≤ t ≤ 1, defı´nase
ft(z) := f (z)+ t g(z) para z ∈U.
La funcio´n ft es holomorfa en U y cumple
| ft(z)| ≥ | f (z)|− t |g(z)| ≥ | f (z)|− |g(z)| ≥ δ0 > 0
para z ∈C. Defı´nase
m(t) :=
1
2pii
∮
C
f ′t (z)
ft(z)
=
1
2pii
∮
C
f ′(z)+ t g′(z)
f (z)+ t g(z)
.
El integrando es continuo en (z, t) ∈C× [0,1], uniformemente en t, ası´ que t 7→ m(t) es
continua en [0,1]. La fo´rmula (2.32) muestra que cada m(t)∈N. Su continuidad implica
entonces que t 7→ m(t) es constante; en particular, m(0) = m(1). Pero m(0) y m(1) son
los nu´meros de ceros de f y de ( f +g), respectivamente, en I(C).
Ejemplo 2.69. ¿Do´nde esta´n las raı´ces del polinomio p(z) = z8+4z2+1?
Como p(−z) ≡ p(z), las raı´ces ocurren en pares {αi,−αi}. En el cı´rculo |z| = 1.3,
se puede observar que |z8| = (1.3)8 > 8.15 mientras |4z2 + 1| ≤ 4|z|2 + 1 ≤ 7.76, ası´
que p(z) tiene el mismo nu´mero de ceros —contados con multiplicidad— en el disco
|z|< 1.3 que z8, es decir, 8 ceros en total.
Por otro lado, en el cı´rculo |z| = 1, vale |4z2| = 4 mientras |z8 + 1| < |z|8 + 1 = 2.
Mejor aun, para |z|= 1.2, vale |4z2|= 5.76 pero |z8+1|< |z|8+1= (1.2)8+1< 5.3, ası´
que p(z) tiene el mismo nu´mero de ceros en el disco |z|< 1.2 que 4z2, esto es, solamente
2 ceros. Conclusio´n: hay dos ceros ±α1 en el disco |z| < 1.2 y otros seis ceros ±α2,
±α3, ±α4 en el anillo 1.2< |z|< 1.3. ♦
I Hay una propiedad muy importante de las funciones holomorfas: las que no son
constantes son aplicaciones abiertas, es decir, llevan partes abiertas de su dominio en
partes abiertas de C; en particular, la imagen total del dominio es un conjunto abierto en
el plano complejo. Hay varias maneras de demostrar este resultado; pero el teorema de
Rouche´ proporciona una prueba ra´pida y sencilla.
Teorema 2.70. Sea U ⊆C una regio´n y sea f : U →C una funcio´n holomorfa no cons-
tante. Entonces la imagen f (U) es una parte abierta de C.
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Demostracio´n. To´mese α ∈ U y sea β := f (α) ∈ f (U). Hay que mostrar que f (U)
incluye un vecindario del punto β .
Como f no es constante en U , la funcio´n h : z 7→ f (z)−β no es ide´nticamente nula
en U . Por la Proposicio´n 2.62, hay r > 0 tal que D(α;r) ⊂ U y f (z)− β 6= 0 para
0 < |z−α| ≤ r. En el cı´rculo |z−α| = r, la funcio´n continua z 7→ |h(z)| alcanza un
mı´nimo positivo,
s := inf{| f (z)−β | : |z−α|= r}> 0.
Ahora, para cualquier w ∈ D(β ;s), se ve que
| f (z)−β | ≥ s> |β −w| para |z−α|= r.
Al aplicar el Teorema 2.68 de Rouche´ a la funcio´n h y la funcio´n constante z 7→ β −w,
se concluye que las funciones h y z 7→ ( f (z)−β )+(β −w) = f (z)−w tienen el mismo
nu´mero de ceros en el disco abierto D(α;r). Como h(α) = f (α)−β = 0, hay al menos
un punto z0 ∈ D(α;r) tal que f (z0)−w = 0, es decir, f (z0) = w.
En resumen, dado w ∈ D(β ;s), se ha mostrado que w ∈ f (D(α;r))⊆ f (U); ası´ que
D(β ;s)⊂ f (U), como se quiso demostrar.
Si V es cualquier parte abierta de U , y si β ∈ f (V ), la demostracio´n del Teorema 2.70
tambie´n muestra que f (V ) es un abierto en C. En otras palabras: una funcio´n holomorfa
no constante envı´a abiertos en abiertos, ası´ que esta funcio´n es una aplicacio´n abierta.
I Un corolario importante del teorema de la aplicacio´n abierta es el resultado siguiente,
conocido como el teorema del mo´dulo ma´ximo.
Teorema 2.71. Si f : U → C es una funcio´n holomorfa no constante en una regio´n
U ⊆ C, entonces la funcio´n z 7→ | f (z)| no alcanza un ma´ximo local en U.
Demostracio´n. Si esta funcio´n tuviera un ma´ximo local en un punto α ∈U , habrı´a un
radio r > 0 con D(α;r)⊆U tal que
| f (α)| ≥ | f (z)| para |z−α|< r.
Sea β := f (α) ∈ f (U); esta´ claro que β 6= 0 porque la funcio´n f no se anula en D(α;r),
por la Proposicio´n 2.62. Adema´s, la relacio´n anterior dice que
f (D(α;r))⊂ D(0; | f (α)|)= D(0;β ).
En particular, el conjunto f (D(α;r)) no contendrı´a (1+ ε)β para ε > 0 alguno, y por
tanto f (D(α;r)) no serı´a un vecindario de β , contrario al Teorema 2.70. Se concluye
que ningu´n α ∈U es un ma´ximo local de z 7→ | f (z)|.
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Corolario 2.72. Si U es una regio´n acotada en C, de tal manera que su clausura U es
compacta, el ma´ximo del mo´dulo de una funcio´n continua definida en U y holomorfa
en U se alcanza en la frontera ∂U =U \U:
sup{| f (z)| : z ∈U }= sup{| f (w)| : w ∈ ∂U }.
Demostracio´n. El resultado es evidente si f es una funcio´n constante. De todos modos,
hay un punto α ∈U con | f (α)| ≥ f (z) para todo z∈U , porque una funcio´n real continua
sobre un compacto alcanza su supremo. Si f no es constante, el Teorema 2.71 dice que
α /∈U , ası´ que α ∈ ∂U .
El teorema del mo´dulo ma´ximo puede proporcionar informacio´n sobre una funcio´n
holomorfa que no serı´a evidente a simple vista. Un ejemplo cla´sico de este feno´meno es
el ce´lebre Lema de Schwarz.
Lema 2.73 (Schwarz). Si f : D(0,1)→ C es una funcio´n holomorfa tal que f (0) = 0 y
| f (z)| ≤ 1 para todo z ∈ D(0;1), entonces
| f (z)| ≤ |z| para |z|< 1; y | f ′(0)| ≤ 1. (2.34)
Adema´s, si cualquiera de las desigualdades en (2.34) se cumple con igualdad, entonces
f (z)≡ eiθ z para algu´n θ ∈ R.
Demostracio´n. La condicio´n f (0) = 0 implica que la funcio´n holomorfa f satisface
f (z)≡ zg(z) donde g : D(0;1)→C es tambie´n holomorfa; es decir, g(z) := f (z)/z tiene
una singularidad removible en 0.
Si 0< r < 1, la hipo´tesis | f (z)| ≤ 1 implica que
|g(z)|= | f (z)||z| ≤
1
r
para |z|= r.
El Corolario 2.72 muestra que |g(z)|< 1/r en el disco D(0;r) tambie´n. Luego
sup{|g(z)| : |z|< 1} ≤ inf{1/r : 0< r < 1}= 1,
lo cual establece que | f (z)| ≤ |z| cuando |z|< 1.
Tambie´n, al notar que
f ′(0) = lim
z→0
f (z)− f (0)
z
= lim
z→0
g(z) = g(0),
se obtiene | f ′(0)|= |g(0)| ≤ 1.
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Si | f (z0)|= |z0| para algu´n z0 ∈ D(0;1), entonces |g(z0)|= 1 y por tanto la funcio´n
z 7→ |g(z)| alcanza un ma´ximo local en z0. El Teorema 2.71 entonces dice que g es
una funcio´n constante, necesariamente de mo´dulo 1: g(z) ≡ eiθ para algu´n θ ∈ R. Del
mismo modo, si | f ′(0)|= 1, entonces |g(0)|= 1 y |g| alcanza un ma´ximo local en 0; de
nuevo, g es constante.
I El Lema de Schwarz es importante porque el disco unitario abierto juega un papel
notable en la teorı´a de una variable compleja. Conviene introducir la notacio´n
D := D(0;1) = {z ∈ C : |z|< 1}.
El Lema 2.73 implica que una funcio´n holomorfa f : D→ D que cumple f (0) = 0, si
no es una rotacio´n z 7→ eiθ z, debe cumplir | f (z)| < |z| para z ∈ D. Esto es el caso,
evidentemente, para las potencias f (z) := zn, con n ∈ N∗.
La condicio´n f (0) = 0 puede ser modificada, con el uso de las fracciones lineales:
sα(z) :=
α− z
1− α¯z , con α ∈ D. (2.35)
Esta´ claro que sα(0) = α , s(α) = 0 y que el u´nico polo de sα es 1/α¯ , con |1/α¯| > 1.
Luego sα es holomorfa en D. Adema´s, en el cı´rculo T= {z : |z|= 1|}, se ve que
sα(eiθ ) =
α− eiθ
1− eiθ α¯ =−e
−iθ α− eiθ
α¯− e−iθ
donde la fraccio´n al lado derecho es de la forma w/w¯ ∈ T. Entonces |sα(eiθ )| = 1. El
Teorema 2.71 implica que |sα(z)|< 1 para |z|< 1, es decir, que sα(D)⊆ D.
La fraccio´n lineal inversa de sα es w 7→ (w−α)/(α¯w− 1) = sα(w); entonces, sα
coincide con su funcio´n inversa (!) ası´ que sα es una biyeccio´n holomorfa de D en sı´
mismo.
Ahora bien, si g : D→ D es una funcio´n holomorfa tal que g(α) = β , entonces la
composicio´n f := sβ ◦g◦ sα es una funcio´n holomorfa f : D→ D con f (0) = 0.
I Las fracciones lineales sα son inyectivas, o bien univalentes, como suele decirse en
el ana´lisis complejo. Una funcio´n holomorfa univalente es una biyeccio´n de su dominio
en su imagen; como tal, posee una funcio´n inversa. No debe sorprender que la funcio´n
inversa es tambie´n holomorfa.
Lema 2.74. Una funcio´n holomorfa univalente f : U → C posee un inverso holomorfo
g : f (U)→U. Adema´s, la derivada f ′ no se anula en el dominio U.
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Demostracio´n. Si f : U → C es holomorfa e inyectiva, obviamente f no es constante.
Por el Teorema 2.70, V := f (U) es una parte abierta de C. Sea g : V →U la funcio´n
inversa de f . Entonces g es continua porque f es una aplicacio´n abierta. (En efecto, si
W ⊆U es abierto, entonces g−1(W ) = f (W ) es abierto en V .)
Si hubiera α ∈U con f ′(α) = 0, la serie de Taylor de f centrada en α muestra que
habrı´a m≥ 2 en N y una funcio´n h, holomorfa en U , con h(α) 6= 0, tales que
f (z)− f (α) = (z−α)m h(z),
f ′(z) = (z−α)m−1(mh(z)+(z−α)h′(z)),
para todo z ∈U . Luego, habrı´a r > 0 tal que f (z)− f (α) 6= 0 y tambie´n f ′(z) 6= 0 para
0< |z−α| ≤ r. Si t := inf{| f (z)− f (α)| : |z−α|= r}, entonces t > 0 y el Teorema 2.68
de Rouche´ muestra que la funcio´n z 7→ f (z)− f (α)− 12t tendrı´a m ceros en el disco
D(α;r), al igual que la funcio´n z 7→ f (z)− f (α). Estos ceros serı´an simples, porque la
derivada f ′(z) de la nueva funcio´n so´lo se anula en z = α . En resumen: la preimagen
f−1
({ f (α)− 12t}) contendrı´a m puntos distintos, contrario a la hipo´tesis de univalencia.
Para mostrar que g es holomorfa, basta comprobar la existencia de su derivada en
cualquier β = f (α) ∈ V . Para ζ ∈ C tal que β + ζ ∈ V , hay α +η ∈U con β + ζ =
f (α+η) o bien α+η = g(β +ζ ). La continuidad de g dice que η→ 0 cuando ζ → 0.
Luego
g(β +ζ )−g(β )
ζ
=
η
f (α+η)− f (α) →
1
f ′(α)
cuando ζ → 0.
Entonces g′( f (α)) existe — ya que f ′(α) 6= 0 — con g′( f (α)) = 1/ f ′(α).
Proposicio´n 2.75. Si f : D→ D es una biyeccio´n holomorfa, entonces f (z)≡ eiθ sα(z)
para algu´n θ ∈ R y algu´n α ∈ D.
Demostracio´n. Hay un u´nico α ∈ D con f (α) = 0. Sea h(z) := f (sα(z)); entonces
h(D) = D y h(0) = 0. El Lema 2.73 de Schwarz muestra que |h(z)| ≤ |z| para z ∈ D.
La composicio´n h = f ◦ sα es una biyeccio´n sobre D. Sea g : D→ D su funcio´n
inversa, tambie´n holomorfa por el Lema 2.74. Esta´ claro que g(0) = 0. Luego, el Lema
de Schwarz muestra que |g(w)| ≤ |w| para w ∈ D. Al tomar w = h(z), se concluye que
|h(z)|= |z| para todo z ∈ D. Por tanto, hay θ ∈ R tal que h(z)≡ eiθ z.
Ahora f = h◦ sα porque sα es su propio inverso. Luego, f (z)≡ eiθ sα(z).
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2.7 El logaritmo y las funciones ramificadas
El logaritmo se define en el ana´lisis complejo, al igual que en el ana´lisis real, como la
funcio´n inversa de la funcio´n exponencial. La distincio´n entre los dos casos es que la
funcio´n exponencial compleja no es inyectiva: la ecuacio´n ez = 1 tiene un juego infinito
de raı´ces z = 2kpii, con k ∈ Z.
La funcio´n x 7→ ex, para x ∈ R, lleva R en el intervalo real (0,∞) y es inyectiva, ası´
que la asignacio´n Log(ex) := x determina el logaritmo de un nu´mero real positivo. Por
otro lado, la funcio´n θ 7→ eiθ lleva R en el cı´rculo unitario T; la funcio´n correspondiente
serı´a eiθ 7→ iθ . Al usar la forma polar z = r eiθ , su logaritmo deberı´a de ser
log(r eiθ ) := Logr+ iθ , para r eiθ 6= 0.
Evidentemente, esta definicio´n es ambigua, porque θ 7→ eiθ no es uno-a-uno. Eviden-
temente, hay que usar el argumento arg(r eiθ ) := (θ mod 2pi) ∈ R/2piZ, para eliminar
esa ambigu¨edad.
Notacio´n. Escrı´base R+ := [0,∞) y R− := (−∞,0], como semirrectas en el plano com-
plejo. Ma´s generalmente, cualquier semirrecta saliente del origen 0 es de la forma
eiϕR+ = {r eiϕ : r ≥ 0} para algu´n a´ngulo ϕ . Fı´jese que epiiR+ = R−.
Definicio´n 2.76. Si z∈C\R− es un nu´mero complejo fuera del semieje real negativo, es
posible expresar z = r eiθ de manera u´nica, con r > 0 y −pi < θ < pi . El valor principal
de su argumento es Argz := θ ∈ (−pi,pi). Se define el valor principal del logaritmo
de z por
Logz := Logr+ iθ = Log |z|+ iArgz,
donde Logr es el u´nico nu´mero real tal que eLogr = r. Obse´rvese que Arg t = −pi esta´
definido para t ∈ (−∞,0), pero no conviene incluir (−∞,0) en el dominio de Log porque
la funcio´n resultante no serı´a continua en el semieje real negativo.
Ma´s generalmente, se define
logz := Log |z|+ iargz para z 6= 0. (2.36)
De esta manera,16 el logaritmo serı´a una funcio´n de C\{0} en R/2piZ. En la pra´ctica,
la ambigu¨edad de la parte imaginaria del logaritmo se resuelve de otro modo. Despue´s
de elegir un a´ngulo fijo ϕ , se considera el plano cortado C \ eiϕR+, el cual es una
regio´n estelar a partir del punto z0 = −eiϕ ; ve´ase la Figura 2.14. Ahora, al escribir
16Los textos cla´sicos hablan de una funcio´n multivaluada, un te´rmino oximoro´nico.
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arg(r eiθ ) := θ y log(r eiθ ) := Logr+ iθ , con ϕ < θ < ϕ+2pi u´nicamente, se define
una rama del logaritmo como funcio´n ordinaria en el dominio C \ eiϕR+. (Para cada
k ∈ Z\{0}, la sustitucio´n ϕ 7→ ϕ+2kpi define otras ramas del logaritmo con el mismo
plano cortado por dominio.)
◦
eiϕ
ϕ < θ < ϕ+2pi
z0
z
•
•
•
Figura 2.14: Plano cortado a lo largo de una semirrecta
Es importante sen˜alar que la propiedad homomo´rfica del logaritmo real debe modi-
ficarse, segu´n (2.36), en la fo´rmula: log(zw) ≡ logz+ logw mod 2piiZ. Para una rama
especı´fica, lo que corresponde es la fo´rmula
log(zw) = logz+ logw+2kpii con k ∈ Z.
Alternativamente, se puede definir (unas ramas de) el logaritmo al formar una primitiva
de la funcio´n 1/z. El dominio debe ser una regio´n simplemente conexa U que no contiene
el origen 0. Por ejemplo, el plano cortado C \ eiϕR+ excluye 0 y es una regio´n estelar,
luego simplemente conexa. Elı´jase, entonces, un punto z0 ∈U y defı´nase
L(z) :=
∫ z
z0
dw
w
+Log |z0|+ iargz0, (2.37)
donde argz0 aquı´ denota cualquier a´ngulo θ0 tal que eiθ0 = z0/|z0|; la notacio´n
∫ z
z0 denota
la integral de lı´nea sobre cualquier curva C en U de z0 a z, por ejemplo, el segmento [z0,z]
en una regio´n estelar.
La funcio´n g(z) := z−1eL(z) tiene derivada
g′(z) =−z−2eL(z)+ z−1L′(z)eL(z) = (−z−2+ z−2)eL(z) ≡ 0,
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ası´ que g(z)≡ g(z0) = 1, ya que U es conexo. Entonces la funcio´n holomorfa L : U→C
cumple la ecuacio´n eL(z) = z, es decir, es una funcio´n inversa de la exponencial en la
regio´n U . En otras palabras, logz := L(z) es una rama del logaritmo con dominio U ,
simplemente conexo. (Fı´jese que la ambigu¨edad del a´ngulo θ , hasta sumandos de 2kpi ,
implica que hay varias maneras de elegir esta rama, pero todos difieren por mu´ltiplos
constantes de 2pii.) La fo´rmula (2.37) hace evidente que cada rama del logaritmo es
holomorfa en su dominio.
Definicio´n 2.77. Si α ∈ C y si U es una regio´n simplemente conexa con 0 /∈U —en
particular, si U es cualquier plano cortado— elı´jase una rama del logaritmo en U . La
rama correspondiente de la potencia z 7→ zα se define en U por
zα := exp(α logz).
Por ejemplo,17 en el plano cortado C \R− se puede definir z1/2 := exp(12 Logz), de tal
manera que (r eiθ )1/2 =
√
r eiθ/2. Sin embargo, al elegir otra rama del logaritmo logz :=
Logz+ 2pii, la fo´rmula correspondiente serı´a (r eiθ )1/2 = −√r eiθ/2. En resumen, la
ambigu¨edad en la definicio´n
(r eiθ )1/2 =±√r eiθ/2
es inherente en el escogimiento de la rama del logaritmo: la raı´z cuadrada posee dos
ramas. En general, si n ∈ N∗, la raı´z ene´sima z 7→ z1/n posee n ramas distintas, que
difieren entre sı´ por factores multiplicativos de e2kpii/n.
I El logaritmo y las potencias no enteras conducen a nuevas clases de integrales de
contorno, en las cuales los contornos C esta´n trazados en planos cortados, ame´n de
evitar los polos del integrando.
Ejemplo 2.78. Evaluar la integral de Riemann impropia
I :=
∫ ∞
0
logx
(1+ x2)2
dx.
Esta integral impropia converge en el extremo superior ya que el integrando es
O(x−4 logx) = o(x−4+ε) para ε > 0. La convergencia en x = 0 es menos evidente, pero
emergera´ del ca´lculo subsiguiente.
17En este discusio´n,
√
r denota la raı´z cuadrada positiva del nu´mero real positivo r.
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i
−i
ε−ε R−R
−Γε
ΓR
◦
×
×
••
Figura 2.15: Contorno semicircular en un plano cortado
El contorno C sera´ una modificacio´n del contorno [−R,R]∪ΓR de la Figura 2.10.
Para evitar la indefinicio´n del logaritmo en z= 0, hay que seguir (en el sentido negativo)
un pequen˜o semicı´rculo Γε centrado en 0. Luego se corta el plano a lo largo de la recta
e−ipi/2R+ (Figura 2.15) y se usa la rama del logaritmo dado por
log(r eiθ ) := Logr+ iθ , con −pi/2< θ < 3pi/2.
Obse´rvese que log1 = 0, log i = pii/2, log(−1) = pii para esa rama.
La integral de la funcio´n
f (z) :=
logz
(1+ z2)2
en el contorno cerrado C := [ε,R]∪ΓR∪ [−R,−ε]∪ (−Γε) vale 2pii veces el residuo en
el u´nico polo de f dentro de C, el cual es un polo doble en i. Para calcular este residuo,
se usa la fo´rmula (2.23) con m = 2:
g(z) := (z− i)2 f (z) = logz
(z+ i)2
,
Res
z=i
f (z) = g′(i) =
[
1
z(z+ i)2
− 2logz
(z+ i)3
]
z=i
=
1
−4i −
pii
−8i =
i
4
+
pi
8
.
Como ya es tradicional, se muestra que la integral sobre el semicı´rculo es depreciable
para R grande:∣∣∣∣∫ΓR logz(1+ z2)2 dz
∣∣∣∣= ∣∣∣∣∫ pi0 logR+ iθ(1+R2e2iθ )2 iReiθ dθ
∣∣∣∣≤ ∫ pi0 R logR+Rθ(R2−1)2 dθ
=
piR logR+pi2R/2
(R2−1)2 → 0 cuando R→ ∞.
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Un ca´lculo similar, usando el lı´mite conocido limε↓0 ε logε = 0, muestra que la integral
sobre el semicı´rculo pequen˜o tambie´n es despreciable para ε pequen˜o:∣∣∣∣∫Γε logz(1+ z2)2 dz
∣∣∣∣= ∣∣∣∣∫ pi0 logε+ iθ(1+ ε2e2iθ )2 iεeiθ dθ
∣∣∣∣≤ ∫ pi0 ε logε+ εθ(1− ε2)2 dθ
=
piε logε+pi2ε2/2
(1− ε2)2 → 0 cuando ε ↓ 0.
La integral sobre el contorno C — la cual no depende de ε ni de R — entonces se
reduce a dos integrales sobre semirrectas:∮
C
logz
(1+ z2)2
dz =
∫ ∞
0
logx
(1+ x2)2
dx+
∫ 0
−∞
logu
(1+u2)2
du.
La primera integral a la derecha es la integral deseada I. Para la segunda, se coloca
u =−x y se usa log(−x) = logx+pii para la rama del logaritmo en uso, ası´ que∮
C
logz
(1+ z2)2
dz = 2
∫ ∞
0
logx
(1+ x2)2
dx+
∫ ∞
0
pii
(1+ x2)2
dx.
Por otro lado, el teorema del residuo muestra que∮
C
logz
(1+ z2)2
dz = 2pii Res
z=i
f (z) =−pi
2
+
pi2
4
i.
Al comparar las partes reales e imaginarias de las dos expresiones anteriores, se obtiene
la integral deseada y otra integral tambie´n, de feria:∫ ∞
0
logx
(1+ x2)2
dx =−pi
4
,
∫ ∞
0
dx
(1+ x2)2
=+
pi
4
. ♦
Ejemplo 2.79. Calcular las integrales
Ia :=
∫ ∞
0
xa−1
1+ x
dx para 0< a< 1.
La condicio´n a< 1 es necesaria para la convergencia de esta integral impropia en el
extremo superior; y la condicio´n a> 0 garantiza su convergencia en x = 0.
Despue´s de elegir un corte apropiado del plano para definir una rama de la potencia
xa−1, la funcio´n f (z) := za−1/(1+ z) tendra´ un polo simple en z = −1. Un corte en
la semirrecta R− no es aconsejable, porque esconderı´a el residuo. En este caso resulta
mejor cortar a lo largo de la semirrecta R+ y mover el intervalo [ε,R] arriba y abajo del
corte para obtener la “cerradura” ilustrada en la Figura 2.16.
89
MA–702: Variable Compleja 2.7. El logaritmo y las funciones ramificadas
◦−1
R
−Cε
CR
× •
Figura 2.16: Contorno de cerradura en un plano cortado
El contorno simple cerrado C tiene cuarto trozos: el segmento [ε + iδ ,R+ iδ ]; un
arco grande CR de un cı´rculo desde R+ iδ hasta R− iδ , rodando en torno al origen para
no cruzar el corte R+; el segmento [R− iδ ,ε − iδ ]; y otro arco grande −Cε de cı´rculo,
desde ε− iδ a ε+ iδ , recorrido a favor de reloj. La integral de lı´nea ∮C f (z)dz depende
solamente del residuo en el polo −1; luego se puede dejar δ ↓ 0 antes de calcular las
integrales sobre cada trozo.
Para definir za−1 := exp((a− 1) logz), to´mese la rama del logaritmo log(r eiθ ) :=
Logr+ iθ con 0< θ < 2pi en el plano cortado C\R+. Fı´jese que
log(x+ iδ ) .= Logx+ iδ pero log(x− iδ ) .= Logx+ i(2pi−δ ), para x> 0.
Por tanto, (x+ iδ )a−1→ xa−1 pero (x− iδ )a−1→ xa−1 e2pii(a−1) cuando δ ↓ 0. Este es
el efecto de cortar el plano en R+.
El residuo en z =−1 se calcula fa´cilmente, habida cuenta de que log(−1) = pii:
Res
z=−1
za−1
1+ z
= lim
z→−1
za−1 = exp((a−1) log(−1)) = epii(a−1) =−eipia.
Para estimar la integral sobre los arcos circulares, se puede dejar δ ↓ 0, de modo que
CR y Cε se vuelven cı´rculos completos. Como a< 1, se obtiene∣∣∣∣∮CR z
a−1
1+ z
dz
∣∣∣∣= ∣∣∣∣∫ 2pi0 e(a−1)(logR+iθ)1+Reiθ iReiθ dθ
∣∣∣∣
≤
∫ 2pi
0
Ra−1
R−1 Rdθ =
2piRa
R−1 → 0 cuando R→ ∞.
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De modo similar, debido a a> 0, se ve que∣∣∣∣∫Cε z
a−1
1+ z
dz
∣∣∣∣≤ 2piεa1− ε → 0 cuando ε ↓ 0.
Luego, al dejar ε ↓ 0 y R→ ∞, se obtiene∮
C
za−1
1+ z
dz =
∫ ∞
0
xa−1
1+ x
dx+
∫ 0
∞
xa−1 e2pii(a−1)
1+ x
dx = (1− e2pii(a−1))
∫ ∞
0
xa−1
1+ x
dx.
El teorema del residuo implica que∮
C
za−1
1+ z
dz = 2pii Res
z=−1
xa−1
1+ x
=−2piieipia.
En conclusio´n, se obtiene
Ia =
∫ ∞
0
xa−1
1+ x
dx =
−2piieipia
1− e2pii(a−1) =
−2piieipia
1− e2ipia =
2pii
eipia− e−ipia =
pi
senpia
. (2.38)
Esta fo´rmula resultara´ u´til ma´s adelante. ♦
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3 Series y Productos de Funciones Holomorfas
Una de las propiedades ma´s importantes de las funciones holomorfas es su estabilidad
bajo ciertos procesos de sumacio´n o multiplicacio´n infinita. Conviene recordar que un
lı´mite uniforme de funciones continuas es continuo (Lema 1.4). Para funciones cuyos
dominios son regiones abiertas, la convergencia en todo el dominio no suele ser uni-
forme. Hay un concepto intermedio entre convergencia puntual y uniforme, el cual es
la idea de convergencia uniforme sobre las partes compactas del dominio dado. Esta
versio´n de convergencia de funciones se adapta muy bien a las funciones holomorfas.
3.1 Convergencia uniforme sobre compactos
Lema 3.1. Si V ⊆C es un abierto no vacı´o en el plano complejo, hay partes compactas
Kn ⊂V para cada n ∈ N tales que Kn ⊂ K◦n+1 para cada n;1 y adema´s V =
⋃
n∈NKn.
Demostracio´n. La distancia desde un punto z ∈ C y una parte E ⊆ C se define por
d(z,E) := inf{|z−u| : u ∈ E }. La desigualdad triangular implica que∣∣d(z,E)−d(w,E)∣∣≤ |z−w|, para todo z,w ∈ C,
ası´ que, para cada E fijo, la funcio´n z 7→ d(z,E) es continua. Defı´nase
Vn := D(0;n)∩{z ∈V : d(z,C\V )> 1/n},
Kn := D(0;n)∩{z ∈V : d(z,C\V )≥ 1/n}.
Entonces cada Vn es un abierto y cada Kn es un compacto (por estar acotado y cerrado
en C). Esta´ claro que Kn ⊆Vn+1 ⊆Kn+1, lo cual implica que Kn ⊂K◦n+1. Adema´s, como
V 6= /0, hay algu´n m ∈ N tal que Vm 6= /0; por tanto, Kn 6= /0 para n> m.
La unio´n creciente
⋃
n∈NKn = V sigue de las definiciones: si z ∈ V , hay n ∈ N tal
que |z| ≤ n y a la vez D(z;1/n)⊆V ; en consecuencia, vale d(z,C\V )≥ 1/n.
Obse´rvese que V =
⋃
n∈NVn tambie´n, una unio´n creciente. Si C ⊂ V es una parte
compacta cualquiera, entonces los Vn forman un cubrimiento abierto de C. Luego, hay
un ı´ndice m tal que C ⊂Vm ⊂ Km. En resumen: toda parte compacta de V esta´ incluida
en algu´n Km.
1La notacio´n E◦ significa el interior topolo´gico de E, es decir, la unio´n de todas las partes abiertas
de E; fı´jese que E◦ ⊆ E, con igualdad si y so´lo si E es un abierto.
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Definicio´n 3.2. Sea V ⊆ C un abierto. Deno´tese por C(V ) el espacio vectorial de todas
las funciones continuas f : V → C. Una sucesio´n ( fn)n∈N ⊂C(V ) converge uniforme-
mente sobre compactos a una funcio´n lı´mite f : V → C si fn(z)→ f (z) para z ∈V y si
esta convergencia es uniforme sobre cualquier compacto C ⊂V .
En vista del Lema 3.1, este ocurre si y so´lo si fn→ f uniformemente sobre cada Km.
Por el Lema 1.4, la restriccio´n f |Km es continua; como V =
⋃
m Km, la funcio´n lı´mite
f : V → C es continua en todo punto de V , ası´ que f ∈C(V ).
Las seminormas
pm( f ) := sup
z∈Km
| f (z)|
definen una topologı´a sobre C(V ), en el sentido de que fn → f uniformemente sobre
compactos para cada m. La fo´rmula
ρV ( fn, f ) :=
∞
∑
m=0
1
2m
pm( fn− f )
1+ pm( fn− f )
define una me´trica sobre C(V ); la convergencia uniforme sobre compactos es equiva-
lente a la convergencia en esta me´trica. No es difı´cil comprobar que este espacio me´trico
es completo (sus sucesiones de Cauchy son convergentes).2
Lema 3.3. Si V ⊆C es un abierto, si f ∈C(V ) es el lı´mite uniforme sobre compactos de
una sucesio´n ( fn) en C(V ), entonces para cualquier curva suave por trozos C con traza
en V , la integral de f sobre C esta´ dada por∫
C
f (z)dz = lim
n→∞
∫
C
fn(z)dz.
Demostracio´n. La traza de C es una parte compacta de V . La hipo´tesis de que fn→ f
en C(V ) implica que fn(z)→ f (z) uniformemente para z ∈C. Sea dada ε > 0; entonces
hay N ∈ N tal que
n≥ N =⇒ | fn(z)− f (z)|< ε
`(C)
para todo z ∈ C.
De ahı´ se obtiene∣∣∣∣∫C fn(z)dz−
∫
C
f (z)dz
∣∣∣∣= ∣∣∣∣∫C( fn(z)− f (z))dz
∣∣∣∣≤ `(C) ε`(C) = ε.
2El espacio vectorial topolo´gico C(V ) es un ejemplo de un espacio de Fre´chet: este es un espacio
vectorial metrizable y completo, cuya me´trica esta´ dada por una familia numerable de seminormas.
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Teorema 3.4 (Weierstrass). Sea U una regio´n de C y sea ( fn : U→C)n∈N una sucesio´n
de funciones holomorfas en U. Si fn → f en C(U) con convergencia uniforme sobre
compactos, la funcio´n f tambie´n es holomorfa en U. Adema´s, f (k)n → f (k) uniforme-
mente sobre compactos, para cada k ∈ N.
Demostracio´n. Para mostrar que f es holomorfa en U , basta verificar que f es holo-
morfa en cada disco abierto D(α;s)⊆U . Sea C una curva cerrada cualquiera con traza
en D(α;s). El teorema de Cauchy —concretamente, el Corolario 2.17— muestra que∮
C fn(z)dz = 0 para cada n. Del Lema 3.3 se concluye que∮
C
f (z)dz = lim
n→∞
∮
C
fn(z)dz = 0.
Como esta integral es nula para cualquier C, el Teorema 2.29 de Morera implica que f
es holomorfa en D(α;r).
Para demostrar la convergencia de las derivadas, por induccio´n sobre k, basta com-
probar que f ′n→ f ′ uniformemente sobre compactos en U . Si 0 < r < s, de modo que
D(α;r)⊂U , sea Cr el cı´rculo |w−α|= r. Para cada z ∈ D(α;r), se obtiene
lim
n→∞ f
′
n(z) =
1
2pii
lim
n→∞
∮
Cr
fn(w)
(w− z)2 dz =
1
2pii
∮
Cr
f (w)
(w− z)2 dz = f
′(z),
de la fo´rmula integral de Cauchy (Proposicio´n 2.22) y el Lema 3.3.
Esta convergencia es uniforme en D(α; t) si 0 < t < r, porque |w− z| ≥ r− t para
z ∈ D(α; t), w ∈Cr. Si n≥ N =⇒ | fn(w)− f (w)| ≤ δ para w ∈Cr, entonces∣∣∣∣ fn(w)− f (w)(w− z)2
∣∣∣∣≤ δ(r− t)2 ,
y por tanto | f ′n(z)− f ′(z)| ≤ δ r/(r− t)2 para n ≥ N. Luego f ′n → f ′ uniformemente
sobre compactos en D(α;r). Cualquier compacto K ⊂U queda cubierto por un nu´mero
finito de tales discos abiertos; luego f ′n→ f ′ uniformemente sobre compactos en U .
Corolario 3.5. Si una serie de funciones holomorfas en una regio´n U,
f (z) :=
∞
∑
n=0
hn(z) para z ∈U,
converge uniformemente sobre compactos, la suma f es una funcio´n holomorfa en U y
la serie puede derivarse te´rmino por te´rmino: si k ∈ N, entonces
f (k)(z) =
∞
∑
n=0
h(k)n (z) si z ∈U,
y esta serie tambie´n converge uniformemente sobre compactos. 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Ejemplo 3.6. La fo´rmula cla´sica para la funcio´n exponencial:
ez = lim
n→∞
(
1+
z
n
)n
(3.1)
es va´lido para todo z ∈ C, con convergencia uniforme sobre compactos.
Para comprobar esa afirmacio´n, basta verificar la convergencia en el disco cerrado
D(0;R) para cualquier R> 0. Conside´rese el polinomio fn(z) := (1+ z/n)n para n fijo:
fn(z) =
(
1+
z
n
)n
=
n
∑
k=0
(
n
k
)
zk
nk
=
n
∑
k=0
n(n−1) . . .(n− k+1)
n ·n · · ·n
zk
k!
= 1+ z+
n
∑
k=2
(
1− 1
n
)(
1− 2
n
)
· · ·
(
1− k−1
n
) zk
k!
.
Al usar repetidamente la identidad (1−a)(1−b) > 1−a−b para a,b > 0, se obtiene,
para |z| ≤ R:∣∣∣∣ez−(1+ zn)n
∣∣∣∣≤ n∑
k=2
(
1
n
+
2
n
+ · · ·+ k−1
n
) |z|k
k!
+∑
k>n
|z|k
k!
≤ 1
2n
n
∑
k=2
Rk
(k−2)! +∑k>n
Rk
k!
=
R2
2n
n−2
∑
m=0
Rm
m!
+∑
k>n
Rk
k!
<
R2 eR
2n
+∑
k>n
Rk
k!
→ 0 cuando n→ ∞,
con convergencia obviamente uniforme en |z| ≤ R.
El Teorema 3.4 confirma que la funcio´n z 7→ ez es entera y que coincide con su propia
derivada:
d
dz
(ez) = lim
n→∞
d
dz
(
1+
z
n
)n
= lim
n→∞
(
1+
z
n
)n−1
= lim
n→∞
(
1+
z
n
)n/(
1+
z
n
)
= ez. ♦
Ejemplo 3.7. La serie
ζ (z) :=
∞
∑
n=1
1
nz
(3.2)
converge si ℜz> 1, porque si z = x+ iy, entonces∣∣∣∣ 1nz
∣∣∣∣= |n−z|= ∣∣e−zLogn∣∣= e−xLogn = 1nx
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y la serie positiva∑∞n=1 1/nx converge si x> 1. Adema´s, si s> 1, entonces paraℜz≥ s la
desigualdad |n−z| ≤ n−s y el criterio mayorizante de Weierstrass (el Lema 1.5) muestran
que la convergencia es uniforme en el semiplano ℜz≥ s.
Si K es un compacto en el semiplano ℜz > 1, entonces existe algu´n s0 > 1 tal que
K ⊂ {z : ℜz ≥ s0 }. (Fı´jese que los semiplanos {z : ℜz > 12(1+ s)} forman un cubri-
miento abierto de K.) Entonces la convergencia de la serie (3.2) es uniforme sobre K.
El Teorema 3.4 muestra que la funcio´n ζ es holomorfa en el semiplano abierto ℜz> 1.
Esta es la funcio´n zeta de Riemann.3 ♦
El teorema de Weierstrass es aplicable a la formacio´n de funciones analı´ticas me-
diante integrales sobre una variable auxiliar.
Proposicio´n 3.8. Sea U ⊂ C una regio´n y sea [a,b] ⊂ R un intervalo compacto. Si
g : U × [a,b]→ C es una funcio´n continua tal que z 7→ g(z, t) es holomorfa en U para
cada t ∈ [a,b], entonces la funcio´n f : U → C definida por
f (z) :=
∫ b
a
g(z, t)dt
es holomorfa en U.
Demostracio´n. Para cada n ∈N∗ y k ∈ {0,1, . . . ,n}, sea tn(k) := a+k(b−a)/n, ası´ que
{tn(0), tn(1), . . . , tn(n)} es una particio´n del intervalo [a,b] con espaciamiento uniforme.
Sea fn(z) la suma de Riemann definida por
fn(z) :=
1
n
n
∑
k=1
g(z, tn(k)).
Para cada z ∈ U , la continuidad de t 7→ g(z, t) muestra que estas sumas de Riemann
convergen a la integral: fn(z)→ f (z) cuando n→ ∞. Para obtener la holomorficidad
de f , basta mostrar que esta convergencia es uniforme sobre compactos.
Si K ⊂U es compacto, entonces K× [a,b] es compacto en U × [a,b]. La funcio´n g
es continua en sus dos variables y por ende es uniformemente continua en K× [a,b]. En
consecuencia, dado ε > 0 hay δ > 0 tal que
|s− t|< δ =⇒ sup
z∈K
|g(z,s)−g(z, t)|< ε.
3La funcio´n zeta de Riemann es una funcio´n meromorfa en todo el plano complejo, con un polo en
z = 1. Luego la fo´rmula (3.2) es solamente una definicio´n parcial de ζ (z), a la derecha de este polo. Ma´s
adelante, se completara´ su definicio´n en el resto del plano.
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Ahora, si z ∈ K, entonces
n>
1
δ
=⇒ | fn(z)− f (z)|=
∣∣∣∣ n∑
k=1
∫ tn(k)
tn(k−1)
(
g(z, tn(k))−g(z, t)
)
dt
∣∣∣∣
≤
n
∑
k=1
∫ tn(k)
tn(k−1)
∣∣g(z, tn(k))−g(z, t)∣∣dt < n∑
k=1
ε
n
= ε.
Como δ no depende de z ∈ K, se concluye que fn→ f uniformemente sobre K. Ahora
el Teorema 3.4 muestra que f es holomorfa en U .
Ejemplo 3.9. Conside´rese la funcio´n f : C→ C∞ definida por la serie
f (z) :=
1
z
+
∞
∑
n=1
2z
z2−n2 .
El lado derecho tiene la apariencia de una funcio´n meromorfa con polos en Z. Para
comprobar eso, hay que investigar la convergencia de la serie.
To´mese R> 0 y N ∈ N∗ tal que N > 2R. Entonces la suma parcial
sN(z) :=
1
z
+
N
∑
n=1
2z
z2−n2
es una funcio´n meromorfa con polos simples en {−N, . . . ,N−1,N}. Sus residuos son
Res
z=n
sN(z) = Res
z=n
2z
z2−n2 =
2n
2n
= 1, si n 6= 0; Res
z=0
sN(z) = Res
z=0
1
z
= 1.
La cola de la serie
tN(z) :=
∞
∑
n=N+1
2z
z2−n2
tiene te´rminos holomorfos en el disco |z|<R. Adema´s, si |z|<R y n>N > 2R, entonces∣∣∣∣ 2zz2−n2
∣∣∣∣≤ 2Rn2−R2 = 1n2 2R1− (R/n)2 < 1n2 2R3/4 = 8R3n2 .
Entonces la serie para tn(z) converge uniformemente en el disco D(0;R), por el criterio
mayorizante de Weierstrass. Luego tN es una funcio´n holomorfa en D(0;R), por el
Teorema 3.4. La serie original f (z) = sN(z)+ tN(z) entonces es meromorfa en cualquier
disco abierto |z|< R. Por tanto, f es meromorfa en todo C, con un polo simple en cada
n ∈ Z y residuo 1 en cada n.
97
MA–702: Variable Compleja 3.1. Convergencia uniforme sobre compactos
La funcio´n g(z) := pi ctgpiz es otra funcio´n meromorfa con polos simples en cada
n ∈ Z. Adema´s, como
Res
z=n
pi ctgpiz =
pi cospiz
pi cospiz
∣∣∣∣
z=n
= 1,
la diferencia f (z)− g(z) es una funcio´n entera. Es posible mostrar que esta funcio´n
entera es acotada en todo C; por el teorema de Liouville, es una constante. Pero es evi-
dente que f −g es una funcio´n impar: f (−z)−g(−z)≡ g(z)− f (z), y en consecuencia
la constante es nula: f (z)−g(z)≡ 0. En conclusio´n, se obtiene:
pi ctgpiz =
1
z
+
∞
∑
n=1
2z
z2−n2
con convergencia uniforme sobre compactos en C\Z. ♦
Lema 3.10. Si para cada k∈N, fk es una funcio´n holomorfa en el disco abierto D(α;R),
con serie de Taylor fk(z) = ∑∞n=0 akn (z−α)n; y si la serie
f (z) :=
∞
∑
k=0
fk(z)
converge uniformemente sobre compactos en D(α;R), entonces la serie de Taylor de f
centrado en α esta´ dada por
f (z) =
∞
∑
n=0
cn (z−α)n, con cn =
∞
∑
k=0
akn.
Demostracio´n. Por el Teorema 3.4, f es holomorfa en el disco D(α;R). La Propo-
sicio´n 2.25 muestra que la serie de Taylor de f tiene radio de convergencia al menos R.
Adema´s, como f (n) = ∑∞k=0 f
(n)
k uniformemente sobre compactos, para cada n ∈ N, se
obtiene
cn =
f (n)(α)
n!
=
∞
∑
k=0
f (n)k (α)
n!
=
∞
∑
k=0
akn.
Ejemplo 3.11. Conside´rese la funcio´n definida por
f (z) :=
∞
∑
k=1
zk
1− zk para |z|< 1.
Esta´ claro que el te´rmino zk/(1− zk) es holomorfo en el disco |z| < 1. Hay que com-
probar convergencia uniforme sobre cada disco cerrado D(0;r), para 0 < r < 1. Como
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|1− zk| ≥ 1− rk para |z| ≤ r, se obtiene∣∣∣∣ zk1− zk
∣∣∣∣≤ rk1− rk ≤ rk1− r cuando |z| ≤ r,
y la serie geome´trica ∑∞k=1 rk/(1− r) = r/(1− r)2 converge ya que r < 1, se obtiene la
convergencia uniforme deseada del Lema 1.5.
La serie de Taylor de f , centrado en 0, se obtiene del Lema 3.10. Al notar que
zk
1− zk = z
k + z2k + z3k + · · ·
es una serie geome´trica, se obtiene akn = 0 o 1 en cada caso; y akn = 1 si y so´lo si n=mk
para algu´n m ∈ N∗. En otras palabras, akn = 1 si y so´lo si k es un divisor de n. Por lo
tanto,4
f (z) =
∞
∑
n=1
τ(n)zn = z+2z2+2z3+3z4+2z5+4z6+ · · ·
donde τ(n) es el nu´mero de divisores de n, incluyendo los extremos 1 y n. ♦
3.2 Productos infinitos
Definicio´n 3.12. Si (an)n∈N es una sucesio´n de nu´meros complejos, el producto infinito
de los te´rminos (1+an) es evidentemente nulo si an =−1 para algu´n n. De lo contrario,
el producto parcial
pn :=
n
∏
k=1
(1+ak) = (1+a1)(1+a2) . . .(1+an)
pertenece a C× := C \ {0}. Si pn → p ∈ C× cuando n→ ∞, dı´cese que el producto
converge a p,
∞
∏
n=0
(1+an) = p. (3.3)
En cualquier otro caso, el producto infinito es divergente:
? si pn→ ∞ en C∞, dı´cese que el producto diverge al infinito;
? si pn→ 0 en C∞, dı´cese que el producto diverge a 0;
4La fo´rmula f (z) = ∑n≥1 τ(n)zn tambie´n dice que f es la funcio´n generatriz de la sucesio´n (τ(n)).
La otra fo´rmula f (z) = ∑k≥1 zk/(1− zk) permite aplicar la teorı´a de las funciones analı´ticas al estudio de
los divisores. Este es un ejemplo de la llamada teorı´a analı´tica de los nu´meros.
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? si la sucesio´n (pn) no tiene lı´mite en C∞, el producto tambie´n diverge.
En el caso de que am = −1 para algu´n m ∈ N, entonces pn = 0 para n ≥ m; luego el
producto se anula de manera trivial.
Si pn → p en C×, entonces 1+ an = pn/pn−1 → p/p = 1 y por ende an → 0. La
condicio´n an→ 0 es necesaria para la convergencia (3.3) del producto infinito.
Si an→ 0, entonces hay n ∈ N tal que ℜ(1+an)> 0 para n≥ N. Entonces la rama
principal del logaritmo es aplicable para evaluar Log(1+an) ∈ C para n≥ N; entonces
se puede formar la serie ∑∞n=N Log(1+an) para luego investigar su convergencia.
Lema 3.13. Si an 6= −1 para todo n, el producto ∏∞n=0(1+an) converge si y so´lo si la
serie ∑∞n=0 Log(1+an) converge.
Demostracio´n. Sin perder generalidad, se puede suponer queℜ(1+an)> 0 para todo n.
Si sn := ∑nk=0 Log(1+ ak), entonces e
sn = ∏nk=0(1+ ak) = pn. Si la serie converge, es
decir, sn→ s ∈ C, entonces pn = esn → es ∈ C×, ası´ que el producto converge.
Por otro lado, si el producto converge, entonces hay p∈C× tal que pn→ p. Entonces
|pn| → |p| ∈ (0,∞), por lo tanto Log |pn| → Log |p| ∈ R. Adema´s, arg pn → arg p en
R/2piZ. Si Arg p 6= pi , entonces |Arg pn−Arg p|< 12 |Arg p∓pi| para n suficientemente
grande, ası´ que Arg pn → Arg p tambie´n. En consecuencia, Log pn → Log p ∈ C, es
decir, la serie converge. (En el caso excepcional Arg p= pi , como−pn→−p se obtiene
Log pn−pi → Log p−pi; y de nuevo, la serie converge.)
Definicio´n 3.14. Un producto infinito ∏∞n=0(1+an) converge absolutamente si el pro-
ducto de te´rminos positivos ∏∞n=0(1+ |an|) converge.
Lema 3.15. Un producto absolutamente convergente es convergente. Adema´s, el pro-
ducto ∏∞n=0(1+an) converge absolutamente si y so´lo si la serie ∑
∞
n=0 |an| converge.
Demostracio´n. Escrı´base un := |an| ≥ 0. Si el producto ∏∞n=0(1+ un) converge, en-
tonces la serie ∑∞n=0 Log(1+ un) converge tambie´n, por el Lema 3.13. La desigualdad
1+ x≤ ex, va´lido para x ∈ R, implica que
u0+u1+ · · ·+un ≤
n
∏
k=0
(1+uk)≤ exp(u0+u1+ · · ·+un).
Entonces ∑∞n=0 Log(1+un) converge si y so´lo si la serie positiva ∑
∞
n=0 un converge. Esto
comprueba la segunda afirmacio´n del enunciado.
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Supo´ngase, entonces, que ∑∞n=0 |an| converge. Hay N ∈ N tal que |an| ≤ 12 para
n≥ N. De la serie de Taylor de Log(1+ z) se obtiene, para n≥ N:
|Log(1+an)|=
∣∣∣∣ ∞∑
k=1
(−1)k−1
k
akn
∣∣∣∣≤ ∞∑
k=1
|an|k
k
≤
∞
∑
k=1
|an|k = |an|1−|an| ≤ 2|an|. (3.4)
Luego la serie ∑∞n=0 Log(1+ an) converge (absolutamente) y del Lema 3.13 sigue la
convergencia de ∏∞n=0(1+an).
Hay una versio´n del criterio mayorizante de Weierstrass para la convergencia abso-
luta y uniforme de un producto infinito de funciones. El siguiente resultado se adapta al
caso de factores holomorfos.
Proposicio´n 3.16. Sea (gn : U → C)n∈N una sucesio´n de funciones holomorfas en una
regio´n U. Si existen N ∈ N y constantes Mn > 0 para n≥ N, tales que
∞
∑
n=N
Mn < ∞ y |gn(z)| ≤Mn para z ∈U,
entonces el producto
f (z) :=
∞
∏
n=0
(1+gn(z)) (3.5)
converge a una funcio´n holomorfa f : U → C. Los ceros de f (si no es ide´nticamente
nula) son aquellos z ∈U tales que gm(z) =−1 para un nu´mero finito de ı´ndices m.
Demostracio´n. En primer lugar, supo´ngase que gn(z) 6=−1 para todo n ∈ N, z ∈U . La
serie ∑∞n=0 |gn(z)| converge absoluta y uniformemente en U , por el Lema 1.5. Luego
∑∞n=0 Log(1+gn(z)) tambie´n converge absolutamente en U . Como |gn(z)| ≤ 12 implica
|Log(1+ gn(z))| ≤ 2|gn(z)|, en vista de (3.4), la convergencia de la segunda serie es
tambie´n uniforme.
Entonces
∞
∏
n=0
(1+gn(z)) = exp
( ∞
∑
n=0
Log(1+gn(z))
)
converge, uniformemente en U , a una funcio´n f : U →C× que no se anula en U . Como
los productos parciales son holomorfas, f es tambie´n holomorfa, por el Teorema 3.4.5
En el caso general, para cada z0 ∈U hay M ∈N tal que gm(z0) 6=−1 para m>M, por
la condicio´n necesaria limm→∞ gm(z0) = 0. Si {z ∈U : gm(z) =−1 para algu´n m} tiene
5Obse´rvese que es suficiente, para esta conclusio´n, que para compacto K ⊂ U , hubiera una serie
convergente de constantes Mn(K) tales que |gn(z)| ≤Mn(K) para z ∈ K.
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un punto de acumulacio´n, estos son ceros de f y f (z) ≡ 0 por el Corolario 2.63. En el
caso contrario, los ceros de f son aislados y ocurren en los z ∈U para los cuales hay un
nu´mero finito de factores (al menos uno) en el producto (3.5) tales que 1+gm(z)= 0.
Ejemplo 3.17. Evaluar el producto infinito
P :=
∞
∏
n=2
(
1− 1
n2
)
.
Obse´rvese que el productorio comienza con n = 2 porque (1−1/n2) serı´a cero cuando
n = 1, lo cual anuları´a el producto.
Antes de evaluar P, hay que comprobar la convergencia del producto. De hecho,
con an :=−1/n2, el producto converge absolutamente, en vista del Lema 3.15, porque
∞
∑
n=2
|an|=
∞
∑
n=2
1
n2
=
pi2
6
−1.
Ahora P = limn→∞ pn, donde el producto parcial pn esta´ dado por
pn :=
n
∏
k=2
k2−1
k2
=
n
∏
k=2
(k−1)(k+1)
k2
=
1 ·3
2 ·2
2 ·4
3 ·3
3 ·5
4 ·4 · · ·
(n−1)(n+1)
n2
=
n+1
2n
,
por cancelacio´n telesco´pica de factores. Al final, P = lim
n→∞
n+1
2n
=
1
2
. ♦
Ejemplo 3.18. Euler noto´ que la funcio´n (senpiz)/piz se anula en todo n ∈ Z, salvo en
n = 0 donde vale 1. Propuso una “factorizacio´n infinita” de esta funcio´n en factores
de primer grado de tipo (1− z/n). Sin embargo, ∏∞n=1(1− x/n) diverge para x < 0, ya
que la serie armo´nica ∑∞n=1 1/n diverge. Para obtener un producto convergente, hay que
combinar los factores (1− z/n) y (1+ z/n), como paso previo:
senpiz = piz
∞
∏
n=1
(
1− z
2
n2
)
=: f (z). (3.6)
Para verificar (3.6), hay que asegurar que el lado derecho f (z) es un producto conver-
gente, para todo z ∈ C. Sea R> 0 con R /∈ N. En el disco D(0;R) los te´rminos iniciales
se anulan en 0, ±1, ±2,. . . , ±bRc, respectivamente. Para n> R, vale |z2/n2|< R2/n2 y
la serie ∑n>R R2/n2 converge. Luego, la Proposicio´n 3.16 muestra que el producto f (z)
converge a una funcio´n holomorfa en D(0;R). Como R es arbitrario, se concluye que el
producto en la fo´rmula (3.6) es una funcio´n entera.
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Los ceros de esta funcio´n entera son los ceros de los factores individuales: en efecto,
cada n ∈ Z es un cero simple. Estos son los ceros simples de z 7→ senpiz tambie´n.
Para identificar la serie f (z), se aplica la llamada derivacio´n logarı´tmica; es decir,
se forma el cociente f ′(z)/ f (z), una funcio´n meromorfa cuyos polos son los ceros de f .
Si g y h son dos funciones holomorfas, entonces
(gh)′(z)
(gh)(z)
=
g′(z)h(z)+g(z)h′(z)
g(z)h(z)
=
g′(z)
g(z)
+
h′(z)
h(z)
.
Un producto finito∏nk=1 gk(z) se transforma en una suma finita ∑
n
k=1 g
′
k(z)/gk(z). Luego
f ′(z)
f (z)
=
1
z
+
∞
∑
n=1
2z
z2−n2 . (3.7)
Esta expresio´n se justifica al dejar n→ ∞ en los productos parciales de f (z), exhibidos
en (3.6), y en las sumas parciales de (3.7). Si K ⊂ C \Z es un compacto, los denom-
inadores esta´n acotados por debajo: |z| ≥ C0 > 0 y |z2− n2| ≥ Cn > 0 para z ∈ K, ası´
que la serie (3.7) converge uniformemente sobre compactos en C \Z y representa una
funcio´n holomorfa allı´. En breve, esta serie es un funcio´n meromorfa en C con polos
simples en Z.
Ahora bien: en el Ejemplo 3.9 esta misma serie representa la funcio´n meromorfa
pi ctgpiz. Al escribir g(z) := senpiz, es inmediato que g′(z)/g(z) = pi ctgpiz= f ′(z)/ f (z).
De la identidad
d
dz
(
f (z)
g(z)
)
=
f (z)
g(z)
(
f ′(z)
f (z)
− g
′(z)
g(z)
)
≡ 0
se concluye que g(z)≡ c f (z) para alguna constante c. Por lo tanto, vale
senpiz
piz
≡ c f (z)
piz
= c
∞
∏
n=1
(
1− z
2
n2
)
.
Al evaluar los dos lados en z = 0, se obtiene c = 1. Se ha comprobado la fo´rmula (3.6),
que representa senpiz como producto convergente de polinomios de primer grado. ♦
I La utilidad de los productos infinitos es evidente del ejemplo anterior: ofrece una ma-
nera de crear funciones holomorfas con un conjunto de ceros previamente establecido.
Sin embargo, hay que avanzar con cautela, en vista del ejemplo siguiente.
Ejemplo 3.19. Si se desea obtener una funcio´n entera con ceros simples en los enteros
positivos, n ∈ N∗, conviene examinar el producto
∞
∏
n=1
(
1− z
n
)
. (3.8)
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Sin embargo, esta expresio´n es so´lo formal, porque este producto no converge absoluta-
mente: ∑n≥1 |z|/n = |z|∑n≥1 1/n es un mu´ltiplo de la serie armo´nica. Se vera´ en breve
que este producto tampoco converge condicionalmente.
Otra opcio´n serı´a molificar cada te´rmino (1− z/n) con un factor que no introduce
ceros nuevos, pero “regulariza” la serie de Taylor de Log(1− z/n), al definir
g(z) :=
∞
∏
n=1
(
1− z
n
)
ez/n. (3.9)
Para obtener su convergencia, en vista del Lema 3.13, hay que considerar el logaritmo
de cada te´rmino. Para |w|< 1, la serie de Taylor del logaritmo (rama principal) da
Log((1−w)ew) = w+Log(1−w) =−w
2
2
− w
3
3
− w
4
4
−·· ·
y para |w|< 12 se obtiene el estimado∣∣Log((1−w)ew)∣∣= |w|2∣∣∣∣12 + w3 + w24 + · · ·
∣∣∣∣≤ |w|2(12 + |w|2 + |w2|2 + · · ·
)
≤ |w|2
(
1
2
+
1
4
+
1
8
+ · · ·
)
= |w|2.
Entonces, si |z| ≤ R y n> 2R, las desigualdades∣∣∣∣Log((1− zn)ez/n
)∣∣∣∣≤ |z|2n2 ≤ R2n2
y la Proposicio´n 3.16, con Mn = R2/n2 para N > 2R, muestra que el producto converge
absoluta y uniformemente para |z| ≤ R. Como R es arbitrario, el producto converge, uni-
formemente sobre compactos, a una funcio´n entera g(z), cuyos ceros son precisamente
los n ∈ N∗.
Es evidente que cada n es un cero es simple, porque en el disco D(n;1) se puede
escribir
g(z) =
(
1− z
n
)
ez/n∏
k 6=n
(
1− z
k
)
ez/k
y el producto a la derecha no se anula (porque converge en C×) para |z−n|< 1.
Ahora se puede reconsiderar la convergencia de la expresio´n (3.8), al escribir sus
productos parciales como
n
∏
k=1
(
1− z
k
)
=
n
∏
k=1
(
1− z
k
)
ez/k e−z/k = e−Hnz
n
∏
k=1
(
1− z
k
)
ez/k =: e−Hnz pn(z),
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donde Hn := 1+ 12 +
1
3 + · · ·+ 1n es la suma armo´nica finita. Como Hn → ∞ cuando
n→ ∞, aunque pn(z)→ G(z), se ve que el producto (3.8) diverge a 0 para ℜz > 0 y
diverge a ∞ para ℜz< 0. ♦
Para obtener una funcio´n entera f (z) cuyos ceros coinciden con una sucesio´n dada
(αn), es necesario es que esta sucesio´n no tenga punto de acumulacio´n alguna: de lo
contrario, f debe ser ide´nticamente nula, segu´n el Corolario 2.63. Entonces |αn| → ∞
cuando n→ ∞. Un producto de factores tales como (1− z/αn)ez/αn no siempre es sufi-
ciente para obtener convergencia del producto. Pero se puede ensayar con factores ma´s
complicadas, tales como (1− z/αn)ez/αn+z2/2α2n , para cancelar ma´s te´rminos en la ex-
pansio´n de Log(1− z/αn). Hay un teorema de Weierstrass, omitido aquı´, que establece
una fo´rmula general para fabricar una funcio´n entera cuyo juego de ceros coinciden con
(αn), toda vez que |αn| → ∞.
3.3 La funcio´n gamma de Euler
Un problema general de interpolacio´n es la bu´squeda de una funcio´n f , dada por una
fo´rmula explı´cita, que toma valores preasignados wn en determinados puntos zn; es decir,
hay que hallar f tal que f (zn) = wn para todo n. Si los zn forman un conjunto finito, f
podrı´a ser un polinomio; por ejemplo, el polinomio interpolante de Lagrange.
Euler considero´ el problema de hallar una funcio´n cuyos valores en nu´meros enteros
son los factoriales: 0! = 1! = 1, 2! = 2, 3! = 6, 4! = 24, etc. Como n 7→ n! crece
ma´s ra´pidamente que en, el problema exige una solucio´n sofisticada. A continuacio´n,
se estudiara´n tres fo´rmulas que contribuyen a resolverlo; su definicio´n detallada, sus
propiedades y sus interrelaciones forman el temario de esta seccio´n.
Definicio´n 3.20. Para ℜz> 0, defı´nase dos funciones:
Γ(z) :=
∫ ∞
0
tz−1e−t dt, (3.10a)
F(z) := lim
n→∞
n!nz
z(z+1)(z+2) . . .(z+n)
, (3.10b)
Para todo z ∈ C, defı´nase la funcio´n:
G(z) := zeγz
∞
∏
n=1
(
1+
z
n
)
e−z/n, (3.11)
donde la constante γ > 0 esta´ determinada por la condicio´n G(1) = 1.
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En adelante, se comprobara´ que Γ(z) = F(z) = 1/G(z), para ℜz > 0. Sin embargo,
conviene examinar estas funciones separadamente, antes de demostrar su coincidencia.
Proposicio´n 3.21. La integral (3.10a) define una funcio´n holomorfa en el semiplano
derecho C> := {z ∈ C : ℜz> 0}.
Demostracio´n. Escrı´base z = x+ iy con x > 0. To´mese n ∈ N tal que tx−1 ≤ et/2 para
t ≥ n; entonces, la estimacio´n∣∣∣∣∫ ∞0 tz−1e−t dt
∣∣∣∣≤ ∫ ∞0 tx−1e−t dt
=
∫ 1/n
0
tx−1e−t dt+
∫ n
1/n
tx−1e−t dt+
∫ ∞
n
tx−1e−t dt
≤
∫ 1/n
0
tx−1 dt+
∫ n
1/n
tx−1e−t dt+
∫ ∞
n
e−t/2 dt
se ve que la integral impropia converge para cada z ∈ C>.
Para n ∈ N con n≥ 2, defı´nase la funcio´n
hn(z) :=
∫ n
1/n
tz−1e−t dt,
la cual es holomorfa en C> por la Proposicio´n 3.8. Hay que mostrar que hn → Γ
uniformemente sobre compactos en C>; basta mostrar convergencia uniforme en cada
franja vertical a≤ x≤ b, si 0< a< b< ∞. En efecto, si x ∈ [a,b], entonces
|hn(z)−Γ(z)|=
∣∣∣∣∫ 1/n0 tz−1e−t dt+
∫ ∞
n
tz−1e−t dt
∣∣∣∣
≤
∫ 1/n
0
tx−1e−t dt+
∫ ∞
n
tx−1e−t dt
≤
∫ 1/n
0
ta−1e−t dt+
∫ ∞
n
tb−1e−t dt→ 0 cuando n→ ∞
porque tx−1 ≤ ta−1 para x ≥ a cuando 0 < t ≤ 1. Las integrales al lado derecho no
dependen de x, ası´ que la convergencia hn→ Γ es uniforme en la franja. El Teorema 3.4
ahora muestra que Γ es holomorfa en C>.
Lema 3.22. Si ℜz> 0, entonces
Γ(z+1) = zΓ(z). (3.12)
En consecuencia, vale Γ(n+1) = n! para cada n ∈ N.
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Demostracio´n. Con una integracio´n por partes, se obtiene, para n ∈ N,
hn(z+1) =
∫ n
1/n
tze−t dt =
[
−tze−t
]t=n
t=1/n
+
∫ n
1/n
ztz−1e−t dt
= (n−ze−1/n−nze−n)+ zhn(z),
y al dejar n→ ∞, se obtiene Γ(z+1) = zΓ(z).
No´tese que
Γ(1) =
∫ ∞
0
e−t dt = 1,
luego Γ(2) = 1 ·Γ(1) = 1, Γ(3) = 2Γ(2) = 2, etc.; la fo´rmula Γ(n+ 1) = n! sigue por
induccio´n sobre n.
I La fo´rmula (3.12) permite extender Γ del semiplano derecho C> a todo el plano C,
porque la funcio´n
Γ1(z) :=
Γ(z+1)
z
esta´ definido para ℜz > −1, excepto en z = 0; y (3.12) dice que Γ1(z) ≡ Γ(z) para
ℜz > 0. La funcio´n Γ1 es meromorfo en el semiplano ℜz > −1 y tiene un polo simple
en 0, con residuo
Res
z=0
Γ1(z) = lim
z→0
zΓ1(z) = Γ(1) = 1.
Para una segunda iteracio´n de este proceso, se define
Γ2(z) :=
Γ(z+2)
z(z+1)
para ℜz>−2,
con z /∈ {0,−1}. Esta funcio´n Γ2 es meromorfa en el semiplano ℜz>−2, coincide con
Γ para ℜz> 0, y tiene polos simples en 0 y −1, con residuos
Res
z=0
Γ2(z) = lim
z→0
zΓ2(z) = Γ(2) = 1, Res
z=−1
Γ1(z) = lim
z→−1
(z+1)Γ2(z) =−Γ(1) =−1.
Dado cualquier m ∈ N∗, defı´nase
Γm(z) :=
Γ(z+m)
z(z+1) . . .(z+m−1) para ℜz>−m. (3.13)
Esta es una continuacio´n meromorfa de Γ(z) al semiplano ℜ(z) > −m, con polos
simples en {0,−1,−2, . . . ,−m+ 1}. El residuo en z = −k, para k ∈ {0,1, . . . ,m− 1},
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esta´ dado por
Res
z=−k
Γm(z) = lim
z→−k
(z+ k)Γm(z) lim
z→−k
(z+ k)Γ(z+m)
z(z+1) . . .(z+m−1)
=
(m− k−1)!
(−k)(−k+1) . . .(−1)(1) . . .(m− k−1) =
1
(−k)(−k+1) . . .(−1)
=
(−1)k
k!
.
Obse´rvese que el residuo no depende de m.
Definicio´n 3.23. La funcio´n gamma de Euler Γ : C→ C∞ es la funcio´n meromorfa
definida ası´: si ℜz > 0, Γ(z) es la integral (3.10a); luego, si z /∈ −N= {0,−1,−2, . . .},
se define Γ(z) := Γm(z) para cualquier m > −ℜz. De esta manera, Γ es una funcio´n
holomorfa en la regio´n C\ (−N). Al poner Γ(−k) := ∞ para −k ∈ −N, se obtiene una
funcio´n meromorfa en C, donde el residuo en el polo −k es (−1)k/k! para cada k ∈ N.
I Ahora conviene considerar el producto infinito (3.11).
Lema 3.24. La funcio´n G(z) dada por la fo´rmula (3.11) define una funcio´n entera con
ceros simples en −N.
Demostracio´n. Obse´rvese que G(z) = zeγzg(−z) donde g(z) es el producto infinito del
Ejemplo 3.19. Esto demuestra que G es una funcio´n entera, con ceros simples en
{−1,−2,−3, . . .} y otro cero simple en 0 debido al factor zeγz.
Lema 3.25. La constante positiva γ en la fo´rmula (3.11) esta´ dada por
γ = lim
n→∞
(
1+
1
2
+
1
3
+ · · ·+ 1
n
− logn
)
. (3.14)
Demostracio´n. Las sumas parciales de la serie armo´nica se definen por
Hn := 1+
1
2
+
1
3
+ · · ·+ 1
n
=
∫ n+1
1
ϕ(t)dt,
donde ϕ es la funcio´n escalonada definida por ϕ(t) := 1/k para k ≤ t < k+1.
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Por otro lado, como log(n+1) =
∫ n+1
1 (1/t)dt, la siguiente estimacio´n es va´lida para
cada n ∈ N∗:
0< Hn− log(n+1) =
n
∑
k=1
∫ k+1
k
(1
k
− 1
t
)
dt,
=
n
∑
k=1
∫ 1
0
(1
k
− 1
k+ s
)
ds =
n
∑
k=1
∫ 1
0
s
k(k+ s)
ds
≤
n
∑
k=1
∫ 1
0
1
k2
ds =
n
∑
k=1
1
k2
<
pi2
6
.
Por lo tanto, n 7→Hn−log(n+1) es una sucesio´n creciente acotada de nu´meros positivos,
la cual converge a un lı´mite
c :=
∞
∑
k=1
∫ 1
0
s
k(k+ s)
ds.
Adema´s, como log(n+1)− logn = log(1+1/n)→ log1 = 0 cuando n→ ∞, se ve que
c = lim
n→∞Hn− log(n+1) = limn→∞Hn− logn.
El producto parcial pn(z) de G(z), evaluado en z = 1, es
pn(1) = eγ
n
∏
k=1
(
k+1
k
)
e−1/k = (n+1)eγ−Hn = exp
(
γ−Hn+ log(n+1)
)
.
La condicio´n G(1) = 1 entonces implica que eγ−c = 1. Como γ > 0 por hipo´tesis, esto
conlleva γ− c = 0, o bien γ = c = limn→∞(Hn− logn).
Lema 3.26. La funcio´n meromorfa dada por
1
G(z)
=
1
z
e−γz
∞
∏
n=1
(
1+
z
n
)−1
ez/n
tiene un polo simple en cada −k ∈ −N y coincide con el lı´mite F(z) de (3.10b) para
z /∈ −N.
Demostracio´n. Los polos (simples) de 1/G(z) son los ceros (simples) de G(z), es decir,
los enteros no positivos.
Si pn(z) denota un producto parcial de G(z), entonces
1
G(z)
= lim
n→∞
1
pn(z)
= lim
n→∞
e−γz
z
n
∏
k=1
k ez/k
z+ k
= lim
n→∞
n!e−γzeHnz
z(z+1) . . .(z+ k)
.
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Como e−γz+Hnz = nz e(Hn−logn−γ)z para cada n ∈ N∗, se obtiene
1
G(z)
= lim
n→∞
n!nz
z(z+1) . . .(z+n)
= F(z),
y, de feria, la convergencia de este lı´mite queda establecido para z /∈−N. Se ha compro-
bado que la fo´rmula (3.10b) define F como funcio´n meromorfa en C, con polos simples
en −N solamente. En particular, F es holomorfa en el semiplano derecho C>.
Lema 3.27. Si z /∈ −N, entonces F(z+1) = zF(z); y F(1) = 1.
Demostracio´n. Es fa´cil evaluar
F(1) = lim
n→∞
n!n
(n+1)!
= lim
n→∞
n
n+1
= 1.
Si z /∈ −N, entonces
F(z+1) = lim
n→∞
n!nz+1
(z+1) . . .(z+n+1)
= lim
n→∞
(
nz
z+n+1
)(
n!nz
z(z+1) . . .(z+n)
)
= zF(z).
Proposicio´n 3.28. Vale F(z) = Γ(z) para todo z ∈ C\ (−N).
Demostracio´n. Basta comprobar que F(x)=Γ(x) para cada x∈R con 0< x≤ 1; porque
entonces la funcio´n holomorfa F −Γ, definido en la regio´n C \ (−N), se anula en el
intervalo real (0,1] y por tanto es ide´nticamente cero, por el Corolario 2.63.
Basta mostrar, entonces, que
Γ(x)x(x+1) . . .(x+n)
n!nx
→ 1 cuando n→ ∞, para 0< x≤ 1.
En vista del Lema 3.22, es equivalente mostrar que
Γ(x+n+1)
n!nx
→ 1 cuando n→ ∞, para 0< x≤ 1.
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To´mese x ∈ (0,1]. So 0≤ t ≤ n, entonces tx ≤ nx y tx−1 ≥ nx−1. En cambio, si t ≥ n,
entonces tx ≥ nx y tx−1 ≤ nx−1. Estas desigualdades conducen a dos estimaciones:
Γ(x+n+1) =
∫ ∞
0
tx+ne−t dt
≤ nx
∫ n
0
tne−t dt+nx−1
∫ ∞
n
tn+1e−t dt
= nx
∫ ∞
0
tne−t dt+nn+x e−n+nx−1
∫ ∞
n
tne−t dt,
Γ(x+n+1) =
∫ ∞
0
tx+ne−t dt
≥ nx−1
∫ n
0
tn+1e−t dt+nx
∫ ∞
n
tne−t dt
= nx−1
∫ n
0
tne−t dt−nn+x e−n+nx
∫ ∞
0
tne−t dt.
En los dos casos, se ha aplicado una integracio´n por partes a los integrandos tn+1e−t .
Al lado derecho en cada caso, el coeficiente de nx es
∫ ∞
0 t
ne−t dt = Γ(n+ 1) = n!,
mientras que los coeficientes de nx−1 son menores que n!. Al dividir por n!nx, se obtiene
1+
an
n
− n
n e−n
n!
≤ Γ(x+n+1)
n!nx
≤ 1+ bn
n
+
nn e−n
n!
donde 0< an < 1 y 0< bn < 1. En consecuencia, como an/n→ 0 y bn/n→ 0, so´lo hay
que comprobar que
lim
n→∞
nn e−n
n!
= 0, o bien lim
n→∞
n!en
nn
= ∞. (3.15)
Si se omiten los primeros n te´rminos en serie de Taylor para en, se obtiene
en ≥
∞
∑
k=0
nn+k
(n+ k)!
=
nn
n!
∞
∑
k=0
nk n!
(n+ k)!
=
nn
n!
(
1+
n
n+1
+
n2
(n+1)(n+2)
+ · · ·
)
,
y la suma entre pare´ntesis diverge cuando n→ ∞. Esto verifica el lı´mite (3.15), que es
lo que hacı´a falta.
La verificacio´n de la coincidencia de las funciones Γ y F , en la u´ltima demostracio´n,
no fue trivial. Sin embargo, esta´ basado esencialmente en las dos propiedades comunes
mencionados en los Lemas 3.22 y 3.27. Si se agrega una tercera hipo´tesis sobre Γ, a
saber, que la funcio´n x 7→ logΓ(x), para x ∈ (0,∞), es una funcio´n convexa, entonces un
teorema de Bohr y Mollerup garantiza que estas tres propiedades caracterizan la funcio´n
gamma.
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I Una propiedad muy importante de la funcio´n gamma es la siguiente ecuacio´n fun-
cional, la llamada fo´rmula de reflexio´n de la funcio´n gamma.
Proposicio´n 3.29. Vale Γ(z)Γ(1− z) = pi
senpiz
para todo z ∈ C.
Demostracio´n. Fı´jese que los dos lados de esta ecuacio´n son funciones meromorfas
en C, con polos simples en cada n∈Z. Para verificar su igualdad en C\Z, basta mostrar
que Γ(x)Γ(1− x) = pi/senpix para 0< x< 1.
Si 0< x< 1, el factor Γ(1− x) esta´ dada por
Γ(1− x) =
∫ ∞
0
t−xe−t dt = s
∫ ∞
0
(us)−xe−us du,
al hacer la sustitucio´n t =: us en la primera integral. Luego,
Γ(x)Γ(1− x) =
∫ ∞
0
sx−1e−sΓ(1− x)ds =
∫ ∞
0
∫ ∞
0
u−xe−(1+u)s duds
=
∫ ∞
0
∫ ∞
0
u−xe−(1+u)s dsdu =
∫ ∞
0
u−x
1+u
du.
(Habrı´a que justificar el cambio de orden de integracio´n; esta tarea se deja como un
ejercicio.)
Ahora conviene recordar el Ejemplo 2.79, donde una integracio´n de contorno verifico´
que ∫ ∞
0
ua−1
1+u
du =
pi
senpia
para 0< a< 1.
Al tomar a = 1− x, este resultado demuestra que
Γ(x)Γ(1− x) = pi
senpi(1− x) =
pi
senpix
.
Una demostracio´n alternativa emplea productos infinitos. De la identidad Γ(1−z) =
−zΓ(−z) y las fo´rmulas
1
Γ(z)
= zeγz
∞
∏
n=1
(
1+
z
n
)
e−z/n,
1
Γ(−z) =−ze
−γz ∞∏
n=1
(
1− z
n
)
ez/n,
se obtiene, por cancelacio´n de los factores exponenciales en los productos, la relacio´n
1
Γ(z)
1
Γ(1− z) =−
1
z
1
Γ(z)
1
Γ(−z) = z
∞
∏
n=1
(
1− z
2
n2
)
=
1
pi
senpiz .
La u´ltima igualdad es una consecuencia del resultado del Ejemplo 3.18.
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Otro resultado cla´sico es la fo´rmula de duplicacio´n de Legendre.
Proposicio´n 3.30. Para todo z ∈ C, vale:
Γ(z)Γ(z+ 12) = 2
1−2z√pi Γ(2z). (3.16)
Demostracio´n. Los dos lados de esta ecuacio´n son funciones meromorfas con polos
simples en 12Z= {n/2 : n ∈ Z}. Hay que verificar que coinciden para z ∈ C\ 12Z.
De la fo´rmula (3.10b) para Γ(z), se obtiene
Γ(z)Γ(z+ 12) = limn→∞
(n!)2n2z+
1
2 22n+2
(2z)(2z+1) . . .(2z+2n+1)
=Cz lim
n→∞
(2n+1)!(2n+1)2z
(2z)(2z+1) . . .(2z+2n+1)
=CzΓ(2z),
donde Cz = lim
n→∞
(n!)222n+2
√
n
(2n+1)!
( n
2n+1
)2z
= 2−2z lim
n→∞
(n!)222n+2
√
n
(2n+1)!
. (3.17)
El u´ltimo lı´mite a la derecha puede obtenerse del producto senpiz = piz∏n≥1(1− z2/n2)
al tomar z = 12 :
1 =
pi
2
∞
∏
n=1
(
1− 1
4n2
)
=
pi
2
∞
∏
n=1
(2n−1)(2n+1)
(2n)(2n)
lo cual es equivalente a la fo´rmula de Wallis:6
pi
2
=
∞
∏
n=1
(2n)(2n)
(2n−1)(2n+1) =
2 ·2
1 ·3
4 ·4
3 ·5
6 ·6
5 ·7 · · · .
Al reorganizar los te´rminos de este producto, se obtiene
pi
2
= lim
n→∞
(2 ·4 ·6 · · ·(2n))2
(3 ·5 ·7 · · ·(2n+1))2 (2n+1),
ası´ que √
pi
2
= lim
n→∞
2 ·4 ·6 · · ·(2n)√2n+1
3 ·5 ·7 · · ·(2n+1) = limn→∞
(2n n!)2
√
2n+1
(2n+1)!
.
Al sustituir esta expresio´n en (3.17), resulta
Cz = 2−2z 2
√
2
√
pi
2
= 21−2z
√
pi
y la igualdad (3.16) queda establecida.
6John Wallis, matema´tico de Oxford, propuso esta fo´rmula en 1665 como una conjetura, a partir una
interpolacio´n entre a´reas debajo de curvas polinomiales. Quiso calcular el a´rea del cuadrante debajo de la
curva y = (1− x2)1/2 pero no disponı´a del teorema binomial.
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3.4 La funcio´n zeta de Riemann
Una funcio´n muy importante en la teorı´a de nu´meros es la funcio´n zeta, definida inicial-
mente como una serie cuyos te´rminos son potencias, todos con el mismo exponente, de
los enteros positivos. Si x es real, con x > 1, la serie positiva ∑∞n=1 1/nx = ∑
∞
n=1 n
−x es
convergente, por comparacio´n con la integral
∫ ∞
1 t
−x dt = 1/(x−1).
Lema 3.31. La serie
ζ (z) :=
∞
∑
n=1
1
nz
=
∞
∑
n=1
n−z, para ℜz> 1, (3.18)
define una funcio´n holomorfa en el semiplano ℜz> 1.
Demostracio´n. Basta demostrar, en vista del Corolario 3.5, que la serie converge uni-
formemente en el semiplano cerrado ℜz≥ a, para cada a> 1.
Como x≥ a =⇒ |n−z|= n−x ≤ n−a para cada n ∈N∗ y la serie ∑∞n=1 n−a converge,
el criterio de Weierstrass demuestra la convergencia uniforme para ℜz≥ a.
Euler logro´ relacionar la serie ∑∞n=1 n−z con el producto infinito
∞
∏
k=1
1
1− p−zk
=
∞
∏
k=1
(1− p−zk )−1 (3.19)
que converge (como se vera´ en seguida) para ℜz > 1; donde p1 = 2, p2 = 3, p3 = 5, y
en general (pk)k≥1 es la lista de los nu´meros primos en N.
Proposicio´n 3.32. La fo´rmula (3.19) de Euler define una funcio´n holomorfa en ℜz> 1,
que adema´s coincide la suma de la serie (3.18).
Demostracio´n. Para x > 1, la serie positiva ∑∞k=1 p
−x
k es una suma de algunos de los
te´rminos de la serie (3.18), ası´ que esta serie tambie´n converge, con ∑∞k=1 p
−x
k < ζ (x).
Como |p−zk | = p−xk , el producto infinito f (z) := ∏∞k=1(1− p−zk ) converge absoluta-
mente; y adema´s uniformemente en un semiplanoℜz≥ a, si a> 1. Es obvio que ningu´n
factor del producto se anula, porque
|p−zk |= p−xk = e−x log pk < 1 para x> 1.
Luego el producto f (z) converge en C×; y su recı´proco
1
f (z)
=
∞
∏
k=1
(1− p−zk )−1
converge tambie´n a un lı´mite en C×, uniformemente sobre compactos en ℜz> 1.
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Para verificar que 1/ f (z) = ζ (z) en este semiplano, basta mostrar igualdad para
z = x> 1.
Para x> 1, n ∈ N∗, sea qn(x) el producto parcial
qn(x) :=
n
∏
k=1
1
1− p−xk
=
n
∏
k=1
(1+ p−xk + p
−2x
k + p
−3x
k + · · ·).
Al multiplicar estos n factores, se obtiene la serie ∑ p−r1x1 p
−r2x
2 . . . p
−rnx
n donde se suma
sobre los ı´ndices r1, . . . ,rn ∈ N∗. Por la propiedad de factorizacio´n u´nica en N∗, los
te´rminos de esta serie son distintos; todos son de la forma m−x para algunos m ∈ N; y
los te´rminos {1,2−x,3−x, . . . ,n−x} aparecen en la suma. Por la tanto, vale
n
∑
m=1
m−x ≤ qn(x)≤
∞
∑
m=1
m−x = ζ (x).
Al dejar n→ ∞, se obtiene limn→∞ qn(x) = ζ (x) cuando x > 1, que es lo que faltaba
comprobar.
Corolario 3.33. La funcio´n ζ dada por (3.18) no se anula en el semiplano ℜz> 1. 
Al igual que la funcio´n gamma, la funcio´n zeta posee una continuacio´n meromorfa
a todo el plano complejo. Si x es real, con x > 1, fı´jese que la funcio´n t 7→ t−x es
decreciente para t > 1, ası´ que∫ n+1
n
t−x dt ≤ n−x ≤
∫ n
n−1
t−x dt para n≥ 2.
Al sumar estas desigualdades, se obtiene
1
x−1 =
∫ ∞
1
t−x dt ≤ ζ (x)≤ 1+
∫ ∞
1
t−x dt =
x
x−1 para x> 1.
Entonces ζ (x)→ ∞ cuando x ↓ 1. La continuacio´n meromorfa de la funcio´n ζ entonces
debe tener un polo en 1.
Lema 3.34. Para ℜz> 1, la siguiente igualdad es va´lida:
ζ (z)Γ(z) =
∫ ∞
0
tz−1
et−1 dt. (3.20)
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Demostracio´n. Si n ∈ N∗, el cambio de variable u = nt muestra que∫ ∞
0
tz−1 e−nt dt = n−z
∫ ∞
0
uz−1 e−u du =
Γ(z)
nz
para ℜz> 0.
Entonces, para ℜz> 1, vale
ζ (z) =
∞
∑
n=1
n−z =
∞
∑
n=1
(
1
Γ(z)
∫ ∞
0
tz−1 e−nt dt
)
.
Para obtener la fo´rmula (3.20), bastarı´a cambiar la suma con la integral en la u´ltima
ecuacio´n. A continuacio´n, se justificara´ este intercambio.
Conside´rese la suma parcial
n
∑
k=1
k−z =
1
Γ(z)
∫ ∞
0
tz−1
( n
∑
k=1
e−kt
)
dt
=
1
Γ(z)
∫ ∞
0
tz−1
et−1 dt−
1
Γ(z)
∫ ∞
0
tz−1 e−nt
et−1 dt
porque
n
∑
k=1
e−kt =
e−t− e−(n+1)t
1− e−t =
1− e−nt
et−1 .
Estas integrales impropias convergen en t = 0, porque x> 1. Dado ε > 0, to´mese δ > 0
tal que ∫ δ
0
tx−1
et−1 dt <
ε
2
; y sea Cδ :=
∫ ∞
δ
tx−1
et−1 dt.
Ahora to´mese N ∈ N∗ tal que Cδ e−Nδ < ε/2. Entonces, para n≥ N, vale∣∣∣∣∫ ∞0 tz−1 e−ntet−1 dt
∣∣∣∣≤ ∫ δ0 tx−1 e−ntet−1 dt+
∫ ∞
δ
tx−1 e−nt
et−1 dt
≤
∫ δ
0
tx−1
et−1 dt+ e
−nδ
∫ ∞
δ
tx−1
et−1 dt <
ε
2
+
ε
2
= ε.
Por lo tanto, para cada z con ℜz> 1, se concluye que∫ ∞
0
tz−1 e−nt
et−1 dt→ 0 cuando n→ ∞.
En consecuencia, la igualdad (3.20) es va´lida en el semiplano ℜz> 1.
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Proposicio´n 3.35. La funcio´n ζ se extiende a una funcio´n meromorfa en todo C, con un
u´nico polo simple en 1.
Demostracio´n. La fo´rmula (3.20) permite escribir el producto ζ (z)Γ(z) en la forma
ζ (z)Γ(z) =
∫ 1
0
tz−1
et−1 dt+
∫ ∞
1
tz−1
et−1 dt =: g(z)+h(z),
donde la segunda integral define una funcio´n entera,
h(z) :=
∫ ∞
1
tz−1
et−1 dt = limn→∞
∫ n
1
tz−1
et−1 dt.
En efecto, este lı´mite es uniforme en cada semiplano cerrado ℜz ≥ b con b ∈ R; y las
integrales
∫ n
1 t
z−1 dt/(et−1) definen funciones enteras de z, por la Proposicio´n 3.8.
Para analizar la otra integral g(z), conviene recordar la serie de Taylor
t
et−1 = 1−
t
2
+
∞
∑
m=1
B2m
(2m)!
t2m
donde los B2m son los nu´meros de Bernoulli. Esta serie de potencias tiene radio de
convergencia 2pi , porque et−1 6= 0 para 0< |t|< 2pi . En consecuencia, vale
tz−1
et−1 = t
z−2− t
z−1
2
+
∞
∑
m=1
B2m
(2m)!
tz+2m−2 .
Al integrar te´rmino por te´rmino, se obtiene la fo´rmula
g(z) :=
∫ 1
0
tz−1
et−1 dt =
1
z−1 −
1
2z
+
∞
∑
m=1
B2m
(2m)!
1
z+2m−1 . (3.21)
Por convergencia uniforme sobre compactos en discos |z|< R, es fa´cil verificar que g(z)
es una funcio´n meromorfa en C, con polos simples en 1,0,−1,−3,−5, . . .
La continuacio´n de ζ al plano complejo esta´ dada por
ζ (z) :=
g(z)
Γ(z)
+
h(z)
Γ(z)
.
Por el Lema 3.24, la funcio´n 1/Γ(z) es entera, con ceros simples en 0,−1,−2,−3, . . . ası´
que el segundo sumando es entero; el primer sumando tiene singularidades removibles
en 0,−1,−3,−5, . . . y un polo en 1, con residuo
Res
z=1
ζ (z) = lim
z→1
(z−1)g(z)
Γ(z)
=
1
Γ(1)
= 1.
Adema´s, ζ (z) tiene ceros simples en z = −2,−4,−6, . . . los cuales se llaman los ceros
triviales de la funcio´n zeta.
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I La funcio´n zeta obedece una ecuacio´n funcional que conduce a una propiedad de
reflexio´n. Defı´nase la funcio´n auxiliar
ξ (z) :=
z(z−1)
2
pi−z/2Γ(z/2)ζ (z). (3.22)
Obse´rvese que ξ es holomorfa en el semiplano ℜz > 1, con posibles singularidades en
0 y 1. Pero (z−1)ζ (z) es una funcio´n entera, y 12zΓ(12z) = Γ(12z+1) es holomorfa en
la regio´n ℜz > −2, ası´ que estas singularidades son removibles. Adema´s, z 7→ Γ(12z)
tiene polos simples en −2,−4,−6, . . . donde ζ tiene ceros simples. En conclusio´n: la
funcio´n ξ definido por (3.22) es una funcio´n entera.
Proposicio´n 3.36. La funcio´n ξ obedece la identidad: ξ (z)≡ ξ (1− z). 
Para la demostracio´n de esta Proposicio´n, ve´ase, por ejemplo, la Seccio´n 4.3 del libro
de Ahlfors. No sera´ demostrada aquı´; pero es justo mencionar algunos corolarios. En
primer lugar, en vista de la propiedad de reflexio´n Γ(z)Γ(1− z) = pi cscpiz de la funcio´n
gamma, se obtiene la ecuacio´n funcional para la funcio´n zeta:
ζ (z)≡ 2(2pi)z−1 sen piz
2
Γ(1− z)ζ (1− z).
En particular, se ve que los u´nicos ceros de ζ en el semiplano ℜz < 0 son los ceros
triviales−2,−4,−6, . . . ya mencionados. La funcio´n ζ tiene una infinitud de otros ceros
en la franja vertical 0 <ℜz < 1. La conjetura de Riemann dice que todos estos ceros
no triviales quedan sobre la recta ℜz = 12 . Hay un premio de $1 000 000, ofrecido por el
Clay Mathematical Institute, para la confirmacio´n o refutacio´n de esta conjetura.
Lema 3.37. Vale ζ (0) =−12 .
Demostracio´n. Es cuestio´n de evaluar la funcio´n ξ en 0 y en 1:
ξ (0) = lim
z→0
(z−1)pi−z/2Γ(12z+1)ζ (z) =−ζ (0),
ξ (1) = lim
z→1
1
2zpi
−z/2Γ(12z)(z−1)ζ (z) = 12pi−1/2pi1/2 = 12 .
La igualdad ξ (0) = ξ (1) dice que −ζ (0) = 12 .
Cabe mencionar otra fo´rmula u´til para la funcio´n zeta:
ζ ′(0) =−12 log(2pi).
Para una demostracio´n, ve´ase la Seccio´n 1.3 del libro: George E. Andrews, Richard
Askey y Ranjan Roy, Special Functions, Cambridge University Press, Cambridge, 1999.
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4 Aplicaciones Conformes
El objetivo de este capı´tulo corto es un estudio de la naturaleza geome´trica de las fun-
ciones holomorfas. Resulta que una funcio´n holomorfa f , en un vecindario de cualquier
punto z0 de su dominio donde f ′(z0) 6= 0, tiene la propiedad de conformidad, que sig-
nifica la preservacio´n de a´ngulos entre curvas.
Definicio´n 4.1. Conside´rese dos curvas suaves C1 y C2 que pasan por un punto z0. Es
posible parametrizarlas simulta´neamente por dos funciones diferenciables z1 : [a,b]→U
y z2 : [a,b]→U tales que z1(t0) = z2(t0) = z0 para algu´n t0 ∈ (a,b). El a´ngulo entre las
curvas C1 y C2 es su punto de interseccio´n z0 se define como el a´ngulo entre las rectas
tangentes respectivas:
θ := argz′2(t0)− argz′1(t0) = arg
(
z′2(t0)
z′1(t0)
)
. (4.1)
Obse´rvese que z′1(t0) 6= 0 porque la parametrizacio´n es regular, por hipo´tesis; y que se
toma θ ∈ R/2piZ para aprovechar la propiedad homomo´rfica del argumento. Sin em-
bargo, en muchos ejemplos particulares se puede usar el valor principal del argumento.
Hay que tomar en cuenta el orden de las dos curvas C1 y C2. De la fo´rmula (4.1) se
ve que el a´ngulo entre C2 y C1 es −θ en vez de θ .
C1
C2
θ
z0
Γ1Γ2
θ
w0
f
••
Figura 4.1: Preservacio´n de a´ngulos entre curvas
Lema 4.2. Sea f : U →C una funcio´n holomorfa y sea z0 ∈U tal que f ′(z0) 6= 0. Si C1
y C2 son dos curvas suaves con trazas en U que pasan por un punto z0, sean Γ1 y Γ2 sus
ima´genes bajo la funcio´n f , pasando por w0 := f (z0). Entonces el a´ngulo entre Γ1 y Γ2
en w0 es igual al a´ngulo entre C1 y C2 en z0. (Ve´ase la Figura 4.1.)
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Demostracio´n. Concretamente, Γ1 puede parametrizarse por w1(t) := f (z1(t)) y Γ2 por
w2(t) := f (z2(t)), para t ∈ [a,b]. Al aplicar la regla de la cadena en t = t0, se obtiene:
w′1(t0) = f
′(z1(t0))z′1(t0) = f
′(z0)z′1(t0),
w′2(t0) = f
′(z2(t0))z′2(t0) = f
′(z0)z′2(t0). (4.2)
El a´ngulo entre Γ1 y Γ2 se obtiene de la fo´rmula (4.1):
arg
(
w′2(t0)
w′1(t0)
)
.= arg
(
f ′(z0)z′2(t0)
f ′(z0)z′1(t0)
)
= arg
(
z′2(t0)
z′1(t0)
)
= θ .
Fı´jese que la condicio´n f ′(z0) 6= 0 permite su cancelacio´n como factor comu´n en estas
fracciones.
No´tese que argz′1(t0) es el a´ngulo entre la recta tangente a C1 y el eje x positivo.
Entonces la fo´rmula
argw′1(t0) = arg f
′(z0)+ argz′1(t0)
dice que la aplicacio´n f actu´a, cerca de z0, como una rotacio´n por un a´ngulo arg f ′(z0)
—ame´n de un cambio de escala local. Este cambio de escala esta´ dado por
lim
z→z0
| f (z)− f (z0)|
|z− z0| = | f
′(z0)| 6= 0. (4.3)
Fı´jese que este factor de dilatacio´n local es positivo y no depende de la direccio´n
arg(z− z0) a partir de z0. Esta dilatacio´n es otro aspecto de la conformidad de la apli-
cacio´n holomorfa f .
Definicio´n 4.3. Si U es una regio´n del planoR2 y si (x0,y0)∈U , una aplicacio´n continua
h : U →R2 es conforme en (x0,y0) si h preserva a´ngulos entre curvas suaves que pasan
por ese punto. La funcio´n h es conforme en U si es conforme en cada punto de U .
Ejemplo 4.4. La reflexio´n z 7→ z¯ no es conforme, porque arg z¯=−argz para z∈C×; por
lo tanto, el a´ngulo θ de (4.1) se transformarı´a en −θ . Esta reflexio´n es iso´gona, en el
sentido de que la magnitud del a´ngulo |Argz′2(t0)−Argz′1(t0)| es invariante bajo z 7→ z¯.
Como esta reflexio´n conserva magnitudes de a´ngulos pero cambia sus signos, a veces se
dice que es “anticonforme”; una aplicacio´n conforme o anticonforme es iso´gona. ♦
Es posible mostrar que una transformacio´n entre dominios del plano complejo es
conforme si y so´lo si es holomorfa, con una derivada que no se anula. Aquı´ so´lo se
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indicara´ la conexio´n con las ecuaciones de Cauchy y Riemann (1.23). Si f (x+ iy) =
u(x,y)+ i v(x,y) es holomorfa en U ⊂ C, entonces su derivada esta´ dada por1
f ′(x+ iy) =
∂u
∂x
(x,y)+ i
∂v
∂x
(x,y) =
∂v
∂y
(x,y)− i ∂u
∂y
(x,y).
El jacobiano de la transformacio´n de R2 esta´ dado por
∂ (u,v)
∂ (x,y)
=
∣∣∣∣∂u/∂x ∂u/∂y∂v/∂x ∂v/∂y
∣∣∣∣= ∂u∂x ∂v∂y − ∂v∂x ∂u∂y = (∂u∂x)2+(∂v∂x)2 = | f ′(x+ iy)|2.
En otras palabras, una funcio´n holomorfa es conforme donde el jacobiano asociado es
positivo; la magnificacio´n local de a´reas esta´ dada por el cuadrado del cambio de es-
cala (4.3).
I Si f (z0) = w0 y f ′(z0) 6= 0, entonces hay un disco abierto abierto D(z0;δ ) en donde
la funcio´n f es inyectiva. En cambio, si f ′(z0) = 0, entonces, por la demostracio´n
del Lema 2.74, hay un entero m ≥ 2 tal que z 7→ f (z)−w0 tiene un cero de orden m
en z0, y adema´s hay un disco abierto abierto D(z0;δ ) en donde f es m-a-uno. Por lo
tanto, una funcio´n holomorfa f es conforme en z0 si y so´lo si f ′(z0) 6= 0, si y so´lo si
f es univalente en un vecindario de z0. El Lema 2.74 tambie´n garantiza que la funcio´n
inversa w 7→ z = g(w) es holomorfa cerca de w0, con g′(w0) = 1/ f ′(z0).
Ejemplo 4.5. La funcio´n exp: z 7→ ez tiene derivada ez que no se anula, y por tanto es
localmente univalente. Pero exp no es inyectiva en todoC, sino en cada franja horizontal
Vϕ = {z : ϕ − pi < ℑz < ϕ + pi }. Como la funcio´n x 7→ exp(x+ i(ϕ ± pi)) = −exeiϕ
parametriza una semirrecta a partir de 0, se obtiene una biyeccio´n holomorfa exp: Vϕ →
C\ (−eiϕR+), cuya funcio´n inversa es una rama del logaritmo. ♦
z 7→ z2
••
Figura 4.2: Duplicacio´n de a´ngulos en el origen
1La diferenciabilidad de f implica que la derivada puede calcularse al tomar derivadas parciales en
cualquier direccio´n fija.
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Ejemplo 4.6. La funcio´n holomorfa f (z) = z2 no es conforme en z = 0.
Es evidente que Argz2 = 2Argz si ℜz > 0; los a´ngulos en z = 0 se duplican (Fi-
gura 4.2).
x
y
u
v
z 7→ z2
Figura 4.3: Curvas de nivel para w = z2
Sin embargo, la aplicacio´n z 7→ w = z2 sı´ es conforme en cada z0 6= 0. Para graficar
esta aplicacio´n, se puede tomar partes reales e imaginarias:
w = u+ iv = (x+ iy)2 = x2− y2+2i xy,
ası´ que u = x2− y2, v = 2xy. Las curvas de nivel u = u0 y v = v0 son hipe´rbolas
x2−y2 = u0 y 2xy = v0 en el plano z, que corresponden a las rectas respectivas u = u0 y
v = v0 en el plano w.
Estas rectas en el plano w forman dos familias mutuamente perpendiculares: cada
recta de la primera familia es perpendicular a cada recta de la segunda. En el plano z, las
curvas de nivel (que no pasan por el origen) forman dos familias de hipe´rbolas, tambie´n
mutuamente ortogonales: ve´ase la Figura 4.3. ♦
A esta altura, se puede plantear el siguiente problema: dadas dos regiones U y V
del plano complejo C (o bien de la esfera de Riemann C∞), hallar, si fuera posible, una
aplicacio´n conforme biyectiva f : U →V . La funcio´n inversa g : V →U , como ya se ha
observado, es tambie´n conforme.
Es necesario, en primer lugar, que U y V sean regiones homeomorfas (porque las
funciones holomorfas f y g, si existen, son tambie´n continuas). En particular, si U es
simplemente conexa, entonces V tambie´n debe ser simplemente conexa. Resulta, sin
embargo, que esta condicio´n necesaria no es suficiente.
Lema 4.7. No hay isomorfismo conforme alguno entre el plano complejo C y el disco
abierto unitario D.
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Demostracio´n. Fı´jese que las regiones C y D sı´ son homeomorfos; por ejemplo, la apli-
cacio´n
r eiθ 7−→ r
1+ r
eiθ con inverso seiθ 7−→ s
1− s e
iθ
es un homeomorfismo de C en D.
Si hubiera una funcio´n holomorfa univalente f : C→D, entonces f serı´a una funcio´n
entera acotada; pero el teorema de Liouville dice que f entonces serı´a constante y por
tanto no podrı´a ser univalente.
I Algunas funciones meromorfas definen aplicaciones conformes entre regiones de la
esfera de Riemann C∞. Una funcio´n f (z) es conforme en el punto ∞ si la funcio´n
h(z) := f (1/z) es conforme en 0, es decir, si h′(0) 6= 0. Entonces, cada fraccio´n lineal2
w = s(z) =
αz+β
γz+δ
, con inverso z = t(w) =
δw−β
−γw+α ,
que satisface αδ −βγ 6= 0, es un automorfismo conforme de C∞; y resulta que no hay
otros. Fı´jese que
s′(z) =
αδ −βγ
(γz+δ )2
6= 0 para z ∈ C.
Aunque C∞ ≈ S2 es simplemente conexo, tambie´n es compacto, ası´ que no es homeo-
morfo ni a C ni a D.
Un teorema profundo de Riemann dice que cualquier regio´n simplemente conexa
U ⊂ C, con U 6= C, es conformemente isomorfa al disco abierto unitario D. Para la
demostracio´n, ve´ase, por ejemplo, la Seccio´n 6.1 del libro de Ahlfors.
A continuacio´n se vera´ algunos ejemplos de aplicaciones conformes entre dominios
preasignados.
Ejemplo 4.8. Hallar un isomorfismo conforme entre el disco abierto D y el semiplano
abierto C> = {z ∈ C : ℜz> 0}.
En la esfera de Riemann C∞, estas dos regiones son hemisferios abiertos. Se busca
una transformacio´n homogra´fica,3 que lleva cı´rculos en cı´rculos en C∞, dada por una
fraccio´n lineal: w = (αz+β )/(γz+δ ), que lleva D en C>.
2Los libros cla´sicos de la teorı´a de variable compleja llaman aplicacio´n bilineal a z 7→ s(z), porque la
aplicacio´n inversa w 7→ t(w) es tambie´n una fraccio´n lineal. No se trata de una funcio´n de dos variables.
3Esta terminologı´a, empleada por Arthur Cayley, significa una aplicacio´n deC∞ en sı´ misma que lleva
cı´rculos en cı´rculos.
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1−1
∞
0
i
−i D
T 1−1
∞
0
i
−i
C>
iR∞
• •
• •
• •
• •
• •
• •
Figura 4.4: Rotacio´n de la esfera de Riemann
Geome´tricamente, se busca una rotacio´n de la esfera que lleva un hemisferio en
el otro y tambie´n relaciona los “ecuadores” correspondientes. El ecuador de D es el
cı´rculo T; el borde de C> es el cı´rculo iR∞.
El Lema 1.25 dice que una fraccio´n lineal s queda determinada por tres puntos dis-
tintos. La rotacio´n buscada tiene el siguiente efecto sobre los puntos cardinales (ve´ase
la Figura 4.4):
i 7→ i, −i 7→ −i, 1 7→ ∞, −1 7→ 0, 0 7→ 1, ∞ 7→ −1.
Basta emplear tres de estas condiciones
0 7→ 1 =⇒ 1 = β/δ =⇒ δ = β ,
−1 7→ 0 =⇒ 0 = β −α =⇒ α = β ,
1 7→ ∞ =⇒ 0 = γ+δ =⇒ γ =−δ ,
y por lo tanto, la funcio´n lineal buscada es
w =
z+1
1− z .
Es fa´cil comprobar que −i e i son puntos fijos de esta transformacio´n. ♦
Ejemplo 4.9. La inversio´n z 7→ w = 1/z llena D —el hemisferio sur— en C∞ \D —el
hemisferio norte. Al omitir 0 deD y∞ deC∞\D, esta aplicacio´n lleva el disco perforado
D\{0} en el exterior del disco C∞ \D.
Geome´tricamente, esta transformacio´n es la composicio´n de la reflexio´n en T, dada
por z 7→ 1/z¯, la cual es la “inversio´n” de la geometrı´a cla´sica, con la reflexio´n en R, dada
por w¯ 7→ w. Esta es la rotacio´n de la esfera de Riemann que deja fijos los puntos −1 y 1.
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(La reflexiones mencionadas son anticonformes; la rotacio´n z 7→ w = 1/z es con-
forme.) ♦
Las transformaciones homogra´ficas de C∞ forman un grupo,4
PSL(2,C) :=
{
z 7→ s(z) = αz+β
γz+δ
: αδ −βγ = 1
}
←→
{
A =
(
α β
γ δ
)
∈M2(C) : det A = 1
}/{(±1 0
0 ±1
)}
(4.4)
que actu´a transitivamente sobre los cı´rculos en C∞. En efecto, por el Lema 1.25, este
grupo actu´a transitivamente sobre triples (z1,z2,z3) de puntos distintos; y cada triple
determina un cı´rculo:
{z ∈ C∞ : [z,z1;z2,z3] ∈ R} 7−→ {s(z) ∈ C∞ : [s(z),s(z1);s(z2),s(z3)] ∈ R},
donde [z,z1;z2,z3] = [s(z),s(z1);s(z2),s(z3)] es la razo´n doble de la Definicio´n 1.26.
Ejemplo 4.10. Sea f : D→ D un automorfismo conforme. Como corolarios del Lema
de Schwarz, ya se sabe lo siguiente.
(a) Las rotaciones del plano z 7→ eiθ z, para eiθ ∈ T, son las u´nicas biyecciones holo-
morfas f : D→ D tales que f (0) = 0. [Lema 2.73.]
(b) Las fracciones lineales sα(z) :=
α− z
1− α¯z , para α ∈ D, son biyecciones holomorfas
de D que cumplen sα(0) = α y sα(α) = 0. [Fo´rmula (2.35).]
(c) Cualquier biyeccio´n holomorfa f : D→ D tiene la forma f (z) = eiθ sα(z) para
algu´n eiθ ∈ T y algu´n α ∈ D. [Proposicio´n 2.75.]
En resumen: los automorfismos conformes de D forman un grupo, parametrizado por el
conjunto T×D. ♦
Ejemplo 4.11. Sea f : C→ C un automorfismo conforme del plano complejo C. En-
tonces f es una funcio´n entera univalente.
4La correspondencia A 7→ s de (4.4) es un homomorfismo de grupos. El grupo de matrices complejas
de determinante 1 se denota SL(2,C). Como las matrices A y−A corresponden a la misma s, el homomor-
fismo es dos-a-uno; el grupo cociente SL(2,C)/{±1} se denota PSL(2,C), el grupo proyectivo especial
lineal del espacio vectorial C2.
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Colo´quese g(z) := f (1/z) para z 6= 0. Entonces g posee una singularidad aislada
en 0, la cual no es removible: si g fuera acotada cerca de 0, entonces f serı´a acotada en
todo C y por ende constante, lo cual es imposible.
La singularidad de g en 0 tampoco es esencial: como g es uno-a-uno en C×, resulta
{g(z) : 0< |z|< 1}∩{g(z) : 1< |z|< ∞}= /0.
Por el teorema de la aplicacio´n abierta, estos dos conjuntos son abiertos en C; en con-
secuencia, el conjunto {g(z) : 0 < |z| < 1} no es denso en C. Pero el Teorema 2.45,
de Casorati y Weierstrass, asegura que un vecindario (perforado) de una singularidad
esencial debe ser denso en C.
Por lo tanto, g tiene un polo en 0; es decir, f tiene un polo en ∞, ası´ que f es un
polinomio de orden n≥ 1. Si fuera n> 1, entonces cada polinomio z 7→ f (z)−w tendrı´a
n raı´ces —contadas con multiplicidad— y por ende f no serı´a inyectiva. Luego n = 1.
En sı´ntesis, se ha obtenido que
f (z) = αz+β con α ∈ C×, β ∈ C. (4.5)
Cada transformacio´n afı´n (4.5) es evidentemente un isomorfismo conforme de C, cuyo
inverso w 7→ (w−β )/α =α−1w−βα−1 es tambie´n afı´n. Los automorfismos conformes
de D forman el grupo afı´n, parametrizado por el conjunto C××C. ♦
Ejemplo 4.12. La funcio´n de Zhukovsky se define por5
w = f (z) :=
1
2
(
z+
1
z
)
para z 6= 0.
Su derivada es f ′(z) = (z2−1)/2z2, la cual se anula en 1 y −1. Por ser f (1/z) = f (z),
f es inyectiva en cualquier regio´n U ⊂ C∞ \{−1,1} tal que z ∈U =⇒ z−1 /∈U .
Al tomar en cuenta que z 7→ w es dos-a-uno en C \ {−1,0,1}, se puede resolver la
ecuacio´n z2−2wz+1 = 0 por la fo´rmula
z = w±
√
w2−1.
Para analizar esta fo´rmula, hay que elegir una rama de la raı´z cuadrada —por ejemplo,
la rama determinada por
√
1 =+1 definida en el plano cortado C\R−. En vista de que
(w+
√
w2−1)(w−√w2−1) = 1, es posible elegir el signo de modo consistente en U .
5Bajo esta aplicacio´n, la imagen de ciertos cı´rculos dan el perfil alar (seccio´n transversal de un ala)
usado por el ingeniero ruso Nikolai Zhukovsky en sus estudios pioneros del principio de la sustentacio´n
aerodina´mica. Su apellido cirı´lico tambie´n esta´ transliterado por Zhukovskiy o Joukowski, entre muchas
otras variantes.
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−1 1x
y
u
v
••
Figura 4.5: Curvas de imagen para w = 12(z+ z
−1)
Al escribir w = u+ iv = 12(r e
iθ + r−1e−iθ ), se obtiene
u =
1
2
(
r+
1
r
)
cosθ , v =
1
2
(
r− 1
r
)
senθ . (4.6)
Para r = 1, se obtiene u = cosθ , v = 0. Luego la imagen del cı´rculo de radio 1 en el
plano z es el intervalo real [−1,1] en el plano w, es decir, f (T) = [−1,1].
En consecuencia, f define un isomorfismo conforme entre el disco unitario D y la
regio´n C∞ \ [−1,1]. Es evidente que z ∈ D =⇒ 1/z /∈ D y que f ′(z) 6= 0 en D. Para
comprobar que f |D es inyectiva, sea a := 12(r−10 + r0), b := 12(r−10 − r0) con 0< r0 < 1.
Entonces (ve´ase la Figura 4.5) la imagen del cı´rculo r = r0 es la elipse
u2
a2
+
v2
b2
= 1, (4.7)
parametrizada por θ 7→ (acosθ ,bsenθ). Los focos de esta elipse son los puntos 1 y−1.
Como r0 7→ a establece una biyeccio´n —decreciente— entre (0,1) y (1,∞), se concluye
que f define un isomorfismo conforme entre D \ {0} y C \ [−1,1]. Adema´s, f (0) = ∞
en la esfera de Riemann. La funcio´n inversa esta´ dada por z=w−√w2−1 en este caso.
De igual manera, los cı´rculos r= r−10 , fuera deD, se transforman en la misma familia
(4.7) de elipses confocales. Luego f define un isomorfismo conforme entre C \D y
C\ [−1,1], cuya funcio´n inversa esta´ dada por z = w+√w2−1.
Para cada θ fijo, las fo´rmulas (4.6) establecen una biyeccio´n de la semirrecta θ = θ0,
r > 1 con la hipe´rbola u2/cos2θ0− v2/sen2θ0 = 1. Estas hipe´rbolas tambie´n tiene
focos en 1 y −1, y son ortogonales a las elipses (4.7), porque las semirrectas θ = θ0 son
ortogonales a los cı´rculos r = r−10 y la transformacio´n z 7→ w es conforme. ♦
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MA–702: Variable Compleja 1.1. Ejercicios sobre el plano complejo
Ejercicios
1.1 Ejercicios sobre el plano complejo
Ejercicio 1.1. (a) Expresar sen3θ , cos3θ , sen4θ , cos4θ , sen5θ , cos5θ en te´rminos de
senθ y cosθ .
(b) Simplificar la suma finita 1+ eiθ + e2iθ + · · ·+ eniθ . En seguida, simplificar
senθ + sen2θ + · · ·+ sennθ y 12 + cosθ + cos2θ + · · ·+ cosnθ .
Ejercicio 1.2. Expresar, en la forma a+ ib con a, b reales:
(a) la fraccio´n
1−2i
3+4i
;
(b) las dos raı´ces cuadradas
√−8+6i [[ el sı´mbolo√ es ambiguo, en C ]];
(c) el nu´mero complejo (1− i√3)49, expandido;
(d) las seis soluciones distintas de la ecuacio´n z6 = 1.
Ejercicio 1.3. Verificar la llamada ley del paralelogramo: si z,w ∈ C, entonces
|z+w|2+ |z−w|2 = 2 |z|2+2 |w|2.
En te´rminos del paralelogramo con ve´rtices 0, z, z+w, w, ¿que´ dice esta fo´rmula?
Ejercicio 1.4. Identifique las partes del plano C representadas por las siguientes ecua-
ciones y desigualdades:
1
z
= z¯,
∣∣∣∣z−1z+1
∣∣∣∣= 1, |z− i|+ |z−1|= 2,
|z− i| ≤ 1, |z−2|> |z−3|, ℑz>ℜz.
En cada caso, dibujar la curva o regio´n del plano correspondiente.
Ejercicio 1.5. (a) Demostrar que dos rectas en el plano complejo
λ¯ z+λ z¯+ c = 0 y µ¯ z+µ z¯+d = 0
son paralelas o iguales si y so´lo si λ = sµ para algu´n s ∈ R\{0}; pero son perpendicu-
lares si y so´lo si λ = itµ para algu´n t ∈ R\{0}.
(b) Mostrar que la ecuacio´n de la recta que pasa por dos puntos distintos α,β ∈C es
(α¯− β¯ )(z−α)− (α−β )(z¯− α¯) = 0.
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Ejercicio 1.6. Si α,β ∈ C y si k > 0, demostrar que la ecuacio´n
|z−α|= k |z−β |
representa un cı´rculo en el plano complejo si k 6= 1, pero representa una recta si k = 1.
En el primer caso, calcular el radio del cı´rculo y hallar los extremos del dia´metro que, al
prolongarse en lı´nea recta, pasa por los puntos α y β .
Ejercicio 1.7. Si |z|< 1 y |w|< 1, comprobar que
∣∣∣∣ z−w1− w¯z
∣∣∣∣< 1.
Ejercicio 1.8. Si |z1| = |z2| = |z3| y si z1 + z2 + z3 = 0, demostrar que los tres puntos
z1,z2,z3 ∈ C son ve´rtices de un tria´ngulo equila´tero.
Ejercicio 1.9. Sean z1,z2,z3 tres puntos distintos y no colineales del plano C.
(a) Hallar la ecuacio´n de la recta que biseca perpendicularmente el segmento [z1,z2].
(Esta recta se llama la mediatriz del segmento [z1,z2]).
(b) Encontrar el circuncentro del tria´ngulo con ve´rtices z1, z2, z3: esta es la inter-
seccio´n de las tres mediatrices de los lados (las cuales son tres rectas concurrentes,
como la prueba indicara´).
(c) Una altura del tria´ngulo es una recta que pasa por un ve´rtice, perpendicular al
lado opuesto. Las tres alturas son concurrentes en el ortocentro del tria´ngulo. En
el caso de que el circuncentro resulta ser el origen 0, verificar que el ortocentro es
el punto z1+ z2+ z3.
Ejercicio 1.10. Si z,w ∈ C, sean Z,W los puntos correspondientes (bajo la proyeccio´n
estereogra´fica) en la esfera unitaria S2.
(a) Demostrar que Z y W son antı´podas uno del otro (es decir, que el segmento [Z,W ]
es un dia´metro de S2) si y so´lo si zw¯ =−1.
(b) Si w= 1/z, hallar la relacio´n correspondiente entre las coordenadas cartesianas de
Z y W . Concluir que la transformacio´n z 7→ 1/z del plano extendido C∞ corres-
ponde con una mediavuelta (rotacio´n por un a´ngulo pi) de S2 alrededor de uno de
sus dia´metros (¿cua´l dia´metro?).
(c) Comprobar que la distancia euclidiana entre Z y W es igual a
d(z,w) :=
2|z−w|√
1+ |z|2
√
1+ |w|2 .
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1.2 Ejercicios sobre series de potencias
Ejercicio 1.11. Determinar el radio de convergencia R para cada una de las siguientes
series de potencias:
∞
∑
n=0
n!zn,
∞
∑
n=0
zn!,
∞
∑
n=0
qn
2
zn si |q|< 1.
Ejercicio 1.12. Determinar el radio de convergencia R para cada una de las siguientes
series de potencias:
∞
∑
n=1
zn√
n
,
∞
∑
n=0
2nz2
n
,
∞
∑
k=0
2kz2k +3k+1z2k+1 .
Ejercicio 1.13. Demostrar que la convergencia de la serie geome´trica
∞
∑
n=0
zn no es uni-
forme en todo el disco abierto D(0;1) = {z ∈ C : |z|< 1}.
Ejercicio 1.14. Demostrar que el radio de convergencia R de la serie de potencias
∞
∑
n=0
an (z−α)n obedece la fo´rmula
R = lim
n→∞
|an|
|an+1|
toda vez que este lı´mite existe.
Ejercicio 1.15. Comprobar que las siguientes tres series de potencias
∞
∑
n=0
nzn,
∞
∑
n=1
zn
n2
,
∞
∑
k=0
zn
n
tienen radio de convergencia R = 1. En el cı´rculo unitario T = {z ∈ C : |z| = 1}, de-
mostrar que una de estas series diverge para todo z ∈ T; otra converge para todo z ∈ T;
y la tercera diverge en un solo punto de T.
[[ Indicacio´n: Una serie de nu´meros complejos converge si y so´lo si sus partes real
e imaginaria convergen en R. ]]
Ejercicio 1.16. Identificar el conjunto de todos los z ∈ C para los cuales esta serie con-
verge:
∞
∑
n=0
(
z
1+ z
)n
.
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Ejercicio 1.17. Si z = x+ iy con x,y ∈ R, comprobar que |ez| = ex. En seguida, hallar
todas las soluciones de la ecuacio´n ez = 1.
Ejercicio 1.18. Defı´nase coshz := 12(e
z+ e−z) y senhz := 12(e
z− e−z) para todo z ∈ C.
Hallar las series de potencias (centrados en 0) que representan estas dos funciones; y
expresarlos en te´rminos de cos iz y sen iz.
Demostrar las siguientes identidades, va´lidas para todo z,w ∈ C:
senh(z+w) = senhzcoshw+ coshzsenhw,
cosh(z+w) = coshzcoshw+ senhzsenhw;
y las siguientes identidades, va´lidas para todo x,y ∈ R:
sen(x+ iy) = senxcoshy+ icosxsenhy,
|cos(x+ iy)|2 = senh2 y+ cos2 x = cosh2 y− sen2 x.
Ejercicio 1.19. Si las dos series de potencias
f (z) =
∞
∑
n=0
an (z−α)n y g(z) =
∞
∑
n=0
bn (z−α)n
son convergentes en el disco abierto D(α;r), demostrar que la serie de potencias
h(z) :=
∞
∑
n=0
cn (z−α)n, donde cn :=
n
∑
k=0
akbn−k, n ∈ N
es tambie´n convergente para z∈D(α;r). Concluir que h(z) = f (z)g(z) para |z−α|< r.1
Ejercicio 1.20. Obtener la serie de potencias, centrado en 0, de la funcio´n
h(z) =
ez
1− z
al multiplicar las series de potencias de ez y (1− z)−1.
Demostrar que la serie de potencias ası´ obtenida tiene radio de convergencia 1.
Ejercicio 1.21. Si la serie de potencias f (z) = ∑∞n=0 an (z−α)n tiene radio de conver-
gencia R> 0, demostrar que la serie de potencias
F(z) :=
∞
∑
n=0
an
n+1
(z−α)n
tambie´n tiene radio de convergencia R; y que F ′(z)≡ f (z).
1Cuando dos series ∑n≥0 sn y ∑n≥0 tn, de nu´meros reales o complejos, son absolutamente conver-
gentes, se sabe que el “producto de Cauchy” ∑n≥0(∑k+l=n sktl) es tambie´n absolutamente convergente y
su suma es el producto de las sumas de las dos series anteriores.
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1.3 Ejercicios sobre funciones holomorfas
Ejercicio 1.22. Una funcio´n f : U → C, definida en un vecindario abierto U de z0 ∈ C,
es diferenciable en z0 si y so´lo si existe β =: f ′(z0) ∈ C y δ > 0 tales que
f (z)− f (z0) = f ′(z0)(z− z0)+o(z− z0) para |z− z0|< δ ,
donde o(h)/h→ 0 cuando h→ 0. A partir de esta definicio´n de diferenciabilidad, veri-
ficar las reglas usuales de derivacio´n:
(λ f )′(z0) = λ f ′(z0) si λ ∈ C,
( f +g)′(z0) = f ′(z0)+g′(z0),
( f g)′(z0) = f ′(z0)g(z0)+ f (z0)g′(z0),
(1/ f )′(z0) =− f
′(z0)
f (z0)2
si f (z0) 6= 0.
Ejercicio 1.23. Si f es una funcio´n diferenciable en z0, y si g es una funcio´n diferencia-
ble en w0 = f (z0), demostrar que la funcio´n compuesta g◦ f : z 7→ g( f (z)) es diferencia-
ble en z0. Usar la definicio´n de diferenciabilidad del problema anterior para comprobar
la regla de la cadena:
(g◦ f )′(z0) = g′( f (z0)) f ′(z0).
Ejercicio 1.24. La doble conjugada de una funcio´n compleja f es la funcio´n g definida
por
g(z) := f (z¯).
Si f : U → C es holomorfa en un abierto U ⊆ C y si V = { z¯ : z ∈U }, comprobar que g
es holomorfa en V . Si f es analı´tica en un disco D(α;R), mostrar que g es analı´tica en
el disco D(α¯;R) y hallar la correspondencia entre las series de potencias para f y g.
Ejercicio 1.25. Demostrar que las fracciones lineales forman un grupo2 bajo com-
posicio´n de funciones, al calcular s1 ◦ s2(z) donde
s1(z) :=
α1z+β1
γ1z+δ1
, s2(z) :=
α2z+β2
γ2z+δ2
.
Concluir que que una u´nica fraccio´n lineal que lleva un triple ordenado de puntos dis-
tintos (z2,z3,z4) ∈ C3∞ en otro triple ordenado dado (w2,w3,w4) ∈ C3∞ .
2El nombre comu´n de este grupo es PSL(2,C).
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Ejercicio 1.26. Hallar la fraccio´n lineal s que cumple s(−1) = 1, s(0) = i, s(1) = −1.
Describir las ima´genes de las curvas s(Ck)⊂ C∞ en cada uno de los siguientes casos:
(a) C1 = R∞ = Runionmulti{∞} es la recta real extendida;
(b) C2 = iR∞ = iRunionmulti{∞} es la recta imaginaria extendida;
(c) C3 = T= {z ∈ C : |z|= 1} es el cı´rculo unitario;
(d) C4 = {z ∈ C : |z|= 12 } es otro cı´rculo centrado en 0.
Ejercicio 1.27. Hallar todas las fracciones lineales que dejan invariante el cı´rculo uni-
tario T= {z ∈ C : |z|= 1}, aunque posiblemente permutan sus puntos.
Ejercicio 1.28. Una rotacio´n de la esfera unitaria S2 ⊂R3 deja fijos dos puntos antipo-
dales de la esfera (por donde pasa el eje de la rotacio´n) y lleva cada par de antı´podas en
un par de antı´podas. Obtener la forma general de la fraccio´n lineal que, como aplicacio´n
biyectiva sobre C∞, corresponde con una rotacio´n de S2 bajo proyeccio´n estereogra´fica.
[[ Indicacio´n: Usar el Ejercicio 1.10. ]]
Ejercicio 1.29. Sean z2,z3,z4 ∈ C∞ tres puntos distintos, y sea C el cı´rculo (o recta
extendida) que pasa por estos tres puntos. Dı´cese que dos puntos z y z∗ son sime´tricos
respecto de C si (y so´lo si)
[z∗,z2;z3,z4] = [z,z2;z3,z4].
Es evidente que la transformacio´n z 7→ z∗ es involutiva (es decir, coincide con su trans-
formacio´n inversa). Demostrar que z∗ = z si y so´lo si z∈C. Adema´s, identificar z∗ como
funcio´n de z en los siguientes casos:
(a) C = R∞ es la recta real extendida;
(b) C = iR∞ es la recta imaginaria extendida;
(c) C = {z ∈ C : |z|= k} es un cı´rculo centrado en 0.
Si C es un cı´rculo cualquiera en C, comprobar que la transformacio´n z 7→ z∗ intercambia
el interior con el exterior del cı´rculo.
Ejercicio 1.30. Si z1,z2,z3,z4 ∈ C son cuatro puntos finitos distintos, ¿co´mo deberı´a
definirse las razones dobles
[∞,z2;z3,z4], [z1,∞;z3,z4], [z1,z2;∞,z4], [z1,z2;z3,∞]
para que la expresio´n [z1,z2;z3,z4] sea una funcio´n continua de sus 4 variables en C∞?
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2.1 Ejercicios sobre integrales de lı´nea
En los ejercicios que siguen, R = [a,b]× [c,d] es un recta´ngulo en R2 =C; y ∂R denota
el borde de R recorrido una vez contrario a reloj.
Ejercicio 2.1. Sea f : U → C una funcio´n diferenciable definida en un abierto U ⊆ C y
sea z : (a,b)→U una funcio´n diferenciable de una variable real. Usar la definicio´n de
la derivada para comprobar la regla de la cadena: si g(t)≡ f (z(t), entonces
g′(t) = f ′(z(t))z′(t) para todo t ∈ (a,b).
Ejercicio 2.2. (a) [Teorema de Green] Sean u,v : U →R dos funciones continuamente
diferenciables en un abierto U ⊆ R2 tal que R⊂U . Demostrar que∮
∂R
u(x,y)dx+ v(x,y)dy =
∫∫
R
(
∂v
∂x
− ∂u
∂y
)
dydx.
(b) Si f : U→C es una funcio´n holomorfa (es decir, continuamente diferenciable de
una variable compleja), usar el teorema de Green para dar una demostracio´n alternativa
del teorema de Cauchy para el recta´ngulo R:∮
∂R
f (z)dz = 0.
[[ Indicacio´n: Si u =ℜ f , v = ℑ f , comprobar que
∮
∂R f (z)dz =
∮
∂R(u+ iv)(dx+ idy). ]]
Ejercicio 2.3. (a) [Regla de Leibniz] Si R ⊂ U donde U es un abierto de R2, y si
g : U → C es una funcio´n continuamente diferenciable de dos variables reales, defı´nase
h(t) :=
∫ b
a
g(s, t)ds.
Demostrar que h es continuamente diferenciable en un vecindario de [c,d] y que
h′(t) =
∫ b
a
∂g
∂ t
(s, t)ds.
(b) Usar la regla de Leibniz para comprobar que
1
2pi
∫ pi
−pi
eis
eis− z ds = 1 cuando |z|< 1.
[[ Indicacio´n: To´mese g(s, t) := eis/(eis− tz). ]]
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Ejercicio 2.4. Si C es el cı´rculo |z−α|= 1, recorrido una vez contrario a reloj, evaluar,
para todo m ∈ Z, las integrales
Im =
1
2pii
∮
C
(z−α)m dz.
Ejercicio 2.5. Si a+ ib 6= 0, hallar ∫[0,a+ib] ez dz. En seguida, calcular las integrales
reales (sin integrar por partes):∫ 1
0
eat cosbt dt y
∫ 1
0
eat senbt dt.
Ejercicio 2.6. Si 0 < r < R, hallar la integral de lı´nea sobre el cı´rculo |z| = r de la
funcio´n racional
R+ z
(R− z)z =
1
z
+
2
R− z .
Deducir la identidad siguiente:
1
2pi
∫ pi
−pi
dθ
R2−2Rr cosθ + r2 =
1
R2− r2 .
Ejercicio 2.7. Si U es una regio´n de C y si f : U →C es una funcio´n holomorfa tal que
| f (z)−1|< 1 para todo z ∈U , demostrar que∮
C
f ′(z)
f (z)
dz = 0
para todo curva cerrada C ⊂U .
Ejercicio 2.8. Si a> 0 y b> 0, comprobar que la integral de Riemann impropia∫ b
−a
dx
x2
no existe.
Sin embargo, si C es una curva suave en C con punto inicial −a y punto final b, mostrar
que la integral ∫
C
dz
z2
existe y es independiente de C, toda vez que la curva C no pasa por el origen 0.
¿Cua´l es el valor de la segunda integral?
135
MA–702: Variable Compleja 2.2. Ejercicios sobre funciones holomorfas
2.2 Ejercicios sobre funciones holomorfas
En los ejercicios que siguen,
∮
C denota la integral sobre un cı´rculo C, recorrido una vez
contrario a reloj.
Ejercicio 2.9. Si C es el cı´rculo |z|= 3, calcular las integrales
1
2pii
∮
C
e2z
(z+1)4
dz y
1
2pii
∮
C
etz
(z2+1)2
dz para t > 0.
Ejercicio 2.10. Si C es el cı´rculo |z|= 1, calcular las integrales
1
2pii
∮
C
sen6 z
(z−pi/6) dz y
1
2pii
∮
C
sen6 z
(z−pi/6)3 dz.
Ejercicio 2.11. Si t > 0 y si C es el cı´rculo |z+1|= r para algu´n r > 0, comprobar que
1
2pii
∮
C
zetz
(z+1)3
dz = (t− 12t2)e−t .
Ejercicio 2.12. Si a> 0 y si C es el cı´rculo |z|= r para algu´n r> a, calcular las integrales
1
2pii
∮
C
ez
z2+a2
dz y
1
2pii
∮
C
zez
(z−a)3 dz.
Ejercicio 2.13. Si C es el cı´rculo |z|= 1, calcular las integrales∮
C
senz
z
dz,
∮
C
1
(2z−1)3 dz,
∮
C
ez
2
(
1
z2
− 1
z3
)
dz.
Ejercicio 2.14. Si C es el cı´rculo |z|= 1 y si n ∈ N, evaluar la integral
1
2pii
∮
C
(
z+
1
z
)2n dz
z
y de ahı´ obtener la fo´rmula integral
1
2pi
∫ pi
−pi
cos2nθ dθ =
(2n)!
4n(n!)2
.
Ejercicio 2.15 (Teorema del valor medio). Si f : U→C es una funcio´n holomorfa cuyo
dominio incluye el disco cerrado D(α;r), demostrar que
f (α) =
1
2pi
∫ pi
−pi
f (α+ reiθ )dθ
como consecuencia de la fo´rmula integral de Cauchy. Adema´s, obtener expresiones
similares para las derivadas f (n)(α) como integrales sobre θ ∈ [−pi,pi].
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Ejercicio 2.16. Si r > 0 con r 6= 1, calcular la integral∫ pi
−pi
dθ
1−2r cosθ + r2
a partir de la integral
∮
C dz/(z− r)(z− r−1) sobre el cı´rculo |z|= 1.
Ejercicio 2.17. Si f es una funcio´n holomorfa entera y si α,β ∈ C, calcular
1
2pii
∮
C
f (w)
(w−α)(w−β ) dw
sobre un cı´rculo |z| = R con R > max{|α|, |β |}. Si f es una funcio´n entera acotada,
estimar el lı´mite cuando R → ∞ de esta integral, para ası´ obtener una demostracio´n
alternativa del teorema de Liouville.
Ejercicio 2.18. Si f es una funcio´n holomorfa entera tal que
| f (z)| ≤ a+b|z|m para todo z ∈ C
para algunas constantes positivas a,b,m> 0, demostrar que f es un polinomio.
Ejercicio 2.19 (Polinomio interpolante de Lagrange). Sea
p(z) = (z−α0)(z−α1) . . .(z−αn)
el polinomio mo´nico con n+ 1 raı´ces distintas α0,α1, . . . ,αn y sea C un cı´rculo cuyo
interior contiene todas estas raı´ces. Si f : U → C es una funcio´n holomorfa tal que
Cunionmulti I(C)⊂U , demostrar que la integral
q(z) :=
1
2pii
∮
C
f (w)
p(w)
p(w)− p(z)
w− z dw
es un polinomio de grado n tal que q(α j) = f (α j) para j = 0,1, . . . ,n.
Ejercicio 2.20. Una parte E ⊆ C es simplemente conexa si cualquier curva cerrada con
traza en E es homoto´pica (en E) a una “curva” constante, parametrizada por w(t) := α
para a ≤ t ≤ b. Una regio´n U es una regio´n estelar si hay un punto α ∈U tal que el
segmento [α,z] ⊂U para cada z ∈U . Verificar que una regio´n estelar es simplemente
conexa. [[ Indicacio´n: Construir una homotopı´a de la forma F(s, t) := (1− s)α+ sz(t). ]]
137
MA–702: Variable Compleja 2.2. Ejercicios sobre funciones holomorfas
Ejercicio 2.21. Hallar las series de Taylor centradas en α = 0 de las siguientes fun-
ciones, indicando sus radios de convergencia:
1
1− z2 ,
z
1+ z2
,
1− cosz
z2
,
z− senz
z3
, arctgz.
[[ Indicacio´n: Hallar primero la serie de Taylor de la derivada de arctgz. ]]
Ejercicio 2.22. Los nu´meros de Bernoulli Bn ∈ Q se definen como coeficientes de la
serie de Taylor
z
ez−1 =:
∞
∑
n=0
Bn
n!
zn .
Comprobar que B0 = 1 y que para cada n ∈ N∗ hay una identidad(
n+1
0
)
B0+
(
n+1
1
)
B1+ · · ·+
(
n+1
n
)
Bn = 0.
Calcular B1, . . . ,B6. Mostrar tambie´n que B2m+1 = 0 para m≥ 1. [[ Indicacio´n: Verificar
la identidad z/(ez−1)+ z/(e−z−1) =−z. ]]
Ejercicio 2.23. Obtener las series de Laurent que representan la funcio´n
f (z) =
z
(z−2)(z+ i)
en las regiones: (a) |z|< 1; (b) 1< |z|< 2; (c) |z|> 2; (d) 0< |z−2|<√5.
Ejercicio 2.24. Comprobar que la serie de Laurent que representa ctgz, en la regio´n
0< |z|< pi , es
ctgz = z−1+
∞
∑
n=1
(−4)n B2n
(2n)!
z2n−1
donde los B2n son los nu´meros de Bernoulli de ı´ndice par.
Ejercicio 2.25. Sean f y g dos funciones holomorfas en un anillo R < |z−α|< S, con
los respectivos desarrollos de Laurent:
f (z) =
∞
∑
n=−∞
an (z−α)n, g(z) =
∞
∑
n=−∞
bn (z−α)n.
Si Ct es el cı´rculo |z−α|= t, donde R< t < S, defı´nase
cn :=
1
2pii
∮
Ct
f (w)g(w)
(w−α)n+1 dw para todo n ∈ Z.
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Comprobar que las series para f (z) y g(z) convergen uniformemente para z ∈Ct . Con-
cluir que las series nume´ricas
cn =
∞
∑
k=−∞
ak bn−k =
∞
∑
j=−∞
an− j b j
convergen para cada n; y que la serie de Laurent para el producto f g en R< |z−α|< S
esta´ dada por
f (z)g(z) =
∞
∑
n=−∞
cn (z−α)n.
Ejercicio 2.26. Para w ∈ C, z 6= 0, la fo´rmula
e
1
2 w(z−1/z) =:
∞
∑
n=−∞
Jn(w)zn,
define las funciones w 7→ Jn(w) como los coeficientes de la serie de Laurent de la funcio´n
exp
(1
2w(z− z−1)
)
en la regio´n 0 < |z| < ∞. Usar el ejercicio anterior para hallar el
desarrollo de cada Jn(w) en potencias de w. Concluir que las funciones de Bessel Jn son
funciones analı´ticas enteras.
Comprobar que los J−n(w)≡ (−1)nJn(w). Adema´s, obtener las fo´rmulas integrales
Jn(w) =
1
2pi
∫ pi
−pi
ei(wsenθ−nθ) dθ =
1
pi
∫ pi
0
cos(wsenθ −nθ)dθ .
Ejercicio 2.27. Obtener la parte principal de la serie de Laurent en 0 de la funcio´n
f (z) =
z+1
zsenz
y ası´ comprobar que f tiene un polo doble en 0.
Ejercicio 2.28. Hallar todos las singularidades de la funcio´n
tgz :=
senz
cosz
en el plano complejo; y comprobar que cada uno es un polo simple.
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2.3 Ejercicios sobre integrales de contorno
En los ejercicios que siguen, evaluar las integrales propuestas mediante la integracio´n
de alguna funcio´n de variable compleja sobre un contorno apropiado.
Ejercicio 2.29. Si −1< a< 1, demostrar la identidad:
Ia :=
∫ pi
−pi
dθ
1−2acosθ +a2 =
2pi
1−a2 .
Hallar la relacio´n entre Ia e I1/a. ¿Serı´a posible evaluar I1/a con el mismo contorno?
Ejercicio 2.30. Calcular las integrales:
I1 :=
∫ pi
−pi
cos2θ dθ
5+3senθ
; I2 :=
∫ pi
−pi
cos2θ dθ
5−3cosθ .
Ejercicio 2.31. Comprobar la identidad:∫ pi
−pi
dθ
cos4θ + sen4θ
= 2pi
√
2 .
Ejercicio 2.32. Si C es el cı´rculo |z|= 2, recorrido una vez contrario a reloj, calcular las
integrales:
I1 :=
∮
C
z+2
z(z+1)
dz ; I2 :=
∮
C
3z+1
z(z−1)3 dz .
Ejercicio 2.33. Si C es el cı´rculo |z|= 1, recorrido una vez contrario a reloj, calcular las
integrales:
I1 :=
∮
C
ze1/z dz ; I2 :=
∮
C
cosh(1/z)
z
dz;
donde coshw := (ew+ e−w)/2.
Ejercicio 2.34. Calcular las integrales impropias
I1 :=
∫ ∞
−∞
(x2+3)dx
(x2+1)(x2+4)
; I2 :=
∫ ∞
0
dx
x4+6x2+8
.
Ejercicio 2.35. Calcular las integrales impropias
I1 :=
∫ ∞
−∞
dx
x4+1
; I2 :=
∫ ∞
−∞
dx
x6+1
; I3 :=
∫ ∞
−∞
x2 dx
x6+1
.
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Ejercicio 2.36. Si a> 0, demostrar la identidad:∫ ∞
−∞
cosxdx
x2+a2
=
pi
aea
.
Ejercicio 2.37. Calcular las integrales:
I1 :=
∫ pi/2
0
dθ
2+ sen2θ
; I2 :=
∫ ∞
0
x2 dx
x4+ x2+1
.
Ejercicio 2.38. Si a> 0, b ∈ R y t > 0, evaluar la integral:
I :=
∫ ∞
−∞
cos tx
(x+b)2+a2
dx.
Ejercicio 2.39. Usar el lema de Jordan para calcular la integral:
I :=
∫ ∞
−∞
2x sensx cos tx
x2+a2
dx,
donde a> 0 y s, t ∈ R.
Ejercicio 2.40. Si a> 0, usar una integral sobre un contorno rectangular para demostrar
que ∫ ∞
−∞
e−(x+ia)
2
dx =
∫ ∞
−∞
e−x
2
dx.
Esta integral impropia vale
√
pi . Deducir que∫ ∞
−∞
e−x
2
cos2ax dx =
√
pi e−a
2
.
Ejercicio 2.41. Para n ∈ N, demostrar la siguiente identidad:
In :=
∫ ∞
−∞
dx
(1+ x2)n+1
=
(2n)!
4n (n!)2
.
[[ Indicacio´n: No es aconsejable usar induccio´n sobre n. ]]
Ejercicio 2.42. Calcular los valores principales de los siguientes integrales:
I1 := P
∫ ∞
−∞
dx
(2− x)(x2+4) ; I2 := P
∫ ∞
−∞
dx
x3+4x+5
.
141
MA–702: Variable Compleja 2.4. Ejercicios diversos sobre funciones complejas
2.4 Ejercicios diversos sobre funciones complejas
0
Re2pii/n
R
•
•
• • •
••
Ejercicio 2.43. Si n ∈ N con n> 2, demostrar la identidad:∫ ∞
0
dx
1+ xn
=
pi/n
sen(pi/n)
mediante la integral de 1/(1+ zn) en el primer contorno indicado, con un a´ngulo secto-
rial de 2pi/n.
Ejercicio 2.44. Verificar las integrales de Fresnel:∫ ∞
0
cos(x2)dx =
∫ ∞
0
sen(x2)dx =
√
pi
2
√
2
mediante la integral de e−z2 en el primer contorno indicado, con un a´ngulo sectorial de
pi/4. [[ Indicacio´n: Recordar que
∫
R e
−x2 dx =
√
pi . ]]
Ejercicio 2.45. (a) Si a ∈ R\Z, comprobar la sumacio´n
∞
∑
n=−∞
1
(n+a)2
=
pi2
sen2pia
mediante el ca´lculo de la integral de contorno
In :=
∮
∂Rn
pi ctgpiz
(z+a)2
dz
sobre el borde del cuadrado Rn con ve´rtices (n+ 12)(±1± i), dibujado arriba. [[ Indica-
cio´n: Verificar que |ctgpiz|< 2 para z ∈ ∂Rn. ]]
(b) Deducir las siguientes fo´rmulas:
∞
∑
n=0
1
(2n+1)2
=
pi2
8
,
∞
∑
n=1
1
n2
=
pi2
6
.
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Ejercicio 2.46. Mediante la integral de contorno
In,k :=
∮
∂Rn
pi ctgpiz
z2k
dz
en el mismo contorno ∂Rn del Ejercicio 2.45, donde k= 1,2,3, . . . , junto con el resultado
del Ejercicio 2.24, demostrar la fo´rmula general
∞
∑
n=1
1
n2k
=
2(−4)k−1pi2k
(2k)!
B2k
donde los B2k son los nu´meros de Bernoulli del Ejercicio 2.22. Verificar los casos par-
ticulares:
∞
∑
n=1
1
n2
=
pi2
6
,
∞
∑
n=1
1
n4
=
pi4
90
,
∞
∑
n=1
1
n6
=
pi6
945
.
Ejercicio 2.47. Comprobar la siguiente transformada de Fourier de la funcio´n real
(1+ x2)−2: ∫ ∞
−∞
e−2piitx
(1+ x2)2
dx =
pi
2
(1+2pi|t|)e−2pi|t| para cada t ∈ R.
Ejercicio 2.48. Demostrar que ez 6= 0 para todo z ∈ C.
Ejercicio 2.49. Calcular el orden del cero en z = 0 de cada una de estas funciones:
senz− senzcos2 z; 6sen(z3)+ z3(z6−6); etgz− esenz .
Ejercicio 2.50. Una funcio´n f : C∞ → C∞ es meromorfa en C∞ si todas sus singu-
laridades, inclusive en el punto ∞, son polos o removibles (y si f es holomorfa en el
complemento de dichas singularidades). Demostrar que f posee a lo sumo un nu´mero
finito de polos, y concluir que una funcio´n meromorfa en C∞ es una funcio´n racional.
Ejercicio 2.51. Demostrar la siguiente generalizacio´n del principio del argumento. Si
f : U → C∞ una funcio´n meromorfa no constante en una regio´n U y si h : U → C∞ es
otra funcio´n holomorfa en U ; si C es una curva cerrada simple con Cunionmulti I(C)⊂U que no
atraviesa los ceros ni los polos de f ; y si α j, βk denotan los ceros y polos dentro de C,
con o´rdenes respectivos m j, nk; entonces:
1
2pii
∮
C
f ′(z)
f (z)
h(z)dz =∑
j
m j h(α j)−∑
k
nk h(βk).
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Ejercicio 2.52. Si f : U →V es una funcio´n holomorfa univalente, con funcio´n inversa
g : V →U , y si C es una curva simple cerrada con Cunionmulti I(C)⊂U , demostrar que
g(w) =
1
2pii
∮
C
z f ′(z)
f (z)−w dz para todo w ∈ f (I(C)).
[[ Indicacio´n: Usar el Ejercicio 2.51 con h(z)≡ z. ]]
Ejercicio 2.53. Usar el teorema de Rouche´ para dar una demostracio´n alternativa del
teorema fundamental del a´lgebra: si p(z) = anzn + · · ·+ a1z+ a0 es un polinomio de
grado n> 0, entonces p tiene exactamente n ceros en C, contados con multiplicidad.
Ejercicio 2.54. (a) Demostrar que todos los ceros del polinomio z7 − 5z3 + 12 = 0
quedan en el anillo 1< |z|< 2.
(b) Refinar este ana´lisis al mostrar que tres ceros esta´n en el anillo 1.1< |z|< 1.2 y
los otros cuatro en el anillo 1.2< |z|< 1.7.
Ejercicio 2.55. Hallar el nu´mero de ceros (a) en el disco |z| < 1; y (b) en el anillo
1< |z|< 2, para cada uno de los siguientes polinomios:
2z5− z3+3z2− z+8; z7−5z4+ z2−2; z4−7z+9.
Ejercicio 2.56. Si f : U → C es una funcio´n holomorfa en una regio´n acotada U ⊂ C,
y si V es una subregio´n con V ⊂U tal que z 7→ | f (z)| es constante en la frontera V \V ,
demostrar que f (α) = 0 para algu´n α ∈V . [[ Indicacio´n: Considerar z 7→ 1/ f (z). ]]
Ejercicio 2.57. (a) Si f : U → C es holomorfa en una regio´n tal que D(0;R) ⊂U y si
f (0)= 0, sea AR := sup{ℜ f (z) : |z|=R}. Demostrar la desigualdad de Caratheodory:
| f (z)| ≤ 2AR|z|
R−|z| cuando |z|< R.
[[ Indicacio´n: Aplicar el lema de Schwarz a la funcio´n g(z) := f (z)/(2AR− f (z)). ]]
(b) Si f : C→ C es una funcio´n entera tal que la funcio´n ℜ f sea acotada superior-
mente, demostrar que f es constante.
Ejercicio 2.58. Si f : D(0;1)→ D(0;1) es una funcio´n holomorfa tal que f (α) = α y
f (β ) = β para α 6= β en D(0;1), demostrar que f (z)≡ z para |z|< 1.
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2.5 Otros ejercicios sobre integrales de contorno
Ejercicio 2.59. Demostrar la igualdad∫ ∞
0
logx
1+ x2
dx = 0,
donde, para x real y positivo, logx :=
∫ x
1 t
−1 dt denota la rama principal del logaritmo,
restringido al eje x positivo.
Ejercicio 2.60. Verificar la siguiente integral:∫ ∞
0
log(x2+1)
x2+1
dx = pi log2,
con el uso del contorno semicircular C = [−R,R]∪{Reiθ : 0≤ θ ≤ pi }.
[[ Indicacio´n: Tomar f (z) := (Log(z+ i))/(z2+1). ]]
Ejercicio 2.61. Demostrar las siguientes igualdades:
(a)
∫ ∞
0
logx
(1+ x)3
dx =−1
2
, (b)
∫ ∞
0
(logx)2
(1+ x)2
dx =
pi2
3
.
Ejercicio 2.62. Verificar la siguiente integral:∫ ∞
0
x−1/3
x2+1
dx =
pi
√
3
3
,
con el uso del contorno de cerradura con corte en el segmento [0,R].
Ejercicio 2.63. Calcular la integral:
Ia :=
∫ ∞
0
xa
x2+1
dx, para −1< a< 1.
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3.1 Diversos ejercicios sobre funciones holomorfas
Ejercicio 3.1. Si U es una regio´n del plano complejo, si C es una curva simple cerrada
con Cunionmulti I(C) ⊂U , y si ( fn : U → C)n∈N es una sucesio´n de funciones holomorfas que
convergen uniformemente sobre compactos a una funcio´n f : U → C que no se anula
sobre C, demostrar que para n≥N con N suficientemente grande, las funciones fn tienen
el mismo nu´mero de ceros (contados con multiplicidad) en la regio´n interior I(C).
[[ Indicacio´n: Usar el teorema de Rouche´ con g := fn− f . ]]
Ejercicio 3.2. En la situacio´n del Ejercicio anterior, demostrar que cada cero α de la
funcio´n lı´mite f , f (α) = 0, es un lı´mite αk → α de ceros de la sucesio´n ( fn) de fun-
ciones: fnk(αk) = 0.
Ejercicio 3.3 (Teorema de Hurwitz). Si ( fn : U→C×)n∈N es una sucesio´n de funciones
holomorfas en una regio´n U que no se anulan en U , y si fn→ f uniformemente sobre
compactos en U , entonces o bien la funcio´n lı´mite f no se anula en U , o bien f es
ide´nticamente nula. [[ Indicacio´n: Usar el Ejercicio 3.2 anterior. ]]
Ejercicio 3.4. (a) Demostrar que la serie
f (z) :=
∞
∑
n=−∞
1
(z−n)2
define una funcio´n meromorfa f : C→C∞ con un polo doble en cada n∈Z. (En particu-
lar, comprobar que una cola de la serie es holomorfa en la regio´n |z|< R, para cualquier
R> 0.) Demostrar que el residuo en cada polos es 0 y que f es perio´dica con perı´odo 1,
es decir, f (z+1)≡ f (z) para z ∈ C.
(b) Enseguida, demostrar que la funcio´n g(z) := pi2 csc2piz tiene las mismas pro-
piedades: es meromorfa en C, tiene polos dobles en cada n ∈ Z con residuo 0 en cada
caso, y es perio´dica con perı´odo 1.
(c) Demostrar que | f (x+ iy)| → 0 y |g(x+ iy)| → 0 cuando |y| →∞, uniformemente
para x ∈ R. [[ Indicacio´n: Considerar primero el caso 0 ≤ x ≤ 1; y usar la identidad
|sen(x+ iy)|2 = sen2 x+ senh2 y. ]]
(d) Demostrar que f (z)≡ g(z), al comprobar que la diferencia es una funcio´n entera
ide´nticamente nula.
Ejercicio 3.5. Demostrar la identidad
pi ctgpiz =
1
z
+
∞
∑
n=1
2z
z2−n2
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por el procedimiento siguiente: (a) si f (z) denota la serie al lado derecho y si g(z) :=
pi ctgpiz, se sabe que f y g son funciones meromorfas con polos simples de residuo 1
en cada n ∈ Z, ası´ que g− f es una funcio´n entera; (b) justificar la derivacio´n te´rmino
por te´rmino de la serie para calcular la derivada g′(z)− f ′(z); (c) usar el Ejercicio 3.4
anterior para mostrar que la funcio´n g− f es constante; y (d) evaluar esta constante.
Ejercicio 3.6. Si 0< r < 1, demostrar que el polinomio
pn(z) := 1+2z+3z2+ · · ·+nzn−1
no tiene raı´ces en el disco abierto D(0;r), para n suficientemente grande.
[[ Indicacio´n: Usar el teorema de Hurwitz. ]]
Ejercicio 3.7. Si w ∈ C, to´mese n ∈ N∗ tal que (n− 12)pi > |w|. Demostrar que en la
franja vertical |ℜz| ≤ (n− 12)pi la ecuacio´n
zsenz = w
tiene exactamente 2n soluciones (contadas con multiplicidad).3
[[ Indicacio´n: Usar el teorema de Rouche´, con f (z) := zsenz, g(z) := −w, en un
recta´ngulo |x| ≤ (n− 12)pi , |y| ≤M con M grande. ]]
Ejercicio 3.8. Demostrar la convergencia absoluta de los siguientes productos; y en cada
caso, evaluar el producto:
P1 :=
∞
∏
n=1
(
1+
1
n(n+2)
)
; P2 :=
∞
∏
n=2
(
1− 2
n(n+1)
)
; P3 :=
∞
∏
n=2
n3−1
n3+1
.
[[ Indicacio´n: n2+n+1 = (n+1)2− (n+1)+1. ]]
Ejercicio 3.9. Averiguar los dominios de convergencia de los siguientes productos:
f (z) :=
∞
∏
n=0
(1+ zn); g(z) :=
∞
∏
n=0
(
1+
zn
n!
)
.
Ejercicio 3.10. Demostrar que el producto
h(z) :=
∞
∏
n=1
(
1− z
4
n4
)
define una funcio´n entera con ceros en ±n y ±in para todo n ∈ N∗.
3Por ejemplo, la funcio´n zsenz tiene un cero doble en 0; se cuenta z = 0 como 2 soluciones de la
ecuacio´n zsenz = 0.
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3.2 Ejercicios sobre la funcio´n gamma
Ejercicio 3.11. Si una funcio´n entera f : C→ C× no se anula en C, demostrar que hay
otra funcio´n entera g : C→ C tal que
f (z) = eg(z) para todo z ∈ C.
Ejercicio 3.12. Si el producto infinito f (z) =∏∞n=1(1+un(z)) converge uniformemente
sobre compactos en C, y si los te´rminos (1+un) no se anulan en C, demostrar que
f ′(z)
f (z)
=
∞
∑
n=1
u′n(z)
1+un(z)
,
con convergencia uniforme de la serie sobre compactos.
Ejercicio 3.13. Demostrar la siguiente identidad para la derivada logarı´tmica de la
funcio´n gamma, en C\ (−N):
Γ′(z)
Γ(z)
− Γ
′(1)
Γ(1)
=−
∞
∑
k=0
(
1
z+ k
− 1
k+1
)
.
Concluir que Γ′(1) =−γ .
Ejercicio 3.14. (a) Demostrar que Γ(12) =
√
pi y evaluar Γ(n+ 12) para n ∈ N.
(b) Usar la sustitucio´n t = u2 para verificar la integral gaussiana:∫ ∞
−∞
e−u
2
du =
√
pi .
Ejercicio 3.15. La funcio´n beta de Euler, de dos variables, se define por
B(x,y) :=
∫ 1
0
tx−1(1− t)y−1 dt, para x> 0, y> 0.
Expresar Γ(x)Γ(y) como una integral doble. Con un cambio de variable apropiado,
demostrar que
B(x,y) =
Γ(x)Γ(y)
Γ(x+ y)
.
Concluir que B(n+ 12 ,n+
1
2) = pi
(2n
n
)
/24n.
Ejercicio 3.16. Comprobar que Γ(z) = Γ(z¯) para −z /∈ N. Concluir que
|Γ(12 + iy)|=
√
2pi
epiy+ e−piy
para y ∈ R.
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3.3 Ejercicios sobre la funcio´n zeta
Ejercicio 3.17. Usar la fo´rmula de Euler para la funcio´n zeta para mostrar que la suma
de los recı´procos de los nu´meros primos diverge: ∑k≥1 1/pk = ∞. Concluir que hay una
infinitud de nu´meros primos en N.
Ejercicio 3.18. Demostrar que las siguientes identidades son va´lidas:
ζ (z)2 =
∞
∑
n=1
τ(n)
nz
para ℜz> 1; ζ (z)ζ (z−1) =
∞
∑
n=1
σ(n)
nz
para ℜz> 2;
donde τ(n) es el nu´mero de divisores de n, σ(n) es la suma de los divisores de n; por
ejemplo, τ(12) = 6, σ(12) = 28. [[ Indicacio´n: Usar la fo´rmula de Euler. ]]
Ejercicio 3.19. Comprobar la siguiente identidad para la ℜz> 1:
1
ζ (z)
=
∞
∑
n=1
µ(n)
nz
,
donde la funcio´n de Mo¨bius µ : N∗→{−1,0,1} se define como sigue. Si n es divisible
por p2 para algu´n primo p, entonces µ(n) = 0; si n posee exactamente k factores primos
que son distintos, entonces µ(n) = (−1)k; adema´s, µ(1) = 1.
Ejercicio 3.20. Usar la igualdad
∫ ∞
1 t
−x dt = 1/(x−1) para comprobar que
lim
z→1
(
ζ (z)− 1
z−1
)
= γ.
Ejercicio 3.21. (a) Si f y g son funciones meromorfas, ambas con un polo simple en α
con residuos respectivos a−1 y b−1, demostrar que limz→α f (z)/g(z) = a−1/b−1.
(b) Mediante un estudio de la funcio´n ζ (z)Γ(z) cerca de los nu´meros enteros nega-
tivos, comprobar que:4
ζ (1−2m) =−B2m
2m
.
(c) Usar la ecuacio´n funcional para la funcio´n zeta para concluir que
ζ (2m) =
(−1)m−122m−1B2m
(2m)!
pi2m.
[[Comparar con el resultado del Ejercicio 2.46. ]]
4En particular, valen ζ (−1) =−1/12, ζ (−3) = 1/120, ζ (−5) =−1/252.
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4.1 Ejercicios sobre aplicaciones conformes
En estos ejercicios, D= {z : |z|< 1} es el disco abierto unitario, C> = {z :ℜz> 0} es
el semiplano derecho, C+ = {z : ℑz> 0} es el semiplano superior.
Ejercicio 4.1. Si w =
z− i
z+ i
, demostrar que |w|< 1 si y so´lo si ℑz > 0. Concluir que la
aplicacio´n z 7→ w es un isomorfismo conforme entre C+ y D.
Ejercicio 4.2. Encontrar la transformacio´n de Mo¨bius de la esfera de Riemann que lleva
los puntos −1, 0, 1 en los puntos respectivos 1, i, −1. ¿Cua´l es la imagen del semiplano
C+ bajo esta transformacio´n?
Ejercicio 4.3. Encontrar todas las transformaciones de Mo¨bius que establecen biyec-
ciones entre el disco abierto D(1;2) en el semiplano superior C+ tales que 1 7→ i.
Ejercicio 4.4. Bajo la aplicacio´n z 7→ w = 2z− i
2+ iz
, ¿cua´l es la imagen del semidisco
D∩C+ = {z : |z|< 1, ℑz> 0}?
Ejercicio 4.5. Encontrar todos los automorfismos conformes del semiplano superiorC+.
Ejercicio 4.6. Demostrar que la aplicacio´n z 7→w=
(
1+ z
1− z
)2
lleva el semidiscoD∩C+
en el semiplano superior C+ de manera conforme.
[[ Indicacio´n: Considerar el efecto de z 7→ (1+ z)/(1− z) sobre el semidisco. ]]
Ejercicio 4.7. Demostrar que la composicio´n de las tres aplicaciones
z 7→ u = 1
z
, u 7→ v = epiu, v 7→ w = v− i
v+ i
es un isomorfismo conforme entre la regio´n D( i2 ,
i
2) \D( i4 , i4) y el disco unitario D.
Identificar las dos regiones intermedias en la composicio´n.
Ejercicio 4.8. Demostrar que la aplicacio´n z 7→w= 2z
1− z2 es un isomorfismo conforme
entre el lente D(1,
√
2)∩D(−1,√2) y el disco unitario D.
Ejercicio 4.9. Demostrar que la aplicacio´n z 7→ w = senz establece un isomorfismo
conforme entre la regio´n {z = x+ iy :−pi2 < x< pi2 , y> 0} y el semiplano superior C+.
[[ Indicacio´n: Colo´quese u := eiz; luego v :=−iu; y despue´s w := 12(v+ v−1). ]]
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