), except for brief excerpts in connection with reviews or scholarly analysis. Use in connection with any form of information storage and retrieval, electronic adaptation, computer software or by similar or dissimilar methodology now known or hereafter developed is forbidden. The use of the publication of trade names, trademarks, service marks, or similar terms, even if they are not identified as such, is not to be taken as an expression of opinion as to whether or not they are subject to proprietary rights. This paper discusses the exponential generalized Beta distribution (EGBD). For the EGBD model we provide the closed form expression of the cumulative distribution function (cdf), statistics for special cases and the computation of the mean and variance for the general case. Numerical results are derived for each case to validate the theoretical models presented in the paper. As seen from the equations in the paper, for the computation of the mean requires only two digamma functions and one hypergeometric function; however, the computation of the variance requires the computation of two polygamma functions of the first order, two digamma functions, one hypergeometric function, and two Kampé de Fériet functions
Journal of Geolocation, Geo-information, and Geo-intelligence [11] . At that time it became apparent to me that the computation of the EGBD statistics for the general case required special computation. Although I attempted to perform all the required computation to enable one to come up with the closed form expression of the mean and variance of the EGBD it appeared to me that the methodology seemed too laborious and very difficult to verify the validity of the computation.
It was not until last year that I created Giftet Journal of Geolocation, Geo-information, and Geo-intelligence specifically to give me the opportunity to thoroughly investigate and publish problems such as the computation of the hypergeometric function partial derivatives because the computation of EGBD statistics is in fact directly linked with the computation of the hypergeometric function partial derivatives [12] . Although one of the first references that discusses identities obtained by differentiation for a class of hypergeometric functions by Gottschalk and Maslen 1986 [13] it does not consider hypergeometric function partial derivatives and Progri 2016 does [12] but it is an important reference and it is linked to this work.
As seen from the equations in the paper, for the computation of the mean requires only two digamma functions and one hypergeometric function; however, the computation of the variance requires the computation of two polygamma functions of the first order, two digamma functions, one hypergeometric function [14] and two Kampé de Fériet functions i [14] . 
EGBD
In this section we provide the details of the computation of the pdf and cdf of the EGBD that are not provided in any publication.
. Let (*), and the random variable 1 , then we can compute the pdf of as follows
Furthermore, using the identity
with re-parameterization, EGB [10] is distributed with the following pdf [10] :
Where is the beta function [15] and
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Second, for the EGB pdf and cdf can be obtained from
(14a)
This concludes the discussion of EGBD for special cases for . Next, let us discuss EGBD statistics for special cases.
EGBD Statistics for Special Cases from Moments
Typically the statistics of a distribution are computed from its moments [10] .
First, we consider the special case for .
If we were to compute the mean of in the traditional way we would write
Or from Progri 2016, [12] (17)
Similarly, if we were to compute the second moment of in the traditional way we would write
Or from Progri 2016, [12] (21)
Which is equivalent with
Clearly, the variance of in the traditional can be computed from
Substituting (17) and (22) into (23) yields
Second, we consider the special case for .
Next, we make the substitution (14a) and we obtain (28)
From Progri 2016, [12] (29)
Similarly, if we were to compute the second moment of in the traditional way we would write From Progri 2016, [12] (34)
Clearly, the variance of in the traditional can be computed from substituting (29) and (35) into (23) yields
This concludes the discussion of EGBD statistics for special cases for . Next, let us discuss EGBD statistics for special cases based on the computation of the moment generating function (MGF).
As seen from the previous section, the computation of the moments of the EGBD is laborious. Employing an indirect method for computing the statistics of the EGBD based on the computation of the MGF is far less computationally intensive.
Moment generating function:
It can be shown that the tth MGF of the EGBD can be expressed as follows [10] :
First, let us compute the special cases solution for then approach the most general case.
Therefore, for
Or employing the compact notation (Gessel 1995, [18] )
Taking the log
The kth cumulant, , can be determined as follows (Mathai, Provost 2004, [20] )
The first cumulant, , can be determined as follows (Mathai, Provost 2004, [20] )
Equations (43) and (46) are identical to (17) and (25).
Next, for (47)
Or employing Gauss theorem for we obtain [10] (48)
The kth cumulant, , can be determined as follows [20] (51)
The mean and the variance of the EGB distribution are respectively given by and
Again, we see that (52) and (56) are identical to (29) and (36).
The computation of statistics of the EGBD based on the computation of the MGF for special cases is straight forward. In the following section we discuss the general case.
EGBD Statistics for the General Case from Moments
If we are going to compute the mean of in the traditional way we can write
Next, we perform the substitution (10a) in (58) and we obtain 
Which is equivalent with
We will leave the integral in (61) for now as is. In the following section we shall see what this integral is equal to in a closed from expression. However, we can check the solution (61) for special cases of . We can clearly see that (61) is equal to (17) and (29).
Similarly, let us compute the second moment as follows
Next, we perform the substitution (10a) in (63) and we obtain
From (66) there are three more integrals that we do not currently know the closed form expression.
However, we do know that (66) must equal to (22) or
Substituting (68) into (66) produces
From (69) it only remains to solve two integrals in closed form expression to compute the second moment of or .
Moreover, for we already know that the answer of (69) is which is equal to (35). 
From Progri 2016, ([12] (58)) we have
and where
Taking the log of (83) yields
The kth cumulant, , can be determined as follows [18] (86) or (87)
Substituting (87) into (86) produces
Finally, the kth cumulant, , from (88) can be determined as follows [20] (89)
The first cumulant, , can be determined as follows
By comparing and contrasting (91) with (61) we obtain
Before, we proceed any further is (91) the correct closed form expression of the first cumulant, ?
If we were to substitute in (91) we obtain
We can see that (93) is identical to (17) as it was expected.
Next, if we were to substitute in (91) and employ Progri's identity , [12] (125)) we obtain
Again, (94) is identical to (29) as expected.
Equation (94) provides the correct closed form expression for the computation of the mean of EGBD for .
The second cumulant, , can be determined as follows 
Substituting (100) 
Equation (114) is a new identity that we just obtained.
In order to obtain (106) in closed form expression we need to obtain is closed form expression for all values of which is not easily obtainable.
However, by comparing and contrasting (106) with (77) we obtain
Equation (116) gives for the first time relation between the partial derivative of with respect to evaluated at and for . For we can substitute (72) into (116) and employ Progri's identity , [12] (125)) we can obtain (114).
This concludes the discussion on the EGBD statistics for general case. The exact closed form expression of (106) is considered next.
Closed Form Expression of EGBD Variance
This section discusses the possibility of producing the closed form expression of (106). In order to produce the closed form expression of (106) we must produce the closed form expression of (116 
Finally, the closed form expression of (106) is as follows 
Or from (73) and (74) and (122) and (129) we can obtain Moreover, we show the pdf and cdf for convolution EGB for and exponentiated EGB for and .
Example 1: EGBD statistics for
In order to compute the mean of where EGBD given the parameters , , ,
we employed three formulas: (17), (57), and (91).
There was no surprise that the answer from the three were identical. from (17) and (91) and from (57). The error between (57) and either (17) or (91) was .
In order the compute the variance of where EGBD given the parameters , , ,
and we employed three formulas: (25), ( (17), (62), and (23)) and (77). In the computation of the variance we got and no error or 0 error. Figure 1 shows the generalized convolution EGB of 3rdkind pcdf for , ,
The pdf and cdf in Fig. 1 is supposed to be zero mean and unit variance Gaussian or normal. 
The EGB pdf looks very sharp and the cdf is very steep. 
Example 2: EGBD statistics for
we employed two formulas: (91) and (61).
There was no surprise that the answer from the two were identical. from both (91) and (61). The error between (91) and (61) is .
In order the compute the variance of where EGBD
given the parameters , , ,
and we employed two formulas: ( (61), (62), and (23)) and (75). In the computation of the variance we got from (75) and from and ( (17), (62), and (23)) with an absolute error of . 
Example 3: EGBD statistics for
we employed three formulas: (29), (61), and (91). There was no surprise that the answer from the three were identical.
from (29), (61), and (91). The error between (29), (61), and (91) was . 
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