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I. INTRODUCTION
The quality of image-based 3D object reconstruction depends on camera placement. Many commonly used image-based 3D reconstruction techniques require an apparatus involving multiple cameras fixed about an area in which the object or person to be reconstructed is located. For volume carving and volume intersection techniques, an accurate construction of a visual hull from a set of images depends not only on the quantity of cameras, but of the fitness of the camera positioning.
There is a number of factors that contribute to a good camera position and orientation. Since 3D reconstruction techniques often build shape using silhouettes, the most shape information is revealed when viewing from a direction perpendicular to the normal of the points in the object's silhouette perimeter. However, the most texture information is measured when the viewing direction is parallel to the object's surface normal, as this limits aliasing due to foreshortening.
Further, camera position affects reconstruction through resolution and clipping. Poor resolution occurs when the object is too far from a viewing digital camera and varying texture details become blended into the same pixel of the finite resolution camera. On the other hand, clipping can occur when the object is too close to the camera, and the silhouette of the object to be reconstructed is not fully captured in the image. Since many image-based reconstruction methods proceed by finding the intersection of the frustum produced by projecting the 2D object silhouette in a photograph into 3D, if a silhouette is clipped in even one photograph, the reconstructed object is similarly truncated.
To satisfy these constraints one requires the use of virtual camera positioning. By allowing the user to position the cameras in a virtual environment quickly, gracefully, and efficiently, much monotonous work can be avoided. Our contribution is twofold. First, we provide a virtual camera simulation that allows the user to easily position cameras to intuitively capture the most shape and texture detail from an object. Second, our system computes a polyhedron which visualizes the mutual viewable volume of a set of cameras, which is defined as the intersection of all camera's view frustums. Depicting this volume allows the user to clearly detect if the object being reconstructed will be truncated. This allows the user to position the cameras so that the correct bounding volume for the object to be reconstructed is chosen. For static scenes, the cameras can be positioned for the highest resolution possible without clipping the object silhouette, and arranged to gather the most important texture and shape detail. For dynamic scenes such as motion capture, the cameras can be positioned to allow a larger volume that will capture the entire range of motion.
The benefits of our system can be realized by many The system is currently implemented to operate using calibration data generated by the Virtual Viewpoint (VV) 3D reconstruction system offered by Zaxel Systems, Inc. The VV system consists of a variable number of cameras, a processing workstation for every three cameras, and proprietary software to perform 3D reconstruction. The system we used for experiments consists of twelve Firefly CCD digital video cameras manufactured by Point Grey Research. The VV system implements a derivative of the imagebased visual hull 3D reconstruction technique, and as such is able to produce 3D video from a new viewpoint using video feeds from multiple cameras. The separate video feeds are first captured and stored uncompressed on the workstations connected to the camera, then the feeds are processed offline to generate the reconstruction. For our experiments, the VV cameras are mounted at various heights on the walls of a small room having four walls. The room's walls and floor are painted a constant green colour so that the VV system can use chroma keying to aid in the background subtraction processing.
On the topic of positioning virtual camera modelling, some previous results exist. A number of papers deal with cinematic navigation path calculation, in order to find the optimal camera placement for scene observation at a given time. In [7] the authors develop a method to optimize placement so that resolution of camera paths is highest, with resolution constrained in terms of effect of distance and foreshortening. In [8] a semi-automated method for controlling camera placement based on user input of cinematography idioms relating to camera position is presented. Virtual Director is a system for intuitively choosing camera positions over time in a virtual reality environment [9] . However, these do not deal with the problems of camera positioning for scene reconstruction.
There is much research into virtual camera control. In [10] , Ware and Osborne explore various ways for a user to control and position a virtual camera, and attempt to determine in which situations each control method is appropriate. In [11] the authors present a method for allowing a user to control multiple cameras simultaneously. In [12] , the authors aim to improve the realism by adding classical physics constraints to camera motion.
There is much work related to camera placement to limit occlusion and resolution loss. In [13] the authors implement a system to model virtual cameras with varying calibration parameters for outputting scenes. In [14] the authors describe algorithmic approaches to determine camera positions that limit occlusion and image degradation. In [15] and [16] , the authors optimize the camera position based on field of view, visibility, depth of field, and minimizing occlusion. However, none deal with reconstruction truncation. In [17] , State et al. have developed an interactive system for the placement of virtual cameras, dubbed Pandora. The system was created to intuitively optimize the positions of cameras used to obtain 3D video recordings of surgical procedures. Pandora allows the user to position the virtual cameras and observe the effect of their choices. To show the effect of each camera's placement, the camera's rectangular viewing volume is projected into the scene like a movie projector emitting light, and is drawn onto objects in the scene. The effect of different cameras is distinguished by using different colours for each camera's projection. However, they don't explicitly deal with object truncation as our system does.
II. PROPOSED APPROACH
Our virtual camera modelling system provides an interactive virtual environment which models the real world VV apparatus. Each camera is modelled in the virtual environment with the position, orientation, and focal length of the real camera. The walls of the VV room are drawn in wireframe for reference as shown in Fig. 2 . The user can import a model of an object into the scene. The tool also generates and displays the current mutual viewable volume for the cameras in realtime. Using the mouse, the scene can be rotated in two degrees of freedom about the centroid of the cameras, the view of the scene can be tilted and panned, translated, and zoomed.
By clicking a camera in the scene and dragging, the user can reposition cameras with respect to the wall they are attached to, for the purpose of examining the effect of placing a camera at a different location on the wall. In the real world, camera lenses are not flush with the wall that a camera is mounted on. The camera body and mounting system push the camera some distance away. In our virtual system, this is modelled by determining which wall is closest to the virtual camera and the distance from the camera to the wall. When the user drags a camera it moves parallel to the wall and maintains its distance from the wall. The user may also arbitrarily position the camera by switching to its viewpoint and moving or rotating the scene; the camera will translate and rotate so that the observed viewpoint is the camera's new viewpoint.
The system provides two key methods for qualitatively determining the fitness of a particular camera's placement. First, the user may switch to any camera's viewpoint to observe through its lens. Second, the cameras are each coloured differently, and facets of the mutual viewable volume polyhedron which are bounded by a particular camera's frustum are coloured the same as the camera. This allows a global view of which cameras are limiting the mutual viewable volume. Cameras shown to be placed poorly can be dragged into better position while the mutual viewable volume polyhedron is updated in real-time.
Since our system uses the Zaxel VV system for the experiment, our virtual system contains the same number of cameras as the real system, and processes views the same way.
The system can calculate a transformation that takes real physical coordinates to virtual coordinates given four special real-world coordinates.
The virtual camera modelling application is built using OpenSceneGraph [18] and uses calibration data calculated by the VV system.
A. Results
The system allows the user to visualize the mutual viewable volume (MVV) of all the cameras. The MVV defines a volume which is the total space available in which to place objects to reconstruct. The purpose of this volume is to allow the user to quickly decide if an object or space is too large to be reconstructed using the current camera configuration, or if the volume is overly large and so the cameras can be moved closer for a higher fidelity reconstruction.
The faces of a polyhedron representing the mutual viewable volume are calculated by intersecting the viewing frustums of all the cameras. Since each camera produces a rectangular image we can consider the frustum of each camera to be a rectangular pyramid. If we limit the height of this pyramid, then the boundary of each frustum is composed of four triangular polygonal segments of planes (faces), each with a normal pointing outwards from the cameras viewable volume. By intersecting each of the faces from a frustum with the faces of other frustums, and only keeping the portions of the faces being cut that are towards the inside of the cutting faces, we can produce a closed set of faces that are the boundary of the mutual viewable volume.
To prove that the computed MVV is correct, we generated a model of the MVV using the Virtual Viewpoint system itself. The VV system includes a tool that can export a full VRML 3D model from one frame of the captured video. By calibrating the system with the lights on, and then capturing frames of video in the dark, each camera is fooled into believing that it's entire frustum is foreground. When reconstruction is performed after this procedure, it generates an effective MVV. The results are shown in Fig. 1 (a) . The calculated MVV in the virtual environment shown in Fig. 1(b) is very close to the experimentally generated MVV in Fig 2(a) . The area of some faces in (b) are over or under estimated, and the virtual MVV has a few small extra faces. The presented figures demonstrate the virtual camera application. In Fig. 2 the user is viewing the scene from no virtual camera. The 12 cameras are each labelled with an index, with cameras labelled 0-2 on one wall, 3-5 on an adjacent wall, 6-8 on another, and 9-11 on the last. A model is loaded into the scene for determining fitness of each camera position. Figure 3 presents a similar view, except that the mutual viewable volume is shown as a multicoloured polyhedron, and depicts the volume within which objects must be contained to avoid clipping objects and creating an incorrect reconstruction. By placing a model of an appropriate size into the scene, it can be easily seen if the volume is large enough for reconstruction. The MVV polyhedron construction takes less than a second to calculate and render on a 600MHz Athlon system.
Figures 4, 5, and 6 demonstrates the utility of the mutual viewable volume visualization. We see in Fig.  4 that two cameras are positioned poorly such that 3D reconstruction will not reconstruct the bottoms of the figure's legs, causing the reconstructed object to be truncated. We see that the cameras causing the problem are the two with colours corresponding to the lower polyhedron faces of the MVV. By moving those cameras lower, as done in Fig. 5 and Fig. 6 this problem is solved. Since each camera was moved along a wall in the virtual system, it is easy to mimic this movement in the real world by moving the corresponding physical camera along the same wall.
III. DISCUSSION
This paper focusses on virtual camera modelling, and mutual viewable volume calculation and visualization. An automatic optimization method can be added that adjusts the camera positions so that an object is viewed better from individual cameras. That is, if the object is not centered in the camera, pan or tilt the camera so it is, or if the object is very small in the camera, move the camera forward, etc. This optimization can be kept basic, or made robust by optimizing the camera position based on the virtual 3D reconstruction of a model. The goal would be to minimize the error between the reconstructed model and the original model.
Although outputting the real-world position of camera lenses is possible using the change of basis from real to virtual coordinates described above, a method for adjusting the real camera pan and tilt is not implemented. This can be achieved by having the virtual system output a convenient point, such as on the floor or another wall, that should be in the center of the camera's field of view, and rotating the camera accordingly.
Simple positioning convenience features can be implemented to increase ease of positioning, such as automatically rotating all cameras to view the same user-defined point, and allowing the user to move the point so that the mutual viewable volume is positioned at the right location for reconstruction.
The MVV, while used mainly for truncation detection, might also be useful to measure how well the object shape information is being reconstructed. A face on the MVV that has a large area can mean that only the one camera causing the face is generating shape information for the region tangent to that face, and so other cameras should be moved to break the large area face into smaller areas. The cameras to be moved should be those that generate only small faces in the MVV. The ideal camera configuration that results in the best global shape reconstruction given a limited number of cameras could be that where the area of the faces of the MVV are most uniform. Additional constraints such as limited choice for camera position make this problem interesting.
IV. CONCLUSION
In this paper, we have presented an interactive virtual system that can be used to calibrate cameras in the real world. Real-world calibration information from the Zaxel VV system is imported accurately to create a multiple camera virtual environment. Virtual cameras can be moved and rotated, including constraining their movement to be parallel to a wall's surface, and their viewpoints observed from with the correct focal length and principle point. Object models can be used to estimate fitness of view, and the system calculates and visualizes the mutual viewable volume which marks the boundary of the usable volume for shape-from-silhouette methods.
We have shown that camera positioning and orientation affects the quality of silhouette based 3D reconstruction. Multiple conflicting constraints make this problem difficult to solve; there is no simple configuration that is ideal in all cases. A method of determining the best camera positions is necessary. Manual camera placement is not an answer as it is tedious and error prone. By using a virtual environment to position cameras intuitively with extra cues not visible in the real world, such as the mutual viewable volume, this burden is lifted. This system can be used to save time and effort, and to produce higher quality output in reconstructed objects.
