The set of binary trees with n internal vertices can be totally ordered using a number of different representations. There are C n binary trees in any such order where C n denotes the nth Catalan number. Given a total order on the set of binary trees with n internal vertices and an integer i, 1 4 i 4 C n , the unranking problem is to generate the binary tree whose ordinal number is i. Given a binary tree with T with ordinal number j < C n and an integer i, 14i 4 C n ÿ j, a slight generalization of the unranking problem, called the relative unranking problem, is to find the binary tree with ordinal number i relative to T. The relative unranking problem is motivated by its application to computing a Steiner minimal tree in parallel. In this paper, a computationally efficient algorithm for solving the relative unranking problem is presented. The algorithm is based on a certain directed graph, called the feasible suffix graph, whose combinatorial properties are of independent interest. One of the salient features of the algorithm is that the unranking time can be traded for space. Computational experience with the algorithm is reported.
INTRODUCTION

The relative unranking problem
Binary trees and their generalizations are among the most important structures in computer science. They are widely used to represent and maintain ordered data of various types. In some circumstances, it is desirable to have a procedure which generates binary trees having a certain characteristic, e.g. all binary trees having a fixed number of vertices. Such a list of binary trees might be useful in discovering a counter-example to a conjecture or in testing and analyzing an algorithm for its correctness or computational complexity. Being able to generate binary trees uniformly at random has applications to the design and analysis of algorithms. Consequently, the combinatorial problem of enumerating binary trees has attracted significant attention during the last decade. A number of algorithms have been developed to generate binary trees in some naturally defined order or at random [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . The number of binary trees with n internal vertices is C n 1 n1 2n n ÿ 1 [16] . The number C n is called the nth Catalan number.
Given a total order on the set of binary trees with n internal vertices, the ranking problem is to implement a function RANK 1 such that RANKT is the ordinal number of the binary tree T. Conversely, if i is an integer, 1 4 i 4 C n , the unranking problem is to implement a function UNRANK1 such that UNRANKi is the binary tree having ordinal number i. (Binary trees are encoded in a variety of different ways, typically as a sequence of integers. The encoding used in this paper is described in the next section.) The functions RANK and UNRANK should be efficiently computable. In this paper, a modest generalization of the unranking problem is considered. Specifically, given a total order on the set of binary trees with n internal vertices, the relative unranking problem is to implement a function REL UNRANK1 such that if T is a binary tree with ordinal number j should be the tree with ordinal number i in the truncated total order in which the successor of T is the first tree in the order.
An application for the relative unranking problem
The relative unranking problem arises in the context of computing in parallel a Steiner minimal tree of a set of n points in the plane. A Steiner minimal tree for n points in the plane is a tree whose vertex set contains these points and has minimal length. That is, the sum of the lengths of all the line segments that join its vertices is as small as possible. Hwang and Richards [11] have given an extensive survey of this computationally challenging problem. One way to cope with the complexity of this problem is to devise a parallel algorithm based on a result of Hwang and Weng [12] stating that the set of cyclic representations with n elements of the oriented topology of a Steiner tree is in one-to-one correspondence with the set of binary trees with n internal vertices. Using this result, the Steiner minimal tree problem can be solved on a coarse-grained parallel machine with a fixed number of, say k, processors. Processor i generates the binary trees with ordinal numbers i, i k, i 2k, etc. Each binary tree (or equivalently, cyclic representation) that is generated is further processed to obtain the tree length for that particular configuration. The Steiner minimal tree length is the global minimum of the lengths of all such representations. The function REL UNRANK would prove useful for this exhaustive search method.
Previous work
Note that function REL UNRANK can be realized by composing the functions RANK and UNRANK in a suitable manner. Specifically, if T is a binary tree with ordinal number j < C n and i is an integer, 1
Consequently, all that is needed to implement the function REL UNRANK are implementations for the functions RANK and UNRANK. However, this approach of using currently available algorithms for ranking and unranking to realize the function REL UNRANK does not appear practical. The tables utilized by these algorithms grow in size as n is increased. Moreover, most of the known methods must manipulate large integers [4, 5, 7, 9, 10, 13, 14] . (Some algorithms do not manipulate large integers but using them can result in certain numerical imprecisions as discussed by Stojmenović [15] .) In this paper, an efficient algorithm for the relative unranking problem is presented. Actually, a technique is described for obtaining a family of algorithms parametrized by an integer k called the suffix size. The algorithm avoids manipulating large integers unless they are part of the input. Furthermore, the proposed algorithm does not involve referencing tables whose sizes grow with n. Specifically, a suffix size k is fixed and certain data structures are precomputed. The corresponding algorithm can be used to unrank binary trees with n vertices, n 5 k. A labeled directed graph, called the feasible suffix graph, is defined and is the basis of the method. Its size, related to k, can be traded for time. The size of the graph is obtained, and a method for constructing it for increasing suffix sizes is described. The time complexity of the algorithm is difficult to derive analytically. Consequently, computational experience with the algorithm is reported. The combinatorial properties of the feasible suffix graph are of independent interest.
The remainder of this paper is outlined as follows. In Section 2, the representation of binary trees that will be used throughout the sequel is described. Section 3 contains the definition of the feasible suffix graph as well as a discussion of some of its salient properties. The algorithm is presented in Section 4 along with some analysis and computational results.
PRELIMINARIES
A binary tree encoding
A familiarity with tree terminology is assumed. For a reference, see the volume by Knuth [16] . An ordered binary tree T is a binary tree having a distinguished vertex, called the root, that is either an isolated vertex or is joined to two ordered binary trees called the left and right subtrees of T. For the remainder of this paper, the term binary tree will refer to an ordered binary tree. Let 
101101000.
Note that preorderT is the binary sequence that is generated as the vertices of T are visited in a preorder traversal of T where a zero corresponds to visiting a leaf and a one corresponds to visiting an internal vertex. If preorderT has length n, then n is odd, and preorderT has exactly b n 2 c ones. Clearly, preorderT represents T in that T can be reconstructed from this sequence uniquely. This representation was used by Proskurowski [8] and Zaks [10] . A number of other tree encodings have been discussed in the literature [3-5, 9, 17] . [4, 10] , and so the proof is omitted. In this version, feasible tree sequences are characterized in terms of sequence suffixes instead of prefixes. In particular, condition (ii) is a form of the dominating property of Zaks [10, 18] . 
Feasible tree sequences
THE FEASIBLE SUFFIX GRAPH
Feasible suffixes
The purpose of this section is to construct a certain labeled directed graph that will be used in the next section as the basis for an algorithm for the relative unranking problem for binary trees.
A binary sequence s is called a feasible suffix if there exists a binary sequence t (possibly empty) such that the string ts is a feasible tree sequence. Let s k denote the set of all feasible suffixes of length k. The vertex set of the graph to be constructed will be the set . It has been shown [20] 
Note that the sets 
Construction of the feasible suffix graph
Throughout the remainder of the paper it will be assumed that k 
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denote the sets of determined and undetermined sequences of s k , respectively.
As mentioned earlier, the vertices of the graph G k are the sequences in . Note that the suffix of length five of succs is 00000. In the graph G 5 , this means that there is an edge directed from 10000 to the vertex 00000. Moreover, the label on this edge is j Z .) The graph G k will also be denoted as If k is even, the analysis is similar. Specifically,
By combining the preceding calculations with Proposition 5, the following result has been proved. n, can be obtained in unit time using the graph G k if i is known.
Bounds on certain path lengths of G k
The purpose of this subsection is to establish a bound on the length of a directed path in G k whose initial and internal vertices are determined. This bound is needed in Section 4 to estimate the space complexity of the implementation of the relative unranking algorithm. is the ith sequence in the truncated order on f 2n1 in which succs is the first sequence in the order. The purpose of this subsection is to illustrate how the feasible suffix graph defined in the previous section can be used as the basis for an algorithm that realizes the function REL UNRANK.
To explain the strategy for relative unranking, a concrete example is useful. Consider using the graph G 5 in Figure 2 to unrank sequences in f 11 relative to the sequence s 10101110000. Let REL UNRANKs; i s i . Suppose that s 9 must be produced or equivalently, REL UNRANKs; 9 must be evaluated. The sequences s 1 through s 9 are given in Table 1 .
By proposition 7, the suffix of length five of s 1 can be obtained in unit time using G 5 . Consequently, some savings in time can be achieved in unranking the sequence s 1 . (The prefix must be updated somehow.) Continuing in this way, G 5 can be used to unrank the sequences s 2 , then s 3 , then s 4 and finally s 5 . Note that if there was an edge in G 5 from the vertex 10000 to itself (i.e. a loop) with label j 3, this edge could be used directly to avoid unranking the intermediate sequences s 1 through s 4 . (Note that the rightmost block of ones in s has length three. Consequently, the label j 3 is appropriate.) It would be possible to obtain the suffix of s 5 in one step. Since the sequence 10000 is undetermined, note that it is not possible to obtain the suffix of s i , 6 4 i 4 9, in one step without knowing the prefix of s 5 . Therefore, s 5 must be unranked before proceeding. For the time being, assume that it is possible to compute the prefix of s 5 . Observe from Table 1 that the rightmost block of ones of s 5 has length two. If there was another loop from 10000 to itself, this one with label j 2, the sequence s 8 could be unranked without first unranking s 6 or s 7 . Finally, using the edge from 10000 to 00000 in G 5 (that is, no extra edge is necessary), s 9 can be unranked. To summarize, to unrank s 9 , only the prefixes of s 5 , s 8 and s 9 need to be computed. The suffixes can be obtained from a suitably augmented version of G 5 .
The loops that were added to G 5 in the preceding example can be viewed as representing the directed cycles 10000, 10100, 11000, 00100, 01000, 10000 and 10000, 00100, 01000, 10000 respectively. In both cycles, all of the internal vertices are determined. In general, if P is a directed path or cycle of G k having length at least two and all of whose internal vertices are determined, then an edge representing this path or cycle should be added to G k . This edge should be directed from the initial vertex of P to its terminal vertex. The resulting multigraph can be viewed as a truncated version of the transitive closure of G k .
Formally, let p be the set of all directed paths and cycles in G k having length at least two and all of whose internal vertices are determined. Let
and u and v are the initial and terminal vertices of P, respectivelyg. The ordered pairs in F are the names of edges that will be added to G k to construct the augmented version of G k mentioned above. (Since a multigraph is to be constructed, the added edges can no longer be specified as pairs of vertices.) Specifically,
, is the name of an edge directed from u to v.
Given the graph G k , define a multigraph TTCG k
provide edge labels and are defined as follows. If
u; w where u; w is the first edge on P from u to v. Finally, let P is technically a multigraph, it will be referred to simply as a graph throughout the remainder of the paper.
As an example of how to construct TTCG k in a special case, consider the construction of 
10100, c
11000, d
00100, e 01000 and f 10000. In Table 2 , each path is assigned a numeric identifier for convenience. Also, recall that for e The graph TTCG k leads to the fastest algorithm discussed in this paper for relative unranking. However, time can be traded for the space needed to represent TTCG k . In particular, not all the edges in F need to be added to G k to obtain a graph suitable for relative unranking. (In fact, the graph G k can be used directly.) An alternative is discussed in Subsection 4.4.
The relative unranking algorithm
As mentioned in Section 1, the relative unranking algorithm is actually an indexed family Generally, the larger the k, the faster sequences in f n can be unranked. The trade-off is that more space is required to store the data structures that are needed as k becomes larger. Algorithm a k is presented in Figure 3 . If e is an edge of a directed graph, then e is directed from vertex taile to vertex heade.
The value of jump determined in Steps (3.2) and (3.3) is the size of the step the algorithm will take in the current iteration of the while loop. Specifically, the algorithm will compute REL UNRANKcurrent sequence; jump.
Steps (3.4) and (3.5) require more explanation. Suppose first that jump 1. In this case, the edge e chosen in Step (3.2) is an edge of G k . It follows from Proposition 7 that heade is the suffix of succcurrent sequence, and so current suffix is correctly updated in Step (3.4) . The value of current sequence can be updated properly in Step (3.5) by applying Proposition 2 to the prefix of the current value of current sequence. Now suppose jump Table 1 , the prefix of s 1 succs is 101100, and the prefix of s 5 is 101101. The two are the same except in the rightmost bit. Note that the suffix of s 2 is 11000. The next result follows from the preceding discussion. .) The input sequence s in Algorithm 4 C n for each value of n in the range from 12 to 19. The improvement in performance was found to be approximately the same as in Table 4 .
As mentioned in Subsection 4.1, not all the edges in F have to be added to G k to obtain a graph that can be used for relative unranking. In this way, time can be traded for the space required to store the representation of whatever graph is constructed. There are a number of possibilities. For example, consider adding to G k only those 
