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Programmable Gate Array (FPGA) と呼ばれる構成変更が可能な集積回路を導入して，FPGA 
上の専用ハードウェアがデータの転送経路上で演算を実行する仕組みが開発されている． 
我々の研究グループでは，ビックデータ解析のためにストレージやネットワークからホストの
主記憶などへデータを転送する経路上で演算を行う In-datapath Computingを開発している． 
In-datapath Computingを用いて，フラッシュストレージからのデータ転送経路上で，クエリ
に応じた集約演算を実行する専用ハードウェアを試作した． 
本研究報告では，OLAP (On-Line Analytical Processing：オンライン分析処理)の有名なベン
チマークの 1つ TPC-H に対して，Impalaを用いた In-datapath Computingを用いない分散
処理ソフトウェア実行と実行クエリを変更可能な専用ハードウェアを実装した FPGA を比較
し，性能を評価した． 















第 1章 序論 1
第 2章 関連研究 2
2.1 ビッグデータ解析と専用ハードウェアによる高速化 . . . . . . . . . . . . . . . . . . 2
2.1.1 ビックデータとビッグデータ解析 . . . . . . . . . . . . . . . . . . . . . . . . 2
2.1.2 専用ハードウェアによる高速化 . . . . . . . . . . . . . . . . . . . . . . . . . 2
第 3章 設計方針 4
3.1 In-datapath Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
3.2 対象クエリ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.3 クエリの実行方式 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.4 専用ハードウェアの設計方針 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
第 4章 ストリームデータに対するクエリ処理 8
4.1 カラム抽出ステージ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4.2 タプル抽出ステージ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4.3 集約演算処理 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
第 5章 ハードウェア実装 11
5.1 FPGAボード APX-7142改 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
5.2 FPGA上に構成するハードウェア . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
5.3 PRA(Projection, Restriction, Aggregation) . . . . . . . . . . . . . . . . . . . . . . . . . 14
5.4 Projectionモジュールの実装 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.5 Restrictionモジュールの実装 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
5.6 Aggregationモジュールの実装 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
第 6章 評価 20
6.1 実験環境 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
6.1.1 計算機環境 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
6.1.2 評価クエリ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
6.2 予備評価 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
6.2.1 Restrictionモジュールの多重化 . . . . . . . . . . . . . . . . . . . . . . . . . 25
6.2.2 ハードウェアリソースの使用率 . . . . . . . . . . . . . . . . . . . . . . . . . 27
6.3 ソフトウェア実行との比較 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28






2.1.1 Annual Size of the Global Datasphere . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.1.2 専用ハードウェアを用いたビッグデータ処理 . . . . . . . . . . . . . . . . . . . . . . 3
3.1.1 計算ノードの構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3.3.1 クエリの作成および設定フロー . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.4.1 集約演算クエリ処理パイプライン . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
4.0.1 入力データ構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
4.3.1 lineitemテーブル (左図)およびクエリ 1改の SQL文 (右図) . . . . . . . . . . . . . . 10
5.1.1 FPGAボード APX-7142改 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
5.2.1 FPGA内のハードウェア構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
5.3.1 PRAモジュールのハードウェア構成図 . . . . . . . . . . . . . . . . . . . . . . . . . 14
5.4.1 Projectionモジュールのハードウェア構成図 . . . . . . . . . . . . . . . . . . . . . . 15
5.4.2 Projectionモジュールへの命令列構成 . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.5.1 Restrictionモジュールのハードウェア構成図 . . . . . . . . . . . . . . . . . . . . . . 16
5.5.2 Restrictionモジュールへの命令例 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
5.6.1 Aggregationモジュールのハードウェア構成図 . . . . . . . . . . . . . . . . . . . . . 19
6.1.1 実験に使用したホスト PC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
6.1.2 クエリ 3改の SQL文 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
6.1.3 クエリ 3の SQL文 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
6.1.4 クエリ 1のタプル構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
6.1.5 クエリ 3改のタプル構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
6.2.1 Restrictionモジュール 2つ構成のデータの流れ . . . . . . . . . . . . . . . . . . . . . 25
6.2.2 Restrictionモジュール数と実行時間 (1ノード) . . . . . . . . . . . . . . . . . . . . . 26
6.3.1 Impalaと FPGA実行の比較 (クエリ 1改・4ノード) . . . . . . . . . . . . . . . . . . 28
6.3.2 Impalaと FPGA実行の比較 (クエリ 3改・1ノード) . . . . . . . . . . . . . . . . . . 29
iii
表目次
5.1 FPGAボードの仕様 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
6.1 FPGA実験環境 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
6.2 ソフトウェア (Impala)実験環境 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20


















アを実装した [3]．これらの高速化の仕組みにより，OLAP (On-Line Analytical Processing：オンラ

































タ (NIC-QF)を備えた FPGAベースのネットワークインターフェイスカードを提案した [8]．デー
タをストレージノードに格納し，コンピューティングノードへ送信するというアプローチが我々






















































の右図に示す TPC-Hクエリ 1を改良したクエリ 1改の SQL文を例として以下に詳しく説明する．
除算器のリソース量と計算にかかる時間を考慮し，集約演算におけるAVG (平均値)を本研究では
対象外としているため，クエリ 1改は，ソフトウェア側で行う必要があるAVGの演算を省いたク
























テージへと適宜出力する．図 4.3.1の右図の橙枠で囲まれた GROUP BY句に書かれた l returnflag






は SUM (合計値)およびMAX (最大値)，MIN (最小値)，AVG (平均値)，COUNT (出現数)を求め
る演算である．この例では，図 4.3.1の右図の青枠で囲まれた SELECT句に書かれた SUMおよび
COUNTの集約演算を行う．ただし，AVGの演算は除算器のリソース量と計算にかかる時間を考
慮し，本研究では FPGAでの演算を行わず，ソフトウェア側で SUM / COUNTの除算によって計
算する．
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アバールデータ社の APX-7142[11]を改造した APX-7142改と呼ぶ FPGAボードを使用する．
FPGAボードの外観を図 5.1.1に，FPGAボードの仕様を表 5.1に示す．APX-7142改は，APX-7142
に SASポートを追加し，4台の SSDを接続できるようにしたものである．ストライピングによっ








FPGA Device Stratix V GX
5SGXMA3K1F40C2N
DRAM DDR3 800 MHz, 2 GB
Flash Storage SAS connecter extends 4 SATA ports
TOSHIBA THNSNH060GCST
60GB × 4
Network Proprietary GiGA CHANNEL
Optical token ring network
14 Gbps × 2ch
PCIe I/F Gen2 × 8 Lane








Memory Access）命令によって行われる．SSD に格納されたデータは，Host I/F から発行される
DMA命令によって SATA I/Fを通じて読み出され，バスを介して DRAM I/Fや NW I/Fへと送出
される．受信側ホストも DMA 命令を発行することによって，NW I/F から入力されるデータを
SATA I/Fを通じてフラッシュストレージに格納することができる．このデータ転送は，送受信ホ
スト上の主記憶を介さずに行うことができ，高速かつ低負荷なデータ通信が可能となっている．ま




5.3 PRA(Projection, Restriction, Aggregation)
4節で述べたクエリ処理パイプラインを実現するハードウェア構成を図 5.3.1に示す．パイプラ














かを判断し，ビット 126はチャンクが必要か否かを判断する．命令列を 8ビットごとに 16分割し，













に，命令の実行順が書かれた命令アドレスは PC ctrlと呼ばれる BRAMに書き込まれ，基本的に
は実行順通りに命令を発行する．ただし，分岐命令が読み出された際は分岐結果に従い，PC ctrl

































表 6.1に示す計算機環境を使用して 5.3節で述べたハードウェアを実装した FPGAを最大 4ノー




No. of Node 1 or 4
CPU Intel(R) Core(TM) i5-10400 2.90GHz
(6C12T)
Memory DDR4 2666 MHz 32GB
Network Intel Ethernet Controller X540-AT2 10Gbps
On board Ethernet 1Gbps
SSD Transcend TS64GSSD370S 64GB
Western Digital SSD WD Blue 1TB
表 6.2: ソフトウェア (Impala)実験環境
No. of Node 1 or 4
CPU Intel Core i5-8400 2.80GHz
(6C6T)
Memory DDR4 2133 MHz 32GB
Network ASUS 10G Network adapter XG-C100C 10Gbps
On board Ethernet 1Gbps
SSD Samsung SSD 860 QVO 500GB
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図 6.1.1: 実験に使用したホスト PC
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6.1.2 評価クエリ
本実験の評価クエリとして，図 4.3.1および図 6.1.2に示すような OLAPのベンチマークの 1つ
である TPC-Hのクエリ 1およびクエリ 3の SQL文を改良したものを用いた．クエリ 1改では，前
述したようにソフトウェア側で行う AVGの演算を省いた．また，図 6.1.3に示すクエリ 3の SQL
文では，customerおよび lineitem, ordersと呼ばれる 3つのテーブルの結合演算が必要となってい
る．しかし，本研究の実装ハードウェアにテーブルの結合演算機能が備わっていないため，事前に
3つのテーブルで結合演算を行ったテーブル (lineitem q3)を作成し，クエリ 3改として実行した．





図 6.1.2: クエリ 3改の SQL文
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図 6.1.3: クエリ 3の SQL文
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図 6.1.4: クエリ 1のタプル構成





データ幅 16Bの Restrictionモジュールは，最大 2GB/s(=16[Bytes]/125[MHz])のスループットを持







図 6.2.1: Restrictionモジュール 2つ構成のデータの流れ
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を 2本で構成した場合の使用率である．Intel社の FPGA設計・開発ソフトウェアである Quartus
を使用して調べた“ Logic utilization”,および“ Total block memory bits”について示す．“ Logic
utilization”は Intel 社の FPGA 内で使用される論理要素である“ Adaptive Logic Module(ALM)”
の使用率であり，ALMは LUTや加算器，レジスタ等で構成され，これらを組み合わせることで
処理回路を生成している．“ Total block memory bits”は，FPGA上に用意された Block RAMの使
用率を表している．

















また，図 6.3.2にクエリ 3改を対象とした 1ノードでの Impalaによるによるソフトウェア実行およ
びクエリ 3改を対象とした Restrictionモジュールを 1つ実装した FPGA実行による実験結果を示
す．ソフトウェアでの実行速度と比較して，クエリ 1改における実行速度は約 7.1倍～約 11.0倍，




図 6.3.1: Impalaと FPGA実行の比較 (クエリ 1改・4ノード)
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