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Ever since W. Diffie and M. Hellman presented their approach to a secure cryptographic
key exchange in 1976, the so-called discrete logarithm has been an important topic for
mathematicians and computer scientists alike. Diffie and Hellman based their method
on the following assumption. Given a large finite field Fq and two elements a, b ∈ F∗q
with b ∈ ⟨a⟩ finding e ∈ Z/ord(a)Z with ae = b is an “algorithmically hard” problem.
It was then noticed that a similar question remains interesting for several other finite
groups G instead of F∗q . For any such G and a, b ∈ G as above, the number e is called
the discrete logarithm or index of b with respect to a and the task of calculating e is
called the discrete logarithm problem.
Over the years, there have been several approaches to this problem for different
classes of groups. First, there are so-called generic methods which do not exploid the
specific structure of G. Specifically, with a baby-step giant-step approach one can
obtain a running time of O(√#G) group operations. There also are algorithms that
make use of the specific group structure, the most promising being of index calculus
type. Basically, these methods consist of two steps. First “sufficiently many” relations
between a fixed set of group elements and a, b are generated. From this, one computes
the discrete logarithm of b with respect to a by applying algorithms from sparse linear
algebra. To decrease the running time, recent index calculus methods additionally
combine a relation generation approach specific to G with the construction of a labelled
graph. All algorithms treated here follow this idea.
The complexity of many index calculus algorithms mainly relies on the “size” of the
generated relations and the specific group chosen. Important examples are G = F∗q
and the rational points of an elliptic curve over Fq. In the first case, state of the
art algorithms build up on number field or function field sieves and give rise to a
subexponential running time in the bit size of q. Heuristically, recent advances by
A. Joux and others improve upon this to achieve a quasi-polynomial complexity for
small characteristics (see for instance [Jou13], [BGJT14]). In the second case, index
calculus on a general elliptic curve is of exponential running time in the bit size of the
group length. Nevertheless, as shown by C. Diem there are sequences of finite fields
of increasing size such that the discrete logarithm problem in the groups of rational
points of elliptic curves over these fields can be solved in subexponential expected time
(see [Die11b]).
We consider similar problems for curves C of fixed genus g ≥ 2. So the set of rational
points does not form a group anymore. Instead, we focus on index calculus in the
degree-0 Picard groups Pic0(C) of non-elliptic curves C of genus g over finite fields Fq.
In this case, the size of the generated relations is closely linked to the degree of the
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representing effective divisors. A first approach is given in [GTTD07] and extended by
[Die11a]. Here, elements in Pic0(C) are identified with effective divisors of degree ≤ g.
This ultimately leads to an expected running time of O˜(q2− 2g ). We note that here and
in the following the phrase “expected time” refers to an internal randomization. We
do not randomize over the input data.
In this work, we examine two of C. Diem’s improvements upon the relation generation
process in [Die11a]. As can be seen from [Die12], the basic idea is to represent a curve
by a so-called plane model, which is then intersected with specific lines to compute
effective divisors on C. The difference of two such divisors is a representation of 0 in
Pic0(C) thus leading to a relation in this group.
More specifically, fix a genus g ≥ 3 and consider non-hyperelliptic, smooth curves C
of genus g over finite fields Fq. Suppose a plane model of C is given, that is a plane
(possibly singular) curve Cpm together with a birational morphism C → Cpm. In the
first improvement, we compute effective divisors coming from lines through pairs of
nonsingular rational points on Cpm. This means generating effective divisors of degree
d ∶= deg(Cpm). Since only divisors through pairs of rational points are considered we
get the following result (see [Die12]). The discrete logarithm problem in Pic0(C) can
be solved in an expected time of O˜(q2− 2d−2 ) if for g ≥ 4 there is a line section on Cpm
that splits completely into distinct Fq-rational nonsingular points.
In this work, we show that “most” plane models of degree (g + 1) for any considered
curve fulfill the assumption in [Die12]. This leads to the following result (Theorem 5.20).
Algorithmic Result 1. We consider non-hyperelliptic, smooth curves of fixed genus
g ≥ 3 over finite fields Fq. Then the discrete logarithm problem in the degree-0 Picard
group of these curves can be solved in an expected time of
O˜ (q2− 2g−1 ) .
On the way, we show there are “many” plane models of degree (g+1) on the considered
curves available. The precise statement can be found below (Theorem 4.20).
Algorithmic Result 2. Fix a genus g ≥ 4. Then there exists a function  ∶ N→ R that
converges to 0 such that for every non-hyperelliptic, smooth curve C of genus g over
finite fields Fq the following holds. Let PC be the probability that a divisor D chosen
uniformly at random from Cg−3(Fq) does not lead to a birational embedding via ∣K −D∣,
where K denotes a canonical divisor on C. Then PC ≤ (q).
The second improvement to relation generation is designed to work for non-hyperel-
liptic, smooth curves C of genus g ≥ 5 over finite fields Fq. As specified in Algorithm 4
in Chapter 6 we now change the plane model Cpm and consider lines that lead through
an Fq-rational singularity of Cpm. In comparison to the first improvement this way the
degree of the considered divisors drops by one. So heuristically this method has the
potential of leading to an improvement upon above running time to O˜(q2− 2g−2 ). An
important step towards a proof is to show that the expected number of relations which
can be generated efficiently by the corresponding algorithm is ≥ q. This way, the graph
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these edges to behave “sufficiently” random. Below, we show that for “most” curves
the first part holds if the characteristic of the ground field is at least the genus of C
(Proposition 6.15 and Proposition 6.16).
Algorithmic Result 3. Fix a genus g ≥ 5. Then there exists a function  ∶ N→ R that
converges to 0 such that the following holds.
(1) Denote by Pq the probability that on a curve C, chosen uniformly at random from
all non-hyperelliptic, smooth curves of genus g over Fq, the expected running time
for Algorithm 4 in Chapter 6 is not in
O˜ (q2− 2g−2 ) .
Then Pq ≤ (q), where for g > 7 we only consider ground fields of characteristic≥ g.
(2) Denote by Pq the probability that on a curve C, chosen uniformly at random from
all non-hyperelliptic, smooth curves of genus g over Fq, the expected number of
different relations generated in Algorithm 4 in Chapter 6 is ≤ q. Then Pq ≤ (q),
where for g > 7 we only consider ground fields of characteristic ≥ g.
We do not know the specific distribution of the egdes corresponding to the generated
relations. Nevertheless, in Section 6.3 we point out certain similarities to the theory
of random graphs. Furthermore, we note that the requirement on the characteristic
is only necessary to show there is at least one curve with a specific simple covering.
For 5 ≤ g ≤ 7 we are able to show Algorithmic Result 3 holds for all characteristics by
computing appropriate curves directly.
We also present an experimental comparison of both improvements for small genera.
As expected, applying an algorithm based on the second instead of the first improve-
ment roughly means dropping the genus by one. More concretely, the running times
for the second algorithm for genus g = 5,6 differ from those for the first one applied to
a curve of genus (g − 1) by a factor between 1.5 and 2.0. This difference comes from
the way relations are generated. The first algorithm uses one plane model whereas the
second algorithm varies the plane model and maps the corresponding objects back and
forth between these models.
Now, denote by C a non-hyperelliptic, nonsingular curve of genus g over any alge-
braically closed field. While working towards questions related to complexity analysis
we prove several geometric results, some of which we consider to be interesting indepen-
dently of their algorithmic applications. A first step towards Algorithmic Result 2 is to
show there is at least one divisor D ∈ Cg−3 available on C which leads to a plane model
via ∣K −D∣, where K is a canonical divisor on C. This procedure can be seen as the
successive stereographic projection from the points of D, starting with the canonical
model of C. We then prove the following more general result (Theorem 4.15) which
partially extends statements by P. Griffiths & J. Harris mentioned in the introduction
of [GH80] and by R. Hartshorne in [Har77, IV], Section 3.
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Geometric Result 1. Fix n ≥ 4 and let C ⊂ Pnk be a non-degenerate curve over an
algebraically closed field. Suppose each closed point in Pnk is not met by all tangents to
nonsingular points on C or C is nonsingular. Then there are nonsingular closed points
p1, . . . , pn−2 ∈ C such that the successive projection from these points yields a plane curve
that is birational to C.
Furthermore, in view of Algorithmic Result 1 we need to know when the tangents
to a plane model Cpm of C behave “nicely”. More specifically, we ask when the plane
model Cpm is so-called ordinary. This means only finitely many tangents to nonsingular
points on Cpm are a bitangent or a flex tangent. We then prove the following statement
(Corollary 5.17).
Geometric Result 2. Fix some genus g ≥ 3. Then there is a constant C such that
the following holds. Consider non-hyperelliptic, nonsingular curves C of genus g over
algebraically closed fields k.
(1) A general plane model of degree (g + 1) of C is ordinary.
(2) Let Cpm be an ordinary plane model. Then the number of bitangents and flex
tangents to nonsingular points on Cpm is ≤ C.
Geometric Result 2 immediately implies there are many closed points on Cpm that
are not met by a bitangent or a flex tangent. In the proof of Algorithmic Result 3 we
ask if the same holds for a singularity psing of Cpm. We expect the projection from psing
in combination with the birational morphism C → Cpm to give a morphism c ∶ C → P1.
We note that psing is not met by a bitangent or flex tangent if and only if c is a so-called
simple covering. This leads to the following result (Corollary 6.13).
Geometric Result 3. Fix a genus g ≥ 5 and let k be an algebraically closed field. Then
a general linear system of degree (g − 1) and dimension at least 1 on a general nonsin-
gular curve C/k of genus g comes from a simple covering constructed from a singularity
as described above, where for g > 7 we only consider ground fields of characteristic ≥ g.
The algorithmic problems raised above are closely connected to the geometry of the
considered curves, divisors and linear systems. Often, we generate such objects via
plane models. In several statements we then have to translate geometric properties of
plane models to the curve itself. Furthermore, we need to examine how special certain
divisors and linear systems can be and how many of these objects exist on curves of some
given genus. Brill-Noether theory as presented in [ACGH85] and [ACG11] is designed
to answer questions if this type for algebraically closed base fields. Nevertheless, on
the way to Algorithmic Result 1 to 3 we need to consider families of curves over finite
fields. We therefore face two main obstacles. First, we have to construct the right
moduli spaces for the considered objects. Second, we need to find a replacement for
the notion of generality for curves over finite fields.
This introduction is followed by six chapters. In Chapter 1 we focus on the basic
schemes of Brill-Noether theory parameterizing divisors or linear systems of certain
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dimension in the geometric fibers of a family of curves. Along the way, we define
further important objects such as the Hilbert and the Picard scheme on appropriate
families of schemes. Afterwards, we state the main results of Brill-Noether theory for
a single curve over an algebraically closed field and name the appropriate sources.
Chapter 2 first gives a brief introduction into the discrete logarithm problem and
index calculus in general. Afterwards, we turn to the application of these ideas to
the degree-0 Picard group of a non-hyperelliptic, smooth curve C over a finite field Fq.
Based on [Die11a], [Die12] and new developments we give some general ideas that are
then specialized to a description of the first and second improvement referred to above.
Since in Chapter 4 to 6 we mainly work towards statements on varieties over finite
fields, we need to extend the notion of generality to such varieties. In Chapter 3 we
introduce two key ingredients for such an approach. First, we recall there is a fine
moduli space parameterizing curves of fixed genus with a multi-canonical embedding
and analyze certain properties of this space. This enables us to parameterize various
schemes linked to curves of fixed genus. Afterwards, we give effective upper and/or
lower bounds on the number of rational elements in (irreducible) algebraic sets over
finite fields. We then transfer these bounds to a relative situation which can be applied
to appropriate moduli spaces.
As already mentioned, both improvements from above lead to certain questions.
Before constructing plane models with specific properties, we need to answer whether
there are any plane models of appropriate degree available. In Chapter 4 this is done
in two steps. We fix a genus g ≥ 4, let C be a non-hyperelliptic, nonsingular curve of
genus g over an algebraically closed field k and denote by K a canonical divisor on C.
In a first step, we prove Geometric Result 1 by analyzing properties of what we call
r-strange curves. This result is then used to show there is an effective divisor D on C
of degree (g − 3) such that ∣K −D∣ defines a plane model of degree (g + 1). In a second
step, we prove that the space of such divisors is open in any family of curves. Applying
methods from Chapter 3, this leads to Algorithmic Result 1.
Now, let Cpm be a plane model of degree (g + 1) of a non-hyperelliptic, smooth curveC of genus g ≥ 4 over a finite field Fq. In order to show that the method leading to
Algorithmic Result 2 indeed has the indicated running time we need to prove there is a
line section on Cpm that splits completely into distinct Fq-rational nonsingular points.
This is done in Chapter 5 by applying methods from Chapter 3. Following [Die12] we
notice that we need Cpm to be ordinary. From this we deduce a condition on hyperplane
sections of the canonical model of C. This ultimately leads to Algorithmic Result 2 as
well as Geometric Result 2. Along the way, we also show the number of completely
split divisors in the canonical linear system of C is as expected. This is due to the fact
that line sections on Cpm correspond to certain hyperplane sections on the canonical
model.
Finally, we turn to the second improvement. We notice it will never succeed for
hyperelliptic curves and curves of genus g ≤ 4. Additionally, for any non-hyperelliptic,
smooth curve C of genus g ≥ 5 over a finite field Fq there are two main obstacles to a
proof of Algorithmic Result 3. First, we need to show there are “many” morphisms
12 Introduction
c ∶ C → P1Fq of degree (g − 1). This is closely related to the question of when the spaceW1g−1 of complete linear systems od degree (g − 1) and dimension ≥ 1 is irreducible.
Brill-Noether theory implies this is the case for general C over an algebraically closed
field. We will make a similar statement for curves over finite fields proving that with
probability converging to one W1g−1 is geometrically irreducible. This in turn ensures
the existence of “many” desired complete linear systems. Now, let ∣D∣ be such a system
leading to a morphism of type c. In a second step, we need to show there are “enough”
divisors in ∣D∣ which split completely over Fq. This in turn is closely linked to so-
called simple coverings. We show there is a curve with a simple covering over Fq if the
characteristic of Fq is at least the genus. We complement this by giving experimentally
computed examples for the remaining cases if the genus is ≤ 7. Additionally, we prove
the space of such simple coverings is open of bounded degree. Combining the above
with the ideas from Chapter 3 this leads to Algorithmic Result 3 as well as Geometric
Result 3. To finish, we put our results alongside some statements from the theory
of random graphs and present experimental results from an implementation of both
improvements.
Notation
We assume the reader to be familiar with the key definitions and results from alge-
braic geometry as in Chapter 1,2 and 4 of [Har77]. Additionally, we require a basic
understanding of sheaf cohomology. Whenever more sophisticated results are needed
we name the corresponding statements and refer to appropriate sources for a proof.
Most of the terminology in this work agrees with the generally accepted notation
in [Har77] complemented by [ACGH85] and [ACG11] when it comes to Brill-Noether
theory. In particular, all rings are commutative with identity, ring homomorphism
preserve the identity and the ring itself is never a prime ideal.
We denote the finite field with q elements by Fq, an algebraically closed field by
k and an arbitrary field by F. For a ring R we let AnR ∶= Spec(R[x1, . . . , xn]) and
PnR ∶= Proj(R[X0, . . . ,Xn]) be the n-dimensional affine and projective space over R.
Furthermore, for any scheme S we call PnS ∶= PnZ×Spec(Z)S the n-dimensional projective
space over S. We sometimes omit the base scheme S when referring to an affine or
projective space if it is clear from the context.
A scheme over a base scheme S is a scheme T together with a morphism T → S. In
this situation, we also say that T is an S-scheme. A morphism of S-schemes T and Y







In this situation we call h a T -point of Y and denote the set of all T -points on Y by
Y (T ). In the case T = Spec(F) for some field F we denote Y (Spec(F)) by Y (F).
A variety over some field F is a geometrically integral and separated scheme of finite
type over F. A curve over F is a one-dimensional variety that is proper over F. In
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particular, a curve does not have to be smooth. If V is a variety over an algebraically
closed field k then a point p ∈ V always refers to a closed point p ∈ V (k). In general, if
T is any scheme we denote by t ∈ T a topological point that is not any generic point.
If T is an S-scheme we denote the (scheme theoretic) fiber on T over s ∈ S by Ts. If Y
is a scheme over a field F and F a sheaf on Y we denote dimFHi(Y,F) by hi(Y,F) in
case it is finite.
In the analysis of asymptotic behaviour we use the common O and Θ notation. With
O˜ we additionally surpress logarithmic factors. Whenever we consider a set of curves
of fixed genus g all constants involved in the corresponding expressions of type O,Θ
or O˜ only depend on g and no other input data. As already mentioned, by the phrase
“expected time” we always refer to an internal randomization of the corresponding
algorithm and no input data.
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1 Brill-Noether Theory and Relative Curves
Classically, for a fixed curve C over an algebraically closed field k there are certain
varieties linked to it parameterizing the corresponding spaces of closed subschemes,
effective divisors, (complete) linear systems and invertible sheaves. Brill-Noether theory
aims to classify these spaces. Many of the arising questions for complex curves are
treated in [ACGH85], especially in Chapter IV and V. In the following, we aim to
apply some of the methods from [ACGH85] to more arbitrary curves such as curves
over fields of positive characteristic, curves over finite fields and families of curves.
For this, we will pursue a broader approach based on the work of Grothendieck
and on [ACG11]. In particular, this means to apply a relative version of the schemes
mentioned above.
1.1 The Relative Hilbert and Picard Scheme
The first scheme of interest is the Hilbert scheme representing the Hilbert functor. We
denote by S a noetherian scheme. Hartshorne’s definition of projectivity in [Har77, II],
Section 4, differs slightly from Grothendieck’s in [Gro67, II], Definition 5.5. Since we
will need both we review them below.
Definition 1.1. Let f ∶X → S be a morphism of schemes.
(1) We say f is quasi-projective if it factors into an open immersion X →X ′ followed
by a projective morphism X ′ → S.
(2) We say f is projective in the sense of Grothendieck if there is a quasi-coherent,
finite type OS-module E such that X is isomorphic as an S-scheme to a closed
subscheme of P(E).
(3) We say f is projective in the sense of Hartshorne or just projective if it factors
into a closed immersion X → PnS followed by the projection PnS → S.
Remark. By [Har77, II], Section 4, the two definitions of projectivity are equivalent if
S is quasi-projective over an affine scheme.
The following definition is from [ACG11, IV], Paragraph 7.
Definition 1.2. Let X ⊆ PnS be a projective scheme over S. For a polynomial Φ ∈ Q[z]
and and an S-scheme T define the Hilbert functor from locally noetherian schemes over
S to sets by
HilbΦX/S(T ) ∶= ⎧⎪⎪⎨⎪⎪⎩ closed subschemes Y ⊂X ×S T , flat over T,with fibers having Φ as Hilbert polynomial
⎫⎪⎪⎬⎪⎪⎭ .
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Grothendieck proved this functor is representable by an S-scheme HilbΦX/S . More
generally, he showed that, in certain cases, the so called Quot functor is representable.
We will review the corresponding definitions based on [Fan05, 5].
Definition 1.3. Let X be a scheme of finite type over S and E a coherent sheaf on X.
Furthermore, let T be any locally noetherian scheme over S. By a family of quotients
of E parameterized by T we mean a pair (F , q) where
(1) F is a coherent sheaf on X ×S T that is flat over T and whose schematic support
is proper over T and
(2) q is a surjective homomorphism q ∶ ET → F where ET is the pullback of E under
the projection X × T →X.
Two such families (F , q) and (F ′, q′) will be considered equivalent if ker(q) = ker(q′).
We denote the corresponding equivalence class by [F , q].
In order to define the Quot functor we need to extend the notion of Hilbert polyno-
mials to coherent sheaves. We remind the reader that for a scheme Y with a sheaf F
we denote dimFH
i(Y,F) by hi(Y,F) in case it is finite.
Definition 1.4. Let Y be a noetherian scheme of finite type over a field F and L an
invertible sheaf on Y . For a coherent sheaf F on Y whose support is proper over F
define the Hilbert-polynomial of F calculated with respect to L by
ΦL[F](m) ∶=∑
i∈N(−1)ihi(Y,F ⊗L⊗m).
The conditions on Y and F ensure that Φ indeed is a polynomial. We are now able
to define the Quot functor and explain its connection to the Hilbert functor.
Definition 1.5. Let X be a noetherian scheme of finite type over S, E a coherent sheaf
on X and L an invertible sheaf on X. Furthermore, for a locally noetherian schemes
T over S, an element t ∈ T and any sheaf F on X we denote by Ft the sheaf (pi∗1F)∣Xt ,
where pi1 ∶X ×T →X and pi2 ∶X ×T → T are the projections and Xt is the fiber over t
with respect to pi2.
For a polynomial Φ ∈ Q[z] we define the Quot functor from locally noetherian schemes
T over S to sets by
QuotΦ,LE/X/S(T ) ∶= ⎧⎪⎪⎨⎪⎪⎩ equivalence classes [F , q] w.r.t. T and E ,with ΦLt[Ft] = Φ for all t ∈ T
⎫⎪⎪⎬⎪⎪⎭
Remark. The connection between the the Hilbert and the Quot functor is as follows: Let
PnS ⊇X → S be projective, Φ a polynomial over Q and T an S-scheme. Denote by L the
restriction of OPnS(1) to X and by (OX)T the pullback of OX under X ×T →X. Each[F , q] ∈ QuotΦ,LOX/X/S(T ) corresponds to a subsheaf I of OX×T with Hilbert polynomial
Φ in the fibers of X ×T → T , given as the kernel of q ∶ (OX)T → F . This in turn defines
a subscheme Y ⊂ X × T whose fibers over each t ∈ T have Hilbert polynomial Φ in the
usual sense. So we see that HilbΦX/S = QuotΦ,LOX/X/S .
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We can now state the following existence statement that is from [Gro62, TDTE-IV],
Theorem 3.2. Here we cite its version as in [Fan05], Theorem 5.14.
Proposition 1.6. Let X ⊆ PnS be a projective scheme over S and L a relatively very
ample line bundle on X. Then for any coherent sheaf E on X and any polynomial
Φ ∈ Q[z], the functor QuotΦ,LE/X/S is representable by a projective S-scheme
QuotΦ,LE/X/S .
Here the notion of projectivity is meant in the sense of Grothendieck.
Corollary 1.7. Let X ⊆ PnS be a projective scheme over S. Then the Hilbert functor
is representable by a projective S-scheme
HilbΦX/S .
Again, the notion of projectivity is meant in the sense of Grothendieck.
Note that for affine S the scheme HilbΦX/S is projective in the sense of Hartshorne.
Definition 1.8. The schemes HilbΦX/S and QuotΦ,LE/X/S are called the Hilbert and Quot
scheme (with respect to the appropriate data), respectively.
Remark. By construction, for any S-scheme T the T -points of HilbΦX/S correspond to
the set HilbΦX/S(T ). Furthermore, X ×S HilbΦX/S automatically possesses a universal
subscheme W such that for each S-scheme T and each Y ∈ HilbΦX/S(T ) there exists a
(unique) morphism T → HilbΦX/S with Y =W ×HilbΦX/S T .
Similar considerations hold for the relative Picard functor and the Picard scheme.
Definition 1.9. Let X be an S-scheme that is separated and of finite type over S. For
an S-scheme T define the relative Picard functor from schemes over S to sets by
PicX/S(T ) ∶= Pic(X ×S T )/Pic(T ).
Here Pic(⋅) denotes the Picard group of the corresponding scheme and Pic(T ) acts via
pullback.
Defining the Picard scheme is a little subtle. In general, one has to pass to the functor
Pic(X/S)(e´t) associated to PicX/S in the e´tale topology. The following proposition is
[Fan05], Theorem 9.4.8.
Proposition 1.10. Suppose f ∶X → S is locally projective over S and flat with integral
geometric fibers. Then there is a separated scheme PicX/S, locally of finite type over
S, representing the functor Pic(X/S)(e´t).
Definition 1.11. If it exists, the scheme PicX/S is called the Picard scheme of X.
We are particularly interested in the case that X = C is a family of smooth curves of
fixed genus g parametrized by S.
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Definition 1.12. Fix a genus g. A relative curve of genus g over S is an S-schemeC that is proper and smooth over S and whose (scheme theoretic) fibres are curves of
genus g. We also denote a relative curve of genus g over S by C/S.
Remark. Note that a relative curve is always smooth whereas a curve over some field
F might be singular.
For relative curves we can say more about the Picard scheme if we combine the
following two propositions. The first is [Gro67, III] (EGA 3), Corollary 7.8.8, and the
second is [Fan05], Theorem 9.2.5.
Proposition 1.13. Let f ∶ X → Y be a flat and proper morphism of noetherian
schemes. Assume there is a y ∈ Y with Γ(Xy,OXy) = k(y). Then there is an open
neighborhood U ⊆ Y of y such that (OY )∣U → (f∗OX)∣U is an isomorphism.
Proposition 1.14. Let f ∶ X → S be a separated S-scheme of finite type and sup-
pose OT → fT∗OX×ST is an isomorphism for any base change T → S with projection
fT ∶X ×S T → T .
(1) There is an injection of functors Π ∶ PicX/S → Pic(X/S)(e´t).
(2) If f admits a section, then Π is an isomorphism.
Although the Picard scheme does not always represent PicX/S we still have the
following proposition.
Proposition 1.15. Let C/S be a relative curve.
(1) There is an injection of functors PicC/S(⋅)→ HomS(⋅,PicC/S).
(2) If C/S admits a section then PicC/S represents PicC/S.
Proof. This follows from Proposition 1.10 and Proposition 1.14 since any C ×S T fulfills
the assumptions of Proposition 1.13 for any base change T → S and any y ∈ T .
Let C/S be a relative curve of genus g and s ∈ S. Then the fiber Cs over s is a smooth
curve over k(s). In particular, we have the notion of the degree of an invertible sheaf
on Cs. For any relative curve C/S of some genus g we then denote by
Picd(C/S)
the set of invertible sheaves on C that restrict to a sheaf of degree d on each fiber ofC → S.
Definition 1.16. The relative degree d Picard functor from schemes over S to sets is
given by
PicdC/S(T ) ∶= Picd(C ×S T )/Pic(T ),
where as before Pic(T ) acts via pullback.
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Again, we could pass to the associated sheaf in the e´tale topology to make this functor
representable. Here, we we only state [ACG11, XXI], Theorem 2.1, which is based on
a slightly different approach but leads to similar results.
Proposition 1.17. Let C/S be a relative curve of genus g ≥ 2 and assume the morphismC → S admits a section. Then there exists a projective S-scheme PicdC/S representing
the relative degree d Picard functor.
Definition 1.18. The scheme PicdC/S is called the degree-d Picard scheme of C.
Remark. As for the Hilbert scheme, there exists a universal invertible sheaf L onC ×S PicdC/S that restricts to a degree d invertible sheaf on the fibers over PicdC/S with
the following universal property: for each S-scheme T and each invertible sheaf F onC ×S T that restricts to a degree d invertible sheaf on the fibers over T , there exists a
unique morphism f ∶ T → PicdC/S such that [F] = [(id × f)∗L], where [⋅] stands for the
equivalence class modulo Pic(T ).
For a curve C over some field F there is a natural isomorphism between W0d(C), the
degree-d divisor class group on C, and PicdC(F) given by [D] ↦ O(D). When we talk
about a divisor class in PicdC(F) we implicitely use this identification.
Next, we intend to define the d-fold symmetric product Cd of a relative curve C/S.
As stated in [ACG11, XXI], Paragraph 2, this can easily be done for relative curves
that are embedded into some projective space.
Definition 1.19. Let PnS ⊇ C → S be a projective relative curve of genus g ≥ 2. For
any d ∈ N we define the d-fold symmetric product of C byCd ∶= HilbdC/S ,
where d refers to the constant polynomial.
In order to define Cd for an arbitrary relative curve C/S of genus g ≥ 2 we will need
to interpret C as a closed subscheme of some projective space over S. To show this
is possible, we need some preliminary results concerning cohomology, base change and
higher direct images.
Lemma 1.20. Let f ∶ X → S be a proper morphism of noetherian schemes, F a
coherent sheaf on X and r ∶= max{dim Xs∣s ∈ S}. Then Rif∗(F) = 0 for all i > r.
Proof. For projective morphisms f ∶ X → S this is exactly [Har77, III], Corollary 11.2.
By Remark 8.8.1 and 11.1.1 in [Har77, III] the same holds for proper morphisms.
The following is known as the cohomology and base change theorem.
Proposition 1.21. Let f ∶X → S be a proper morphism of noetherian schemes and F
a coherent sheaf on X that is flat over S. For some i ≥ 1 and s ∈ S, assume that the
natural base change morphism
ϕis ∶ Rif∗(F)⊗ k(s)→H i(Xs,Fs)
is surjective. Then ϕis′ is an isomorphism for s′ in a neighbourhood of s and the
following conditions are equivalent.
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(1) ϕi−1s is also surjective.
(2) Rif∗(F) is locally free in a neighbourhood of s.
Proof. For projective morphisms f ∶ X → Y this is [Har77, III], Theorem 12.11. Since
the projectivity assumption only is used to guarantee the coherence of higher direct
images of coherent sheaves, by [Har77, III], Remark 8.8.1 the theorem holds for proper
morphisms as well.
The case i = 0 is covered by the following lemma.
Lemma 1.22. Let f ∶ X → S be a proper morphism to a noetherian scheme S and F
a coherent sheaf on X that is flat over S. Suppose that Rif∗(F) = 0 for all i > 0. Then
f∗F is locally free.
Proof. This is Corollary 7.9.9 of [Gro67, 3] (EGA 3).
Following [DM69], Paragraph 1, we can now show that Ω⊗νC/S is very ample.
Lemma 1.23. Let p ∶ C → S be a relative curve of genus g and ν ≥ 3 an integer. Denote
by ΩC/S the sheaf of relative differentials on C. Then Ω⊗νC/S is very ample relative to S
and pi∗(Ω⊗νC/S) is a locally free sheaf on S of rank (2ν − 1)(g − 1).
Proof. By a standard result (see for example [Har77, IV], Corollary 3.2) the restriction
of Ω⊗νC/S to the fiber over any s ∈ S is very ample which implies very ampleness for Ω⊗νC/S
itself.
Furthermore, the first cohomology group H1(Cs,Ω⊗νCs/k(s)) vanishes for every s ∈ S
since deg(Ω⊗νCs/k(s)) > (2g − 2). So by Proposition 1.21 and Lemma 1.22, the sheaf
pi∗(Ω⊗νC/S) is locally free and pi∗(Ω⊗νC/S)⊗ k(y) ≃H0(Cs,Ω⊗νC/S). In particular,
rank (pi∗ (Ω⊗νC/S)) = dimk(s) (H0 (Cs,Ω⊗νC/k(s))) = (2ν − 1)(g − 1).
Every relative curve C/S is proper by definition. So Lemma 1.23 implies that any
relative curve C/S of genus g ≥ 2 can be realized as a projective family of curves in
P
(2ν−1)(g−1)−1
S of degree ν(2g − 2) via the ν-canonical embedding.
Definition 1.24. Let C/S be a relative curve of genus g ≥ 2. We define the d-fold
symmetric product Cd of C as the d-fold symmetric product of the corresponding 3-
canonically embedded relative curve.
Note that by Corollary 1.7 the scheme Cd is projective over S. The proof of Proposi-
tion 1.17 is then based on the construction of the quotient Cd/R, where the scheme R
parameterizes tuples of linear equivalent divisors on Cd. In particular, the projectivity
of PicdC/S follows from the projectivity of Cd and Theorem 2.8 in [ACG11, XXI].
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Remark. The Hilbert scheme as well as the Picard schemes are compatible with base
change. In particular, this means that for a relative curve C/S of genus g and each
s ∈ S we have (HilbΦC/S)s = HilbΦCs/k(s)
and (PicdC/S)s = PicdCs/k(s) = Picd(Cs).
This implies that (Cd)s equals (Cs)d, the d-fold symmetric product of Cs/k(s).
1.2 Relative Brill-Noether Schemes
We can now turn to the schemes parameterizing divisors and linear systems in the
fibers of relative curves C/S. First, we look at the case where C → S is a single non-
hyperelliptic, nonsingular curve of genus g ≥ 3 over an algebraically closed field k, that
is S = Spec(k). As described in [DK], Subsection 4.2.2, for an effective divisor D on C
we consider the exact sequence of sheaves
0→ ω(−D)→ ω → ω/ω(−D)→ 0
where ω denotes the canonical sheaf on C. Taking global sections this leads to
0→H0(ω(−D))→H0(ω) ΦÐ→H0(ω/ω(−D))→H1(ω(−D))→ 0. (1.1)
Let us assume that D ∶= p1 +⋯ + pd with pairwise distinct pi ∈ C. Then
Γ(C, ω/ω(−D)) ≃ d⊕
i=1(ωpi/mpiωpi)
and by choosing a basis ω1, . . . , ωg of Γ(C, ω) the morphism Φ can be represented by
the matrix
B(D) ∶= ⎛⎜⎜⎝
ω1(p1) ⋯ ωg(p1)⋮ ⋮
ω1(pd) ⋯ ωg(pd)
⎞⎟⎟⎠ .
Definition 1.25. Classically, the matrix B(D) is called the Brill-Noether matrix of D.
The following definition and the related theorem are from [ACGH85, I], Paragraph
2.
Definition 1.26. Let C be a curve over an algebraically closed field k, D an effective
divisor on C and f ∶ C → Pn a morphism. We denote by f(D) the intersection of all
hyperplanes H ⊂ Pnk such that D ≤ f∗(H) or f(C) ⊆H.
Remark. If D = p1 + . . .+pd for p1, . . . , pd ∈ C with distinct images f(p1), . . . , f(pd) ∈ Pn
then f(D) is just the projective span of f(p1), . . . , f(pd).
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We can now state the geometric version of the Riemann-Roch Theorem. We denote
by ϕ ∶ C → Pg−1 the canonical morphism.
Proposition 1.27. Let C be a smooth curve of genus g ≥ 2 over an algebraically closed
field k and D ∈ Cd an effective divisor on C. Then the following equation holds
dim(∣D∣) = d − 1 − dim (ϕ(D)) .
Corollary 1.28. Let C be a non-hyperelliptic, smooth curve of genus g ≥ 3 and r ∈ N.
Then dim(∣D∣) ≥ r if and only if rank(B(D)) ≤ d − r.
Proof. By Proposition 1.27 we see that dim(∣D∣) ≥ r if and only if dim(ϕ(D)) ≤ d−r−1.
This in turn holds if and only if rank(Φ) ≥ d − r, where Φ is defined as in (1.1).
Unfortunately, it is hard to transfer the exact sequence in (1.1) directly to a relative
situation. Instead, we consider the corresponding dual exact sequence of vector spaces
0→H1(ω(−D))∗ →H0(ω/ω(−D))∗ Φ∗Ð→H0(ω)∗ →H0(ω(−D))∗ → 0,
which by Serre duality becomes
0→H0(O(D))→H0(ω/ω(−D))∗ Φ∗Ð→H1(O) f1Ð→H1(O(D))→ 0.
This almost looks like the long exact cohomology sequence attached to
0→ O → O(D)→ O(D)/O → 0, (1.2)
that is
0→H0(O(D))→H0(O(D)/O) ΠÐ→H1(O) f2Ð→H1(O(D))→ 0.
Indeed, we have the following lemma.
Lemma 1.29. Let C be a non-hyperelliptic, smooth curve of genus g ≥ 3 over an
algebraically closed field k and r ∈ N. Then dim(∣D∣) ≥ r if and only if rank(Π) ≤ d− r.
Proof. Since the involved sequences are exact we get rank(Φ∗) = dim(ker(f1)) and
rank(Π) = dim(ker(f2)). Additionally, f1, f2 are surjective onto H1(O(D)) so
dim(ker(f1)) = dim(ker(f2)).
Overall, rank(Π) ≤ d − r if and only if rank(Φ∗) ≤ d − r. Since rank(Φ∗) = rank(Φ) we
have rank(Φ∗) ≤ d − r if and only if dim(∣D∣) ≥ r by Corollary 1.28.
We now use the exact sequence (1.2) as a starting point for the definition of a sheaf
that parameterizes effective divisors of degree d and dimension at least r in a relative
context. The following proposition is from [ACG11, XXI], Section 3.
Proposition 1.30. Let p ∶ C → S be a relative curve of genus g ≥ 2.
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(1) For integers d ≥ 1 and r ≥ 0 there is a projective S-scheme Crd ⊆ Cd parameterizing
divisors on the fibers of C/S of dimension at least r and degree d. Set theoretically,
this means
supp (Crd) = {(s,D)∣s ∈ S,D ∈ (Cs)d(k(s)),deg(D) = d,dim(∣D∣) ≥ r}.
(2) Assume p admits a section. Then for integers d ≥ 1 and r ≥ 0 there exists a pro-
jective S-scheme Wrd(p) ⊆ PicdC/S parameterizing invertible sheaves on the fibers
of p of dimension at least r and degree d. Set theoretically, this means
supp (Wrd(p)) = {(s,L)∣s ∈ S,L ∈ Picd(Cs)(k(s)),dim(Γ(Cs,L)) ≥ r + 1}.
Proof. (1) Consider the short exact sequence
0→ O → O(D)→ OD(D)→ 0
on C × Cd, where D ⊂ C × Cd piÐ→ Cd is the universal subscheme of the Hilbert scheme Cd.
We get a corresponding long exact sequence for the higher direct images under pi
. . .→ pi∗OD(D)→ R1pi∗O → R1pi∗O(D)→ R1pi∗OD(D)→ . . . (1.3)
Consider the sheaf OD(D)∣D on D. Since the fibers of D over Cd are 0-dimensional, by
Lemma 1.20 we get Ripi∣D∗OD(D)∣D = 0 for i > 0. Because OD(D) is supported on D
we see that Ripi∗OD(D) = 0 for i > 0.
Furthermore, pi∗OD(D) as well as R1pi∗O are locally free. For pi∗OD(D) this follows
from Lemma 1.22 and the fact that Ripi∗OD(D) is trivial for i > 0. Concerning R1pi∗O,
we note that R2pi∗O is trivial by Lemma 1.20; so the prerequisites of Proposition 1.21
are fulfilled for i = 1 and all s ∈ Cd. It follows that R1pi∗O is locally free if and only if
ϕ0s ∶ f∗(O)⊗k(s)→H0((C×Cd)s,Os) is surjective for all s ∈ Cd. SinceH0((C×Cd)s,Os) =
k(s) for all s ∈ Cd this follows from Proposition 1.13.
Hence (1.3) becomes
. . .→ pi∗OD(D) ΦÐ→ R1pi∗O → R1pi∗O(D)→ 0 (1.4)
for locally free sheaves pi∗OD(D) and R1pi∗O. We define the ideal of Crd inside Cd locally
by the so-called Fitting Ideal of R1pi∗O(D), that is by the (d−r+1)×(d−r+1)-minors
of Φ. In particular, Crd is a closed subscheme of the projective scheme Cd and is hence
projective.
Fix s ∈ S and some D ∈ Cd(k(s)). By Proposition 1.21 the higher direct images of
the sheaves involved in (1.4) commute with base change to the fiber over D. Hence
(1.4) becomes
. . .→H0(OD(D)) Φ∣DÐÐ→H1(O)→H1(O(D))→ 0,
where O = OCs and Φ∣D denotes the restriction of Φ. So by Lemma 1.29 we are done.
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(2) A similar approach works forWrd(p). Let Lpi be the universal sheaf on C×PicdC/S piÐ→
PicdC/S (the existence of Lpi is guaranteed by the existence of a section of C → S) and
choose a divisor E on C of degree l ≥ 2g − d − 1. Let Γ ∶= E ×Picd(C) and consider the
exact sequence
0→ Lpi → Lpi(Γ)→ Lpi(Γ)/Lpi → 0.
This leads to
0→ pi∗Lpi → pi∗Lpi(Γ) ΦÐ→ pi∗(Lpi(Γ)/Lpi)→ R1pi∗Lpi → 0
where R1pi∗Lpi(Γ) as well as R1pi∗(Lpi(Γ)/Lpi) are trivial by the hypothesis on the degree
of Γ. Similar to the above, pi∗Lpi(Γ) and pi∗(Lpi(Γ)/Lpi) are locally free. Furthermore,
the rank of pi∗(Lpi(Γ)/Lpi) is l.
We define the ideal ofWrd(p) locally by the (l+d−g−r+1)×(l+d−g−r+1)-minors of Φ.
So Wrd(p) is a closed subscheme of the projective scheme PicdC/S and is hence projective.
Its underlying set is the locus of pairs (s,F), where s ∈ S and F ∈ Picd(Cs)(k(s)), such
that dim(H1(Cs,F)) ≥ g − d + r; this implies dim(H0(Cs,F)) ≥ r + 1.
Putting the above in a greater perspective, we note that Crd as well as Wrd(p) can be
defined by the corresponding Fitting Ideal. Following [ACG11, XXI], Paragraph 3, let
p ∶ C → S be a relative curve over S and L a coherent invertible sheaf on C. Then there
are, locally on S, free sheaves K0 and K1 such that there is an exact sequence
0→ pi∗L→K0 ΦÐ→K1 → R1pi∗L→ 0.









Namely, there is, locally on S, an exact sequence of locally free sheaves
0→ pi′∗L′ →K0′ →K1′ → R1pi′∗L′ → 0 (1.5)
where L′ = f∗L and Ki′ = g∗Ki.
Definition 1.31. Let F be a coherent sheaf on a scheme X. An exact sequence
K0
ΦÐ→K1 → F → 0
for locally free sheaves K0,K1 is called a local presentation of F . The corresponding
i-th Fitting ideal is the ideal sheaf which is locally generated by the minors of Φ of size(rank(K1) − i + 1). The Fitting rank of F is the largest integer i such that the i-th
Fitting ideal of F is trivial on X.
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It is important to notice that the Fitting Ideal does not depend on the local pre-
sentation K0 → K1. Hence we can talk about the Fitting ideal of a coherent sheafF .
Explicitely constructing local presentations, in the proof of Proposition 1.30 we
showed that Crd and Wrd(p) are given by the (g − d + r)-th Fitting ideal of R1pi∗O(D)
and R1p∗Lpi, respectively. Since the construction of Fitting Ideals is compatible with
arbitrary base change these constructions are automatically compatible with reduction
to fibers.
Furthermore, by [ACG11, XXI] there is a functor represented by Wrd(p).
Proposition 1.32. Let C/S be a relative curve of genus g ≥ 2 and assume that p ∶ C → S
admits a section. For integers d ≥ 1 and r ≥ 0 define a functor from schemes over S to
sets by
Wrd(p)(T ) ∶= {[L] ∈ PicdC/S(T )∣ Fitting rank (R1pT∗L) ≥ g − d + r} ,
where pT ∶ C ×S T → T denotes the projection. Then the scheme Wrd(p) represents
Wrd(p).
Remark. Since the definition of the Fitting ideal is compatible with base change Wrd is
indeed a functor.
Proof of Proposition 1.32. Let T be an S-scheme and [L] ∈ PicdC/S(T ). By the uni-
versal property of PicdC/S and Lp there is a morphism f ∶ T → PicdC/S that fits into a









such that L is given as (id×f)∗Lp. So by (1.5) the i-th Fitting ideal of R1pT∗L is given
locally by the pullback of a local presentation defining the i-th Fitting ideal of R1p∗Lp.
Hence by definition of Wrd(p) we see that the (g − d + r)-th Fitting ideal of R1pT∗L
vanishes if and only if the image of f lies in Wrd(p). This in turn exactly means thatWrd(p) represents Wrd(p).
We can not make a similar statement for Crd since there is no corresponding universal
property for the sheaf O(D) on C × Cd.
So far we only considered complete linear systems. Now, we will define a schemeGrd(p) parameterizing linear systems of degree d and dimension r in the fibers of a
relative curve p ∶ C → S that are not necessarily complete. We review a classical
definition.
Definition 1.33. Let C be a curve over an algebraically closed field k. We denote by
grd a (not necessarily complete) linear system on C of degree d and dimension r. A g1d
is also called a pencil, a g2d a net.
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The scheme Grd(p) on a relative curve p ∶ C → S represents the functor of families of
grd’s over S-schemes T . Intuitively, such a family consists of an invertible sheaf L onC ×S T that restricts to a sheaf Lt of degree d on the fiber over each t ∈ T and a choice
of a subspace of rank r+1 of Γ(Ct,Lt). A rigorous definition is as follows (see [ACG11,
XXI], Definition 3.12).
Definition 1.34. Let C/S be a relative curve of genus g. A family of grd’s on C
parameterized by an S-scheme T is a pair (L,H), where L is an invertible sheaf on C×T
that restricts to a degree d sheaf on each fiber of pT ∶ C × T → T and H is a locally free
subsheaf of pT ∗L of rank r + 1 such that the morphismH⊗ k(t)→ Γ (CT ,Lt)
is injective. Two families (L,H), (L′,H′) are equivalent, if there is an invertible sheafA on T and an isomorphism L′ ≃ L⊗ p∗TA that induces an isomorphism H′ ≃H⊗A.
Now we can formulate an existence statement for Grd(p) (see [ACG11, XXI], Theorem
3.13).
Proposition 1.35. Let p ∶ C → S be a relative curve of genus g ≥ 2 and suppose p
admits a section. Then for integers d ≥ 1 and r ≥ 0 there exists an S scheme Grd(p) that
represents the functor from schemes over S to sets given by
T ↦ {equivalence classes of families of grd′s on C parameterized by T}.
Remark. There are several relations between the schemes we just defined. We already
noticed that, by construction, Crd ⊂ Cd and Wrd(p) ⊂ PicdC/S . There also is a quotient
morphism Cd → PicdC/S . Furthermore, the morphism Φ ∶ Grd(p) → PicdC/S given by the
natural transformation defined by (L,H)↦ L factors through Wrd(p) ⊂ PicdC/S .
1.3 Brill-Noether Theory
Let p ∶ C → Spec(k) be a nonsingular curve of genus g ≥ 1 over an algebraically closed
field k. In this case, Proposition 1.17, Proposition 1.30 and Proposition 1.35 requireC to admit a k-point, that is an effective divisor of degree 1. Since this is always the
case, the corresponding schemes exist. We then denote Grd(p) and Wrd(p) by Grd(C) andWrd(C), respectively.
Brill-Noether theory studies geometric properties of Grd(C), Wrd(C) and Crd. A first
result concerning the the existence of specific linear systems is known as Clifford’s
Theorem and can be found in [Har77, IV], Theorem 5.4.
Proposition 1.36. Let C be a nonsingular curve of genus g over some algebraically
closed field k. Denote a canonical divisor on C by K. If D is an effective divisor of




Furthermore, equality holds if and only if D = 0 or D ∼K or C is hyperelliptic and ∣D∣
is a multiple of the unique g12.
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Additionally, we will need a proposition going back to H. Martens in [Mar67]. Here
we cite its version as in [ACGH85, IV], Theorem 5.1.
Proposition 1.37. Let C be a smooth curve of genus g ≥ 3 over some algebraically
closed field k. Let d be an integer such that 2 ≤ d ≤ g − 1 and let r be an integer such
that 0 < 2r ≤ d. If C is not hyperelliptic then
dim (Wrd(C)) ≤ d − 2r − 1.
If C is hyperelliptic then
dim (Wrd(C)) = d − 2r.
To obtain a deeper insight into the geometry of Grd(C), Wrd(C) and Crd we need the
following definition.
Definition 1.38. For integers g, d, r we define the Brill-Noether number by
ρ = ρ(g, d, r) ∶= g − (r + 1)(g − d + r).
The Brill-Noether number plays an important role in several statements which are
summerized below.
Proposition 1.39. Let C be a nonsingular curve of genus g ≥ 1 over some algebraically
closed field k. Fix integers d, r with d ≥ 1, r ≥ 0 and denote ρ(g, d, r) by ρ.
(1) If ρ ≥ 0 then Grd(C), Wrd(C) and Crd are non-empty.
(2) Every component of Grd(C) has dimension at least ρ. Similarly, if r ≥ d − g every
component of Wrd(p) has dimension at least ρ and every component of Crd has
dimension at least ρ + r.
(3) If ρ ≥ 1 then Grd(C) and Wrd(C) are connected.
Proof. All statements are summarized in [ACGH85, V], Theorem 1.1 and Theorem 1.4,
where they are stated for complex curves. Nevertheless, the original sources [KL72]
and [Kem71] for (1) and (2), and [FL81] for (3) provide proofs valid over algebraically
closed fields of any characteristic. For (1) and (2) the authors do not restrict the
characteristic from the start, whereas (3) is proven for complex curves but is also valid
in any characteristic by Remark 2.8 in [FL81].
Proposition 1.40. Fix an algebraically closed field k and let C be a general nonsingular
curve of genus g ≥ 1 over k. Furthermore, fix integers d, r, g with d, g ≥ 1, r ≥ 0 and
denote ρ(g, d, r) by ρ.
(1) The variety Grd(C) is smooth of dimension ρ. If r ≥ d − g then Wrd(C) is of
dimension ρ, as well. In particular, if ρ < 0 then Grd(C) and Wrd(C) are empty.
(2) If ρ ≥ 1 then Grd(C) and Wrd(C) are irreducible.
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(3) Assume r ≥ d − g and let Π ∶ G1g−1(C) →W1g−1(C) be the morphism associating to
any g1g−1 the corresponding complete linear system. Then Π is biregular on an
open subset.
Proof. The statements (1) and (2) are summarized in [ACGH85, V], where they are
stated for complex curves. Nevertheless, (1) is proven in general for Grd(C) in [Gie82].
This immediately implies (2) for Grd(C) and hence for Wrd(C) by Proposition 1.39, Item
3.
Furthermore, by definition
dim (Grd(C)) ≥ dim (Wrd(C)) .
So we conclude from Proposition 1.39 that dim(Wrd(C)) = ρ whenever Grd(C) has di-
mension ρ. This finishes the proof of statement (1). Statement (3) then immediately
follows once we notice that Wr+1d (C) is a proper closed subset of Wrd(C) by (1).
Of course, a lot more can be said about these spaces. Some special cases will be
treated in Chapter 6. A more extensive treatment for complex curves can be found in
[ACGH85], especially Chapter IV and V, and in [ACG11, XXI].
2 The Discrete Logarithm Problem
Since W. Diffie and M. Hellman presented their paper [DH76] in 1976, the so-called
discrete logarithm has become an important topic for mathematicians and computer
scientists alike. The fundamental definition is as follows.
Definition 2.1. Let (G, ⋅) be a finite group, and let a, b ∈ G with b ∈ ⟨a⟩. The discrete
logarithm or index of b with respect to a is the smallest non-negative integer e with
ae = b. The task of finding the discrete logarithm given (G,a, b) is called the discrete
logarithm problem.
Obviously, the difficulty of the discrete logarithm problem depends on the specific
group chosen. Important examples of groups G in this context are
• F∗q for some finite field Fq,
• the group of rational points on an elliptic curve over a finite field and
• the degree-0 Picard group of any curve over some finite field.
There are several approaches for computing the discrete logarithm. First of all, we
have so-called generic methods meaning that they succeed equally in any finite group
G of fixed size. Well known Algorithms of this type are Pohlig-Hellman ([PH78]) and
Pollard’s Rho ([Pol78]). Via a baby-step giant-step approach generic methods lead to
a running time of O(√p), where p is the largest prime dividing the order of G and G
is assumed to be cyclic.
Nevertheless, in many cases one can try to exploit the structure of G to improve upon
the above. In this work, we will focus on the so-called index calculus method. Assume
G is abelian, write its group law additively and suppose the order of G is known.
Algorithm 1: Basic Index Calculus
Input: A finite group G; a, b ∈ G with b ∈ ⟨a⟩.
Output: The discrete logarithm e of b with respect to a.
1. Fix a subset F ∶= {a1, . . . an} ⊂ G called the factor base.
2. Find (n + 1) so-called relations of the form ∑j ri,jaj = αia + βib for ri,j , αi, βi ∈
Z/ord(G)Z.
3. Let R ∶= (ri,j).
4. Find γ ∈ (Z/ord(G)Z)1×(n+1) such that γR = 0.
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5. If ∑i γiβi ∈ (Z/ord(G)Z)∗ then return e ∶= −(∑i γiαi)(∑i γiβi)−1. Otherwise go
back to Step 2.
Several comments are in order. First of all, note that if ∑i γiβi ∈ (Z/ord(G)Z)∗ then















(γiαia + γiβib)⇔ 0 =∑
i
(γiαia + γiβib)





A slight modification of Algorithm 1 can also be used to calculate a multiple of
ord(⟨a1, . . . , an⟩). For this, compute a matrix of relations R ∈ Zn×n that represents n
relations of the form ∑j ri,jaj = 0. By the elementary divisor theorem there are integers
e1, . . . el and elements g1, . . . gn ∈ G with ⟨a1, . . . , an⟩ = ⟨g1, . . . , gn⟩ and eigi = 0, i = 1, . . . l
such that R is equivalent to diag(e1, . . . , el,0, . . . ,0). In particular, if det(R) ≠ 0 then
det(R) = e1 ⋅ . . . ⋅ en which is devided by ord(⟨a1, . . . , an⟩). Note that this algorithm
requires computing det(R) over Z instead of performing linear algebra over Z/ord(G)Z.
Furthermore, the running time of the original index calculus algorithm is dominated
by Step 2 and 4. A larger n improves the time needed to find relations in Step 2. On
the other hand, it also enlarges the size of the matrix R in Step 3 which slows down the
linear algebra in Step 4. So to make the algorithm succeed we need efficient routines
for computing relations and the kernel element γ.
The relation generation process is particularly dependend on the specific group cho-
sen. Often one can speed up the running time significantly by applying a variant of
relation generation called double large prime variation. We now briefly review the
method as described in [Die], Subsection 3.2.6.
Assume a factor base F ∶= {a1, . . . , an} ⊂ G is fixed. For historic reasons, the elements
of L ∶= G−F are called large primes. With the notation from the general index calculus
algorithm above consider a relation R of the form
∑
j
rjaj + r1g1 + r2g2 = αa + βb
where r1, r2 ∈ Z/ord(G)Z and g1, g2 ∈ L. We call R
• a full relation if r1 = r2 = 0,
• an FP relation if either r1 = 0 or r2 = 0 and
• a PP relation if r1, r2 ≠ 0.
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Now, one can use these different types of relations to construct a so-called graph of
large prime relations, that is a labeled graph G on the set L ∪ {∗} that is constructed
as follows: A PP relation involving the large primes g1, g2 leads to an edge from g1 to
g2, labeled with the relation. An FP relation with a large prime g defines an edge from
g to ∗, again labeled with the corresponding relation. Roughly speaking, each cycle inG allows some large primes to be cancelled so the tree enables us to enlarge the factor
base by the vertices of G.
In this work, we will focus on the degree-0 Picard group Pic0C(Fq) of a smooth curveC over some finite field Fq. Hence we have to explain how the curve itself as well as
closed points, divisors and divisor classes are represented.
2.1 Representations and Basic Computations
A good summary of the different representations needed can be found in [Die11a],
Section 2, which we briefly review next.
Definition 2.2. A plane model of a curve C over some field F is a birational map
pi ∶ C → Cpm of C onto a curve Cpm ⊂ P2F.
Remark. By abuse of notation, if the map pi is not of importance we sometimes refer
to Cpm as a plane model of C.
By [Hes02], Theorem 56, the following holds.
Lemma 2.3. Every smooth curve C/Fq of genus g has a plane model of degree O(g).
Since in our case the genus is fixed we can always assume a smooth curve C/Fq is
initially represented by a plane model of bounded degree d which in turn is given by a
homogeneous polynomial in Fq[X,Y,Z].
Let pi ∶ C → Cpm be a plane model of a smooth curve C/Fq of genus g ≥ 1 corresponding
to a homogeneous polynomial F ∈ Fq[X,Y,Z]. Then divisors and closed points on C
can be represented by their so-called free representation and joint ideal representation.
For this, let x ∶= XZ and assume the covering x ∶ C → P1Fq induced by x to be separable.
Denote the function field of C by Fq(C) and consider the subrings (x∗OC)(A1Fq) and(x∗OC)∞ of Fq(C) which correspond to the integral closures of Fq[x] and Fq [ 1x] 1
x
,
respectively. A closed point of C is given by a place in Fq(C) which then gives maximal
ideals in (x∗OC)(A1Fq) and (x∗OC)∞. Choosing appropriate Fq[x] and Fq [ 1x] 1
x
bases
for these ideals leads to a representation of closed points on C. Regarding divisors as
formal sums of points on C this in turn gives a representation of divisors on C, called
the free representation.
Alternatively, we associate to a divisor D on C divisors D1 on (x∗OC)(A1Fq) and
D2 on (x∗OC)∞, the correspondence given by pullback. Since D1,D2 correspond to
fractional ideals I1, I2 on (x∗OC)(A1Fq) and (x∗OC)∞ this leads to a representation
of divisors by elements in I((x∗OC)(A1Fq)) × I((x∗OC)∞). We choose an appropriate
Hermite normal form basis B of (x∗OC)(A1Fq) and represent I1 by the coordinate vector
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of its Hermite normal form basis with respect to B. We then proceed similarly with I2
to get the joint ideal representation of a divisor on C.
For a divisor D on a curve F.Hess defines the height of D by
ht(D) ∶= max{deg(positive part of D),deg(negative part of D)}.
As stated in [Die11a], we can go from the free to the joint ideal representation of D
in a running time that is polynomially bounded in d ⋅ ht(D) ⋅ log(q) and go back in
the same expected running time. In [Hes02], Section 6, F. Hess makes use of these
representations to prove Proposition 2.4 below.
Proposition 2.4. Let C/Fq be a smooth curve of genus g ≥ 1. Then the Riemann Roch
space of a divisor D on C can be computed in a time that is polynomially bounded in
d ⋅ ht(D) ⋅ log(q).
At last, divisor classes are represented via a reduction process described in [Die],
Definition 2.105 and 2.107.
Definition 2.5. Let A be a divisor of degree ≥ 1 on a curve C/F.
An effective divisor D˜ on C is called reduced along A if the linear system ∣D˜ −A∣ is
empty.
Let D be any divisor. An effective divisor D˜ that is reduced along A is called a
reduction of D along A if D ∼ D˜ + rA for some r ∈ Z.
Remark. The reduction of a divisor in the sense above was originally defined by F. Hess
in [Hes02], Definition 8.1. He calls an effective divisor D˜ reduced along A if ∣D˜ − rA∣
is empty for all r ≥ 1. This definition is stronger than Diem’s: For instance, let C be
a non-hyperelliptic, smooth curve of genus g ≥ 3 over some field F and denote by A a
rational 2-torsion point on its Jacobian. Then for any point p ∈ C(F) the linear system∣2p − 2(A + p)∣ is not empty since it contains the zero divisor. On the other hand, if∣2p−(A+p)∣ = ∣p−A∣ would not be empty there would be a point p′ ∈ C(F) with p−p′ ∼ A.
So 2p − 2p′ ∼ 0 and there would be a g12 on C, a contradiction.
The following is [Die], Lemma 2.108 and 2.109.
Lemma 2.6. Let C be a curve of genus g over some field F and denote by D,A two
divisors on C with deg(A) ≥ 1 .
(1) There is a reduction of D along A.
(2) If deg(A) = 1 then any divisor D˜ which is reduced along A is of degree ≤ g.
(3) If A ∈ C(F) is a prime divisor then the reduction of D along A is unique.
Proof. (1) Choose r ≥ 0 minimal such that dim(∣D + rA∣) ≥ 0 and let D˜ ∈ ∣D + rA∣.
By definition, ∣D + rA −A∣ is empty so D˜ is a reduction of D along A.
(2) By Riemann-Roch we have
dim(∣D˜ −A∣) − dim(∣K − D˜ +A∣) = deg(D˜) − deg(A) − g + 1
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where K denotes a canonical divisor on C. Since dim(∣D˜ −A∣) = −1 this implies
deg(D˜) = g − (dim(∣K − D˜ +A∣) + 1) ≤ g.
(3) Assume there are effective divisors D˜, E˜, reduced along A, and integers r, r′ with
D˜ + rA ∼ E˜ + r′A. So w.l.o.g. either there is an integer n ≥ 0 such that D˜ + nA ∼
E˜ −A or we have D˜ ∼ E˜ which implies dim(∣E˜∣) ≥ 1. In both cases ∣E˜ −A∣ would
not be empty, a contradiction.
For any curve C over some (sufficiently large) finite field Fq we fix a prime divisor
A ∈ C(F) and represent elements in Pic0C(Fq) by their reduction along A.
2.2 Index Calculus on Curves
For an index calculus algorithm on curves C/Fq it is convenient to define the factor base
to be a subset of C(Fq) as described in Section 3 of [Die12] and [Die11a]. So we haveF ∶= {p1, . . . , pn} ⊆ C(Fq). For fixed divisor classes c1, . . . , cu ∈ Pic0C(Fq) we consider
relations of the form
∑
j
rjpj + rpp + rp′p′ =∑
k
skck + αa + βb
where all coefficents are in Z/ord(G)Z, ∑j rj +rp+rp′ = 0 and p, p′ are large primes. We
then define FP , PP and full relations by the same distinction as before. The usefulness
of these modifications is apparent from Proposition 11 in [Die12] as stated below.
Proposition 2.7. Let g, c ∈ N be fixed. Then there is an algorithm such that under the
input of
• a curve C of genus g, given by a plane model of bounded degree,
• the group order of Pic0C(Fq),
• elements a, b, c1, . . . , cu ∈ Pic0C(Fq) with b ∈ ⟨a⟩ and u polynomially bounded in
log(q),
• a factor base F ⊆ C(Fq) of size O˜ (q1− 1c ) and
• a tree of large prime relations T
– with a depth that is polynomially bounded in log(q),
– with #(F ∪ vertices(T )) ≥ q1− 1g+ 1cg and
– such that the number of non-trivial residue classes involved in each label is
polynomially bounded in log(q)
the algorithm computes the discrete logarithm of b with respect to a in an expected time
of
O˜ (q2− 2c ) .
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Note that, as before, in Proposition 2.7 we assume the group order to be known.
From a theoretical standpoint this is not a problem. There is an algorithm going back
to J. Pila in [Pil05] which computes the group order N ∶= #Pic0C(Fq) for smooth curves
of fixed genus g in a time that is polynomially bounded in log(q). So calculating N
beforehand does not affect the overall asymptotic runnning time. Unfortunately, this
algorithm is far from being practical for g ≥ 3 since its efficiency heavily depends on g.
At first glance, it seems better to apply an index calculus type algorithm to calculate
N and the discrete logarithm. In this case, R would be defined over Z and we could
no longer make use of algorithms from sparse linear algebra. This would increase
the running time for the linear algebra step. There are algorithms from sparse linear
algebra over finite fields Fq that compute some γ ∈ (Z/ord(G)Z)1×(n+1) with γR = 0 in
an expected time of
O˜(n(n +m) ⋅ log(q)),
where m is the number of nonzero entries of R. In our applications, the number of
entries in each row of R is bounded by an absolute constant so we get an expected
running time of
O˜(n2 ⋅ log(q)).
For details see [Die], Subsection 3.2.2.
On the other hand, the best known algorithm to compute det(R) was found in 2014
by Virginia V. Williams building up on Andrew Stothers’ PhD thesis from 2010. This
algorithm has a running time of
O˜(n2.3727 ⋅ log(q)).
Hence by computing the group order we would loose on the asymptotic running time.
So for the course of this work we assume that the group order was already computed
beforehand.
Furthermore, Proposition 2.7 shows that in order to obtain an overall expected run-
ning time of O˜(q2− 2c ) we are left to find an algorithm which creates the input of Propo-
sition 2.7 in an expected time of O˜(q2− 2c ). In particular, we have to find a way to
efficiently generate relations on a factor base of size O˜(q1− 1c ) such that the correspond-
ing tree of large prime relations has the properties indicated in Proposition 2.7.
In the following, we introduce three approaches for computing relations in Pic0C(Fq)
due to C. Diem.
c=g
A first idea comes from using random group elements in Pic0C(Fq). Representing divisor
classes by their reduction along a fixed prime divisor we have to factor effective divisors
of maximal degree g over the factor base to generate relations. This leads to Theorem
1 from [Die11a] as stated below.
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Proposition 2.8. Fix some genus g ≥ 2. Then the discrete logarithm problem in the
degree-0 Picard groups of smooth curves C/Fq of genus g over finite fields Fq can be
solved in an expected time in
O˜ (q2− 2g ) .
Remark. For smooth genus 3 curves C over Fq the size of Pic0C(Fq) can roughly be
estimated as q3. So generic methods lead to a running time in
O˜ (q 32 ) .
In contrast, Proposition 2.8 states an expected running time in
O˜ (q 43 ) .
So index calculus already led to an improvement upon generic methods.
c=g–1
The above indicates that, in order to improve upon Proposition 2.8, we should con-
sider effective divisors of degree d < g. For this, we will use the following trivial but
nevertheless central observation due to C. Diem (see for instance [Die12]).
Let grd be a linear system of degree d and dimension r on a smooth curve C of genus
g over some finite field Fq. Suppose a factor base F ⊂ C(Fq) is given. Then each pair
of divisors D,D′ ∈ grd that split completely over F leads to a relation on Pic0C(Fq) of
the form [D] − [D′] = 0. So if we fix one of these divisors D ∈ grd then any other
completely split divisor D′ ∈ grd leads to a relation. In conclusion, we have to factor
effective divisors of degree d.
In fact, we can improve upon this. Choose some effective divisor D ∈ Cl(Fq) of degree
l ≤ r − 1. By the geometric version of the Riemann-Roch Theorem (Proposition 1.27)
for any divisor E ∈ Cr−l(Fq) that splits completely over F there is an effective divisor
A ∈ Cd−r(Fq) such that D + E + A ∈ grd. Let us assume there is at least one divisor
D +E′ ∈ grd such that E′ ∈ Cd−l(Fq) splits completely over F . Then[D +E +A] − [D +E′] = [E +A] − [E′] = 0
defines a relation on Pic0C(Fq). Since E,E′ already split over F , this way we only have
to factor A, that is a divisor of degree (d−r). By Riemann-Roch, for any divisor D′ ∈ grd
we have d − r = g − i, where i is the index of speciality of D′. So for fixed g we have to
maximize i in order to factor divisors of minimal degree.
Assume the grd is not complete. Then there is a complete linear system g
r′
d of degree
d and dimension r′ > r with grd ⊂ gr′d . Hence by passing to gr′d we can easily increase the
index of speciality. A similar observation holds if grd possesses a base point p. In this
case, “subtracting the base point” will lead to a larger index of speciality as well.
Furthermore, the method above will not work for hyperelliptic curves C/Fq of any
genus g ≥ 2. As pointed out in [ACGH85, I], in this case any grd with 0 ≤ d ≤ g is given
over Fq as
grd = rg12 + p1 + . . . + pd−2r
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where none of the pi are conjugate under the hyperelliptic involution. So each pi would
be a base point of grd and we may assume that g
r
d = rg12. Hence any relation coming
from the linear system is an r-fold sum of relations coming from the unique g12. It turns
out the number of independent relations based on this g12 is not sufficient to perform
index calculus.
So from now on we will assume that any grd in question is a complete, base point
free linear system on a smooth, non-hyperelliptic curve C. Then, a first idea is to use
the canonical system gg−12g−2 = ∣K ∣ on C. It has index of speciality 1 so we would have
to factor effective divisors of degree (g − 1). This approach leads to Theorem 2 from
[Die12] as stated below. An extensive description of the corresponding algorithm can
be found in [Die12], Subsection 3.2.
Proposition 2.9. We consider smooth, non-hyperelliptic curves of fixed genus g ≥ 3
over finite fields Fq. Then the discrete logarithm problem in the degree-0 Picard group
of such curves C given by plane models of degree (g + 1) such that the linear system onC given by lines in P2Fq contains a divisor which splits completely into distinct points
can be solved in an expected time of
O˜ (q2− 2g−1 ) .
Two comments are in order. First, in Proposition 2.9 we assume the curve is given
by a plane model of degree (g+1) whereas before we considered divisors D+E+A ∈ ∣K ∣,
where E splits over F . The connection between these two approaches is as follows. Let
D ∈ Cg−3(Fq) and write A+E ∈ ∣K −D∣ instead of D+E +A ∈ ∣K ∣. We expect the linear
system ∣K −D∣ to be a g2g+1 that induces a birational morphism onto its image in P2Fq .
This image will then be a plane model Cpm of C of degree (g + 1) and the divisor A+E
with E = p1 + p2 can be viewed as coming from a line in P2Fq through the images of
p1, p2 ⊂ F on Cpm. Of course, we have to show there always are “enough” plane models
generated this way. This is done in Chapter 4.
Additionally, even if there are many plane models of the desired type we have to
make sure that “often” the linear system on C given by lines in P2Fq contains a divisor
that splits completely into distinct points. This means we need “enough” divisors
D ∈ Cg−3(Fq) such that ∣K −D∣ defines a plane model and contains a divisor A that
splits completely into distinct points. This problem will be treated in Chapter 5.
c=g–2
Again, assume a complete, base point free linear system grd on a smooth, non-hyper-
elliptic curve C of genus g over some finite field Fq is given. Denote by F ⊂ C(Fq)
a factor base on C and by i the index of speciality of the grd. We already observed
that an effective divisor F ∈ Cr(Fq) imposes at most r conditions on grd meaning there
is a divisor in grd containing F . As pointed out in [DK], one can try to find divisors
F ∈ Cr(Fq) such that for any point pi ∈ F there is an effective divisor A ∈ Cd−r−1(Fq)
with F + pi +A ∈ grd. In other words, for any D′ ∈ grd we want the dimension of ∣D′ −F ∣
to be at least 1 and thus bigger than the “expected” dimension. By Riemann-Roch,
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this would lead to an index of speciality of at least (i + 1) for ∣D′ − F ∣. As before, any
two divisors A+ p,A′ + p′ ∈ ∣D′ −F ∣ for p, p′ ∈ F are linearly equivalent. In particular, if
A splits completely over F we are left to factor A′, that is a divisor of degree at most(d − r − 1).
Following [DK] we will now apply this idea to the canonical system gg−12g−2 = ∣K ∣. In
this case, we have to find divisors F ∈ Cg−1(Fq) such that dim(∣K − F ∣) ≥ 1. For this,
let Cpm ⊆ P2Fq be a plane model of C given by ∣K − D∣ for a divisor D ∈ Cg−3(Fq).
Furthermore, assume there is a rational singularity p on Cpm and denote its pullback
to C by E. We set F ∶= D +E and generate divisors in ∣K − F ∣ as follows. Any line in
P2Fq through p and the image of some pi ∈ F defines an element in ∣K −D∣ that passes
through pi and E. We then vary pi ∈ F and compute divisors in ∣K −D −E∣ that way.
If p is a singularity of order 2 then deg(D+F ) = g−1 and we are left to factor divisors
of degree (g − 2). So we can hope to achieve an expected running time of
O˜ (q2− 2g−2 )
for at least a huge class of smooth curves over finite fields Fq.
Nevertheless, it takes a lot of work to actually prove the behaviour claimed above.
In particular, the following questions arise:
• For which curves will the method always fail?
• Are there “enough” plane models of degree (g − 3) with rational singularities?
• How many pencils of type g1g−1 are there on a curve C/Fq?
• How many divisors in such a g1g−1 split completely?
• What can we say about the graph of large prime relations generated this way?
Some of these questions can easily be answered applying results from Brill-Noether
theory. On the other hand, some can only be treated under further assumptions on the
characteristic of the ground field. Starting with a precise outline of the algorithm, this
will be done in Chapter 6.
c < g-2
Let C be a non-hyperelliptic, nonsingular curve of genus g over an algebraically closed
field k. To improve upon the above we need to generate pencils of degree d ≤ g−2. The
corresponding Brill-Noether number is
ρ ∶= ρ(g, d,1) = g − 2(g − d + 1) ≤ g − 6.
So by Proposition 1.40 and [ACGH85, V], Theorem 1.3, there are no g13’s on a general
nonsingular curve C/k of genus 5 and exactly five g14’s in case g = 6. So the number
of these pencils is not enough to perform index calculus with the methods indicated
above. Nevertheless, for curves of genus g ≥ 7 there is room for potential improvement.
Here, this possibility will not be pursued any further.
38 CHAPTER 2. THE DISCRETE LOGARITHM PROBLEM
Additionally, in [Sch86] F.-O. Schreyer describes a method to compute one of the
5 plane models of degree 6 of a nonsingular curve C/k of genus 6. This method was
revisited by M. Harrison in [Har13] and has been implemented by him in the computer
algebra system Magma. Whenever it succeeds, we can generate complete g15’s from the
pencil of lines through any rational point on the resulting plane model.
3 Moduli of Curves and Cardinality Bounds
Several times in Chapter 4 - 6 we are in the following situation. Following [Die12] we
denote by Xg the set of isomorphism classes of non-hyperelliptic, smooth curves C/Fq
of fixed genus g. Furthermore, for x ∈ Xg corresponding to a curve over Fq we define
qx ∶= q. Then the following general question arises.
Question 1. Fix a genus g ≥ 3 and let Xg be as above. For each x ∈ Xg let Px be a
property related to additional data on x and Px the probability that an object related to
x, chosen uniformly at random from a specific set, fulfills Px. What can we say about
the behavior of Px as x varies such that qx grows?
More specifically, let X be a set of varieties related to curves in Xg. Furthermore,
let P be a property that can be checked on X (Fq) for any x ∈ X corresponding to a
curve C/Fq. In many cases, P defines an open set in X (Fq). So as q → ∞ we expect
the portion of elements in X (Fq) that fulfill P to converge to 1 independently of the
specific curve chosen from Xg.
There are two main tools to prove the above in a concrete situation. First, we define
an appropriate (fine) moduli space Hg for ν-canonical relative curves of fixed genus
g. From this, we hope to give X the structure of a scheme of finite type over Hg.
In this case, assume there is a closed subscheme A ⊆ X with the following property.
For prime powers q, s ∈ Hg(Fq) corresponding to a smooth, non-hyperelliptic curve
and x ∈ Xs(Fq) we have that x ∈ As(Fq) if x does not fulfill P . If As ≠ Xs for each
s ∈Hg(Fq) corresponding to a smooth, non-hyperelliptic curve, one can hope that there
exists a function  ∶ N→ R that converges to 0 as q →∞ with
#As(Fq)
#Xs(Fq) ≤ (q). (3.1)
3.1 Moduli of Curves
Our first goal is to parameterize the space of all relative curves of a fixed genus g
together with a fixed projective embedding. For this, we need two additional results
from Grothendieck’s work.
Proposition 3.1. Let f ∶X → Y be a flat morphism of schemes that is locally of finite
type.
(1) The set of points x ∈X at which f is smooth is open.
(2) Let x ∈ X and y ∶= f(x). Then f is smooth at x if and only if f−1(y) is smooth
over k(y) at x.
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Proof. Both statements are from Grothendieck’s SGA 1. To be precise, Item 1 is
Proposition 1.1 and Item 2 is Theorem 2.1 in [Gro71, II].
The following proposition is known as Stein factorization.
Proposition 3.2. Let f ∶ X → Y be a proper morphism of noetherian schemes. Then
one can factor f = g ○ f ′ where f ′ ∶ X → Spec(f∗(OX)) is proper with geometrically
connected fibers and g ∶ Spec(f∗(OX))→ Y is finite.
Proof. If f is projective this is exactly [Har77, III], Corollary 11.5. The case of proper
f is covered in [Gro67, III] (EGA 3), Theorem 4.3.1.
Fix a genus g ≥ 2 and a noetherian scheme S. By Pn and Hilbp(t)Pn we refer to the
corresponding schemes over Z. Recall that by Lemma 1.23 every relative curve C/S of
genus g can be realized as a family of curves in P
(2ν−1)(g−1)−1
S of degree ν(2g − 2) via
the ν-canonical embeddingn ν ≥ 3. Since we know the degree and the genus of each
fiber of such a ν-canonical relative curve we can determine its Hilbert polynomial as
Pg,ν(z) ∶= 2ν(g − 1)z − (g − 1) ∈ Q[z].
Now, we show the existence of a fine moduli space parameterizing ν-canonical relative
curves C/S of genus g. This has been done in [DM69], Paragraph 1, as well as in
[MFK94, 5], Paragraph 2. Proposition 3.3 below is based on these sources.
Proposition 3.3. Fix an integer ν ≥ 3, set n ∶= (2ν − 1)(g − 1) and Pg,ν(z) ∶= 2ν(g −
1)z − (g − 1) ∈ Q[z]. There is a unique subscheme Hνg ⊂ HilbPg,νPn−1 such that a morphism
S → HilbPg,ν
Pn−1 factors through Hνg if and only if
(1) the induced subscheme C ⊆ Pn−1S is a relative curve of genus g over S,
(2) the invertible sheaf on C induced by OPn−1S (1) is isomorphic to
Ω⊗νC/S ⊗ p∗1(L),
where p1 ∶ Pn−1S → S is the projection on the second coordinate and L is a suitable
invertible sheaf on S and
(3) for every s ∈ S, the fiber Cs is a ν-canonical curve in Pn−1k(s).
Proof. We will prove Proposition 3.3 by successively constructing relatively open or
closed subschemes U ⊆ HilbPg,ν
Pn−1 on which the conditions of the Items (1) to (3) are
fulfilled.
To analyze Item (1), let f ∶ S → HilbPg,ν
Pn−1 be a morphism and denote by C ⊆ Pn−1S the
corresponding subscheme, flat over S. Then f fits into a commutative diagram
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where W ⊆ HilbPg,ν
Pn−1 ×Pn−1 denotes the universal subscheme and pi,pi′ the correspond-
ing projections. The dimension and the arithmetic genus of each fiber Cs over s ∈ S are
already specified by the Hilbert polynomial. Since C is projective over S it is automat-
ically proper. So condition (1) amounts to asking that C is smooth with geometrically
connected (and hence geometrically integral) fibers.
By Proposition 3.1, Item (1), and the properness of pi the set U ′ ⊆ HilbPg,ν
Pn−1 of those
points y ∈ HilbPg,ν
Pn−1 such that pi is smooth at each point in pi−1(y) is open. Furthermore,









where pi′s is smooth if and only if pis is. So by Proposition 3.1, Item (2), and the
definition of U ′ the morphism f factors through U ′ if and only if pi′ is smooth.
For the connectedness, we use Proposition 3.2. Hence the morphism pi ∶W → HilbPg,ν
Pn−1
factors into a proper morphism p˜i ∶ W → Spec(f∗OW ) with geometrically connected
fibers and a finite morphism g ∶ Spec(f∗OW )→ HilbPg,νPn−1 . Let y be an element in U ′ such
that the corresponding fiber with respect to pi is geometrically connected. Since this
fiber is smooth it is geometrically reduced. So the requirements of Proposition 1.13 are
met at y and hence there is an open neighborhood U ′′ of y such that g is an isomorphism
in U ′′. Hence the subset U1 ⊆ U ′ of those y ∈ U ′ at which pi has geometrically connected
fibers is open.
Let s ∈ S and consider diagram (3.3) above. We see that the scheme Cs is given by
a base extension of Wys to Spec(k(s)). So Cs is geometrically connected if and only if
Wys is. We conclude that f factors through U1 if and only if the fibers of pi
′ ∶ C → S
are geometrically connected and smooth.
For condition (2), denote by L1 the restriction of OU1 ⊗OPn−1(1) to the universal
curve C1 ⊆ U1 × Pn−1 and assume the map f ∶ S → HilbPg,νPn−1 factors through U1. By
Proposition 1.15, Item (1), the invertible sheaves L1 and Ω⊗νC1/U1 both define morphisms
γ1, ω1 ∶ U1 → PicC1/U1 and condition (2) is fulfilled if and only if γ1 ○ f = ω1 ○ f . Let U2







PicC1/U1 ∆ // PicC1/U1 ×PicC1/U1
where ∆ is the diagonal map. Since by Proposition 1.10 the Picard scheme is separated,
∆ is a closed immersion. This implies the same for ι since closed immersions are stable
under base extension. By definition of the fiber product, f factors through U2 if and
only if γ1 ○ f = ω1 ○ f .
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To analyze condition (3), denote by C2 the universal curve over U2 and let L2 be
the restriction of OU2 ⊗OPn−1(1) to C2. We denote by pi′ ∶ C2 → U2 the projection and
consider the canonical homomorphism
h ∶ OU2 ⊗H0 (Pn−1,OPn−1(1))→ pi′∗(L2).
Since by definition L2 fulfills condition (2) we have (L2)s ≃ Ω⊗ν(C2)s/k(s) for any s ∈ U2
which in particular implies the equality
H1((C2)s, (L2)s) =H1 ((C2)s,Ω⊗ν(C2)s/k(s)) = 0.
So by the proof of Lemma 1.23 we see that pi′∗(L2) is locally free and
k(s)⊗ pi′∗(L2) ≃H0((C2)s, (L2)s)≃H0 ((C2)s,Ω⊗ν(C2)s/k(s)) .
Let K be the cokernel of h. Then for any s ∈ U2 the sheaf Ks is not zero if and only if
hs ∶ k(s)⊗H0 (Pn−1,OPn−1(1))→H0 ((C2)s,Ω⊗ν(C2)s/k(s))
is not surjective. Since both vector spaces involved are of dimension n this holds if
and only if hs is not injective. This in turn exactly means that (C2)s is contained in a
hyperplane. Therefore, let U3 be the open subset of U2 where K is trivial; then U3 is
precisely the subset of Hilb
Pg,ν
Pn−1 where condition (3) is realized. So we set Hνg ∶= U3.
To simplify the notation, we will set ν = 3 for the rest of this chapter. We then view
any relative curve C/S as a family of curves in P5g−6S of degree (6g − 6) with Hilbert
polynomial
Pg(z) ∶= (6z − 1)(g − 1).
Proposition 3.3 then guarantees the existence of a moduli space H3g parameterizing
tri-canonical curves C/S of genus g.
Definition 3.4. We denote H3g by Hg.
In [DM69] as well as [MFK94] the authors consider the scheme theoretic quotientHg/PGL(5g − 6) which leads to a coarse moduli space for all relative curves of fixed
genus. We will not pursue this approach. Instead we denote by
Zg ⊂Hg ×P5g−6
the universal tri-canonically embedded relative curve.
For r ≥ 0, d ≥ 1 by Proposition 1.30 there is a projective Hg-scheme Zrg,d ∶= (Zg)rd
parameterizing effective divisors of degree d and dimension at least r. In particular,
the image under the projective morphism pi ∶ Z1g,2 → Hg is closed and parameterizes
hyperelliptic curves of genus g.
Definition 3.5. We denote pi(Z1g,2) by Hhypg .
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In order to approach Question 1 one can hope to extract properties of Hg and Zg to
define a moduli space X →Hg that parameterizes the objects in question.
We name some properties of Hg and Zg.
Proposition 3.6. (1) Hg is an irreducible noetherian scheme that is smooth and
quasi-projective over Z.
(2) The scheme Hg × Spec(k) is a variety for any algebraically closed field k.
(3) Zg is noetherian as well and the morphism Zg →Hg is projective.
Proof. (1) The scheme Hg is irrreducible and smooth over Z by [MFK94, V], Propo-
sition 5.3. By construction, it is a locally closed subscheme of the noetherian scheme
Hilb
Pg
P5g−6 . Furthermore, by the remark following Corollary 1.7 the scheme HilbPgP5g−6 is
projective in the sense of Hartshorne. So Hg is quasi-projective and noetherian.
(2) This is the main statement in [DM69], Paragraph 3.
(3) Since Zg is a locally closed subscheme of the noetherian scheme Hg × P5g−6
it is noetherian. Furthermore, Zg is equal to Z0g,1 which is projective over Hg by
Proposition 1.30.
3.2 Bounds on the Cardinality of Varieties
Intuitively, statements such as “a general point on an irreducible scheme X fulfills
property P” are closely related to “almost all points in X fulfill P”. Of course, this
does not work if the underlying set of X is finite. Nevertheless, we will now present a
partial replacement valid over finite fields.
First, we state a bound on the number of Fq-points of a closed subset V ⊆ AnFq . This
has been done in Terence Tao’s blog on the Lang-Weil bound which we review next.
Definition 3.7. Let F be any field. We say a closed subset V ⊆ AnF is of complexity
at most M ∈ R if there are polynomials P1, . . . , Pm ∈ F[x1, . . . , xn] of maximal degree d
such that V = V (P1, . . . , Pm) and n,m,d ≤M .
Lemma 3.8. Let Fq be a finite field and V ⊆ AnFq a closed set of complexity at most
M . Then there is a constant CM only depending on M such that
# (V ∩ Fnq ) ≤ CMqdim(V ).
Proof. We proceed by induction on n. For n = 1 the result follows since the number of
zeroes of a polynomial is bounded by its degree.
Now, suppose n ≥ 2. By Theorem 4.4.17 in [Tao13] there is a constant CM only
depending on M such that V decomposes into at most CM closed subsets, each of
complexity at most CM . So we may assume that V is irreducible of complexity at most
M .
We fix coordinates x1, . . . , xn of A
n
Fq and consider the one-dimensional family of
hyperplanes Ht in A
n
Fq given by xn = t. Furthermore, we define a hyperplane Ht ⊂ AnFq
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also given by xn = t. Since V is irreducible, either there is a t ∈ Fq with V ⊆ Ht or for
any t ∈ Fq the intersection Ht ∩ V is a closed set in Ht of dimension ≤ dim(V ) − 1 and
complexity at most M .
In the first case, we are done by induction. In the second case, the induction as-
sumption implies there is a constant CM only depending on M such that for any t ∈ Fq
we have
#(V ∩Ht(Fq)) ≤ CMqdim(V )−1.
Varying t over Fq we get
# (V ∩ Fnq ) ≤ CMqdim(V )−1 ⋅ q = CMqdim(V ),
as claimed.
Additionally, there is a more precise statement in case V ⊆ AnFq is a geometrically
irreducible closed subset that was proven in[LW54], Theorem 1, for projective varieties.
The statement below is based on its effective version in [GL02], Theorem 4.1, which is
also valid in the affine case.
Proposition 3.9. Let V ⊆ AnFq be a geometrically irreducible closed subset of complexity
at most M . Then there is a constant CM only depending on M such that
∣#V (Fq) − qdim(V )∣ ≤ CMqdim(V )− 12 .
Proof. Embedding AnFq into P
n
Fq we denote the projective closure of V in P
n
Fq by V¯ .
Order the defining polynomials P1, . . . , Pm of V¯ such that n − dim(V¯ ) of them yield a
complete intersection. The degree of V¯ is then given by the product of the degrees of
P1, . . . , Pn−dim(V¯ ), so in particular the degree of V is also bounded by M . Hence by
[GL02], Theorem 4.1, there is a constant CM only depending on M such that
∣#V (Fq) − qdim(V )∣ ≤ Cqdim(V )− 12 ,
as claimed.
By covering a projective variety with affine charts there is an immediate corollary of
the above.
Corollary 3.10. Let V ⊆ PnFq be a geometrically irreducible closed subset given by m
homogeneous polynomials of degree bounded by d. Then there is a constant C only
depending on n,m,d such that
∣#V (Fq) − qdim(V )∣ ≤ Cqdim(V )− 12 .
Definition 3.11. Let Y be a noetherian topological space and A ⊆ Y a subset. A is
called constructible if it is a finite union of subsets of the form U ∩V c for open U,V ⊆ Y .
The importance of constructible sets comes from the following lemma.
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Lemma 3.12. Let pi ∶X → Y be a morphism of noetherian schemes.
(1) Assume pi is of finite type. Then the image of any constructible subset of X is a
constructible subset of Y .
(2) If pi is proper then the set of y ∈ Y such that pi−1(y) is irreducible is constructible.
(3) If Y is irreducible and Z ⊂ Y is constructible containing the generic point then Z
contains a nonempty open set.
Proof. (1) This is known as Chavalley’s Theorem, see for example [Har77, II], Exercise
3.19.
(2) This is [Gro67, IV] (EGA 4), Theorem 9.7.7. Note that pi is of finite presentation
since it is proper and any locally constructible set on Y is constructible since Y is
noetherian.
(3) Let Ξ be the generic point of Y . By definition, Z = ⋃ni=1Ui ∩ V ci for some Ui, Vi
open so there is an i with ξ ∈ Ui ∩V ci . Since ξ is not contained in any proper closed set
this implies that Ui ∩ V ci = Ui is open and ξ ∈ Ui.
We are now able to prove the following.
Proposition 3.13. Let X be a scheme of finite type over a noetherian scheme S such
that for any field F and any s ∈ S(F) the scheme Xs is a variety over F. Furthermore,
let A ⊆X be a constructible subset. Then there exists a function  ∶ N→ R that converges
to 0 as q →∞ such that for any finite field Fq and any s ∈ S(Fq) for which As does not
contain the generic point of Xs we have
#As(Fq)
#Xs(Fq) ≤ (q).
Furthermore, there are constants C1,C2 such that  can be chosen as (q) = C2
q−C1q 12 .
Proof. Since X is of finite type over the noetherian scheme S we may presume S =
Spec(Z) and X = Spec(R), where R is a finitely generated Z-algebra. Furthermore, by
assumption A is constructible and hence of the form A ∶= ⋃ni=1Ui ∩ V ci for open Ui, Vi
with Ui nonempty and Vi ≠X. We denote the closed subspace ⋃ni=1 V ci by A′. We may
assume that A′ is affine and hence
A′ = Spec(Z[x1, . . . , xn]/J) ⊂X = Spec(Z[x1, . . . , xn]/I) ⊆ AnZ (3.4)
for some ideals I, J . We choose generators for I, J , denote their numbers by m1,m2
and the maximal degree of these generators by d1, d2, respectively.
Now, choose a finite field Fq and some element s ∶ Spec(Fq)→ S in S(Fq). We denote
the corresponding geometric point
Spec (Fq)→ Spec(Fq) s→ S
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by s¯. By assumption, Xs ⊆ AnFq is a variety of complexity at most max(n, d1,m1). So
by Proposition 3.9 there is a constant C1 depending only on n, d1,m1 such that
∣#Xs(Fq) − qdim(Xs)∣ ≤ C1qdim(Xs)− 12 .
In particular,
#Xs(Fq) ≥ qdim(Xs) −C1qdim(Xs)− 12 .
Furthermore, if As¯ does not contain the generic point of Xs¯ we conclude that each(V ci )s¯ is a proper closed subset of Xs¯. So we get
As¯ ⊆ A′¯s ⊊Xs¯,
where A′¯s is a closed subset of complexity at most max(n, d2,m2). So the dimension
of A′¯s is ≤ dim(Xs) − 1 since Xs¯ is irreducible by assumption. In this case, Lemma 3.8




#Xs(Fq) ≤ #A′s(Fq)#Xs(Fq) ≤ C2qdim(Xs)−1qdim(Xs) −C1qdim(Xs)− 12 = C2q −C1q 12
and we set (q) ∶= C2
q−C1q 12 .
Remark. Most of the times, we will apply Proposition 3.13 to closed subsets A ⊆X and
those s ∈ S(Fq) with As¯ ⊊Xs¯.
4 Plane Models of Small Degree
To extend an Index Calculus algorithm on plane curves to more general ones it is
necessary to represent these curves by plane models. In [Die06] C. Diem suggests the
following algorithm to compute plane models of degree (g + 1) for non-hyperelliptic,
smooth curves C of genus g over finite fields Fq.
Algorithm 2: Computing a plane model of degree g+1
Input: A non-hyperelliptic, smooth curve C of genus g ≥ 4 over Fq.
Output: A plane model of C represented by a basis B ∶= {b1, . . . , b3} for the Riemann-
Roch space of some divisor on C and a homogeneous polynomial F ∈ Fq[X,Y,Z] of degree(g + 1) with F (b1, b2, b3) = 0.
1. Compute a canonical divisor K on C.
2. Choose an effective divisor D ∈ Cg−3(Fq) uniformly at random.
3. Compute a basis B ∶= {b1, . . . , bn} of the Riemann-Roch space to K −D.
4. If B has more than 3 elements, go back to Step 2.
5. Compute a homogeneous polynomial F ∈ Fq[X,Y,Z] of minimal degree with
F (b1, b2, b3) = 0.
6. If F defines a curve birational to C then return (B,F ). Otherwise go back to Step
2.
By [Die06], Proposition 6, for non-hyperelliptic, smooth curves that are represented
by plane models of bounded degree this algorithm reaches Step 6 in an expected running
time that is polynomially bounded in log(q). The much harder question is when the
algorithm actually terminates.
For a general effective divisor D of degree (g − 3) on a general smooth curve C of
genus g ≥ 3 this question has already been answered. In this case, Algorithm 2 succeeds
as shown in [Die06], Proposition 5. The proof goes back to a proposition by Griffiths
& Harris mentioned in Item (b) of the introduction of [GH80].
Proposition 4.1. Fix positive integers r, g ≥ 2 and d. Let ∣D∣ be a general linear system
in Wrd(C) for a general nonsingular curve C of genus g ≥ 2 over some algebraically closed
field k. Then ∣D∣ defines a morphism φ∣D∣ ∶ C → Prk that is a birational embedding.
The proof of Proposition 4.1 is based on the following observation which follows from
a count of parameters: A general nonsingular curve as above can not be expressed as a
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multiple cover of any curve of genus g ≥ 1. We note that Griffiths & Harris only treat
the case of characteristic 0. Nevertheless, since the main results of Brill-Noether theory
summarized in Proposition 1.40 are valid in any characteristic so is Proposition 4.1.
We aim to show that Algorithm 2 always succeeds in an expected running time that
is polynomially bounded in log(q). For this, let C be a non-hyperelliptic, nonsingular
curve over some algebraically closed field k. Denote by A ⊆ Cg−3(k) the space of those
divisors which make the algorithm above fail. First, we prove that A is not all ofCg−3(k). We then show that A is a closed subset of bounded degree. From this we
conclude that the algorithm above succeeds with high probability for finite fields of
appropriate size.
4.1 Plane Models over Algebraically Closed Fields
Here and in the following we denote the map C → Pg−1F from a non-hyperelliptic, smooth
curve C of genus g ≥ 3 over a field F given by a canonical divisor by ϕ. We remind the
reader that in general a curve might be singular.
For the following definition see [Har77, IV], Exercise 3.8.
Definition 4.2. Let C ⊂ Pnk be a curve over an algebraically closed field k. C is called
strange if there is a point A ∈ Pnk , called the center of C, such that the tangent to every
nonsingular point of C passes through A.
The next proposition is [Har77, IV], Theorem 3.9.
Proposition 4.3. The only nonsingular strange curves in Pnk for an algebraically closed
field k are the line and the plane conic in characteristic 2.
Example 4.4. There are many singular strange curves. For example, consider the
curve in P2 given parametrically in affine coordinates by x = t, y = tp over a field of
characteristic p (see [Har77, IV], Exercise 3.8). More examples can be found in [BH91],
Section 8.
Additionally, we will need the following basic property of curves.
Definition 4.5. A curve C ⊆ Pnk is called degenerate if there is a hyperplane H ⊂ Pnk
such that C ⊆H.
If the projection from nonsingular points is never birational onto its image then a
non-degenerate curve is strange.
Proposition 4.6. Let C ⊂ Pnk , n ≥ 3, be a non-degenerate curve over an algebraically
closed field k. Suppose the projection from every nonsingular point on C is not birational
onto its image. Then C is strange.
Proof. The following is based on the proof of [Har77, IV], Proposition 3.8.
Let p ∈ C be a nonsingular point on C. The set Sp of nonsingular points r ∈ C−{p} such
that the line lr connecting r and p neither meets C in a third point nor is tangent to r is
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open. So the projection from a nonsingular point p ∈ C induces a birational morphism
onto its image if and only if Sp is nonempty. Hence if the projection ϕp ∶ C → Pn−1k
from p is not birational onto its image then each line connecting p and a nonsingular
r ∈ C is tangent to r or meets C in a third point.
If there exists a nonsingular p ∈ C such that ϕp is inseparable then the tangent to C
at any nonsingular point q ∈ C meets p. Hence C is strange and we are done. So we
now assume this is not the case.
We fix a nonsingular point p ∈ C. For each nonsingular point r ∈ C we consider the
line lr connecting p and r. The projection from p only has finitely many ramification
points hence for a general r there is a third nonsingular point r′ ∈ C on lr. We embed
Pn−1k into Pnk with r′ ∉ Pn−1k and view the projection ϕr′ as a map into this hyperplane.
If ϕr′(p) is nonsingular on ϕr′(C) then the tangent lines Tp and Tr to p and r both lie
in the plane H ⊂ Pnk spanned by lr and the tangent line to ϕr′(C) at ϕr′(p). Hence
they meet in a point Ar ∈ Pnk .
So there is an open set of points r ∈ C such that the corresponding tangent lines meet
Tp. Passing through Tp yields a closed condition on the points of C, hence all tangents
to nonsingular points meet Tp. Now let p
′ be a second nonsingular point on C with
p′ ∉ Tp. By the same argument as above the corresponding tangent line Tp′ is also met
by all tangents to nonsingular points on C. In particular, Tp and Tp′ meet in exactly one
point A. Since C is non-degenerate the result then follows from Lemma 4.7 below.
Lemma 4.7. Let C ⊂ Pnk , n ≥ 3, be a curve over an algebraically closed field k. Assume
there are two lines l1 and l2 in P
n
k with l1∩ l2 = {A} that are met by all tangent lines to
nonsingular points on C. Then C is strange with center A or lies in the plane spanned
by l1 and l2.
Proof. If all tangents pass through A then we are in the first case and hence done. So
we assume there is a tangent to a nonsingular point on C that does not pass through
A. Passing through a fixed point is a closed condition. Therefore there is a nonempty
open set U ⊆ C such that the corresponding tangent lines do not pass through A and
hence lie in the 2-dimensional projective space H spanned by l1 and l2. So U and thus
its closure in Pnk lie in H which implies C ⊂H.
We are interested in the question when the image of the successive projection from
nonsingular points p1, . . . , pn ∈ C for C as above is a strange curve. So we extend the
definition of strange curves by introducing what we call r-strange curves.
Definition 4.8. Let C ⊂ Pnk , n ≥ 3, be a curve over an algebraically closed field k. For
1 ≤ r ≤ (n−2), we call C r-strange if for each setting of nonsingular points p1, . . . , pr ∈ C
there exists an r-dimensional plane H ⊂ Pnk that contains p1, . . . , pr and that is met by
all tangents to nonsingular points of C. We call a strange curve 0-strange.
Remark. Note that the points p1, . . . , pr ∈ C above are not necessarily distinct: LetC ⊂ Pnk be an r-strange curve and assume {p1, . . . , pr} = {p1, . . . , pl} for l < r. Then
Definition 4.8 only requires the r-dimensional plane H to pass through p1, . . . , pl.
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Furthermore, for r, n as above each degenerate curve C ⊆ Pr+1k ⊂ Pnk is r-strange
because any r-dimensional plane H ⊂ Pr+1k is met by all tangents to C. Since the
canonical model of a non-hyperelliptic, nonsingular curve is non-degenerate this will
not be important here.
1-strange curves can be described more explicitely.
Definition 4.9. A doubly ruled surface over an algebraically closed field k is a pro-
jective surface T ⊂ Pnk over k such that through a general point p ∈ T there are two
distinct lines on T passing through p.
Proposition 4.10. Let C ⊂ Pnk , n ≥ 3, be a non-degenerate curve over an algebraically
closed field k. Assume C is not strange.
(1) The following are equivalent:
a) C is 1-strange.
b) The image under the projection ϕp ∶ C → Pn−1k from every nonsingular point
p ∈ C is strange.
(2) If the conditions above are fulfilled then the closure T of the union of all tangent
lines to nonsingular points of C is a doubly ruled surface.
Proof. (1) Since by assumption C is not strange we see that ϕp is separable for each
nonsingular p ∈ C. We extend ϕp to a rational map ϕp ∶ Pnk ⇢ Pn−1k given by the
projection from p ∈ Pnk onto a hyperplane not containing p.
First, assume C is 1-strange. So for any nonsingular point p ∈ C there is a line l
through p that is met by all tangents to nonsingular points on C. Hence ϕp(l) is a
point that is met by all tangents to nonsingular points on ϕp(C). In conclusion, the
image ϕp(C) is strange with center ϕp(l).
Now, assume for every nonsingular point p ∈ C the image ϕp(C) is strange and call
the corresponding center Ap. Then the closure of ϕ
−1
p (Ap) is a line l through p that is
met by all but finitely many tangents to nonsingular points on C. Since passing through
l is a closed condition all tangents to nonsingular points on C pass through l. Because
the above holds for all nonsingular p ∈ C we conclude that C is 1-strange.
(2) C is not strange and therefore T is 2-dimensional. By assumption, for each
nonsingular p ∈ C there exists a line lp through p such that all tangents pass through
this line. In general, lp does not coincide with the tangent at p: Assume there are
two nonsingular points p, p′ ∈ C such that the corresponding tangent lines are met by
all tangents to nonsingular points on C. Then by Lemma 4.7 we see that C would be
strange or degenerate, a contradiction. In conclusion, the closure of all lines lp if p
varies is a second set of rulings on T .
Example 4.11. Lemma 4.10 suggests to construct 1-strange curves using doubly ruled
surfaces. We consider a strange plane curve C ⊆ P2k over an algebraically closed field k
of characteristic ≠ 2. Choose coordinates X,Y,Z on P2k such that the center of C lies at(1 ∶ 0 ∶ 0). Hence in affine coordinates x = XZ , y = YZ all tangents to nonsingular points
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of C are parallel to the x-axis. A classical example for a doubly ruled surface is the
hyperbolic paraboloid T ⊆ P3k defined by the equation w = u2 − v2 in affine coordinates
u, v,w (see Figure 1 for a picture over R). The corresponding rulings R ∶= {Rs∣s ∈ k}
and R′ ∶= {R′s∣s ∈ k} are given by the parametric equations
Rs ∶ u = s + t, v = t, w = s2 + 2st, t ∈ k
and
R′s ∶ u = s + t, v = −t, w = s2 + 2st, t ∈ k,
respectively. We then parameterize T by t, s via the description of R. Furthermore,
we denote the image of C on T via the the isomorphism Spec(k[x, y]) ≃ Spec(k[t, s]),
t ↦ XZ , s ↦ YZ by C′. All tangents to C are parallel to the x-axis so the tangents toC′ correspond to the various lines from R. For each s ∈ k the corresponding R′s is met
by all lines in R and hence by all tangents to nonsingular points on C′. In conclusion,
through any point on C′ there is a line from R′ that is met by all tangents to C′ so C′
is 1-strange.
Figure 1: A Hyperbolic Paraboloid with its two Rulings
Next, we show that r-strange curves yield strange curves by successive projection.
Lemma 4.12. Fix 1 ≤ r ≤ n − 2 and let C ⊂ Pnk be an r-strange but not strange curve
over an algebraically closed field k. Then for each nonsingular point p ∈ C the projection
from p leads to an (r − 1)-strange curve.
Proof. We already proved the case r = 1 in Proposition 4.10. So assume r ≥ 2 and let
ϕp be the projection from a nonsingular point p. Then ϕp can not be inseparable for
otherwise all tangent lines to nonsingular points passed through p. Let C′ ∶= ϕp(C) and
consider a setup of (r − 1) nonsingular points p′1, . . . , p′r−1 ∈ C′. For each p′i pick a point
pi ∈ C in the preimage of p′i. Then there is an r-dimensional plane H ⊆ Pnk containing{p, p1, . . . , pr−1} that is met by all tangents to nonsingular points of C. We extend ϕp
to a birational map ϕp ∶ Pnk ⇢ Pn−1k . The closure of ϕp(H) is an (r − 1)-dimensional
plane H ′ ⊆ Pn−1k that contains p′1, . . . , p′r−1 and is met by all tangents to C′.
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Lemma 4.12 enables us to extend properties of 1-strange to r-strange curves.
Lemma 4.13. Fix n ≥ 4, 1 ≤ r ≤ n − 3 and let C ⊂ Pnk be an r-strange but not strange
curve over an algebraically closed field k. Then C is degenerate.
Proof. By Lemma 4.12 the image under the projection ϕp from a nonsingular point
p ∈ C is (r − 1)-strange. If ϕp(C) is strange for each p ∈ C then C is 1-strange by
Proposition 4.10 and not strange by assumption. Otherwise we fix a nonsingular p ∈ C
such that ϕp(C) is not strange. Inductively we get m, 0 ≤m ≤ r−1, nonsingular points
on C such that the image C′ ⊂ Pn−mk under the corresponding successive projection is
1-strange but not strange. In particular, there are two distinct lines l1, l2 ⊂ Pn−mk such
that all tangents to nonsingular points on C′ pass through both lines.
We distinguish two cases. If l1 ∩ l2 = ∅, then all tangents and hence all nonsingular
points of C′ lie in the 3-dimensional projective space H spanned by l1 and l2. If
l1 ∩ l2 = {A} by Lemma 4.7 we get that C′ is degenerate since it is not strange.
We conclude that all points of C′ lie on a 3-dimensional projective subspace of Pn−mk .
Since n−m ≥ 4 the curve C′ is degenerate. Because C′ was created from C by successive
projection C itself is degenerate.
There is an immediate corollary describing non-degenerate r-strange curves.
Corollary 4.14. Let C ⊂ Pnk , n ≥ 3, be a non-degenerate curve over an algebraically
closed field k.
(1) If n ≥ 4 and C is r-strange but not strange for 1 ≤ r ≤ (n − 2) then r = n − 2.
(2) If C is 1-strange but not strange then n = 3 and C lies on a doubly ruled surface
given by the closure of the union of all tangent lines to nonsingular points.
Proof. This follows from Lemma 4.13 in combination with Proposition 4.10.
We now come to the main theorem of this section.
Theorem 4.15. Fix n ≥ 3 and let C ⊂ Pnk be a non-degenerate curve over an alge-
braically closed field k. Suppose C is non-strange or nonsingular. Then there is a
collection of nonsingular points p1, . . . , pn−2 ∈ C such that the successive projection from
these points yields a plane curve that is birational to C.
Proof. To start, assume n ≥ 4, let i ∈ {1, . . . , n − 3} and consider nonsingular points
p1, . . . , pi ∈ C such that
• the successive projection from p1, . . . , pi defines a morphism φ of C to Pn−ik which
is birational onto its (possibly singular) image C′ and
• for any nonsingular point pi+1 ∈ C with φ(pi+1) nonsingular on C′ the morphism
induced by successively projecting from p1, . . . , pi and then from pi+1 is not bira-
tional onto its image.
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By Proposition 4.6 this means in particular that C′ is strange. As before, we extend φ
to a rational map Pnk ⇢ Pn−ik . The closure of the preimage of the center of C′ under φ is
an i-dimensional plane H ⊆ Pnk that contains {p1, . . . , pi} and that is met by a general
tangent to C. Because this is a closed condition all tangents meet H. Note that the
considerations above are also true for i = 0 or n = 3 if we set the successive projection
from p1, . . . , p0 as C and let H be the center of C.
Now, suppose n ≥ 3 and no collection of nonsingular points p1, . . . , pn−2 defines a
birational morphism via successive projection onto the corresponding image. Then for
each such setup p1, . . . , pn−2 ∈ C there is an i ∈ {0, . . . , n−3} such that p1, . . . , pi fulfill the
properties of the items above. So for each set of nonsingular points p1, . . . , pn−2 ∈ C there
is an i ∈ {0, . . . , n−3} and an i-dimensional plane Hp1,...,pi with p1, . . . , pi ∈Hp1,...,pi that
is met by all tangents to C. We can always extend Hp1,...,pi to an (n − 3)-dimensional
plane Hp1,...,pn−3 that contains p1, . . . , pn−3 and is met by all tangents to C. So we
conclude that C is (n − 3)-strange. Hence C would be degenerate by Proposition 4.3 if
it was nonsingular and by Lemma 4.13 otherwise, contradicting the non-degeneracy ofC.
Theorem 4.15 stands beside [Har77, IV], Corollary 3.11, which states that any non-
singular curve C is birationally equivalent to a plane curve C′ with only nodes as sin-
gularities. Embedding C into some Pnk the proof of Corollary 3.11 is based on the
successive projection from certain points in the projective space. We have shown that
(under certain assumptions on C and n) we can choose these points to be on C if we
drop the nodal requirement. Hence we are able to lower the degree of the resulting
plane curve. This will be particularly important in Corollary 4.16 below.
Corollary 4.16. Let C be a non-hyperelliptic, nonsingular curve of genus g ≥ 3 over
some algebraically closed field k. Denote by K a canonical divisor of C. Then there
exists an effective divisor D ∈ Cg−3 such that ∣K − D∣ defines a birational morphism
Φ ∶ C → P2k of C onto its image.
Proof. Since C is not hyperelliptic we embed it into Pg−1k by ∣K ∣. If g = 3 then C directly
embedds into P2k.
So we may assume g ≥ 4. We have to show there exists a divisor D ∶= p1 + . . . + pg−3
on C such that successively projecting from p1, . . . , pg−3 induces birational morphisms
of C onto its image in the corresponding hyperplanes. This follows directly from The-
orem 4.15.
Remark. For curves C of low genus compared to the characteristic of k the proof above
is a lot easier. Indeed, let C be a curve as in Corollary 4.16. If the characteristic c of
the ground field k fulfills c > 2g−3 or if c = 0 then by [Hef89], Theorem 2.1, none of the
curves C′ given by successive projection are strange.
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4.2 Plane Models over Finite Fields
So far, we only treated curves over algebraically closed fields. In view of Algorithm 2
we are particularly interested in the case of finite fields. Intuitively, one would assume
that ∣K − D∣ for D ∈ Cg−3(Fq) chosen uniformly at random, where C is a fixed non-
hyperelliptic, nonsingular curve of genus g ≥ 3, leads to a birational embedding with
high probability P for big q. It will turn out that even more is true, namely that P
is bounded from below independently of the specific curve C for fixed g. In order to
state the corresponding theorem we recall the following notion. For a fixed genus g ≥ 3
we denote by Xg the set of all isomorphism classes of non-hyperelliptic, smooth curvesC/Fq of genus g for prime powers q. Furthermore, if C ∈ Xg is a curve over Fq we set
qC ∶= q.
Our main goal is to prove the following theorem.
Theorem. Fix a genus g ≥ 3 and let Xg be as above. For C/Fq ∈ Xg, let PC be the
probability that a divisor D chosen uniformly at random from Cg−3(Fq) does not lead
to a birational embedding via ∣K −D∣, where K denotes a canonical divisor on C. Then
there exists a function  ∶ N → R that converges to 0 such that 0 ≤ PC ≤ (qC) for allC ∈ Xg.
In view of Proposition 3.13, we need to give the set of (g−3)-fold symmetric products
of smooth curves of genus g the structure of an Hg-scheme. For this, recall that for
any integer d ≥ 1 we define the relative symmetric product Cd of a ν-canonical relative
curve C/S by the Hilbert scheme HilbdC/S . In particular, for the universal tri-canonically
embedded relative curve Zg →Hg we define
Zg,d ∶= HilbdZg/Hg .
Proposition 4.17. Zg,d is projective over Hg.
Proof. By Proposition 3.6 the relative curve Zg →Hg meets the requirements of Corol-
lary 1.7. Hence Zg,d is projective in the sense of Grothendieck. Furthermore, since Hg
is noetherian and quasi-projective over the affine scheme Spec(Z) the scheme Zg,d is
projective in the sense of Hartshorne.
Remark. In particular, for any smooth curve C of genus g ≥ 2 over some field F the
space Cd is projective over F.
We intend to focus on those effective divisors D of degree (g − 3) on curves of genus
g ≥ 3 such that ∣K −D∣ does not lead to a birational embedding into P2F. Recall that
we denote the canonical embedding of a smooth, non-hyperelliptic curve of genus g ≥ 3
by ϕ.
Lemma 4.18. Let C be a nonsingular, non-hyperelliptic curve of genus g ≥ 4 over an
algebraically closed field k and choose some D = p1+. . .+pg−3 ∈ Cg−3. Then the following
are equivalent.
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(1) The linear system ∣K −D∣ does not define a morphism that is birational onto its
image.
(2) For all p ∈ C with ϕ(p) ∉ ϕ(D), there exists a point r ∈ C such that
dim (ϕ(D + p)) = dim (ϕ(D + p + r)) .
(3) For all p ∈ C with ϕ(p) ∉ ϕ(D), there exists a point r ∈ C such that
dim(∣D + p∣) + 1 = dim(∣D + p + r∣).
Proof. (1)⇒ (2) First, we treat the case that ∣K −D∣ possesses a base point r. So by
the Geometric Version of the Riemann-Roch Theorem (Proposition 1.27)
ϕ(D) = ϕ(D + r)
and hence for each p ∈ C, p ≠ r, we have
ϕ(D + p) = ϕ(D + p + r).
Since ϕ(r) ∈ ϕ(D) statement (2) follows.
Now assume ∣K − D∣ has no base points and identify C with its canonical model
in Pg−1k . For any effective divisor E on C we denote the space ϕ(E) by E. Assume∣K − p1 . . . − pi∣ yields a birational embedding of C onto its image C′ ⊂ Pnk for some
i ∈ {0, . . . , g − 4} but ∣K − p1 . . .− pi − pi+1∣ does not. Consider the morphism Φ ∶ C → Pnk
given by ∣K − p1 . . . − pi∣. Let p ∈ C, p ∉ D, be an additional point and denote by p′
and p′i+1 the respective images in Pnk of p and pi+1 under Φ. Because p ∉ D we see
that p′ ≠ p′i+1. Since the projection from p′i+1 is not birational onto its image the line l
through p′ and p′i+1 meets C′ in a third point or is tangent to p′ or p′i+1. We extend Φ to
a rational map Φ ∶ Pg−1k ⇢ Pnk . So the above exactly means the closure of Φ−1(l) is equal
to p1 + . . . + pi+1 + p and contains an additional point r ∈ C (counted with multiplicity).
This leads to statement (2).
(2) ⇒ (1) We prove this by contraposition. Suppose ∣K −D∣ leads to a birational
embedding Φ ∶ C → Pnk and denote the image of C under Φ by C′. So there is a
nonsingular point p′ ∈ C′ such that Φ−1(p′) is a prime divisor p on C. Hence ϕ(D + p)
can not contain any further point of the form ϕ(r) (counted with multiplicity) for
otherwise Φ−1(p′) = (p + r + . . .). This exactly means that statement (2) is wrong.
(2)⇔ (3) This follows immediately from the geometric version of the Riemann-Roch
Theorem.
Lemma 4.18 indicates how those divisors D ∈ Cg−3 that lead to a birational embedding
can be characterized. Recall that a relative curve of genus g ≥ 2 possesses a projective
S-scheme Crd parameterizing degree d divisors of dimension at least r in the fibers over S.
Proposition 4.19. Let C → S be a relative curve of genus g ≥ 4. Then there is an open
subscheme M ⊆ Cg−3 that has the following property.
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(P ) Consider an s ∈ S(k) corresponding to a nonsingular, non-hyperelliptic curveC over some algebraically closed field k. Then Ms parameterizes those divisors
D ∈ (Cg−3)s for which the morphism given by ∣K−D∣ yields a birational embedding
into P2k.
Proof. Note that by construction Crd ⊆ Cd is closed for any d, r ≥ 1 since it is given by
the corresponding Fitting ideal.




τ // Cd ⊃ Crd
Cd−1
(4.1)
where τ refers to the divisor sum and pi is the projection. We claim that Ard ∶=
pi(τ−1(Crd)) is closed in Cd−1. Since τ is continuous we only have to show that pi is
closed; this follows directly from the properness of C → S.
The above implies that M ∶= pi(τ−1(Cg−2 −A1g−1)) is open: Since τ is continuous it
suffices to prove that pi is open. Since pi is a proper and flat morphism of noetherian
schemes, by [Har77, III]. Exercise 9.1, this is indeed the case.
For the rest of this proof fix an algebraically closed field k, consider an s ∈ S(k)
corresponding to a nonsingular, non-hyperelliptic curve C/k and denote (Crd)s by Crd.
The morphisms in (4.1) are defined over S. So (A1g−1)s parameterizes divisors D ∈ Cg−2
such that there exists a p′ ∈ C with dim(∣D + p′∣) ≥ 1. Equivalently, Cg−2 − (A1g−1)s
parameterizes divisors D ∈ Cg−2 such that dim(∣D + p′∣) = 0 for all p′ ∈ C.
Now, let D ∈ Cg−3 such that ∣K −D∣ leads to a birational embedding into P2k where,
as always, we denote by K a canonical divisor on C. By Lemma 4.18 and the Riemann-
Roch Theorem this is equivalent to dim(∣D∣) = 0 and the existence of a p ∈ C, p ∉ ϕ(D),
such that dim(∣D+p+p′∣) = dim(∣D+p∣) for all p′ ∈ C. This in turn exactly means there
exists a p ∈ C such that 0 = dim(∣D+p∣) = dim(∣D+p+p′∣) for all p′ ∈ C. So by definition
of M the linear system ∣K −D∣ leads to a birational embedding into P2k if and only if
D ∈Ms. So M fulfills property (P ) above.
The ideas behind Proposition 4.19 bring us close to those leading to some inequality
of type (3.1). More concretely, we set C/S = Zg/Hg, X ∶= Zg,g−3 and A ∶= Zg,g−3 −M
equipped with the reduced induced closed subscheme structure. Since Corollary 4.16
gives the existence of a plane model of degree (g + 1) over algebraically closed fields
the main theorem from the beginning of this section now follows easily from Proposi-
tion 3.13.
Theorem 4.20. Fix a genus g ≥ 3. For C/Fq ∈ Xg, let PC be the probability that
a divisor D chosen uniformly at random from Cg−3(Fq) does not lead to a birational
embedding via ∣K −D∣, where K denotes a canonical divisor on C. Then there exists a
function  ∶ N→ R that converges to 0 such that 0 ≤ PC ≤ (qC) for all C ∈ Xg.
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Proof. Since a non-hyperelliptic, smooth curve C/Fq of genus g = 3 is embedded into
P2Fq by the canonical linear system we may assume g ≥ 4.
Consider a curve C/Fq ∈ Xg and let k be an algebraic closure of Fq. Furthermore, let
s ∈ Hg(k) be a k-rational point corresponding to Ck ∶= C × Spec(k) and denote by K a
canonical divisor on Ck. Define M ⊆ Zg,g−3 as in Proposition 4.19 for Zg →Hg. Hence
the fiber of A ∶= Zg,g−3 −M
over s parameterizes those divisors in D ∈ Cg−3(k) that do not lead to a birational
embedding via ∣K −D∣. By definition, A ⊆ Zg,g−3 is closed and by Corollary 4.16 we
know that As is not all of Cg−3(k).
Hence we are in the situation of Proposition 3.13 with S =Hg, X = Zg,g−3 and A = A.
We conclude there exists a function  ∶ N → R that converges to 0 such that for any
finite field Fq and any s ∈ S(Fq)
PC = #Ms(Fq)
#(Zg,g−3)s(Fq) ≤ (q).
Remark. In a certain sense, Theorem 4.20 stands beside the proposition by Griffith &
Harris which we recalled in Proposition 4.1. We were able to extend their statement to
“general” linear systems in W2g+1(C) on arbitrary non-hyperelliptic, smooth curves C
over finite fields. However, we did not treat Wrd(C) for other dimensions and degrees.
We can now show that Algorithm 2 yields a plane model of degree (g + 1) in an
expected running time that is polynomially bounded in log(q).
Theorem 4.21. Fix some genus g ≥ 4. Consider curves C/Fq ∈ Xg that are initially
represented by plane models of bounded degree. Then the expected running time of
Algorithm 2 is polynomially bounded in log(q).
Proof. Since the genus is fixed, by [Die06], Proposition 6, each step in Algorithm 2
has an expected running time that is polynomially bounded in log(q). More precisely,
this holds for Step 2 by [Die11a], Proposition 3.16, and the fact that the L-polynomial
can be computed in a time that is polynomially bounded in log(q) with an algorithm
going back to J. Pila in [Pil05]. Additionally, Step 3 and Step 5 have a similar expected
running time by Proposition 2.4 and the explanations following Proposition 6 in [Die06],
respectively.
Furthermore, by Theorem 4.20 there is a constant e only depending on g such that
the following holds. If q ≥ e then the probability that Algorithm 2 succeeds for some
D ∈ Cg−3(Fq) chosen uniformly at random is ≥ 12 . So for q ≥ e the expected number of






n→∞2 − n + 22n = 2.
In conclusion, Algorithm 2 has an expected running time that is polynomially bounded
in log(q)

5 Index Calculus with a Net
In Chapter 4 we prove any non-hyperelliptic, smooth curve of genus g ≥ 3 over fields
of appropriate size possesses many plane models of degree (g + 1). Nevertheless, as
already mentioned in Chapter 2 not all of them are equally suitable for index calculus
algorithms. It turns out we need divisors of certain type that split completely over the
ground field.
To see this, let C be a smooth curve of genus g ≥ 1 over some field F and set P2F ∶=
Proj(F[X,Y,Z]). Furthermore, assume a plane model pi ∶ C → Cpm ⊂ P2F of C of degree
d is given. Following [Die12] consider the linear system
g2d(Cpm) ∶= {pi∗((s)0) ∣ s ∈ F[X,Y,Z]1}
that is given by the pullback of lines in P2F. In Chapter 2 we gave the outline of an
index calculus algorithm using this g2d(Cpm) leading to the following propositions that
are [Die12], Theorem 1 and Theorem 2.
Proposition 5.1. The discrete logarithm problem in the degree 0 Picard group of non-
hyperelliptic, smooth curves of genus 3 can be solved in an expected time in
O˜ (q) .
Proposition 5.2. We consider non-hyperelliptic, smooth curves of fixed genus g ≥ 4
over Fq. Then the discrete logarithm problem in the degree 0 Picard group of such
curves C given by plane models Cpm of degree (g+1) such that the corresponding g2d(Cpm)
contains a divisor which splits completely into distinct points can be solved in an expected
time in
O˜ (q2− 2g−1 ) .
Remark. If g = 3 then 2 − 2g−1 = 1, so Proposition 5.1 extends Proposition 5.2.
An important observation for the proof of Proposition 5.2 is [Die12], Proposition 3,
below.
Proposition 5.3. Fix some degree d. Then there is a constant C ∈ R+ such that the
following holds. Let Cpm be a plane model of degree d of a smooth curve C of genus g ≥ 1
over some finite field Fq. Suppose there exists at least one divisor in the corresponding
g2g+1(Cpm) that splits completely into distinct points. Then there are
≥ 1
d!(d − 2)! ⋅ q2 −Cq 32
such divisors.
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The goal of this chapter is to improve upon Proposition 5.2 by removing the condition
on the g2d(Cpm). More concretely, we show for non-hyperelliptic, smooth curves of genus
g ≥ 4 over finite fields there are “plenty” plane models that lead to at least one desired
divisor. Since by Proposition 5.2 with each of these plane models the discrete logarithm
problem can be solved in an expected time of
O˜ (q2− 2g−1 )
we deduce the same for curves not necessarily given by a plane model.
First, we review some details from [Die12] that will turn out to be very useful.
Definition 5.4. Let pi ∶ C → Cpm be a plane model of a nonsingular curve C over some
algebraically closed field k. Furthermore, fix some point p ∈ C. There is exactly one
line T ⊂ P2k such that the multiplicity of the divisor pi−1(T ) at p is larger than the
multiplicity of the divisor pi−1(pi(p)) at p. We call this line the plane tangent at p (with
respect to pi).
T is called a plane bitangent if pi−1(T ) = 2p1 +2p2 +D for some effective divisor D onC. It is called a plane flex tangent if pi−1(T ) = 3p1 +D for some effective divisor D onC. A plane tangent T is called ordinary if it is neither a plane bitangent nor a plane
flex tangent.
Note that the plane tangent at p ∈ C is a line in P2k whereas p is a point on the curve
itself. This enables us to talk about the various tangents at a singular point of Cpm.
We can now state Proposition 10 from [Die12] that is central for this chapter.
Proposition 5.5. Fix some degree d ≥ 4. Then there is a constant C ∈ R+ such that
the following holds. Consider smooth curves C over finite fields Fq given by a plane
model pi ∶ C → Cpm of degree d. Denote an algebraic closure of Fq by k. Assume there
is a nonsingular point p ∈ Cpm(Fq) such that only finitely many plane tangents T ⊆ P2k
pass through p and such that these plane tangents are all ordinary. In this case, the
number N of divisors in the corresponding g2d(Cpm) that contain p and split completely
into distinct points fulfills ∣N − 1(d − 1)! ⋅ q∣ ≤ Cq 12 .
Remark. If the assumptions of Proposition 5.5 are met then the number of completely
split divisors of the desired kind is what we expect heuristically. Additionally, in this
case there is at least one completely split divisor in the corresponding g2d(Cpm) for large
q. Hence by Proposition 5.3 there are
≥ 1
d!(d − 2)! ⋅ q2 −Cq 32
such divisors for some appropriate C.
The proof of Proposition 5.5 relies on the effective Chebotaryov density theorem from
[MS94]. Very briefly, the idea is to consider the degree (d − 1) function field extension
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Fq(C)∣Fq(P1) given by the projection from p. In case this extension is separable we can
pass to the Galois closure M ∣Fq(P1). By [Sti93, I], a place of Fq(P1) splits completely
in M if it does in Fq(C). So by the effective Chebotaryov density theorem there are
1(d−1)! ⋅ q +O(q 12 ) completely split divisors in g2d(Cpm) if and only if Fq is the exact
constant field of M . In particular, the number of completely split divisors is as desired
if Gal(FqM ∣k(P1)) ≃ Sd−1. The proposition then follows from the statement below,
that can be found in [Die12], Proposition 6.
Lemma 5.6. Let k be an algebraically closed field and denote by L∣k(x) a finite exten-
sion of degree d ≥ 3. Suppose there are only finitely many places of k(x) over k which
are ramified in L and that every such place splits in L as 2P1+P2+ . . .+Pd−1 for distinct
places Pi. Then the extension L∣k(x) is separable and Gal(L∣k(x)) ≃ Sd.
5.1 Ordinary Plane Models
Proposition 5.5 only treats the case of a curve that is already given by a plane model
pi ∶ C → Cpm. By Chapter 4 we already know there are many plane models of degree(g + 1) available. So by varying pi we can hope to get a plane model that fulfills the
requirements of Proposition 5.5. This idea leads to the notion of an ordinary plane
model.
Definition 5.7. Let pi ∶ C → Cpm be a plane model of a smooth curve over some
field F and denote an algebraic closure of F by k. Then pi is called ordinary if there
are only finitely many non-ordinary plane tangents to C × Spec(k) with respect to
pi × id ∶ C × Spec(k)→ Cpm × Spec(k).
Consider some non-hyperelliptic, nonsingular curve C of genus g ≥ 4 over an alge-
braically closed field k. As indicated above, we will focus on the plane tangents with
respect to varying plane models of degree (g + 1) of C. By extending the classical
notion of bitangents and flex tangents to so-called tangent hyperplanes, properties of
these plane tangents can be transfered to the canonical model of C.
Definition 5.8. Let C ⊂ Pnk be a curve of degree d ≥ 4 over some algebraically closed
field k and let H ⊂ Pnk be a hyperplane. If the hyperplane divisor corresponding to H
is given as
2p1 + 2p2 + p3 + . . . + pd−2
for nonsingular points p1, . . . , pd−2 ∈ C then H is called a bitangent hyperplane at p1
(and p2). If the hyperplane divisor corresponding to H is given as
3p1 + p2 + p3 + . . . + pd−2
for nonsingular points p1, . . . , pd−2 ∈ C then H is called a flex tangent hyperplane at p1.
If H is neither a bitangent nor a flex tangent hyperplane but still contains the tangent
at a point p1 ∈ C then we call H an ordinary tangent hyperplane at p1.
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Remark. We do not require the points above to be distinct. For instance, if the hyper-
plane divisor corresponding to some hyperplane H is of the form 4p1+p2+p3+ . . .+pd−3
then H is a bitangent hyperplane as well as a flex tangent hyperplane.
Lemma 5.9. Let C be a non-hyperelliptic, nonsingular curve of genus g ≥ 4 over some
algebraically closed fields k and identify C with its embedding via the canonical linear
system ∣K ∣. Furthermore, we fix some D ∈ Cg−3 such that ∣K −D∣ yields a plane model
pi ∶ C → Cpm. Then there are one-to-one correspondences between
• the set of plane bitangents (plane flex tangents) with respect to pi
and
• the set of bitangent (flex tangent) hyperplanes to C such that the corresponding
hyperplane divisor is of the form D + 2p + 2p′ +D′ (D + 3p +D′′) for p, p′ ∈ C,
D′ ∈ Cg−3 (D′′ ∈ Cg−2).
Proof. This is obvious since pi is defined by the linear system ∣K −D∣.
We will need a better understanding of the different notions of tangency on a canon-
ical curve C and its plane models.
Lemma 5.10. Let C/S be a relative curve of genus g ≥ 4. Then there are open sub-
schemes M1,M2 ⊆ Cg−3×C such that for any non-hyperelliptic, nonsingular curve Cs/k
corresponding to some s ∈ S(k) for an algebraically closed field k the following holds:
(1) Let D ∈ (Cg−3)s(k) and denote a canonical divisor on Cs by K. Then the fiber(M1)D consists of those points p ∈ Cs for which ∣K −D − 2p∣ contains no divisor
of the form 2p′ +D′ for p′ ∈ Cs, D′ ∈ (Cs)g−3. Furthermore, (M2)D consists of
those points p ∈ Cs for which ∣K −D − 3p∣ is empty.
(2) Let p ∈ Cs and denote a canonical divisor on Cs by K. Then the fiber (M1)p
consists of those divisors D ∈ (Cg−3)s for which ∣K − 2p −D∣ contains no effective
divisor of the form D′+2p′ for D′ ∈ (Cg−3)s, p′ ∈ Cs. Furthermore, (M2)p consists
of those divisors D ∈ (Cg−3)s for which ∣K − 3p −D∣ is empty.
Remark. The above can be interpreted in terms of tangent hyperplanes and plane
tangents.
In Lemma 5.10 we are interested in divisors in ∣K ∣ of the form D + 2p + 2p′ +D′ and
D + 3p +D′. On the canonical model of C these divisors refer to a bitangent or flex
tangent hyperplane, respectively.
Furthermore, assume D ∈ Cg−3 leads to a plane model pi ∶ C → Cpm of C via ∣K −D∣.
Then 2p + 2p′ +D′ and 3p′ +D′ define divisors referring to a plane bitangent or plane
flex tangent with respect to pi.
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Proof of Lemma 5.10. First, we state some general observations. Since C is proper over
S the diagonals ∆ ⊂ C2 and ∆3 ⊂ C3 are closed. Consider the diagrams






Cg−3 ×∆ ×∆ × Cg−3 τ2 // C2g−2 ⊃ Cg−12g−2
Cg−3 × C
(5.1)






Cg−3 ×∆3 × Cg−2 τ4 // C2g−2 ⊃ Cg−12g−2
Cg−3 × C
(5.2)
where τ1 comes from the diagonal morphism, τ3 is based on δ, τ2, τ4 refer to the sum
of divisors and pi1, pi2 are the projections. In this case, pi1, pi2 are closed morphisms andCg−1g,2g−2 is a closed set since it is given by the corresponding Fitting ideal (see [ACG11,
XXI], Paragraph 3). In conclusion, the sets
A1 ∶= pi1 (τ−1 (Cg−12g−2))
and A2 ∶= pi2 (τˆ−1 (Cg−12g−2))
are closed in Cg−3 × C.
For statement (1), we let Cs, s ∈ S(k), be a non-hyperelliptic, nonsingular curve of
genus g over an algebraically closed field k and pick some D ∈ (Cg−3)s. Furthermore, we
denote a canonical divisor on Cs by K. By definition, (A1)D parameterizes points p ∈ C
such that there is a divisorD′ ∈ Cg−3 and some p′ ∈ C withD+2p+2p′+D′ ∈ ∣K ∣. Similarly,(A2)D consists of points p ∈ C such that there is some D′ ∈ Cg−2 with D + 3p+D′ ∈ ∣K ∣.
Statement (2) can be checked similarly. For some p ∈ Cs the sets (A1)p, (A2)p
parameterize those D ∈ Cg−3 that lead to a flex tangent or bitangent hyperplane at p
on the canonical model of C.
We set M1 ∶= (Cg−3 × C) −A1 and M2 ∶= (Cg−3 × C) −A2.
Remark. Lemma 5.10 solely states that the considered spaces are open. It does not
include that any fiber is non-trivial.
So far, we have treated plane tangents and tangent hyperplanes. The third notion of
tangency we need is the (usual) tangent on a curve C ⊂ Pnk .
Definition 5.11. Let C ⊂ Pnk , n ≥ 2, be a non-degenerate curve over some algebraically
closed field k. Consider a tangent line T ⊂ Pnk at some nonsingular p ∈ C. We call T a
bitangent (at p) if it either is the tangent at two distinct nonsingular points on C or if
it is a tangent of at least order 4 at p. We call T a flex tangent (at p) if it is a tangent
of at least order 3 at p. Otherwise we call T an ordinary tangent.
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Proposition 5.12. Let C be a non-hyperelliptic, nonsingular curve of genus g ≥ 4 over
some algebraically closed field k.
(1) There are no bitangents on the canonical model of C.
(2) The number of flex tangents on the canonical model of C is bounded by 24 if g = 4
and by (2g + 4) otherwise.
Proof. We denote a canonical divisor on C by K and identify C with its canonical modelC ⊂ Pg−1k .
(1) Assume there is a bitangent at p ∈ C. Then by definition there is a point p′ ∈ C
on this tangent such that
g − 3 = dim(∣K − 2p∣) = dim(∣K − 2p − 2p′∣).
So by Riemann-Roch we have
dim(∣2p + 2p′∣) = deg(2p + 2p′) − g + 1 + dim(∣K − (2p + 2p′)∣)= 4 − g + 1 + g − 3= 2.
Thus ∣2p + 2p′∣ defines a complete g24 on C. Since C is not hyperelliptic this contradicts
Clifford’s Theorem (Proposition 1.36).
(2) Consider some p ∈ C such that the tangent to C at p is a flex tangent. So we get
dim(∣K − 2p∣) = dim(∣K − 3p∣).
By a similar calculation to the one above this implies that dim(∣3p∣) = 1 hence any flex
tangent defines a g13 on C.
Since C is not hyperelliptic any of its g13’s is completeand base point free. Hence it
defines a morphism Φ ∶ C → P1k of degree 3. Consider the corresponding extension of
function fields k(C)∣k(P1k). Then k(C)∣k(P1k) does not possess an intermediate field so
Φ is separable.
Any divisor 3p as above corresponds to a ramification point of Φ. By Hurwitz’s
Theorem we have
2g − 2 = 3 ⋅ (−2) + deg(R)
where R denotes the ramification divisor of Φ. So deg(R) = 2g + 4 and the number of
ramification points of Φ is bounded by the same number.
Hence any g13 on C contains at most (2g + 4) divisors of the form 3p. By the analysis
following Theorem 1.1 in [ACGH85, V] we distinguish two cases: Either g = 4 and there
are at most two g13’s on C or g ≥ 5 and there is at most one such linear system. By the
bound on the ramification points the result follows.
Define M1, M2 as in Lemma 5.10. We want to know how often the fibers (M1)p,(M2)p over some p ∈ C are nonempty. More generally, let C ⊆ Pnk , n ≥ 3, be a nonsingular
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curve over an algebraically closed field k embedded into Pnk by some complete linear
system gnd . For any p ∈ C we define
A2p = {D ∈ Cn−2 ∣ D + 2p + 2p′ +D′ ∈ gnd for some p′ ∈ C,D′ ∈ Cd−n−2} ,
A3p = {D ∈ Cn−2 ∣ D + 3p +D′ ∈ gnd for some D′ ∈ Cd−n−1} .
Note that A2p = Cn−2 if and only if each divisor in gnd containing 2p is of the form
D + 2p + 2p′ +D′ and a similar statement holds in case A3p = Cn−2. We then have the
following statement.
Lemma 5.13. Let C ⊆ Pnk , n ≥ 3, be a non-degenerate, nonsingular curve over an
algebraically closed field k. Suppose there are points p1, . . . , pr ∈ C with
A2p1 = A2p2 = . . . = A2pr = Cn−2.
Then there are at least r − n + 2 points pi from {p1, . . . , pr} such that the tangent at pi
is a bitangent.
Proof. To establish ideas, we first treat the case n = 3. By assumption, any plane
H ⊂ P3k containing the tangent Ti to C ⊂ P3k at pi ∈ {p1, . . . , pr} contains the tangent
TH at an additional point pH ∈ C or meets C at pi with at least order 4. This leads to
two cases: Ti is a bitangent or there are infinitely many tangents to C that meet Ti.
In the second case, there is an infinite set of points on C such that the corresponding
tangent lines meet Ti. Passing through Ti yields a closed condition on the points of C,
hence all tangents meet Ti.
Assume there are two distinct points pi, pj ∈ {p1, . . . , pr} such that the corresponding
tangents Ti, Tj are not bitangents. Hence Ti ≠ Tj and each of them is met by all tangents
to C. In particular, Ti ∩Tj = {A} for some A ∈ P3k. So all tangents pass through A or C
is degenerate. The first case implies that C is strange. Since C is nonsingular it would
then be degenerate by [Har77, IV], Theorem 3.9. So in any of the two cases we get
a contradiction. Overall, we conclude there is at most one tangent corresponding to
some point from p1, . . . , pr that is not a bitangent. So there are at least r − 1 = r − 3+ 2
points from {p1, . . . , pr} such that the corresponding tangents are bitangents.
We now come to the case n ≥ 4. Following [Har77, IV], Proposition 3.5 and Corollary
3.6, the union of the tangent and secant variety to C is at most 3-dimensional. In
particular, for every 1 ≤ i ≤ n−3 there are infinitely many points P1, . . . , Pi ∈ Pnk −C such
that the successive projection from these points yields an embedding φP1,...,Pi ∶ C → Pn−ik .
We denote the corresponding image of C by CP1,...,Pi . Additionally, if i = 0 then CP1,...,Pi
refers to the curve itself.
We claim for any 0 ≤ i ≤ n − 3 that on each CP1,...,Pi there are at least (r − n + i + 2)
images of points from {p1, . . . , pr} such that the tangents at these points are bitangents.
The result then follows from the case i = 0.
We prove the claim by reverse induction on i. First, let i = n − 3 and consider
some P1, . . . , Pn−3 ∈ Pnk − C that lead to an isomorphism of C onto its image C′ ∶=
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CP1,...,Pn−3 ⊂ P3k. We denote the images of p1, . . . , pr ∈ C under φP1,...,Pn−3 by p′1, . . . , p′r.
The assumption on p1, . . . , pr then leads to
A2p′1 = A2p′2 = . . . = A2p′r = C′.
We can thus apply the case n = 3 to conclude there are at least r−1 = r−n+ (n−3)+2
points from p′1, . . . , p′r such that the tangents at these points are bitangents.
Now, suppose the claim holds for a number (i + 1) with 1 ≤ i + 1 ≤ n − 3 and fix
P1, . . . , Pi ∈ Pnk − C leading to an isomorphism of C onto its image under the suc-
cessive projection. As before, we denote CP1,...,Pi by C′ and the images of p1, . . . , pr
on C′ by p′1, . . . , p′r. Furthermore, we let U be the union of the tangent and secand
variety to C′. For any P ′i+1 ∈ Pn−ik − (U ∪ C′) we denote the morphism given by projec-
tion from P ′i+1 by φP ′i+1 . By induction assumption, the tangent at (i + 2) points from{φP ′i+1(p′1), . . . , φP ′i+1(p′r)} is a bitangent.
For p′ ∈ {p′1, . . . , p′r} we denote by Np′ the union of all tangent 2-planes at p′ that
contain another tangent or meet C′ at p′ with order at least 4. Assume there are(r − (r − n + i + 2)) points p′ from p′1, . . . , p′r such that Np′ ⊊ Pn−ik for each of them.
Choose P ′i+1 ∈ Pn−i − (U ∪ C) that is not in Np′ for any such p′. Then there are at most
r − (r − (r − n + i + 2)) < r − n + (i + 1) + 2
points from {φP ′i+1(p′1), . . . , φP ′i+1(p′r)} on φP ′i+1(C′) such that the tangent at each of
them is a bitangent. This contradicts the induction assumption.
We conclude there are r −n+ (i+ 1)+ 2 points p′ ∈ {p′1, . . . , p′r} such that Np′ = Pn−ik .
Assume there are two points p′, p′′ ∈ {p′1, . . . , p′r} as above such that the corresponding
tangent lines Tp′ , Tp′′ are neither a bitangent nor a flex tangent. Since Np′ = Np′′ = Pn−i
we argue as in the case i = n−3 to conclude that each tangent passes through Tp′ and Tp′′ ,
contradicting the non-degeneracy of C′. So overall there are at least (r−n+ i+2) points
from {p′1, . . . , p′r} such that the corresponding tangent is a bitangent, as claimed.
Now, let C be a non-hyperelliptic, smooth curve of genus g ≥ 4 over an algebraically
closed field k and identify C with its canonical model. For any p ∈ C we get the set-
theoretic equations
A2p ∶= Cg−3 − (M1)p, A3p ∶= Cg−3 − (M2)p,
where M1, M2 are defined as in Lemma 5.10. In this case, Proposition 5.12 together
with Lemma 5.13 yields a nice result about the number of those points p ∈ C at which
each D ∈ Cg−3 leads to a non-ordinary tangent hyperplane on the canonical model of C.
Proposition 5.14. Let C be a non-hyperelliptic, nonsingular curve of genus g ≥ 4 over
some algebraically closed field k. Then there are at most
n ∶= ⎧⎪⎪⎨⎪⎪⎩25 if g = 43g + 1 if g ≥ 5
points p ∈ C such that A2p or A3p are all of Cg−3.
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Proof. Identify C with its canonical model.
Consider some p ∈ C such that A3p = Cg−3. Then each tangent hyperplane at p meetsC with order at least 3 at p. We conclude that the tangent to C at p is a tangent of at
least order 3. In particular, this tangent is a flex tangent. By Proposition 5.12 there
are at most
24 if g = 4 or
2g + 4 if g ≥ 5
such points p.
Now, consider those p ∈ C with A2p = Cg−3. If there were (g − 2) such points p ∈ C
then by Lemma 5.13 there was (g − 2) − (g − 1) + 2 = 1
bitangent on C, in contrast to Proposition 5.12. Hence there are at most (g − 3) points
p ∈ C with A2p = Cg−3.
So overall there are at most
n ∶= ⎧⎪⎪⎨⎪⎪⎩24 + 1 if g = 4(2g + 4) + (g − 3) if g ≥ 5
points p ∈ C such that A2p or A3p are all of Cg−3.
Some of the statements above have their respective counterparts for non-hyperelliptic,
smooth curves of genus 3.
Lemma 5.15. Let C be a non-hyperelliptic, nonsingular curve of genus 3 over some
algebraically closed field k. We identify C with its canonical model C ⊂ P2k via the
canonical linear system ∣K ∣.
(1) Assume C is not isomorphic to the Fermat quadric in characteristic 3 given by
x2+y2+z2 = 0. Then there is a constant e independent of the specific curve chosen
such that the number of points p ∈ C at which the corresponding tangent is a flex
tangent is bounded by e.
(2) The number of bitangents of C is ≤ 7 if char(k) = 2 and equals 28 otherwise.
Proof. (1) Consider the diagram
Z3 ×Z3

// ∆3 ×Z3 // Z3,4 ⊃ Z23,4
Z3
So by the same argument as in the proof of Lemma 5.10 the space of p ∈ C with a flex
tangent is given by polynomials of degree bounded independently of C. By [FOR04],
Item (3) of Subsection 2.1, any C but the Fermat curve have only finitely many flex
tangents. So the result follows.
(2) This is exactly [FOR04], Item (4) of Subsection 2.1.
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Combining Lemma 5.10 with Proposition 5.14 we are now able to show that a general
divisor from Cg−3(k) leads to an ordinary plane model. In fact, we can prove even more.
Theorem 5.16. Fix a genus g ≥ 4. For a curve C/Fq ∈ Xg, denote by PC be the
probability that a divisor D chosen uniformly at random from Cg−3(Fq) does not lead to
an ordinary plane model via ∣K −D∣, where K denotes a canonical divisor on C. Then
there exists a function  ∶ N→ R that converges to 0 such that PC ≤ (qC) for all C ∈ Xg.
Proof. Consider the universal 3-canonically embedded relative curve pi ∶ Zg → Hg. By
Theorem 4.20 there is an open subset M′3 ⊂ Zg,g−3 parameterizing those divisors D
that lead to a plane model via their residual. We set
M3 ∶=M′3 ×Zg
and define M1,M2 as in Lemma 5.10. Let
M ∶=M1 ∩M2 ∩M3
and denote the complement of M by A.
Now, we choose some C/Fq ∈ Xg and refer to an algebraic closure of Fq by k. The
fiber Ap over any p ∈ C(k) parameterizes divisors D ∈ Cg−3(k) that either do not lead
to a plane model via their residual or define a plane model such that the corresponding
plane tangent at p is non-ordinary. By Corollary 4.16 there is a divisor D ∈ Cg−3(k)
that gives a plane model via its residual. Hence if Ap = Cg−3(k) then Mp ∶=M2p ∪M3p
equals Cg−3(k). We conclude from Lemma 5.10 and the irreducibility of Cg−3(k) that
in this case M2p = Cg−3(k) or M3p = Cg−3(k). By Proposition 5.14 the number of points
p ∈ C(k) with this property is bounded by
s ∶= ⎧⎪⎪⎨⎪⎪⎩25 if g = 43g + 1 if g ≥ 5 .
So the number of points p ∈ C(k) with Mp = Cg−3(k) is bounded by s as well. In
conclusion, for all but at most s points p ∈ C(k) the space Mp and hence the fiber Ap
is a proper closed subset of Cg−3(k).
Assume there is a point p ∈ C(Fq) with Ap ⊊ Cg−3(k). Let D ∈ Cg−3(k) − Ap and
consider the plane model Cpm of C given by the residual of D. Then the plane tangent
at p with respect to pi × id ∶ C × Spec(k) → Cpm × Spec(k) is ordinary. By Lemma 5.10
the space S of points p′ ∈ C(k) such that the plane tangent at p′ with respect to pi × id
is non-ordinary is closed, given by polynomials of degree bounded independently of C
and D. Since there is at least one ordinary plane tangent there is a constant e that
is independent of C and D such that #S ≤ e. In particular, there are only finitely
many non-ordinary plane tangents to C × Spec(k) with respect to pi × id. Hence pi × id
is ordinary.
So Cg−3(k) −Ap parameterizes divisors D ∈ Cg−3(k) that lead to an ordinary plane
model via their residual. We apply Proposition 3.13 with S = Zg, X = Zg,g−3 ×Zg and
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A = A to conclude there exists a function  ∶ N → R that converges to 0 such that for
any curve C/Fq ∈ Xg and any p ∈ C(Fq) with Mp ⊊ Cg−3(k) we have
PC ≤ #Ap(Fq)
#Cg−3(Fq) ≤ (q).
By the above and the Hasse-Weil bound such a p exists on any curve C/Fq ∈ X if q is
sufficiently large. So the result follows.
Additionally, Lemma 5.15 and the proof of Theorem 5.16 immediately imply the
following.
Corollary 5.17. Fix some genus g ≥ 3. Consider a non-hyperelliptic, nonsingular
curves C of genus g over an algebraically closed field k.
(1) A general plane model of degree (g + 1) of C is ordinary.
(2) Let pi ∶ C → Cpm be an ordinary plane model. Then the number of non-ordinary
plane tangents with respect to pi is in O(1).
Remark. We note that Theorem 5.16 leads to another proof of Theorem 4.20. Pick someC/Fq ∈ Xg, refer to an algebraic closure of Fq by k and denote a canonical divisor on C
by K. Assume some D ∈ Cg−3(k) does not lead to a birational embedding via ∣K −D∣.
Nevertheless, we expect a general such D to define a morphism C × Spec(k) → P2k of
degree d ≥ 2 onto some curve C′ via its residual. In this case, any tangent hyperplane
to the canonical model of C × Spec(k) coming from a plane tangent to C′ would be
non-ordinary. Hence we expect D to be in Mp for all p ∈ C(k). We then proceed as in
Theorem 5.16.
Nevertheless, we did not prove Theorem 4.20 this way for several reasons. First of
all, the proof above uses properties of the canonical model of C whereas Theorem 4.15
works for more general curves C ⊂ Pnk . Additionally, we consider the concept of an
r-strange curve on its own to be noteworthy. Since Section 4.2 is rather short, we
then decided to prove Theorem 4.20 independently of the more elaborated theory of
non-ordinary tangents.
Fix a plane model pi ∶ C → Cpm of degree d of a curve C/Fq ∈ Xg and define g2d(Cpm)
as before. By Proposition 5.3, if there is one divisor in g2d(Cpm) that splits completely
into distinct points then the number of such divisors is at least
1
d!(d − 2)! ⋅ q2 −Cq 32 .
Nevertheless, heuristically we expect this number to be ∼ 1d! ⋅q2. Applying Corollary 5.17
we are now able to prove such a lower bound in case pi is an ordinary plane model of
degree (g + 1).
Recall that whenever we consider a set of curves of fixed genus g then all constants
involved in expressions of type O and O˜ only depend on g and no other input data. To
simplify notation, for any D ∈ Cd(Fq) that splits completely into distinct points we also
say D splits distinctly or is a distinctly split divisor.
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Proposition 5.18. Fix some genus g ≥ 4. Consider curves C/Fq ∈ Xg and let pi ∶ C →Cpm be an ordinary plane model of C of degree (g + 1). Then there are
1(g + 1)! ⋅ q2 +O (q 32 )
divisors in the corresponding g2g+1(Cpm) that split distinctly.
Proof. Pick C/Fq ∈ Xg and let pi ∶ C → Cpm be an ordinary plane model of degree (g+1).
By Corollary 5.17 the number of non-ordinary plane tangents with respect to pi is in
O(1). Each tangent meets Cpm in at most g points and by Hasse-Weil the number
of points in Cpm(Fq) is in q +O(q 12 ). Furthermore, the number of singular points onCpm(Fq) is at most g(g−1)2 . All in all, the number of nonsingular points p ∈ Cpm(Fq)
such that only ordinary tangents pass through p is in q +O(q 12 ).
Additionally, since Cpm is non-degenerate there is at most one point in Cpm(Fq)
that is on infinitely many tangents. So the number of points p ∈ C(Fq) such that the
requirements of Proposition 5.5 are met at p is in q +O(q 12 ). In this case, the number
of those divisors in a corresponding pencil that split distinctly is in
1
g!
⋅ q +O (q 12 ) .
Hence overall the number of tuples (p,D) where D ∈ g2g+1(Cpm) is a distinctly split
divisor through the nonsingular p ∈ Cpm(Fq) is in
(q +O (q 12 )) ⋅ ( 1
g!
⋅ q +O (q 12 )) = 1
g!
⋅ q2 +O (q 32 ) .
Each D passes through (g + 1) points p ∈ Cpm so the number of distinctly split divisors
in g2g+1(Cpm) is in
1(g + 1) ⋅ g! ⋅ q2 +O (q 32 ) = 1(g + 1)! ⋅ q2 +O (q 32 ) .
We can now derive a statement about the number of divisors D in the canonical
linear system that split distinctly.
Proposition 5.19. Fix some genus g ≥ 3, consider curves C/Fq ∈ Xg and denote a
canonical divisor on C by K. Then the number of divisors in ∣K ∣ that split distinctly is
in
1(2g − 2)! ⋅ qg−1 +O (qg− 32 ) .
Proof. The case g = 3 has already been treated in [Die12] where it is labeled as “d = 4”.
In this case, it is shown that for all but O(1) points p ∈ C(Fq) the number of those
divisors in ∣K − p∣ that split distinctly is in
1
6
⋅ q +O (q 12 ) .
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So we may assume that g ≥ 4.
Let C/Fq be as above. By Hasse-Weil, the number of points in C(Fq) is in q +O(q 12 ).
So the number of distinctly split divisors in Cg−3(Fq) is in
(q +O (q 12 )
g − 3 ) = 1(g − 3)! ⋅ qg−3 +O (qg− 72 ) .
Define A as in Theorem 5.16 and pick some p ∈ C(Fq) such that Ap(Fq) ⊊ Cg−3(Fq).
By the proof of Theorem 5.16 we know that in this case Ap(Fq) is a proper closed
subset of complexity bounded independently of C. Hence Lemma 3.8 implies that the
number of divisors in Ap(Fq) is in O(qg−4). So the number of completely split divisors
D ∈ Cg−3(Fq) that lead to an ordinary plane model is in
1(g − 3)! ⋅ qg−3 +O (qg− 72 ) .
By Proposition 5.18, for each ordinary plane model the number of distinctly split
divisors in the corresponding g2g+1(Cpm) is in
1(g + 1)! ⋅ q2 +O (q 32 ) .
In conclusion, the number of pairs (D1,D2) where the distinctly split D1 ∈ Cg−3(Fq)
defines an ordinary plane model pi ∶ C → Cpm and D2 is a distinctly split divisor in the
corresponding g2g+1(Cpm) is in
( 1(g − 3)! ⋅ qg−3 +O (qg− 72 ))( 1(g + 1)! ⋅ q2 +O (q 32 ))= 1(g − 3)!(g + 1)! ⋅ qg−1 +O (qg− 32 ) .
By definition, each pair (D1,D2) as above fulfills D1 +D2 ∈ ∣K ∣. The number of pairs
leading to the same element in ∣K ∣ is
(2g − 2
g − 3 ) = (2g − 2)!(g + 1)!(g − 3)! .
So overall there are
1(2g − 2)! ⋅ qg−1 +O (qg− 32 )
distinctly split divisors in ∣K ∣, as claimed.
So far we have analyzed the geometry of curves and their tangents, plane tangents
and tangent hyperplanes. We will now use these results to remove the condition on
the g2g+1(Cpm) in Proposition 5.2. For this, we slightly extend the corresponding index
calculus algorithm from [Die12].
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Algorithm 3: Index Calculus with a Net
Input: A non-hyperelliptic, smooth curve C of genus g ≥ 4 over Fq.
Output: A factor base and a tree of large prime relations satisfying the requirements of
Proposition 2.7 for c = g − 1.
1. Compute a plane model Cpm of C of degree (g + 1) as described in Algorithm 2 of
Chapter 4.
2. Compute a line l ⊂ P2Fq uniformly at random.
3. If the intersection of l with Cpm does not factor into distinct rational points, go back
to Step 1.
4. Apply the algorithm that Proposition 5.2 is based on to C represented by Cpm and
return the corresponding data.
Combining Theorem 5.16, Proposition 5.18 and this algorithm we can now prove the
theorem below.
Theorem 5.20. We consider non-hyperelliptic, smooth curves of fixed genus g ≥ 3 over
finite fields Fq. Then the discrete logarithm problem in the degree 0 Picard group of
these curves can be solved in an expected time of
O˜ (q2− 2g−1 ) .
Proof. We pick some C/Fq ∈ Xg, denote an algebraic closure of Fq by k and let K be
a canonical divisor on C. In case g = 3 the result follows from Proposition 5.1. So we
may assume that g ≥ 4.
By Theorem 4.21, Step 1 and 2 of Algorithm 3 have an expected running time that
is polynomially bounded in log(q). By Theorem 5.16 there is a function  ∶ N→ R that
converges to 0 such that the probability that a divisor D chosen uniformly at random
from Cg−3(Fq) does not define an ordinary plane model via ∣K −D∣ is bounded by (q).
So there is a constant e only depending on g such that the following holds. If q ≥ e
then the probability that the plane model computed in Step 1 is ordinary is ≥ 12 . If
this is the case, we conclude from Proposition 5.18 that the probability that a divisor
in g2g+1(Cpm) chosen uniformly at random splits distinctly is in
1(g+1)! ⋅ q2 +O (q 32 )
q2
= 1(g + 1)! +O (q− 12 ) .
Consequently, if q ≥ e then the probability that Algorithm 3 reaches Step 4 without
going back to Step 1 is at least
1
2(g + 1)! +O (q− 12 ) .
Overall, the expected number of plane models pi ∶ C → Cpm that have to be computed
until Step 4 is reached is in O(1). Hence the expected running time of Algorithm 3
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to get to Step 4 is polynomially bounded in log(q). We then apply Proposition 5.2 to
pi ∶ C → Cpm. We conclude that the discrete logarithm problem in the degree 0 Picard
group of curves C/Fq ∈ Xg can be solved in an expected time of
O˜ (q2− 2g−1 ) ,
as claimed.
5.2 Simple Coverings and Reflexive Plane Models
Proposition 5.5 is designed to fit the specific setting leading to Algorithm 3. It can be
rephrased more abstractly in terms of simple coverings.
Definition 5.21. Let C be a nonsingular curve over some field F and denote an alge-
braic closure of F by k. A finite separable morphism f ∶ C → P1F of degree d is called
a simple covering if each fiber of f × id ∶ C × Spec(k) → P1k consists of at least (d − 1)
distinct points.
In [Ful69] W. Fulton extends the notion of a simple covering to families of curves.
For a fixed d ∈ N and an even ω ≥ 2d − 2 he then defines a Hurwitz functor associating
to any base scheme S the set of of simple coverings over S of degree d with ω branch
points. By Corollary 6.4 in [Ful69] this functor is representable by a scheme Hω,d if
d ≥ 3. In particular, for any algebraically closed field k there is a k-scheme Hω,dk such
that its geometric points correspond to simple coverings of P1k by nonsingular curves
with the given data.
Definition 5.22. Fix d ≥ 3, an even ω ≥ 2d − 2 and an algebraically closed field k.
Then Hω,dk is called the Hurwitz scheme (for d,ω and k).
Fulton examines properties of Hω,d to show, beneath others, that the moduli space
of genus g curves is irreducible if the characteristic of the ground field is ≥ g + 1. We
name some of these properties for Hω,dk .
Proposition 5.23. Fix d ≥ 3, an even ω ≥ 2d − 2 and an algebraically closed field k.
Denote by ∆ω ⊂ Pωk the diagonal.
(1) Hω,dk is noetherian. There is a locally of finite type and e´tale morphism δ ∶ Hω,dk →
Pωk −∆ω associating to a simple covering its branch points.
(2) If the characteristic of k is ≥ d + 1 then δ is finite and Hω,dk is a non-singular
variety over k.
Proof. All statements are from [Ful69]. To be precise, (1) is Corollary 6.4 and (2) is
Theorem 7.2 as well as Corollary 7.5.
Furthermore, in Proposition 8.1 Fulton states the following classical fact.
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Proposition 5.24. Let C be a nonsingular curve of genus g over an algebraically
closed field of characteristic ≠ 2. If d ≥ g + 1 there is a degree d simple covering with
ω = 2g + 2d − 2 branch points.
Since an ordinary plane model leads to many simple coverings of degree g we can
now extend this result.
Proposition 5.25. Let C be a non-hyperelliptic, nonsingular curve of genus g over an
algebraically closed field k. If d ≥ g there is a degree d simple covering. Additionally, if
the characteristic of k is ≠ 2 then the simple covering has ω = 2g + 2d− 2 branch points.
Proof. By Corollary 5.17 there exists an ordinary plane model Cpm of C with a nonsin-
gular point p ∈ Cpm such that the projection f from p yields a simple covering of degree
g. If the characteristic of k is ≠ 2 then f has only tame ramification, so by Hurwitz’s
formula the number of branch points is 2g + 2d − 2.
As a second application of the notion of simple coverings we can restate Proposi-
tion 5.5 without fixing a plane model.
Proposition 5.26. Fix some degree d ≥ 3. Consider smooth curves C over finite fields
Fq. Let g1d ∈W1d(Fq) which defines a simple covering f ∶ C → P1Fq . Then the number of
divisors in this g1d that split completely into distinct points is in
1
d!
⋅ q +O (q 12 ) .
Proof. Since f ∶ C → P1Fq is a simple covering the corresponding extension of function
fields over Fq fulfills the requirements of Lemma 5.6. Hence we can use the same string
of arguments as for Proposition 5.5, where this time the extension Fq(C)∣Fq(P1) is
given by f .
Additionally, there is a very close connection between ordinary and so-called reflex-
ive plane models. In order to analyze this, we will now briefly review the notion of
reflexivity and name some of the related properties. The ideas behind the following are
expressed in [Hef89] and [Die12].
Let X ⊂ Pnk , n ≥ 2, be a non-degenerate variety over an algebraically closed field k.
We denote the nonsingular part of X by Xns and the tangent space at a closed point
p ∈Xns by Tp.
Definition 5.27. The conormal variety of X, denoted by C(X), is the closure in
Pnk × (Pnk)∗ of the set {(p,H) ∣ p ∈Xns closed, Tp ⊆H}.
The dual variety X ′ of X is the image under the projection φ of C(X) onto (Pnk)∗.
Definition 5.28. X is called reflexive if C(X) = C(X ′).
Example 5.29. In characteristic 0 all varieties are reflexive. Strange curves are non-
reflexive since their dual is a hyperplane whose dual is a point.
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There are different ways of characterizing non-reflexive varieties, some of which we
name here. The following proposition goes back to [Wal56].
Proposition 5.30. X is reflexive if and only if φ ∶ C(X)→X ′ is separable.
From now on we will take X = C to be a curve. In this case, in [HK85] A. Hefez and
S.L. Kleiman proved the following.
Proposition 5.31. A non-degenerate curve C ⊆ Pnk , n ≥ 2, over an algebraically closed
field k is non-reflexive if and only if for a general point p ∈ C and a general tangent
hyperplane H to C at p we have
[K(C(C)) ∶K(C′)]i = I(p,C.H).
Here [K(C(C)) ∶ K(C′)]i denotes the inseparable degree of [K(C(C)) ∶ K(C′)] and
I(p,C.H) the intersection multiplicity of C and H at p.
Since we are concerned with plane models of curves we are particularly interested in
criteria of non-reflexivity for plane curves.
Proposition 5.32. Let C be a non-degenerate plane curve over an algebraically closed
field k defined by F (X0,X1,X2) = 0 for some homogeneous polynomial F . Then the
following are equivalent
(1) C is not reflexive.
(2) φ is not birational.
(3) The characteristic of k is 2 or the tangent tp at a general p ∈ C meets C in p with
order [K(C(C)) ∶K(C′)]i.
(4) The characteristic of k is 2 or the tangent tp at a nonsingular p ∈ C meets C in p
with order ≥ [K(C(C)) ∶K(C′)]i.
(5) C is a line or for all i, j ∈ {0,1,2} the following equalities are satisfied on C
F 2i Fjj + F 2j Fii − 2FiFjFij = 0.
Here for a polynomial f ∈ k[X0,X1,X2] by fi we mean ∂f∂Xi .
Proof. The equivalence between the first and the second item goes back to [Hef89, II],
the rest is Proposition 5.31 and [Hef89, IV], Proposition 4.12 as well as Remark 4.5 and
its proof.
Definition 5.33. Let F be a perfect field. We call a plane curve C ⊂ P2F reflexive if the
equivalent conditions (1), (2) and (5) of Proposition 5.32 hold. We say that a plane
model pi ∶ C → Cpm of any curve C/F is reflexive if the curve Cpm is.
There are various interesting results about reflexivity of curves and their plane mod-
els.
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Proposition 5.34. Let C be a non-hyperelliptic, nonsingular curve of genus g ≥ 4 over
some algebraically closed field of characteristic c ≥ 3. Then the canonical model of C is
reflexive. The same holds if g = 3 and c ≥ 5.
Proof. We identify C with its canonical model. If C is not reflexive then by Proposi-
tion 5.31 a general hyperplane H to a general point p ∈ C fulfills
I(p,C.H) = [K(C(C)) ∶K(C′)]i ≥ c.
By Lemma 5.10 we distinguish two cases. For c = 3 the above implies M3p = Cg−3 for a
general p ∈ C. If c ≥ 5 then we even have M2p = Cg−3 for general p ∈ C. In any case, this
contradicts Proposition 5.14 if g ≥ 4 and Lemma 5.15, Item (2), if g = 3 and c ≥ 5.
Proposition 5.35. Let pi ∶ C → Cpm be a plane model of degree d ≥ 4 of a nonsingular
curve C over some algebraically closed field k of characteristic ≠ 3. Then pi is ordinary
if and only if it is reflexive.
Proof. First, we assume that pi is reflexive. So by Proposition 5.32, Item (2), we see
that the curve Cpm is birational to its dual model C′pm via a morphism Φ. By [Die12],
Lemma 7, the tangent at some nonsingular p ∈ Cpm is ordinary if and only if Φ(p) is
nonsingular on C′pm. The number of singular points of C′pm is finite which implies the
same for the number of non-ordinary tangents at nonsingular points of Cpm. Since the
number of singular points of Cpm is finite we conclude that pi is ordinary.
Assume pi is ordinary. In particular, the number of flex tangents at nonsingular points
on Cpm is finite. Hence by Proposition 5.32, Item (3), the curve Cpm is reflexive.
The above leads to an immediate corollary.
Corollary 5.36. Fix some genus g ≥ 4 and consider curves C/Fq ∈ Xg over fields Fq of
characteristic c ≠ 3. For any such curve denote a canonical divisor on C by K and letPC be the probability that a divisor D chosen uniformly at random from Cg−3(Fq) does
not lead to a reflexive plane model via ∣K −D∣. Then there is a function  ∶ N→ R that
converges to 0 such that PC ≤ (qC) for all C ∈ Xg.
Proof. Let C/Fq ∈ Xg be some curve as above and denote a canonical divisor on C by
K. By Proposition 5.35 a divisor D ∈ Cg−3(Fq) leads to a reflexive plane model via∣K −D∣ if and only if ∣K −D∣ defines an ordinary plane model. So by Theorem 5.16 we
are done.
6 Index Calculus with Pencils
In Chapter 2 we introduced a method for relation generation in Pic0C(Fq) of non-
hyperelliptic, smooth curves C making use of pencils that come from singularities on
various plane models of C. In view of Proposition 2.7 we want to apply this method
to construct a tree of large prime relations with appropriate characteristics. We fix a
constant κ ∈ R+.
Algorithm 4: Index Calculus with Pencils
Input: A non-hyperelliptic, smooth curve C of genus g ≥ 5 over Fq, represented by a plane
model of bounded degree.
Output: A factor base of size in O(q1− 1g−2 ) and a corresponding tree of large prime
relations.
1. Compute a factor base F ⊂ C(Fq) of size ⌈κ ⋅ q1− 1g−2 ⌉ on C uniformly at random.
2. Construct a set R of relations as follows.
Repeat ⌈q1− 1g−2 ⌉ times:
a) Compute a distinctly split divisor D ∈ Cg−3(Fq) uniformly at random and con-
struct a plane model Cpm of C via ∣K − D∣ as described in Algorithm 2 of
Chapter 4.
b) Compute a rational singularity R on Cpm. If this is not possible, go back to Step
2a.
c) Map the elements of F to Cpm and denote the set of nonsingular images by F ′.
d) Compute those divisors in the pencil given by lines in P2Fq through R and split
completely into elements from F ′ and at most 2 additional nonsingular rational
points.
e) Compute the preimages {D1, . . . ,Dl} ⊂ Cg−1(Fq) of the divisors generated in
Step 2d.
f) Add those points in the support of D1 not yet in the factor base to F .
g) For i = 2, . . . , l insert the relation [Di] − [D1] into R.
3. Set L ∶= C(Fq) −F . Construct a graph G on L ∪ {∗} from the FP- and PP-relations
corresponding to the elements in R.
4. Construct a shortest path tree T from G.
5. Return F ,T .
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Here, we compute the image of elements in the factor base on a plane model Cpm
with the help of a basis in the corresponding Riemann-Roch space. Furthermore, forF and R the data structure of a binary search tree is used. For details see [CSRL09],
Chapter 12.
Additionally, we also need to find the preimage of a completely split divisor on Cpm.
For this, we have to compute the preimage of points on Cpm which can be done as
follows. Represent the curve by a plane model C ⊂ P2Fq of degree d and fix an additional
plane model pi ∶ C → Cpm of C. Let D1,D2,D3 ∈ Cd(Fq) be completely split divisors each






3 under pi do
not contain a singular point. By construction, the Di are linearly equivalent and so are
the D′i. Hence we can compute rational functions fi,j , f ′i,j on C with Di−Dj = Div(fi,j)
and D′i −D′j = Div(f ′i,j). In this case, there is a fixed element c ∈ F∗q such that any
nonsingular p ∈ C(Fq) with nonsingular image under pi fulfills
f ′i,j(pi(p)) = c ⋅ fi,j(p). (6.1)
Now, let pi(p) be a nonsingular image on Cpm. Since the fi,j correspond to the difference
of line sections we can then compute the coordinates of p from the f ′i,j(pi(p)) and (6.1).
In Chapter 2 we conjectured the method from above has an expected running time
of
O˜ (q2− 2g−2 )
for at least a huge class of smooth curves over finite fields Fq. We then asked the
following questions.
Let C be smooth curve over a finite field Fq.
1. For which curves will the method always fail?
2. Are there “enough” plane models of C of degree (g−3) with rational singularities?
3. How many pencils of type g1g−1 are there on C?
4. How many divisor in such a g1g−1 split completely?
5. What can we say about the tree of large prime relations generated this way?
The Items 1.-4. are central to answer Question 2 below.
Question 2. Let C be smooth curve over a finite field Fq. How many completely split
divisors D ∈ C1g−1(Fq) are generated in Algorithm 4?
We now proceed in several steps. First, we analyze the geometry of the varieties
involved. In particular, we will use results from Brill-Noether theory to examine the
dimension of C1g−1 and W1g−1(C). Additionally, we consider some special cases, explain-
ing why the algorithm will not work for curves of low genus. We then prove the number
of complete g1g−1’s on “most” non-hyperelliptic, smooth curves C of genus g ≥ 5 over a
finite field Fq behaves as expected. This result will be used to show there are “enough”
completely split divisors of the desired type on “most”such curves if 5 ≤ g ≤ 7 or
char(Fq) ≥ g. Overall, Question 1.-4. will have a non-heuristic answer. Question 5 on
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the other hand is only treated by a comparison to specific random graphs. Neverthe-
less, we will present some experimental results indicating that the output of Algorithm
4 indeed behaves as conjectured.
6.1 The Geometry of Pencils
Some geometric ideas were already indicated in a general setting in Chapter 2. We will
now make these statements more precise.
Lemma 6.1. Fix a genus g ≥ 4 as well as an algebraically closed field k.
(1) Let C/k be a non-hyperelliptic, smooth curve of genus g. Then each divisor D ∈Cg−3 is part of a divisor in a g1g−1.
(2) Let C/k be a general nonsingular curve of genus g. Then a general divisor D ∈ Cg−3
leads to a plane model such that all its singularities are of order 2.
Proof. (1) Let D ∈ Cg−3 and denote a canonical divisor on C by K. Following [ACGH85,
VI], Paragraph 2, we distinguish three cases. First, assume dim(∣K −D∣) ≥ 3. So for
any D′ ∈ C2 we have dim(∣K − (D +D′)∣) ≥ 1 and D +D′ moves in a pencil.
Now, suppose dim(∣K −D∣) = 2 and ∣K −D∣ possesses a base point p. Then dim(∣K −(D + p)∣) = 2 and D + p + p′ moves in a pencil for any p′ ∈ C.
Finally, suppose ∣K −D∣ defines a morphism ϕ ∶ C → P2. Since
(g + 1 − 1)(g + 1 − 2)
2
≠ g
this morphism can not be an embedding. So there is a point e ∈ ϕ(C) such that
ϕ−1(e) = p1 + . . .+pr for some r ≥ 2. Denote by g1g+1−r the pencil given by lines through
e. Then ∣D + p1 + p2∣ is a g1g−1 on C since its residual contains g1g+1−r + p3 + . . . + pr.
(2) By Proposition 4.19 in combination with Corollary 4.16 there is a (g − 3)-
dimensional open subscheme M ⊆ Cg−3 parameterizing divisors that define a plane
model pi ∶ C → Cpm via successive projection. As argued in (1), pi can not be an embed-
ding, so each Cpm admits a finite number of singularities. For 2 ≤ n ≤ g + 1 we consider





where pin is given by summation and τn is the projection. By Riemann-Roch the closed
spaces Mn ∶= τn(pi−1n (Cn−1g−3+n)) parameterize those D ∈M leading to a plane model with
a singularity of order at least n. To finish the proof, we will show that M3, . . . ,Mg+1
are each properly contained in M if C is a general curve
Fix some 3 ≤ n ≤ g + 1 and let C/k be a general nonsingular curve of genus g. Now,
assume Mn =M which implies dim(Mn) = g − 3. Since each divisor D ∈M defines a
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plane model via its residual, this means for each such D there exists some D′ ∈ Cn with
D +D′ ∈ Cn−1g−3+n − Cng−3+n and consequently
dim (Wn−1g−3+n(C)) ≥ g − 3 − (n − 1) = g − (n + 2). (6.2)
On the other hand, by Proposition 1.40 a general nonsingular curve C of genus g fulfills
dim (Wn−1g−3+n(C)) = g − n(g − (g − 3 + n) + (n − 1))) = g − 2n.
Since n ≥ 3 this contradicts (6.2).
By Brill-Noether Theory there is a component of W1g−1(C) that is at least (g − 4)-
dimensional. In fact, the dimension of any component of W1g−1 is exactly (g − 4).
Proposition 6.2. Let C be a non-hyperelliptic, nonsingular curve of genus g ≥ 3 over
an algebraically closed field k. Then every component of W1g−1(C) is of dimension(g − 4).
Proof. By Proposition 1.39 the dimension of every component of W1g−1(C) is at least
equal to the Brill-Noether number
ρ = ρ(g, g − 1,1) = g − (1 + 1)(g − (g − 1) + 1) = g − 4.
On the other hand, Martens’ Theorem (Proposition 1.37) states that any component
of W1g−1(C) has dimension at most
(g − 1) − 2 ⋅ 1 − 1 = g − 4.
So we are done.
We will now analyze the geometry of W1g−1(C) more precisely in some special cases.
First of all, note that Algorithm 4 will not work for hyperelliptic curves C. As already
pointed out in Chapter 2, any g1d on such C with d ≤ g factors as
g1d = g12 + p1 + . . . + pd−2
over the algebraic closure of the ground field. So the number of independent relations
coming from such g1d’s is not sufficient to perform index calculus. Furthermore, the
algorithm will also fail for non-hyperelliptic, smooth curves of genus g = 3. Any plane
model of degree g+1 = 4 of such a curve is a canonical model of C and hence nonsingular.
The first interesting case is given by non-hyperelliptic, smooth curves C of genus g = 4
over a field F. Since C is not hyperelliptic, any singularity on a plane model Cpm of C
of degree 5 is of order 2 and leads to a g13. By Proposition 1.39 there exists a g
1
3 onCF ∶= C × F and by Proposition 6.2 the number of g13’s is finite.
More precisely, by the analysis in [ACGH85, V] after Theorem 1.1 the following holds.
Each divisor in a g13 spans a trisecant on the canonical model of CF and the union of
these trisecants for a fixed g13 defines a quadric containing this canonical model. Since
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there is exactly one such quadric either it is doubly ruled and there are two g13’s inW13(C)(F) or it is a cone in which case there is a single g13 ∈ W13(C)(F). All in all,W13(C) always turns out to be too small for index calculus in the genus 4 case.
Next, let C be a smooth curve of genus g = 5 over some field F. As before we may
assume C is not hyperelliptic. By Proposition 6.2 we know the space of g14’s on C is
g − 4 = 1 dimensional and by Clifford’s Theorem (Proposition 1.36) each g14 on C is
complete. Furthermore, by Lemma 6.1 a general divisor in C2 on a general curve C of
genus 5 over F defines a plane model with a singularity of order 2. Hence in this case
there is a 1-dimensional subspace of W14(C)(F) coming from these singularities.
Following [ACGH85, V] we will now determine the exact geometry of W14(C)(F). For
this, we distinguish two cases depending on whether CF ∶= C ×F is trigonal or not. If CF
possesses a g13 then this g
1
3 is unique and its residual exhibits CF as a plane quintic having
a single node or cusp as singularity. One can show that any g14 on CF is either given as
g13 + p for p ∈ CF or as a pencil of lines through a point on the plane quintic. If CF is not
trigonal then by the Geometric Version of Riemann-Roch each divisor p1 + . . . + p4 ∈ g14
defines a 2-plane on the canonical model of CF intersecting CF in p1, . . . , p4. As D varies
in g14 these planes sweep out a unique singular quadric containing the canonical model ofCF. On the other hand, each such quadric containing the canonical model either defines
a single, autoresidual g14 if it is simply ruled or two residual g
1
4’s in the doubly ruled
case. Furthermore, one can show that the singular quadrics containing the canonical
model of CF define a plane quintic. In conclusion, W14(C)(F) is a 2-sheeted ramified
cover of a plane quintic, the involution given by residuation.
For a general non-hyperelliptic smooth curves C of genus g ≥ 6 over some field F we do
not know the precise geometry of W1g−1(C). As before, any component of W1g−1(C)(F)
is (g − 4)-dimensional by Proposition 6.2. Furthermore, there is a (g − 4)-dimensional
subspace of g1g−1’s on CF ∶= C × F coming from pencils through singular points.
Nevertheless, in some cases we know more. First, assume CF is of genus 6 and can
be represented as a smooth plane quintic Q. In this case, the corresponding complete
g25 ∈ W25(C)(F) is unique, therefore fixed under the action of Gal(F/F) and hence F-
rational. Again by [ACGH85, V] every complete g15 on CF is given as ∣N − P1 + P2∣ for
N in the unique g25 on CF, P1, P2 ∈ C(F), P1 ≠ P2, and hence possesses a base point P2.
We conclude that every singularity of a plane model of degree 7 of C is of degree at
least 3.
Furthermore, there are no g13’s on CF: Identify CF with its canonical image in P5F.
By [SP94], Example 3 on page 131, the intersection of all quadrics containing CF is the
Veronese surface in P5F and CF is the image of Q under the Veronese map ν ∶ P2F → P5F.
If there was a g13 on CF then by the geometric Riemann-Roch Theorem the three points
of each D ∈ g13 are on a line which lies on every quadric containing CF. But a Veronese
surface does not contain any lines; if it did, then the intersection of the preimages
under ν of four independent hyperplanes through this line and hence the line itself
consisted of only finitely many points. Since there are no g13’s on CF we conclude from
Riemann-Roch that all considered singularities are of degree exactly 3.
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On the other hand, if CF is a trigonal curve of genus g = 6 then W15(C)(F) splits into
two components. The first one is given by systems of the form g13+p1+p2 for p1, p2 ∈ CF.
The other one comes from the residuals of these linear systems.
6.2 Pencils over Finite Fields
By the above, we expect Algorithm 4 to succeed for non-hyperelliptic, smooth curves
of genus g ≥ 5. Nevertheless, there are important difficulties to proving the conjectured
behavior. So far, we mostly analyzed the situation over algebraically closed instead of
finite fields. We actually need to prove there are “enough” completely split D ∈ C1g−1(Fq)
coming from pencils through singularities on the various plane models. This will be
done in two steps. First, we estimate the number of rational points in W1g−1(C)(Fq) for
“most” non-hyperelliptic, smooth curves C/Fq of fixed genus g ≥ 5. Afterwards, we use
the techniques introduced in Chapter 5 to answer Question 2 above.
In view of Proposition 3.9, an important step towards counting points inW1g−1(C)(Fq)
is its irreducibility. By Proposition 1.40 we already know W1g−1(C) is irreducible for a
general curve C of fixed genus g ≥ 1 over an algebraically closed field. Nevertheless, we
need a similar statement suitable for the space of curves of fixed genus over finite fields.
We first show there is a constructible subset in Hg parameterizing those curves C for
which the corresponding Wrd(C) is irreducible. Recall that we denote by pi ∶ Zg → Hg
the universal 3-canonically embedded relative curve.
Proposition 6.3. Fix integers r ≥ 0, d ≥ 1 and a genus g ≥ 1. Then there is a con-
structible set Z ⊆ Hg such that for any algebraically closed field k the space Z(k) ⊆Hg(k) parameterizes nonsingular, genus g curves C/k for which Wrd(C) is irreducible.
Proof. By Proposition 3.6, the morphism pi is proper and smooth onto the irreducible
scheme Hg. So by [Gro67, IV] (EGA 4), Corollary 17.16.3 (II), there is an e´tale mor-






commutes. In particular, e is locally quasi-finite. By restricting e to an open subset ofH′g we may assume e to be quasi-finite and hence of finite type. Since Hg is noetherian
by Proposition 3.6 we thus see that H′g is noetherian as well. So we can apply Part (1)
of Lemma 3.12 to conclude that the image of a constructible set in H′g is constructible
in Hg.





H′g e // Hg
6.2. PENCILS OVER FINITE FIELDS 83
By the choice of e the morphism l lifts to a section of the relative curve pi′ ∶ Z ′g → H′g.
Hence Wrd(pi′) exists and is projective over H′g by Proposition 1.30. We conclude
from Part (2) of Lemma 3.12 that the set of s ∈H′g such that pi−1(s) is irreducible is
constructible. By the above, the image of this set under e is constructible, so we are
done.
Combining Proposition 3.13 with Proposition 6.3 we can now analyze the number of
curves C over finite fields with geometrically irreducible Wrd(C).
Theorem 6.4. Fix integers r ≥ 0, d ≥ 1 and a genus g ≥ 3 such that g−(r+1)(g−d+r) ≥
1. For any prime power q we denote by Pq the probability that a curve C/Fq, chosen
uniformly at random from Hg(Fq), does not have a geometrically irreducible Wrd(C).
Then there exists a function  ∶ N→ R that converges to 0 such that Pq ≤ (q).
Proof. By Proposition 6.3 there is a constructible subset Z ⊆ Hg such that over any
algebraically closed field k the space Z(k) parameterizes nonsingular, genus g curves C/k
for which Wrd(C) is irreducible. Furthermore, either Z or its constructible complement
contain the generic point of Hg and hence by Lemma 3.12, Part (3), a nonempty open
subset. By Proposition 1.40, Part (2), for any algebraically closed field k a general
curve C ∈ Hg(k) possesses an irreducible Wrd(C). Since Hg × Spec(k) is a variety by
Proposition 3.6 and hence irreducible we conclude there is a nonempty open subsetU ⊆ Z.
Again by Proposition 3.6, the morphism pi′ ∶ Hg → Spec(Z) is smooth and therefore
open. So pi′(U) ⊆ Spec(Z) is open. In conclusion, there are only finitely many closed
fibers of pi′ that are not met by U . We already noted that the set of curves C with
irreducible Wrd(C) is open and nonempty in each such fiber. By reducing the above to
each fiber not met by U seperately, if necessary, we may assume each closed fiber of pi′
meets U .
Denote the complement of U by A. Then S ∶= Z X ∶= Hg and A ∶= A fulfill the
requirements of Proposition 3.13 by Proposition 3.6, Part (1) and (2), and the above.
So we conclude there exists a function  ∶ N→ R that converges to 0 such that
#A(Fq)
#Hg(Fq) ≤ (q).
Since U ⊆ Z this gives Pq ≤ #A(Fq)
#Hg(Fq) ≤ (q).
Remark. By the last section, W15(C) is not irreducible on trigonal curves C of genus 6.
So there are cases where  in Theorem 6.4 is not identical to 0.
Consider a smooth curve C/Fq of genus g ≥ 5 with geometrically irreducible W1g−1(C).
Then Corollary 3.10 applies to W1g−1(C), so we have a good estimate on the number of
complete g1g−1’s on C. We now make this statement precise.
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Recall that whenever we consider a set of curves of fixed genus g then all constants
involved in expressions of type O and O˜ only depend on g and no other input data.
Corollary 6.5. Fix a genus g ≥ 5. For any prime power q we denote by Pq the proba-
bility that the number of elements in W1g−1(C)(Fq) on a curve C/Fq, chosen uniformly
at random from Hg(Fq), is not in
qg−4 +O (qg− 92 ) .
Then there exists a function  ∶ N→ R that converges to 0 such that Pq ≤ (q).






H′g e // Hg
where e is e´tale, H′g is noetherian and pi′ admits a section. Furthermore, by the proof
of Theorem 6.4 there is a nonempty open set U ⊆Hg parameterizing nonsingular, genus
g curves C for which Wrd(C) is irreducible. We denote by U ′ the preimage of U under
e and restrict pi′ to U ′. The corresponding relative curve pi′′ ∶ Z ′′g → U ′ still admits a
section, so W1g−1(pi′′) exists and is projective over U ′ by Proposition 1.30.
Since U ′ is noetherian we can find an integer N1 ∈ N, a cover of U ′ by affine schemes
Spec(A1), . . . ,Spec(Al) and absolute constants e1, e2 such that Wrd(pi′′)∩PN1Ai is defined
by at most e1 homogeneous polynomials in Ai[x0, . . . , xN1] of degree bounded by e2.
We conclude there is an absolute constant e3 such that for any algebraically closed
field k and any s ∈ U ′(k) corresponding to some nonsingular curve C/k of genus g the
degree of W1g−1(C) is bounded by e3. Furthermore, by the choice of U and U ′ any suchW1g−1(C) is irreducible and by Proposition 6.2 it is (g−4) dimensional. So we can apply
Corollary 3.10 to conclude there exists an absolute constant C such that for any curveC/Fq from U(Fq) ∣#W1g−1(C)(Fq) − qg−4∣ ≤ Cq(g−4)− 12 .
The result then follows by the same arguments as in Theorem 6.4.
By Corollary 6.5 we expect a randomly chosen curve to have many complete g1g−1’s.
Nevertheless, we have to check whether the number of distinctly split divisors in such
a g1g−1 is as we expect heuristically. For this, we want to apply Proposition 5.26 for
d = g − 1. As a first step, we need to characterize those divisors D ∈ C1g−1 which lead to
a simple covering via their residual.
Recall that a relative curve C/S of genus g ≥ 2 possesses a projective S-scheme Crd
parameterizing degree d divisors of dimension at least r in the fibers over S.
Proposition 6.6. Let C/S be a relative curve of genus g ≥ 5. Then there is an open
subscheme M ⊂ C1g−1 that has the following property:
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(P) Consider an s ∈ S(k) corresponding to a non-hyperelliptic, nonsingular curve Cs
over some algebraically closed field k and let K be a canonical divisor on Cs. ThenMs parameterizes divisors D ∈ (C1g−1)s such that ∣K −D∣ yields a simple covering.
Proof. First, we want a morphism given by the residual of some D ∈ C1g−1 to be simple.
For this, consider the following diagrams of schemes over S





pi1 // C2g−2 ⊃ Cg−12g−2
Cg−1 Cg−1 ⊇ C1g−1
(6.3)





pi2 // C2g−2 ⊃ Cg−12g−2
Cg−1 Cg−1 ⊇ C1g−1
(6.4)
where ∆2 ⊂ C2 and ∆3 ⊂ C3 are the diagonals, pi1, pi2 refer to the sum of divisors, τ1, τ2
are given by projection and
ι1 ∶ Cg−1 ×∆3 × Cg−4 →∆3 × Cg−4 → Cg−1
ι2 ∶ Cg−1 ×∆2 ×∆2 × Cg−5 →∆2 ×∆2 × Cg−5 → Cg−1
are a combination of projection and summation. As argued before (see for instance
the proof of Lemma 5.10), ∆2,∆3,Cg−12g−2 and C1g−1 are closed subschemes of the corre-
sponding ambient spaces and τ1, τ2 are closed morphisms. In particular, for n = 1,2 the
set An ∶= τn (pi−1n (Cg−12g−2) ∩ ι−1n (C1g−1)) ⊆ Cg−1
is closed and the same holds for A1 ∪A2. In fact, since we only consider divisors with
residual in C1g−1 we even know that A1 ∪A2 ⊆ C1g−1 by Riemann-Roch.
Next, we want a corresponding morphism to be separable. For this, we define
Cg−3 × C2
pi3
Cg−1 pi4 // Cg−1
by summation and define a subset of Cg−1 by A′3 ∶= pi−14 (pi3(Cg−3 ×∆2)). Then Cg−3 × C2
and Cg−1 are proper over S so pi3 is a closed morphism and consequently A′3 is closed.
Additionally, we consider the morphisms





pi5 // C2g−2 ⊃ Cg−12g−2
Cg−1 × C Cg−1 ⊇ A′3
(6.5)
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where pi5 as well as ι3 ∶ C × Cg−2 → Cg−1 are given by summation and τ3 is given by
projection. Then A′′3 ∶= τ3 (pi−15 (Cg−12g−2) ∩ ι−13 (A′3)) ⊆ Cg−1 × C.
is closed and consequently its complement M′′3 is open. We denote the image of M′′3
under the projection to Cg−1 by M3 and notice that M3 is open since C is smooth over
S. We set A3 ∶= C1g−1 − (M3 ∩ C1g−1).






by summation and projection, respectively. Then A4 ∶= τ6(pi−16 (C2g)) is again a closed
set.
We set A ∶= (A1 ∪A2) ∪A3 ∪A4 ∪ C2g−1.
Let Cs be a non-hyperelliptic, nonsingular curve of genus g over an algebraically closed
field k, corresponding to some s ∈ S(k). Denote a canonical divisor on Cs by K. We
reduce (6.3)-(6.6) to the fiber over s. Then As(k) parameterizes divisors D ∈ (C1g−1)s
such that
- D ∈ (C2g−1)s, so ∣D∣ and hence ∣K −D∣ are of dimension ≥ 2 or
- D ∈ (A4)s − (C2g−1)s, so dim(∣K −D∣) = 1 but ∣K −D∣ is not base point free or
- D ∈ (A3)s − (A4 ∪ C2g−1)s, so ∣K −D∣ defines a morphism Φ ∶ C → P1k but each
divisor D ∈ ∣K −D∣ has a multiple point and hence Φ is not separable or
- D ∈ (A1∪A2)s−(A3∪A4∪C2g−1)s, so ∣K−D∣ defines a separable morphism C → P1k
that is not a simple covering.
We define M ∶= C1g−1 −A. Then Ms(k) parameterizes those divisors D ∈ (Cg−1)s such
that ∣K −D∣ defines a simple covering. So M fulfills property (P) above.
So far we do not know when there are suffiently many fibers of M → S which are
nonempty. For curves of genus greater than the characteristic of the ground field this
follows from properties of the Hurwitz scheme. However, for small characteristics we
have to pursue a different approach due to the existence of wild ramifications. In this
case, we consider a corresponding subspace of Cg−3 and generate concrete examples of
appropriate curves to show this space is nonempty.
Definition 6.7. Let C be a smooth curve over some field F and let Cpm be a plane
model of C. We say a rational singularity p ∈ Cpm(F) is covering-simple or c-simple if
the projection from p yields a simple covering of C.
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Lemma 6.8. Let C/S be a relative curve of genus g ≥ 5. Then there is an open sub-
scheme M ⊂ Cg−3 that has the following property. Consider an s ∈ S(k) corresponding
to a nonsingular, non-hyperelliptic curve Cs over some algebraically closed field k and
let K be a canonical divisor on Cs. Then Ms parameterizes divisors D ∈ (Cg−3)s such
that ∣K −D∣ yields a plane model with only c-simple singularities of order 2.






where pi refers to summation and τ to the projection. In particular, τ is a closed
morphism. Define M ⊆ C1g−1 as in Proposition 6.6 and denote its complement by A1.
Since C1g−1 ⊂ Cg−1 is closed we viewA1 as a closed subscheme of Cg−1. By Proposition 4.19
there also is a closed subscheme A2 ⊂ Cg−3 parameterizing divisors D that do not lead
to a plane model via ∣K −D∣. We define a closed subscheme
A ∶= τ(pi−1(A1)) ∪A2.
Now, consider an s ∈ S(k) corresponding to a nonsingular, non-hyperelliptic curve Cs
over some algebraically closed field k and let K be a canonical divisor on Cs. Then As
parameterizes those divisors that either do not lead to a plane model via ∣K −D∣ or
define such a model with a singularity that is not c-simple of order 2. So M ∶= Cg−3 −A
is the desired subscheme.
Lemma 6.9. Let C/S be a relative curve of genus g ≥ 4. Then there is an open sub-
scheme M ⊆ Cg−1 that has the following property. Consider an s ∈ S(k) corresponding
to a nonsingular, non-hyperelliptic curve C over some algebraically closed field k. ThenMs(k) parameterizes those D ∈ (Cg−1)s containing a divisor in (Cg−3)s that leads to a
plane model via successive projection.
Proof. For any (g − 3)-subset E ⊂ {1, . . . , g − 1} let piE ∶ Cg−1 → Cg−3 be the projection
onto the coordinates given by E followed by the divisor sum mapping Cg−3 → Cg−3. By
Proposition 4.19 there is a closed subset A1 ⊆ Cg−3 parameterizing those divisors that




and let A ∶= τ(A2), where τ ∶ Cg−1 → Cg−1 is given by summation. Since Cg−1,Cg−1 are
both proper over S we see that τ is a closed morphism. So A is closed.
The fiber As over some s ∈ S(k) corresponding to a nonsingular, non-hyperelliptic
curve Cs over some algebraically closed field k parameterizes those divisors D ∈ (Cg−1)s
such that each D′ ∈ (Cg−3)s with D′ ≤D is in (A1)s. We thus set M ∶= Cg−1 −A.
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Recall that by Hhypg we denote the hyperelliptic part of Hg.
Proposition 6.10. Fix a genus g ≥ 5. For any prime power q we denote by Pq the
probability that on a curve C/Fq, chosen uniformly at random from Hg(Fq), there is no
D ∈ Cg−3(Fq) that leads to a plane model with a c-simple singularity of order 2. Then
there exists a function  ∶ N→ R that converges to 0 such that Pq ≤ (q), where for g > 7
we only consider ground fields of characteristic ≥ g.
Proof. First, we treat the case of characteristic ≥ g. Fix an algebraically closed field k
of characteristic ≥ g, set
ω ∶= 2g + 2(g − 1) − 2 = 4g − 4
and recall that by definition a variety over k is always irreducible and hence nonempty.
So by Proposition 5.23 the Hurwitz schemeHω,g−1k is nonempty and δ ∶ Hω,g−1k → Pωk−∆ω
is an e`tale and hence open cover. So there is a nonempty open subset U1 ⊆ Pωk − ∆ω
such that for any b ∈ U1 there is a simple covering fb ∶ Cb → P1k of degree (g − 1) with
branch locus given by b. By the constraint on the characteristic of k each fb is tamely
ramified so by the Hurwitz formula Cb is a nonsingular curve of genus g.
For any nonsingular curve C/k of genus g consider the morphisms pi1 ∶ G1g−1(C) →W1g−1(C) associating to a g1g−1 the corresponding complete linear system and pi2 ∶ C1g−1 →W1g−1(C) with pi2(D) ∶= ∣D∣. By Proposition 1.40 for general C the morphism pi1 is
biregular on a nonempty open subset. Furthermore, by Proposition 6.6 the space of
those divisors D ∈ C1g−1 that define a simple covering is open. Additionally, pi2 is a closed
morphism since C1g−1(C) and W1g−1 are projective over k. So the space of those linear
systems in W1g−1(C) that define a simple covering is open since the conditions used in
Proposition 6.6 can be tested on fibers of pi2 . Combining this with the biregularity of
pi1 we conclude that on general C there is an open subset U2 ⊆ G1g−1(C) parameterizing
those complete g1g−1’s that define a simple covering.
Now, assume U2 is empty on a general C. So the space of simple coverings is given
only by non-complete linear systems. By Proposition 1.40 we may assume that G1g−1(C)
is irreducible of dimension (g−4). Since pi1 is locally biregular on general C we conclude
that the space of simple coverings of degree (g − 1) on general C is at most (g − 5)-
dimensional. We then bound the dimension of Mg, the moduli space of nonsingular
genus g curves over k, from below as follows. Since U1 ⊆ Pωk −∆ω is (4g−4)-dimensional
the same holds for Hω,g−1k . Additionally choosing coordinates on P1k we get
3g − 3 = dim(Mg) ≥ 4g − 4 − (g − 5) − 3 = 3g − 2,
a contradiction. In conclusion, on general C the space U2 is (g − 4)-dimensional. Since
pi1 is biregular on such curves there is a nonempty open subset U3 ⊆W1g−1(C) parame-
terizing complete linear systems that define a simple covering.
By Lemma 6.1 a general divisor D ∈ Cg−3 on general C leads to a plane model on which
all singularities are of order 2. The pencil of lines through one of these singularities
defines an element of the irreducible space W1g−1(C) −W2g−1(C). In conclusion, there
is a (g − 4)-dimensional subspace of W1g−1(C) coming from the pencil of lines through
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a singularity on some plane model. Combining this with the non-emptyness of U3 we
conclude that on general C there is a divisor D ∈ Cg−3 that leads to a plane model with
a c-simple singularity of order 2.
Let Zg → Hg be the universal tri-canonically embedded relative curve of genus g.
By Proposition 6.6 there is an open subscheme M1 ⊆ Z1g−1 which on non-hyperelliptic,
nonsingular curves parameterizes divisors with residual leading to a simple covering.
Additionally, by Lemma 6.9 there is an open subscheme M2 ⊆ Z1g−1 which on non-
hyperelliptic, nonsingular curves parameterizes divisors which contain a divisor that
leads to a plane model via its residual. We define M ∶=M1 ∩M2. By Proposition 1.30
the morphism pi3 ∶ Z1g−1 →Hg is projective and hence of finite type. So by Lemma 3.12
the image pi3(M) is constructible. Since Hg is irreducible by Proposition 3.6 either
pi3(M) or its complement pi(M)c has to contain the generic point and hence a nonempty
open subset. By the above, for algebraically closed fields k of any but finitely many
characteristics a general curve in Hg × Spec(k) possesses an appropriate plane model
with a c-simple singularity of order 2. In conclusion, pi3(M) contains a nonempty open
subset U ′ ⊆ pi3(M). We define U ∶= U ′ − (U ′ ∩Hhypg ).
We now proceed similarly to the proof of Theorem 6.4. By Proposition 3.6 the
morphism pi′ ∶ Hg → Spec(Z) is smooth and therefore open. So pi′(U) ⊆ Spec(Z) is
open. In conclusion, there are only finitely many fibers of pi′ over closed points that are
not met by U . We already noted that the set of curves C/k which posses an appropriate
plane model with a c-simple singularity of order 2 is nonempty and open in Hg×Spec(k)
for any algebraically closed field of characteristic ≥ g. By reducing the above to each
fiber not met by U seperately, if necessary, we may assume each fiber of pi′ over primes≥ g meets U .
Denote the complement of U by A. Then S ∶= Z X ∶= Hg and A ∶= A fulfill the
requirements of Proposition 3.13 by Proposition 3.6, Part (1) and (2), and the above.
So we conclude there exists a function 1 ∶ N→ R that converges to 0 such that
#A(Fq)
#Hg(Fq) ≤ 1(q),
whenever Fq is of characteristic ≥ g. Since U ⊆ pi(M) this gives
Pq ≤ #A(Fq)
#Hg(Fq) ≤ 1(q),
whenever Fq is of characteristic ≥ g.
Now, fix a genus 5 ≤ g ≤ 7 and consider characteristics c < g. Depending on g there
is a total of 8 cases:
g = 5, c = 2,3
g = 6, c = 2,3,5
g = 7, c = 2,3,5.
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where pi refers to summation and τ comes from the morphism Zg →Hg. By Lemma 6.8
we already know the space M ⊆ Zg−3 of divisors of degree (g − 3) which on a non-
hyperelliptic, nonsingular curve of genus g lead to a plane model with only c-simple
singularities of order 2 is open. Since τ is smooth and hence open we conclude thatU ′ ∶= τ(pi−1(M)) and hence U ∶= U ′ − (U ′ ∩Hhypg ) is open. For any algebraically closed
field k the space U(k) parameterizes non-hyperelliptic, nonsingular curves over k that
possess a plane model coming from a divisor in M. Furthermore, the examples in
Appendix A give one such curve for each of the 8 cases above. Applying Proposition 3.13
we get a function 2 ∶ N → R such that a randomly chosen curve from Hg(Fq) over
a finite field of characteristic < g is in U(Fq) with probability ≥ 1 − 2(q). We set
 ∶= max(1, 2).
Next, we seek to combine the statements above.
Theorem 6.11. Fix a genus g ≥ 5. Then there exists a function  ∶ N → R that
converges to 0 such that the following holds.
(1) Denote by Pq the probability that on a curve C/Fq, chosen uniformly at random
from Hg(Fq), the number of complete g1g−1 ∈W1g−1(C)(Fq) which define a simple
covering is not in
qg−4 +O (qg− 92 ) .
Then Pq ≤ (q), where for g > 7 we only consider ground fields of characteristic≥ g.
(2) Denote by Pq the probability that on a curve C/Fq, chosen uniformly at random
from Hg(Fq), the number of divisors D ∈ C1g−1(Fq) which split distinctly as D =(p1 + . . . + pg−3) + (pg−2 + pg−1) where the residual of p1 + . . . + pg−3 gives a plane
model on which pg−2 + pg−1 defines a c-simple singularity of order 2 is not in
1(g − 1)! ⋅ qg−3 +O (qg− 72 ) .
Then Pq ≤ (q), where for g > 7 we only consider ground fields of characteristic≥ g.
Proof. We first prove the case of characteristic ≥ g.
By the proof of Corollary 6.5 there is a nonempty open set U1 ⊆ Hg parameter-
izing nonsingular, genus g curves C for which the number of complete g1g−1’s is in
qg−4 +O(qg− 92 ). As argued in Theorem 6.4 by reducing to fibers over Spec(Z) not met
by U1, if necessary, we may assume U1 meets each such fiber. Additionally, there exists
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of a function 1 ∶ N→ R that converges to 0 such that the probability that a randomly
chosen curve C from Hg(Fq) is not in U1(Fq) is bounded by 1(q).
By the proof of Proposition 6.10 there is an open subscheme U2 ⊆ Hg such that for
any algebraically closed field k, where we only consider fields of characteristic ≥ g, the
following holds. The space U2(k) ⊆Hg(k) parameterizes curves C/k of genus g for which
there exists some D ∈ Cg−3 that leads to a plane model with a c-simple singularity of
order 2. Similar to the above, we may assume that U2 meets each fiber over primes≥ g. Furthermore, by Proposition 6.10 there exists a function 2 ∶ N→ R that converges
to 0 such that the probability that a randomly chosen curve C from Hg(Fq) is not inU2(Fq) is bounded by 2(q), if Fq is of characteristic ≥ g.
We define U ∶= U1 ∩ U2. So for fields Fq with characteristic ≥ g the space U(Fq)
parameterizes curves C/Fq of genus g for which the number of complete g1g−1 ∈ Z1g,g−1 is
in qg−4 +O(qg− 92 ) and there is a divisor D ∈ Cg−3(Fq) that leads to a plane model with
a c-simple singularity of order 2. Set  ∶= 1 + 2. By the above, the probability that a
curve C, chosen uniformly at random from Hg(Fq), is not in U(Fq) is ≤ (q).
Now, consider the universal family ZU ∶= Zg × U of 3-canonically embedded relative
curves over U . Let Z1U ,g−1 be the scheme parameterizing degree (g − 1) divisors of
dimension at least 1 in the fibers over U . By Proposition 6.6 there is an open subschemeM ⊆ Z1U ,g−1 that fulfills property (P ). Let Fq be a finite field with characteristic≥ g. Then Ms(Fq) is nonempty for any s ∈ U(Fq) by the above. As in the proof of
Proposition 6.3 there is an e´tale morphism e ∶ U ′ → U such that ZU ×U ′ → U ′ admits a
section. Since e´tale morphisms are open we may assume τ ∶ ZU → U itself possesses a
section. So by Proposition 1.30 the scheme W1g−1(τ) exists and is projective, implying
that the morphism pi ∶ Z1U ,g−1 → W1g−1(τ) associating to a divisor the corresponding
complete linear system is closed. Since the conditions defining M can be tested on
fibers of pi the space pi(M) is open. Furthermore, by the above pi(M)s(Fq) is nonempty
for any finite field Fq with characteristic ≥ g and any s ∈ U(Fq).
We apply Proposition 3.13 to S ∶= U , X ∶= W1g−1(τ), A ∶= W1g−1(τ) − pi(M). Hence
there are constants C1,C2 such that the following holds. Let Fq be a finite field with
characteristic ≥ g and choose a curve C from U(Fq). Then the residual of a complete
linear system g ∈W1g−1(C)(Fq) yields a simple covering with probability ≥ 1 − C2q−C1q1/2 .
To prove (1), note that by Corollary 6.5 and the choice of U there are
qg−4 +O (qg− 92 )
complete linear systems g ∈ W1g−1(C)(Fq). We have shown that with probability ≥
1− C2
q−C1q1/2 such a linear system defines a simple covering via its residual. In particular,
there are
qg−4 +O (qg− 92 ) (6.7)
complete g1g−1’s on C such that the g1g−1 and its residual each define a simple covering.
We now turn to statement (2). By Lemma 6.9 there is an open subscheme M′ ⊆ZU ,g−1 such that the following holds. Consider an s ∈ U(k) corresponding to a non-
singular, non-hyperelliptic curve C over some algebraically closed field k. Then M′s(k)
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parameterizes those D ∈ Cg−1 containing a divisor in Cg−3 that leads to a plane model
via successive projection. So there is a constructible set
K ∶= pi(M′ ∩Z1U ,g−1) ⊆W1g−1(τ)
such that Ks parameterizes linear systems ∣D∣ ∈W1g−1(C) such that there is a D′ ∈ Cg−3
with D′ ≤ D that leads to a plane model via successive projection. Furthermore, by
Theorem 4.20 the space of such divisors D′ is (g − 3)-dimensional. So by the require-
ments on U combined with Lemma 6.1 the space Ks has to be (g−4)-dimensional. SinceW1g−1(C) is irreducible we conclude that Ks has to contain a nonempty open subset U .
In particular, W1g−1(C) −Ks does not contain the generic point of W1g−1(C).
We apply Proposition 3.13 to S = U , X = W1g−1(τ) and A = W1g−1(τ) − K. So for
any s ∈ U(Fq) corresponding to some curve C/Fq the probability that an element inW1g−1(C)(Fq) chosen uniformly at random is not in Ks(Fq) is bounded by C2q−C1q1/2 , for
constants C1,C2 that are independent of the specific curve chosen. Hence the number
of elements in Ks(Fq) is in
qg−4 +O (qg− 92 ) .
In combinations with (6.7) this gives
qg−4 +O (qg− 92 )
complete g1g−1’s on C such that the following holds. The g1g−1 and its residual define
a simple covering and over Fq there is a divisor in g1g−1(Fq) which contains some D′ ∈Cg−3(Fq) that leads to a plane model via successive projection. We fix such a complete
g1g−1.
By definition, the fiber pi−1s (g1g−1) under the map pis ∶ C1g−1 → W1g−1(C) is a 1-
dimensional vector space and hence geometrically irreducible. By Lemma 6.9, the
space of divisors in this fiber that contain some D ∈ Cg−3(Fq) leading to a plane model
via successive projection is open and nonempty by the above. Since the residual of the
g1g−1 is base point free we conclude there are
q +O (1) (6.8)
divisors D ∈ g1g−1 which over Fq come from a c-simple singularity of order 2 on a plane
model. Furthermore, by Proposition 5.26 there are
1(g − 1)! ⋅ q +O (q 12 )
divisors in the g1g−1 that split completely into distinct points. In combination with (6.8)
this gives
1(g − 1)! ⋅ q +O (q 12 )
divisors D ∈ g1g−1 which come from a c-simple singularity of order 2 on a plane model
of C.
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Alltogether, the number of D ∈ C1g−1(Fq) which split as D = D1 + D2 where D1 ∈Cg−3(Fq) leads to a plane model via successive projection and D2 defines a c-simple
singularity of order 2 on this plane model is in
( 1(g − 1)! ⋅ q +O (q 12 )) ⋅ (qg−4 +O (qg− 92 )) = 1(g − 1)! ⋅ qg−3 +O (qg− 72 ) ,
as claimed.
The proof for the case 5 ≤ g ≤ 7 and characteristic < g is similar to the above when U2
is replaced by the space U3 of curves with a plane model with only c-simple singularities
of order 2 as defined in the proof of Proposition 6.10.
Remark. As in the cases where g ≤ 7 the restrictions on the characteristic of the ground
field in Theorem 6.11 could be resolved by finding one appropriate curve. It seems
reasonable to assume that for any algebraically closed field k and any genus g ≥ 5 there
are non-hyperelliptic, nonsingular curves C/k of genus g and a divisor D ∈ Cg−3 that
leads to a plane model with only c-simple singularities of order 2. In this case, such a
divisor would be picked with probability converging to 1 by the same arguments as in
the proof of Theorem 6.11.
Corollary 6.12. Fix a genus g ≥ 5. Then there exists a function  ∶ N → R that
converges to 0 such that the following holds. Denote by Pq the probability that on a
curve C/Fq, chosen uniformly at random from Hg(Fq), the number of distinctly split
divisors D ∈ Cg−3(Fq) which lead to a plane model Cpm via their residual such that Cpm
possesses a rational c-simple singularity of order 2 is smaller than any number in
2
g(g − 3)(g − 1)! ⋅ qg−3 +O (qg− 72 ) .
Then Pq ≤ (q), where for g > 7 we only consider ground fields of characteristic ≥ g.
Proof. Choose a curve C/Fq uniformly at random from Hg(Fq), for Fq as above. By
Theorem 6.11, the number of distinctly split divisors D =D1 +D2 ∈ C1g−1(Fq) for which
D2 defines a rational c-simple singularity of order 2 on the plane model Cpm given by
the residual of D1 is in
1(g − 1)! ⋅ qg−3 +O (qg− 72 )
with probability converging to 1. Each Cpm has at most g(g−3)2 rational singularities.
Hence each D1 ∈ Cg−3(Fq) that leads to a plane model via its residual is contained in
at most
g(g−3)
2 divisors D ∈ C1g−1(Fq) as above. So the result follows.
Furthermore, the proof of Theorem 6.11 implies the following.
Corollary 6.13. Fix a genus g ≥ 5 and let k be an algebraically closed field. Then a
general linear system g ∈W1g−1(C) on a general nonsingular curve C/k of genus g comes
from a c-simple singularity on a plane model of degree (g + 1) of C, where for g > 7 we
only consider ground fields of characteristic ≥ g.
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So far, we were able to answer the questions asked in Item 1. - 4. at the beginning
of this chapter for most characteristics. This gives a partial answer to Question 2.
Corollary 6.14. (1) Fix a genus g ≥ 5. Then there exists a function  ∶ N → R that
converges to 0 such that the following holds. Denote by Pq the probability that on
a curve C/Fq, chosen uniformly at random from Hg(Fq), the number of distinctly
split divisors D ∈ C1g−1(Fq) that can be generated with the method presented in
Algorithm 4 is smaller than any number in
1(g − 1)!(g − 1)! ⋅ qg−3 +O (qg− 72 ) .
Then Pq ≤ (q), where for g > 7 we only consider ground fields of characteristic≥ g.
(2) Algorithm 4 will always fail for hyperelliptic curves and curves of genus < 5.
Proof. Let C/Fq be a curve, chosen uniformly at random from Hg(Fq), where for g > 7
we only consider ground fields of characteristic ≥ g. By Theorem 6.11 there exists a
function  ∶ N → R that converges to 0 such that with probability ≥ 1 − (q) there are
at least
1(g − 1)! ⋅ qg−4 +O (qg− 92 )
complete g1g−1 ∈W1g−1(C)(Fq) which define a simple covering and come from a rational
singularity on a plane model of C constructed in Algorithm 4. By Proposition 5.26
there are
1(g − 1)! ⋅ q +O(q 12 )
distinctly split divisors in such a g1g−1. This proves Item (1).
Item (2) has been treated in Subsection 6.1.
Theorem 6.11 can also be used to make a statement about the expected running time
of Algorithm 4 for ground fields of most characteristics.
Proposition 6.15. Fix a genus g ≥ 5. Then there exists a function  ∶ N → R that
converges to 0 such that the following holds. Denote by Pq the probability that on a
curve C/Fq, chosen uniformly at random from Hg(Fq), the expected running time of
Algorithm 4 is not in
O˜ (q2− 2g−2 ) .
Then Pq ≤ (q), where for g > 7 we only consider ground fields of characteristic ≥ g.
Proof. Let C/Fq be a curve, chosen uniformly at random from Hg(Fq), where for g > 7
we only consider ground fields of characteristic ≥ g. By [Die], Step 3 of Subsection 3.3.3,
one can iterate over all points in C(Fq) in an expected time of O˜(q). In particular, the
same holds for the generation of the factor base in Step 1.
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By Corollary 6.12 the number of divisors D ∈ Cg−3(Fq) which lead to a plane model
with a rational singularity of order 2 is at least in
2
g(g − 3)(g − 1)! ⋅ qg−3 +O (qg− 72 )
with probability converging to 1. We assume this holds for C.
Next, we need to know the expected running time for one cycle from Step 2a to Step
2g. By the above, the expected number of plane models that have to be generated in
Step 2a until there exists a rational singularity of order 2 is in O(1). Furthermore, Step
2a and Step 2b each have a running time that is polynomially bounded in log(q). For
Step 2a this is Theorem 4.21 and Step 2b is done via a Groebner base computation. So
over all Step 2c is reached in an expected running time that is polynomially bounded
in log(q).
The image of a rational point under a morphism can be computed in a time that is
polynomially bounded in log(q) as shown in [DK], Subsection 2.4.3. Since the factor
base is always of size O(q1− 1g−2 ), Step 2c can be performed in a running time that is in
O˜(q1− 1g−2 ).
In Step 2d we iterate over the images of factor base elements p′ ∈ F ′ and consider
the divisors coming from a line through a singularity and p′. By Lemma 13 in [Die12],
each such divisor can be computed in an expected running time that is polynomially
bounded in log(q). Since there are O(q1− 1g−2 ) elements in the factor base this step has
an overall expected running time in O˜(q1− 1g−2 ).
The details of Step 2e are described following Algorithm 4. It relies on the evaluation
of a rational function at a point on Cpm which can be performed in a running time that is
polynomially bounded in log(q) by [DK], Subsection 2.4.2. Hence the expected running
time for this step is again in O˜(q1− 1g−2 ).
Step 2f consists of adding at most two points to F and the number of relations
generated in Step 2d is ≤ #F . Since #F is in O(q1− 1g−2 ) the expected running time for
Step 2f and 2g is in O˜(q1− 1g−2 ) by [CSRL09], Chapter 12.
The number of cycles in Step 2 is in O(q1− 1g−2 ). Consequently, the expected running
time of Algorithm 4 until Step 3 is reached is in
O˜ (q1− 1g−2 ⋅ q1− 1g−2 ) = O˜ (q2− 2g−2 ) .
In Step 3 we create a graph with O(q2− 2g−2 ) vertices and edges. Hence the expected
running time for this step is in O˜(q2− 2g−2 ). At last, Step 4 can be done via a breadth-
first-search. Since by construction G has O(q2− 2g−2 ) edges the running time for this step
is in O(q2− 2g−2 ) by [CSRL09], Section 22.2.
So overall the expected running time is in
O˜ (q2− 2g−2 ) ,
for C chosen as above.
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The number of relations generated in Step 2 is in O(q2− 2g−2 ). Nevertheless, usually
this number is in O(q) in which case the running time for Step 3 and 4 is in O˜(q). So
heuristically the running time of Algorithm 4 is dominated by Step 2, in accordance
with the experimental results introduced in Section 6.4.
6.3 The Tree of Large Prime Relations
Next, we want to know the structure of the tree T in Algorithm 4. As a first step, we
determine an estimate on the expected number of different relations generated in Step
2.
Proposition 6.16. Fix a genus g ≥ 5. Then there exists a function  ∶ N → R that
converges to 0 such that the following holds. Denote by Pq the probability that on a
curve C/Fq, chosen uniformly at random from Hg(Fq),
• the expected number of different PP -relations generated in Step 2 of Algorithm 4
is < κg−32g(g−3)(g−3)!(g−1)! ⋅ q
or
• the expected number of different FP -relations generated in Step 2 of Algorithm 4
is < κg−32g(g−3)(g−2)!(g−1)! ⋅ q g−3g−2
or
• the expected number of different full relations generated in Step 2 of Algorithm 4
is < κg−32g(g−3)(g−1)!(g−1)! ⋅ q g−4g−2 .
Then Pq ≤ (q), where for g > 7 we only consider ground fields of characteristic ≥ g.
Proof. Consider a curve C/Fq, chosen uniformly at random fromHg(Fq), where for g > 7
we only consider ground fields of characteristic ≥ g. By Corollary 6.12 with probability
converging to 1 there are at least
2
g(g − 3)(g − 1)! ⋅ qg−3 +O (qg− 72 )
distinctly split divisors D ∈ Cg−3(Fq) with the following property. Each such D leads to
a plane model Cpm via its residual such that Cpm possesses a rational c-simple singularity
of order 2. We assume the above holds for C.
There are at most (g − 1
g − 3) ⋅ q = (g − 1)(g − 2)2 ⋅ q
divisors D as above that lead to the same pencil and the number of cycles in Step 2
is ⌈q1− 1g−2 ⌉. So in combination with the Hasse-Weil bound we conclude that in each
cycle in Step 2 a randomly chosen D ∈ Cg−3(Fq) leads to a plane model with a c-simple
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singularity p of order 2 such that the pencil of lines through p has not been computed
before with a probability of at least
2
g(g−3)(g−1)! ⋅ qg−3 +O (qg− 72 )
qg−3 +O (qg− 72 ) ⋅ ⎛⎜⎝1 −
(g−1)(g−2)
2 ⋅ q ⋅ ⌈q1− 1g−2 ⌉
2
g(g−3)(g−1)! ⋅ qg−3 +O (qg− 72 )
⎞⎟⎠ (6.9)
Since by assumption g ≥ 5, there is a constant C1 ∈ R such that the number in (6.9) is
≥ 1
g(g − 3)(g − 1)! ,
if q ≥ C1. In this case, the expected number of c-simple singularities of order 2 consid-
ered in Step 2 is ≥ 1
g(g − 3)(g − 1)! ⋅ q1− 1g−2 .
By Proposition 5.26, for each such singularity there are
1(g − 1)! ⋅ q +O (q 12 )
distinctly split divisors in the pencil of lines through the corresponding singularity. We
denote this pencil by g1g−1 and one of its distinctly split divisors by D ∶= p1 + . . .+pg−3 +
p′ + p′′. Following the arguments in [Die06], Lemma 3, one can easily show that with
an asymptotic probability of
κg−3 ⋅ q− g−3g−2
we have p1, . . . , pg−3 ∈ F and p′, p′′ ∉ F . There are (g − 1)(g − 2) pairs (p′, p′′) in D. So
there is a constant C2 ∈ R such that the expected number of PP -relations coming from
g1g−1 is ≥ (g − 1)(g − 2)κg−3 ⋅ q− g−3g−2 ⋅ 1
2(g − 1)! ⋅ q = κg−32(g − 3)! ⋅ q 1g−2 ,
if q ≥ C2. Assume q ≥ max{C1,C2}. Then the expected number of different PP -
relations on C generated in Step 2 of Algorithm 4 is
≥ 1
g(g − 3)(g − 1)! ⋅ q1− 1g−2 ⋅ κg−32(g − 3)! ⋅ q 1g−2
= κg−3
2g(g − 3)(g − 3)!(g − 1)! ⋅ q.
Similar arguments to the above lead to expected numbers of FP - and full relations
that are ≥ κg−3
2g(g − 3)(g − 2)!(g − 1)! ⋅ q g−3g−2
and ≥ κg−3
2g(g − 3)(g − 1)!(g − 1)! ⋅ q g−4g−2 ,
respectively. Hence the result follows.
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Let C/Fq be a non-hyperelliptic, smooth curve of genus g ≥ 5 such that the expected
number of relations in Step 2 of Algorithm 4 is
≥ κg−3
2g(g − 3)(g − 3)!(g − 1)! ⋅ q.
Aasymptotically, with κ ∶= (2g(g − 3)(g − 3)!(g − 1)!) 1g−3 we then expect ≥ q relations
to be generated. We want these relations to be “sufficiently” independent. By this, we
mean the Graph G should behave similarly to a so-called Bernoulli random graph as
defined in [Wor04]. We recall the necessary ideas from Section 4 of [Die06].
Definition 6.17. A Bernoulli random graph is a random graph G(n, p) on n vertices
such that each unordered pair of vertices defines an edge with probability p indepen-
dently of the other pairs of vertices.
Bernoulli random graphs have the following nice property as stated in [Die06], Propo-
sition 3.
Proposition 6.18. Fix a constant c > 1 and consider p ∈ [0,1] and n ∈ N with p ⋅n ≥ c.
Then the probability that a Bernoulli random graph G(n, p) has a connected component
of size Θ(n) and a diameter in O(log(n)) converges to 1 for n→∞.
Unfortunately, the probabilities of two pairs of vertices appearing in G are never
independent and two relations might lead to edges between the same elements in L∪{∗}.
So G will never fullfil the requirements for a Bernoulli random graph.
It does not seem easy to overcome these obstacles. However, for g, q ∈ N with g ≥ 5
one might construct a random graph Gg(q) as follows.
1. Initiate a graph Gg(q) with a set V of q − ⌈6 ⋅ q1− 1g−2 ⌉ vertices and no edges.




a) Choose a pair of distinct points {p1, p2} ⊂ V uniformly at random.
b) Insert an edge between p1 and p2 into Gg(q) if it does not yet exist.
3. Return Gg(q).
The asymptotic behaviour of Gg(q) can be analyzed more easily.
Lemma 6.19. Fix an integer g ≥ 5. Then there is a constant C ∈ R such that for q ≥ C
the number of edges in Gg(q) is ≥ q with probability ≥ 23 .
Proof. The maximal number of edges in Gg(q) is ⌈6 ⋅ q2− 2g−2 ⌉ and the number of pairs
of distinct points {p1, p2} ⊂ V is
(q − ⌈6 ⋅ q1− 1g−2 ⌉
2
) ∈ Θ(q2).
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Hence there is a constant C ∈ R such that for q ≥ C there exists an edge in Gg(q) between
a pair of distinct points {p1, p2} ⊂ V chosen uniformly at random with probability ≤ 12 .
Fix some q ≥ C. Then the expected number of repetitions in Step 2 until q edges are
drawn is ≤ 2q ⋅ q g−4g−2 = 2q2− 2g−2 .
The Markow inequality then implies that with probability ≤ 13 the number of repetitions
in Step 2 necessary to create q edges in Gg(q) is
≥ 3 ⋅ 2q2− 2g−2 .
So with probability ≥ 23 the number of edges after ⌈6 ⋅ q2− 2g−2 ⌉ repetitions is ≥ q.
The following notation is [Die06], Definition 3.
Definition 6.20. Let (an)n∈N, (bn)n∈N be two sequences of real numbers. We write
an ≳ bn
if lim inf anbn ≥ 1.
Lemma 6.19 then implies the following.
Proposition 6.21. Fix an integer g ≥ 5. Then with probability ≳ 12 the graph Gg(q)
has a connected component of size Θ(q) and a diameter in O(log(q)).
Proof. By Lemma 6.19 there is a constant C ∈ R such that for q ≥ C the number of
edges in Gg(q) is ≥ q with probability ≥ 23 . In this case, Gg(q) contains a subgraph that
fulfills the requirements of a Bernoulli random graph G(nq, pq) with




) = 2qnq(nq − 1) ≳ 43 ⋅ 1q .
So by Proposition 6.18 the probability that Gg(nq, pq) has a connected component of
size Θ(nq) = Θ(q) and diameter in O(log(nq)) = O(log(q)) converges to 1 as q → ∞.
In particular, with probability ≳ 12 the graph Gg(q) has a connected component of size
Θ(q) and a diameter in O(log(q)), as claimed.
The above motivates.
Heuristic Assumption. Fix a genus g ≥ 5. Then there exists a function  ∶ N → R
that converges to 0 such that the following holds. Denote by Pq the probability that on
a curve C/Fq, chosen uniformly at random from Hg(Fq), Algorithm 4 with
κ ∶= (2g(g − 3)(g − 3)!(g − 1)!) 1g−3
outputs a tree satisfying the requirements of Proposition 2.7 for c = g−2 with probability< 12 . Then Pq ≤ (q), where for g > 7 we only consider ground fields of characteristic≥ g.
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Combining this assumption with Proposition 6.15 we reach the following heuristic
result.
Heuristic Result. Fix a genus g ≥ 5. Then there exists a function  ∶ N → R that
converges to 0 such that the following holds. Denote by Pq the probability that on a
curve C/Fq, chosen uniformly at random from Hg(Fq), the discrete logarithm problem
in the degree 0 Picard group of C can not be solved in an expected time of
O˜ (q2− 2g−2 ) .
Then Pq ≤ (q), where for g > 7 we only consider ground fields of characteristic ≥ g.
6.4 Experiments
To show that Algorithms 3 & 4 are indeed practical we implemented both of them
in the computational algebra system Magma. We note that a function based on the
ideas behind Algorithm 3 is already available in Magma under the name IndexCalculus.
Nevertheless, we also implemented a new version of this algorithm in order to vary
different parameters like the size of the matrix of relations and the number of vertices
in the graph of large prime relations.
We now briefly describe the specifications made for both algorithms. Algorithm 3
proceeds in three steps. Given a plane model of C and two divisor classes in Pic0C(Fq),
in a first step we apply the method from Algorithm 3 to generate q relations of type
FP or PP . From this, we build the graph G of large prime relations using a factor baseF of size ⌈κ ⋅ q1− 1g−1 ⌉, where κ ∶= (4 ⋅ (g − 1)!)1/(g−1) is chosen as indicated in [Die12].
So for g = 4,5 the constant κ is approximately 2.8 and 3.1, respectively. We note that
by [Die12] asymptotically any κ with κ ≥ (2 ⋅ (g − 1)!)1/(g−1) should be sufficient. In a
second step we use a breadth-first search to construct a shortest path tree T on the
graph. We then create further relations factoring over F∪V, where V is the vertex set ofT . These relations are generated in the same way as before, that is, by intersecting the
plane model with lines. Whenever an appropriate relation is created, we check if it has
already been constructed before. This can easily be done using the aggregate “set” in
Magma. Substituting elements of V with the help of T we generate a matrix of relations
R with slightly more rows than columns. Then we apply the Lanczos algorithm to find
a non-trivial row vector γ in the left kernel of R.
Algorithm 4 on the other hand starts with the same input and a factor base F of
size ⌈κ ⋅ q1− 1g−2 ⌉. We want the running times for the relation generation and the linear
algebra step to be similar so experimentally we decided to set κ ∶= 1. In this case, we
can not guarantee there are lines in P2Fq factoring over F for any plane model of C.
So we increase F by up to (g − 3) new elements for each of the plane models used.
Again, we always check if a relation has already been constructed. Furthermore, in
order to decrease the number of duplicates during the relation generation process, for
each pencil given by a singularity p of a plane model pi ∶ C → Cpm of degree (g + 1),
we only consider lines through p and pi(Q) where Q ∈ {P1, . . . , P⌈ k
2
⌉} with k = q1− 1g−2 .
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As before, we create a graph G with q vertices in this way and consider the tree T
constructed from G by breadth-first search.
Similarly to Algorithm 3 we use the identical relation generation method as in the
construction of G to generate a matrix of relations R′ from T . Again we stop the
construction of R′ if it has slightly more columns than rows. As before we solve the
corresponding system of equations by applying the Lanczos algorithm.
We intend to compare Algorithm 3 for genus 4 or 5 to Algorithm 4 for genus 5 or 6,
respectively. For this we generated curves of the desired genera over F3, F5 and F7 by
the Magma function RandomCurveByGenus and made a base change to the fields used
in the tables below. We had to proceed this way so we could calculate the order N of
the degree-0 Picard groups using the L-polynomial. We then picked the biggest prime
p in the factorization of N and generated a random divisor class a of degree 0 on the
corresponding curve which had order p. We set b ∶= n ⋅a where the integer n was chosen
from {1, . . . , p−1} uniformly at random and computed the discrete logarithm of b with
respect to a using Algorithm 3 and Algorithm 4.
The rounded results for varying fields can now be found in the tables below. Trel and
Tla stand for the time (in hours) needed to create R and solving γR = 0, respectively.
F57 = F78125 genus size of F Trel Tla
Algorithm 3 4 5000 0.3 0.2
Algorithm 4 5 5000 0.6 0.4
Algorithm 3 5 15000 2.0 3.2
Algorithm 4 6 15000 5.2 6.1
F311 = F177147 genus size of F Trel Tla
Algorithm 3 4 9000 1.0 1.2
Algorithm 4 5 9000 2.0 2.1
Algorithm 3 5 27000 7.7 12.5
Algorithm 4 6 26000 20.9 23.3
F77 = F823543 genus size of F Trel Tla
Algorithm 3 4 25000 8.2 10.6
Algorithm 4 5 24000 11.6 17.6
F313 = F1594323 genus size of F Trel Tla
Algorithm 3 4 39000 50.9 42.3
Algorithm 4 5 38000 71.8 78.8
The arguments in Chapter 2, Chapter 5 as well as the results from this chapter
indicate that, at least for q →∞, applying Algorithm 4 instead of Algorithm 3 means
dropping the genus by one. The experiments show that this also holds from a practical
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point of view. The running times of Algorithm 4 for genus g = 5,6 differ from those of
Algorithm 3 for genus (g−1) only by a factor between 1.5 and 2.0 for g = 5 and between
1.7 and 1.9 for g = 6. This difference comes from the way relations are generated.
Algorithm 3 only uses one plane model whereas Algorithm 4 varies the plane model
and maps the factor base and large primes back and forth between these models.
Changing the plane model various times also has an effect on F . During Algorithm 4
the original factor base of size ⌈q1− 1g−2 ⌉ is increased by a factor of about 2.8 for g = 5 and
3.1 for g = 6. This also indicates why we did not choose κ considerably smaller than 1,
because this meant a bigger increase of F in each step. So the advantage of a smaller
factor base at the beginning would be almost canceled during the process of relation
generation. A bigger constant on the other hand would mean bigger matrices and hence
the Lanczos algorithm would take considerably longer. It is also worth noting that the
factor by which F is increased is similar to the one we chose for κ in Algorithm 3 if the
genus is dropped by one. So the sizes of the sparse matrices R′ generated by Algorithm
4 are similar to those of the corresponding matrices R created by Algorithm 3 for a
genus that is decreased by 1.
On the other hand, we observed that matrices of type R′ had 3.1 to 3.5 times the
density of matrices of type R for which the genus is dropped by one. This can be
explained by the more complicated way relations are generated in Algorithm 4.
Additionally, we note that the testing we did was primarily designed to check the
behavior of Algorithm 4 in comparison to Algorithm 3. In particular, we intended to
show that the relation generation via different plane models and lines through singular
points is practical. So far, this could only be tested in full for curves which are generated
by base change. Nevertheless, we also did some testing of the relation generation step for
fields of bigger characteristic and the corresponding results did not differ significantly
from the ones above.
As expected, for q sufficiently large and g = 5,6 in the considered cases Algorithm
4 never failed. So first of all there always existed enough linear systems to create the
graph of large prime relations. Secondly, the relations generated by different plane
models in the way described above are sufficiently independent. However, in order to
get matrices of appropriate rank we had to create them from slightly more relations
than factor base elements. In fact, the Lanczos algorithm almost always succeeded with
matrices of size (#F + 10) ×#F .
The main difficulties while implementing Algorithm 4 were caused by the linear
algebra step. The function ModularSolution specified for index calculus and relying on
either structured Gaussian elimination or the Lanczos algorithm is available in Magma
but failed to work reliably for large finite fields. The Gaussian elimination got extremely
slow whenever the group order was prime, and often ModularSolution did not succeed
independently from the chosen option. So we implemented the Lanczos algorithm
based on [LO91] ourselves in Magma and in the C++ library LinBox. It turned out that
Magma was about twice as fast multiplying dense vectors by sparse matrices and hence
our implementation in Magma is considerably faster than the one in LinBox. So in order
to get the results above we chose to use our Magma version of the Lanczos algorithm.
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We also encountered failures in Magma in some other cases. Whenever there is a
large set of tuples initiated, “for” loops are executed more slowly depending on the
set’s size. However, when the set only consists of field elements or elements in an affine
or projective space this was not the case. Hence we adjusted the implementation so that
only sets of the above form are used to store the generated relations. Furthermore, we
got an error whenever we tried to check if a given divisor on a plane curve is principal.
On the other hand, a similar function worked fine for divisors of function fields. So in
contrast to the Magma function IndexCalculus we decided to represent the input curve
by the function field of a corresponding plane model and not by the plane model itself.
Finally, in certain cases, we had to delete the vertex set of a given graph before ending
the function as otherwise we got an internal error.

A Plane Models with Simple Singularities
In the following, for any genus 5 ≤ g ≤ 7 and any prime p < g we fix a finite field Fq of
characteristic p and give a homogeneous equation P ∈ F[x, y, z] of degree (g + 1) with
the following property. The scheme Cpm ∶= Proj(P ) ⊂ P2Fq is a plane model of a non-
hyperelliptic, nonsingular curve of genus g such that any singularity of Cpm × Spec(Fq)
is simple of order 2.
We generated P by the Magma function RandomNodalCurve and used an appropriate
base extension to find the 12g(g − 3) singularities of Cpm. For each singularity psing we
calculated the ramification divisor Rpsing associated to the projection from psing. After
another base extension we got the corresponding ramification points from Rpsing and
checked if the line through psing and any of the ramification points is a plane bitangent
or plane flex tangent.
In each of the following cases a primitive element of the corresponding field Fq is
denoted by a.
• g = 5, Fq = F25 .
P = a23x6 + a11x5y + a18x5z + a28x4yz + a15x4z2 + a21x3y3 + a27x3y2z + a3x3yz2 +
a19x3z3 + a30x2y4 + a14x2y3z + a25x2y2z2 + a29x2yz3 + a5x2z4 + a22xy5 + a2xy4z +
a14xy3z2 + a14xy2z3 + a27xyz4 + a7xz5 + a7y6 + a5y5z + a3y4z2 + a2y3z3 + a16y2z4 +
a29yz5 + a23z6
• g = 5, Fq = F33 .
P = 2x6+a8x5y+a15x5z+a25x4y2+a12x4yz+a22x4z2+a20x3y3+a16x3y2z+a21x3yz2+
a16x3z3+2x2y4+a21x2y3z+a3x2y2z2+a6x2yz3+a12x2z4+a16xy5+a2xy4z+a4xy3z2+
2xy2z3 + a9xyz4 + a7xz5 + a12y6 + a25y5z + a22y4z2 + a15y3z3 + a2y2z4 + yz5 + az6
• g = 6, Fq = F25 .
P = a9x7 + a30x6y + a28x6z + a23x5y2 + a24x5yz + a30x5z2 + a25x4y3 + a17x4y2z +
a21x4yz2+a29x4z3+a7x3y4+a15x3y3z+a10x3y2z2+a29x3yz3+a19x3z4+a24x2y5+
a3x2y4z + a2x2y3z2 + a5x2y2z3 + a4x2yz4 + a24x2z5 + a7xy6 + a28xy5z + a27xy4z2 +
a24xy3z3+a13xy2z4+a11xyz5+a21xz6+ay7+a30y6z+a8y5z2+a29y4z3+a23y3z4+
a14y2z5 + a26yz6 + a24z7
• g = 6, Fq = F33 .
P = a21x7 + a4x6y + a8x6z + a20x5y2 + a22x5z2 + a21x4y3 + a3x4y2z + a18x4yz2 +
a17x4z3 + a4x3y4 + 2x3y3z + a4x3y2z2 + a11x3yz3 + a9x3z4 + a17x2y5 + a3x2y4z +
a24x2y3z2 + a8x2y2z3 + a25x2yz4 + a2x2z5 + a8xy6 + a15xy5z + xy4z2 + a11xy3z3 +
axy2z4 + xyz5 + a5xz6 + a14y7 + a16y6z + y4z3 + a5y3z4 + a10y2z5 + a20yz6 + a4z7
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• g = 6, Fq = F53 .
P = a71x7 + a110x6y + a40x6z + a85x5y2 + a28x5yz + a36x5z2 + a32x4y3 + a27x4y2z +
a52x4yz2+a101x4z3+a84x3y4+a10x3y3z+a57x3y2z2+a111x3yz3+a30x3z4+a53x2y5+
a120x2y4z + a81x2y3z2 + a24x2y2z3 + a96x2yz4 + a107x2z5 + a108xy6 + a94xy5z +
a43xy4z2+a35xy3z3+a58xy2z4+a57xyz5+a15xz6+a73y7+a8y6z+a70y5z2+a83y4z3+
a114y3z4 + a44y2z5 + a64yz6 + a14z7
• g = 7, Fq = F25 .
P = a7x8+a7x7y+a20x7z+a3x6y2+a29x6yz+a24x6z2+a12x5y3+a3x5y2z+a14x5yz2+
a5x5z3 + a26x4y4 + a3x4y3z + a19x4y2z2 + ax4yz3 + a29x4z4 + a29x3y5 + a10x3y4z +
a25x3y3z2+a30x3y2z3+a8x3yz4+a23x3z5+ax2y6+a16x2y5z+a3x2y4z2+a23x2y3z3+
a9x2y2z4 + x2yz5 + a17x2z6 + a12xy7 + a27xy6z + a2xy5z2 + a19xy4z3 + a28xy3z4 +
a5xy2z5 + a2xyz6 + a18xz7 + a7y8 + a20y7z + a8y6z2 + a6y5z3 + a29y4z4 + a28y3z5 +
a17y2z6 + a19yz7 + a9z8
• g = 7, Fq = F32 .
P = ax8+2ax7y+(a+2)x7z+(2a+2)x6y2+2x6yz+2ax6z2+x5y3+(2a+1)x5y2z+(2a+ 1)x5yz2 + (a+ 2)x5z3 + 2ax4y4 + (a+ 2)x4y3z + (2a+ 2)x4y2z2 +x4z4 +x3y5 +(2a + 1)x3y4z + (2a + 2)x3y3z2 + x3y2z3 + 2ax3z5 + (a + 1)x2y6 + 2ax2y5z + (a +
1)x2y4z2 + x2y3z3 + x2y2z4 + 2ax2yz5 + 2x2z6 + 2axy6z + 2axy5z2 + xy4z3 + (2a +
1)xy3z4 + (2a + 2)xy2z5 + axyz6 + axz7 + ay8 + y7z + (a + 1)y6z2 + (2a + 2)y5z3 +(2a + 2)y4z4 + (2a + 2)y3z5 + yz7 + az8
• g = 7, Fq = F52 .
P = (3a+3)x8 +4ax7y + (3a+4)x7z + (a+2)x6y2 +4ax6yz + (3a+2)x6z2 +3x5y3 +(2a+2)x5yz2+2ax5z3+(2a+2)x4y4+ax4y3z+3ax4y2z2+4ax3y5+(4a+2)x3y4z+
4ax3y3z2+(2a+4)x3y2z3+(a+3)x3yz4+(3a+1)x3z5+(4a+1)x2y6+(4a+4)x2y4z2+(a+ 2)x2y3z3 + 4x2y2z4 + 4ax2yz5 + 3ax2z6 + 2xy7 + 3axy6z + (3a+ 2)xy5z2 + (3a+
1)xy4z3+(4a+4)xy3z4+(4a+4)xy2z5+(a+3)xyz6+(2a+3)xz7+(a+2)y8+(4a+
4)y7z + (3a + 2)y6z2 + (4a + 4)y5z3 + (3a + 2)y4z4 + (4a + 4)y3z5 + (2a + 1)y2z6 +(3a + 3)yz7 + 4z8
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