In this paper we complement the program concerning the application of symmetrization methods to nonlocal PDEs by providing new estimates, in the sense of mass concentration comparison, for solutions to linear fractional elliptic and parabolic PDEs with Neumann boundary conditions. These results are achieved by employing suitable symmetrization arguments to the Stinga-Torrea local extension problems, corresponding to the fractional boundary value problems considered. Sharp estimates are obtained first for elliptic equations and a certain number of consequences in terms of regularity estimates is then established. Finally, a parabolic symmetrization result is covered as an application of the elliptic concentration estimates in the implicit time discretization scheme.
Introduction
Following the study initiated in the work [18] and continued in [38] , [39] , [30] , the spirit of this note is to provide a further insight on applications of classical symmetrization techniques to PDEs involving fractional Laplacian operators. In particular, we will focus on these methods with the aim of deriving optimal estimates, in the sense of mass concentration comparisons and their consequences, for solutions of nonlocal elliptic PDEs with Neumann boundary conditions, of the type (1.1)
in Ω, ∂u ∂ν = 0 on ∂Ω, for all the exponents σ ∈ (0, 1). Problem (1.1) is posed in a smooth domain Ω of R N (N ≥ 2), ν is the outward unit normal vector to ∂Ω, c is a nonnegative constant and the source term f = f (x) is assumed to belong (for instance) to L p (Ω) for suitable p > 1.
When c = 0, we will require the natural compatibility condition
Using the results we shall achieve in the elliptic framework, we will determine also a comparison result for solutions to Cauchy-Neumann linear parabolic problems of the form in Ω, being T > 0 and the data f = f (x, t), u 0 = u 0 (x) belonging to suitable functional spaces.
The first application of symmetrization techniques to linear Neumann elliptic problems goes back to the classical paper by Maderna-Salsa [27] . Let us briefly describe the main result achieved in their paper. Let us consider a second order linear elliptic Neumann problem of the form 
posed in a smooth bounded domain Ω ⊆ R N ; the coefficients {a ij } are assumed to be bounded, measurable and satisfy the usual normalized ellipticity condition (1.6) i,j a ij (x)ξ i ξ j ≥ |ξ| 2 for a.e. x ∈ Ω, ∀ξ ∈ R N ; finally, we impose the compatibility condition (1.2). The absence of homogeneous Dirichlet boundary condition prevents us from using some features of the classical analysis introduced by Talenti [33] , leading to pointwise comparison between the symmetrized version of the actual solution of the problem u(x) and the radially symmetric solution v(|x|) of some radially symmetric model problem which is posed in a ball with the same volume as Ω: indeed, a rough explanation of such an issue is that the Neumann boundary conditions imply that the level sets {x ∈ Ω : |u(x)| > t} of a solution u are not compactly contained in Ω (as for the zero Dirichlet data case), thus a part of the boundary of such sets may be contained in ∂Ω. This forces the use of the relative isoperimetric inequality, saying that for any measurable subset E of Ω one has (1.7) [min {|E|, |Ω \ E|}]
being |E| the N -dimensional Lebesgue measure of E, P Ω (E) the perimeter (in the De Giorgi sense) of E in Ω and the best value of the constant Q in (1.7) depends on Ω. Then, the choice of the classical truncation functions introduced in [33] as test functions in the weak formulation of (1.4) leads to the issue of choosing the minimum value in (1.7), being E the level set {x ∈ Ω : |u(x)| > t} for some t ≥ 0. A key role for solving such problem is played by the so called median m(u) defined by gives that the minimum in (1.7) is achieved by |E|, where E = x ∈ Ω : u ± 1 (x) > t : then the classical method shown in [33] takes naturally to the following two pointwise estimates in the ball B centered at the origin such that |B| = |Ω|/2:
where (u ± 1 ) # is the Schwarz decreasing rearrangement of (u ± 1 ) (see Section 2 for its precise definition and related properties) and v i , i = 1, 2 is the solution of the Dirichlet problem
where f 1 , f 2 are the positive and negative part of f respectively and γ = 1/(N ω 1/N N Q) 2 , with ω N being the measure of the unit ball in R N , which implies that N ω 1/N N is the best constant in the classical isoperimetric inequality. The meaningful result represented by estimates (1.9)-(1.10) shows on one hand that there is no "worst" problem (unlike the Dirichlet case) among the class of Neumann problems, defined by fixing the distribution function of f and the measure of the ground domain, which problem (1.4) could be compared to, in the sense of a pointwise comparison; on the other hand, the same inequalities (1.9)-(1.10), along with the estimates with sharp constants obtained for the Dirichlet problem in [33] , easily allow to derive some optimal regularity estimates for the original solution u in terms of the data f .
Since the paper [27] , many other works dealing with symmetrization in Neumann problems enriched the already existing literature with interesting developments and sharper results: among them, it is worth mentioning the contributions given in [3] , [21] , [7] , [22] for the linear case, in the paper [1] dealing with the nonlinear elliptic framework. Furthermore, we refer to [9] for an interesting treatment of the linear parabolic case.
Proceeding as in the papers [18] , [38] , [39] , [30] , due to the nonlocal nature of problem (1.1), it will be essential to link such a problem to a suitable, local extension problem, whose solution w(x, y), a harmonic extension of u, is defined on the infinite cylinder C Ω = Ω × (0, ∞), to which classical symmetrization techniques (with respect to the x ∈ Ω-variable) can be applied: the issues arising in this approach will be mainly due to the Neumann boundary conditions and the presence of the "extra" variable y ≥ 0, which is fixed in the symmetrization arguments, an important detail implying that reaching a pointwise comparison is hopeless. Then an integral (or mass concentration) comparison is expected, and since u is the trace of w over Ω × {0}, once we obtain a comparison result for the extension w of u, an estimate for u is immediately derived. We notice that problem (1.1) can be rewritten as
where the operator (−∆ N ) σ is the so called spectral Neumann fractional Laplacian, whose definition and domain encode in particular the homogeneous Neumann boundary conditions: then the existence of an extension problem, associated to (−∆ N ) σ , with zero Neumann boundary conditions on the lateral surface ∂ L C Ω of the cylinder C Ω , follows by [31, Theorem 1.1], generalizing the by now classical result by Caffarelli and Silvestre [13] .
We also refer to [23] for a result of this nature in an even more general setting.
Organization of the paper and main results. Section 2 contains the preliminaries about symmetrization and mass concentration that we will largely use throughout the paper. In Section 3 we give all the necessary functional background related to problem (1.1), which is naturally connected to the very definition of the operator (−∆ N ) σ . Section 4 is entirely devoted to the introduction and the proof of the main result, consisting in comparing the solution u to (1.1) with c = 0 to the following Dirichlet radial problem
where the operator (−∆) σ is the so called spectral Dirichlet fractional Laplacian (−∆ D ) σ , and f 1 , f 2 are the positive and negative part of f respectively. Moreover, making use of some results of [18] , a number of important regularity estimates of u in terms of the data f are then derived. Section 5 provides the generalization of the comparison result shown in Section 4 for problems appearing in the form (1.1) with a positive constant c. This last result is applied in Section 6 in the iterations of the parabolic implicit time discretization scheme, that allows to establish an interesting concentration comparison for solutions of linear parabolic problems with Neumann boundary conditions of the form (1.3).
On symmetrization and related properties
In this Section we briefly recall the basic notions of Schwarz symmetrization and some related fundamental properties. Readers who are interested in more details of the theory are warmly addressed to the classical monographs [25] , [6] , [26] , [5] or in the paper [34] .
A measurable real function f defined on R N is called radially symmetric (or radial) if there is a function f : [0, ∞) → R such that f (x) = f (|x|) for all x ∈ R N . We will often write f (x) = f (r), r = |x| ≥ 0 for such functions by abuse of notation. We say that f is rearranged if it is radial, nonnegative and f is a right-continuous, non-increasing function of r > 0. A similar definition can be applied for real functions defined on a ball B R (0) = x ∈ R N : |x| < R . Now, let Ω be an open set of R N and f be a real measurable function on Ω. We then define the distribution function µ f of f as
and the one dimensional decreasing rearrangement of f as
We may also think of extending f * as the zero function in [|Ω|, ∞) if Ω is bounded. From this definition it follows that µ f * = µ f (i. e. , f , and f * are equi-distributed) and f * is exactly the generalized right inverse function of µ f . Furthermore, if Ω # is the ball of R N centered at the origin having the same Lebesgue measure as Ω, we define the function
that will be called spherical decreasing rearrangement, or Schwarz decreasing rearrangement, of f . We easily infer that f is rearranged if and only if f = f # .
The only properties which will turn useful for what follows are the conservation of the
as well as the classical Hardy-Littlewood inequality
where f, g are measurable functions on Ω.
• We will often deal with two-variable functions of the type
defined on the cylinder C Ω := Ω × (0, +∞), and measurable with respect to x. In that case, it will be convenient to define the so-called Steiner symmetrization of C Ω with respect to the variable x, namely the set C # Ω := Ω # × (0, +∞) . In addition, we will denote by µ f (k, y) and f * (s, y) the distribution function and the decreasing rearrangement of (2.2), with respect to x for y fixed, and we will also define the function
which is called the Steiner symmetrization of f , with respect to the line x = 0. Clearly, f # is a spherically symmetric and decreasing function with respect to x, for any fixed y.
• We recall now two important differentiation formulas that will prominently come into play in our arguments. They are basically used when dealing with the derivation of sharp estimates for the rearrangement u * of a solution u to a certain parabolic problem, since in that context it is essential to differentiate with respect to the extra variable y under the integral symbol, for functions defined in the form {x:u(x,y)>u * (s,y)} ∂u ∂y (x, y) dx .
Here we recall two formulas, of first and second order, available in literature. The following proposition can be found in [29] , and is a generalization of a well-known result by C. Bandle (see [4] ).
and if | {x : f (x, t) = f * (s, t)} | = 0 for a.e. (s, t) ∈ (0, |Ω|) × (0, T ), the following differentiation formula holds:
Moreover, the following second order differentiation formula (which was also proved in [2] in a more regular framework) is due to Mercaldo and Ferone (see [22] ): Proposition 2.2 Let us choose a nonnegative function f ∈ W 2,∞ (C Ω ). Then for almost every y ∈ (0, +∞) the following differentiation formula holds:
Mass concentration
Since we will provide estimates of the solutions of our fractional elliptic and parabolic problems in terms of their integrals, the following definition, taken from [35] , is of basic importance.
loc (R N ) be two nonnegative radially symmetric functions on R N . We say that f is less concentrated than g, and we write f ≺ g if for all R > 0 we get
The partial order relationship ≺ is called comparison of mass concentrations. Of course, this definition can be suitably adapted if f, g are radially symmetric and locally integrable functions on a ball B R . Moreover, we have that f ≺ g if and only if
for all s ≥ 0.
The comparison of mass concentrations enjoys a nice equivalent formulation if f and g are rearranged. Indeed the following result holds (for the proof we refer to [15] , [36] ):
This result still holds if R = ∞ and f, g ∈ L 1 loc (R N ) with g → 0 as |x| → ∞, in the sense that µ g (k) < ∞ for all k > 0.
From this Lemma it easily follows that if f ≺ g and f, g are rearranged, then
Functional background
In this Section we provide a self-contained description of the functional background which is necessary for the well-posedness of problems of the type (1.1). Most of the material we present here are excerpts of the papers [32] , [28] to which we refer the interested reader for extra details. Furthermore, we point out that another version of a nonlocal elliptic Neumann problem is available in literature, see e.g. [19] .
Let us consider the homogeneous Neumann eigenvalue problem for the Laplacian on a smooth bounded domain Ω of R N :
It is well known (see for example [20, 24] ) that there exists a sequence of nonnegative eigenvalues {λ k } k∈N 0 corresponding to eigenfunctions {ϕ k } k∈N 0 in H 1 (Ω), the latter being weak solutions to (3.1). We have that
In order to introduce the spectral Neumann fractional Laplacian (−∆ N ) σ , we define its domain as
which is a Hilbert space equipped with the scalar product
that is, for any function v ∈ H σ (Ω),
Notice that the set of constant functions is the nontrivial kernel of (−∆ N ) σ in H σ (Ω). The last identity can be rewritten as
where (−∆ N ) σ/2 is defined by taking the power σ/2 of the eigenvalues λ k . Actually it is possible to identify (see [32, Theorem 2.4 ] and the generalization in [14] ) the domain H σ (Ω) of (−∆ N ) σ with the fractional Sobolev space H σ (Ω). Now let us consider problem (1.1) with c = 0, that is the problem
which in our notations can be written in the form
For a function u ∈ L 1 (Ω) we set
We define the functional spaces
and
where H 1 (C Ω , y 1−2σ ) is the weighted Sobolev space with respect to the weight y 1−2σ . By [28, Lemma 2.2]) the space H 1 (C Ω , y 1−2σ ) can be equipped with the norm
It is possible to provide the following useful characterization of H σ (Ω) (see [28, Proposition 2] ):
moreover, H σ (Ω) is an Hilbert space equipped with the Gagliardo seminorm
. Now we wish to particularize the general extension problem proved in [31] for the operator (−∆ N ) σ restricted to H σ (Ω) .
where the function ρ(t) solves the problem
where
Then w ∈ H 1 (C Ω , y 1−2σ ) and it is the unique weak solution to the extension problem
where ν is the outward normal to the lateral boundary ∂ L C Ω of C Ω . More precisely,
for all test functions ψ ∈ H 1 (C Ω , y 1−2σ ) with zero trace over Ω, i.e. tr Ω ψ = 0, and
. Furthermore, the function w is the unique minimizer of the energy functional
over the set U = w ∈ H 1 (C Ω , y 1−2σ ) : tr Ω w = u . We can also write
where e t∆ N u(x) is the heat diffusion semigroup generated by the Neumann Laplacian acting on u. An equivalent formula for w is
For the proof of For any u ∈ H σ (Ω), we will call the solution w to problem (3.5) the Neumann harmonic extension of u and we write w = E(u).
With this definition at hand, we assume that
, this condition imposes f to satisfy the compatibility condition (1.2); furthermore it can be proved (see [28, Proposition 3] ) that H −σ (Ω) is actually isomorphic to the dual space (H σ (Ω)) ′ of H σ (Ω). Let us now consider problem (3.2), to which we associate the following extension problem
We give now the following, suitable definition of weak solution of problem (3.9):
Definition 3.1 We say that a function w ∈ H 1 (C Ω , y 1−2σ ) is a weak solution to (3.9) if (3.10)
By the classical Lax-Milgram Theorem, the existence and uniqueness of weak solution to (3.9) in the sense of definition 3.1 is immediate and the solution w is explicit (see [32] ).
As a direct consequence, we have that Lemma 3.1 Let f ∈ H −σ (Ω) and assume that w ∈ H 1 (C Ω , y 1−2σ ) is the weak solution to (3.9). Then w takes the form (3.3) and u := tr w ∈ H σ (Ω) is the unique (weak) solution in H σ (Ω) to the linear problem (3.2).
Moreover, the space H 1 (C Ω , y 1−2σ ) for test functions in definition 3.1 can be actually replaced by the whole space H 1 (C Ω , y 1−2σ ), as the following result shows (see [28] ):
and w be the weak solution to problem (3.9). Then:
(ii) equation (3.10) holds for any function ψ ∈ H 1 loc (C Ω , y 1−2σ ), such that there is a positive constant C, uniform w.r. to y > 0, for which
Remark 3.3 Remark 3.2 allows to choose ψ(x, y) = η(y)θ(x), with η ∈ C ∞ 0 (0, ∞) and θ ∈ H 1 (Ω) as a test function in Definition (3.1): therefore integrating by parts and using Fubini's Theorem we can conclude that (see also [14] )
for all θ ∈ H 1 (Ω) and a.e. y > 0. Moreover, since w is defined by means of formula (3.3) (or equivalently by (3.7)), we also notice that w is smooth in C Ω (see [31] ).
It is clear that if u ∈ H σ (Ω) solves (3.2), then u − u Ω is the unique solution to the same problem in the smaller space H σ (Ω): hence if u is the unique weak solution to (3.2) in the space H σ (Ω), all the solutions in H σ (Ω) to (3.2) are of the form u = u + c for c ∈ R.
As far as problem (1.1) for c > 0 is concerned, the space where to look for solutions of the extension problems is a direct generalization of the full description given in [32] (see [14] ). Indeed, if u Ω = 0 then the function
is in general not in L 2 (C Ω , y 1−2σ ) but only its gradient is (see for instance the computations in [10, Lemma 4.3] ). Therefore, in order to give a suitable definition of the Neumann harmonic extension of u, we first solve the extension problem (3.5) with initial datã u = u − u Ω , in order to find a functionw = E(ũ). Then we define
which clearly coincides with (3.12). Using the fact that the fractional Neumann Laplacian does not see constants, we have
thus we recover the local interpretation (3.8) of the fractional Neumann Laplacian. Since (3.12) is formally a solution to (3.9), we have to define the right functional space where this extension belongs to. Following [32] , we introduce the space H σ,c (C Ω ) as the completion of H 1 (C Ω , y 1−2σ ) under the scalar product
We denote by · σ,c the associated norm:
Notice that, for each c > 0,
as Hilbert spaces, where the inclusion is strict, since constant functions belong to H σ,c (C) but not to H 1 (C Ω , y 1−2σ ). From [32, Theorem 2.4, Lemma 2.5 ] it follows that a unique trace embedding from H σ,c (C) to H σ (Ω) can be defined. Then we can give the following definition of weak solution for linear problems of the following form:
in Ω :
for every ψ ∈ H σ,c (C).
By the Lax-Milgram Theorem again we easily infer that a unique, explicit weak solution to (3.13) exists (see [32, Lemma 3.3] ), and its trace u = tr w is the unique solution in H σ (Ω) to the linear problem (1.1). For further regularity properties concerning solutions to problems of the type (1.1) we refer the reader to [32] for the case s = 1/2 and [14] for a general exponent σ ∈ (0, 1).
Remark 3.4
In the radial Dirichlet problems appearing in our comparison theorems, namely the problems
for some radial function g and a positive constant γ, the operator (−γ∆) σ is understood as the spectral Dirichlet fractional Laplacian (−γ∆ D ) σ : for all the most useful properties of such operator we refer the interested reader to the [12] , [10] . Finally, from now on we will always omit the subscripts in the powers of the Laplacian, since it will be always clear by the context which boundary conditions are chosen, so that the spectral definition of the operator changes accordingly.
The main result
The aim of this Section is to derive sharp estimates via symmetrization for solutions to fractional Neumann problems of the type (3.2) . According to what explained in the introduction, we will compare problem (3.2) with the following fractional radially symmetric problem (4.1)
where f 1 , f 2 are the positive and negative part of f respectively, B is the ball centered at the origin with Lebesgue measure |Ω|/2 and γ = 1/(N ω 
According to [12] , [10] (see also the nice Appendix in [8] ) we have that v ∈ H(B), where
moreover the solution ξ belongs to the energy space X σ 0 (C Ω ) defined as the completion of C ∞ 0 (Ω × [0, ∞)) with respect to the norm
Our main goal is to compare any solution u to (3.2) with the solution v to (4.1). The most direct (and natural) way to proceed is to compare the Neumann extension w of u, that is the solution to (3.9), with the solution ξ to the extension problem (4.2). Before stating our main result, for all y > 0 we define the function
where m((w(·, y))) is the median of the function w(·, y) (see (1.8) ). Moreover, we set
It is clear that, for all fixed y ≥ 0, Then we can prove the following result Theorem 4.1 Let us choose a source term f ∈ H −σ (Ω) and let u ∈ H σ (Ω) be any solution to (3.2) . Assume that w is the Neumann harmonic extension of u, namely the solution to the extension problem (3.9) associated to (3.2). Let v be the solution to (4.1) and ξ its Dirichlet harmonic extension, solving (4.2). Then for all y ≥ 0, we have
Proof. We will borrow some ideas from [9] . To start with, we first notice that one can always reduce to consider smooth source data f , since in the less regular case we can obtain the estimate (4.5) through an approximation argument. According to [18] , using the change of variables z = y 2σ 2σ , problems (3.2) and (4.2) become respectively (4.6)
in Ω, and (4.7)
where ν := (2σ − 1) /σ and
Then, the problem reduces to prove the concentration comparison between the solutions w(x, z) and ξ(x, z) to (4.6)-(4.7) respectively.
Notice that by the weak formulation (3.11) we have
for all θ = θ(x) ∈ H 1 (Ω) and a.e. z > 0. Then, let us fix z > 0, h > 0, t ≥ 0 and plug in (4.8) the test function
Therefore, passing to the limit as h → 0
Using the relative isoperimetric inequality (1.7), the coarea formula and the bounds (4.4) we have
Then inserting (4.10) into (4.9) and using the Cauchy-Schwartz inequality,
hence a change of variables leads to
Now, observe that on the set {x : w 1 (x, z) > w * 1 (s, z)} we have
so the second order derivation formula (2.4) by Ferone-Mercaldo shows that
for a.e. s ∈ (0, |Ω|/2) and z > 0. Now we use in (4.8) the test function
in order to obtain
The coarea formula and relative isoperimetric inequality applied to w 2 (·, z) give
Now, observe that on the set {x : w 2 (x, z) > w * 2 (s, z)} we have
hence by (4.13)
and by (2.4)
Then, adding (4.11) to (4.14) we have
for a.e. s ∈ (0, |Ω|/2) and z > 0. Next, we set
Now we observe that by the main result in [31] ,
where the remaining term R = R(x, z) is such that
Therefore using the first order derivation formula (2.3) and the Hardy-Littlewood inequality (2.1) we have, for small z > 0, 
Now, since the solution ξ to (4.2) is radially decreasing w.r. to x, all the inequalities used above become equalities, hence the function
thus the function
Then a classical maximum principle argument allows to conclude that
Remark 4.2 If the function λ(z) in (4.3) is constant, then Theorem 4.1 can be actually strengthened. Indeed, in such a case the second derivative of λ(z) disappears in estimates (4.11), (4.14), so we have that the concentration function
Then if for i = 1, 2 we call v i the solution to the problem
and ξ i the Dirichlet extension of v i , we have that
therefore the function
By the maximum principle again we have
This can be interpreted as the mass concentration comparison version of the MadernaSalsa result [27] , for the nonlocal operator (−∆) σ .
Finally, a natural extension of Theorem 4.1 is the following Corollary 4.3 Assume that g is a radially decreasing function on the ball B, such that
and let v be the solution to problem (4.1) with f 
Consequences
The following remarkable properties can be easily deduced from Theorem 4.1. 1. Oscillation estimate. From the mass concentration comparison (4.5) we have
where u 1 = (u − m(u)) + and u 1 = (u − m(u)) − . Then inequality (4.19) can be rewritten as u
for all p ∈ [1, ∞). Then, making use of the fractional Dirichlet regularity estimates derived in [18] , we can obtain the whole sharp L p,r -scale of regularity estimates for Neumann problems of the type (3.2), generalizing some of the assertions in [32, Theorem 3.5] (see also [14] for an important treatment of C α regularity estimates up to the boundary). Therefore we can state the following result (for basic properties of Lorentz and Orlicz spaces see e.g [6] ):
where L p,r (Ω) is the Lorentz space on Ω of exponents p, r. Suppose that f verifies the compatibility condition (1.2). Then, for some positive constants C, the following assertions hold:
2. if p = N/2σ and r = 1, then u ∈ L ∞ (Ω) and
where L Φr (Ω) is the Orlicz space generated by the N -function
being r ′ the conjugate exponent of r.
Extensions to operators with constant zero order coefficient
If c > 0 is a constant, we wish to generalize Theorem 4.1 for fractional linear Neumann problems of the type (1.1). Of course, in this setting we will not require the compatibility condition (1.2) . According to what explained in Section 3, the unique weak solution u ∈ H σ (Ω) is the trace over Ω of the unique weak solution w ∈ H σ,c (C Ω ) to the extension problem (3.13) . In this case, we compare problem (1.1) with the radial Dirichlet problem
The extension problem associated to (5.1) is given by
In this respect, we will prove the following result:
Theorem 5.1 Let c > 0, assume that f ∈ H σ (Ω) ′ and let u, w be the solutions to (1.1) and the extension problem (3.13) respectively. Let v, ξ be the solutions to the symmetrized problem (5.1) and the extension problem (5.2) respectively. Then inequality (4.5) still holds.
Proof. It is crystal clear that the first estimate in (4.18) with the first two boundary conditions still hold. As for the Neumann condition satisfied by U , we first observe that since (see [31] again)
for a certain remaining term R = R(x, z) tending to zero in L 2 (Ω), uniformly in z. Then using the same notations of the proof of Theorem 4.1 and arguing as in inequality (4.16) we have, for small z > 0,
therefore using the Hardy-Littlewood inequality (2.1) and passing to the limit as z → 0 + we find
Taking into account the symmetry of the solution ξ to with respect to x, the first inequality in (4.18) and inequality (5.4) become equalities, up to replacing U by the concentration V of ξ, that is
Then we finally obtain
where have set as usual χ = U − V.
By Hopf's boundary maximum principle we easily obtain that χ ≤ 0, which is the desired estimate.
It is worth noting that an easy analogue of Corollary (4.3) occurs, which can be stated as follows:
and let w its Neumann harmonic extension. Let g 1 , g 2 be two radially decreasing functions on the ball B, such that f
Let v be the solution to problem (5.1) with f Proof. Just notice that from (5.3) we have
thus Hardy-Littlewood inequality (2.1) yields, after passing to the limit as
thus we can argue as in the proof of Theorem 5.1
6 Symmetrization for linear fractional parabolic equations with Neumann boundary conditions
Our goal now is to use the elliptic results shown in the previous sections in order to prove a symmetrization result for the following linear, fractional parabolic Cauchy-Neumann problem
In this framework, we will always assume that
It is easy to recast the issue of solving problem (6.1) in an abstract setting. Indeed, the introduction of the linear operator
allows to reformulate the parabolic problem (6.1) as the abstract Cauchy problem
where as usual we have set f (t)(x) = f (x, t). The concept of solution to problem (6.2) (or equivalently to (6.1)), which suitably adapts for the use of the elliptic symmetrization arguments proved in the previous sections, is that of mild solution, namely a solution which is obtained as the uniform limit of a time piecewise constant sequence of discrete approximated solutions, defined by means of an implicit time discretization scheme. In order to briefly introduce such definition, assume first to divide the time interval [0, T ] in n subintervals (t k−1 , t k ], where t k = kh and h = T /n. Next we consider a time discretization {f (h) k } of f , such that the piecewise constant interpolation of this sequence provides a function f (h) (x, t) for which f − f (h) 1 → 0 as h → 0. We construct then the function u h which is piecewise constant in each interval (t k−1 , t k ], by
where u h,k solves the elliptic equation
with the initial value u h,0 = u 0 . Then we wish to find that u h (t) converges as h → 0 to a certain function u(t) uniformly in [0, T ], where u(t) is continuous at t = 0 and u(t) → u 0 as t → 0, namely we would like to prove that u(t) is a mild solution to (6.1). The following Lemma gives a positive answer to such question.
Lemma 6.1 There exists a unique mild solution u to problem (6.1).
Proof. Since we work in the Hilbert space H = L 2 (Ω) for the linear operator A N : D(A N ) ⊂ H → H, it is sufficient to show that A N is maximal monotone. It is clear that A N is monotone: indeed, for any u ∈ H 1 (Ω) we have
It is straightforward to check that A N is self-adjoint. Moreover, A is maximal monotone, i.e. R(I + A N ) = H, since for any f ∈ L 2 (Ω) there is a unique u ∈ H 1 (Ω) solving (see [32] ) the equation
Then [37, Theorem 10.17] ensures the existence of a unique mild solution u ∈ C([0, T ]; L 2 (Ω) to the abstract Cauchy problem (6.2), obtained exactly as the uniform limit of the approximated solutions (6.3).
Remark 6.1 If there is no forcing term f in (6.1), then the classical Hille-Yosida Theorem implies that for any u 0 ∈ L 2 (Ω) the mild solution u to (6.1) is actually classical, and
) (see for instance [11] ).
Remark 6.2 Keeping tracks of the papers [16, 17] , one could make use of the StingaTorrea extension method in order to give a proper meaning of weak energy solution to problem (6.1), which shows to coincide, when f ≡ 0, to the unique mild solution obtained in Lemma 6.1. Nevertheless, in this context we decided to work only with mild solutions, which are enough for our purpose: the problem about the equivalence of the two notions of solutions, along with several questions posed in a more general nonlinear setting, will be discussed in the forthcoming paper [40] .
With these preliminaries at hand, we are in position to establish the following parabolic comparison result, related to problem (6.1).
Theorem 6.3 Assume that u 0 ∈ L 2 (Ω), f ∈ L 2 (Ω × (0, T )) (T > 0) and let u be the mild solution to problem (6.1); set Moreover, let v be the mild solution to the following Cauchy-Dirichlet problem, which is radially symmetric with respect to x: Then, for all t > 0 we have (6.6) u # 1 (|x|, t) + u # 2 (|x|, t) ≺ v(|x|, t).
Proof. Let us consider the sequence of discrete approximated solutions (6.3). Then applying the implicit time discretization scheme to the symmetrized problem (6.5) produces the sequence of discrete solutions v h defined as If we suppose by induction that (6.8) holds for k − 1, we can use Corollary 5.2 again and get (6.8), which in turns implies
Then passing to the limit in (6.9) as h → 0 + the result follows. moreover, the whole functional setting is carefully detailed in [14] . Concerning the symmetrization techniques we just notice that, due to (1.6), the equal sign in (4.9) is replaced by ≤. This allows to interpret Theorem (4.1) as a full nonlocal version of the classical result of Maderna-Salsa [27] .
-It would be interesting to consider problems of the form (1.1), where c is not constant. Indeed, it is well known that in the local case this simple variation leads to further nontrivial issues, which can be solved by subtle, nonstandard modifications of the main results (see e.g. [3] ). Moreover, it would make sense to adapt our arguments when extra first order terms are added to the left-hand side of the same equation in (1.1). This will be an object of future studies.
