Novel passive localization algorithm based on double side matrix-restricted total least squares  by Xu, Zheng et al.
Chinese Journal of Aeronautics, 2013,26(4): 1008–1016Chinese Society of Aeronautics and Astronautics
& Beihang University
Chinese Journal of Aeronautics
cja@buaa.edu.cn
www.sciencedirect.comNovel passive localization algorithm based on double
side matrix-restricted total least squaresXu Zheng a,b, Qu Changwen b,*, Wang Changhai ba Science and Technology on Avionics Integration Laboratory, Shanghai 200233, China
b Department of Electronic and Information Engineering, Naval Aeronautical and Astronautical University, Yantai 264001, ChinaReceived 24 May 2012; revised 9 July 2012; accepted 18 December 2012
Available online 2 July 2013*
E
(C
Pe
10
htKEYWORDS
Bearings;
Erroneous observer position;
Generalized eigenvalue
decomposition;
Matrix-restricted total least
squares;
Passive localizationCorresponding author. Tel.
-mail addresses: xuzheng85@
. Qu).
er review under responsibility o
Production an
00-9361 ª 2013 Production
tp://dx.doi.org/10.1016/j.cja.2: +86 53
126.com
f Editoria
d hosti
and host
013.06.0Abstract In order to solve the bearings-only passive localization problem in the presence of
erroneous observer position, a novel algorithm based on double side matrix-restricted total least
squares (DSMRTLS) is proposed. First, the aforementioned passive localization problem is
transferred to the DSMRTLS problem by deriving a multiplicative structure for both the observa-
tion matrix and the observation vector. Second, the corresponding optimization problem of the
DSMRTLS problem without constraint is derived, which can be approximated as the generalized
Rayleigh quotient minimization problem. Then, the localization solution which is globally optimal
and asymptotically unbiased can be got by generalized eigenvalue decomposition. Simulation
results verify the rationality of the approximation and the good performance of the proposed
algorithm compared with several typical algorithms.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
The passive localization system using multiple moving observ-
ers can meet the demands of acquiring information roundly,
precisely and immediately.1,2 The target’s bearing information
is almost the most reliable passive observation under the com-
plex electromagnetic environment, so how to use the bearing5 6635676.
(Z. Xu), qcwwby@sohu.com
l Committee of CJA.
ng by Elsevier
ing by Elsevier Ltd. on behalf of C
09information to realize fast and robust localization has become
a hot spot and a difﬁculty for researchers at home and abroad.
The existing researches about the multiple observers bear-
ings-only passive localization algorithm often presume that
the observer position is exactly known.3–6 This is often not
the case in practical applications due to the navigation
error or other factors. As a result, the inaccuracies in the
observer positions need to be taken into account in practical
environments. Conventional algorithms, which have potential
to solve the bearings-only passive localization problem in the
presence of erroneous observer position, can be classiﬁed into
two groups7: recursive algorithms and nonrecursive batch
algorithms. Typical recursive algorithms include the extended
Kalman ﬁlter (EKF) algorithm and its improved forms.8
Though requiring less computation and memory, their perfor-
mance is unstable unless a good initial state guess is got, which
is always a difﬁculty in passive localization. Early nonrecursive
batch algorithms include the pseudolinear estimator (PLE), theSAA & BUAA. Open access under CC BY-NC-ND license.
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the instrumental variable (IV). The PLE is biased even in
favorable situations because the noise term appears in both
the system and measurement equations.9 The bias is more sig-
niﬁcant when the observer position is inaccurate. Both IV and
ML estimators are iterative in nature and their proper conver-
gence is sensitive to initial conditions and step size. Besides, the
ability of reaching the global minimum solution is inﬂuenced
by many factors such as the initial solution guess, the number
of data points and the geometry between the target and the ob-
server.10 During the past decade, new algorithms have been
proposed to deal with the bearings-only passive localization
problem in the presence of erroneous observer position.
Ref.11 proposed an algorithm based on the total least squares
(TLS) which is biased. Although a kind of constrained total
least squares (CTLS) was also proposed to improve the local-
ization accuracy which takes the unit Euclidean norm as the
constraint condition. The CTLS in Ref.11 can still not reduce
the bias. Iterative numerical algorithm based on nonlinear pro-
gramming and successive projection is used to enforce the con-
straint, which needs to set a convergence threshold. Thus, the
algorithm is unstable and has the computation load problem.
Besides, a closed-form solution is not available because of
the nonlinearity of constraints. Ref.12 proposed the weighted
total least squares (WTLS) based on Ref.11 to improve locali-
zation accuracy, the problem in Ref.11 still exists. Ref.13 pro-
posed an algorithm based on the Taylor-series technique,
which is inﬂuenced by the initial state guess. The convergence
characteristic cannot be guaranteed and the location solution
may be not globally optimal.
In the following part, the double side matrix-restricted total
least squares (DSMRTLS) problem will be formed to solve the
aforementioned problems.
2. Localization model
The localization geometry is shown in Fig. 1, where N (NP 2)
observers at positions ðxks;i; yks;iÞ at time index k are used to
localize a stationary emitting source at position (xT, yT)
through bearing measurements. The true observer position
for the ith observer at time index k is ðxks;i; yks;iÞ, which is not
known to an estimator and only the measured position
ðxks;i; yks;iÞ is available for processing.
The measured observer position for the ith observer at time
index k is represented asFig. 1 Target localization scenario.xks;i ¼ xks;i þ Dxki
yks;i ¼ yks;i þ Dyki
(
ð1Þ
where Dxki and Dy
k
i are random position errors along x axis
and y axis respectively. They are modeled as zero mean Gauss-
ian distributed with variances r2Dxi and r
2
Dyi
respectively.
As shown in Fig. 1, the true bearing between the target and
the ith observer at time index k is
bki ¼ arctan
xT  xks;i
yT  yks;i
ð2Þ
The measured bearing has noise and can be represented as
bki ¼ bki þ Dbki ð3Þ
where Dbki is modeled as zero mean Gaussian distributed with
variance r2Dbi . Eq. (2) can be rewritten as
cosðbki ÞxT  sinðbki ÞyT ¼ cosðbki Þxks;i  sinðbki Þyks;i ð4Þ
If we collect the bearing measurements at time index k, then
we can get the following equation:
AkX ¼ gk ð5Þ
where Ak; gk and X represent observation matrix, observation
vector and target state, respectively. Their expressions are
Ak ¼
cosðbk1Þ  sinðbk1Þ
cosðbk2Þ  sinðbk2Þ
..
. ..
.
cosðbkNÞ sinðbkNÞ
2
666664
3
777775; gk ¼
cosðbk1Þxks;1 sinðbk1Þyks;1
cosðbk2Þxks;2 sinðbk2Þyks;2
..
.
cosðbkNÞxks;N sinðbkNÞyks;N
2
666664
3
777775
X¼ ½xT yT T
As mentioned previously, we can only get the measured
bearings, when the measurement error Dbki is small,
cosðDbki Þ  1, sinðDbki Þ  Dbki : From Eq. (2) and expanding
the difference of angles’ identities, we have
cosðbki Þ ¼ cosðbki  Dbki Þ  cosðbki Þ þ Dbki sinðbki Þ ð6Þ
sinðbki Þ ¼ sinðbki  Dbki Þ  sinðbki Þ  Dbki cosðbki Þ ð7Þ
Putting Eqs. (6) and (7) into Ak; we have
Ak ¼ Ak þ BkCk ð8Þ
where Ak is Ak with the true bearings bki replaced by the mea-
sured bki ;Bk the matrix composed of random measurement er-
ror, and Ck a known matrix with the measured bearings. Their
expressions are
Ak ¼
cosðbk1Þ  sinðbk1Þ
cosðbk2Þ  sinðbk2Þ
..
. ..
.
cosðbkNÞ  sinðbkNÞ
2
666664
3
777775
Bk ¼ diagðDbk1;Dbk2;    ;DbkNÞ
Ck ¼
sinðbk1Þ cosðbk1Þ
sinðbk2Þ cosðbk2Þ
..
. ..
.
sinðbkNÞ cosðbkNÞ
2
666664
3
777775
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into the ith row of gk, we have
cosðbki Þxks;i  sinðbki Þyks;i  ðcosðbki Þ þ Dbki sinðbki ÞÞðxks;i
 Dxki Þ  ðsinðbki Þ  Dbki
 cosðbki ÞÞðyks;i  Dyki Þ ð9Þ
Because of the existence of the observer position error, the
erroneous part of Eq. (9) does not have structure as in Eq. (8),
but the part only corresponding to the bearing measurement
error still has such multiplicative structure. Then, Eq. (9) can
be rewritten as
gk ¼ gk þ Bkg0k þ wk ð10Þ
where gk is gk with true bearings and true observer positions
replaced by their measured counterparts, wk the vector corre-
sponding to the observer position error, and
g0k ¼
sinðbk1Þxks;1 þ cosðbk1Þyks;1
sinðbk2Þxks;2 þ cosðbk2Þyks;2
..
.
sinðbkNÞxks;N þ cosðbkNÞyks;N
2
666664
3
777775
Considering Eqs. (5), (8), and (10), we have
ðAk þ BkCkÞX ¼ gk þ Bkg0k þ wk ð11Þ
When we collect the measurements until time index k, we
have
ðAþ BCÞX ¼ gþ Bg0 þ w ð12Þ
where A ¼ AT1 AT2    ATk
 T
and deﬁnitions for C, g, g0
and w are similar with A. B ¼ blkdiagðB1;B2;    ;BkÞ is block
diagonal matrix.
Now, the bearings-only passive localization problem in the
presence of erroneous observer positions can be formed as the
following DSMRTLS problem:
minB;w;XðkBk2F þ kwk2FÞ
s:t: ðAþ BCÞX ¼ gþ Bg0 þ w ð13Þ
where kÆkF denotes the Frobenius norm. We call it DSMRTLS
problem because in Ref.14, the matrix-restricted total least
squares (MRTLS) problem, which only uses the multiplicative
information of A, is formed according to the scenario used in
this paper as
minB;w;XðkBk2F þ kw0k2FÞ
s:t: ðAþ BCÞX ¼ gþ w0 ð14Þ
where w0 ¼ Bg0 þ w: Eq. (14) does not consider any structure
information in w0. Through the following derivation, we will
see after utilizing the structure information in w0, the solution
process is greatly simpliﬁed and the designed novel estimator
has better performance while signiﬁcantly reducing the original
MRTLS algorithm’s complexity.3. Localization algorithm
3.1. Derivation of optimization problem without constraint
In order to facilitate the derivation, rewrite Eq. (13) as
minB;w;XðkBk2F þ kwk2FÞ
s:t: ð½A g þ B½C g0Þ X1
 
¼ w ð15Þ
Let the constraint function lðB;w;XÞ be
lðB;w;XÞ ¼ w ð½A g þ B½C g0Þ X1
 
ð16Þ
The trace of matrix has the following relationship with the
Frobenius norm15:
kBk2F ¼ trðBTBÞ ¼ trðBBTÞ
kwk2F ¼ trðwTwÞ ¼ trðwwTÞ
(
ð17Þ
Use Lagrange multiplier method to solve the constrained
minimization problem by forming the auxiliary cost function
CðB;w;XÞ ¼ trðBTBÞ þ trðwTwÞ þ kTlðB;w;XÞ ð18Þ
where k is the column vector with proper dimension.
If B and w are solutions of Eq. (15), then the gradients of
C(B, w, X) with respect to matrix B and vector w are zeros.16
Using the gradient formula of trace, matrix and vector, we
have
2B k X1
 T
½C g0T ¼ 0
2wþ k ¼ 0
8><
>: ð19Þ
Substituting B and w as shown in Eq. (19) into the con-
straint condition of Eq. (15), we have
½A g þ k
2
X
1
 T
½C g0T½C g0
 !
X
1
 
¼  k
2
ð20Þ
Considering the fact that
X
1
 T
C g0½ T½C g0 X1
 
is a real
number, Eq. (20) can be further expressed as
½A g X1
 
¼  1
2
X
1
 T
½C g0T½C g0 X1
 
þ 1
 !
k ð21Þ
If
X
1
 T
½C g0T½C g0 X1
 
þ 1–0, then the Lagrange
multiplier k can be got. Notice that
X
1
 T
½C g0T½C g0 X1
 
is in fact the vector’s inner product with itself and thus its value
is equal to or greater than zero. So the inequality
X
1
 T
½C g0T½C g0 X1
 
þ 1 > 0 holds. Then,
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2½A g X1
 
X
1
 T
½C g0T½C g0 X1
 
þ 1
ð22Þ
Substituting k into B and w and utilizing the characteristics
of trace as shown in Eq. (17), we have
kBk2F þ kwk2F ¼
1
4
kTktr ½C g0 X1
 
X
1
 T
½C g0T
" #
þ 1
4
kTk
X
1
 T
½A gT½A g X1
 
X
1
 T
½C g0T½C g0 X1
 
þ 1
ð23Þ
Then, the constrained optimization problem as shown in
Eq. (15) can be transferred into the following optimization
problem without constraint
minX
X
1
 T
½A gT½A g X1
 
X
1
 T
½C g0T½C g0 X1
 
þ 1
ð24Þ
It is hard to solve Eq. (24) directly. In fact, we do not need
to solve it directly because
X
1
 T
½C g0T½C g0 X1
 
>> 1 is
satisﬁed in our application ground, which will be veriﬁed in
the simulation part through amounts of Monte Carlo simula-
tions. Thus, Eq. (24) can be further approximated as
minX
X
1
 T
½A gT½A g X1
 
X
1
 T
½C g0T½C g0 X1
  ð25Þ
We will prove in the following part that the problem shown
in Eq. (25) is in fact a generalized Rayleigh quotient minimiza-
tion problem.
3.2. Generalized Rayleigh quotient
We discuss the positive deﬁnite characteristic of ½C g0T½C g0
ﬁrst. For the ith observer, it is impossible that sinðbki Þ and
cosðbki Þ are zeros simultaneously. Assume that the target is
not in all the planes’ vertical directions, which is easily satisﬁed
and then ½C g0 has full column rank. Thus ½C g0T½C g0 is po-
sitive deﬁnite. The validating process is as follows.
For 8x 2 R31ðx–0Þ; xT½C g0T½C g0x is in fact the inner
product of vector ½C g0x with itself, thus xT½C g0T½C g0xP 0
holds. If xT½C g0T½C g0x ¼ 0, ½C g0x ¼ 0 holds according to
the property of inner product. Because ½C g0 has full column
rank, thus there only exists non-zero solution for ½C g0x ¼ 0.
So for 8x 2 R31ðx–0Þ, xT½C gT½C g0x > 0, which means that
½C g0T½C g0 is positive deﬁnite.
½A gT½A g is obviously a symmetric matrix. According to
the deﬁnition of generalized Rayleigh quotient,15 we can imme-diately know that the optimization problem without constraint
as shown by Eq. (25) is in fact the generalized Rayleigh quo-
tient minimization problem, which has been solved. The solu-
tion vector of the generalized Rayleigh quotient minimization
problem is the generalized eigenvector of the pair
ð½A gT½A g; ½C g0T½C g0Þ that yields the minimum generalized
eigenvalue. Once this vector V (corresponding to
X
1
 
in Eq.
(25) is found, then the estimated target state vector is
X ¼ Vð1 : 2Þ=Vð3Þ , where V(m:n) means the mth element
to the nth element of V.
According to the properties of generalized Rayleigh quo-
tient,15,17 once the estimated target state vector is got, it is
globally optimal.3.3. Asymptotically unbiased property
Rewrite the objective function of Eq. (25) as the function with
respect to the true target state vector X:
XTATAX gTAX XTATgþ gTg
XTCTCX g0TCX XTCTdþ g0Tg0 ð26Þ
If X* is the localization solution, the result should be equal
to zero by taking the partial derivative of Eq. (26) with respect
to X and substituting X with X*. We can eventually yield the
closed-form solution
X ¼ ðATA kminCTCÞ1ðATg kminCTg0Þ ð27Þ
where kmin is the aforementioned minimum generalized eigen-
value. We will analyze the property of localization solution
based on Eq. (27).
Using similar relational expressions as Eqs. (6) and (7) i.e.
expressing the measured bearings by the true bearings and
measurement noise, we can rewrite A and C as
A ¼ A BC
C ¼ Cþ BA
(
ð28Þ
where A is the observation matrix with the true bearings and C
the aforementioned C with its measured bearings replaced by
the true counterparts. We derive the expression as Eq. (28) be-
cause we need to analyze the statistical property of the locali-
zation solution and thus the deterministic matrix is needed
except for the error matrix i.e. B. From Eq. (28), we have
ATA ¼ ðA BCÞTðA BCÞ
¼ ATA ATBC CTBTAþ CTBTBC ð29Þ
From the deﬁnition of B as shown in Eq. (12) we have
EðBÞ ¼ EðBTÞ= 0. Suppose the observers have the same mea-
surement error variance r2b, then EðBTBÞ ¼ r2bI where I is the
identity matrix with proper dimension. Then, we haveEðATAÞ ¼EðATA ATBC CTBTAþ CTBTBCÞ
¼ ATAþ CTEðBTBÞC ¼ ATAþ r2bCTC ð30Þ
EðCTCÞ ¼ E½ðCT þ ATBTÞðCþ BAÞ
¼ CTCþ ATEðBTBÞA ¼ CTCþ r2bATA ð31Þ
Fig. 2 Span for the localization area.
Fig. 3 Contour map of GDOP for the proposed algorithm.
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EðATAkminCTCÞ¼ATAþr2bCTCkminðCTCþr2bATAÞ ð32Þ
where kminðCTCþ r2bATAÞ represents the perturbance part of
ATA, which means that ATA can be recovered by subtracting
it from ATA. Then
EðATA kminCTCÞ ¼ ATA ð33Þ
For ATg kminCTg0, we can get similar conclusion using the
same analysis method i.e. recovering the noiseless ATg by
kminC
Tg0.
If the recovering process is indeed effective, then we can get
the following expression using Slutsky theorem18 when the
number of measurements is sufﬁciently large:
EðXÞ ¼ E½ðATA kminCTCÞ1ðATg kminCTg0Þ
 ½EðATA kminCTCÞ1EðATg kminCTg0Þ
¼ ðATAÞ1ATg ð34Þ
From Eq. (34) we can see that the localization solution pos-
sesses asymptotically unbiased property if the recovering pro-
cess is indeed effective. In the simulation part we will verify it
through amounts of Monte Carlo simulations.
The DSMRTLS algorithm proposed in this paper can be
regarded as the least squares (LS) algorithm with noise re-
moval ability and thus it has better performance than the LS
algorithm. The improvement manner of the proposed algo-
rithm is similar as the TLS algorithm. When some conditions
are satisﬁed,19 the TLS possesses the following closed-form
solution
XTLS ¼ ðATA a2IÞ1ATg ð35Þ
where a is the smallest singular value of [g A]. Comparing
Eq. (35) with Eq. (27) we can know that the TLS algorithm
does nothing to ATg and thus it is biased. Besides, no structure
information is utilized in the TLS algorithm, which may inﬂu-
ence the performance when the observation matrix and obser-
vation vector are correlated.
The derivation of Cramer–Rao lower bound (CRLB) in the
presence of erroneous observer position is similar to the deri-
vation in Ref.20, which differs only in the special measurement
and thus the derivation process is not given here.
4. Simulations
This part examines the performance of the proposed algo-
rithm and compares it with the CRLB. The initial state vec-
tors of three moving observers are (15 km, 0 km, 0 m/s,
300 m/s), (0 km, 0 km, 0 m/s, 300 m/s) and (15 km, 0 km,
0 m/s, 300 m/s) respectively. The observer period is 1 s.
The standard deviation of the bearing noise for three
observers is 2 and the standard deviation of the observer
position noise along x axis and y axis is 15 m for each obser-
ver unless otherwise stated.
To compare the performance of various algorithms, we
use the root-mean square error (RMSE) of the target posi-
tion as assess index. The position RMSE at time index k is
deﬁned as
RMSEðkÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
M
XM
j¼1
ðxjk  x^jkÞ
2 þ yjk  y^jk
 2h ivuut ð36Þwhere ðxjk; yjkÞ and ðx^jk; y^jkÞ are the true and estimated target
positions (the unit is km) at the jth Monte Carlo run, M is
the number of Monte Carlo runs and we make 200 indepen-
dent Monte Carlo runs in this paper.
(1) The span of
X
1
 T
½C g0T½C g0 X1
 
(written as V in
the following statement for simplicity)
Assume the target coordinates obey x e [300, 300] km and
y e [300, 300] km. Fig. 2 shows the span for the localization
area at 1 s, which is calculated over 200 independent Monte
Carlo runs. The step size is 30 km along target coordinates.
The unit is dB for the vertical axis, which means it is obtained
by taking 10lg V.
After searching the span of V we ﬁnd that the minimum va-
lue is about 86 dB (i.e. about 4 · 108) even at the ﬁrst observa-
tion instant, which veriﬁes the rationality of approximating
Eq. (24) as Eq. (25).
(2) Comparison of localization performance
Firstly, we test the localization performance of various
algorithms for an area. Target coordinates obey x 2 [300,
300] km and y 2 [300, 300] km. The step size is also adopted
as 30 km along each target coordinate. For each target, calcu-
lating the RMSE using Eq. (36) at 300 s for various algorithms
gives the geometrical dilution of precision (GDOP) as shown
in Figs. 3–9.
Fig. 4 Contour map of GDOP for the algorithm in Ref.10.
Fig. 5 Contour map of GDOP for the weighted least squares
(WLS) algorithm in Ref.17.
Fig. 6 GDOP for the TLS algorithm in Ref.11.
Fig. 7 Contour map of GDOP for TLS algorithm.
Fig. 8 GDOP for IUKF algorithm in Ref.21.
Fig. 9 Contour map of GDOP for IUKF algorithm.
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decomposition for a pair of matrices to get target states.
Although the algorithm in Ref.10 has almost the same perfor-
mance as ours, the proposed algorithm in this paper is very dif-
ferent from it. The derivation process of the algorithm in
Ref.10 requires true bearings and observer positions which
are not available. This requirement comes from the fact that
it needs to take expectation to form the constraint matrix.
To derive our algorithm, the measured bearings and observerpositions are directly used to form the algorithm and no expec-
tation operation exists. Besides, the algorithm in Ref.10 itself
does not have solid foundation for its algorithm design be-
cause we do not know why we construct the constraint matrix
and correlation matrix like that rather than other forms while
we know exactly how the proposed algorithm in our paper is
designed. Firstly, the passive localization problem was trans-
ferred into the DSMRTLS problem. Then, its form without
constraint is deduced which can be approximated as the gener-
Fig. 11 Performance of algorithms (far-ﬁeld target).
Fig. 12 Performance of algorithms (part of Fig. 11).
1014 Z. Xu et al.alized Rayleigh quotient minimization problem. The good
properties of the solution (global optimization and close-from
solution) can naturally be got from the characteristics of gen-
eralized Rayleigh quotient minimization which is not available
for Ref.10. The closed-form of the solution facilitates the anal-
ysis of the asymptotically unbiased property and reveals the
reason of the good performance for the solution i.e. it compen-
sates both side for the LS algorithm. Besides, the positive def-
inite characteristic needs to be proved which is also not
mentioned in Ref.10 because lacking theory foundation makes
it fail to realize this problem though this characteristic is easy
to be satisﬁed through our validation in Section 3.2.
For other algorithms, we can see that for most of the tar-
gets in the area, the proposed algorithm has the best localiza-
tion performance, which is due to its ability of bias
compensation. The iterated unscented Kalman ﬁlter (IUKF)
algorithm’s performance is unstable as shown in Figs. 8 and
9. The main reason lies in that it needs good initialization guess
to achieve high-precision localization solution, which is not
easy to realize especially for the targets far from the observers.
Besides, the iterated process may has little effect on the perfor-
mance improvement if the initial state guess is too bad. The
algorithm in Ref.17 is the normal WLS algorithm when applied
to bearings-only localization because there is no relativity be-
tween the components of the state vector. It is biased and
the bias is signiﬁcant especially when the geometry between
the observers and the target is poor or the measurment noise
is large. The TLS algorithm works better than the WLS algo-
rithm because it can partly compensate the bias as shown in
Eq. (35). When the geometry between the observers and the
target is not so bad, this compensation works well and when
it is not the truth, its performance becomes poor which will
be further demonstrated in the following part. The proposed
algorithm, the WLS algorithm and the TLS algorithm do
not need initalization procedure and thus they usually demon-
strate stable performance compared with the IUKF algorithm.
To further illuminate the good performance of the pro-
posed algorithm, we give the continuous localization compari-
sion as shown in Figs. 10–12. The observation time is 300 s.
The targets are located at (50, 60) km and (200, 300) km, which
are corresponding to the near-ﬁeld target and far-ﬁeld target
respectively. We refer to the asymptotically unbiased estimator
algorithm in Ref.10 as AUE algorithm in the following
statement.Fig. 10 Performance of algorithms (near-ﬁeld target).Figs. 10–12 show the better performance of the proposed
algorithm compared with the WLS algorithm, the TLS algo-
rithm and the IUKF algorithm. As time increases, other algo-
rithms converge slowly especially for far-ﬁeld target and the
proposed algorithm can approach the CRLB for most of the
time because of its compensation ability for the bias. The
TLS algorithm performs only a little bad for near-ﬁeld target
because it can partly compensate the bias and this makes its
performance good when the bias is small as previously stated.
The AUE algorithm can also reach the CRLB. Besides the
aforementioned difference in algorithm design, they also differ
in computation load as shown in the following part.
From Figs. 13 and 14 we can see the WLS algorithm’s com-
putation load is the highest compared with the other algo-
rithms and grows fast as the observation time increases
because of more and more inversion calculation. The IUKF
algorithm is relatively high due to the iterative procedure.
Other algorithms have smaller computation load. The AUE
algorithm has twice the computation load as the proposed
algorithm in this paper because it takes more time to construct
the matrix to be decomposed. The proposed algorithm’s com-
putation load is a little higher than the TLS algorithm. For the
MRTLS algorithm, the computation load is very high because
it needs to search between a large range to solve the general-
ized trust region subproblem (GTRS) and the computation
amount is inﬂuenced by the relative position between the tar-
get and the observers. As can be seen from Fig. 15, as observa-
Fig. 13 Consumed time of WLS algorithm and IUKF
algorithm.
Fig. 14 Consumed time of TLS algorithm, AUE algorithm and
the proposed algorithm.
Fig. 15 Consumed time of the MRTLS algorithm.
Fig. 16 Position RMSE as a function of bearing error standard
deviation.
Fig. 17 Position RMSE as a function of observer position error
standard deviation.
Novel passive localization algorithm based on double side matrix-restricted total least squares 1015tion time increases, the consumed time grows quickly and ex-
ceeds 1 s at about 170 s even for a very near target located at
(20, 30) km, which makes the MRTLS algorithm lose practical
value and thus its performance is not given for comparision.
Because of the double side structure we utilize, the proposed
algorithm can get better performance but with little computa-
tion load.
(3) Position RMSE as the measurement standard deviation
changesFig. 16 shows the change of position RMSE as the bearing
error standard deviation changes for the target located at (50,
60) km at 300 s. The observer position noise along x axis and y
axis is 15 m for each observer.
Simulation results clearly demonstrate the superior of the
proposed algorithm as the observation time increases. The
IUKF algorithm exhibits the worst performance among all
the algorithms. The reason of the performance difference is
the same as the previous part.
Fig. 17 shows the change of position RMSE at 300 s as the
observer position error standard deviation. The standard devi-
ation of the bearing noise for three observers is 2.
The simulation result demonstrates again the superior of
the proposed algorithm as the observation time increases.
(4) Analysis of asymptotically unbiased characteristic
Fig. 18 gives the simulation results of the localization solu-
tion bias averaged from 5000 independent Monte Carlo runs.
The target is located at (200, 300) km, which results in large
bias for the normal batch algorithms because of the poor
geometry between the target and the observers. We compare
the bias of the proposed algorithm for three cases: (1)
rDbi ¼ 0:5; rDxi ¼ rDyi ¼ 15m; (2) rDbi ¼ 2; rDxi ¼ rDyi ¼
15m; (3) rDbi ¼ 2; rDxi ¼ rDyi ¼ 50m.
Fig. 18 Bias of the proposed algorithm.
1016 Z. Xu et al.Simulation results show that the bias of the proposed algo-
rithm can eventually converge to zero in different cases of mea-
surement errors which indicates the asymptotically unbiased
property of the proposed algorithm. Besides, we can see that
the more precise the measurements are, the faster the bias con-
verges to zero.
5. Conclusions
(1) A novel algorithm based on the double side matrix-
restricted total least squares is proposed and the locali-
zation solution can be easily got by generalized eigen-
value decomposition. No initial guess procedure is
needed and the localization solution is globally optimal
and asymptotically unbiased.
(2) The simulation results verify better performance of the
proposed algorithm compared with several typical
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