Introduction
A problem of considerable concern in signal/image processing and analysis is the representation of the data in terms of meaningful geometrical patterns that are characterized by shape and size. The shape-size relation is re ected by the scale concept. The nonlinear approach (based on mathematical morphology) for multiscale representation is strongly advocated in 1]; scale is de ned as the smallest size of a shape pattern (generated by a prototype pattern of unit size) that can " t" inside the signal. This paper proposes a general framework for 1D and 2D signal representation in series of simple components that are recursively extracted by a constructive transform. The representation scheme is meant to be very general. Scale information is embedded in the representation by an appropriate selection of the constructive transform, i.e., the multiscale opening. Morphological shape decomposition (MSD) 2] is a particular case of our representation scheme. Re nements of the constructive transform and adaptive schemes are further discussed.
Let f be an 1D or 2D signal, f 0 on its domain. Our aim is to represent f as a set of components, ff i ; i = 1; 2; : : :; g, such that f = P i f i . The components are extracted from a family of residues of f by means of a transform, called constructive transform. The residue of two transforms, and , is de ned as R f ; g (f) = (f) ? (f). The general representation scheme is provided by the following de nitions:
De nition 1. A transform is a constructive transform if it is antiextensive and positively de ned. De nition 2. The family of residues of f with respect to is fr i ; i = 1; 2; : : :; g, where r 1 = f and r i+1 = R fr i ; (r i )g until (r i ) is a null signal.
De nition 3. The set ff i g, f i = (r i ) is the residual representation of f with respect to the constructive transform . The reconstruction of f , denoted by f , is the summation of the components of the representation set, f = P i f i . The partial j-components reconstruction is given by f j = P j i=1 f i . The family of residues is, from a morphological point of view, a family of residues of two transforms: the identity transform I(r) = r and the constructive transform . The residue family is recursively generated by a procedure uniquely determined by the constructive transform. The properties of assures a representation by a series of nonincreasing components, f i+1 = (r i+1 ) (r i ) = f i , where the order relation on functions is f g if f (x) g(x) is valid everywhere. The representation of f is unique, provided that is a well-de ned transform. This property is fundamental for any representation scheme.
The representation of f in arbitrary levels of detail by truncating the representation sequence to a prede ned number j of components is an useful property. The reconstruction is nondecreasing by de nition. Since f = f j + r j+1 , the reconstructed f j equals the original when the nal residue r j+1 is empty. If r j+1 is not empty and (r j ) is a null function, the reconstruction is not converging and its error has to be determined (e.g., by L 2 norm).
A large number of transforms ful l the above-mentioned constraints. Thus, many residual representations exist. The problem is to determine constructive transforms that generate representations of interest for signal processing and analysis, i.e., possessing other properties as well, e.g., compactness, translation, scale and rotation invariance. 
The reconstruction of a test signal by using the multiscale opening constructive transform is shown in Fig. 1 . The quality of the nal reconstruction is high, its peak-to-peak signal to noise ratio (PSNR) is 36.88 dB.
The morphological representation is translation invariant and, in the continuous setting, it is scale invariant and rotation invariant (if the structuring function is rotation invariant). The quality of the reconstruction depends on the shape of the structuring function and of its size. The details that are original. The subtraction of components for updating the residue may generate fragments of the signal that are smaller than the structuring function. In the continuous case, these fragments are described by decreasing the size of the structuring function (homothetics with k < 1). For the discrete case, these The components become homothetics of the maximal structuring function. The procedure eliminates the redundancy due to the overlap of the structuring functions but does not guarantee a minimal number of components. The method is also sensitive to the ordering principle used. The quality of the reconstruction for discretized and single-valued support is good (PSNR=33.5 dB for the test signal) with the advantage of a reduction in the size of the representation.
Signi cant reduction in the size of the representations is achieved by using the discretized singlevalued representations derived for a library of structuring functions, let it be S = fg 1 ; : : : ; g N g. Thus,
parts of the signal/image can be better described. Each structuring function g j generates its component 
Adaptive schemes
Since the quality and the compactness of the representation is determined by the match between the structuring function and the signal, the de nition of adaptive decompositions is natural. The task of a real adaptive decomposition is very complex. In the sequel we brie y discuss two simpli ed schemes, one adapting the structuring function to the signal and another one adapting the size of the signal in order to speed up the decomposition procedure.
The rst scheme aims at nding some structuring functions such that they t to the family of residues after multiple dilations. The problem can be simpli ed to a binary setting instead of a graylevel one the thresholded dilated structuring function is included in the thresholded residue. Furthermore, when at structuring functions are considered, their shape can be fully determined from a single thresholded residue. Thus, the idea is to consider a reduced set of at structuring functions and to adapt their shape.
For parallelepiped structuring functions this means the computation of the height h and width l of a structuring function g that, being dilated n times, still ts in the residue. The width L and the height H of the dilated structuring functions are:
where v is the value of the locus function, e.g., v = 1. The adaptive decomposition iteratively determines an optimal threshold H. The threshold could be the global one that gives the best approximation of the signal (e.g., in L 2 norm). Furthermore, the maximal component is extracted from the binarized residue The method is easy to adjust to other at structuring functions by modifying (3).
The residual decomposition procedure ends when the residue is empty or its measure is less than a prede ned threshold. It is straightforward to assume that the measure of the initial signal L(f ) (e.g., L 2 norm or the volume beneath the signal "surface") is a major parameter that determines the number of components, i.e., the compactness of the representation. It is very likely that, for two signals, f and g, with L(f ) < L(g), the number of components for the representation of f is smaller than the one for the representation of g. Thus, the second scheme is based on the idea of modifying f before the decomposition, so that the measure of the transformed signal in the L sense is less than the measure applied to recover the original one. It is obvious that not only transform must yield a signi cant reduction in the measure of the signal, but also the direct and the inverse transforms must be computationally fast.
Let us consider the following simple transform that splits the signal f in two components, f + and f ? : (4) is very fast and the reconstruction is very simple.
The decomposition of f in f + and f ? may be regarded as the adaptation of the size of the image to the decomposition scheme. Since the transform is very simple, we consider an adaptive algorithm that, by using (4), continuously updates the current residue. We mention that only the last T j value is needed for the j-component reconstruction:
The representation is divided in two sets of components: one set represents f + , the other represents f ? .
The A general approach for signal and image representations is developed. By using a constructive transform, simple components are extracted and signals are represented as a sum of their simple components.
Constructive transforms based on mathematical morphology are analyzed and adaptive decomposition schemes are investigated. The derived representations encode e ciently the signal and provide signal descriptions at varying levels of detail. The experimental results have shown that residual representations are e cient in lossy image compression.
