The global weak martingale solution is built through a four-level approximation scheme to stochastic compressible active liquid crystal system driven by multiplicative noise in a bounded domain in R 3 with large initial data. The coupled structure makes the analysis challenging, and more delicate arguments are required in stochastic case compared to the deterministic one [9] .
Introduction
In this paper, we consider the global weak martingale solution to the following stochastic compressible active where c, ρ, u denote the concentration of active particles, the density, and the flow velocity, p(ρ) = ρ γ stands for the pressure with the adiabatic exponent γ > 3 2 , the nematic tensor order parameter Q is a traceless and 3 × 3 symmetric matrix, I 3 is the 3 × 3 identity matrix, µ 1 , µ 2 are the viscosity coefficients satisfying the physical assumptions µ 1 ≥ 0 and 2µ 1 + 3µ 2 ≥ 0, Γ −1 > 0 is the rotational viscosity, σ * ∈ R is the stress generated by the active particles along the director field. Ψ = 1 2 (∇u − ∇u ⊥ ) is the skew-symmetric part of the rate of strain tensor. W is a cylindrical Wiener process which will be introduced later. Furthermore,
where the constant c * is the critical concentration for the isotropic-nematic transition and b is material-dependent constant. And the term ∇Q ⊙ ∇Q stands for a 3 × 3 matrix, its (i, j)-th entry is defined (∇Q ⊙ ∇Q) ij = 3 k,l=1 ∂ i Q kl ∂ j Q kl . The system is supplied with the following initial data, ρ(0, x) = ρ 0 (x), ρu(0, x) = m 0 (x), c(0, x) = c 0 (x), Q(0, x) = Q 0 (x), (1.2) and the boundary conditions, ∂ρ ∂n ∂D = ∂c ∂n ∂D = ∂Q ∂n ∂D = 0, u| ∂D = 0, (1.3)
here we omit the random element ω.
Starting from the 1880s, a new material that shares both the property of conventional liquids and those of solid crystals was found and named as liquid crystals. The nematic liquid crystals are one of the major types of liquid crystals, which is a representative model of the complex liquids and the anisotropic liquids crystal with difference directions of average molecular alignment. Since the liquid crystal is wide applicable, and its model is of vital importance in physics, a large amount of research concerning this has appeared starting from the early 1950's, which brought us tremendous results, see [13, 14, 22, 26, 41, 42] for compressible case and [33, 34] for incompressible case. The active system is quite broadly applicable in nature, describing the collective dynamics of microscopic particles, especially in biophysical system such as swarm bacteria, vibrated granular rods, see [11, 39] . In this paper, we would mainly focus on the active nematic liquid system, a model adding the active term to the hydrodynamic theories for the nematic liquid crystal, for further detail see [9] . The idea of the mathematical description has arisen in recent years. For example, [35] includes several forms of the model according to various physical phenomenon. There are several works concerning the mathematical aspect of the system, [8, 9, 29] proved the existence of global weak solution for compressible and incompressible cases respectively. Observe that the system would degenerate to the compressible Navier-Stokes equation, if the concentration c and the order parameter Q are absent. The historical development of the research in weak solution for compressible Navier-Stokes equation is as follows. To begin with, [30] [31] [32] established the global existence with restriction on the initial data. After that, by introducing the re-normalized solution to surmount the difficulty of large oscillations, [28] gave the global existence of weak solution for adiabatic exponent γ > 9 5 with large initial data and the appearance of vacuum. Then, [17] extended the result to adiabatic exponent γ > 3 2 , which by now is the result that allows the maximum range of γ. Furthermore, in [16] , authors developed the deterministic result to the stochastic case, obtained the existence of global weak pathwise solution to the equation forced by additive noise, where the special form of noise allows us to transform the stochastic system into the random equation, enabling the deterministic result could be exploited. As for the existence result of the equation driven by multiplicative noise, there are also some pioneering works, in [40] for global weak martingale solution with finite-dimensional Brownian motion, in [2, 37] for global weak martingale solution with cylindrical Wiener process, in [3] for stationary solution, in [1] for local strong pathwise solution, in [38] for weak martingale solution to non-isentropic, compressible Navier-Stokes equation.
Note that, the main difference between the deterministic and stochastic case is that there is no compactness in random element w since sample space has no topology structure. Generally speaking, it might not be the case that the embedding L 2 (Ω; X) ֒→ L 2 (Ω; Y ) is compact, even if X ֒→֒→ Y . As a result, the usual compactness criteria, such as the Aubin or Arzelà-Ascoli type theorems, can not be applied directly. A common method to overcome this difficulty is to invoke the Skorokhod theorem to obtain that there exists a sequence of new random variables on a new probability space, converges almost surely, and its distribution is same as the original one, consequently, the new random variables also satisfy the system on the new probability space.
We are devoted to establishing the existence of global weak martingale solution to system (1.1)- (1.3) . Our proofs also mainly rely on the three level approximation developed by [17] which consists of the Galerkin approximation, the artificial viscosity and the artificial pressure. Each level approximation contains the argument of compactness and identify the limit. Here, we point out that the boundedness of concentration c acquired via the maximum principle and the special construction of Q-tensor(symmetric and traceless) play a key role in obtaining the a priori estimates (cancel certain high-order nonlinear term) and establishing the weak continuity of the effective viscous flow. Without this remarkable property of Q-tensor, we are not able to handle the higher order nonlinear term ∇ · (Q△Q − △QQ). In addition, the coupled constitution of four equations makes the analysis much more complicated and more delicate arguments including identifying the stochastic integral and showing the tightness of probability measures are necessary. We have reserved the further details of the idea of proof in Section 2.
The rest of the paper is organized as follows. In Section 2, we recall some deterministic and stochastic preliminaries associated with system (1.1) and then state our result, followed by the idea of proofs. In Section 3, we construct the global martingale solution to a modified system by taking limit on the Galerkin approximate solution. Section 4 gives the existence of global martingale solution by passing the limit as the artificial viscosity goes to zero. We build the main result by passing the limit as the artificial pressure goes to zero in Section 5. We also include an Appendix stating the results used frequently in this paper.
Preliminaries and main result
In this section, we begin by reviewing some deterministic and stochastic preliminaries associated with system (1.1), followed by main result.
Define the inner product between two 3 × 3 matrices A and B
and the norm of a matrix using the Frobenius norm
The Sobolev space of Q-tensor is defined by
Let (Ω, F, {F t } t≥0 , P, W) be a fixed stochastic basis and (Ω, F, P) be a complete probability space. W is a cylindrical Wiener process defined on the Hilbert space H, which is adapted to the complete, right continuous filtration {F t } t≥0 . Namely, W = k≥1 e k β k with {e k } k≥1 being the complete orthonormal basis of H and {β k } k≥1 being a sequence of independent standard one-dimensional Brownian motions. In addition, L 2 (H, X) denotes the collection of Hilbert-Schmidt operators, the set of all linear operators G from H to X, with the norm G 2
Observe that the mapping Φ : H → H 0 is Hilbert-Schmidt. We also have that W ∈ C([0, ∞), H 0 ) almost surely, see [10] .
For an X-valued predictable process f ∈ L 2 (Ω; L 2 loc ([0, ∞), L 2 (H, X))) by taking f k = f e k , the Burkholder-Davis-Gundy inequality holds
for any p ≥ 1. Next, we define the global weak martingale solution of system (1.1)-(1.3).
W} is a global weak martingale solution to system (1.1)-(1.3) if the following conditions hold: (i) (Ω, F, {F t } t≥0 , P) is a stochastic basis and W is a cylindrical Wiener process, (ii) the processes
are progressively measurable for any p ≥ 1, T > 0,
where the function b ∈ C 1 (R) satisfies b ′ (z) = 0 for all z ∈ R large enough.
Throughout the paper, we assume that the operator f satisfies the following conditions: there exists a constant C such that k≥1 |f (ρ, ρu, c, Q)e k | 2 ≤ C |ρ| γ−1 + |c, ∇Q|
Condition (2.1) will be used for obtaining the a priori estimate, while Condition (2.2) will be applied to identify the limit. In addition, we assume that initial data satisfy the following conditions for all p ≥ 1
5)
Q 0 ∈ S 3 0 a.e. and L p (Ω; H 1 (D)), (2.6) where the lower and upper bound c, c are two fixed constants. Now, we state the main result.
Theorem 2.1. Let γ > 3 2 . Suppose that the initial data (ρ 0 , m 0 , c 0 , Q 0 ) satisfy the assumptions (2.3)- (2.6) , and the operator f satisfies the conditions (2.1), (2.2) . Then, there exists a global martingale solution to system (1.1)- (1.3) in the sense of Definition 2.1.
The proofs of Theorem 2.1 mainly rely on the three level approximation. The first level approximation actually contains two-step approximation. Because of the difficulty technically, we need to cut-off the approximate solution such that in a sense the bound is uniform in random element corresponding to the parameter K inspired by [2] . Then, for any fixed n, K, the existence and uniqueness of the Galerkin approximate solution in small time is established using the Banach fixed point argument. The uniform bound of c obtained via maximum principle and the property of symmetric and traceless of Qtensor can be used for cancelling the high order nonlinear term, allowing us to get the uniform a priori estimates, see Lemma 3.1. With the a priori estimates established, we can extend the existence time to global. Next, we let K → ∞ to establish the Galerkin approximate solution for fixed n. Define a stopping time τ K , on interval [0, τ K ), we can define the approximate solution using the uniqueness of solution and the monotonicity of the sequence of stopping time τ K . Using the a priori estimates, it holds lim K→∞ τ K = T , P a.s. This means no blow-up arises in finite time. Except for this level approximation, all other three level approximations contain the compactness argument. Owing to the complex structure of the system, we have to work with weak compactness, the classical Skorokhod theorem is replaced by the Skorokhod-Jakubowski theorem applying to quasi-Polish space. To employ the theorem, it is necessary to show the tightness of the set of probability measures generated by the distribution of approximate solution, which can be achieved using the Aubin-Lions Lemma, the a priori estimates and the delicate analysis. After obtaining the compactness of the new processes on the new probability space, we identify all the nonlinear term by passing limit as n → ∞.
In the second level approximation, the solution obtained in first level approximation will be used as approximate solution. Here the boundedness of √ ǫρ ǫ,δ ∈ L p (Ω; L 2 (0, T ; H 1 (D)))
is not helpful in getting the strong convergence of density, which makes it difficult to identify the nonlinear term with respect to ρ (the pressure term and stochastic term). Following the ideas from [17, 28] , we shall show the strong convergence of density by improving the integrability of density, establishing the weak continuity of the effective viscous flow (here the symmetric of Q-tensor plays a crucial role, see Step 1 in Section 4) and using the Minty trick. Following the same line as the second level approximation, improving the integrability of density, establishing the weak continuity of the effective viscous flow, introducing the re-normalized solution to control the large oscillations and the truncated technique are required to get the strong convergence of density. Here, the proof is standard, we only give the necessary tightness argument and improve the integrability of density, for further details, we refer the reader to [2, 40] .
The existence of martingale solution for n → ∞
In this section, we are devoted to building the existence of global weak martingale solution to the following modified viscous system and the modified initial data
Moreover, assume that the initial data ρ 0,δ satisfies the following conditions
where the (ρ 0,δ ) m denotes the mean value of ρ 0,δ in domain D, and m 0,δ = h δ √ ρ 0,δ , h δ is defined as follows. Letm
According to the assumption (2.4), we have |m 0,δ | 2 ρ 0,δ ∈ L p (Ω; L 1 (D)) uniformly in δ for p ≥ 1. Therefore, we can find C 2 (D)-valued random variables h δ such that
Then, we have
Let P δ = P • (ρ 0,δ , m 0,δ , c 0 , Q 0 ) −1 . According to the construction, we have P δ is Borel
The proof will be divided into three subsections. For the first subsection, we establish the Galerkin approximate solution and the a priori estimates. Then, the compactness result is obtained in second subsection. In the third subsection, we get the existence of global weak martingale solution by taking the limit as n → ∞.
3.1.
The approximate solution and a priori estimates. We first establish the a priori estimates of approximate solution.
Lemma 3.1. Suppose that (ρ, ρu, c, Q) is the Galerkin approximate solution to system (3.1)- (3.6) , and f satisfies the condition (2.1). Then, there exists a constant C which is independent of n but depends on (µ 1 , µ 2 , σ * , c * , b, T, p, Γ) and initial data such that for all
Multiplying equation (3.1) 1 with c, integrating over D, then
), taking the trace and integrating over D, adding (3.12) and (3.13), then we get
Next, we control all the right hand side terms of (3.14) . Note that J 1 +J 3 = 0, J 2 +J 4 = 0 and
Due to the fact that Q is symmetric and traceless and Ψ is skew-symmetric we have J 3 = 0, J 1 + J 2 = 0, also J 5 + J 9 = 0, see [8] .
Applying Young's inequality and the boundedness of c, we have
Using the condition (2.1), J 14 can be treated as
if the set is empty, taking τ R = T . Note that, τ R is increasing sequence with lim R→∞ τ R = T . Regarding the stochastic term, according to the Burkholder-Davis-Gundy inequality and condition (2.1) for all p ≥ 1
Considering all these estimates, taking the integral on interval [0, t ∧ τ R ], then power p and expectation on both sides, the Gronwall lemma yields
where C is constant independent of n. Finally, letting R → ∞, we get the bound (3.9) by the dominated convergence theorem. Using the bound (3.9), we have
consequently, (3.10) holds. We can obtain the bound (3.11) using the fact that √ ρu ∈ L p (Ω; L ∞ (0, T ; L 2 (D))) and ρ ∈ L p (Ω; L ∞ (0, T ; L β (D))). This completes the proof of Lemma.
Remark. By taking inner product with −(△Q − Q − c * Qtr(Q 2 )) in equation (3.1) 4 in place of H(Q, c), we can prevent the interaction term of c and Q-tensor arising, making the estimates concise.
We proceed to build the Galerkin approximate solution to system (3.1)-(3.6). The following well-posedness results are taken from [9, 25] .
with the following properties:
with the mapping S continuous on bounded subset of C([0, T ]; C 2 (D)).
(2) It holds
The proof of Q ∈ S 3 0 a.e. depends on the uniqueness of solution to system (3.17), therefore, we have to lift the regularity of initial data c to H 1 (D) rather than L 2 (D) in establishing the existence of strong solutions, making further effort to achieve the uniqueness. It will also be used for defining the Galerkin approximate solution for fixed truncation parameter K introduced later.
With these results in hand, we now find the approximate velocity field u n satisfying the integral equation
is an orthonormal basis of L 2 (D). Let P n be the orthogonal projection from L 2 (D) into X n .
Define by the operator
From the definition, we know M[ρ]u = P n (ρu). Moreover, M[ρ] is a positive symmetric operator with following properties,
for all ϕ ∈ X n . Due to the technique difficulty, we need further truncation to u n . Following the idea from [2] , define the C ∞ -smooth cut-off function
Then, we rewrite (3.18) as
Here, the stochastic integral should be understood evolving on space X * n . The mapping Y from L 2 (Ω; C([0, T ]; C 2 (D))) into itself is defined by the right hand side of (3.19) . For fixed n, K, we can show the mapping Y is the contraction for T * small enough using the Lemmas (3.2), (3.3) and the equivalence of norms on finite-dimensional space, for further details see [8, 41] for the deterministic part and [1, 40] for the stochastic term.
Then, we infer that there exists approximate solution sequence u K n ∈ L 2 (Ω; C([0, T * ]; X n )) to equation (3.19) for small time T * by the Banach fixed point theorem. The a priori estimates (3.9) uniformly in n allow us to extend the existence time T * to T for any T > 0. Namely, we proved the existence and uniqueness of solution u K n ∈ L 2 (Ω; C([0, T ]; C 2 (D))) to equation (3.19) for fixed n, K.
Next, we build the global existence of Galerkin approximate solution to system (3.1) by letting K → ∞. Define the stopping time,
Observe that the sequence of the stopping time τ K is increasing.
is the unique solution to system (3.1). Using the monotonicity of the stopping time and the uniqueness of solution, for
In order to extend the existence time to [0, T ], we show that P sup
Since the stopping time τ K is increasing, we have P sup
Using the Burkholder-Davis-Gundy inequality, the Chebyshev inequality and the equivalence of norms on finite-dimensional space, and the embedding H −l (D) ֒→ L 1 (D) for l > 3 2 , and the condition (2.1), the bound (3.9), we have
where C is independent of K, leading to J 2 → 0 as K → ∞. Corollary 3.2 in [2] given J 1 → 0 as K → ∞. Therefore, we have P sup
This means that no blow up appears in a finite time, we could extend the existence time to [0, T ] for any T > 0.
3.2.
The compactness of approximate solution. Unlike the deterministic case, it may not be the case that the embedding L 2 (Ω; X) into L 2 (Ω; Y ) is compact, even if X ֒→ Y is compact. Therefore, in order to obtain the compactness of approximate solution, the key point is to obtain the compactness of the set of probability measures generated by the approximate solution sequences. Define the path space
where ν n · (B) = P{· ∈ B} for any B ∈ B(X · ), X · is the path space defined above, respectively.
Next, we establish the following compactness result.
Proposition 3.1. There exists a subsequence of probability measures {ν n } n≥1 still denoted by {ν n } n≥1 , a probability space ( Ω, F , P) with X -valued measurable random variables (ũ n ,ρ n , P n (ρ nũn ),c n , Q n , W n ) and (ũ,ρ,ρũ,c, Q, W), such that (ũ n ,ρ n , P n (ρ nũn ),c n , Q n , W n ) → (ũ,ρ,ρũ,c, Q, W), P a.s. (3.22) in the topology of X and P{(ũ n ,ρ n , P n (ρ nũn ),c n , Q n , W n ) ∈ ·} = ν n (·), (3.23)
24)
where ν is a Radon measure and W n is cylindrical Wiener process, relative to the filtration F n t generated by the completion of σ(ũ n (s),ρ n (s),c n (s), Q n (s), W n (s); s ≤ t). Moreover, the process (ũ n ,ρ n ,ρ nũn ,c n , Q n , W n ) also satisfies the system (3.1) and shares the following uniform a priori estimates
Combining the bound (3.25) and strong convergenceρ n in L 2 (0, T ; L 2 (D)), the Vitali convergence Theorem 6.1 implies that P a.s. ρ n →ρ in L 4 (0, T ; L 4 (D)).
To employ the Skorokhod-Jakubowski theorem, we next show the tightness of set {ν n } n≥1 . Proof. It is enough to show that each set of probability measures {ν n · } n≥1 is tight on the corresponding path space X · . Claim 1. The set {ν n Pn(ρu) } n≥1 is tight on path spaces X ρu . Decompose P n (ρ n u n ) = X n + Y n , where
The main goal is to get
where C is independent of n for α ∈ [0, 1 2 ) and k ≥ 5 2 . Regarding the stochastic term, using the Burkholder-Davis-Gundy inequality and condition (2.1)
Using (3.9) and the Hölder inequality, we have
where the constant C is independent of n. Furthermore, the bound (3.9) together with the Hölder inequality yields, div(ρ n u n ⊗
). Also, the bound (3.9) implies
To find the bound of Y n , we need to improve the time integrability of ρ n following Lemma 2.4 in [16] . By (3.9) and the Hölder inequality, we have ρ n u n ∈ L p (Ω; L 2 (0, T ; L 6β β+6 (D))) ∩ L p (Ω; L ∞ (0, T ; L 2β β+1 (D))).
The interpolation Lemma 6.2 implies that there exists q > 2 such that ρ n u n ∈ L p (Ω; L q (0, T ; L 2 (D))), this estimate together with the bound ρ n ∈ L p (Ω; L ∞ (0, T ; L β (D))) and equation (3.1) 2 yields ρ n ∈ L p (Ω; L q (0, T ; H 1 (D))), for q > 2.
(3.32)
Using (3.32) and (3.9), we have
for any α ∈ [0, 1 2 ) and k ≥ 5 2 . Combining all estimates, we get the desired bound (3.31). For any R > 0, define the set
By the Aubin-Lions Lemma 6.1, we know
is compact, therefore, the set B 1,R is relatively compact in L ∞ (0, T ; H −1 (D)). Considering (3.31), (3.11) and the Chebyshev inequality, to conclude
leading to the tightness of set {ν n ρu } n≥1 . Claim 2. The set {ν n c } n≥1 is tight on path space X c . Note that, for any R > 0, the set B 2,R := c n ∈ L 2 (0, T ; H 1 (D)) : c n L 2 (0,T ;H 1 (D)) ≤ R , is relatively compact on path space L 2 w (0, T ; H 1 (D)). On the other hand, we have, ∂ t c n ∈ L p (Ω; L 2 (0, T ; H −1 (D))).
(3.36)
Define the set
which is compact on L 2 (0, T ; L 2 (D)). The bounds (3.9), (3.36) and the Chebyshev inequality imply,
Claim 3. The set {ν n Q } n≥1 is tight on path space X Q . The proof follows the same line as above, here we only give the necessary estimates. Using (3.9) and the Hölder inequality again, we have
where C is independent of n. Claim 4. The sets {ν n u } n≥1 and {ν n ρ } n≥1 are tight on path spaces X u , X ρ . Here, we only focus on the tightness of {ν n ρ } n≥1 on space L 2 ([0, T ] × D). Since ρ n ∈ L 2 (0, T ; H 1 (D)) and ∂ t ρ n ∈ L 2 (0, T ; H −1 (D)), then we can show the tightness using the same argument as Claim 2.
Finally, Lemma 3.4 follows the result of Claims 1-4.
Proof of Proposition 3.1. With the tightness established, the Skorokhod-Jakubowski theorem is invoked to get that there exists a probability space ( Ω, F, P) with X -valued measurable random variables (ũ n ,ρ n ,q n ,c n , Q n , W n ) and (ũ,ρ,q,c, Q, W), such that (ũ n ,ρ n ,q n ,c n , Q n , W n ) → (ũ,ρ,q,c, Q, W), P a.s.
in the topology of X . Moreover, the joint distribution of (ũ n ,ρ n ,q n ,c n , Q n , W n ) is the same as the law of (u n , ρ n , P n (ρ n u n ), c n , Q n , W n ), consequently, we haveq n = P n (ρ nũn ), Q n ∈ S 3 0 , a.s. and the energy estimates (3.25)-(3.30) hold. Moreover, the process (ρ n , P n (ρ nũn ),c n , Q n , W n ) also satisfies the system (3.1) using the same argument as [40] .
It remains to identifyq =ρũ. On the one hand, P n (ρ nũn ) →q in C(0, T ; H −1 (D)), P a.s. On the other hand,ρ n →ρ in L ∞ (0, T ; H − 1 2 (D)) andũ n ⇀ũ in L 2 (0, T ; H 1 (D)) imply P n (ρ nũn ) ⇀ρũ in L 2 (0, T ; H −1 (D)), P a.s. Then, we inferq =ρũ.
3.3. Taking the limit for n → ∞. Based on the Proposition 3.1, we identify the limit of the nonlinear term.
Lemma 3.5. For any ϕ ∈ L ∞ (0, T ; H 1,6 (D)) and t ∈ [0, T ], the following convergence holds P a.s.
For J 1 , J 4 , by Proposition 3.1(3.22) and (3.30), we have P a.s.
On the other hand, by Proposition 3.1(3.22), (3.29) and (3.30), the following convergences hold P a.s.
Similarly, we have P a.s.
This completes the proof.
Lemma 3.6. For any ϕ ∈ L ∞ (0, T ; L 3 (D)) and t ∈ [0, T ], the following convergence holds P a.s.
For J 1 , using the Proposition 3.1(3.22), (3.26) and the Hölder inequality, to get P a.s.
Also, we have J 2 → 0 as n → ∞ which is the result of the convergence ofũ n in X u , P a.s. By the similar argument as the first term, using the strong convergences of Q n in X Q and c n in X c , P a.s. and (3.26), (3.29), (3.30), we have P a.s.
as n → ∞.
For the sake of elaborating the convergence of term ǫ∇ũ n · ∇ρ n , Feireisl-Novotný-Petzeltová [17] showedρ n →ρ in L 2 (0, T ; H 1 (D)), P a.s. Then, we have ∇ρ n · ∇ũ n → ∇ρ · ∇ũ in L ∞ ([0, T ] × D) ′ , P a.s. (3.37) Moreover, [2, 37, 40] givẽ 
Following ideas of [2, 7] , we are able to obtain the limit (c,ρ,ũ,Q,W ) satisfies the momentum equation once we show that the process N (c,ρ,ũ,Q) t is a square integral martingale and its quadratic and cross variations satisfy Here, we only focus on the noise term. It is enough to show that P ⊗ L a.e. P nρn f (ρ n ,ρ nũn ,c n , Q n )·, ϕ → ρf (ρ,ρũ,c, Q)·, ϕ in L 2 (H; R). + P nρn f (ρ n ,ρ nũn ,c n , Q n ) −ρ n f (ρ n ,ρ nũn ,c n , Q n )
|ρ n f (ρ n ,ρ nũn ,c n , Q n )e k −ρf (ρ,ρũ,c, Q)e k | 2
Next, we show that J 1 , J 2 → 0, as n → ∞, P ⊗ L a.e. Indeed, by Young's inequality and conditions (2.1), (2.2) as well as Proposition 3.1, we have
Also, J 3 → 0, as n → ∞. Then, (3.43) follows. We could obtain equalities (3.41), (3.42) by combining (3.37)-(3.39), (3.43), Proposition 3.1 and the Vitali convergence theorem 6.1. Using the same argument as above, we infer that it holds P a.s.
We summarize the result for this section, 
The existence of martingale solution for vanishing artificial viscosity
In this section, we let ǫ → 0 to build the existence of global weak martingale solution to the following system The solution (ρ ǫ,δ , u ǫ,δ , c ǫ,δ , Q ǫ,δ ) obtained in the first level approximation will be used for the approximate solution in this section, which shares the same energy bounds with (3.25)- (3.30) . Namely,
The proofs also consist of the argument of tightness and identifying the limit. Note that, here we can not make use of the a priori bound √ ǫρ ǫ,δ ∈ L p (Ω; L 2 (0, T ; H 1 (D))) to gain the tightness of the distribution of density on path space L 2 (0, T ; L 2 (D)) . Therefore, we are not able to identify the pressure and stochastic term. To overcome this difficulty, we first improve the integrability of density. We replace (ρ ǫ,δ , u ǫ,δ , c ǫ,δ , Q ǫ,δ ) by (ρ ǫ , u ǫ , c ǫ , Q ǫ ) to simplify the notation.
Recall the operator T constructed by Bogovskii [5] related to the problem divv = f, v| ∂D = 0, with the following properties: 1. T : f ∈ L p : D f dx = 0 → H 1,p 0 (D) is a bounded linear operator such that for all p > 1
For any function g ∈ L r (D) with g · n| ∂D = 0, it holds
The proof of above properties, we refer the readers to [6, 19] and the references therein for details.
Lemma 4.1. The approximate sequence ρ ǫ satisfies the following estimate
where the constant C is independent of ǫ.
Proof. The proof is similar to that of [17] . Applying the Itô formula to function Φ(ρ ǫ u ǫ ,
Taking expectation on both sides of (4.10), rearranging and to obtain
in fact E t 0 J 11 dW = 0, since the process t 0 J 11 dW is a square integrable martingale. Indeed, using condition (2.1)
The desired result follows once each term on the right hand side of (4.11) can be controlled. By the Hölder inequality, (4.2) and (4.9), obtain
Again, using the Hölder inequality, the Sobolev embedding H 1,p (D) ֒→ L ∞ (D) for p > 3 and (4.8)
Moreover, by the bounds (4.3), (4.4), (4.6), (4.7), we have
where C is independent of ǫ. The proof is complete.
4.1. Compactness argument. In order to acquire the compactness of the approximate sequence, we implement the same procedures as the first level approximation. Define the path space
. The set of probability measures {ν ǫ } ǫ>0 is constructed similarly to (3.21) . We also have the following result. and
where ν is a Radon measure and W ǫ is cylindrical Wiener process, relative to the filtration F ǫ t generated by the completion of σ(ũ ǫ (s),ρ ǫ (s),c ǫ (s), Q ǫ (s), W ǫ (s); s ≤ t). Furthermore, the process (ũ ǫ ,ρ ǫ ,ρ ǫũǫ ,c ǫ , Q ǫ , W ǫ ) also satisfies the system (4.1) and shares the uniform bounds with (4.2)-(4.7). Proof. In order not to repeat the trivial procedures, we mainly show limited parts that are different from the Lemma 3.4. Decompose ρ ǫ u ǫ = X ǫ + Y ǫ , where
For the process X ǫ , one can treat it by the same argument as Lemma 3.4 Claim 1,
For process Y ǫ , Using the bound (4.4), we have P a.s.
, P a.s. Note that, the convergence a.s. implies the convergence in distribution, therefore, we have
in the sense of distribution. The Sobolev compactness embedding
Define the set K = K 1 ∩ (K 2 + K), where
≤ R ,
Then, by the Aubin-Lions Lemma 6.1, the set K is relatively compact in C([0, T ]; H −1 (D)). Using the bound (4.2) and the Chebyshev inequality, to conclude
Thus, we obtain the tightness of {µ ǫ ρu } ǫ>0 on path space X ρu . The tightness of {ν ǫ ρ } ǫ>0 on path space L β+1 w (0, T ; L β+1 (D)) and P
is a result of the bound (4.3) and the Banach-Alagolu theorem using the same argument as Lemma 3.4 Claim 2.
Proof of Proposition 4.1. The proofs follow the same manner as Proposition 3.1.
4.2.
Taking the limit for ǫ → 0. Now, we can pass to the limit ǫ → 0 for fixed δ, to obtain:
, there exist pressureρ γ + δρ β and an L 2 (H; H −l )-valued martingale W such that the process (ρ,ũ,c, Q, W ) satisfies equations, P a.s.
Proof. The argument is similar to that one in subsection 3.3. Note that due to the lack of strong convergence of density, we can not identify the specific form of stochastic term, but we could verify that W is still a martingale process, see [2] .
In order to identify the nonlinear term of ρ (the pressure term and the stochastic term), the strong convergence of density is necessary, which can be acquired by two steps following the idea of [17, 28] .
Step 1. Weak convergence of the effective viscous flux.
The quantity ρ γ + δρ β − (µ 2 + 2µ 1 )divu usually called the effective viscous flux which enjoys many remarkable properties, see [21, 28] . Introduce the operator A
with the following properties: 
and
here the stochastic integral is also cancelled resulting from the property of martingale. Our main goal is to get
it suffices to show that all right hand side terms of (4.17) converges to the right hand side terms of (4.18). Decompose
By 
lim ǫ→0 J ǫ 5 = J 3 follows (4.20) and (4.21) . Similarly, decompose
Due to the same aruguments as (4.20) and (4.21), as ǫ → 0
Combining the convergence (4.22)-(4.24), we get lim ǫ→0 J ǫ 6 = J 4 . Since the matrices Q ǫ , Q are symmetric, hence Q ǫ △ Q ǫ − △ Q ǫ Q ǫ , Q△ Q − △ Q Q are skew-symmetric, and note that ∇A[ρ ǫ ] is symmetric, to conclude that J ǫ 7 , J 5 = 0. (The special structure of Q-tensor makes the weak convergence possible, otherwise we are not able to handle the high-order nonlinear term).
We also have J ǫ 2 → 0 as ǫ → 0. For J ǫ 3 , as ǫ → 0
From [17] , we know
in L 2 (0, T ; H −1 (D)), above convergence together with the bound
Finally, we obtain the convergence result (4.19).
Step 2. Strong convergence of density.
In this step, we could show the strong convergence of density using the re-normalized mass equation and the Minty idea, for further details see [17, 40] . Now we can pass the limit to identify the stochastic term and nonlinear pressure term using the same argument as (3.43), obtaining the following result, 
Vanishing artificial pressure
In this section, we shall pass the artificial pressure coefficient δ → 0 to establish the Theorem 2.1. Also, the following uniform bounds hold for process (ρ δ , u δ , c δ , Q δ ) Proof. The proofs follows the same line as Lemma 4.1. By the Di Perna-Lions commutator lemmas, we infer that the following equation holds in the weak sense
Then, applying the operator T on both sides of (5.7), to obtain
Applying the Itô product formula to function Φ(ρ δ u δ , ρ θ δ ) = D ρ δ u δ · T [ρ θ δ − (ρ θ δ ) m ]dx, and taking expectation, we have
Our goal is to get the bound of E t 0 D ρ γ+θ δ + δρ β+θ δ dxds, which can be achieved after all other terms get controlled. Here we just give a limit amount of details.
For θ ≤ 2γ−3 3 , the bounds (5.1), (5.3), the Hölder inequality and the Sobolev embedding
where C is independent of δ. For θ < γ 3 , using the Hölder inequality and the bounds (5.1), (5.6), to get
where C is independent of δ. This completes the proof.
Compactness argument. Define the cut off functions
Here, we define the path space
X ρ := L ∞ (0, T ; H − 1 2 (D)) ∩ L γ+θ w (0, T ; L γ+θ (D)), and X u , X ρu , X c , X Q , X W are same as the definition in subsection 3.2. Let X = X 1 × Also, the process X δ has the bound E X δ (t) C α ([0,T ];H −l (D)) ≤ C for any α ∈ [0, 1 2 ), l ≥ 5 2 .
For the process Y δ , using the bound (5.2), we have as δ → 0 +∇ · ( Q△ Q − △ Q Q) + σ * ∇ · (c 2 Q) + d W dt , (5.14) in the weak sense. The proof of Theorem 2.1 will be completed once we build the strong convergence of density, to identify the pressure term and the stochastic term in equation (5.14) . Following the idea of [17, 28] , the proof of strong convergence of density shall be obtained by three steps.
Step The proof of (5.18) is very similar to that of the argument (4.19) . Here, we skip it.
Step With the help of the Lemma 5.3, we may show that the limit (ρ,ũ) satisfies the renormalized continuity equation using the same argument as Lemma 5.4 in [40] ∂ t b(ρ) + div(b(ρ)ũ) + (b ′ (ρ)ρ − b(ρ))divũ = 0, (5.19) P a.s. in the weak sense.
Step 3. The strong convergence of density.
The proof is also standard, we refer the reader to [2, 17, 40] for the deterministic and stochastic case. The proof of Theorem 2.1 is completed.
Appendix
In the appendix, we present some lemmas that will be used frequently in this paper. Lemma 6.1. [36, Corollary 5] Suppose that X 1 ⊂ X 0 ⊂ X 2 are Banach spaces and X 1 and X 2 are reflexive and the embedding of X 1 into X 0 is compact. Then for any 1 < p < ∞, 0 < α < 1, the embedding L p (0, T ; X 1 ) ∩ W α,p (0, T ; X 2 ) ֒→ L p (0, T ; X 0 ) is compact. Lemma 6.2. [4, Theorem 1.1.1] Let L : L p 1 (0, T ) → L p 2 (D) and L q 1 (0, T ) → L q 2 (D) be a linear operator with q 1 > p 1 and q 2 < p 2 . Then, for any s ∈ (0, 1), the operator L : L r 1 (0, T ) → L r 2 (D), where r 1 = 1 s/p 1 +(1−s)/q 1 , r 2 = 1 s/p 2 +(1−s)/q 2 . Theorem 6.1. [24, Chapter 3] Let p ≥ 1, {X n } n≥1 ∈ L p and X n → X in probability. Then, the following are equivalent (1). X n → X in L p ; (2) . the sequence |X n | p is uniformly integrable;
(3). E|X n | p → E|X| p . Theorem 6.2. [23, Theorem 1] Let X be a topological space. If the set of probability measures {ν n } n≥1 on B(X) is tight, then there exists a probability space (Ω, F, P) and a sequence of random variables u n , u such that theirs laws are ν n , ν and u n → u, P a.s. as n → ∞.
