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We study the ground state phases of the Bose-Hubbard model with disordered potentials for
quasicrystalline systems, with a focus on the Bose-Glass phase. Generally speaking, disorder can
lead to the formation of a Bose-Glass, which is characterised by the lack of global phase coherence
across the lattice. Here, we will look at two models; the interacting 2D Aubry-Andre model and
disordered vertex models from quasicrystalline tiling patterns. Unlike typical disorder in homoge-
neous, periodic systems, quasicrystalline models possess self-similarity. This leads to a fascinating
interplay between correlated, quasiperiodic order and uncorrelated, random disorder. In this work,
we combine Gutzwiller mean-field theory with a percolation analysis of superfluid clusters, allowing
the critical points and phase regions of these disordered systems to be mapped. When the long-
range order is separate to the random disorder, as is the case for the disordered vertex models, then
the physics reflects that of periodic lattices with disorder. However, we find that long-range order
present in the disorder term of the 2D Aubry-Andre model can result in some peculiarities to the
physics of the Bose-Glass. These peculiarities include stabilisation from weak disorder lines and
intricate, ordered structures of the phase itself that may provide fruitful areas of future study.
I. INTRODUCTION
The concept of disorder in quantum physics represents
the absence of some intrinsic symmetry or structure to a
particular system. In this context, impurities and defects
to a crystalline material can dramatically change observ-
able properties such as diffraction images or transport
mechanisms. As such, the difficulty to investigate the
emergent properties of disorder has inspired a wealth of
active research, owing to the fact that such systems can-
not be theoretically assessed through more conventional
perturbative means. In the single-particle picture, it is
known that random variations can result in Anderson
localisation [1, 2]. When coupled with interactions, how-
ever, competing energy scales can introduce further novel
properties in the form of exotic phase transitions [3–6],
many-body localisation [7–10] and glass states [11–14].
Over recent years, quasiperiodic or, quasicrystalline
systems have gained significant interest as they repre-
sent the middle ground between correlated, periodic or-
der and uncorrelated, random disorder [15–19]. A ubiqui-
tous example is the 1D Aubry-Andre (AA) model, where
it is known that the self-dual point λ = 2J separates
regimes where states are either localised or extended [20],
which prevents the formation of a single-particle mobil-
ity edge [21]. Additionally, these kinds of quasiperiodic
models are also known to host intriguing dynamics [22–
25], multi-fractal properties [23, 26, 27] and the much
touted potential to stabilise many-body localised phases
[15, 18, 19] due to the absence of conventional rare regions
in disordered systems [28, 29]. The expansion of the AA
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model to 2D has also recently been gaining interest [30–
32] and shares many of the same properties as that of the
1D case. As we will see in the interacting 2D AA model,
the self-similar nature of the system will have a key im-
pact on the results we observe here, with the structure
and appearance of disordered phases holding qualitative
differences compared to indeterministic models.
The 2D AA model and, indeed, quasiperiodic systems
in general are also intricately linked to the study of qua-
sicrystals. Unlike their periodic counterparts, quasicrys-
tals do not possess translational invariance [33, 34]. De-
spite this, they still have long-range order, which can be
seen from their self-similarity. In this work we will study
two different models to understand the appearance of a
Bose-glass in quasicrystalline systems; namely the 2D AA
model and the disordered vertex model. In the 2D AA
model, we will have an underlying periodic lattice with
a quasicrystalline (self-similar) on-site potential, whereas
in the disordered vertex model, we will have a quasicrys-
talline (self-similar) underlying lattice with fully random
on-site disorder. By studying these two systems, we can
investigate the role of self-similarity in disorder and how
this plays a part in the observable physics.
Note, the strict group theory definition of a lattice is
that of a repeating set of points, and in general the mod-
els we study in this work are labelled as graphs. However,
the use of the term lattice to describe quasiperiodic sets
of points is now ubiquitous in physics and, hence, we will
label these sets of points as lattices throughout this work.
Here, we layout our results in the following manner. In
Section II, we introduce and discuss the two quasicrys-
talline models used in this work. Next, in Sections III
and IV, we define the method used to determine ground
states and how we can identify different quantum phases
with order parameters. From this, we then present phase
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Figure 1. Visualisation of the 2D Aubry-Andre model on a
finite lattice. Here, we show (a) the underlying square lattice
with spacing d and (b) the continuum limit of Eq. (2) with
period β−1 in the same spatial interval. (c) Shows the 2D
AA model from a combination of (a) and (b) on a larger
lattice. The dashed (red) box highlights a particular line of
weak disorder for the 2D AA potential.
diagrams for both models in Section V, before ending
with a discussion of the main results and conclusions in
Section VI.
II. THE MODELS
The disordered Hubbard Hamiltonian is a paradig-
matic model describing an interacting system which is
subjected to random fluctuations of some parameter
across the lattice. Typically this will be fluctuations of
an onsite energy offset between sites, or an inhomogene-
ity associated to relative potential minima, leading to
a form of diagonal disorder. Hubbard models describing
random parameters were first introduced in the context of
disordered fermionic and spin systems [35–37], but have
also been studied in the bosonic scenario. In particu-
lar, the disordered Bose-Hubbard model has been used
to describe superfluid helium in porous media [38], gran-
ular superconductors [39], Josephson junctions [40] and
ultracold atoms in speckle potentials [41, 42].
Generally speaking, a disordered Bose-Hubbard
Hamiltonian, with nearest-neighbour tunnelling, can be
written as
Hˆ =
U
2
L∑
i
nˆi(nˆi − 1) +
L∑
i
(i − µ)nˆi
−J
∑
〈i,j〉
(
bˆ†i bˆj +H.c.
)
,
(1)
where L is the total number of lattice sites, U is the on-
site interaction strength, i is an onsite energy offset, J
is the tunnelling coefficient, 〈i, j〉 denotes the sum over
nearest-neighbours, µ is the chemical potential, bˆi (bˆ
†
i )
are the individual bosonic annihilation (creation) opera-
tors and nˆi is the number operator. In this work we will
consider the i to be drawn from either a random uni-
form distribution or a quasiperiodic potential as defined
below. The position of the lattice sites, and, therefore,
the corresponding tunnelling terms will be defined by the
geometry of the lattice.
We will now outline the two models we will consider in
this work.
A. Interacting 2D Aubry-Andre Model
The first model we consider is an interacting version of
the AA model generalised to 2D. We consider a 2D square
lattice with lattice spacing d = 1 and assume that the i
of Eq. (1) are distributed according to the quasiperiodic
potential
i = −λJ
(
cos[2piβ(ni +mi)] + cos[2piβ(ni −mi)]
)
,
(2)
with λ denoting the disorder strength, β is the wavenum-
ber and mi (ni) are the row (column) indices. The
wavenumber is chosen to be incommensurate with the
lattice spacing, and we will consider β = 1√
2
. For il-
lustrative purposes, we plot a visualisation of the AA
potential in Fig. 1 for a small lattice.
As we can clearly see in Fig. 1c, the discretised poten-
tial forms a quasicrystalline pattern, with weakly disor-
dered lines appearing throughout the lattice. In a recent
study within the single-particle picture, it was shown that
these kinds of lines prevent a mobility edge from sepa-
rating localised/extended states and can support ballistic
transport [32]. As we will see later, the weakly disordered
lines will also play an important role in the formation and
structure of phases in the interacting scenario.
To reiterate, unlike typical models of disorder, the dis-
tribution of onsite energies in this model has long-range
order and is not random.
In a experimental setting, ultracold atoms provide an
ideal platform to study quasiperiodic systems, with many
modern approaches using bichromatic optical potentials
[43] to emulate these models in 1D. Within the last
decade, much progress has been made in the simulation
and understanding of both interacting [16, 44–46] and
non-interacting [47–50] quasiperiodic systems. We also
note that other variations of the AA model to 2D have
been considered, including coupled 1D chains [30, 31] and
full 2D generalisations with mobility edges [31].
B. Disordered Vertex Model
The second model we consider is the Bose-Hubbard
model with random disorder on vertex model lattices.
The lattices we work with are generated from quasicrys-
talline plane tilings [34, 51], which have been used exten-
sively in prior works to study single-particle physics on
aperiodic systems, including transport [52, 53] and topo-
logical properties [54–56]. In a vertex model, we take
edges of tiles to be bonds and intersections of edges to be
3,
Figure 2. Tilings generated from the cut-and-project method,
showing (a) the Ammann-Beenker tiling and (b) Moore-
Penrose tiling. In both cases, the tilings are composed of
two rhombic unit cells (shaded and unshaded rhombi on the
tilings) that fill all of space continuously. For practical pur-
poses, a circular cut-off is set in real space to limit the total
number of tiles / lattice sites and preserve rotational sym-
metry with respect to the origin. The corresponding vertex
model of both tilings has (a) 3041 and (b) 3056 lattice sites
respectively.
,
Figure 3. Smaller tilings generated from the cut-and-project
method, showing the (a) Ammann-Beenker tiling and (b)
Moore-Penrose tiling, with the vertex model for each on the
foreground. Lattice sites correspond to the intersection of tile
edges, where the edges are bonds between sites. The reduced
lattices contain (a) 192 and (b) 196 sites.
lattice sites. This procedure allows us to model lattices
by the tiling of discrete unit cells. The link between ape-
riodic tilings and quasicrystals was further emphasised
from Shechtman’s original discovery [57–59], allowing for
quasicrystals to be interpreted as canonical projections
of higher dimensional periodic lattices [60, 61]. Cut-and-
project sets, in particular, provide a useful framework
that we will use to generate quasicrystalline lattices. For
further details on this approach, we refer the reader to
Appendix A.
By using the cut-and-project method, we generate
the AmmannâĂŞBeenker (AB) and Moore-Penrose (MP)
tilings from 4D and 5D hypercubic lattices respectively.
In Fig. 2, we show the real-space structure of the tilings,
which clearly illustrates the self-similarity and aperiod-
icity of quasicrystals over large length scales. To better
visualise the lattice geometry, smaller tilings and their
vertex model are considered in Fig. 3. Both plots also
show the 8-fold and 5-fold rotational symmetry of the AB
and MP tilings respectively.
With the lattice structures defined, we now turn our
attention to the disorder that will be present in the sys-
tem. In particular, we assume that the i in Eq. (1)
are drawn from a uniform random distribution, with
 ∈ [−∆/2,∆/2], where ∆ is the disorder strength. In
this model the disorder will be fully random and con-
tain no self-similarity. However, the underlying lattice
geometry is aperiodic, with local fluctuations in the co-
ordination number.
In practical terms, we note that the standard Bose-
Hubbard model can nowadays be most efficiently realised
with ultracold atoms trapped in an optical lattice [62].
Random disorder can then be introduced by means of
a speckle potential [41], giving rise to the variation of
i from site-to-site. Furthermore, recent work that has
studied the diffractive properties of ultracold gases from
aperiodic optical potentials [63, 64] illustrates that the
experimental study of models with quasicrystalline ge-
ometries in ultracold atoms could be possible in the near
future. An interesting alternative to this, however, may
also be possible using photonic lattices [65], where in-
teractions could be introduced by optical nonlinearities
[66, 67] or synthetic means [68]. In this case, both dis-
order [69–71] and quasiperiodicity [72, 73] can again be
realised by modifying the waveguide structures. Also,
single-particle physics of quasicrystals in magnetic fields
has already been studied using photonic lattices [74]. It
should be emphasised, however, that in both experimen-
tal configurations the realisation of the exact disordered
vertex models considered in this work may be difficult.
III. GUTZWILLER MEAN-FIELD
To study the phases that may arise in these models,
we employ a self-consistent mean-field approach. This
is done by using the well-known Gutzwiller ansatz [36,
75–77] for the many-body wavefunction, which takes the
form
|Ψ〉 =
L∏
i
z∑
n=0
f (i)n |ni〉, (3)
where z is the maximum number of particles per site, f in
is the amplitude for n atoms in site i and |ni〉 is the cor-
responding number state. By separating the many-body
wavefunction into onsite products, we neglect quantum
correlations, which is valid in the limit for small J/U and
a large number of nearest-neighbours between sites. In
this form, we can explicitly calculate observables from
(3), which will serve as order parameters that govern the
systems phase.
First, we can define an order parameter that acts as a
4measure for the transport properties across the lattice as
〈bˆi〉 =
z∑
n=0
√
nf (i)n f
∗(i)
n−1 = ϕi. (4)
Next, the density properties of the system can be cap-
tured as
〈nˆi〉 =
z∑
n=0
n|f (i)n |2 = ρi. (5)
By using these relations, the lattice Hamiltonian (1) can
be written as a sum of on-site contributions that depend
on the previously defined order parameters
Hˆ =
L∑
i
Hˆi, (6)
with each on-site Hamiltonian being given by
Hˆi =
U
2
nˆi(nˆi − 1) + (i − µ)nˆi
− J(bˆi + bˆ†i )
∑
<i,j>
ϕj ,
(7)
where ϕi is taken to be real without loss of generality for
the considered phases. In order to then determine the
ground state of (7), we use the method of self-consistency
for the local problems. Strictly speaking, z should be
infinite for a bosonic system. For numerical purposes,
however, we limit the maximum z to a sufficiently large
cutoff for different parameter regimes, in order to ensure
that observables do not change on further increments in
z.
In the initial step of the self-consistent loop, we define a
set of uniformly distributed random order parameters for
each site. The local Hamiltonians are then diagonalised
such that the global ground state can be identified. From
this ground state, new order parameters are evaluated
using equations (4) and (5) for each site. The loop con-
tinues with these new order parameters and the process
is repeated until the ground state energy converges to a
specified accuracy. At convergence, the true ground state
and phase of the system is known.
Table I. Phases of the disordered Bose-Hubbard model
Phase F P
MI = 0 = 0
BG > 0 = 0
SF > 0 > 0
IV. PHASE DEFINITIONS AND
PERCOLATION ANALYSIS
In the ordinary Bose-Hubbard model with no disor-
der, we can directly characterise two phases - the Mott-
insulator (MI) and superfluid (SF) - based on whether
ϕi ∀ i is zero or non-zero respectively. When we have
onsite disorder/quasi-disorder present, we expect a third
intermediate phase to separate insulating and superfluid
domains, i.e. a Bose-Glass (BG). Following the meth-
ods outlined by Ref. [78], we analyse percolations of su-
perfluid clusters on a discrete function S to define these
three phases uniquely. We label sites with integer fillings
of density ρi as MI sites with Si = 0, and non-integer
as SF sites with Si = 1. We also define an additional
function F in order to determine the onset of the BG
phase. For this function, we have Fi = 1 for sites with
finite transport ϕi, and Fi = 0 otherwise.
First, the standard MI can be characterised by a uni-
form, zero S and F across all lattice sites, with no trans-
port. As the tunnelling becomes more significant, a BG
phase is expected to appear, which is instead defined
by some finite, localised transport properties. In other
words, clusters of SF sites form but do not percolate
across the entire system. Furthermore, the phase will
have some finite condensate fraction F , which we define
as
F = Ntr
Nsites
, (8)
where Ntr is the total number of sites with finite trans-
port ϕi and Nsites is the total number of sites. As the
tunnelling is further increased, macroscopic phase coher-
ence is expected to appear, giving rise to the SF phase.
Unlike the BG phase, the SF has at least one percolating
cluster of SF sites appearing in the discrete function S,
allowing for a percolation probability P to be defined as
P = Nspan
Ntr
, (9)
where Nspan is the number of SF sites in a percolating
cluster. The phases and above relations for each case are
summarised in Table I.
We remark that these definitions differ from other
mean-field methods [79–81], which usually rely solely on
finite transport order parameters or SF fractions to dis-
tinguish these phases. As discussed in Ref. [78], this not
only leads to exaggerated critical points for finite disor-
der strength, but will fail to predict an intermediate BG
phase between a MI and SF phase [82]. By employing
a percolation analysis, we can find signatures of global
phase coherence in the system, with results in good agree-
ment to those benchmarked from quantum Monte-Carlo
[82–84] and tensor network [85, 86] approaches. This is
because the presence of disorder induces pronounced fluc-
tuations to onsite particle numbers for finite J/U , giving
rise to non-integer densities and finite correlation lengths
within the SF clusters. When these clusters percolate,
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Figure 4. Phase diagrams of the 2D AA model for fixed disorder strengths λ. Here, we consider (a) λ = 5, (b) λ = 15 and (c)
λ = 70. As we increase λ, the MI lobes are slowly reduced in extent, leaving behind larger regions of the BG phase.
the system will then be in the true SF phase due to the
existence of global phase coherence across the entire lat-
tice.
From these definitions, it is clear that we must be care-
ful in our choice of threshold conditions for the phases in
order to accurately capture the true critical points of the
system. To check for integer densities, we evaluate the
difference of ρi with the nearest integer for each site. If
this difference is less than 5 × 10−3, then the density is
considered integer, hence Si = 0, otherwise it is non-
integer and Si = 1. In a similar manner, to define F ,
we look for sites with ϕi > 10−2, i.e sites with finite
transport.
Finally, we evaluate P by looking at the maximum
extent of each SF cluster. If this extent is greater than
βK, where K is the maximum size of the lattice and
β = 0.99 is a numerical scaling prefactor, then P takes
a finite value as defined by (9). Otherwise, P will be
zero if there is no percolation of the clusters. In the case
of a square lattice, K is simply the side length of the
square. For the quasicrystalline tilings, K is defined by
2Rm, where Rm is the maximum radial coordinate of the
tiling with respect to the origin (central site).
V. MEAN-FIELD PHASE DIAGRAMS
In this section, using the phase definitions outlined
within Table I, we map out phase diagrams for both mod-
els in different parameter regimes.
A. Interacting 2D Aubry-Andre Model
For the 2D AA model, we consider phase diagrams on a
square lattice with 9801 sites by varying J/U , µ/U and λ,
in order to show different phase regions in this parameter
(a) (b)
Figure 5. Phase diagrams of the 2D AA model for fixed disor-
der strengths λ around µ/U = 1. We consider (a) λ = 5 and
(b) λ = 15. As we increase λ, the BG becomes more signifi-
cant in the considered region. In all cases, the BG separates
the MI and SF domains.
space. First, in Fig. 4, we plot the regions at different
J/U and µ/U for fixed values of λ. As can be seen from
these results, we find the typical behaviour expected for
disordered systems, with the BG phase clearly separating
the MI and SF domains. By increasing λ, the BG slowly
reduces the extent of the MI phase in Fig. 4b and 4c, with
the BG eventually forming lobe-like structures similar to
the MI in disorder free systems.
Next, we plot similar phase diagrams around integer
µ/U = 1 to confirm that the BG always separates MI
and SF regions for finite disorder strengths. In Fig. 5,
we see that this is indeed the case and we remark that
similar behaviour is also observed around different integer
µ/U . However, unlike the phase diagrams seen for the
randomly disordered Bose-Hubbard models [78], we also
find several key differences between both results as well.
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Figure 6. Phase diagrams of the 2D AA model for fixed dis-
order strengths λ in a smaller interval. We consider (a) λ = 5
and (b) λ = 15. For weaker λ, the Bose-Glass domain forms
an extrusion around µ/U = 0.4 due to the lines of weak dis-
order.
(a) (b) (c)
Figure 7. Plots of the discrete function S moving through the
BG-SF transition along the extrusion of Fig. 6, with λ = 15
and µ/U = 0.4 for (a) J/U = 0.02, (b) J/U = 0.035 and (c)
J/U = 0.05. As we increase J/U , we can see how the lines of
weak disorder throughout the system prevent true percolation
until we reach a critical tunnelling rate.
First, we find that certain extruding features can
emerge from the BG lobes at different µ/U . In order
to show these properties more clearly, we plot phase dia-
grams in a reduced interval to only show the first lobes in
Fig. 6. Taking µ/U = 0.4 and λ = 15 on Fig. 6b, we plot
the discrete function S across one of these features for
Fig. 7 at different J/U . Initially, at J/U = 0.02, we can
see from Fig. 7a that the system is well within the BG
phase. As we increase J/U to 0.035 in Fig. 7b, the phase
still remains as a BG, albeit with an interesting structure
in which several large SF domains are separated by thin
insulating layers that form on particular lines across the
lattice. We note here that these lines are in fact the same
lines of weak disorder as observed in Fig. 1c. Finally, for
J/U = 0.05 in Fig. 7c, these domains eventually merge
and form the true SF phase.
To better visualise some of the general features for the
phases, we plot average discrete functions in Fig. 8 for
fixed µ/U across a linear range of tunnelling coefficients
in the BG phase. In Fig. 8a and 8c for µ/U = 0.18
and µ/U = 0.8 respectively, we can see signatures of
quasiperiodicity and the formation of structures with lo-
(a) (b) (c)
Figure 8. Plots of the average discrete function S¯ within the
BG phase with λ = 15 for (a) µ/U = 0.18 between J/U ∈
[0.008, 0.028], (b) µ/U = 0.4 between J/U ∈ [0.015, 0.040]
and (c) µ/U = 0.8 between J/U ∈ [0.008, 0.018].
(a) (b) (c)
Figure 9. Plots of the discrete function S for the SF along
weak disorder lines, with J/U = 0.001 and µ/U = 1 for (a)
λ = 15, (b) λ = 30 and (c) λ = 70.
cal, quasi 8-fold symmetry on the average discrete func-
tions. Furthermore, Fig. 8b with µ/U = 0.4 again shows
the importance of weak disorder lines to the percolation
problem, with the average phase clearly persisting as a
MI across these lines.
We also remark on the fact that even at larger λ, the
BG does not immediately appear at integer values of
µ/U , whereas in the randomly disordered case the BG
prevents SF formation near J ≈ 0. Typically in disor-
dered systems, finite disorder strengths will decrease the
width of the MI lobes across µ/U [78], while still retaining
a lobe-like structure. For the 2D AA model, we instead
see the BG form lobes in place of the MI domains.
In Fig. 9, we plot S on the lattice in the SF regime
around integer chemical potential, µ/U = 1, and small
tunnelling, J/U = 0.001. From these plots we can imme-
diately see that, even at large λ = 70 on Fig. 9c, clusters
of sites forming on weakly-disordered lines still percolate
across the lattice, meaning we have a SF. Similar be-
haviour is also observed at other integer µ/U . Therefore,
the weak disorder lines do not only stabilise the BG phase
at certain points but also facilitates the SF for low tun-
nelling strengths in specific parts of the phase diagram.
Finally, we also study the phase diagrams at different
µ/U and λ for fixed tunnelling J/U in Fig. 10. Again, we
observe similar behaviour to what is seen in randomly dis-
ordered systems. For small µ/U and J/U , the MI lobes
are surrounded by the BG phase. However, when J/U is
increased, the MI regions eventually disappear at higher
µ/U , leaving behind only the BG or SF as seen in Fig.
10b and 10c. The persistence of the SF phase is again
seen around integer µ/U , which eventually transitions
7(a) (b) (c)
SF
BGMI
Figure 10. Phase diagrams of the 2D AA model for fixed tunnelling J/U . Here, we consider (a) J/U = 0.01, (b) J/U = 0.015
and (c) J/U = 0.02. Unlike randomly disordered systems, the SF persists around integer µ/U for very large disorder strengths
before transitioning to the BG.
into a BG for very large λ > 100. As mentioned previ-
ously, the weakly disordered lines allow for a percolation
transition to occur at integer µ/U . When the disorder is
very strong, the site-to-site fluctuations of energy across
these lines is no longer insignificant, resulting in the BG
formation.
B. Disordered Vertex Model
Based on the interesting physics observed for the in-
teracting 2D AA model, we now turn our attention to
the quasicrystalline lattices, which have long-range order
in their effective tunnelling rates due to the fluctuating
coordination number. The presence of this order would
initially suggest that the behaviour between a lattice that
is periodic or quasicrystalline should again have notable,
qualitative differences.
Here, we vary J/U and µ/U for fixed disorder
strengths, in order to show both the MI to BG and BG to
SF critical points for different lattices. We will consider
the square, Annmann and Penrose lattices with 3025,
3041 and 3056 sites respectively. Based on the asymp-
totic behaviour of F and P, knowledge of these two crit-
ical points alone is enough to map the phases across all
of the parameter space. Due to the presence of disorder,
multiple realisations of the  distribution will have to be
taken and averaged over, in order to accurately map out
the critical points. For the work considered here, we take
250 disorder realisations for each lattice.
First, for comparison, we evaluate the phase diagrams
in a disorder free (∆/U = 0) scenario in Fig. 11a. In this
case, there will be no intermediate BG phase between
the MI and SF domains, hence we can use the standard
mean-field definitions to map out these points. That is,
we instead define the SF boundary by a finite change in
F . For each lattice, we see the expected MI lobes on
the phase diagrams, which correspond to uniform inte-
ger fillings across the system. Beyond the MI critical
points, the system is otherwise in the SF phase, with ho-
mogenous transport across the lattice. From the phase
diagrams, we can also immediately see that the critical
points for the square lattice and quasicrystalline tilings
are almost identical, which is in agreement with previous
results [87, 88]. In other words, the local structure of the
quasicrystals does not play a significant role in the phase
transition of a MI to SF.
We then consider the phase diagrams for weak disor-
der (∆/U = 0.6) in Fig. 11b. The presence of disorder
now introduces the BG phase between the MI and SF do-
mains. This is due to the formation of isolated SF clusters
across certain sites, which arise from changes in the en-
ergy landscape. Furthermore, the Mott lobes themselves
are also reduced in scale compared to the disorder free
case, which is, as expected, a consequence of more pro-
nounced particle fluctuations, leading to the instability of
purely insulating states in certain regimes. The results
here show that there is in fact no direct MI-SF transi-
tion, which confirms that the quasicrystal under random
disorder follows the known result of periodic lattices with
disorder [82–86, 89]. We note that the observation of the
BG phase in these regions highlights the strength of the
percolation approach in characterising these transitions.
Finally, we also consider the case of strong disorder
(∆/U = 2.0) on the lattices in Fig 11c. The BG phase in
this case has now completely enveloped the previous MI
domains, leading to the existence of a finite condensate
fraction across the entire parameter space. Due to the
significant magnitude of onsite fluctuations from site-to-
site, purely insulating states are no longer energetically
favourable. In all of the phase diagrams considered here,
the critical points for each lattice again coincide with one
8MI
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(c)
Figure 11. Phase diagrams of the disordered Bose-Hubbard model for (a) ∆/U = 0.0, (b) ∆/U = 0.6 and (c) ∆/U = 2.0. The
coloured points indicate the numerically obtained critical points, with blue circles, green squares and red diamonds denoting
the square (SQ), Annmann (AB) and Penrose (MP) lattices respectively. Based on these points, the phase regions are marked
accordingly. The well-known Mott lobe structures are observed in the disorder free scenario when ∆/U = 0.0. As we enlarge
∆/U , we find that the BG phase clearly separates SF and MI domains, before enveloping the MI completely in the strong
disorder limit.
another, with the most significant deviations on the order
of 0.1 %.
Based on our findings for the 2D AA model, we might
have expected quasicrystals with different rotational
symmetries to have markedly unique critical points.
However, as we have shown, the intricate quasiperiodic
structure of the lattice itself actually has little influence
on observable critical points or formation of the BG, with
results instead overlapping with their periodic counter-
parts. In other words, the energy scale of onsite disorder
plays a prominent role in the phase transitions, compared
to the energy scale of the tunnelling induced by a fluctu-
ating coordination number. It appears that the underly-
ing quasicrystal structure will only play a dominant role
when long-range terms, e.g. interactions, are introduced
into the Hamiltonian [87].
We also remark that the considered quasicrystalline
tilings generated here are all deduced from higher dimen-
sional hypercubic lattices, meaning that these particular
projections will result in an aperiodic tiling of a discrete
set of rhombic unit cells. The average coordination num-
ber for these lattices turns out to be ≈ 4, similar to the
ordinary square lattice. This suggests that the square
lattice and these aperiodic rhombic tilings will all share
the same physics/phase regions, provided that the aver-
age coordination number is equal. Additionally, we have
checked other rhombic quasicrystals with higher order
rotational symmetries and see similar results.
VI. CONCLUSIONS
In summary, we have shown the existence and forma-
tion of the BG phase in two different quasicrystalline sys-
tems. For the interacting 2D AA model, it was shown
that the long-range order present in the distribution of
onsite energies plays a key role in the observable quantum
phase transitions. The lines of weak disorder, in particu-
lar, were shown to be directly responsible for many of the
new features we see on the phase diagrams. An interest-
ing example of this was the BG phase across µ/U = 0.4 in
Fig. 7b, which was a series of large SF domains separated
by thin MI layers on weakly disordered lines. Around in-
teger µ/U , we observe the opposite scenario, in which the
SF phase forms immediately due to percolation across the
lines of weak disorder. This suggests that interesting dy-
namics could be observed, similar to the single-particle
case. Indeed, a further study of transport properties
across weakly disordered lines and the KibbleâĂŞZurek
mechanism in interacting 2D AA models could be an in-
teresting area of future research.
The results for the 2D AA model are in contrast to
what we observe for lattice structures that are quasicrys-
talline with random disorder. For all considered disor-
der strengths, we have shown that the critical points
of the square lattice and examples of aperiodic rhombic
tilings coincide with one another. In other words, the off-
diagonal long-range order introduced by fluctuating co-
ordination numbers has little influence on the considered
phases and their critical points. An interesting area of fu-
ture work could be then to study the BG phase in vertex
models from non-rhombic tilings and other 2D quasicrys-
9talline models, in order to determine what properties, if
any, are universal.
Overall, our findings assert that the self-similar nature
of onsite disorder is key to the specific properties of BG
phases in quasicrystals. Without the long-range order,
we see results that are similar to the case of periodic lat-
tices with disorder. However, when the long-range order
is present in the disorder, interesting many-body proper-
ties of quasicrystalline systems emerge.
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Appendix A: Vertex Models for Quasicrystals
In order to generate the quasicrystalline tilings used
in this work, we consider 2D cut-and-project sets of a D
dimensional lattice Z, which provides a mapping from
RD → R2. For the following, we consider the Z to be
hypercubic structures, in which the generators of Z are
defined by permutations of 1 within a null vector existing
in RD. The first step to produce the tiling is to define a
rotation on the points ~V ∈ Z relative to the origin ~0
~W = R~V , (A1)
where ~V is specified by the generators of Z, R is an in-
commensurate rotation operator and ~W is a transformed
position. For hypercubic lattices, the columns of R nat-
urally define the transformed generators, leading to the
following constraints on R
Ci ·Cj = δij , (A2)
where Ci is the ith column of R in vector form and |R| =
1 for a rotation operator. From the RD superspace of
Z, we can define two unique subspaces as T ∈ R2, the
tiling space of Z and I ∈ RD−2, the internal space of
Z. Both T and I are mutually orthogonal subspaces
defined through a duality map. The space T is simply
the 2D projection of the transformed points ~W , with the
points in T being defined by the first two elements of ~W .
Similarly, the next D−2 elements of ~W define a point in
I.
By inspection, simply projecting all ~W to T will result
in a dense set points in R2, with no particular aperiodic
structure. The idea is then to limit the projected set
of points in R using some cutoff in I. In most cases,
this is defined through the unit cell of Z, which we will
label as Λ. We now take the points spanned by Λ, apply
the previous transformation (A1) and project Λ to I.
In forming the tiling pattern for T , we now only accept
points in T whose dual in I falls within the convex hull
spanned by the projected Λ to I. By using the unit cell
as the bounding volume in I, we ensure that multiple
tiles/edges do not overlap.
In our work, we have considered the AB and MP
tilings, which are generated from 4D and 5D hypercu-
bic lattices respectively.
Appendix B: Rotation Matrices
Here, we give the precise forms of R that were used to
construct the quasicrystalline tilings used in this paper.
1. Ammann-Beenker Tiling
The AB tiling can be generated as a canonical projec-
tion of a 4D hypercubic lattice Z. A general position in
Z can be written as
~V =
a1a2a3
a4
 , (B1)
where each ai ∈ Z. The rotation of ~V to ~W is defined by
a 4× 4 rotation matrix R and can be written as
R = 1
2

0 1
√
2 1√
2 1 0 −1√
2 −1 0 1
0 1 −√2 1
 , (B2)
2. Moore-Penrose Tiling
The MP tiling can be generated as a canonical pro-
jection of a 5D hypercubic lattice. Similar to before, a
general position can be expressed as
~V =

a1
a2
a3
a4
a5
 . (B3)
R will now be a 5 × 5 rotation matrix, which can be
written as
R =
√
2
5

0 s2 s4 −s4 −s2
1 c2 c4 c4 c2
1 c4 c2 c2 c4
0 s4 −s2 s2 −s4√
2
−1 √
2
−1 √
2
−1 √
2
−1 √
2
−1
 , (B4)
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where
sn = sin
(npi
5
)
, (B5)
and
cn = cos
(npi
5
)
. (B6)
[1] P. W. Anderson, Phys. Rev. 109, 1492 (1958).
[2] P. W. Anderson, Rev. Mod. Phys. 50, 191 (1978).
[3] J. J. Ruiz-Lorenzo, J. Phys. A: Math. Gen. 30, 485
(1997).
[4] M. P. A. Fisher, Phys. Rev. Lett. 65, 923 (1990).
[5] T. Vojta, J. Low Temp. Phys. 161, 299 (2010).
[6] T. Vojta, in AIP Conference Proceedings, Vol. 1550
(American Institute of Physics, 2013) pp. 188–247.
[7] L. Fleishman and P. W. Anderson, Phys. Rev. B 21, 2366
(1980).
[8] B. L. Altshuler, Y. Gefen, A. Kamenev, and L. S. Levi-
tov, Phys. Rev. Lett. 78, 2803 (1997).
[9] A. Pal and D. A. Huse, Phys. Rev. B 82, 174411 (2010).
[10] R. Nandkishore and D. A. Huse, Annu. Rev. Condens.
Matter Phys. 6, 15 (2015).
[11] M. P. A. Fisher, P. B. Weichman, G. Grinstein, and D. S.
Fisher, Phys. Rev. B 40, 546 (1989).
[12] S. Chakravarty, S. Kivelson, C. Nayak, and K. Voelker,
Phil. Mag. B 79, 859 (1999).
[13] P. Schmitteckert, R. A. Jalabert, D. Weinmann, and
J.-L. Pichard, Phys. Rev. Lett. 81, 2308 (1998).
[14] R. Freedman and J. A. Hertz, Phys. Rev. B 15, 2384
(1977).
[15] S. Iyer, V. Oganesyan, G. Refael, and D. A. Huse, Phys.
Rev. B 87, 134202 (2013).
[16] M. Schreiber, S. S. Hodgman, P. Bordia, H. P. Lüschen,
M. H. Fischer, R. Vosk, E. Altman, U. Schneider, and
I. Bloch, Science 349, 842 (2015).
[17] C. W. Duncan, N. J. S. Loft, P. Öhberg, N. T. Zinner,
and M. Valiente, Few-Body Systems 58, 50 (2017).
[18] E. V. H. Doggen and A. D. Mirlin, Phys. Rev. B 100,
104203 (2019).
[19] N. Macé, N. Laflorencie, and F. Alet, SciPost Phys 6,
050 (2019).
[20] S. Aubry and G. André, Ann. Israel Phys. Soc 3, 18
(1980).
[21] N. Mott, J. Phys. C: Solid State Phys. 20, 3075 (1987).
[22] M. J. Stephen and E. Akkermans, Phys. Rev. B 33, 3837
(1986).
[23] J. Sutradhar, S. Mukerjee, R. Pandit, and S. Banerjee,
Phys. Rev. B 99, 224204 (2019).
[24] A. Purkayastha, A. Dhar, and M. Kulkarni, Phys. Rev.
B 96, 180204 (2017).
[25] A. Purkayastha, S. Sanyal, A. Dhar, and M. Kulkarni,
Phys. Rev. B 97, 174206 (2018).
[26] H. Xu, J. Phys. C: Solid State Phys. 20, 5999 (1987).
[27] M. Pouranvari, Phys. Rev. B 99, 155121 (2019).
[28] K. Agarwal, E. Altman, E. Demler, S. Gopalakrishnan,
D. A. Huse, and M. Knap, Annalen der Physik 529,
1600326 (2017).
[29] S. Gopalakrishnan, K. Agarwal, E. A. Demler, D. A.
Huse, and M. Knap, Phys. Rev. B 93, 134206 (2016).
[30] P. Bordia, H. P. Lüschen, S. S. Hodgman, M. Schreiber,
I. Bloch, and U. Schneider, Phys. Rev. Lett. 116, 140401
(2016).
[31] M. Rossignolo and L. Dell’Anna, Phys. Rev. B 99, 054211
(2019).
[32] A. Szabó and U. Schneider, Phys. Rev. B 101, 014205
(2020).
[33] M. Senechal, Quasicrystals and geometry (CUP Archive,
1996).
[34] Z. Masáková, J. Patera, and E. Pelantová, J. Phys. A:
Math. Gen. 31, 1443 (1998).
[35] T. Giamarchi and H. J. Schulz, Phys. Rev. B 37, 325
(1988).
[36] M. C. Gutzwiller, Phys. Rev. Lett. 10, 159 (1963).
[37] P. W. Anderson, Phys. Rev. 115, 2 (1959).
[38] J. D. Reppy, J. Low Temp. Phys. 87, 205 (1992).
[39] I. V. Yurkevich and I. V. Lerner, Phys. Rev. B 64, 054515
(2001).
[40] F. P. Mancini, P. Sodano, and A. Trombettoni, Phys.
Rev. B 67, 014518 (2003).
[41] B. Damski, J. Zakrzewski, L. Santos, P. Zoller, and
M. Lewenstein, Phys. Rev. Lett. 91, 080403 (2003).
[42] J. Billy, V. Josse, Z. Zuo, A. Bernard, B. Hambrecht,
P. Lugan, D. Clement, L. Sanchez-Palencia, P. Bouyer,
and A. Aspect, Nature 453, 891 (2008).
[43] A. Görlitz, T. Kinoshita, T. W. Hänsch, and A. Hem-
merich, Phys. Rev. A 64, 011401 (2001).
[44] H.-j. Li, J.-p. Dou, and G. Huang, Phys. Rev. A 89,
033843 (2014).
[45] V. Mastropietro, Phys. Rev. Lett. 115, 180401 (2015).
[46] V. Mastropietro, Commun. Math. Phys 351, 283 (2017).
[47] G. Roati, C. DâĂŹErrico, L. Fallani, M. Fattori, C. Fort,
M. Zaccanti, G. Modugno, M. Modugno, and M. Ingus-
cio, Nature 453, 895 (2008).
[48] Y. Lahini, R. Pugatch, F. Pozzi, M. Sorel, R. Morandotti,
N. Davidson, and Y. Silberberg, Phys. Rev. Lett. 103,
013901 (2009).
[49] H. P. Lüschen, S. Scherg, T. Kohlert, M. Schreiber,
P. Bordia, X. Li, S. Das Sarma, and I. Bloch, Phys.
Rev. Lett. 120, 160404 (2018).
[50] M. Modugno, New J. Phys. 11, 033023 (2009).
[51] K. J. Strandburg, Comput Phys 5, 520 (1991).
[52] T. Fujiwara, S. Yamamoto, and G. Trambly de Lais-
sardière, Phys. Rev. Lett. 71, 4166 (1993).
11
[53] D. Mayou, C. Berger, F. Cyrot-Lackmann, T. Klein, and
P. Lanco, Phys. Rev. Lett. 70, 3915 (1993).
[54] D.-T. Tran, A. Dauphin, N. Goldman, and P. Gaspard,
Phys. Rev. B 91, 085125 (2015).
[55] C. W. Duncan, S. Manna, and A. E. B. Nielsen, Phys.
Rev. B 101, 115413 (2020).
[56] J.-N. Fuchs and J. Vidal, Phys. Rev. B 94, 205437 (2016).
[57] D. Shechtman, I. Blech, D. Gratias, and J. W. Cahn,
Phys. Rev. Lett. 53, 1951 (1984).
[58] J. E. S. Socolar, T. C. Lubensky, and P. J. Steinhardt,
Phys. Rev. B 34, 3345 (1986).
[59] H.-C. Jeong and P. J. Steinhardt, Phys. Rev. B 55, 3520
(1997).
[60] J. E. S. Socolar, Phys. Rev. B 39, 10519 (1989).
[61] J. C. Lagarias, Commun. Math. Phys 179, 365 (1996).
[62] M. Lewenstein, A. Sanpera, and V. Ahufinger, Ultracold
Atoms in Optical Lattices: Simulating quantum many-
body systems (Oxford University Press, 2012) pp. 69–72.
[63] A. Jagannathan and M. Duneau, EPL 104, 66003 (2013).
[64] K. Viebahn, M. Sbroscia, E. Carter, J.-C. Yu, and
U. Schneider, Phys. Rev. Lett. 122, 110404 (2019).
[65] T. Ozawa, H. M. Price, A. Amo, N. Goldman, M. Hafezi,
L. Lu, M. C. Rechtsman, D. Schuster, J. Simon, O. Zil-
berberg, and I. Carusotto, Rev. Mod. Phys. 91, 015006
(2019).
[66] Y. Lumer, Y. Plotnik, M. C. Rechtsman, and M. Segev,
Phys. Rev. Lett. 111, 243905 (2013).
[67] D. Leykam and Y. D. Chong, Phys. Rev. Lett. 117,
143901 (2016).
[68] C. W. Duncan, M. J. Hartmann, R. R. Thomson, and
P. Öhberg, Eur. Phys. J. D 74, 1 (2020).
[69] S. John, Phys. Rev. Lett. 58, 2486 (1987).
[70] Y. A. Vlasov, M. A. Kaliteevski, and V. V. Nikolaev,
Phys. Rev. B 60, 1555 (1999).
[71] J. Topolancik, B. Ilic, and F. Vollmer, Phys. Rev. Lett.
99, 253901 (2007).
[72] Z. V. Vardeny, A. Nahata, and A. Agrawal, Nat. Pho-
tonics 7, 177 (2013).
[73] L. Levi, M. Rechtsman, B. Freedman, T. Schwartz,
O. Manela, and M. Segev, Science 332, 1541 (2011).
[74] M. A. Bandres, M. C. Rechtsman, and M. Segev, Phys.
Rev. X 6, 011016 (2016).
[75] M. C. Gutzwiller, Phys. Rev. 137, A1726 (1965).
[76] D. S. Rokhsar and B. G. Kotliar, Phys. Rev. B 44, 10328
(1991).
[77] W. Krauth, M. Caffarel, and J.-P. Bouchaud, Phys. Rev.
B 45, 3137 (1992).
[78] A. E. Niederle and H. Rieger, New J. Phys. 15, 075029
(2013).
[79] U. Bissbort and W. Hofstetter, EPL 86, 50007 (2009).
[80] U. Bissbort, R. Thomale, and W. Hofstetter, Phys. Rev.
A 81, 063643 (2010).
[81] M. Łącki, S. Paganelli, V. Ahufinger, A. Sanpera, and
J. Zakrzewski, Phys. Rev. A 83, 013605 (2011).
[82] L. Pollet, N. V. Prokof’ev, B. V. Svistunov, and
M. Troyer, Phys. Rev. Lett. 103, 140402 (2009).
[83] G. Söyler, M. Kiselev, N. V. Prokof’ev, and B. V. Svis-
tunov, Phys. Rev. Lett. 107, 185301 (2011).
[84] P. Sengupta and S. Haas, Phys. Rev. Lett. 99, 050403
(2007).
[85] A. M. Goldsborough and R. A. RÃűmer, EPL 111, 26004
(2015).
[86] S. Rapsch, U. SchollwÃűck, and W. Zwerger, EPL 46,
559 (1999).
[87] D. Johnstone, P. Öhberg, and C. W. Duncan, Phys. Rev.
A 100, 053609 (2019).
[88] R. Ghadimi, T. Sugimoto, and T. Tohyama, arXiv
preprint arXiv:2005.04885 (2020).
[89] V. Gurarie, L. Pollet, N. V. Prokof’ev, B. V. Svistunov,
and M. Troyer, Phys. Rev. B 80, 214519 (2009).
