The transition process from a centrally planned to free-market economy has substantially changed the state of the economic environment of the Baltic countries over the last 20 years, and inflows of foreign direct investment (FDI) have played a significant role in this process. The overall pattern of the three countries with respect to attracting FDI has been rather different, with Estonia getting a much larger share than its neighbors and Lithuania being relatively passive. One of the reasons for this divergent performance was the political determination of Estonia to pursue fast economic liberalization and create attractive conditions for foreign investors.
important complementarities with local industry and stimulate development and welfare in the host economy.
The impact of FDI on growth is expected to run through two ways. On the one hand, through capital accumulation in the recipient economy by encouraging the incorporation of new inputs and foreign technologies in the production function of the recipient economy (Dunning 1993; Blomström et al. 1996; Borensztein et al. 1998; Nair-Reichert and Weinhold 2001; and Lensink and Morrissey 2006) . Thus, a catch-up process in the level of technology in part explains growth rates in emerging countries. On the other hand, through the acquisition of human capital and knowledge transfer, FDI is expected to augment the level of knowledge in the recipient economy through labor training and skill acquisition .
Endogenous growth models take also into account institutional and country-specific factors which can induce permanent increase in the rate of output growth by making the economic landscape more appealing to foreign investors such as the recipient economy's trade regime, legislation, political stability, control of corruption, the availability of good-quality and advanced infrastructure, balance of payment constraints, and the size of the domestic market (Dunning 1993; Caves 1996; .
Studies on Central and Eastern European countries mention the importance of structural reforms in attracting FDI to this region (Campos and Kinoshita 2003) . Structural reforms such as liberalization and privatization not only send a positive signal to foreign investors but they may also improve the business environment for investing companies. Fiscal incentives to attract capital, e.g., tax exemptions, can also contribute to creating favorable conditions for investors. Thus, theoretically, FDI (mainly by its spillover effects) and economic growth (mainly by its resource and location advantages) are causally related.
There are several ways to explain the bidirectional link between FDI and terms of trade volatility (TOTV). On the one hand, from a microeconomics point of view, MNCs might use their monopsony power and their ability to access cheap goods from other countries, which would give a host country a competitive advantage. Since this would decrease import prices, terms of trade would increase which gives rise to TOTV. In other words, MNCs might have favorable supply channels for input goods, potentially circumventing the problem in many emerging countries that arises when investment surges also cause input prices to increase (Collier 2010; Wacker 2011; Wacker et al. 2013) . It is also well known that MNCs pay higher wages than domestic firms (e.g., Lipsey 2002) and to the extent they are reflected in the final good's (export) price, this leads to more favorable terms of trade for the FDI host country. Since MNCs usually also produce more sophisticated goods than domestic producers and demand more sophisticated inputs, their presence may create upgrading effects in the host economy which leads to an increase in TOTV.
On the other hand, from a macroeconomic point of view, FDI will lead to higher purchasing power for the host country and if the marginal propensity to spend in the host country is in favor of imported versus domestic goods, the relative demand for domestic goods will decrease, resulting in a decrease in terms of trade and leading to TOTV under the condition that the recipient's demand to be large enough to influence world market. Probably more important than the demand effect of FDI is its supply response; assuming that FDI does not simply replace domestic production, the relative supply of the emerging country's export goods will increase if the FDI is engaged in vertical activities and will decrease if FDI is horizontal in nature. This is because in the latter case the MNC will produce the industrial country's export goods, thereby decreasing the relative quantity of the emerging country's export goods. If we assume that the global supply of MNCs is relevant in size, the relative price of the emerging country's export goods, and consequently the country's terms of trade, will decrease in the case of vertical FDI but increase in the case of horizontal FDI. These circumstances, however, will raise TOTV.
It has also been suggested that there is a long-lasting persistent impact of FDI on a developing country's TOT. This stems from the ownership advantage exercised by multinationals that causes the positive effect on terms of trade. A MNC can enforce higher prices due to market power which especially matters for terms of trade when FDI comes in the form of export-oriented FDI (Ekholm et al. 2007; Blonigen et al. 2007; Baltagi et al. 2008) . The FDI-TOT nexus seems to be stronger for countries with a higher trade/GDP ratio (Wacker 2011) . A vertical FDI between industrialized and developing countries (where MNCs can exploit location advantages and factor price differentials) leads to an international trade flow within the multinational production network of the investor. The transfer pricing for this trade flow is then subject to the profit maximization problem of the MNC. If MNCs shift profits to the host economy, then within-firm 'import' prices will be lower there and 'exports' to the parent will occur at higher prices, resulting in more favorable TOT for the host country. Lower profit taxes in developing countries than in industrialized countries can explain such a behavior.
Finally, an improvement in host country's terms of trade might attract FDI for two reasons: (1) Relatively declined imported goods prices in a given host country render foreign firms to import capital goods relatively cheap, thus motivating the foreign investment, (2) in cases where FDI is invested for re-export to markets at home or in third countries, relatively high exported prices of host country will increase the investors' wealth. If FDI is invested for the sale in the host market, improvement in terms of trade may not enhance investment inflows. These factors might increase TOTV. TOTV could also be used as a proxy for structural changes since it measures competitiveness in international trade.
Previous studies produce mixed and contradictory results on the effect of FDI on economic growth and terms of trade. Among the studies that have concluded that FDI does not cause economic growth are those of Haddad and Harrison (1993) , Grilli and MilesiFerretti (1995) and Javorcik (2004) . Others share the widespread view that FDI generates economic growth, especially Blomström et al. (1996) , De Gregorio (1992) , Mody and Wang (1997) , Luiz and de Mello (1999) , Nair-Reichert and Weinhold (2001), Lensink and Morrissey (2006) , Li et al. (2007) , Wacker (2011), and Wacker et al. (2013) . Furthermore, previous studies that have investigated the causality between FDI and growth is based on either the generalized method of moments (GMM) or the method developed by the Engle and Granger and the Johansens cointegration techniques. However, it has been shown that these methods have several disadvantages. In the case of the cointegration, most serious disadvantages are the appearance of pretest biased and two cointegration vectors. In the case of the GMM method, the main drawback stems from its two-step strategy and detecting and handling weak instruments which might lead to estimation bias. It is now well known that, in the causality tests, the F-test statistics is not valid if variables are integrated. In addition, previous studies have been focused on Latin American or Asian countries, which are known as high FDI inflow regions and have experienced high economic growth.
This paper seeks to overcome these problems by using a multivariate VAR model followed by the Toda and Yamamoto (1995) and Yamada and Toda (1998) method which is expected to improve the standard F-statistics in the causality test procedure. The purpose of this paper is to examine the causal nexus of FDI and growth in Estonia, Latvia, and Lithuania for the period 1993-2014 using the above-mentioned procedure. The chosen countries in this study are small open economies with rather unregulated markets and free factor mobility. The justification for choosing this time period stems from the availability of data. This is the first attempt to use the Granger non-causality procedure in the FDI-led TOTV hypothesis.
The paper is organized as follows: Sect. 2 presents some stylized facts, Sect. 3 describes data and methodology, Sect. 4 presents the empirical results, and conclusion is offered in Sect. 5.
Some stylized facts
FDI inflows to the Baltic countries were attracted by different factors during the decade of economic transition (Grigonytė 2010) . On the one hand, FDI was mainly driven by the availability of relatively low-cost resources as the privatization process created business opportunities for foreign investors in the manufacturing sector. A qualified and relatively cheap labor force made the Baltic states attractive in the labor-intensive industries such as food, wood, and textile products. On the other hand, an underdeveloped services sector opened up scope for horizontal FDI. Particularly, the privatization of public utilities (e.g., telecommunications) and liberalization of the banking sector attracted significant FDI inflows. At the same time, the Baltic states' convenient geographical location, located between the EU, Russia and the Commonwealth of Independent States (CIS) countries, as well as EU membership attracted efficiency-seeking FDI. Successful market reforms and a relatively stable macroeconomic environment were the main reasons for attracting FDI to the Baltics.
A comparison of FDI among Central Eastern European countries (CEEC) over the last 15 years shows significant differences. Estonia performed very well and was ranked third within the CEEC group, while Lithuania scored much lower. On average, FDI inflows during the period 1993-2014 were 7.24 % of GDP in Estonia, 3.87 % in Latvia, and 2.91 % in Lithuania. Estonia has outperformed the other two countries since 1997, when it overtook Latvia, and especially since EU accession. This was largely due to the establishment of Nordic banks in Estonia.
Although FDI did not change much the structure of the manufacturing sector in terms of value added in the Baltics, it significantly contributed to the development of both tradable and non-tradable services (Grigonytė 2010) . Given the convenient transit position of the Baltics, FDI inflows targeted the service sector, with a considerable share going to trade, transport, and storage activities. A sector attracting substantially FDI was financial intermediation and banking, which opened up new business opportunities for the Nordic banks. In 2005, the Swedish Swedbank took over the Estonian Hansabank, which had several subsidiaries in Latvia and Lithuania.
Analyzing the various components of FDI for the three Baltic countries over the last decades, it shows that FDI inflows in Latvia and Lithuania have been dominated by equity capital (mostly in the form of acquisitions and/green field investment), while Estonia has received on average a much higher share of reinvested earnings probably due to the Estonian corporate tax system which was reformed in 2000. The tax rate on reinvested earnings reduced to zero, whereas the tax on corporate income was set to 21 % in order to support the accumulation of domestically generated capital (European Commission 2009). The successful structural reforms and an improved business environment are important factors that made the Baltics attractive for FDI.
Generally speaking, all Baltic countries are quite successful with respect to structural reforms, and Estonia not only has moved faster than its neighbors with the timing and the implementation of reforms but also carried out more reforms in the areas of enterprise and competition policy than Latvia and Lithuania. The two latter types of reform would reduce the abuse of market power and improve effective corporate control exercised through domestic financial institutions and markets, thereby supporting marketdriven restructuring. However, the level of reforms across the three countries tends to converge in the fields of large-scale privatization, banking reforms, and infrastructure.
Data and methodology
The data used in this study are growth rate of real GDP per capita, the rate of change of FDI inflows measured in US dollars, and TOTV. The data are annual and cover the period 1993-2014 due to the availability of data. The unanticipated component of the income effects of a terms of trade change can be written as 1 2 [(EX + IM)/GDP](dp − ω), where EX is exports, IM is imports, p is natural logarithm of the price of exports (or unit value export), and ω is the trend growth rate in the terms of trade.
2 The standard deviation of the first log differences in the terms of trade provides us with the appropriate measure of volatility:
(dp). The time-varying standard deviation of export prices is estimated by using an integrated generalized autoregressive heteroskedasticity (IGARCH) model. Data are taken from the UNCTAD and the World Bank World Development Indicators. Zapata and Rambaldi (1997) have shown that, in a regression context, for determining whether some parameters of the model are jointly zero, the traditional F test is not valid when the variables are integrated or cointegrated and the test statistics does not have a standard distribution. This implies that the usual tests for exact linear restrictions on the parameters (e.g., the Wald test) do not have their usual asymptotic distributions if the data are integrated or cointegrated.
To deal with this issue and to avoid the pretesting distortions associated with prior tests of non-stationarity and cointegration, the procedure proposed by Toda and Yamamoto (1995) and Yamada and Toda (1998) is used here to ensure that the usual test statistics for Granger causality have standard asymptotic distributions. They utilize a modified Wald test (MWald) for restrictions on the parameters of a VAR (k), where k is the lag length in the system. This test has an asymptotic Chi-square distribution when a VAR (k + d(max)) is estimated (where d max is the maximal order of integration suspected to occur in the system).
Following Toda and Yamamoto (1995) and Yamada and Toda (1998) (1). Evidence of causality from FDI to real GDP per capita is established by rejecting the null hypothesis. In a similar way, non-causality can be tested for the other direction. Evidence of causality from economic growth to FDI growth is established by rejecting the following null hypothesis, expressed in terms of the coefficients, where b i 21 are the coefficients of GDP t−1 to GDP t−k in the second equation of model (1). Rambaldi and Doran (1996) have shown that MWald methods for testing Granger non-causality can be computed by using a seemingly unrelated regression (SUR). The main advantage of this method is that it does not require information regarding the cointegration properties of the system, as argued by Zapata and Rambaldi (1997) . A SUR-type VAR model has a normal, standard limiting Chi-square distribution and the usual lag selection procedure to the system can be used even if there is no cointegration or if the stability and rank conditions are not fulfilled so long as the order of integration of the process is not greater than true lag length of the model (Yamada and Toda 1998) . Furthermore, VAR models can be estimated using data in levels and testing for general restrictions even if the process may present integration or cointegration of an arbitrary order (Toda and Yamamoto 1995) .
Empirical results
The methodology discussed earlier to test for the Granger non-causality between the variables implies two steps. First, the integration order of each variable needs to be
determined. The KPSS test shows that the variables are integrated of order one for all countries in the sample. The results, not reported here, are available from the author on request. The second step is to test for the Granger non-causality using the Toda and Yamamoto procedure. The order of d max is chosen to be one since the variables contain only one unit root at maximum. The VAR(k + d(max)) model can be tested now for the Granger non-causality by using MWald test statistic which has a standard asymptotic distribution.
The results of the Granger non-causality tests are shown in Table 1 . In the case of GDP-FDI growth nexus, the findings indicate that the Granger non-causality is bidirectional in Estonia and there is unidirectional causality (running from FDI to growth) in Latvia and Lithuania. Regarding FDI growth and TOTV, the results also show that there is a causal linkage in both directions in the Baltic countries. This implies that there is a two-way feedback between these two variables. It is well known that estimating a VAR with low degrees of freedom could cause biases. Thus, the robustness of the result is checked by considering the size of the VAR. For a fixed order of the VAR, for each country, TOTV is dropped so that the VAR is left with FDI and GDP variables. The results, however, confirm the earlier conclusion.
Finally, a series of multivariate diagnostic tests are performed to check that whether the underlying statistical assumptions of the VAR models are fulfilled, as shown in Tables 2 and 3. All models are successful in dealing with the problem of autocorrelation.
Table 1 Test for Granger non-causality applying the Toda and Yamamoto modified Wald test
The order of k was chosen to be 2 for Estonia and 3 for Latvia and Lithuania according to the Schwarz criteria. The order of d max was chosen to be one for all three countries, since it seems that each variable contains only one unit root at maximum Note that *, **, and *** indicate significance levels at 10, 5, and 1 %, respectively The assumption of normality is rejected for Lithuania, and adding more lags did not improve the findings.
Conclusion
This paper examines the relationship between FDI growth, GDP growth, and TOTV by constructing a multivariate vector autoregression (VAR) model. The sample consists of 3 Baltic economies over the 1993-2014 period. The results, based on the Granger noncausality procedure developed by Toda and Yamamoto (1995) and Yamada and Toda (1998) , show that FDI growth and GDP growth are causally related in the long run, and the Granger causality is bidirectional in Estonia and unidirectional running from FDI to growth in Latvia and Lithuania. Lack of bidirectional causality in Latvia and Lithuania might stem from the fact that these countries have not moved as fast as Estonia with the timing and the implementation of reforms and have not carried out enough reforms in the areas of enterprise and competition policy compared to Estonia. The results also confirm that there is causality between FDI growth and TOTV in both directions in the sample countries. The policy implication of these findings is that, by promoting growth and structural reforms, the recipient countries can encourage FDI inflows and, this in turn, can affect growth. In addition, multinationals' activities and TOTV indicate the presence of a feedback between these two variables. 
