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Abstract
The aim of this paper is to investigate the potential of fuzzy regression methods for
computing more reliable estimates of higher-order moments of the risk-neutral dis-
tribution. We improve upon the formula of Bakshi et al. (RFS 16(1):101–143, 2003),
which is used for the computation of market volatility and skewness indices (such as the
VIX and the SKEW indices traded on the Chicago Board Options Exchange), through
the use of fuzzy regression methods. In particular, we use the possibilistic regression
method of Tanaka, Uejima and Asai, the least squares fuzzy regression method of
Savic and Pedrycz and the hybrid method of Ishibuchi and Nii. We compare the fuzzy
moments with those obtained by the standard methodology, based on the Bakshi et al.
(2003) formula, which relies on an ex-ante choice of the option prices to be used and
cubic spline interpolation. We evaluate the quality of the obtained moments by assess-
ing their forecasting power on future realized moments. We compare the competing
forecasts by using both the Model Confidence Set and Mincer–Zarnowitz regressions.
We find that the forecasts for skewness and kurtosis obtained using fuzzy regression
methods are closer to the subsequently realized moments than those provided by the
standard methodology. In particular, the lower bound of the fuzzy moments obtained
using the Savic and Pedrycz method is the best ones. The results are important for
investors and policy makers who can rely on fuzzy regression methods to get a more
reliable forecast for skewness and kurtosis.
Keywords Forecasting · Fuzzy regression · Skewness · Kurtosis · Italian market
1 Introduction
Moments of a distribution are of paramount importance in finance for portfolio alloca-
tion, risk management and trading strategies. Volatility of financial assets has attracted
B Silvia Muzzioli
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the interest of researchers and practitioners for decades. Only later, researchers have
shifted their interest towards higher-order moments of the distribution. The increasing
importance of these moments is supported by the introduction of the CBOE SKEW
index for the S&P500 stock market, which measures the third-order moment of the
S&P500 risk-neutral distribution. The CBOE SKEW index is obtained from option
prices1 and reflects the investors’ expectation of the future realized skewness. There-
fore, it is an ideal candidate for a forecast of the third order moment (Conrad et al.
2013).
The CBOE SKEW index is based on the Bakshi et al. (2003) formula, which assumes
a continuum of option prices with strike price ranging from zero to infinity traded in
the market. As in the market only a limited number of option prices is traded, it is
standard market practice to generate the missing ones by means of an interpolation-
extrapolation procedure of the quoted option prices (for interpolation, cubic splines
are used). Giving that there exists a one-to-one mapping of option prices to implied
volatilities, the interpolation is usually carried out on implied volatilities. When a call
option and a put option with the same strike price yield different implied volatilities,
standard market practice retains only the out-of-the-money2 ones and averages the two
at-the-money implied volatilities, producing both a considerable loss of information
and an element of arbitrariness in the estimation. In fact, standard statistical techniques
are not able to deal with conflicting information stemming from call and put prices.
Many authors have investigated option pricing in a fuzzy setting (see e.g. Feng et al.
2015; Wang et al. 2014; Zhang et al. 2015), for a literature review, see e.g. Muzzioli and
De Baets (2017). A fuzzy extension of the Black–Scholes option pricing formula has
been examined by De Andrés-Sánchez (2017, 2018), who investigated the goodness
of the model in the Spanish stock options market.
A few authors have explored the potential of fuzzy regression methods to improve
the estimation of volatility (the second moment) from a limited and conflicting number
of option prices. Capotorti and Figà-Talamanca (2013) explored fuzzy volatility in the
Black and Scholes model (1973). In a model-free setting, Muzzioli et al. (2017) and
Muzzioli et al. (2018) combined the Britten-Jones and Neuberger (2000) formula with
quadratic fuzzy regression methods (introduced in Muzzioli et al. 2015) to obtain more
informative volatility measures. Empirical results suggest that the volatility estimates
obtained through fuzzy regression methods perform better in forecasting future real-
ized volatility than the volatility measures obtained using the standard methodology.
In fact, several sources of imprecision and uncertainty are encountered in practical
financial problems; therefore, many inputs need to be imprecisely defined and treated
(Alfonso et al. 2017). Despite the importance of higher moments of the distribution in
explaining portfolio returns (Yue and Wang 2017), only recently their role in portfolio
selection in a fuzzy setting has been investigated (see e.g. Bhattacharyya et al. 2014;
1 An option is a financial contract that gives the holder the right to buy (call option) or the right to sell (put
option) an asset (underlying asset) at a given date (the maturity date) for a pre-specified price (the strike
price). A call option gives the holder the right to buy the underlying asset, while a put option gives the
holder the right to sell it.
2 An option is said to be at-the-money, in-the-money, or out-of-the-money if it generates a zero, positive,
or negative payoff, respectively, if exercised immediately.
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Chen et al. 2017; Deng and Liu 2018). None of these contributions, however, focuses
on the estimation of higher order moments from option prices.
In this paper, we complement the existing literature in two main directions. First,
we extend the analysis beyond volatility to higher-order moments of the risk-neutral
distribution. Higher-order moments such as skewness and kurtosis are of paramount
importance for portfolio management and hedging. Second, we complement the anal-
ysis based on symmetrical fuzzy numbers performed in Muzzioli and De Baets (2013)
[where the possibilistic regression method of Tanaka et al. (1982) and the least squares
fuzzy regression method of Savic and Pedrycz (1991) are used], by allowing for asym-
metric spreads.
The use of fuzzy regression methods allows to embed in the estimation all the
information stemming from both call and put prices without having to make the a priori
choice of discarding some option prices as in standard market practice. Moreover,
fuzzy regression methods allow to cope with the limited availability of data, which
is important given that for some markets only a small number of option prices are
available to be interpolated. Last, the use of fuzzy regression methods ensures the
convexity of the option prices, which is a desirable property from the financial point
of view, since it guarantees that the interpolated option prices are free from arbitrage
opportunities.
In order to assess which method performs better in estimating skewness and kurto-
sis, we compare the proposed fuzzy moments with the ones obtained by the standard
market approach. We base the evaluation on their forecasting power on future realized
moments. We evaluate the fuzzy skewness and kurtosis estimates by using the upper
and lower values of different h-cuts. Given the large number of models under investi-
gation, we perform the Model Confidence Set test (see Hansen et al. 2011) using the
mean squared error (MSE) and the QLIKE loss function in order to identify a set of
best performing models. Second, relying on the obtained smaller set of models, we
further investigate the relation between the forecasted and the subsequently realized
measure of moments by exploiting three different fuzzy linear regression methods. The
Tanaka, Uejima and Asai (1982) method is the most popular fuzzy regression method
in economic and financial applications, mainly due to its simplicity. On the other
hand, the Savic and Pedrycz (1991) and the Ishibuchi and Nii (2001) fuzzy regression
methods allow for a more informative central line (which coincides with the ordinary
least squares approach) and are based on symmetric and asymmetric triangular fuzzy
numbers, respectively.
The results of this paper suggest that the estimates for skewness and kurtosis
obtained using fuzzy regression methods are closer to the subsequently realized value
than those obtained with the standard methodology. This result is in line with previ-
ous findings in Muzzioli et al. (2018) for volatility, indicating that the use of fuzzy
regression methods for computing moments of the distribution enhances the predic-
tive power on future realized moments. In particular, for skewness estimation, the best
estimate is the lower bound of the 0-cut of the Savic and Pedrycz (1991) fuzzy regres-
sion model. For kurtosis, the estimates obtained using the lower bound of the 0-cut of
any of the three fuzzy regression models are equally good at forecasting subsequently
realized kurtosis. Since correctly measuring higher-order moments is of paramount
importance in order to assess the riskiness of asset return distribution, this result is
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very important for investors and regulators, who can rely on fuzzy regression methods
in order to get a more reliable forecast for skewness and kurtosis.
The paper proceeds as follows. In Sect. 2, we describe the Bakshi et al. (2003)
formula to obtain volatility and higher-order moments from option prices and the
critical issues underlying the formula. In Sect. 3, we present the estimation of the
missing prices, by using three different fuzzy regression methods. In Sect. 4, we report
an application to Italian market data. In Sect. 5, we compare the estimates obtained
using fuzzy regression methods with the ones based on the standard methodology. In
Sect. 6 we investigate the forecasting performance. The last section concludes.
2 Higher-order moments obtained from option prices: critical issues
Two main approaches could be exploited to estimate higher order moments of the
market return distribution. According to the statistical approach, physical (or realized)
moments are computed at time T , by backward looking (from time t to time T ) at
the historical series of the underlying asset return. We call these moments realized
skewness and kurtosis. On the other hand, higher-order moments could be obtained
from a cross-section of option prices listed on a specific asset. We call them implied
moments since they are implied by option prices. Since the options payoff depend on
the realizations of the underlying asset at maturity (τ), the implied moments at time t
reflect the investors’ expectation of the future underlying asset fluctuations between t
and τ. Therefore, moment estimates obtained from option prices (implied moments)
are forward-looking in nature and represent a forecast of future realized skewness and
kurtosis (Conrad et al. 2013).
The standard market formula used to extract volatility and higher-order moments
from a cross-section of option prices is the Bakshi et al. (2003) formula. This formula
is called model-free since it does not rely on any option pricing model, being consis-
tent with many asset price dynamics. According to Bakshi et al. (2003), model-free
skewness and kurtosis can be obtained from the following equations:
S(t, τ) ≡ e
rτW (t, τ) − 3erτμ(t, τ)V (t, τ) + 2μ(t, τ)3
[
erτ V (t, τ) − μ(t, τ)2]3/2
(1)
K (t, τ) ≡ e
rτ X(t, τ) − 4erτμ(t, τ)W (t, τ)
[
erτV (t, τ) − μ(t, τ)2]2
+
6erτμ(t, τ)2V (t, τ) − 3μ(t, τ)4
[
erτ V (t, τ) − μ(t, τ)2]2
(2)
where S(t,τ ) and K (t, τ) are the skewness and the kurtosis estimate at time t, with
maturity τ ; r is the risk-free rate,μ(t, τ), V (t, τ), W (t, τ) and X(t, τ) are based on the
first, second, third and fourth moments of the distribution, respectively, and they are
obtained from call and put prices.
μ(t, τ ) ≡ Eq ln[S(t + τ)/S(t)]  erτ − 1 − e
rτ
2
V (t, τ ) − e
rτ
6
W (t, τ ) − e
rτ
24
X(t, τ )
(3)
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(4)
V (t, τ )  ∞∫
S(t)
2 (1 − ln [K/S (t)])
K 2
C (t, τ ; K ) d K
+
S(t)∫
0
2 (1 + ln [S (t) /K ])
K 2
P (t, τ ; K ) d K
(5)
W (t, τ )  ∞∫
S(t)
6 ln [K/S (t)] − 3 (ln [K/S (t)])2
K 2
C (t, τ ; K ) d K
− S
(t)∫
0
6 ln [S (t) /K ] + 3 (ln [S (t) /K ])2
K 2
P (t, τ ; K ) d K
(6)
X (t, τ )  ∞∫
S(t)
12 (ln [K/S (t)])2 − 4 (ln [K/S (t)])3
K 2
C (t, τ ; K ) d K
+
S(t)∫
0
12 (ln [S (t) /K ])2 + 4 (ln [S (t) /K ])3
K 2
P (t, τ ; K ) d K
where C(t, τ ; K ) and P(t, τ ; K ) are the prices of a call and a put option at time t with
maturity τ and strike K , respectively, and S(t) is the underlying asset price at time t.
In order to compute the integrals in Eqs. (3)–(6), a continuum of option prices with
strike price ranging from zero to infinity is required. However, this hypothesis is not
respected in the reality of financial markets. In particular, for European peripheral
countries, such as Italy, only a small number of strike prices is available (around 15
per day) and the strike prices are spaced by a fixed range of basis points (e.g. for the
Italian market, 250–500 basis points depending on the maturity). As a consequence,
truncation and discretization errors may occur if a finite range of strike prices and a
discrete summation are used to approximate the integrals in Eqs. (3)–(6).
A commonly used solution is the one proposed in Jiang and Tian (2005),
who suggest to mitigate both truncation and discretization errors by exploiting an
interpolation-extrapolation method. First, call and put option prices are converted into
implied volatilities and a grid of pairs made of strike prices and implied volatilities is
used as input. Second, the procedure interpolates among the grid with cubic splines
and extrapolates outside the domain of strike prices by means of a constant volatility
function.
In order to cope with conflicting information stemming from call and put prices, the
standard market practice uses only a subset of available option prices (it retains only
at-the-money and out-of-the-money option prices, therefore put options for strikes
below and call options for strikes above the current underlying asset price). Moreover,
it averages the two at-the-money implied volatilities in a single estimate. It is easy
to understand that this technique entails both a considerable loss of information and
introduces an element of arbitrariness in the estimation of the moments.
123
Author's personal copy
216 S. Muzzioli et al.
3 The use of fuzzy regressionmethods in order to estimate the smile
function
Following Muzzioli et al. (2017, 2018), we propose to exploit fuzzy regression meth-
ods to incorporate all the uncertainty embedded in the data in the smile3 estimation
procedure, without losing the information in the original data. In fact, the use of fuzzy
regression methods allows to embed in the estimation of the implied volatility smile
function all the information stemming from both call and put prices without having
to make the a priori choice of discarding some option prices as in standard market
practice.
We recall that for some strike prices (xp) we have two different implied volatilities
(σC (x p) and σP (x p)), where σC (x p) and σP (x p) are the volatility of the call and
the volatility of the put option associated to the strike price xp, respectively. Given
that standard statistical techniques are not able to cope with conflicting information,
standard market practice uses only a subset of available option prices. Moreover, it
averages the two at-the-money implied volatilities (when the strike price equals the
current asset price) in a single estimate. Starting from the initial grid of strike prices
(xp) and implied volatilities, we compute the minimum and the maximum volatility
for each strike price xp, p  1,…, n, as:
σmin(x p)  min(σC (x p), σP (x p)) (7)
σmax (x p)  max(σC (x p), σP (x p)) (8)
In this way, for a given strike price xp, we have a range of possible values for
volatility yp given by yp  [σmin(x p), σmax(x p)].
In order to include all the observations in the smile estimation, we resort to fuzzy
regression methods, which are capable of dealing with interval values for the inputs.
The choice of the fuzzy regression model should reflect the nature of the data: we have
a single explanatory variable (the strike price x) and the relationship between strike
prices and implied volatilities takes the form of a smile, the so-called volatility smile.
Therefore, it is appropriate to adopt a quadratic fuzzy regression model, in order to
achieve an accurate fit of the data (see e.g. Figure 1). Although several nonlinear fuzzy
models have been developed in the literature (see e.g. Zhang et al. 2005, He et al. 2016),
a quadratic fuzzy regression model is better suited for our financial problem. In fact,
while a general nonlinear fuzzy regression model could introduce concavity changes to
better fit the input data, the proposed quadratic model ensures the convexity of the smile
function. The latter convexity ensures the absence of arbitrage opportunities (Carr and
Madan 2005), a very important principle in finance, guaranteeing the reliability of
the option prices used to calculate higher-order moments. We resort to the quadratic
version of the Tanaka, Uejima and Asai (TUA), Savic and Pedrycz (SP) and Ishibuchi
and Nii (IN) fuzzy regression methods proposed in Muzzioli et al. (2015). The choice
3 The smile depicts implied volatility (obtained by inverting the Black and Scholes 1973 formula) as a
function of the strike price. Its shape resembles a smile (when implied volatility is higher for out-of-the-
money options than it is for at-the-money options) or a smirk (when the implied volatility is higher for put
prices and lower for call prices).
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Fig. 1 Estimated volatility smiles obtained by means of the standard methodology (cubic spline) and the
three quadratic fuzzy regression methods (TUA, SP, and IN). We report the option strike prices on the x-axis
and the obtained implied volatility levels on the y-axis. Black dots and triangles indicate the initial input
of put and call options, respectively. For each of the three fuzzy regression models we depict the central
estimate (in red) and the lower and upper bounds with h  0 and h  0.5
is motivated by the usefulness of comparing methods characterized by both symmetric
(in case of TUA and SP) and asymmetric spreads (in case of IN).
The quadratic version of the fuzzy regression model takes the following form:
σ (x)  A0 + A1x + A2x2
where σ (x) is the fuzzy output (i.e., the implied volatility associated to each strike
price), x is a non-fuzzy input vector of strike prices and Ai, i  0,…,2, are the fuzzy
coefficients of the second order polynomial, Ai  al, ac, au. Since we deal with strictly
positive variables, the lower bound (σ L (x)), the central value (σC (x)) and the upper
bound (σU (x)) of the fuzzy regression model can be rewritten as:
σ L (x)  aL0 + aL1 x + aL2 x2
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σC (x)  aC0 + aC1 x + aC2 x2
σU (x)  aU0 + aU1 x + aU2 x2
The possibilistic regression method of TUA uses symmetric triangular numbers
Ai  (aCi , awi ), where aCi and awi are the center and the spread, respectively. It aims
at minimizing the fuzziness in the model: the non-linear programming problem is:
min z 
m∑
p1
(aw0 + aw1 x p + aw2 x2p) (9)
subject to:
aC0 + a
C
1 x p + a
C
2 x
2
p − (1 − h)
[
aw0 + a
w
1 x p + a
w
2 x
2
p
]
≤ yp  σmin(xp) p  1, . . . , m
aC0 + a
C
1 x p + a
C
2 x
2
p + (1 − h)
[
aw0 + a
w
1 x p + a
w
2 x
2
p
]
≥ yp  σmax(xp) p  1, . . . , m
awi ≥ 0
The parameter h can be chosen by the decision maker and represents the degree of
belief desired: if the degree of belief is set to zero, the fuzzy output will exactly embed
all the observations at the 0-cut, i.e. the input data are sufficient to describe the fuzzy
regression model; if a higher degree of belief (h > 0) is set, the upper and lower fuzzy
bands are widened in order to embed all the observations in the h-cut. This is the case
if we are unsure whether additional information could lie outside the existing input
points. For this application, in line with previous contributions investigating financial
problems in a fuzzy setting (see e.g. Muzzioli et al. 2017, 2018), the 0-cut set is chosen
since we believe that there are no missing data.
The first step of the SP regression method, in which the coefficients aC0 , a
C
1 , a
C
2 of
the central regression σC (x)  aC0 + aC1 x + aC2 x2 are obtained using the ordinary least
squares method, can be rewritten as:
min z 
m∑
p1
[
yp − (aC0 + aC1 x p + aC2 x2p)
]2
(10)
where yp  (σmin(x p) + σmax(x p))/2. An average of the two implied volatilities is
adopted here in order to have a unique volatility associated to each strike price and to
make it possible to use the least squares estimation for the calculation of the central
equation, as in Muzzioli et al. (2015). In the second step, the problem in Eq. (9) is
solved in order to derive the spread of the fuzzy regression, with the only difference
that the vector aC is pre-determined in the first step.
Finally, for the IN regression method, in the first step the coefficients aC0 , a
C
1 , a
C
2 of
the central regression σC (x)  aC0 + aC1 x + aC2 x2 are obtained using the least squares
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method as in Eq. (10). In the second step, the lower σ L (x) and upper σU (x) bounds
are derived by means of the following optimization problem:
min z 
m∑
p1
σU (x p) − σ L (x p) (11)
where
σU (x)  aU0 + aU1 x + aU2 x2
σ L (x)  aL0 + aL1 x + aL2 x2
subject to:
h σC (x p) + (1 − h)σ L (x p) ≤ yp  σmin(x p) , p  1, . . . , m
h σC (x p) + (1 − h)σU (x p) ≥ yp  σmax(xp) , p  1, . . . , m
aLi ≤ aCi ≤ aUi , i  0, 1, 2
where aC is pre-determined in the first step.
4 From the smile function to skewness and kurtosis estimation
The fuzzy regression output is used to generate implied volatilities for all the strike
prices needed. Implied volatilities are converted into call and put option prices, which
are plugged into Eqs. (3)–(6) in order to get skewness and kurtosis estimates through
Eqs. (1)–(2). Given that Eqs. (3)–(6) require a continuum of strike prices ranging from
zero to infinity, we face both discretization and truncation errors when we approxi-
mate the integral with a discrete summation. We cope with discretization errors by
converting the implied volatility obtained by the different fuzzy regression methods
into call and put option prices4 every 10 index points (K  10). Moreover, we cope
with extrapolation errors by supposing the volatility smile to be constant outside the
strike price domain. The constant volatility, used to extrapolate in the fuzzy regression
methods, differs depending on the h-cut used and is equal to the volatility of the lowest
or highest strike price traded, in order to ensure continuity. We adopt a factor u equal
to 2, such that S/(1+u) ≤ K ≤ S(1+u), in order to extend the domain of strike prices
(the choice of u and K follows from previous studies on the Italian market, see e.g.
Muzzioli 2010). In this way, we achieve a sufficient discretization of the integration
domain, and we are able to use an average of almost 7.000 option prices per day,
improving the precision of the moment estimates. This is also useful to avoid negative
4 Call and put prices are obtained by using the Black–Scholes formula. It is important to note that the
Black–Scholes formula is used only as a mirror to convert option prices into implied volatilities (in order
to get the smile function to be interpolated) and implied volatilities into option prices (to plug into (3)–(6)).
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implied volatilities, which may arise if the fuzzy regression models are used for very
high strike prices.
For each h-cut of the fuzzy regression output, we obtain the minimum and maximum
volatility, which are converted into call and put prices and plugged into Eqs. (3)–(6).
More specifically, we compute the upper and lower bound of five different h-cuts, with
h taking values 0, 0.25, 0.50, 0.75, 1. As call and put prices are increasing functions
of volatility, the minimum (maximum) implied volatility corresponds to the minimum
(maximum) call or put option price.
In order to have a benchmark for the proposed fuzzy measures of skewness and
kurtosis, we also compute risk-neutral moments by applying the standard methodology
that involves cubic spline interpolation among the knots and a constant extrapolation
scheme (the same parameters u and K are used for interpolation and extrapolation).
Given the importance of having a constant 30-day measure (most of the risk mea-
sures for financial markets, are calculated for a reference time horizon equal to 30 days),
a linear interpolation procedure between adjacent maturities is adopted:
S30  wSnear + (1 − w)Snext (12)
K30  wKnear + (1 − w)Knext (13)
with w  (Tnext −30)/(Tnext −Tnear ), and Tnear (resp. Tnext ) the time to expiration of
the near (resp. next) term options, Snear , Knear (resp. Snext , Knext ) the estimates that
refer to the near (resp. next) term options. The near (next) term option series usually
has a time to maturity of less (more) than 30 days. Finally, we compute the skewness
index as:
SK EW  100 − 10 × S30 (14)
where S30 is the 30-day skewness estimate obtained in (12), consistent with the CBOE
(2010) procedure.
Equation (14) exhibits at least two desirable properties. First, given that the risk-
neutral skewness attains typically negative values for equity indices, it enhances the
interpretation of the SKEW index. High values of the SKEW index are associated to
high risk: a pronounced asymmetrical distribution (resp. skewed to the left) assigns a
high probability to left tail events (resp. negative returns). For a symmetrical distribu-
tion, risk-neutral skewness is equal to zero and the SKEW index is equal to 100. This
value is a threshold for the skewness index, since values greater (resp. smaller) than
100 indicate asymmetry to the left (resp. right). Second, adding 100 in the formula
presented in Eq. (14) ensures the SKEW index to be positive and allows to exploit
some useful tools for investigating the properties of the proposed skewness indices,
such as the logarithmic transformation of the series and the QLIKE error indicator,
which need positive entries. Hereafter, we refer to the skewness index as the series
obtained using the transformation in Eq. (14).
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5 Fuzzy skewness and kurtosis for the Italianmarket
In this section, we present the estimation of skewness and kurtosis for the Italian
market based either on the standard methodology or on the fuzzy regression methods.
The estimation is performed on option prices that have a maturity close to 30 days.
Therefore, the skewness and kurtosis estimates reflect the investors’ opinion about the
skewness and kurtosis that will prevail in the market in the next 30 days. In particular,
we are interested in evaluating whether the use of fuzzy regression methods enhances
the predictive power of the estimates on future realized skewness and kurtosis.
The data set consists of daily closing prices on FTSE MIB-index options (MIBO),
recorded from 1 January 2010 to 28 November 2014. The data set for the MIBO is
kindly provided by Borsa Italiana S.p.A, while the time series of the FTSE MIB index,
the dividend yield and the Euribor rates are obtained from Datastream. The data on
option prices has been filtered according to Muzzioli (2013), in order to eliminate
arbitrage opportunities and other irregularities in the prices.
We perform the procedures described in Sects. 3–4 and we obtain 1233 daily esti-
mates for the skewness and kurtosis forecasts. We have a total of four methods per
day: the three fuzzy regression methods and the standard methodology. Since for the
fuzzy moments we use the upper and the lower bound of five different h-cuts (0, 0.25,
0.50, 0.75, 1), we generate a total of 28 forecasts per day (9 forecasts for each of
the three fuzzy regression methods plus the standard methodology). We also compute
the subsequently realized measure of skewness and kurtosis (obtained from historical
series) using daily FTSE MIB log-returns with a rolling window of 30 calendar days.
In this way the physical measure refers to the same time period covered by the forecast.
The average value for the realized and the estimated skewness measures computed
using the three different fuzzy regression methods and the standard methodology are
reported in Table 1. Several observations are noteworthy. First, it is straightforward
to note that all the implied skewness indices attain on average values higher than
100, pointing to a negative risk-neutral skewness (i.e. the risk-neutral distribution is
skewed to the left). On the other hand, the subsequently realized distribution is almost
symmetrical, being the measure of skewness estimated from the historical series of
the underlying asset equal to 100.117 on average.
Second, we can see that for each of the three fuzzy regression methods, the skewness
indices obtained by setting h equal to one (h  1, Table 1, last row) are on average
lower than the one obtained using the standard methodology. Third, the IN (resp. TUA)
method produces the widest (resp. narrowest) region between the lower and the upper
bound of the skewness indices, suggesting a higher (resp. lower) uncertainty in the
skewness estimates. This result is in contrast with previous findings in Muzzioli et al.
(2018), who find that the SP (resp. IN) regression method produces the widest (resp.
narrowest) interval of possible values for volatility.
The average value for the realized and the estimated kurtosis measures (computed
using the three different fuzzy regression methods and the standard methodology) are
reported in Table 2. Kurtosis measures estimated by using option prices are on average
higher than the realized one. We observe that for each of the three fuzzy regression
methods, the central estimate of kurtosis (h 1) is lower than the one obtained using the
standard methodology (3.631). As a consequence, the most possible value for kurtosis
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Table 1 Average value of the estimated skewness
RSkew Std. Meth. h-cut TUA SP IN
100.117 103.868 FL FU FL FU FL FU
h  0 103.614 104.141 103.364 104.042 103.339 104.336
h  0.25 103.672 104.060 103.443 103.932 103.448 104.135
h  0.50 103.731 103.987 103.517 103.839 103.521 103.972
h  0.75 103.792 103.919 103.593 103.753 103.588 103.828
h  1 103.854 103.671 103.684
We report in the left panel the average value for daily realized skewness (RSkew) and skewness obtained
with the standard methodology (Std. Meth.). In the right panel we report the average value for daily skewness
indices obtained combining the Bakshi et al. (2003) skewness formula (1) with the Tanaka, Uejima and
Asai (TUA), the Savic and Pedrycz (SP) and the Ishibuchi and Nii (IN) fuzzy regression methods. The
results are reported for different values of h. f L and f U indicate the lower and the upper bounds of the h-cut,
respectively
Table 2 Average value of the estimated kurtosis
RKurt Std. Meth. h-cut TUA SP IN
3.003 3.631 FL FU FL FU FL FU
h  0 3.437 3.636 3.440 3.768 3.435 3.782
h  0.25 3.453 3.592 3.461 3.670 3.461 3.705
h  0.50 3.470 3.559 3.484 3.614 3.484 3.642
h  0.75 3.488 3.531 3.509 3.572 3.509 3.587
h  1 3.508 3.538 3.539
We report in the left panel the average value for daily realized kurtosis (RKurt) and kurtosis obtained with
the standard methodology (Std. Meth.). In the right panel we report the average value for daily kurtosis
indices obtained combining the Bakshi et al. (2003) kurtosis formula (2) with the Tanaka, Uejima and Asai
(TUA), the Savic and Pedrycz (SP) and the Ishibuchi and Nii (IN) fuzzy regression methods. The results
are reported for different values of h. f L and f U indicate, for any h-cut, the lower and the upper bounds,
respectively
measures obtained using the fuzzy regression methods is closer to the subsequently
realized measure, pointing to an advantage of using fuzzy regression methods in the
smile estimation procedure also for the fourth order moment.
In line with the results reported in Table 1 for skewness, the IN (resp. TUA) method
produces the widest (resp. narrowest) interval of possible values for kurtosis. Further-
more, for each of the three fuzzy regression methods, the most possible value (h 
1) is closer to the lower bound of the kurtosis estimates, highlighting the presence of
asymmetry in all of the kurtosis measures.
To sum up, higher-order moments obtained by fuzzy regression methods not only
provide a most possible value for skewness and kurtosis, which is closer to the subse-
quently realized value, but also an interval of possible values, which can be important
for investors and policy makers in order to understand how the investors’ expectations
are distributed.
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6 Forecasting performance
In this section, we contrast the forecasting performance of the fuzzy estimates for
skewness and kurtosis with that of the standard methodology. In particular, we report
in Sect. 6.1 the analysis based on error indicators and the Model Confidence Set
approach, in order to identify a set of best performing forecasts. In Sects. 6.2 and
6.3, we use Mincer and Zarnowitz regressions (1969) to further assess the forecasting
power among the set of best performing forecasts. In Sect. 6.2 we evaluate univariate
regressions and in Sect. 6.3 multivariate regressions.
6.1 Error indicators
Given the large number of forecasts for skewness and kurtosis proposed in Sect. 5,
we resort to the model confidence set approach (MCS) to identify the best model, or
a smaller set of best models. Starting from a set of competing models (M0), the MCS
aims to select a smaller set of models (M*) that contains the best model with a given
level of confidence. In order to evaluate the forecasting performance of the proposed
models, in line with Patton (2011), we adopt the Mean Squared Error (MSE) and the
QLIKE error indicators, which provide robust results in the presence of noise in the
proxy of skewness and kurtosis:
MSE  1
m
m∑
k1
( f orecastk − reali zedk)2 (15)
QLIKE  1
m
m∑
k1
(
ln( f orecastk) + reali zedkf orecastk
)
(16)
where f orecastk and reali zedk are the forecast and realized measures of moments,
respectively.
In particular, the QLIKE indicator is meant to discriminate between positive and
negative errors, by assigning a larger penalty if the forecast underestimates the sub-
sequently realized measure. Since a high level in the SKEW index (low risk-neutral
skewness) or in the kurtosis measure is generally associated with a high risk of tail
events, the QLIKE indicator considers it more important to correctly estimate peaks
in both SKEW and kurtosis than minima. The average values for the MSE and the
QLIKE loss functions are reported in Table 3 (resp. Table 4) for skewness (resp. kur-
tosis) indices. According to both the MSE and the MISP error indicators, the best
forecast for future realized skewness is obtained by the lower bound of the 0-cut of
the SP estimate. A slightly worse performance is obtained by the lower bound of the
0-cut of the IN estimate. In general, we can see that the majority of skewness and
kurtosis estimates obtained using fuzzy regression methods outperforms the standard
methodology in forecasting the future realized measures. Moreover, for each of the
three fuzzy regression methods, the most possible values (h  1) yield lower errors
than the standard methodology.
We obtain similar results for kurtosis forecasting, listed in Table 4. Specifically,
according to both the MSE and the MISP indicators the best forecast coincides with
123
Author's personal copy
224 S. Muzzioli et al.
Ta
bl
e
3
Fo
re
ca
st
in
g
sk
ew
n
es
s
Er
ro
rI
n
di
ca
to
r
St
d.
M
et
h.
h-
cu
t
Er
ro
rI
n
di
ca
to
r
TU
A
SP
IN
M
SE
18
.7
64
93
fL
fU
fL
fU
fL
fU
QL
IK
E
5.
60
71
1
h
=
0
M
SE
15
.4
38
14
20
.2
46
46
13
.7
17
90
20
.0
38
42
13
.7
79
06
23
.8
09
07
QL
IK
E
5.
60
69
6
5.
60
71
8
5.
60
68
8
5.
60
71
6
5.
60
68
9
5.
60
73
2
h
=
0.
25
M
SE
15
.8
58
92
19
.2
43
64
14
.2
38
88
18
.5
76
35
14
.3
47
69
20
.8
88
60
QL
IK
E
5.
60
69
8
5.
60
71
3
5.
60
69
1
5.
60
71
0
5.
60
69
1
5.
60
72
0
h
=
0.
50
M
SE
16
.3
04
62
18
.4
90
11
14
.7
87
12
17
.5
56
82
14
.7
91
45
18
.9
05
49
QL
IK
E
5.
60
70
0
5.
60
71
0
5.
60
69
3
5.
60
70
6
5.
60
69
3
5.
60
71
2
h
=
0.
75
M
SE
16
.7
80
11
17
.8
56
69
15
.3
73
33
16
.7
32
86
15
.3
20
39
17
.3
87
97
QL
IK
E
5.
60
70
2
5.
60
70
7
5.
60
69
6
5.
60
70
2
5.
60
69
6
5.
60
70
5
h
=
1
M
SE
17
.2
93
63
16
.0
14
52
16
.1
18
84
QL
IK
E
5.
60
70
5
5.
60
69
9
5.
60
69
9
Th
e
ta
bl
e
re
po
rts
th
e
re
su
lts
o
ft
he
sk
ew
n
es
s
fo
re
ca
st
in
g
ex
er
ci
se
pe
rfo
rm
ed
u
sin
g
tw
o
er
ro
r
in
di
ca
to
rs
de
fin
ed
as
fo
llo
w
s:
(i)
M
SE

1 m
m ∑ k
1(
fo
r
e
c
a
st
k
−
r
e
a
li
ze
d k
)2
(ii
)Q
LI
KE

1 m
m ∑ k
1(
ln
(f
or
e
c
a
st
k)
+
r
e
a
li
ze
d k
fo
r
e
c
a
st
k
)
w
he
re
fo
r
e
c
a
st
k
an
d
r
e
a
li
ze
d k
ar
e
th
e
v
al
ue
so
ft
he
fo
re
ca
st
ed
an
d
re
al
iz
ed
m
ea
su
re
o
fs
ke
w
n
es
s,
in
th
e
le
ft
pa
n
el
fo
rt
he
st
an
da
rd
m
et
ho
do
lo
gy
(S
td.
M
et
h.
)a
n
d
in
th
e
rig
ht
pa
ne
lf
o
r
th
e
fu
zz
y
sk
ew
n
es
s
m
ea
su
re
s.
Fo
r
a
de
fin
iti
on
o
ft
he
sk
ew
n
es
s
m
ea
su
re
s,
se
e
Ta
bl
e
1
123
Author's personal copy
Option implied moments obtained through fuzzy regression 225
Ta
bl
e
4
Fo
re
ca
st
in
g
ku
rto
sis
Er
ro
ri
n
di
ca
to
r
St
d.
M
et
h.
h-
cu
t
Er
ro
ri
n
di
ca
to
r
TU
A
SP
IN
M
SE
QL
IK
E
0.
82
45
7
2.
12
30
1
fL
fU
fL
fU
fL
fU
h

0
M
SE
0.
31
56
5
1.
15
31
3
0.
32
31
5
1.
75
12
0
0.
33
98
3
1.
72
48
8
QL
IK
E
2.
11
11
6
2.
12
26
9
2.
11
13
7
2.
13
20
6
2.
11
16
0
2.
13
22
9
h

0.
25
M
SE
0.
33
99
3
0.
75
92
8
0.
35
71
8
0.
99
11
1
0.
37
94
6
1.
12
25
1
QL
IK
E
2.
11
18
8
2.
11
99
4
2.
11
23
6
2.
12
51
7
2.
11
27
5
2.
12
72
8
h

0.
50
M
SE
0.
36
83
8
0.
59
72
5
0.
39
86
4
0.
74
53
7
0.
41
67
9
0.
82
08
7
QL
IK
E
2.
11
27
0
2.
11
78
2
2.
11
35
3
2.
12
13
5
2.
11
38
4
2.
12
30
5
h

0.
75
M
SE
0.
40
31
9
0.
50
75
0
0.
45
03
0
0.
60
83
5
0.
45
96
7
0.
63
91
7
QL
IK
E
2.
11
36
5
2.
11
61
5
2.
11
49
1
2.
11
86
6
2.
11
50
5
2.
11
95
0
h

1
M
SE
0.
44
76
2
0.
51
70
6
0.
51
76
1
QL
IK
E
2.
11
47
9
2.
11
65
8
2.
11
65
9
Th
et
ab
le
re
po
rts
th
er
es
u
lts
o
ft
he
ku
rto
sis
fo
re
ca
st
in
g
ex
er
ci
se
ev
al
ua
te
d
u
sin
g
th
et
w
o
er
ro
r
in
di
ca
to
rs
(M
SE
an
d
QL
IK
E)
de
fin
ed
in
Ta
bl
e3
,
in
th
el
ef
tp
an
el
fo
rt
he
st
an
da
rd
m
et
ho
do
lo
gy
(S
td.
M
et
h.
)a
n
d
in
th
e
rig
ht
pa
ne
lf
o
r
th
e
fu
zz
y
ku
rto
sis
m
ea
su
re
s.
Fo
r
a
de
fin
iti
on
o
ft
he
ku
rto
sis
m
ea
su
re
s,
se
e
Ta
bl
e2
123
Author's personal copy
226 S. Muzzioli et al.
the lower bound of the 0-cut of the TUA estimate. A similar forecasting performance
is obtained by the lower bound of the 0-cut of the SP and the IN estimates. The
most striking result is that the MSE error indicator obtained by the most possible
value of the three fuzzy regression methods (h  1) is about half the one reported
for the standard methodology (0.82457); this point will be further discussed in the
“Appendix”. The better performance obtained by the lower bound of the 0-cut for all
three fuzzy regression models also suggests the existence of a risk premium for each
of the higher-order moments of the distribution. More specifically, this result indicates
that investors are averse to positive (negative) peaks in market kurtosis (skewness),
i.e., they are willing to pay a premium in order to hedge against increases (decreases)
in kurtosis (skewness). This is also in line with a risk-neutral distribution that is more
left-skewed and fat-tailed than the subsequently realized one (see e.g. Elyasiani et al.
2020 for a more detailed discussion).
In order to select a set of best performing forecasts, we use the model confidence
set, which is pursued using the MCS package for R developed by Bernardi and Catania
(2014). The test allows us to investigate whether the difference in the forecasting power
between the proposed forecasts is significant from a statistical point of view. This is
performed through a sequence of significance tests, where models that are found to
be significantly inferior to others are eliminated. More specifically, the following two
statistics are constructed:
ti j  d¯i j√
v̂ar(d¯i j )
and ti  d¯i√
v̂ar(d¯i )
for i, j ∈ M
where d¯i is the simple loss of the i-th model relative to the averages losses across all
the models in the set M, and d¯i j measures the relative sample loss between the i-th
and j-th models; v̂ar(d¯i j ) and v̂ar(d¯i ) are the bootstrapped estimates of var(d¯i j ) and
var(d¯i ), respectively. The use of bootstraps is convenient to avoid the estimation of
a high-dimensional covariance matrix when the number of models is large (Hansen
et al. 2011). The number of bootstrapped samples used is 1000 (B  1000); the
confidence level (1-α) adopted in the test is equal to 0.95. The results for the skewness
forecasting exercise using the MSE (resp. QLIKE) loss function are reported in Table 5,
Panel A (resp. Panel B). We can see that the Model Confidence Set approach finds
two best performing forecasts (26 forecasts are eliminated, including the standard
methodology): the lower bound of the SP (h  0) (ranked first) and the lower bound
of the IN (h  0) fuzzy regression estimates. The results are robust to the choice of
the error indicator used (MSE and QLIKE).
The results for the kurtosis forecasting exercise are reported in Table 6. Two
forecasts are included in the set of best performing ones (26 are eliminated): the lower
bound of the TUA (h  0) (ranked first) and the lower bound of the SP (h  0) fuzzy
regression estimates. For the two forecasts, the results are robust to the choice of the
error indicator used (MSE and QLIKE). Another estimate is among the best ones,
but only for the QLIKE indicator: the lower bound of the IN (h  0) fuzzy regression
estimate. Therefore, the most relevant result provided by the Model Confidence Set
test is that for both skewness and kurtosis forecasting, fuzzy regression methods
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Table 5 Model Confidence Set (skewness forecasting models)
Rank Tmax,M p value Rank TR,M p value Loss
Panel A: Superior Set Model created: (26 models are eliminated), indicator used: MSE
SP f L (0) 1 − 0.347 1.000 1 − 0.347 1.000 13.718
IN f L (0) 2 0.347 0.732 2 0.347 0.732 13.779
Panel B: Superior Set Model created: (26 models are eliminated), indicator used: QLIKE
SP f L (0) 1 − 0.522 1.000 1 − 0.522 1.000 5.607
IN f L (0) 2 0.522 0.605 2 0.522 0.605 5.607
The table reports the Model Confidence Set for the skewness estimates on a total of 28 competing models
(we compare f L and f U for h  0, 0.25, 0.5, 0.75, 1 in the three fuzzy regression methods and the standard
methodology). The input for the Model Confidence Set reported in Panel A (resp. Panel B) is the MSE (resp.
QLIKE) loss function. Tmax,M  maxi∈M ti ,TR,M  maxi, j∈M
∣
∣ti j
∣
∣ are the test statistics proposed in Hansen et al.
(2011); p value for the tests are reported sideways in the p value column, the corresponding rank is reported
in the Rank column. The lower the value of T , the higher the rank. In the last column, we report the average
error of each model
Table 6 Model Confidence Set (kurtosis forecasting models)
Rank Tmax,M p value Rank TR,M p value Loss
Panel A: Superior Set Model created: (26 models are eliminated), indicator used: MSE
TUA f L (0) 1 − 1.706 1.000 1 − 1.706 1.000 0.316
SP f L (0) 2 1.706 0.086 2 1.706 0.086 0.323
Panel B: Superior Set Model created: (25 models are eliminated), indicator used: QLIKE
TUA f L (0) 1 − 1.846 1.000 1 − 1.570 1.000 2.111
SP f L (0) 2 − 0.111 1.000 2 1.570 0.223 2.111
IN f L (0) 3 1.717 0.119 3 1.831 0.126 2.112
The table reports the Model Confidence Set for the kurtosis estimates on a total of 28 competing models
(we compare f L and f U for h  0, 0.25, 0.5, 0.75, 1 in the three fuzzy regression methods and the standard
methodology). The input for the Model Confidence Set reported in Panel A (resp. Panel B) is the MSE (resp.
QLIKE) loss function. Tmax,M  maxi∈M ti ,TR,M  maxi, j∈M
∣
∣ti j
∣
∣ are the test statistics proposed in Hansen et al.
(2011); p values for the tests are reported sideways in the p value column, the corresponding rank is reported
in the Rank column. The lower the value of T , the higher the rank. In the last column, we report the average
error for each model
outperform the standard methodology and the SP fuzzy regression method is one of
the best for the estimation of both skewness and kurtosis. For the latter method, the
results are robust to the choice of the error indicator used (MSE or QLIKE).
From the computational point of view, it is worth noting that the standard method-
ology is more parsimonious than the one based on fuzzy regression. In fact, for a single
trading day (two option series), the estimation of higher order moments using the stan-
dard methodology takes 9 s5 on average, while the estimation based on fuzzy regression
methods takes about 25 s. This is explained by the fact that with the fuzzy regression
5 The procedure described in Sects. 2–4 has been implemented and executed using MATLAB R2018B
(9.5.0.944444). The average execution time is obtained on an Intel Core i5 2450M 2.50 GHz processor.
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methods, the estimation involves more parameters than in the standard methodology,
in particular, the most possible value and the lower and the upper bounds, which yield
important information about the moment under investigation. Given the importance of
correctly measuring higher-order moments to assess the riskiness of the asset return
distribution, this result is very important for investors and regulators, who can rely on
fuzzy regression methods to get a more reliable forecast for skewness and kurtosis.
6.2 Forecasting regressions
In order to further investigate which model is the best among the two identified for
skewness and kurtosis in the model confidence set approach, we use Mincer-Zarnowitz
forecasting regressions. We perform Mincer–Zarnowitz forecasting regressions by
using the three fuzzy regression methods in order to get robust results. The use of fuzzy
regression methods presents several advantages for this kind of data. First, we are able
to investigate the series in terms of levels, without the need to transform the series in
terms of logarithms to achieve normality. Second, fuzzy regression methods are able
to capture the intrinsic imprecision of option-implied moments, which are not directly
observable quantities. As explained, risk-neutral moments may suffer from errors in the
estimation, arising from both microstructure noise in the option prices used to compute
the implied volatility smile function and the interpolation-extrapolation process used
in order to have a sufficient number of option prices per day. Third, fuzzy regression
methods allow us to disentangle, for each forecast, the different contributions to the
fuzziness of the model: it can be captured by the intercept, by the slope coefficient, or
both. Specifically, if the fuzziness of the model is captured by the intercept, the model
suggests that the relationship between the dependent and the independent variable is
clear and that only a scale adjustment has to be made in order to shift up or down the
regression line. On the other hand, a less clear relationship is expected if the fuzziness
of the model is captured mainly by the slope coefficient. Finally, if the fuzziness of
the relationship is captured by both the intercept and the slope coefficients, we expect
the relationship between independent and dependent variables to be poor.
In line with Muzzioli and De Baets (2013), we perform the analysis using the three
fuzzy regression methods adopted in this study. Since we are interested in evaluating
how the forecasted value for skewness (resp. kurtosis) is able to predict the realized
value for skewness (resp. kurtosis), the forecasting regression model takes the follow-
ing form:
Y  A0 + A1x (17)
where the quantity to be forecasted (Y ) is the realized measure of skewness (kurtosis),
x is a non-fuzzy input vector of forecasts for skewness (kurtosis) and Ai, i  0,1, are
the fuzzy coefficients of the model. In particular, x is proxied alternatively by the MCS
surviving models reported in Tables 5–6, which are robust to the choice of the error
indicator (SP f L(0) and IN f L(0) for skewness and TUA f L(0), SP f L(0) for kurtosis).
For a given confidence level h, the fuzzy linear regression model F(x) is written in
terms of its h-cuts as follows:
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Table 7 The results for skewness forecasting using fuzzy univariate regression methods
A0 A1 FIT GOF
Central
estimate
Left
spread
Right
spread
Central
estimate
Left
spread
Right
spread
Panel A
SP f L (0) 88.280 1.953 1.953 0.111 0.030 0.030 12561.698 58.850
IN f L (0) 90.761 0.050 0.050 0.087 0.049 0.049 12570.341 59.008
Panel B
SP f L (0) 81.804 0.045 0.045 0.177 0.053 0.053 13505.931 66.560
IN f L (0) 83.558 0.053 0.053 0.160 0.053 0.053 13526.954 66.753
Panel C
SP f L (0) 81.804 0.001 4.764 0.177 0.053 0.000 12626.705 59.253
IN f L (0) 83.558 3.696 4.726 0.160 0.017 0.000 12593.939 59.019
The table reports the results for the following model, which is investigated using the Tanaka, Uejima and
Asai (Panel A), Savic and Pedrycz (Panel B) and the Ishibuchi and Nii (Panel C) linear fuzzy regression
methods
(i) Y  A0 + A1x
where the variable to be predicted is the realized measures of skewness and x is proxied alternatively by
the measure of skewness estimated using the Savic and Pedrycz (SP f L (0)) and the Ishibuchi and Nii (IN
f L (0)) fuzzy regression methods
[F(x)]h 
[
h f C (x) + (1 − h) f L (x), h f C (x) + (1 − h) f U (x)
]
where f L (x) is the lower bound, f U (x) is the upper bound, and f C (x) the central
value of the fuzzy regression model, for each h-cut. The degree of belief h is set to zero,
since we believe that there is no missing data. Therefore, the 0-cut embeds exactly
all the input data. For a review of the linear fuzzy regression methods adopted in the
analysis, we refer to Muzzioli et al. (2015).
The results of the forecasting performance of option-implied skewness on realized
skewness are reported in Table 7. For both coefficients A0 and A1, we report the central
estimate and the values of the left and the right spread. We also propose two different
indicators for the goodness-of-fit of the model: the Fit statistic (FIT), which measures
the accuracy of the model as the minimum value attained by the objective function
(see e.g. Muzzioli and De Baets 2013) and the goodness-of-fit error (GOF) based on
Diamond’s distance, which is computed as in Wang et al. (2007):
(18)
G O F  1
n
n∑
j1
d2
(
Y j , fˆ j (x j )
)
 1
n
n∑
j1
((
f Lj − fˆ Lj
)2
+
(
f Cj − fˆ Cj
)2
+
(
f Uj − fˆ Uj
)2)
where Y j  ( f Lj , f Cj , f Uj ) are the observed values, Yˆ j  ( fˆ Lj , fˆ Cj , fˆ Uj ) are the
predicted ones for x j ( j  1, . . . , n), f Cj is the h  1 value, f Lj and f Uj are the lower
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Table 8 The results for kurtosis forecasting using fuzzy univariate regression methods
A0 A1 FIT GOF
Central
estimate
Left
spread
Right
spread
Central
estimate
Left
spread
Right
spread
Panel A
TUA f L (0) 3.134 0.278 0.278 0.010 0.000 0.000 686.381 0.257
SP f L (0) 3.136 0.278 0.278 0.009 0.000 0.000 686.544 0.257
Panel B
TUA f L (0) 2.873 0.448 0.448 0.038 0.000 0.000 1103.940 0.421
SP f L (0) 2.872 0.448 0.448 0.038 0.000 0.000 1105.487 0.422
Panel C
TUA f L (0) 2.873 0.017 0.443 0.038 0.028 0.001 691.395 0.233
SP f L (0) 2.872 0.014 0.444 0.038 0.029 0.001 692.276 0.234
The table reports the results for the following model, which is investigated using the Tanaka, Uejima and
Asai (Panel A), Savic and Pedrycz (Panel B) and the Ishibuchi and Nii (Panel C) linear fuzzy regression
methods
(i) Y  A0 + A1x
where the variable to be predicted is the realized measures of kurtosis and x is proxied alternatively by the
measure of kurtosis estimated using the Tanaka, Uejima and Asai (TUA f L (0)) and the Savic and Pedrycz
(SP f L (0)) fuzzy regression methods
and the upper bound of the 0-cut, respectively. Note that if the observed variable is
crisp, then it holds that f Lj  f Cj  f Uj . FIT and GOF are reported in the last two
columns of each table.
By investigating the relation between skewness indices and subsequently realized
skewness (Table 7), we can see that the slope coefficients (A1) are positive for all the
models, suggesting a positive relation between option-implied and realized measures
of skewness. We can also see that both the left and the right spreads of the slope
coefficients are different from zero, indicating a less clear relation between the
option-implied and the subsequently realized measures. The uncertainty in the model
is mainly captured by the intercept, suggesting the need for a constant adjustment to
improve the forecast.
According to both the FIT and GOF indicators reported in the last columns of
Table 7, the best performance is obtained by the SP estimate (SP f L(0)), thus confirming
the lower bound of the SP estimate as the best one. The results are robust to the use
of two of the three fuzzy regression methods to evaluate the forecasting performance.
The results for the forecasting performance of option-implied kurtosis measures on
realized kurtosis are reported in Table 8. It is easy to see that the fuzziness of the model
is captured mainly by the intercept, for each of the three fuzzy regression methods
(only when the IN fuzzy regression method is used, the spreads of the slope coefficient
are different from zero). This indicates that the relation between the forecast and the
subsequently realized measures of kurtosis is clear and only a constant adjustment is
required. Therefore, from these results we can state that the prediction of kurtosis is
easier than that of skewness. This, coupled with the results in Muzzioli et al. (2018)
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who find the volatility indices obtained using fuzzy regression methods to be efficient
and unbiased forecasts of the subsequently realized volatility, suggests that odd-order
moments are harder to predict than even-order ones.
The values for the FIT and the GOF indicators are very similar for the two forecasts
(TUA f L (0) and SP f L (0)) and the results are robust to the use of the three fuzzy
regression methods used to evaluate the forecasting performance.
6.3 Encompassing fuzzy regressionmodels
Further indications about the choice of the best model to predict future realized skew-
ness and kurtosis could be obtained by exploiting a multivariate fuzzy regression
model, which can be defined as follows:
Y  A0 + A1x1 + A2x2 (19)
where the variable to be predicted is the realized measure of skewness (kurtosis) and
x1 and x2 are the forecasts given by the Model Confidence Set surviving forecasts
(reported in Tables 5, 6).
The results of the multivariate fuzzy regression model for skewness are reported
in Table 9. The results point to a prominent role played by the lower bound of the SP
estimate (h  0). This is clear since the first coefficient (A1) attains a value close to
one, while the same is not true for the second coefficient (A2), which is close to zero.
Therefore, we can conclude that the lower bound of the SP fuzzy regression estimate
(h  0) is the best in forecasting subsequently realized skewness (recall that the model
was ranked first also for the MCS approach). This result is robust to the choice of the
fuzzy regression method used (even if it is more evident for the SP method in Panel B
and the IN method in Panel C).
We report the results for kurtosis forecasting in Table 10. The most striking result is
that the uncertainty of the model is almost entirely embedded in the intercept coefficient
(A0), indicating that, if different forecasts are used together in the same model, the
relation is clear and only a constant adjustment is needed. According to the results in
Panels B and C, the lower bound of the SP estimate has a prominent role in kurtosis
forecasting, while in Panel A, it has almost the same role as the TUA, according to
the central value of the slope coefficient A2. Therefore, we can conclude that also for
kurtosis the preferred forecast is given by the SP estimate.
7 Conclusions
In this paper we proposed to enhance the Bakshi et al. (2003) formula for estimating
skewness and kurtosis of the returns distribution from option prices through the use
of fuzzy regression methods. The standard procedure adopted in financial markets for
the estimation of skewness and kurtosis from option prices relies on standard statistics
and is not able to cope with conflicting information. On the other hand, the use of fuzzy
regression methods for the estimation of skewness and kurtosis presents at least three
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important advantages. First, it is possible to incorporate the conflicting information
stemming from both call and put options without having to make an a priori choice.
Second, fuzzy regression methods allow to cope with the limited availability of data;
given that only a small number of pairs of strike prices and implied volatilities are
available to be interpolated for the Italian market. Last, the use of fuzzy regression
methods ensures the convexity of the estimated volatility smile functions, which avoids
the occurrence of arbitrage opportunities in the interpolated prices. By combining the
Bakshi et al. (2003) model-free formula with the quadratic extension of three different
fuzzy regression methods, we are able to overcome the limitations of the standard
methodology, and obtain a more reliable estimate for the skewness and the kurtosis of
the risk-neutral distribution.
We discussed an empirical application of the methodology based on FTSE MIB-
index option prices, during the 2010–2014 period. The measures of skewness and
kurtosis are computed on a daily basis (closing values of option price are used) using
five different h-cuts (h  0, 0.25, 0.50, 0.75, 1). The proposed fuzzy higher-order
moments are compared with the standard measures, which are used as benchmark.
We assessed the forecasting power of the fuzzy moments on subsequently realized
ones by using the Model Confidence Set approach (Hansen et al. 2011) and Mincer
and Zarnowitz (1969) forecasting regressions.
We obtained several results. First, for any of the three fuzzy regression methods the
most possible value (h  1) yields lower errors than the standard methodology, both for
skewness and kurtosis forecasting. Second, the Model Confidence Set approach finds
two best performing forecasts: for skewness, the lower bounds of the 0-cut based either
on the Ishibuchi and Nii fuzzy regression method or the Savic and Pedrycz method;
for kurtosis, the lower bounds of the 0-cut based either on the Tanaka, Uejima and
Asai fuzzy regression method or the Savic and Pedrycz method. The results are robust
to the error indicator used (MSE or QLIKE). By looking at the Mincer–Zarnowitz
regressions, we can say that odd-order moments (such as skewness) are harder to
predict than even-order ones (such as kurtosis). In fact, if a constant adjustment seems
to be sufficient for kurtosis forecasting, the uncertainty for skewness appears also in
the slope coefficient. Overall, we can conclude that both for skewness and kurtosis the
lower bound of the 0-cut of the Savic and Pedrycz estimate is the best forecast for the
subsequently realized moment. This result is in line with Muzzioli et al. (2018) who
find that the Savic and Pedrycz method is the best one in forecasting future realized
volatility.
Since correctly measuring higher-order moments is of paramount importance in
finance in order to correctly assess the riskiness of the asset return distribution, this
result is very important for investors and regulators, who can rely on fuzzy regression
methods in order to obtain a more reliable forecast for skewness and kurtosis. More-
over, having an interval of possible values for expected moments of the distribution is
important both for investors and for policy makers, who can rely on fuzzy regression
methods to get upper and lower bounds for the possible value of moments.
Funding This study was funded by Università Degli Studi di Modena e Reggio Emila (FAR19 Risk assess-
ment in the EU: new indices based on machine learning methods (REU), FAR2017 The role of Asymmetry
and Kolmogorov equations in financial Risk Modelling (ARM), FAR15 A SKEWness index for Europe
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(EU-SKEW)) and Fondazione Cassa di Risparmio di Modena (Volatility and higher order moments: new
measures and indices of financial connectedness (IMOM)).
Appendix
The objective of this appendix is to contrast the estimate for skewness and kurtosis
obtained using the central value of the three proposed fuzzy regression models with
the one obtained using the standard methodology for different initial inputs of strike
prices and market volatilities. More specifically, we assess whether the difference in
the estimates obtained using the standard method (cubic spline) and the most possible
value (h  1) obtained using the three fuzzy regression models could be attributed to
the irregularities that affect real market option prices. To perform the test, we compute
skewness and kurtosis estimates for two different settings, graphically represented in
Fig. 2:
(i) artificially generated input data characterized by a low spread and a regular pattern
(depicted on the left);
(ii) a real initial grid of strike prices and implied volatilities recorded on November
21, 2012, characterized by a high spread and other irregularities (depicted on the
right).
Looking at Fig. 2, on the left, it is clear that the volatility smile function obtained
by means of the standard methodology (cubic spline, depicted in red) is very close to
the one obtained using the most possible value of the SP fuzzy regression model. On
the other hand, the two estimates differ considerably for the smile function depicted in
Fig. 2, on the right. The corresponding estimates of skewness and kurtosis are reported
Fig. 2 Estimated volatility smile function obtained from two different inputs of strike prices and implied
volatilities: i) artificially generated input data characterized by a low spread and a regular pattern (on the left);
ii) a real initial grid of strike prices and implied volatilities recorded on November 21, 2012, characterized
by a high spread and a high implied volatility associated to deep out-of-the-money options (on the right).
We report the option strike prices on the x-axis and the obtained implied volatility levels on the y-axis.
Black dots and triangles indicate the initial input of put and call options, respectively. For each of the two
figures we depict the estimate obtained by means of the standard methodology (cubic spline, red line), and
three estimates obtained using the Savic and Pedrycz fuzzy regression method, taken as an example: the
central estimate (in green) and the lower and upper bounds with h  0
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Table 11 Estimates of skewness and kurtosis obtained using the volatility smiles in Fig. 2 as inputs
Std. Meth. TUA SP IN Std. Meth. TUA SP IN
Panel A: estimated values for the artificially generated
input data
Panel B: estimated values on November 21,
2012
Skewness 101.745 101.753 101.753 101.764 110.069 106.578 105.853 106.341
Kurtosis 3.092 3.093 3.093 3.089 6.302 4.620 4.926 4.926
We report the estimates of skewness and kurtosis obtained using the standard methodology (Std. Meth.)
and the most possible value (h  1) of the three fuzzy regression models (TUA, SP, IN). Values reported in
Panel A (Panel B) refer to the implied volatility smiles depicted in Fig. 2, on the left (right)
in Table 11, where, for the sake of completeness, we present the results also for the
TUA and the IN fuzzy regression models.
The estimates of skewness and kurtosis obtained using the standard methodology
(Std. Meth.) are very close to the most possible values computed by means of the
three fuzzy regression models for the generated initial input of data (Panel A). On
the other hand, the standard methodology overestimates both skewness and kurto-
sis when the smile function is characterized by a high spread between call and put
implied volatilities and other irregularities in the smile function (such as very high
implied volatilities associated to deep out-of-the-money options). Moreover, the rel-
ative difference between the estimates obtained using the standard method and the
most possible value of the three fuzzy regression models is higher for kurtosis than
for skewness.
This result could explain the considerable difference (in terms of MSE) in the
forecasting performance between the standard methodology on the one hand, and the
central estimate of the fuzzy regression models on the other hand (see Table 4). When
the smile function is affected by irregularities and is characterized by a high spread,
the standard methodology produces an estimate that could be very different from the
most possible value of the three regression models, in particular for kurtosis.
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