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INTRODUCTION
In recent years the innovative behaviour of firms has become an important centre of attention, especially within the EU. While a lot is known about old member states, few results were published on economies of new member states. Besides understanding the innovative process in these economies, however, it is important to shed some light on the possible policy tools which may promote convergence of these countries effectively. Also, the special features of these countries, especially their very open economies and the importance of foreign-owned enterprises, may enable researchers to study questions about the innovative process in general, what is harder to analyse in more developed economies.
In this paper we provide estimates on the relationship between innovation and productivity in Hungary, which are directly comparable with earlier results for developed European economies. We also link the firm-level innovation data to balance sheet and detailed trade data, what allows us to ask novel questions: the relationship between innovation and export performance and the specificities of foreign firms.
This analysis is made possible as a result of the EU-wide harmonized effort, the Community Innovation Survey (CIS). We use firm-level data from the 2004 and 2006 waves of the Hungarian CIS to provide comparable estimates to the Griffith et al (2006) results.
Additionally, we link these data with balance sheet and detailed trade data, what makes possible to study the relationship between innovation and different measures of firm performance. Besides productivity, we are able to study the relationship between innovation and trade performance of firms.
With the empirical model we follow a slightly modified version of Crépon et al. (1998) .
Their method allows corrections for possible biases resulting from selection and simultaneity of innovation and productivity. Similar models are frequently used in the recent literature examining the relationship between innovative inputs, outputs and performance.
To our knowledge, this is the first paper which links innovation to firm performance measured in terms of detailed trade statistics. The results suggest that innovative firms are more likely to export and export more relative to their turnover. Our transaction-level trade data makes possible to decompose firm-level export performance into the extensive (number of export markets and number of export products) and intensive margin (average export volume by product-market). We find that the exceptional export performance of innovative firms is primarily driven by exporting to more markets rather than exporting more products or a larger intensive margin.
Driving forces of innovation and productivity may differ in new member states from more advanced European economies considerably. First, the difference in the distance from the innovative frontier may make different knowledge-acquisition strategies important in these economies, which may lead to a different role of innovation. Second, in the economies of new member states foreign multinationals play a fundamental role both as producers and as knowledge owners. As decisions on innovative activity and technology of these firms are made mainly in their headquarters, their affiliates may behave differently from stand-alone domestic firms.
To shed some light on the role of multinationals in the Hungarian innovation system, we compare the innovative behaviour of domestic-and foreign-owned firms. The main result is that foreign-owned firms spend more on R&D, and are more likely to innovate, but they do not differ significantly from domestic firms in terms of returns to innovation.
This paper contributes to a number of strands in the literature. First, a recent and quickly growing literature analyses innovative behaviour at the firm level. The empirical framework of this literature is the CDM model, published in Crépon et al. (1998) . This framework enables the researchers to estimate the structural relationship among R&D, innovation and firm performance in a cross-sectional setting. We describe this model in detail later.
Growing number of papers use the CDM method to estimate the relationship between innovation and productivity by analyzing the Community Innovation Survey. Griffit, Huergo, Mairesse and Peters (2006) -hereinafter GHMP -for example, compares innovative behaviour in four European countries using the CIS: France, Germany, Span and the UK. Their main conclusion is that the environment which drives innovation and productivity in these countries is remarkably similar, with some important differences, especially in the productivity effects of different innovative activities. As GHMP is an important comparative study, we try to follow their method to make our baseline results comparable to their estimates.
There are some methodological differences between our results and those of GHMP. First, in some steps of the estimation procedure they apply instruments which are only available for innovating firms. As a remedy, we apply instruments which are reported by all firms (hampering factors) and compare our results with those of GHMP as we replicate the GHMP specification as well. Second, our data enables us to estimate the relationship between innovation and TFP as well as innovation and labour productivity. Third, we detect serious multicollinearity between instrumented variables for innovation, so in our preferred specification we include only one of those variables into the model. Robin and Mairesse (2008) reexamines the GHMP results using more recent data for France, and finds more pronounced effects of innovation on productivity, especially if a firm conducts both product and process innovations. A survey of a number of recent papers using innovation data is Hall et al. (2006) . On new member states, Damijan et al. (2008) shows on a sample of Slovenian firms that the significance of innovation as a determinant of productivity depends on the estimation method applied.
The CIS data makes possible the analysis of some specific drivers of innovation. Crespi et al. (2008) , for example analyses the importance of knowledge flows in terms of innovative behaviour in Italy. Kremp and Mairesse (2004) provides evidence using the French CIS that firm-level knowledge management policies -like promoting a culture of information and knowledge sharing, motivating employees and executives to remain with the firm, forging alliances and partnerships for knowledge acquisition, implementing written knowledge management rules -is associated with higher productivity. Leeuwen et al. (2009) includes ICT use into the knowledge production function, and shows that it is an important determinant of firm-level innovative output together with R&D in the Netherlands.
Second, our results on the relationship between innovation and export performance are related to the new-new trade literature. As innovation and productivity are positively related, trade models analysing the relationship between productivity and export performance is relevant. Melitz (2003) is the workhorse model of this trade theory, in which firms are heterogeneous with respect to their productivity. The model shows elegantly that more productive firms export more, and are able to pay the fixed costs of exporting for more export markets. The empirical regularities of the number of export markets at the firm level are analysed by Eaton et al. (2004) . Such a model provides a good framework for process innovation, and predicts that innovative firms may export more to more markets. This relationship works through productivity indirectly.
Multi-product trade models are motivated by the fact that most firms produce more than one product. Bernard et al. (2006) distinguishes between firm-level ability and product-level expertise. The combination of these two determines the firm-product-level productivity. In this framework, process innovation may be interpreted as modifying firm-level ability, leading to greater exports of existing products and export of new products. Product innovation, on the other hand, means raising product-level expertise, which can lead to greater exports of the product.
Product innovation, on the other hand, may lead to improved product quality. Baldwin and Harrigan (2007) and Johnson (2008) build models in which product quality acts as a demand shifter. Firms producing higher quality goods are able to export more to one market, and export to more markets. In these models innovation does not necessarily lead to an increase in measured productivity, and, as a consequence, allows for a more direct link between innovation and export performance.
The outline of this paper is the following. The next section summarizes the data used and the CDM model. Section 3 presents the results on the relationship between innovation and productivity. Section 4 explores the link between innovation and export performance. Section 5 analyses the differences between foreign and domestic owned firms. Section 6 concludes.
DATA AND MODEL

DATA
Comparative firm-level analysis of innovative behaviour across EU member states was made possible by the different waves of CIS conducted in EU member states regularly.
Questionnaires are harmonized across member states. There are, however, differences in sampling methods, which we correct -following GHMP -by dropping firms with fewer than 20 employees. In this paper we use two waves of the In terms of appropriability conditions, all firms report whether they used Formal protection or whether they cooperated in innovation with other entities. Also, firms report factors impeding their innovative efforts. The survey also provides a number of firm and industry controls. First, firms report whether their most significant market is International.
Second, firms report the number of their employees enabling us to create a set of dummies.
Firms can answer whether the effect of each factor was high, medium or low importance or the factor was not experienced. We generate a variable from each group, showing the number of questions the firm rated as high or medium importance. Those firms which did not implement any innovative activity tend to answer that they did not experience
any hampering factor what is difficult to separate from those who effectively skipped answering the questions. In order to correct for this, we include a variable, which takes value of 1 when firm answered 'Factor not experienced' for all these questions.
6
As the Hungarian CIS data can be merged with balance sheet data at the firm level, detailed industry classification of the firm is also available. However, this is not without cost: we lose a large number of observations. We follow GHMP in using a 10-category industry classification based on 2-digit NACE codes 7 4 GHMP include these variables when estimating the knowledge production function. In contrast to work only using the CIS data, this dataset also makes possible to estimate total factor productivity (TFP). For this we apply the Levinsohn-Petrin procedure (Levinsohn and Petrin, 2003) , and estimate the TFP for each 2-digit industry separately. For this we do not need the CIS variables, so we use all observations in the balance sheet dataset which is panel data from 1999-2006, with at least 10000 observations per year.
This dataset also contains information on ownership structure of the firm. We create a Foreign ownership dummy which takes the value of unity for firms with a foreign stake of at least 10 percent. The GHMP paper proxies capital intensity with investment intensity, which is available in the 2000 CIS wave, but not in our CIS data. Balance sheet data, however, contains information on Capital intensity, which we include into our regressions.
9
Some interesting differences deserve mentioning if one compares these statistics with similar statistics from Western-European economies (as reported in Table 2 was observed for Germany (42 % and 55 %, respectively). The difference is much larger in terms of innovative sales (for firms which implemented a product innovation), which was around 6 % in Hungary on average, while it was around 30% for Germany, the UK and Spain, and 16% in France. In summary, Hungarian firms allocate significantly less resources for
We link this to the 2002-2004 CIS data to decompose export share to its factors. In particular, we generate firmlevel variables reflecting the number of trade destinations, the number of (6-digit) products exported and the intensive margin: trade volume divided by the number of destinationproduct pairs. Table 1 shows summary statistics of our variables. The two waves of Hungarian CIS refer to 2001-2003 and 2004-2006. [ Table 1 around here]
8 While this information is reported by the firms in the CIS, the data provided to us only includes size categories. As a consequence, we use the balance sheet data to calculate labour productivity. 9 More on this dataset in Békés, Harasztosi and Muraközy (2009). innovation than their counterparts in the countries studied by GHMP, and their innovative output is also lower.
MODEL
In this paper we follow closely the model in GHMP to make our results comparable with their estimates. This model is based on Crépon et al. (1998) and is constructed in four steps: (i) Firms decide on making R&D investment or not; (ii) firms decide on the level of R&D; (iii) R&D is transformed into innovation through the knowledge production function where innovation can be product or process innovation, as reported by the firms in the CIS; (iv) the output production function transform the effect of innovation onto productivity. An important watermark of this approach is the assumption that all firms exert some innovative effort, so after estimating (i) and (ii) on available R&D data it estimates the knowledge production function for all firms in the sample.
This model describes the innovative process in a structural form. It distinguishes between the inputs (R&D) and the output of innovative activity (the reported process or product innovation). The model starts from a decision to conduct R&D, then analyses its effect on innovative output and measuring the relationship between innovative output and productivity.
It, however, ignores any possible reverse causation, e.g. that more productive firms have more funds to conduct R&D.
This four-step approach is suggested to solve the problem of unobserved heterogeneity and simultaneity in the data. 'Better' firms are more likely to be more productive, conduct more research and are more likely to innovate. Ignoring this kind of simultaneity may lead to biased estimates, establishing a spurious positive relationship between innovation and productivity or R&D and productivity. Simultaneity can be handled by using instrumental variables instead of the observed innovative effort. As most firm-level datasets of innovation are cross-sectional at the moment -or repeated cross-sections with a relatively small number of observations, as in our case -only such contemporaneous instruments are available.
Another issue is the low number of firms conducting R&D and/or innovation. These firms are those, which can expect the most from innovative activities in expected value terms. As a consequence, the return of their innovative effort is likely to be larger than the average across all firms. Omitting this source of selection would lead to an upward bias in the returns to R&D and innovation. The solution is modelling the selection process explicitly in (i) and correct for selection in (ii). As a consequence, equations (iii) and (iv) can be estimated on the whole sample of manufacturing firms, predicting the relationship between R&D, innovation and productivity for all firms, not only for the innovative ones. This approach then yields estimates which are representative for all firms in the sample. Equations (i) and (ii) are estimated 10 simultaneously by applying a Heckman-model, in which R&D is the dependent variable to control for selection. The predicted values for R&D are calculated for every firm in the sample from the Heckman-model what corrects for the effect of selection. When identifying the selection process -following GHMP -we exclude firm size from the second step, assuming that it only affects the probability that a firm conducts some R&D, but it is independent from the R&D intensity conditional on conducting R&D. Instead we include industry dummies, a dummy showing whether firm faces international competition and the hampering factor variables into both equations. GHMP also includes demand pull, funding and source variables into the second step. We, however, omit them, as they are not available for non-innovating firms, and including them in the second step only may lead to biased and inconsistent results if they are correlated with the error term in the selection equation, what is rather likely. 11 10 The formal description of the econometric model can be found in Appendix A of Griffith, Huergo, Mairesse and Peters (2006) . 11 See for deatails in Wooldridge (2002) p.562.
As a robustness check we re-estimated our model with specification in GHMP and report the results in the Appendix.
The predicted R&D effort is considered as an input in the knowledge production function and innovative output can be product or process innovation as reported by the firm in the CIS.
As the measure of innovative activity is a dummy variable, the knowledge production function is estimated by a probit model. We estimate 3 probit models for 3 different measures of innovative output. Besides binary variables for process and product innovation, we construct the innovator binary variable reflecting whether the firm has been engaged in product and/or process innovation. The probability of innovation is predicted from this model for all firms.
In the final step, we are interested in the effect of innovation on firm productivity. In this equation, the dependent variable is labour productivity or TFP. The main explanatory variables are the predicted probability of innovation, and the controls are size categories and capital intensity.
There are firms in the CIS data which cannot be linked to the balance sheet data.
Consequently we do not have productivity measures and exact (4-digit) industry classification information for all firms. As these variables are not important for estimating the determinants of R&D intensity and innovation, we estimate these equations of the full CIS sample to obtain as precise instruments as possible. In the last step, when estimating the relationship between innovation and productivity, we restrict the sample to those firms which can be linked to the balance sheet data. We have also estimated the full model on the restricted sample -not reported here -which did not change the results. Table 2 are similar with the variables used by GHMP. We also include a dummy variable for the year of the survey and industry dummies. The excluded variables are the size category dummies. Thus it is assumed that size only affects selection rather than R&D intensity.
RESULTS OF THE CDM MODEL
R&D AND R&D INTENSITY
International competition and formal protection are important determinants of conducting R&D continuously. These variables are positively related both to conducting R&D and its intensity. Their marginal effects are, however, somewhat lower in Hungary than in the countries analysed by GHMP. Also, industry differences are significant, with the highest probability and intensity in chemicals.
From the hampering factors 'no need for innovation' is the most important, negatively affecting both the probability of R&D and intensity. Managers perceiving no need for innovating are less likely to invest into research and development. This result can be importance for policy; the lack of managerial motivation is more important predictor of the lack of innovation than other factors, what are more directly addressed by innovation policy.
As 25 % of Hungarian firms in the CIS indicated that there is no need for innovation, innovation policy may focus on this hampering factor. Naturally it is important to find out to what extent answering 'no need for innovation' is a rationalisation rather than a cause for the lack of innovation.
The other significant impediment factor is the high cost or lack of finance for innovation, which affect R&D intensity but not the probability of conducting R&D. Also, firms not answering questions about the hampering factors are less likely to conduct R&D, reflecting that non-innovative firms are more likely to skip this question. Larger firms are also more likely to conduct R&D.
[ Table 2 around here] KNOWLEDGE PRODUCTION FUNCTION Table 3 shows the knowledge production function for process and product innovation. The third column reports results for innovation (product and/or process innovation). The estimated model is probit, and marginal effects are reported (at sample mean). The model is estimated for all firms in the CIS sample, including those that did not conduct R&D.
The marginal effect of R&D is precisely estimated but it is significantly smaller than for other countries: doubling R&D effort increases the probability of process and product innovation by 5 and 7 %, respectively. The estimated marginal effect is 1-3 times larger in the Western European economies. This, however, can be a consequence of the much smaller share of innovative firms in Hungary compared to Western Europe (as marginal effects are reported at sample mean). In terms of size, larger firms are more likely to produce process innovation, but it is not true for product innovation. Innovation-hampering factors also lead to lower innovativity. Again, 'no need for innovation' is the most important variable from the hampering factors, having a robust negative coefficient. Market factors also play some role in this model, but the sign of this variable varies across specifications.
[ Table 3 around here]
OUTPUT PRODUCTION FUNCTION Table 4 presents the results for the output production function, i.e. measures of productivity are explained by the instrumented innovation variables, capital intensity (in case of labour productivity), firm size, industry dummies and an ownership dummy to capture the productivity differences between foreign and domestic firms. The sample is restricted to those observations for which the CIS data and the balance sheet data can be matched. The method of estimation is OLS, and we allow the residuals to be heteroskedastic.
The main result in the first and fourth regression is that both innovation measures are significant, but has the opposite sign. This is a sign of multicollinearity, which is not surprising, as the correlation between the two predicted innovation measures is 0.89, while the correlation between the original measures of product and process innovation is 0.44. It seems to be that the estimated knowledge production function is very similar for product and process innovations, suggesting that the instruments are able to predict some common drivers behind the two innovation measures rather than capturing the factors specific to the individual innovation measures. This makes hard to distinguish between the two in the output production function with our sample size.
We propose two solutions for this problem. First, we omit the process innovation measure (which was less important in the GHMP exercise) from the output production function to reduce the extent of multicollinearity. As a result, the coefficient of product innovation is highly significant. The point estimate is 0.17, suggesting that innovative firms are 17 % more productive than similar non-innovative firms. This is very large compared to the results of GHMP, suggesting that innovation is more strongly related to productivity in Hungary than in the comparison countries. Replacing the product innovation variable with process innovation (not reported) yields very similar results, suggesting that the two predicted innovation variables measure very similar characteristics.
The second solution is to replace the two innovation measures with one, which shows whether the firm was innovative, i.e. did it implement a process and/or a product innovation.
This variable is also highly significant and its point estimate is very similar to the coefficient of product innovation: 0.21. This result reassures the suspicion that only the effect of one of the innovation measures can be meaningfully estimated in the Hungarian dataset.
Capital intensity has a much larger coefficient than those estimated for investment intensity by GHMP for Western European economies. This may be a consequence of the difference between investment-and capital intensity. The inclusion of the less noisy measure in our estimates may also affect the estimated coefficients of the innovation measure. If this is the case, however, then the effect of innovation can be even more important when one can properly control for capital intensity. 12 As the aim of including capital intensity to a regression which models labour productivity is to proxy total factor productivity, it is appealing to estimate TFP directly from balance sheet data, and replace labour productivity with it as the dependent variable in the output production function. We estimate TFP with the Levinsohn-Petrin procedure separately for 2-digit industries to allow for differences in technology across sectors. 13 Qualitatively the results are similar to those with labour productivity: multicollinearity plagues the estimates when two innovation measures are included, while it is positive and significant when only one variable is included 14 . The point estimates are, however, larger when the dependent variable is TFP rather than labour productivity. This may suggest that the effect of innovation is even larger when TFP is estimated properly on panel data. 15 12 Unfortunately we do not have measures of investment intensity. 13 More on the sample and productivity estimation can be found in Békés, Harasztosi and Muraközy (2009) . 14 It is, however significant only at the 10% level in 2006. This may be the consequence of the smaller sample size. 15 The CDM is a cross-sectional method, but linking it with the balance sheet data enables one to estimate the relationship between innovation and changes in productivity. Our attempt to replace productivity with change in productivity or firm growth in the last step yielded insignificant coefficients. Standard errors in the exercise were very large, suggesting that more variation and longer time dimension are needed to precisely estimate such a model.
THE RELATIONSHIP BETWEEN EXPORTING AND INNOVATION
In export-driven economies better export performance is at least as important as an increase in productivity. As a consequence it is essential to understand whether innovation can contribute to export performance. Our aim in this section is to estimate the relationship between innovation and different measures of export market performance. First, we concentrate on variables that can be obtained from the balance sheet: whether the firm is an exporter and its export intensity relative to its turnover. Second, we generate firm-level variables using the detailed trade dataset. We calculate the number of export destinations and the number of exported (6-digit) products. These variables belong to the firm-level extensive margin of trade.
The intensive margin for firm i is calculated as the ratio of firm-level export volume divided by the extensive margin: the number of export destination-exported product combinations.
This definition allows us to decompose firm-level export volume to the number of destinations, the number of products and the intensive margin.
Exporter status and export intensity are calculated from the balance sheet data. These data are linked to both waves of the CIS data. We now turn to the disaggregation of this export-premium into three margins. Table 6 reports the results for the variables generated from detailed trade data. Innovative firms export to 2.8 more markets on average, suggesting that innovative firms are able to export profitably
We do not need to change the CDM method significantly to analyse export performance and innovation; the dependent variable in the last step should be replaced with the export performance variables. When the dependent variable is the exporter dummy, we estimate a probit model. For the export intensity, what is 0 for non-exporting firms, we estimate a Tobit model.
The first two columns of Table 5 show regressions results with exporting dummy and export intensity as dependent variables. In different specifications we use different innovation variables. The table suggests a robust pattern: both probability of exporting and export share are significantly positively related to the innovative activity of firms. The tobit regressions suggest that innovator firms export 30% more of their turnover than their non-innovating counterparts.
[ Table 5 around here]
16 Muraközy and Békés (2009) shows that such transactions can behave differently for larger, permanent trade flows.
to more distant and smaller markets. 17 Table 7 provides evidence for difference in innovative behaviour between foreign and domestic firms. Very large discrepancies can be observed in terms of every variable in the table; foreign firms are more likely to conduct R&D, they invest more into R&D, are more likely Interestingly, however, innovation is not associated with a larger number of exported products, suggesting that improving existing products -or introducing new varieties within an already exported product class -is a more important effect of innovation than introducing new, relatively distinct products to export markets.
The intensive margin is positive, but insignificant. This, however, does not mean that trade volume of innovative and non-innovative firms are the same on a given market. As innovative firms are more likely to export to more distant and smaller markets and their average turnover per market is the similar to that of non-innovative firms, they should export more to larger and less distant markets.
[ Table 6 around here]
These data also enable us to analyse whether innovation affects trade performance indirectly through productivity or directly through, for example, improving the quality of the products. It requires robustness checks; we also reran the regressions in Table 5 and Table 6 with TFP as an additional explanatory variable -not reported. This did not change the estimated coefficients to any significant degree, suggesting that the relationship between innovation and export performance is a direct one. This provides some support that the higher export performance of innovative firms is mainly driven by enhanced product quality rather than by higher productivity.
All in all, our results confirm a strong and important link between innovation and export performance. Innovative firms are more likely to export; they export more and serve more markets. Being able to export to new markets seems to be the major trade-related effect of innovation.
THE DIFFERENCE BETWEEN DOMESTIC AND FOREIGN FIRMS
In new EU member states there is a very wide gap between internationally competitive foreignowned firms and domestic firms which mainly produce for the domestic market. These differences may turn up in their innovative behaviour. We reran our regressions with a control for foreign-owned firms to see differences in different points of the innovation process. The duality between domestic and foreign firms is very important for different policies, as a major aim of innovation policy in new EU member states is helping domestic firms to integrate into the more productive, internationally competitive segment of the economy.
to be innovators and are more productive than domestic firms. As both innovative input and output are larger for foreign firms, it is not clear from the descriptive statistics alone whether foreign firms only invest more in innovation or they are also able to transform innovative inputs into innovative outputs more effectively.
We include foreign dummy into all equations and also include interaction of the foreign dummy and the R&D measure into the knowledge production function and the interaction of the foreign and innovation dummies in the output production function to explore the innovation efficiency difference. The foreign dummy is 1 if at least 10% of the firm is in foreign hands and 0 otherwise. Note that, as there is no ownership information in the CIS database, we have to restrict the sample in each step to firms which can be found both in the CIS and the balance sheet data. Table 8 presents our results.
[ Table 8 around here]
The R&D selection equation (column 1) shows that foreign and domestic firms do not differ significantly in their willingness to conduct R&D. Column 2 suggests that if foreign firms conduct R&D, its intensity is about twice as large as that of similar domestic firms -although this effect is only significant at the 10 % level.
The results in column 3 for the knowledge production function suggest that ceteris paribus foreign firms are more likely to innovate; the highly significant point estimate shows that the difference in term of probability is about 7.5 %. The sign of the interaction term is negative,
showing somewhat lower return of R&D for foreign firms. This implies that conducting R&D is a weaker predictor of the innovative activity of foreign firms. This may be explained by the fact that foreign firms are more likely to rely on R&D conducted abroad which does not show up in the Hungarian CIS survey. 18 18 This effect is present when the dependent variable is product innovation or process innovation rather than output innovation variable.
The output production function shows that foreign firms are more productive, and the return of innovative activity in terms of productivity is similar to domestic firms.
All in all, foreign firms seem to be conducting somewhat more R&D than domestic firms.
The strongest result, however, is that foreign firms are more likely to introduce innovations, and the relationship between R&D and innovation is less pronounced in their case, possibly as a result of R&D conducted abroad.
One concern with this approach can be that the relationship between foreign ownership and innovative behaviour differs across sectors. These differences are not necessarily taken up by the set of sectoral dummies in each equation, as the coefficients of R&D intensity or innovation may differ for sectors with different innovation systems. Also, foreign firms may choose sectors they enter selectively, which may lead to estimation problems. Table 9 shows the number of innovators and foreign firms by this classification for the firms which can be linked to the balance sheet data. The 20 The share of innovators should be less than 50% for all sets of sectors making identification possible.
The table also suggests systematic differences in foreign entry; foreign firms are more likely to enter more high-tech sectors of the economy. Here, again there is no difference between the medium high-tech and high-tech sectors.
Based on this evidence we distinguish between low-and medium low-tech sectors on the one hand (LOW) and medium high-and high-tech sectors (HIGH) on the other, and run the CDM model separately for the two sets of sectors. Table 10 shows these results. The first and most interesting result is the lack of difference between domestic and foreign firms in the high tech sector. One have to remember, though, that the sample size in case of high-tech sectors is much lower, possibly leading to less significant estimates. But even considering this the very low point estimates of the coefficients suggest that the innovative behaviour of foreign and domestic firms is very similar in these sectors. It is even more surprising that while there is a positive relationship between R&D and innovation, as expected, innovation does not seem to be leading to productivity gains. Probably sectoral fixed effects and time dummies take up all important differences in TFP and innovation is not related in this time window to TFP.
In contrast to high-tech industries, we can observe large difference between foreign and domestic firms in the low-tech sectors. First, foreign firms are slightly more likely to conduct R&D (although it is only significant at the 10 % level). Second, similarly to our estimates on the whole sample, there is a weaker relationship between R&D intensity and innovation for foreign firms, which may be explained by the international nature of their R&D activities. Third, innovations seem to matter more for foreign firms in terms of productivity.
Innovative behaviour of foreign firms seems to be different only in the low-tech sector.
Probably, domestic firms with less innovative strategies are more likely to survive in these sectors than in the high-tech industries. In low-tech industries, the relationship between R&D and innovation is weaker for foreign firms, but innovativeness seems to be more closely related to TFP than in case of domestic firms.
SUMMARY AND CONCLUSIONS
The main aim of this paper was to estimate the relationship between innovation and competition for Hungarian firms linking different firm-level databases. We relied on a slightly modified version of Crépon et al. (1998) to control for simultaneity and endogeneity. The exercise showed that the method yields reasonable results for Hungary. Our results are comparable with those of GHMP who compared 4 Western European countries.
Both R&D performing and innovative firms are much less frequent in Hungary than in the comparison countries. We have found a significantly weaker link between R&D and innovative output in Hungary than the estimates of GHMP, suggesting that the role of R&D in producing innovations is somewhat limited in this new member state; other inputs seem to be more important in the knowledge production process. Regarding productivity, on the other hand, the return of innovative activities appears to be very important for Hungarian firms.
As the Hungarian CIS data can be merged with balance sheet data, we could estimate TFP directly from a large firm-level panel dataset, and check the robustness of the results for this change. Estimated results suggest that the return of innovation is even higher if TFP is measured properly, at least in case of Hungary.
Our dataset also enables us to link the CIS data to detailed trade data, and to study the relationship between innovation and export performance. Innovative firms are more likely to export and their export intensity is larger. The decomposition of firm-level exports into the extensive and intensive margins shows that innovation is strongly related to the number of markets an exporting firm serves, and not related to the number of products exported. Average export per product-destination is similar for innovative and non-innovative firms, suggesting a larger export volume for more important trading partners for innovative firms.
Finally, very large gap was quantified between foreign and domestic firms in terms of innovative inputs, outputs and productivity. This analysis suggests some differences in R&D intensity between domestic and foreign firms, but conditional on R&D-intensity foreign firms are more likely to innovate than similar domestic firms. Also, R&D conducted in Hungary is a weaker predictor of innovation for foreign firms as a consequence of their global R&D activity.
These important structural differences suggest that different innovation policy approaches may be optimal for the two sets of firms. Standard errors below coefficients are robust. Reported are marginal effects for the expected value of the R&D intensity conditional on doing R&D. Industry dummies, year dummy are included in both equations. Industry marginal effects are not shown, W reports the p-value of a test of the joint significance. * Significant at 10%, ** significant at 5%, *** significant at 1%.
Table 3
Knowledge production function The equations are probit equations showing whether the firm conducted process innovation, product innovation or either of them.. Standard errors below coefficients are robust. Numbers reported are the marginal effects (at the sample means) from a probit. W_industry reports the p-value of a test of the joint significance of the industry dummies. * Significant at 10%, ** significant at 5%, *** significant at 1%. Dependent variables: labour productivity (log sales per employee) and TFP (estimated with the Levinsohn-Petrin method). The sample is resricted to the subsample of firms which can be linked to balance sheet data. Industry dummies are included. Robust standard errors are reported. * Significant at 10%, ** significant at 5%, *** significant at 1%. Dependent variables: exporter status and export intensity. The regressions for exporter status are estimated with probit, the export-intensity equations are estimated by tobit model. The sample is resricted to the subsample of firms which can be linked to balance sheet data. Industry dummies are included. Reported are marginal effects at sample mean. Robust standard errors are reported. * Significant at 10%, ** significant at 5%, *** significant at 1%. Dependent variables: number of export markets, products exported and the intensive margin at the firm level. The regressions are estimated with OLS. The sample is resricted to exporting firms in the 2004 wave of CIS. The extensive margin is the number of destination-product combinations, and the intensive margin is export volume divided by the extensive margin. Robust standard errors are reported. * Significant at 10%, ** significant at 5%, *** significant at 1%. The sample is restricted to firms which can be found both in the CIS and the balance sheet database. Reported are marginal effects. Set of industry and size dummies are included in all regressions, but not reported to save space. Columns (1) and (2) are estimated with Heckman model, Column (3) with probit and (4) with OLS. Robust standard errors are reported. * Significant at 10%, ** significant at 5%, *** significant at 1%. The sample is restricted to firms which can be found both in the CIS and the balance sheet database. Reported are marginal effects. All variables in the baseline model (table 2-4) are included, but not reported to save space. Columns (1) and (2) are estimated with Heckman model, Column (3) with probit and (4) with OLS. Robust standard errors are reported. * Significant at 10%, ** significant at 5%, *** significant at 1%.
APPENDIX
RESULTS OBTAINED BY USING GHMP APPROACH
There are some differences between our preferred method and that of GHMP. There are some methodological differences between our approach and those of GHMP. First, in some steps of the estimation procedure they apply instruments which are only available for innovating firms.
As we find this problematic, we apply instruments which are reported by all firms (hampering factors). Second, our data enables us to estimate the relationship between innovation and TFP as well as innovation and labour productivity. Third, we detect serious multicollinearity between instrumented variables for innovation, so in our preferred specification we include only one of those variables into the model.
We consider our instrumentation strategy more conservative, as the instrument excluded from the second step of the procedure of GHMP may violate the assumptions that these variables should be independent from the error term of the selection equation. We were interested whether our more conservative different instrumentation strategy affected the results in any important way. To check this, we have re-run the model with the instruments in GHMP. Also this makes possible the direct comparison of our results in Hungary to that of GHMP for Western European economies. From the new variables, demand pull factors and national and EU funding are highly significant. As the following table shows, the qualitative results on the key variables are unchanged in a qualitative sense.
The quantitative results are somewhat different, however. Most importantly, the effect of R&D in terms of innovation becomes much higher with these less conservative instruments: it increases from about 0.07 to 0.18. This is much closer to the estimates of GHMP, but it is still significantly lower than those estimated for the Western European economies. The effect of innovation on productivity, however, is surprisingly similar to our earlier estimates. While this shows the robustness of the results, it may also show that the instrumented innovation variable is only slightly affected by the R&D variable, and other characteristics (industry and size) are more important in it. The sample is restricted to firms which can be found both in the CIS and the balance sheet database. Marginal effects are reported. Set of industry and size dummies are included in all regressions, and W_industry denotes their joint significance. Similarly, W_sources and W_demand-pull shows the joint significance of source and demand pull variables, respectively (see Table 1 for the variables in these groups). Columns (1) and (2) are estimated with Heckman-model, Column (3) with probit and (4) with OLS. Robust standard errors are reported. *, **, *** significant at 10%, 5%, 1%, respectively.
