Abstract: Creative thinking can be defined as a form of neural processing in the human brain that develops a novel and valuable unity between different or remote percepts or concepts. Recently, experimental studies have demonstrated that the connections made between engram cells or associative memory cells through synaptic plasticity are the neural substrates of memory. Considering the concept of cell assembly, which conjectures that a special group of neurons that connect together and fire simultaneously or sequentially is the neural basis for a percept, memory, or concept, we propose herein that when we acquire a new percept or learn a new concept, a group of new engram cells and their associated circuits will be formed in the brain. We postulate that creative thinking is a form of neurophysiological processing in which a new engram cell group encoding a novel design, concept, or idea arises through the formation of novel connections and/or modulates associations between already existing engram cell groups representing preexisting percepts, memories, or concepts. Aspects of associative and predictive processing are the key components of this proposed mechanism of creative thinking and memory formation.
PUBLIC INTEREST STATEMENT
Creativity is and has been humanity's most useful ability for thriving on earth. Artificial intelligence has gradually become one of the hottest topics in science and engineering over the last decade. However, knowledge of the neuropsychological mechanisms of creative thinking is quite limited. In this article, we postulate a new cellular-level model to explain the processes of creative thinking. We believe that this new model could provide further inspiration for the development of computational creativity, a promising subfield of artificial intelligence.
Kanematsu and Barry identified three core elements of creativity: creative people, creative products, and the creative process. A creative person is someone vibrant and smart; a creative product is something that never existed before, like a new game or song; and the creative process is the act of a creative person producing a creative product. The creative process as described by Kanematsu and Barry refers to a broad and dynamic interactive framework that includes creative people and their natural and social environments (Kanematsu & Barry, 2016) . Theories related to the creative process include investment theory (Sternberg, 2006) , action theory (Glaveanu et al., 2013) , and honing theory (Gabora, 2017) . However, in this article, we only discuss a relatively narrow aspect of the creative process-namely, creative thinking, which takes place exclusively within an individual's brain.
In this paper, we first review published theoretical models of creative thinking and detail how and why we have come to believe that these theories either assert or imply that the processing of associations and predictions in the brain is the critical component of creative thinking. Various associations between different or remote percepts or concepts appear when a person is immersed in creative thinking, and predictive processing occurs simultaneously to select a novel and valuable combination. Next, we examine the relevance of creative thinking theory to neuroscientific findings on the memory engram and the evidence for associative and predictive processing in the brain. We then present a new hypothesis of creative thinking in which we speculate that creative thinking is a neurophysiological process that involves the formation of new engram cell groups, which represent novel designs, concepts, or ideas. The formation of new engram cell groups is dependent on synaptic plasticity. The novel connections or associations between preexisting engram cell groups, namely those representing existing percepts and concepts, are induced, promoted, and consolidated by associative and predictive processing. Finally, we discuss approaches that may be used to test this hypothesis, including molecular functional magnetic resonance imaging (fMRI) technology and computational modeling, as well as the possible applications of this hypothesis in artificial intelligence (AI).
The theories about creative thinking: a historical perspective
To understand the mystery of human creativity, many theories have been proposed. In 1926, Wallas proposed that there are four main stages that comprise the process of creative thinking: preparation, incubation, illumination, and verification. During the preparation stage, the brain will accumulate useful resources for the later creation of new ideas. The processing of associations happens when incubation takes place. Incubation sometimes appears unconsciously to people. This is the "combinatory play" conceived by Einstein. Next comes the illumination stage, defined as an instantaneous "flash" that is always conceived as the peak of a successful trial of association, which was perceivably preceded by a series of unsuccessful and tentative trials. The last stage (verification) involves checking the validity of an idea and reducing it to a precise form (Wallas, 1926) . The illumination and verification stages rely on predictive processing, which allows people to forecast the value of a new idea based on experience and knowledge.
In the 1950s, Guilford proposed the concept of divergent thinking. Divergent thinking is the ability to generate multiple solutions to a problem and is characterized by a spontaneous and selfgeneratable process. Guilford also referred to divergent thinking as synthetic thinking, as it requires the ability to draw on ideas from across disciplines. Thus, divergent thinking is also a form of associative processing (Guilford, 1967) .
In 1960, Campbell suggested that creative thought should be seen as a blind-variation and selective-retention process (BVSR) (Campbell, 1960) . In addition, Simonton proposed that creativity is largely affected by the capacity to produce blind combinatorial variations, which suggests that it is possible to translate the BVSR theory of creativity into combinatorial (i.e., associative) models (Simonton, 2010) . Dietrich et al. later expanded on this theory by applying two paradigms: the evolutionary framework and the emerging prediction framework. According to Dietrich and Haider, blind variation generates ideas, and selective retention determines their usefulness. They proposed that the transition from variation to selection depends on the predictive nature of our brains. In other words, prediction is not only able to give directions to the brain about ideational options but also establishes standards for selection (Dietrich & Haider, 2015) .
Indeed, association has been mentioned in many different theories as an important factor for creativity. In 1890, James suggested that combinations of elements and associations are required for creativity to appear. In 1930, Spearman indicated that creativity is a process that combines two or more ideas that were previously isolated (Heilman, 2016) . In 1962, Mednick proposed the associative theory under which creative ideas arise spontaneously through associative processes rooted in semantic memory (Mednick, 1962) . He cited the French mathematician Poincaré: "ideas rose in crowds; I felt them collide until pairs interlocked so to speak, making a stable combination." Poincaré also argued that the establishment of the existence of a class of Fuchsian functions was stimulated by that odd yet useful combination. Mednick concluded that the more unrelated the ideas combined during the creative thinking process are, the more useful the ultimate outcome of that creative process. After association, the first step in creative thinking, selection of the right combination will occur accordingly. Therefore, Medick proposed that selections are based on the problems themselves. All problems have their unique set of requirements. If the consequences of the combination fit the requirements of the problem, that combination is selected. In other words, the process of evaluating whether a combination fits the requirements can be regarded as predictive processing. In 1964, Koestler proposed the bisociation theory, he believed that the blending of elements that were previously distant to each other is caused by a process involving comparison, abstraction, categorization, analogies, and metaphors (Koestler, 1964) . Thus, the bisociation theory also emphasizes the role of association in creativity.
In 1992, Finke et al. established the "Geneplore" model, which depicts creativity in terms of two phases: a generative phase and an exploratory phase. During the generative phase, various forms of information based on previous experiences and knowledge are retrieved and further associated to form many potential ideas called preinventive structures. During the extensive exploratory phase, preliminary ideas will be evaluated, selected, elaborated, and modified based on realworld constraints. According to Finke, the creative process presents a cycling between the two phases (Finke, Ward, & Smith, 1992) , which also could be considered an association and prediction cycle.
In 2010, another theory called the explicit-implicit interaction theory was established, paving the way for a novel understanding of creative problem-solving. The five principles underlying this theory are (1) the similarities and differences between explicit and implicit knowledge, (2) the cooperation between explicit and implicit processes, (3) the overlapping representation of explicit and implicit knowledge, (4) the combination of the results of explicit and implicit processing, and (5) iterative processing. The interactions between explicit and implicit processes are crucial for the understanding of this theory. However, explicit processing is related to the preparation and verification stages, namely, the predictive process; implicit processing is related to incubation, namely, the associative process (Hélie & Sun, 2010) .
A more recently introduced controlled-attention theory posits a top-down process in which creativity has the ability to control attention and cognition. The theory itself is very much selfexplanatory: controlled processes generally occur during creative idea production. They are often goal-directed, aiming for spectacular ideas. However, according to controlled-attention theory, the brain will consciously interfere with these "plain" ideas and move on to come up with some more interesting associations . This type of control is thus called cognitive control. To make this concept clear, first the brain works on a predictive basis. Second, the predictive processes are used by controlled attention to prioritize information (Schröger, Kotz, & SanMiguel, 2015) . Therefore, the controlled-attention theory is mainly based on the predictive nature of the brain.
In 2014, Wiggins and Bhattacharya, after reviewing a wide range of factors, argued that preconscious creativity happens prior to conscious creativity. Unconscious thought is the key to connecting remote and incomplete memories with current issues, creating different potential associations. Wiggins believed that creativity results from the mechanism of adaptive prediction. The foundation of brain function is prediction, not reaction (Wiggins & Bhattacharya, 2014) .
In 2016, Pétervári et al. surmised that there are essentially two widely accepted operations of the creative problem-solving process: the manufacture of ideas and the selection of outcomes (Pétervári, Osman, & Bhattacharya, 2016) . Based on what has been discussed above, we believe creative thinking is mainly carried out by the processing of association and prediction. Hence, the dynamic interactions between association and prediction are the critical components of creative thinking.
Engram cells and a new hypothesis of creative thinking
Although the theories described above put forward some overall concepts for understanding creative thinking, neuroscience requires us to draw a clear picture of the neural mechanisms for creative thinking at the cellular level. The study of creative thinking belongs to cognitive psychology, which studies how people perceive, learn, remember, and think about information (Sternberg & Sternberg, 2011) . Memory is one of the two main starting points for creative thinking, the other being perceptual input (Wiggins & Forth, 2015) . It is generally believed that memory exists in the form of changes in the connections between neurons. In humans, there are trillions of connection points, also known as synapses, which constitute the physiological units of memory. Plasticity of this massive quantity of neurons and synaptic connections is critical for information storage and memory and is mediated mainly by strengthening and weakening of synaptic connections through long-term potentiation (LTP) and depression (LTD), respectively (Camina & Güell, 2017; Stanton & Sejnowski, 1989) . Via these mechanisms, the strength of synapses will be adjusted accordingly through LTP and LTD whenever a piece of information flows across neurons. This is the widely accepted Hebbian synaptic plasticity theory (Hebb, 1949) .
Another important theory of memory is the memory engram theory introduced by Richard Semon in 1904. Memory engram cells are "a population of neurons that are activated by learning, have enduring cellular changes as a consequence of learning, and whose reactivation by a part of the original stimuli delivered during learning results in memory recall" (Tonegawa, Liu et al., 2015a) . Memory engram cells and circuits have recently been identified in mouse hippocampus and amygdala using novel technologies that label and trace memory engrams over time and in response to particular experiences or neurophysiological manipulations. Specifically, memory engram technology is a combinatorial approach involving integration of transgenic, optogenetic, and pharmacogenetic technologies along with memory training experiments. For example, genetic engineering techniques in mice can be used to tag cells expressing immediate early genes (e.g., c-fos or arc), which are markers of neuronal activity, during contextual fear conditioning (a memory training experiment), and then specifically induce the expression of channelrhodopsin-2 in activated neurons. Channelrhodopsin-2 is a retinylidene protein that functions as a lightresponsive cation-selective ion channel; thus, upon activation by light, cations flow through these channels and can induce an action potential (Nagel et al., 2003) . When these labeled neurons were activated by blue light through optic fibers mounted on the brain, mice showed conditioned freezing behavior even in the absence of the cue. In control experiments, conditioned freezing behavior was not observed in non-fear-conditioned mice, although they also expressed channelrhodopsin-2 in a similar proportion of neurons. These studies provided direct evidence that memory engram cells and circuits are the substrate of memory information storage (Liu et al., 2012; Tonegawa, Pignatelli et al., 2015b) .
In cross-modal reflex experiments, paired odor and whisker stimulations were applied to establish whisker-induced olfactory responses and odorant-induced whisker motion in mice. These studies suggested that associative memory cells may be located in sensory cortices, where they may carry out storage and retrieval of multiple associated signals by establishing mutual synaptic innervations among coactivated sensory cortices (Wang & Cui, 2017) . It is thus reasonable to believe that associative memory cells and memory engram cells are the same kind of cells. Wang et al. also speculated not only that the association of endogenous signals could induce the formation of primary associative memory cells in sensory cortices but also that associative thinking and logical reasoning could promote the formation of new high-level associative memory cells through connections of different primary associative memory cells with mutual synapse innervations. They summarized their hypothesis as follows: "the more associative thinking is, the higher the integration of associative memory cells and the more inspiration there is" (Wang & Cui, 2017) .
Memory engram theory can be integrated with the concept of cell assembly first introduced by Hebb in 1949. Hebb's cell assembly model claims that a special group of neurons that connect together and fire simultaneously or sequentially is the neural basis for a percept, memory, or concept (Hebb, 1949; Huyck & Passmore, 2013) . Based on (1) theories of creative thinking, (2) recent discoveries and characterizations of memory engram cells, and (3) the concept of cell assembly, we herein propose a new hypothesis of creative thinking.
First, we propose that a special group of engram cells (or memory associative cells) forms a special cell assembly, which represents a percept, memory, or concept. When we acquire a new percept or memory or learn a new concept, a group of new engram cells or memory associative cells will form in our brains. The associated engram cells or memory associative cells in this special group are probably distributed over broad cortical areas and certain subcortical areas rather than in a special brain region.
Second, we propose that creative thinking can be defined as processes of the human brain that develop novel and valuable unities between different or remote percepts or concepts. Therefore, we speculate that creative thinking is also a neurophysiological process, similar to learning, which involves the formation of new engram cell groups representing novel designs, concepts, or ideas. The formation of new engram cell groups is a process that connects or associates preexisting engram cell groups that represent previously acquired percepts and concepts. This processing is also dependent on synaptic plasticity. Third, we consider how the new engram cells are grouped and how neural representations of a new design, concept, or idea can form without learning or training from the external environment. We postulate that associative processing and predictive processing in the brain are the critical mechanisms that induce, promote, and consolidate the connections between relevant neurons during the formation of new engram cell groups when we think creatively. In short, creative thinking is the result of neurophysiological processing dependent on association and prediction in which a new engram cell group representing a creative idea is formed.
The smartphone, as an example of a creative product, is useful for explaining this hypothesis. A smartphone combines a series of individual electronic devices, such as a wireless phone, personal computer, internet, camera, and GPS navigator. From a neurophysiological view, the physiological basis of every percept, memory, or concept is based on relevant groups of engram cells in the brain. In the process of creative thinking, the engram cell groups representing distinct concepts such as personal computers, wireless phones, and cameras are associated with each other. After acknowledgement of the value and realizability of such associations during predictive processing, this group of interneurons (engram cells) will establish a solid connection with existing engram cell groups representing the disparate concepts and then coordinate these engram cell groups to form a new engram group that encodes the design for a smartphone that incorporates the disparate concepts. The free energy principle, which is based on the characteristic of biological systems that have a motivation to resist a natural tendency to disorder, has been applied as an important global theory of how the brain works. Minimization of prediction error or avoidance of surprise is the motivation of the brain (Friston, 2010) . During the processing of creative thinking, a broad and random association among different percepts, memories, and concepts (i.e., a brainstorm) appears in the brain in a high-entropy state. The brain actively predicts these temporary associations, and when an ideal combination meets a merit criterion, the prediction error is minimized. This special association representing a creative idea is then consolidated, which means a group of new engram cell groups is formed, and the brain returns to a low-entropy state.
Neuroscientific findings on associative and predictive processing in creative thinking
Since association and prediction are critical for the process of creative thinking, it is important to consider the experimental evidence linking these two neurophysiological processes with creative thinking. First, neuroscientific studies have demonstrated that intra-and interhemispheric connectivity, which are related to association, play key roles in creativity. Jausovec et al. found that electroencephalographic (EEG) coherence was related to the level of creativity needed to solve a problem. Noticeable increases in intra-and interhemispheric cooperation mainly between distant brain regions were observed in the EEG activity of respondents solving dialectic problems. These results are explained by the more intense involvement of the long-range corticocortical fiber system in creative thinking (Jausovec & Jausovec, 2000) . Jausovec et al. also investigated the differences in EEG coherence among gifted, creative, and intelligent subjects and individuals of average ability when they solved closed and open problems. They found that highly intelligent individuals showed more cooperation between brain areas when solving closed problems than did individuals of average intelligence. Moreover, highly creative individuals showed more cooperation between brain areas than did highly intelligent individuals when solving open problems (Jausovec, 2000) .
Takeuchi et al. used diffusion tensor imaging and a behavioral creativity test of divergent thinking to investigate the relationship between creativity and structural connectivity. They examined associations between creativity and fractional anisotropy, which reflects nerve fiber density, axonal diameter, and myelination in white matter, across the brain in healthy young adults. Significant positive relationships between fractional anisotropy and individual creativity were observed in some white matter areas, such as the body of the corpus callosum and the bilateral temporoparietal junction. These results are congruent with the idea that creativity is associated with the integration of conceptually distant ideas held in different brain domains and architectures (Takeuchi et al., 2010) . Further supporting this concept, Wu et al. constructed a brain white matter network structure that consisted of cerebral tissues and nerve fibers in 35 healthy adults and used graph theory to examine the relationship between the connectivity efficiencies and creativity of the brain regions with diffusion tensor imaging. The results confirmed that creativity is based on efficient integration and connectivity between different regions of the brain (Wu, Zhong, Chen, & Wennekers, 2016) .
In functional imaging studies, Takeuchi et al. used resting-state fMRI (Rs-fMRI) and a creativity test to investigate across-subject correlations between scores on a divergent thinking test and restingstate functional connectivity between the medial prefrontal cortex and other brain regions. The results indicated that higher creativity is associated with stronger resting-state functional connectivity between the medial prefrontal cortex and default mode network (Takeuchi et al., 2012) . Wei et al. also confirmed that creativity measured with the Torrance tests of creative thinking was positively correlated with the strength of resting-state functional connectivity between the medial prefrontal cortex and the middle temporal gyrus measured with Rs-fMRI (Wei et al., 2014) . Beaty et al. used RsfMRI as well and found that the ability to generate creative ideas was characterized by increased functional connectivity between the inferior prefrontal cortex and the default network . Overall, these EEG, neuroimaging, and behavioral studies indicate that creative thinking is dependent on anatomical connectivity between different brain regions.
As we discussed above, our brains can generate many novel ideas by associative processing unconsciously or intentionally during creative thinking. However, how do brains manage to select creative ideas, and what is the neural mechanism for this process? To answer these questions, Dietrich and Wiggins et al. proposed that selection is dependent on the prediction machinery of the brain (Wiggins, 2014; Dietrich & Haider, 2015) . Clark proposed that brains are essentially prediction machines. There are essentially infinite sensory inputs into the brain at any time. In order to make behavior purposeful and timely, brains must constantly match these inputs via top-down information encoding expectations or predictions to identify and select meaningful information. Perception, recognition, learning, memory, attention, and motor functions are all involved in the predictive process (Clark, 2013) .
Bach et al. studied the mechanism of predicting future reward using magnetoencephalography and found that a representation of "predicted mean reward" emerges early in the parietal/sensory regions and later in the frontal cortex. "Predicted reward variability representations" (i.e., economic risk) appear in most regions simultaneously, and slightly later than "mean reward." These findings provide insight into how a dynamic encoding of probabilistic reward prediction unfolds in the brain in both time and space (Bach, Symmonds, Barnes, & Dolan, 2017) . Roberts et al. used fMRI to investigate the neural correlations underlying the association between cognitive flexibility and future prediction. They found that individual differences in cognitive flexibility were associated with differences in activity of some regions in the frontoparietal control network (including the rostrolateral prefrontal cortex, middle frontal gyrus, anterior insula/frontal operculum, dorsal anterior cingulate cortex, precuneus, and anterior inferior parietal lobule), salience network (the key nodes of which are in the insular cortex), and the default mode network (including the medial prefrontal cortex, posterior cingulate cortex, lateral and medial temporal lobes, and posterior inferior parietal lobule) during a future prediction condition (Roberts et al., 2017) .
Although there is no direct neuroscientific evidence showing important roles of predictive processes in creative thinking, Dietrich et al. proposed that the brain's predictive mechanisms can give direction to the production of ideational combinations and selection in the creative process, which is dependent on the prediction of merit criteria. They postulated that "Emulation chaining over many iterations might underlie the scaffolding effect that enables thought trials to leap over unrealizable forms." Therefore, we can presume that associative and predictive processing is critical in creative thinking.
Cellular-level brain imaging, computational modeling, and computational creativity
Our hypothesis is intended to explain the neural mechanisms of creative thinking at the cellular level. However, creative thinking is a unique neurophysiological activity of humankind that involves interactions between enormous numbers of neurons. Developing experimental methods for noninvasively probing the unique and staggeringly complex orchestration of creativity-related physiological activity at the cellular level in human subjects, as is necessary to test our hypothesis, is a tremendous challenge. Current functional brain imaging techniques, such as MRI and positron emission tomography, are far from capable of accomplishing this task because of their low spatial and temporal resolution and lack of specificity for well-defined neural events. However, a new emerging molecular fMRI technology brings hope in solving this problem. This technology is based on the development of MRI molecular imaging agents to detect neurotransmitters, calcium ions, and gene expression in neurons (Bartelle, Barandov, & Jasanoff, 2016) . The theoretical resolution limit of MRI is less than 10 µm, whereas the soma of a neuron is about 4-100 µm in diameter. Thus, it may provide noninvasive functional neuroimaging with molecular specificity to show dynamic pictures of the brain at the resolution of individual cells in animals and, eventually, people. When this technology matures, we may use it to observe the neuronal activity underlying association and prediction during creative thinking. For example, we imagine an experiment in which subjects would think out a creative idea during a cognitive task while we detect new groups of neurons (engram cells) related to the creative idea in specific brain regions. In addition, activation of these cells may be monitored when subjects recall the creative idea. We anticipate that the rapid development of such imaging technologies will permit direct testing of our hypothesis.
In addition to experimental studies, computational modeling is a practical and precise method for describing complex systems that has been integrated into computational neuroscience. Mathematical models of the nervous system can elucidate the principles of information processing and the physiological and cognitive abilities of the brain. To thoroughly understand creative thinking, which may well be the most complex phenomenon in the universe, we need to develop computational models to reveal a clear picture of the neural mechanisms of creative thinking.
Launched in 2005 at the Swiss Federal Institute of Technology in Lausanne, the Blue Brain project aims to build a detailed computer simulation of the brain. The empirical data in this model comprise neurons' 3D shapes, electrical properties, ion channels, and other information (https://bluebrain.epfl. ch/). In 2015, scientists on this project presented the first-draft digital reconstruction of the microcircuitry of a juvenile rat's somatosensory cortex, which has a volume of 0.29 mm 3 and contains approximately 31,000 neurons and 37 million synapses. The reconstruction used cellular and synaptic organizing principles to algorithmically reconstruct detailed anatomy and physiology from sparse experimental data. The researchers found a spectrum of network states with a sharp transition from synchronous to asynchronous activity modulated by physiological mechanisms. The spectrum of network states that were dynamically reconfigured around this transition supports diverse information processing strategies (Markram et al., 2015) . One future goal of this project is to establish digital reconstructions of large-scale brain regions, including the cortex, hippocampus, basal ganglia, and cerebellum, and eventually complete the construction and functional simulation of the intact rat brain and, ultimately, the human brain. Since the human brain has approximately 100 billion neurons and 100 trillion synapses, breakthroughs in supercomputer software and hardware are essential to achieving this goal. Furthermore, quantum computers and quantum algorithms developed in recent years may aid the analysis of complex systems (Trabesinger, 2017a (Trabesinger, , 2017b ).
However, a mathematic model only needs to describe certain meaningful aspects of reality, not all of its characteristics. Furthermore, modern computers are capable of processing speeds that match the maximum number of nerve impulses in the human brain (Hilbert & López, 2011) . Therefore, in addition to the Blue Brain project and similar large international projects (https://www.humanbrain project.eu/en/) aiming to reconstruct the brain at an unprecedented level of biological detail, neuroscientists are also studying simplified models with a few parameters, such as the electrophysiological properties of neurons and their associated synapses, to establish a mathematical matrix of the brain. Regardless of the specific models employed, we must successively establish the modes of sensation, perception, learning, memory, attention, emotion, association, predication, etc. from low to high levels and finally establish a brain model capable of simulating ideation. We believe that the principle of creative thinking will emerge during these works and that the hypothesis presented herein could be verified (Breakspear, 2017; Teufel & Fletcher, 2016) .
AI has gradually become one of the hottest topics in science and engineering over the last decade, and AI technology continues to make great advancements. This accomplishment will be another landmark in human civilization, with virtually any potential form of data being processed and analyzed intelligently. AI has been used in a variety of fields, including computer vision, speech recognition, natural language processing, medical diagnosis, bioinformatics, and drug design. Computational creativity, though in an early stage, is a promising subfield of AI that can be used to generate innovative artistic works, scientific theories, mathematical concepts, and engineering designs (Boden, 2015) . We expect that computational creativity may become one of the driving forces for accelerating the cultural, technological, medical, and scientific advancement of humanity.
There are many intersections between AI and neuroscience. Hassabis et al. argued for the critical and ongoing importance of neuroscience in generating ideas that will accelerate and guide AI research. Neuroscience can provide a rich source of inspiration for new types of algorithms and architectures, independent of and complementary to the mathematical and logic-based methods and ideas that have largely dominated traditional approaches to AI. For example, AI has been revolutionized over the past few years by dramatic advances in neural network and "deep learning" methods (Hassabis, Kumaran, Summerfield, & Botvinick, 2017) . Currently, the best explored processes in computational creativity are artifact generation and selection. Evolutionary mechanisms, analogy models, conceptual associations, and blending have been successfully used to produce creative artifacts, such as music, poetry, visual art, and cookery. We hope our hypothesis of creative thinking can provide further inspiration for the development of computational creativity.
Conclusions
In this article, we reviewed the major theories of creative thinking and concluded that the key neural processes in creative thinking are association and prediction. Considering the neuroscientific discoveries on engram cells and the concept of cell assembly, we hypothesized that creative thinking is a form of neurophysiological processing involving the formation of new engram cell groups, which represent novel designs, concepts, or ideas. This processing is induced, promoted, and consolidated by associative and predictive processing during creative thinking. This engram cell hypothesis explains the physiological basis of creative thinking at the cellular level and may be testable with experimental approaches such as molecular fMRI. Additionally, this hypothesis also fits into the free energy principle, which is an important global brain theory. Finally, this engram cell hypothesis may offer inspiration for the development of computational creativity, a promising subfield of AI.
