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Abstract—Sample preparation is an indispensable component
of almost all biochemical protocols, and it involves, among
others, making dilutions and mixtures of fluids in certain ra-
tios. Recent microfluidic technologies offer suitable platforms
for automating dilutions on-chip, and typically on a digital
microfluidic biochip (DMFB), a sequence of (1 : 1) mix-split
operations is performed on fluid droplets to achieve the target
concentration factor (CF ) of a sample. An (1 : 1) mixing model
ideally comprises mixing of two unit-volume droplets followed
by a (balanced) splitting into two unit-volume daughter-droplets.
However, a major source of error in fluidic operations is due
to unbalanced splitting, where two unequal-volume droplets are
produced following a split. Such volumetric split-errors occurring
in different mix-split steps of the reaction path often cause a
significant drift in the target-CF of the sample, the precision of
which cannot be compromised in life-critical assays. In order
to circumvent this problem, several error-recovery or error-
tolerant techniques have been proposed recently for DMFBs.
Unfortunately, the impact of such fluidic errors on a target-
CF and the dynamics of their behavior have not yet been
rigorously analyzed. In this work, we investigate the effect of
multiple volumetric split-errors on various target-CFs during
sample preparation. We also perform a detailed analysis of the
worst-case scenario, i.e., the condition when the error in a target-
CF is maximized. This analysis may lead to the development
of new techniques for error-tolerant sample preparation with
DMFBs without using any sensing operation.
Keywords—Algorithmic microfluidics, embedded systems,
fault-tolerance, healthcare devices, lab-on-chip.
I. INTRODUCTION
A digital microfluidic biochip (DMFB) is capable of exe-
cuting multiple tasks of biochemical laboratory protocols in
an efficient manner. DMFBs support droplet-based operations
on a single chip with high sensitivity and reconfigurability.
Discrete volume (nanoliter/picoliter) droplets are manipulated
on DMFBs through electrical actuation on an electrode ar-
ray [1]. Various fluid-handling operations such as dispensing,
transport, mixing, split, dilution can be performed on these
tiny chips with higher speed and reliability. Due to their ver-
satile properties, these programmable chips are used in many
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applications such as in-vitro diagnostics (point-of-care, self-
testing), drug discovery (high-throughput screening), biotech-
nology (process monitoring, process development), ecology
(agriculture, environment, homeland security), and sample
preparation [2]–[6].
Sample preparation imparts significant impact on accuracy,
assay-completion time and cost, and plays a pivotal role in
biomedical engineering and life science [7]. It involves dilution
or mixture preparation and comprises a sequence of mixing
steps necessary to produce a mixture of input reagents having
a desired ratio of the constituents. Note that sample collection,
transportation, and preparation consume up to 90% cost and
95% of time [8]. In last few years, a large number of sample-
preparation algorithms had been developed for reducing assay-
completion time and cost [6], [9]–[15], based on the (1:1)
mixing model and similar. In the conventional (1:1) mix-
ing model, two unit-volume of droplets are mixed together
and split into two equal-sized daughter droplets following
the mixing operation. These algorithms output a particular
sequence of mix-split operations (represented as a sequencing
graph) in order to dilute the target-droplet to a desired target-
concentration. For the convenience of dilution algorithms,
a concentration factor (CF) is approximated with a binary
fraction, which is reachable and satisfies a user-defined error-
tolerance limit. The detailed description of sample preparation
can be found elsewhere [16].
Although droplet-based microfluidic biochips enable the
integration of fluid-handling operations and outcome sensing
on a single biochip, errors are likely to occur during fluidic op-
erations due to various permanent faults (e.g., dielectric break-
down or charge trapping), or transient faults (e.g., unbalanced
split due to imperfect actuation). For example, two daughter-
droplets may be of different volume after split-operation while
executing mix-split steps on a DMFB platform. The unequal-
volume droplets produced after an erroneous mix-split step,
when used later will negatively impact the correctness of
the desired target-CF. Therefore, unbalanced-split errors pose
a significant threat to sample preparation. Hence, from the
viewpoint of error-management, it is essential to introduce
some error-management scheme to handle such faults during
sample preparation.
In this paper, we focus especially on volumetric split-errors
and investigate their effects on the target-CF during sample
preparation. Split-errors may unexpectedly occur in any mix-
split step of the mixing-path during sample preparation, thus
affecting the concentration factor (CF) of the target-droplet [8].
Moreover, due to the unpredictable characteristics of fluidic-
droplets, a daughter droplet of larger or smaller size may be
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Fig. 1. Initial sequencing graph.
used in the mixing path following an erroneous split operation1
on the mixing-path. Although a number of cyber-physical
based approaches have been proposed for error-recovery [7],
[17]–[20], they do not provide any guarantee on the number
of rollback iterations that are needed to rectify the error. Thus,
most of the prior approaches to error-recovery in biochips are
non-deterministic in nature. On the other hand, the approach
proposed in [8] performs error-correction in a deterministic
sense; however, it assumes only the presence of single split-
errors while classifying them as being critical or non-critical.
A split-error occurring at a particular step is called critical
(non-critical), if a single split-error when inserted at the
corresponding step, causes the target-CF to exceed (bound
within) the allowable error-tolerance range. This approach
does not consider the possibility of multiple split-errors during
classification. Furthermore, in a cyber-physical settings, it
requires some additional time for sensing the occurrence of
a critical error, if any, at every such step. Hence, when the
number of critical errors becomes large, sensing time may
outweigh the gain obtained in roll-forwarding assay-time, and
as a result, we may need a longer overall execution time
compared to that of the proposed method.
In this paper, we present a thorough analysis of the impact
of multiple split-errors on a given target-CF. Based on these
observations, methods for sample preparation that can deal
with split errors even without any sensors and/or rollback can
be derived. In fact, the findings discussed in this paper yield
a method (described in [16]) that produces a target-CF within
the allowable error-tolerance limit without using any sensor.
The remainder of the paper is organized as follows. Sec-
tion II introduces the basic principle of earlier error-recovery
approaches. We describe the effect of one or more volumet-
ric split-errors on the target-CF, in Section III. Section IV
presents the worst-case scenario, i.e., when CF-error in the
target-droplet becomes maximum. A justification behind the
maximum CF-error is then reported in Section V. Finally, we
draw our conclusions in Section VI.
II. ERROR-RECOVERY APPROACHES: PRIOR ART
Earlier approaches perform error-recovery operations by
repeating the concerned operations of the bioassay [21] for
producing the target concentration factor within the allowable
error-range. For example, all mix-split operations and dispens-
ing operations of the initial sequencing graph (shown in Fig. 1)
1depending on the selection of the erroneous droplet (larger or smaller
volume) to be used in a subsequent step.
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Fig. 2. Schematic of a cyberphysical error-recovery system.
were re-executed when an error is detected at the end (after
execution of the bio-assay). However, the repetition of such
experiments leads to wastage of precious reagents and hard-to-
obtain samples, and results in longer assay completion-time.
A. Cyber-physical technique for error-recovery
In order to avoid such repetitive execution of on-chip bio-
chemical experiments, recently, cyber-physical DMFBs were
proposed for obtaining the desired outcome [18]. A diagram of
a cyber-physical biochip is shown in Fig. 2 for demonstration
purpose. It consists of the following components: a computer, a
single-board microcontroller or an FPGA, a peripheral circuit,
and the concerned biochip. Two interfaces are required for
establishing the connection between control software and
hardware of the microfluidic system. The first interface is
required for converting the output signal of the sensor to an
input signal that feeds the control software installed on the
computer. The second interface transforms the output of the
control software into a sequence of voltage-actuation maps
that activate the electrodes of the biochip. The error-recovery
operation is executed by the control software running in the
back-end.
B. Compilation for error-recovery
Note that cyber-physical based DMFBs need to constantly
monitor the output of the intermediate mix-split operations at
designated checkpoints using on-chip sensors (integrated with
the biochip). The original actuation sequences are interrupted
when an error is detected during the execution of a bioassay.
At the same time, the recovery actions, e.g., the re-execution
of corresponding dispensing and mixing operations is initiated
to remedy the error. However, the error-recovery operations
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Fig. 3. Generation of a target-droplet by cyber-physical error-recovery approaches.
will have to be translated into electrode-actuation sequences
in real-time.
The compilation of error-recovery actions can either be per-
formed before actual execution of the bio-assay or during the
execution of the bio-assay. So, depending on the compilation-
time of operations, error-recovery approaches can be divided
into two categories: i) offline (at design time), and ii) online
(at run time).
In the offline approach, all possible errors of interest that
might occur (under the assumed model) during the execution
of a bio-assay are identified, and compilation is performed
to pre-compute and store the corresponding error-recovery
actuation sequences. They will provide an alternative schedule,
which is stored in the memory. When an error is detected
during actual execution of the bio-assay, the cyber-physical
biochip executes the error-recovery actions by loading the
corresponding schedules from the memory. However, this
approach can be used to rectify only a limited number of
errors (≤ 2) since a very large-size controller memory will
be required to store the recovery sequences for all possible
consequences of errors [19].
On the other hand, in the online approach, appropriate
actions are carried out depending on the feedback given by the
sensor. Compilation of error-recovery actions into electrode-
actuation sequences is performed only at run-time.
C. Working principle of cyber-physical based DMFBs
In spite of the above difference, cyber-physical DMFBs
perform error-recovery operations as follows. During actual
execution of the bio-assay, a biochip receives control sig-
nals from the software running on the computer system. At
the same time, the sensing system of the biochip sends a
feedback signal to the software by processing it using field-
programmable gate array (FPGA), or ASIC chips. If an error is
detected by a sensor, the control software immediately discards
the erroneous-droplet for preventing error-propagation, and
performs the necessary error-recovery operations (i.e., corre-
sponding actuation sequences are determined online/offline)
for generating the correct output.
In order to produce the correct output, the outcome of
the intermediate mix-split operations are verified using on-
chip sensors suitably placed at designated checkpoints. For
input
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O6
sensor output
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{9,15,21}Sensing operations at =
sensing
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Fig. 4. Routing of droplets for sensing operation in a cyber-physical biochip.
example, in Fig. 3, the outcomes of Mix-split 4 and Mix-
split 7 are checked by the sensor. When an error is detected,
a portion of the bio-assay is re-executed. For instance, the
operations shown within the blue box in Fig. 3 are re-executed
when an error is detected at the last checkpoint. Note that
the accuracy of a cyberphysical system also depends on the
sensitivity of sensors. Unfortunately, due to cost constraints,
only a limited number of sensors can be integrated into a
DMFB [18]. Additionally, in order to check the status of
intermediate droplets, they need to be routed to a designated
sensor location on the chip. This may introduce a significant
latency to the overall assay-completion time (Fig. 4). As
a result, prior cyber-physical based error-recovery methods
for sample preparation become expensive in terms of assay-
completion time and reagent cost.
To summarize, cyber-physical error-recovery methods suffer
from the following shortcomings:
• They are expensive in terms of assay-completion time and
reagent-cost. Hence, they are unsuitable for field deploy-
ment and point-of-care testing in resource-constrained
areas.
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• Prior cyberphysical solutions fail to provide any guaran-
tee on the number of rollback attempts, i.e., how many
iterations will be required to correct the error. Hence,
error-recovery becomes non-deterministic.
• Each component used in the design of cyberphysical
coupling may become a possible source of failure, which
ultimately reduces the reliability of the biochip.
Now, we present below a detailed analysis of multiple
volumetric split-errors and their effects on a target-CF.
III. EFFECT OF SPLIT-ERRORS
ON THE TARGET CONCENTRATION
Generally, in the (1:1) mixing model (where two 1X-
volume droplets are used for mixing operation), two 1X-
volume daughter-droplets are produced after each mix-split
operation. One of them is used in the subsequent mix-split
operation and another one is discarded as waste droplet or
stored for later use [6] (see Fig. 1). An erroneous mix-split
operation may produce two unequal-volume droplets. Unless
an elaborate sensing mechanism is used, it is not possible to
predict which one of the resulting droplets (smaller/larger)
is going to be used in the subsequent mix-split operation.
Moreover, their effect on the target-CF becomes more complex
when multiple volumetric split-errors occur in the mix-split
path.
A. Single volumetric split-error
In order to analyze the effect of single volumetric split-
error on the target-CF, we perform experiments with different
erroneous droplets and present the results in this section.
We assume an example target-CF = 87128 of accuracy level
= 7. The mix-split sequence that needs to be performed
using twoWayMix algorithm [6] for generating the target-CF
is shown in Fig. 5.
Let us consider the scenario of injecting 7% volumetric
split-error at Mix-Split Step 4. Two unequal-volume daughter
droplets are produced after this step when a split-error occurs.
As stated earlier, it may not be possible to predict which
droplet (smaller/larger) will be used for the mixing operation
in the next step. The effect of the erroneous droplet on the
target-CF depends on the choice of the daughter-droplet to
be used next. For example, the effect of 3% volumetric split-
error (at Step 4) on the target-CF = 87128 is shown in Fig. 6.
The effect of two errors on the target-CF (when the larger or
smaller volume droplet is used at Mix-Split Step 4) is also
shown in Fig. 6. The blue (green) box represents the scenario
when the next operation is executed with the larger (smaller)
erroneous droplet. It has been seen from Fig. 6 that the CF-
error in the target increases when the smaller erroneous droplet
is used in the mixing path compared to the use of the larger
one.
Similarly, we perform further experiments for finding the
effect of erroneous droplets on the target-CF. We report the
results for volumetric split-error 3%, 5% and 7% occurring on
the mixing path, in Table I. We observe that the CF-error in
the target-droplet exceeds the error-tolerance limit in all cases
when a volumetric split-error occurs in the last but one step.
Moreover, the CF-error in the target-CF increases when the
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TABLE I
IMPACT ON TARGET-CF = 87
128
FOR DIFFERENT VOLUMETRIC SPLIT-ERRORS.
Volumetric split-error = 3%.
Erroneous mix-split step Selected-droplet Target-CF×128* Within error-tolerance limit?
Larger Smaller (CF-error×128<0.5?)
1 3 5 86.98 Yes
1 5 3 87.01 Yes
2 3 5 87.01 Yes
2 5 3 86.99 Yes
3 3 5 87.04 Yes
3 5 3 86.95 Yes
4 3 5 86.88 Yes
4 5 3 87.12 Yes
5 3 5 87.04 Yes
5 5 3 86.96 Yes
6 3 5 86.39 No
6 5 3 87.62 No
Volumetric split-error = 5%.
Erroneous mix-split step Selected-droplet Target-CF×128 Within error-tolerance limit?
Larger Smaller (CF-error×128<0.5?)
1 3 5 86.98 Yes
1 5 3 87.02 Yes
2 3 5 87.01 Yes
2 5 3 86.98 Yes
3 3 5 87.08 Yes
3 5 3 86.92 Yes
4 3 5 86.81 Yes
4 5 3 87.19 Yes
5 3 5 87.06 Yes
5 5 3 86.94 Yes
6 3 5 86.00 No
6 5 3 88.05 No
Volumetric split-error = 7%.
Erroneous mix-split step Selected-droplet Target-CF×128 Within error-tolerance limit?
Larger Smaller (CF-error×128<0.5?)
1 3 5 86.97 Yes
1 5 3 87.03 Yes
2 3 5 87.02 Yes
2 5 3 86.98 Yes
3 3 5 87.11 Yes
3 5 3 86.89 Yes
4 3 5 86.73 Yes
4 5 3 87.27 Yes
5 3 5 87.09 Yes
5 5 3 86.91 Yes
6 3 5 85.61 No
6 5 3 88.49 No
*: Results are shown up to two decimal places.
magnitude of volumetric split-error increases.
B. Multiple volumetric split-errors
To this end, we have analyzed the effect of single volumetric
split-error on the target-CF (with different erroneous-volume
droplets) and observed that the CF-error in the target-droplet
increases when the magnitude of split-error increases. How-
ever, due to unpredictable characteristics of fluid droplets, such
split-errors may occur in multiple mix-split steps of the mixing
path; they may change the CF of the desired target-droplet
significantly. Moreover, volumetric split-errors may occur in
any combination of signs (use of larger or smaller droplet
following a split step) on the mixing path during sample
preparation. We derive expressions that capture the overall
effect of such errors on the target-CF.
Let i indicate the percentage of the volumetric split-error
occurring at the ith mix-split step. A fundamental question
in this context is the following: “How is the CF of a target-
droplet affected by multiple volumetric split-errors {1, 2,. . .,
i−1} occurring at different mix-split steps in the mixing path
during sample preparation?”.
In order to find a reasonable answer to the above question,
let us consider the dilution problem for generating a target-
CF = Ct using twoWayMix [6] as shown in Fig. 7. Here,
Oi represents the ith (1:1) mix-split step, Ci is the resulting
CF after the ith mix-split step, and ri is the CF of the
source (100% for sample, 0% for buffer) used in ith mix-
split operation. Without loss of generality, let us assume that
a volumetric split-error i occurs after the ith mix-split step of
the mixing path, i.e., a two-unit volume droplet produces, after
splitting, two daughter-droplets of volume 1+ and 1-,  >0.
Initially, sample and buffer are mixed at the first mix-split step
(O1). After this mixing operation, the CF and volume of the
resulting droplet become C1 =
P0×(1±0)+2−1×r0
Q0×(1±0)+2−1 and V1 =
Q0×(1±0)+2−1
20 , respectively, where P0 = Q0 =
1
2 , 0 = r0 =
0. Note that ri = 1 (0) indicates whether a sample (buffer) is
used in the ith mix-split step of the mixing path. Furthermore,
the sign + (−) in the expression indicates whether a larger
(smaller) droplet is used in the next mix-split step followed
by a split operation.
A volumetric split-error may occur in one or more mix-split
operations of the mixing path while preparing a target-CF. For
example, volumetric split-errors {1, 2, . . ., 6} may occur,
one after another, in the mix-split operations {O1, O2, . . .,
O6} as shown in Fig. 7. In Table II, we report the volume
and concentration of the resulting daughter-droplets after each
mix-split operation when all of the preceding steps suffer from
split-errors.
Hence, for the occurrence of multiple volumetric split-
errors, say {1, 2, 3, . . . , i−2, i−1} at mix-split steps {O1,
ri added sample/buffer in ith mix-split stepbuffer Oi ith mix-split step
concentration factor at ith mix-split stepCi :
i split error at ith mix-split step
C2 C3 C4 C5 C6 Ct
O2 O3 O5O4 O6 O7
r1 r2 r3 r4 r5 r6
1 2 3 4 5 6O1
C1
;; ;
desired target concentration factorCt :;
;
sample
mixing-path = {O1, O2, O3, O4, O5, O6, O7}
Fig. 7. Mix-split operations for generating target-CF = Ct with accuracy level n = 7.
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TABLE II
IMPACT OF SPLIT-ERRORS ON THE RESULTING DAUGHTER-DROPLETS.
Erroneous mix-split step
(Oi)
Split-error CF V Parameter values
{O1} {1} C2 = P1×(1±1)+r1Q1×(1±1)+20 V2 =
Q1×(1±1)+20
2 P1 = P0 × (1 ± 0) + 2−1 × r0,
Q1 = Q0 × (1± 0) + 2−1
{O1, O2} {1, 2} C3 = P2×(1±2)+2×r2Q2×(1±2)+2 V3 =
Q2×(1±2)+2
22
P2 = P1 × (1± 1) + r1, Q2
= Q1 × (1± 1) + 20
{O1, O2, O3} {1, 2, 3} C4 = P3×(1±3)+2
2×r3
Q3×(1±3)+22
V4 =
Q3×(1±3)+22
23
P3 = P2 × (1± 2) + 2× r2, Q3
= Q2 × (1± 2) + 2
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
{O1,O2,O3,O4,O5,O6} {1,2,3,4,5,6} C7 = P6×(1±6)+2
5×r6
Q6×(1±6)+25
V7 =
Q6×(1±6)+25
26
P6 = P5 × (1± 5) + 24 × r5,
Q6 = Q5 × (1± 5) + 24
CF : Concentration of the resulting daughter-droplets after next mix-split step; V : Volume of the resulting daughter-droplets after next mix-split step.
O2,, O3, . . . , Oi−2, Oi−1}, the CF and volume of the
generated target-droplet after the final mix-split operation can
be computed using the following expressions:
Ci =
Pi−1 × (1± i−1) + 2i−2 × ri−1
Qi−1 × (1± i−1) + 2i−2 (1)
Vi =
Qi−1 × (1± i−1) + 2i−2
2i−1
(2)
where Pi = Pi−1 × (1± i−1) + 2i−2 × ri−1 and Qi =
Qi−1 × (1± i−1) + 2i−2. In this way, the impact of multiple
volumetric split-errors occurring on different mix-split steps of
the mixing path on the target-CF can be precomputed.
In order to find the effect of multiple volumetric split-
errors on the target-CF, we perform several experiments. We
continue with the example target-CF = 87128 of accuracy level
= 7, and inject 7% volumetric split-error simultaneously at
different mix-split steps of the mixing path. The effects of such
split-errors are shown in Fig. 8. During simulation, we assume
that the larger erroneous droplet is always used later when a
split-error occurs in the mix-split path (i.e.,  is positive). For
example, the effect of multiple 7% volumetric split-errors in
Mix-Split Step 1 and Step 3 is shown in Fig. 8(b). Only the
effect of three concurrent volumetric split-errors is also shown
in Fig. 8 (c). It has been observed that CF-error in the target-
droplet rapidly grows to 0.08128 and
0.17
128 when two or three such
split-errors are injected in the mix-split path.
IV. WORST-CASE ERROR IN THE TARGET-CF
So far we have analyzed the effect of multiple volumetric
split-errors on a target-CF when a larger erroneous droplet is
selected following each mix-split step. However, in a “sensor-
free” environment, one cannot select the larger erroneous
droplet at will for the subsequent operations. In reality,
multiple volumetric split-errors may consist of an arbitrary
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Fig. 8. Effect of multiple volumetric split-errors on the target-CF = 87
128
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Fig. 9. Effect of multiple volumetric split-errors on the target-CF = 87
128
.
combination of large and small daughter-droplets. Hence,
further analysis is required to reveal the role of such random
occurrence of volumetric split-errors and their effects on the
target-CF.
In order to facilitate the analysis, we define “error-vector”
as follows: An error-vector of length k denotes the sequence
of larger or smaller erroneous droplets, which are chosen
corresponding to k mix-split errors in the mixing path. For
example, an error-vector [+,φ,−,φ,φ,+] denotes volumetric
split-error in Mix-Split Step 1, Step 3, and Step 6, where φ
denotes no-error. In Step 1, the larger droplet is passed to the
next step, whereas in Step 3, the smaller one is used in the next
step, and so on. For k volumetric split-errors, 3k error-vectors
are possible. While executing actual mix-split operations, the
target-CF can be affected by any one of them.
We perform simulated experiments for finding the effect of
different error-vectors for the target-CF = 87128 . Initially, we
observe the effect of three errors corresponding to the mix-
split operations {Mix-Split 1, Mix-Split 3, Mix-Split 6} to the
target-CF (for 7% split-error). See Fig. 9 for an example.
We observe that CF-error in the target-droplet increases
noticeably for the error-vectors [+,φ,+,φ,φ,+], [+,φ,−,φ,φ,+]
and [−,φ,−,φ,φ,+] as depicted in the Fig. 9 (a)-(c). It has been
seen from the Fig. 9 that CF-error exceeds the error-tolerance
limit ( 0.5128 ) in each cases. Thus target-CF is affected badly for
these error-vectors. We also perform similar experiments with
volumetric split-error 3% and found that CF-error decreases
for all cases.
Moreover, we perform simulation for revealing the effect
of remaining error-vectors on the target-CF and report the
generated CFs by all possible error-vectors (# error-vectors =
8) in Table. III. It has been observed that the CF-error exceeds
allowable error-tolerance limit in all such cases. On the other
TABLE III
EFFECT OF DIFFERENT ERROR-VECTORS ON THE TARGET-CF = 87
128
FOR
SPLIT-ERROR = 7%.
Error-vector Produced CF×128* Produced CF-error×128 CF-error×128 < 0.5?
[+, φ, +, φ, φ, +] 85.71 1.29 No
[+, φ, +, φ, φ, −] 88.56 1.56 No
[+, φ, −, φ, φ, +] 85.47 1.53 No
[+, φ, −, φ, φ, −] 88.36 1.36 No
[−, φ, +, φ, φ, +] 85.76 1.24 No
[−, φ, +, φ, φ, −] 88.61 1.61 No
[−, φ, −, φ, φ, +] 85.52 1.48 No
[−, φ, −, φ, φ, −] 88.41 1.41 No
*: Results are shown up to two decimal places.
hand, the maximum CF-error in the target-CF occurs for the
error-vector [−,φ,+,φ,φ,−] which is 1.61128 (> error-tolerance
limit).
Note that volumetric split-error may also occur in the re-
maining mix-split steps, i.e., each mix-split step of the mixing
path may suffer from volumetric split-errors. Therefore, it is
also essential to reveal the effect of multiple volumetric split-
errors on the target-CF when an error occurs in each mix-split
operation.
We further perform experiments to find the effect of such
volumetric split-errors on the target-CF = 87128 . The mix-
split graph of the target-CF = 87128 consist of 7 mix-split
operations (see Fig. 5). During simulation, we inject split-
error in each mix-split step of the mixing path except the final
mix-split operation (Mix-Split Step 7) since any volumetric
split-error in the final mix-split operation will not alter the
target-CF anymore (only the volumes of two resulting target-
droplets may change). So there will be six potential mix-
split steps (except the final one) where split-error can occur.
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TABLE IV
EFFECT OF SOME ERROR-VECTORS OF LENGTH 6 ON THE TARGET-CF =
87
128
FOR SPLIT-ERROR = 7%.
Error-vector Produced CF×128* Produced CF-error×128 CF-error×128 < 0.5?
[+,+,+,+,+,+] 85.58 1.42 No
[+,−,+,+,+,+] 85.53 1.47 No
[+,−,−,+,+,+] 85.26 1.74 No
[+,−,+,+,−,+] 85.08 1.92 No
[−,+,−,−,+,−] 88.78 1.78 No
[−,+,+,−,−,−] 88.82 1.82 No
[−,+,−,−,−,−] 88.64 1.64 No
[−,−,−,−,−,−] 88.61 1.61 No
*: Results are shown up to two decimal places.
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Thus, there will be 64 possible error-vectors. We set split-
error = +0.07 or -0.07, in each mix-split step, depending on
the sign of the error in the corresponding position of vector.
We perform experiments exhaustively and report the results
for some representative error-vectors for the target-CF = 87128
in Table IV. We see that the CF-error exceeds the allowable
error-range in every case.
7% split-error
3% split-error
P
ro
d
u
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d
C
F
-e
rr
or
×
12
8
Error-vectors of length 6
(arranged horizontally as per gray code)
Safe
zone
Fig. 12. Value of (CF-error×128) for all possible error-vectors for 7% and
3% split-error for the target-CF = 17
128
.
We also show the CF-error by all possible error-vectors in
Fig. 10 for the target-CF = 41128 and
87
128 (complement of
41
128 )
for demonstration purpose. We plot error-vectors (setting +→
0, − → 1) along the X-axis, and arrange them from left-to-
right following a gray-code, so that any two adjacent vectors
are only unit Hamming distance apart. The Y-axis shows the
corresponding values of CF-error×128. Based on exhaustive
simulation, we observe that the CF-error in both target-CFs
becomes maximum (1.977) for the error-vector [−,+,+,−,+,−]
(at the 57th position on the X-axis). Note that for the target-
CF = 41128 , CF-errors are multiplied with -1 for the ease of
analysis. We notice that none of these outcomes lies within
the safe-zone (within error-tolerance limit). We also perform
similar experiment for both the target-CFs when split-error
becomes 3% and observe that for 12 cases, the errors lies
within the tolerance zone, and the maximum CF-error reduces
to 0.84128 corresponding to the same error-vector [−,+,+,−,+,−]
(Fig. 11) for both CFs. However, for the target-CF = 17128 , a
large number of CF-errors = 29 (32) generated by all possible
error-vectors of length 6 lie within the error-tolerance zone for
7% (3%) split-errors (see Fig. 12). Note that the magnitude of
CF-errors decreases in each case when split-error reduces to
3%.
We further perform simulation for measuring maximum CF-
error generated for all target-CFs of accuracy level 7 (with
7% split-error). We plot the results in Fig. 13. We observe
that the CF-error for the target-CF = 63128 and
65
128 becomes
maximum (4.12128 ) compared to those produced by other error-
vectors. The error-vector [−, −, −, −, −, −] generates the
maximum CF-error for both these target-CFs.
V. MAXIMUM CF-ERROR: A JUSTIFICATION
Motivated by the need for a formal proof for generating
maximum CF-error in the target-CF, we have performed a
rigorous theoretical analysis and further experiments to study
the properties of CF-error in a target-CF. The following
analysis, as shown below, reveals how the problem of error-
tolerance can be handled in a more concrete fashion.
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Fig. 13. Maximum value of (CF-error×128) for all target-CFs with accuracy level = 7.
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Fig. 14. CF-error at the next mix-split step (for positive and negative single
split-error).
Consider a particular target-CF = Ct and its dilution tree.
Let the current mix-split step be i (other than the last step,
where the occurrence of split-error does not matter), and the
intermediate-CF arriving at i be Ci. If a 1X sample (buffer)
droplet is added in this step, it produces CF = Ci+12 (=
Ci
2 ),
assuming that the volume of the droplet arriving at i is correct
(1X).
Consider the first case, and assume that the droplet arriving
at i suffers a volumetric split-error of magnitude  at the
previous step. Hence, after mixing with a sample droplet, the
intermediate-CF will become: Ci(1+)+12+ ; the sign of  is set
to positive (negative) when the incoming intermediate-droplet
is larger (smaller) than the ideal volume 1X. Thus, the error
(Er) in the intermediate-CF becomes:
Er =
Ci + 1
2
− Ci(1 + ) + 1
2 + 
=
(1− Ci)
4 + 2
(3)
From Equation 3, it can be observed that the magnitude
of Er becomes larger when  is negative, because a negative
error reduces the value of the denominator. In other words, the
error in CF will be more if a droplet of smaller-volume arrives
at Step i compared to the case when a larger-volume droplet
arrives at the mixer. In other words, the effect of the error
is not symmetrical; however, since the volumes of the two
daughters will be proportionately different as well, when they
are mixed, the error is canceled. We perform an experiment
assuming volumetric error (7%), i.e., by setting  = +0.07
or -0.07 in one mix-split step, for all values of intermediate-
CFs. The corresponding results are shown in Fig. 14. It can
be observed that a negative split-error always produces larger
CF-error in the target-CF for a single split-error (error-vector
of length 1). Similar effects will be observed when a buffer
droplet is mixed at Step i.
We also perform simulation by varying Ci from 0 to 1, and
 from -0.07 to 0.07 in Equation 3 and calculate CF-errors. We
report the results as 3-dimensional (3D) plots (with different
views) in Fig. 15 and Fig. 16, respectively. We observe that
simulation results favorably match with theoretical results (see
Fig. 14), i.e., the negative split-error (single) always produces
larger CF-error for a single split-error. However, the effect of
error on a target-CF becomes much more complicated when
multiple split-errors are considered.
In order to demonstrate the intricacies, we have performed
a representative analysis considering three consecutive split-
errors. For simplicity, let us assume that an error of magnitude
 is injected in each of these three mix-split steps. Generalizing
Equation 3, we can show that the corresponding CF-error
observed after three steps will be:
Er =
((((Ci(1 + ) + r1)(1 + ) + r2))(1 + ) + r3)
(((2 + (2 + )(1 + )))(1 + ) + 4)
−
(Ci + r1 + r2 + r3)
8
where ri = 1 (for sample droplet)
= 0 (for buffer droplet), for Step i, i = 1, 2, 3.
As before, we assume that  = +0.07 or -0.07, and since we
have three consecutive split steps, we can have eight possible
combinations of such error vectors [φα, −, −, −, φβ], [φα, −,
−, +, φβ], . . . , [φα, +, +, +, φβ] for a given combination of r1,
r2, r3, where 0 ≤ α ≤ (n - 4), 0 ≤ β ≤ (n - 4) and α+β+ 3
= n - 1 (n is the accuracy level). Thus, altogether, there will be
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8 combinations. Fig. 17 shows the errors in CF observed after
three consecutive split-errors by setting r1 = 0, r2 = 1, r3 = 1,
for all values of starting-CF, and for all eight combinations of
error-vectors. From the nature of the plot, it is apparent that
it is very hard to predict for which error-vector the maximum
CF-error will occur, even for a given combination of r-values.
The maximum error depends on the CF-value from which the
critical-split-section begins and also on the error-vector that is
chosen (i.e., whether to proceed with the larger or the smaller
daughter-droplet). Furthermore, the error-expression becomes
increasingly complex when the number of split-errors becomes
large.
As an example, we perform experiments to study the fluctu-
ations of the error in a particular target-CF for all combinations
of error-vectors and showed the plot in Fig. 10. Note that there
are several peaks up and down in 10, and based on exhaustive
simulation, the value of (maximum-error × 128) is observed
to be 1.977, which occurs for the error vector [−, +, +, −, +,
−] (at the 57th position on the X-axis in Fig. 10).
From the above analysis and experimental results, we con-
clude that it is hard to formulate a mechanism that will identify
the exact “maximum-error-vector” without doing exhaustive
simulation. In other words, it may not be possible to develop
a procedure that will generate the maximum-error-vector with-
out doing exhaustive analysis.
VI. CONCLUSION
In this paper, initially, we have analyzed the effect of single
volumetric split-errors (using the larger- or smaller-volume
erroneous daughter-droplet) and found both theoretically and
experimentally that the CF-error in the target-droplet becomes
larger when the smaller-volume daughter droplet is used in
the assay, i.e., when  becomes negative. We also observed
that the CF-error in a target-droplet increases with increasing
magnitude of the split-error. Next, we have performed various
experiments to observe the effect of multiple CF-errors on the
target-CF and noticed that it may be affected by any combina-
tion of erroneous droplets (smaller/larger) during the execution
of mix-split operations. We also observed that the CF-error in
a target-droplet increases when the target-CF is affected by a
large number of split-errors. We performed rigorous analysis
to identify the error vector that causes the maximum CF-
error in the target-droplet. Unfortunately, it appears that it
is very difficult to come up with an algorithmic solution for
identifying an error vector that maximizes the CF-error in the
target under multiple split-errors. But still, the observations
and findings summarized in this paper will provide useful
inputs to the development of methods for sample preparation
that can deal with split errors even without any sensors and/or
rollback (such as recently presented e.g. in [16], [22]).
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