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FLUCTUATIONS FOR MATRIX-VALUED GAUSSIAN PROCESSES
MARIO DIAZ, ARTURO JARAMILLO, JUAN CARLOS PARDO
Abstract. We consider a symmetric matrix-valued Gaussian process Y (n) = (Y (n)(t); t ≥
0) and its empirical spectral measure process µ(n) = (µ
(n)
t ; t ≥ 0). Under some mild condi-
tions on the covariance function of Y (n), we find an explicit expression for the limit distri-
bution of
Z
(n)
F :=
((
Z
(n)
f1
(t), . . . , Z
(n)
fr
(t)
)
; t ≥ 0
)
,
where F = (f1, . . . , fr), for r ≥ 1, with each component belonging to a large class of test
functions, and
Z
(n)
f (t) := n
∫
R
f(x)µ
(n)
t (dx) − nE
[∫
R
f(x)µ
(n)
t (dx)
]
.
More precisely, we establish the stable convergence of Z
(n)
F and determine its limiting distri-
bution. An upper bound for the total variation distance of the law of Z
(n)
f (t) to its limiting
distribution, for a test function f and t ≥ 0 fixed, is also given.
1. Introduction
For a given positive integer n, we denote by Rn×n the set of real matrices of dimension
n × n and consider a sequence of processes Y (n) = (Y (n)(t); t ≥ 0), taking values in Rn×n,
defined in a given probability space (Ω,F ,P). Assume that for every n ∈ N and t ≥ 0, the
random matrix Y (n)(t) = [Y
(n)
i,j (t)]1≤i,j≤n is real and symmetric whose entries are determined
by
Y
(n)
i,j (t) =
{
1√
n
Xi,j(t) if i < j,√
2√
n
Xi,i(t) if i = j,
(1.1)
where Xi,j = (Xi,j(t); t ≥ 0), for i ≤ j, is a collection of i.i.d. centered Gaussian processes
with covariance function R(s, t). Namely, the processes {Xi,j; i ≤ j} are jointly Gaussian,
centered and satisfy
E [Xi,j(t)Xl,k(s)] = δi,lδj,kR(s, t), for i ≤ j and l ≤ k,
where δi,l denotes the Kronecker delta, i.e., δi,l = 1 if i = l and δi,l = 0 otherwise. For
convenience, we assume without loss of generality that R(1, 1) = 1. Due to well known
distributional symmetries exhibited by Y (n)(t), see, e.g., [1, Sec. 2.5], in the sequel we refer
to Y (n) as a Gaussian Orthogonal Ensemble process, or GOE process for short. We denote by
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λ
(n)
1 (t) ≥ · · · ≥ λ(n)n (t) the ordered eigenvalues of Y (n)(t) and by µ(n)t its associated empirical
spectral distribution, defined by
µ
(n)
t (dx) =
1
n
n∑
i=1
δ
λ
(n)
i (t)
(dx),
where δz(dx) denotes the Dirac measure centered at z, i.e., the probability measure charac-
terized by δz({z}) = 1.
This manuscript extends to a second-order level the recent work by Jaramillo et al. [21] where
the convergence in probability, under the topology of uniform convergence over compact sets,
of the empirical spectral measure processes µ(n) := (µ
(n)
t ; t ≥ 0) is established and its limit
is characterized in terms of its Cauchy transform. Our goal, here, is to provide a functional
central limit theorem for the process(
n
∫
R
F (x)µ
(n)
t (dx)− nE
[ ∫
R
F (x)µ
(n)
t (dx)
]
; t ≥ 0
)
, (1.2)
where F : R → Rr is a sufficiently regular test function and r ≥ 1. In order to setup an
appropriate context for stating our main results (see Section 2), we review briefly some of
the literature related to the study of the asymptotic properties of the process (1.2).
Our starting point is the celebrated Wigner Theorem [36, 37], which asserts that for every
ε > 0 and every element f belonging to the set Cb(R) of continuous and bounded functions,
lim
n→∞
P
(∣∣∣∣∫
R
f(x)µ
(n)
1 (dx)−
∫
R
f(x)µsc1 (dx)
∣∣∣∣ > ǫ) = 0, (1.3)
where µscσ , for σ > 0, denotes the scaled semicircle distribution
µscσ (dx) :=
1[−2σ,2σ](x)
2πσ2
√
4σ2 − x2dx.
In other words, we have that µ
(n)
1 converges weakly in probability to the standard semicircle
distribution. Since its publication, Wigner’s theorem has been generalized and extended in
many different directions. Given that the aim of this paper is the study the asymptotic
law of (1.2), we now recall some developments regarding the fluctuations of
∫
R
f(x)µ
(n)
1 (dx)
around its mean and those that describe the properties of the sequence of measure-valued
processes (µ
(n)
t ; t ≥ 0).
Despite the fact that our paper deals exclusively with GOE processes, we also mention
for the sake of completeness, some representative results on other type of ensembles, with
special emphasis on the Gaussian Unitary Ensemble process, GUE process for short. That
is to say, a matrix-valued process whose construction is analogous to that of Y (n), with the
exception that Y (n)(t) is Hermitian for all t ≥ 0, the factor √2 appearing in (1.1) is replaced
by 1 and the real Gaussian processes Xi,j(t), for i < j, are replaced by complex Gaussian
processes whose real and imaginary parts are independent copies of X1,1.
In the GOE case, the problem of studying µ
(n)
t , as a function of the variable t ≥ 0, was
first addressed by Rogers and Shi [33], and Ce´pa and Le´pingle [9] in the specific case when
the processes Xi,j’s are standard Brownian motions. More recently, when the Xi,j’s are
Gaussian processes, Jaramillo et al. [21] proved that under some mild conditions on the
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covariance function R(s, t), the sequence of measure-valued processes (µ
(n)
t ; t ≥ 0) converges
in probability to the process (µsc
R(t,t)
1
2
; t ≥ 0), in the topology of uniform convergence over
compact sets.
The above results can be seen as a type of law of large numbers, thus it is natural to
ask about the fluctuations of random variables of the form
∫
R
f(x)µ
(n)
1 (dx), with f : R→ R
belonging to a set of suitable test functions. This problem was addressed by Girko in [15], by
employing martingale techniques to the study of Cauchy-Stieltjes transforms. Afterwards,
this result was extended by Lytova and Pastur [25] to general Wigner matrices satisfying a
Lindeberg type condition. In particular, the authors in [25] proved that
n
∫
R
f(x)µ
(n)
1 (dx)− nE
[ ∫
R
f(x)µ
(n)
1 (dx)
]
d→ N (0, σ2f), as n→∞, (1.4)
where
d→ denotes convergence in law and N (0, σ2f) is a centered Gaussian random variable
with variance given by
σ2f :=
1
4
∫
R2
(
f(x)− f(y)
x− y
)2
4− xy
(4− x2)(4− y2)µ
sc
1 (dx)µ
sc
1 (dy).
In addition to [25], there have been many results related to the study of the limit in dis-
tribution (1.4), for instance Anderson and Zeitouni [2], Bai and Yao [4], Cabanal-Duvillard
[8], Chatterjee [10], Guionnet [16], Johansson [22], to name but a few. The techniques that
have been used for this purpose are quite diverse, for instance Johansson [22] addresses the
problem by using the joint density of λ
(n)
1 , . . . , λ
(n)
n . Bai and Yao [4] used the Cauchy-Stieltjes
transform to reduce the problem to the case where
f(x) =
1
x− z ,
for z belonging to the upper complex plane. The approach followed by Lytova and Pastur
[25] consists on using the Fourier transform and an interpolation method, while the one
introduced by Cabanal-Duvillard [8] relies on stochastic calculus techniques.
On the other hand, the fluctuations of the process (1.2) with f : R → R belonging to a
set of suitable test functions have not been deeply studied. Indeed, the study of (1.2) in the
GOE regime has been restricted to the case where the entries of Y (n) are Ornstein-Uhlenbeck
processes. For this case, it was proved by Israelson [18] that not only (1.2) converges weakly
to a Gaussian process, but also the process of signed measures (n(µ
(n)
t −µsct ); t ≥ 0) converges
in law to a distribution-valued Gaussian process. Although [18] established existence and
uniqueness of the limit law, it was not characterized explicitly. This problem was addressed
by Bender [5] where the asymptotic covariance function for the limit of (n(µ
(n)
t −µsct ); t ≥ 0)
was derived and its law was implicitly characterized. The case where the entries of Y (n) are
Brownian motions has not been addressed yet in the GOE regime, although there are some
partial results for the GUE case, as discussed below.
For the GUE process, the problem of determining the limit of {µ(n) ; n ≥ 1} has been only
explicitly addressed for the case where Y (n) is a Dyson Brownian motion. That is to say,
when the Xi,j’s, for i < j, are standard complex Brownian motions or equivalently, when
the covariance function of X1,1 is of the form R(s, t) = s ∧ t. For this type of matrices, the
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techniques from [33] and [9] can still be applied, leading to an analogous result as in the
GOE case (the reader is referred to [1, Section 4.3] for a complete proof of this fact).
The problem of studying the limiting distribution of (1.2) in the GUE regime has been ad-
dressed, simultaneously with the GOE case, in the aforementioned papers [2, 4, 3, 10, 16, 22].
Unfortunately, it has been restricted to the cases where Y (n) is either a Dyson Brownian mo-
tion or an Ornstein Uhlenbeck matrix-valued process. For the Brownian motion case, it
was proved by Pe´rez-Abreu and Tudor in [32] that the sequence of processes (1.2) converges
towards a Gaussian process in the topology of uniform convergence over compact sets. How-
ever, the shape of the covariance function of the limiting process was not described in an
explicit closed form. The Ornstein Uhlenbeck matrix-valued case was addressed simultane-
ously with the GOE regime in the aforementioned paper [5].
Finally, we would like to mention some additional developments related to the fluctuations
of other random matrix ensembles. For instance, we mention the work of Guionnet [16],
where among other things, a central limit theorem for Gaussian band matrix models is
obtained. This result was later extended by Anderson and Zeitouni [2] to the more general
case of band matrix models whose on-or-above diagonal entries are independent but neither
necessarily identically distributed nor necessarily all with the same variance. The approach
used in [2] was based on combinatorial enumeration, generating functions and concentration
inequalities. Another related topic is the one introduced by Diaconis and Evans [12], and
further developed by Diaconis and Shahshahani in [13], which consists on the study of
fluctuations of orthogonal, unitary and symplectic Haar matrices. The main tool that was
used for solving this problem is the method of moments, but the computations are more
complicated in comparison to the GOE and GUE case due to the lack of independence
between the matrix entries. We would also like to mention the paper of Bai and Silverstein
[3] which is devoted to the study of the fluctuations of sample covariance matrices, as well
as the paper of Diaz et al. [14], where a central limit theorem for block Gaussian matrices is
derived by means of a combinatorial analysis of the second-order Cauchy transform. Last but
not least, we mention the work of Unterberger in [34], which is closely related to [18] and [5],
and deals with the problem of determining the asymptotic law of a suitable renormalization
of the empirical distribution process of a generalized Dyson Brownian motion. As in [18] and
[5], it is proved in [34] that the aforementioned renormalization converges to a distribution-
valued Gaussian process, although an explicit expression for the covariance of the limiting
Gaussian distribution was not provided.
2. Main results
As we mentioned before and motivated by the aforementioned results, we devote this man-
uscript to prove a central limit theorem for (1.2) which holds for GOE processes with a
general covariance function R(s, t), where the fluctuations are parametrized by a time vari-
able t and a general vector valued test function F . As a consequence, we also provide an
upper bound for the total variation distance of Z
(n)
f (t) and its limit distribution. As an
additional improvement, all the limit theorems presented here are stated in the context of
stable convergence, which is an extension of the convergence in law and whose definition is
given below.
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Definition 2.1. Assume that {ηn;n ≥ 1} is a sequence of random variables defined on
(Ω,F ,P) with values on a complete and separable metric space S and η is an S-valued random
variable defined on the enlarged probability space (Ω,G,P). We say that ηn converges stably
to η as n → ∞, if for any continuous and bounded function g : S → R and any R-valued,
F-measurable bounded random variable M , we have
lim
n→∞
E [g(ηn)M ] = E [g(η)M ] .
We denote the stable convergence of {ηn, n ≥ 1} towards η by ηn S−→ η.
By relaxing the strong symmetry properties considered in previous works (such as [5], [18],
[32] or [34]), the complexity of studying (1.2) considerably increases and the powerful tools
from martingale theory can not longer be applied. To overcome this difficulty, we use tech-
niques from the theory of Malliavin calculus which have been quite effective for studying
limit distributions of functionals of Gaussian processes, see for instance, the monograph of
Nourdin and Peccati [26] for a presentation of the recent advances in these topics. We would
also like to emphasize that the results here presented are only proved for real symmetric
matrices while those considered in [8] and [32] hold for complex Hermitian matrices. Un-
fortunately, our methodology cannot be directly applied to the GUE regime leaving this
problem for future research.
In order to present our main results, we introduce the following notation. For a fixed
covariance function R(s, t), we define its associated standard deviation σs, and correlation
coefficient ρs,t, by
σs :=
√
R(s, s) and ρs,t :=
R(s, t)
σsσt
, for t, s ≥ 0. (2.1)
Consider the set of test functions
P := {f ∈ C4(R;R) : f (4) has polynomial growth}. (2.2)
For f ∈ P, let Z(n)f = (Z(n)f (t); t ≥ 0) be given by
Z
(n)
f (t) := n
(∫
R
f(x)µ
(n)
t (dx)− E
[∫
R
f(x)µ
(n)
t (dx)
])
. (2.3)
Similarly, if Pr denotes the r-th cartesian product of P and F := (f1, . . . , fr) ∈ Pr, we define
the process Z
(n)
F = (Z
(n)
F (t); t ≥ 0), as follows
Z
(n)
F (t) :=
(
Z
(n)
f1
(t), . . . , Z
(n)
fr
(t)
)
.
A key step in determining the limit law of Z
(n)
F (t), as n increases, consists on describing the
asymptotic behaviour of the covariance
lim
n→∞
Cov
[
Z
(n)
f (s), Z
(n)
g (t)
]
, (2.4)
for f, g ∈ P and s, t > 0. This problem was addressed by Pastur and Shcherbina in [31] for
the case s = t, where it was proved that
lim
n→∞
Cov
[
Z
(n)
f (s), Z
(n)
g (s)
]
=
1
2π
∫
[−2σs,2σs]2
∆f
∆λ
∆g
∆λ
4σ2s − λ1λ2√
4σ2s − λ21
√
4σ2s − λ22
dλ1dλ2, (2.5)
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where ∆f := f(λ1) − f(λ2) and ∆λ := λ1 − λ2. Up to our knowledge, there is no analog
of the formula (2.5) for s 6= t, so we have devoted Section 4 to the development of a new
technique for studying the limit (2.4). Our approach is also based on Malliavin calculus
together with properties of Chebyshev polynomials and free Wigner integrals. This novel
approach is interesting on its own right as it relies on Malliavin calculus to undertake non-
trivial random matrix theory calculations. In order to make this more precise, lets introduce
some notation. Let Uq denote the q-th Chebyshev polynomial of second order in [−2, 2],
characterized by the property
Uq(2 cos(θ)) =
sin((q + 1)θ)
sin(θ)
. (2.6)
In Lemma 7.3, we prove that for all −2 < x, y < 2 and 0 ≤ z < 1, the series
Kz(x, y) :=
∞∑
q=0
Uq(x)Uq(y)z
q, (2.7)
is absolutely convergent, non-negative, and satifies
Kz
(
x, y
)
=
1− z2
z2(x− y)2 − xyz(1− z)2 + (1− z2)2 . (2.8)
The limit (2.4) can then be expressed in terms of Kz, as it is indicated below.
Theorem 2.2. Let ρs,t and σs be given as in (2.1). Then,
lim
n→∞
Cov
[
Z
(n)
f (s), Z
(n)
g (t)
]
= 2
∫
R2
f ′(x)g′(y)νρs,tσs,σt(dx, dy), (2.9)
where the measure ν
ρs,t
σs,σt is absolutely continuous with respect to the Lebesgue measure, with
density f
ρs,t
σs,σt(x, y), given by
f ρs,tσs,σt(x, y) :=

√
4σ2s−x2
√
4σ2t−y2
2π2σ2sσ
2
t
∫ 1
0
Kzρs,t(x/σs, y/σt)dz, if (x, y) ∈ It,
0 otherwise,
where It = [−2σs, 2σs]× [−2σt, 2σt].
The proof of Theorem 2.2 is deferred to Section 4. It relies on tools from Malliavin calculus
and Voiculescu’s free probability theory, both subjects are reviewed in Section 3.
In the sequel, we assume that R satisfies the following regularity conditions:
(H1) There exists α > 1, such that for all T > 0 and t ∈ [0, T ], the mapping s 7→ R(s, t)
is absolutely continuous on [0, T ], and
sup
0≤t≤T
∫ T
0
∣∣∣∣∂R∂s (s, t)
∣∣∣∣α ds <∞.
(H2) The map s 7→ σ2s = R(s, s) is continuously differentiable in (0,∞) and continuous
at zero. Moreover, there exists ε ∈ (0, 1), such that the mapping s 7→ s1−εR′(s, s) is
bounded over compact intervals of R.
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As a direct consequence of (H2), we have that |R′(s, s)| is integrable in a neighborhood
of zero. We observe that the conditions above are very mild, so the collection of processes
satisfying (H1) and (H2) includes processes with very rough trajectories, such as fractional
Brownian motion with Hurst parameter H ∈ (0, 1), whose covariance function is of the form
R(s, t) =
1
2
(s2H + t2H − |t− s|2H), (2.10)
and trajectories are Ho¨lder continuous of order α ∈ (0, H).
In order to state our main result, which is a functional central limit theorem for Z
(n)
F , we
recall that the total variation distance between two probability measures µ and ν is defined
as follows
dTV (µ, ν) := sup
A∈B(R)
∣∣µ(A)− ν(A)∣∣,
where B(R) denotes the Borel σ-algebra of R.
Theorem 2.3. Suppose that the processes {Xi,j; i ≤ j} satisfy conditions (H1) and (H2).
Then, for every F := (f1, . . . , fr) ∈ Pr, there exists a continuous Rr-valued centered Gauss-
ian process ΛF = ((Λf1(t), . . . ,Λfr(t)); t ≥ 0), independent of {Xi,j; i ≤ j}, defined on an
extended probability space (Ω,G,P), such that
Z
(n)
F
S−→ ΛF ,
in the topology of uniform convergence over compact sets. The law of the process ΛF is
characterized by its covariance function, which is given by
E
[
Λfi(s)Λfj(t)
]
= 2
∫
R2
f ′i(x)f
′
j(y)ν
ρs,t
σs,σt
(dx, dy),
where ν
ρs,t
σs,σt is given as in Theorem 2.2. Moreover, for all t ≥ 0 and f ∈ P, there exists a
constant C > 0 that only depends on t, f and the law of X, such that
dTV (L(Z(n)f (t)),L(Λf(t))) ≤
C√
n
,
where L(Z(n)f (t)) and L(Λf(t)) denote the distributions of Z(n)f (t) and Λf(t), respectively.
We point out that Theorem 2.3 is stated in terms of stable convergence instead of conver-
gence in law to emphasize the fact that, as n goes to infinity, Z
(n)
F becomes asymptotically
independent to any fixed event in F , namely,
lim
n→∞
E[ψ(Z
(n)
F )1A] = E[ψ(ΛF )]P[A],
for every A ∈ F and every real-valued continuous functional ψ, with respect to the topology
of uniform convergence over compact sets.
We also note that when H = 1/2 in (2.10) , the processes Xi,j are Brownian motions.
Hence, Theorem 2.3 can be thought of as a GOE version of Theorem 4.3 in [32]. However
the results in [32] holds only for the case when r = 1 and f is a polynomial, and moreover
the form of the limiting distribution is not explicit. On the other hand, Theorem 2.3 holds
for all r ∈ N and we only require f to satisfy a polynomial growth condition. In addition,
the limiting distribution that we obtain is explicit.
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To prove Theorem 2.3 we need to establish the convergence of the finite dimensional distri-
butions of Z
(n)
F , as well as the sequential compactness of Z
(n)
F with respect to the topology
of uniform convergence over compact sets, property that in the sequel will be referred to
as “tightness property”. These problems will be addressed in Sections 5 and 6 respectively.
The proof of the finite dimensional distributions relies on a multivariate central limit the-
orem, first presented in [27] by Nourdin, Peccati and Re´veillac. This central limit theorem
is part of a series of very powerful techniques that provides convergence to Gaussian laws,
and combine Malliavin calculus and Stein’s method techniques. We refer the reader to [26]
for a comprehensive presentation of these type of results. On the other hand, due to the
generality of the covariance function R(s, t), the proof of the tightness property for Z
(n)
F is a
challenging problem since Billingsley’s criterion (see Theorem 12.3 in [7]), a typical tool for
proving tightness, requires us to compute moments of large order for the increments of Z
(n)
F .
To overcome this difficulty, we use the results from [21], to write a Skorohod differential
equation for Z
(n)
F of the type
Z
(n)
F (t) = δ
∗(1[0,t](·)h(Y (n)(·))) +
∫ t
0
g(Y (n)(·))ds, (2.11)
for some functions h, g : Rn×n → R depending on n and where δ∗ denotes the extended
divergence (see Section 3 for a proper definition). Then we use Malliavin calculus techniques
to estimate
E
[∣∣∣Z(n)F (t)− Z(n)F (s)∣∣∣p] (2.12)
for t > s and p ≥ 2 even, which gives the tightness property. Although the Malliavin cal-
culus perspective for proving tightness has already been explored in previous papers, see
for instance Jaramillo and Nualart [20] and Harnett et al. [17], its combination with a rep-
resentation of the type (2.11) for estimating the moments (2.12) is a new ingredient that
we have incorporated to our proof, and that seems to be quite effective in the context of
matrix-valued processes.
The remainder of this paper is organized as follows. In Section 3, we present some prelimi-
naries on classical Malliavin calculus, random matrices and free Wigner integrals. Section 4
is devoted to the proof of Theorem 2.2. In Section 5 we prove the convergence of the finite
dimensional distributions of Z
(n)
F and finally, in Section 6, we prove the tightness property
for Z
(n)
F .
3. Preliminaries on Malliavin calculus and stochastic integration
3.1. Malliavin calculus for classical Gaussian processes. In this section, we estab-
lish some notation and introduce the basic operators of the theory of Malliavin calculus.
Throughout this section X = (Xt, t ≥ 0) denotes a d-dimensional centered Gaussian process
where Xt = (X
1
t , . . . , X
d
t ) for t ≥ 0, which is defined on a probability space (Ω,F ,P). Its
covariance function is given by
E
[
X isX
j
t
]
= δi,jR(s, t),
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for some non-negative definite function R(s, t) satisfying conditions (H1) and (H2) and
where δi,j denotes the so-called Kronecker delta. We denote by H the Hilbert space obtained
by taking the completion of the space E of step functions over [0, T ], endowed with the inner
product 〈
1[0,s],1[0,t]
〉
H
:= E
[
X1sX
1
t
]
, for 0 ≤ s, t.
For every 1 ≤ j ≤ d fixed, the mapping 1[0,t] 7→ Xjt can be extended to linear isometry
between H and the linear Gaussian subspace of L2 (Ω) generated by the process Xj. We
denote this isometry by Xj(h), for h ∈ H. If h ∈ Hd then is of the form h = (h1, . . . , hd),
with hj ∈ H, and we set X(h) :=
∑d
j=1X
j(hj). Then h 7→ X(h) is a linear isometry between
Hd and the Gaussian subspace of L2 (Ω) generated by X .
For any integer q ≥ 1, we denote by (Hd)⊗q and (Hd)⊙q the q-th tensor product of Hd,
and the q-th symmetric tensor product of Hd, respectively. The q-th Wiener chaos of L2(Ω),
denoted by Hq, is the closed subspace of L2(Ω) generated by the variables(
d∏
j=1
Hqj(X
j(vj))
∣∣∣ d∑
j=1
qj = q, and v1, . . . , vd ∈ H, ‖vj‖H = 1
)
,
where Hq is the q-th Hermite polynomial, defined by
Hq(x) := (−1)qex
2
2
dq
dxq
e−
x2
2 .
For q ∈ N, with q ≥ 1, and h ∈ Hd of the form h = (h1, . . . , hd), with ‖hj‖H = 1, we can
write
h⊗q =
d∑
i1,...,iq=1
hˆi1 ⊗ · · · ⊗ hˆiq ,
where hˆi = (0, . . . , 0︸ ︷︷ ︸
i−1 times
, hi, 0, . . . , 0︸ ︷︷ ︸
d−i times
). For such h, we define the mapping
Iq(h
⊗q) :=
d∑
i1,...,iq=1
d∏
j=1
Hqj(i1,...,iq)(X
j(hj)),
where qj(i1, . . . , iq) denotes the number of indices in (i1, . . . , iq) equal to j. The range of Iq is
contained in Hq. Furthermore, this mapping can be extended to a linear isometry between
H⊙q (equipped with the norm
√
q! ‖·‖(Hd)⊗q) and Hq (equipped with the L2(Ω)-norm).
Denote by F the σ-algebra generated by X . By the celebrated chaos decomposition
theorem, every element F ∈ L2(Ω,F) can be written as follows
F = E [F ] +
∞∑
q=1
Iq(hq),
for some hq ∈ (Hd)⊙q. In what follows, for every integer q ≥ 1, we denote by
Jq : L
2(Ω,F)→ L2(Ω,F),
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the projection over the q-th Wiener chaos Hq. Let S denote the set of all cylindrical random
variables of the form
F = g(X(h1), . . . , X(hn)),
where g : Rnd → R is an infinitely differentiable function with compact support, and hj ∈ E d.
In the sequel, we refer to the elements of S as “smooth random variables”. For every r ≥ 2,
the Malliavin derivative of order r of F with respect to X , is the element of L2(Ω; (Hd)⊙r)
defined by
DrF =
n∑
i1,...,ir=1
∂rg
∂xi1 · · ·∂xir
(X(h1), . . . , X(hn))hi1 ⊗ · · · ⊗ hir .
For p ≥ 1 and r ≥ 1, the space Dr,p denotes the closure of S with respect to the norm
‖·‖
Dr,p
, defined by
‖F‖
Dr,p
:=
(
E [|F |p] +
r∑
i=1
E
[∥∥DiF∥∥p
(Hd)⊗i
]) 1p
. (3.1)
The operator Dr can be extended to the space Dr,p by approximation with elements in S .
When we take p = 2 in the seminorm (3.1), we denote by δ the adjoint of the operator
D, also called the divergence operator. We point out that every element F ∈ D1,2 satisfies
Poincare´’s inequality
Var[F ] ≤ E[‖DF‖2
Hd
], (3.2)
where Var[F ] denotes the variance of F under P.
Let L2(Ω;Hd) denote the space of square integrable random variables with values in Hd.
A random element u ∈ L2(Ω;Hd) belongs to the domain of δ, denoted by Dom δ, if and only
if it satisfies ∣∣E [〈DF, u〉
Hd
]∣∣ ≤ CuE [F 2] 12 , for every F ∈ D1,2,
where Cu is a constant only depending on u. If u ∈ Dom δ, then the random variable δ(u) is
defined by the duality relationship
E [Fδ(u)] = E
[〈DF, u〉
Hd
]
, (3.3)
which holds for every F ∈ D1,2.
If X is a d-dimensional Brownian motion, thus R(s, t) = s ∧ t and H = L2[0, T ]. In this
case, the operator δ is an extension of the Itoˆ integral. Motivated by this fact, if u is a
random variable with values in (Lp[0, T ])d ∩ Hd, for some p ≥ 1, we would like to interpret
δ(u) as a stochastic integral. Nevertheless, the space H turns out to be too small for this
purpose, as generally it doesn’t contain important elements u ∈ (Lp[0, T ])d, for which we
would like δ(u) to make sense. To be precise, in [11] it was shown that in the case where X
is a fractional Brownian motion with Hurst parameter 0 < H < 1
4
, and covariance function
R(s, t) =
1
2
(t2H + s2H − |t− s|2H),
the trajectories of X do not belong to the space H, and in particular, non-trivial processes
of the form (h(us), s ∈ [0, T ]), with h : R → R, do not belong to the domain of δ. In order
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to overcome this difficulty, we extend the domain of δ by following the approach presented
in [24] (see also [11]). The main idea consists on extending the definition of 〈ϕ, ψ〉
H
to the
case where ϕ ∈ L αα−1 [0, T ] for some α > 1, and ψ belongs to the space E of step functions
over [0, T ].
Let α > 1 be as in hypothesis (H1) and let α¯ be the conjugate of α, defined by α¯ := α
α−1 .
For any pair of functions ϕ ∈ Lα¯([0, T ];R) and ψ ∈ E of the form ψ = ∑mj=1 cj1[0,tj ], we
define
〈ϕ, ψ〉
H
:=
m∑
j=1
cj
∫ T
0
ϕ(s)
∂R
∂s
(s, tj)ds. (3.4)
This expression is well defined since∣∣∣〈ϕ,1[0,t]〉H∣∣∣ = ∣∣∣∣∫ T
0
ϕs
∂R
∂s
(s, t)ds
∣∣∣∣ ≤ ‖ϕ‖Lα¯[0,T ] sup
0≤t≤T
(∫ T
0
∣∣∣∣∂R∂s (s, t)
∣∣∣∣α ds)
1
α
<∞.
One should keep in mind that the notation used in definition (3.4), is the same one that we
use to describe the inner product of H. This abuse of notation is justified by the fact that
the bilinear function (3.4) coincides with the inner product in H, when ϕ ∈ E . Indeed, for
ϕ ∈ E of the form ϕ =∑ni=1 ai1[0,ti], we have〈
ϕ,1[0,t]
〉
H
=
n∑
i=1
aiR(ti, t) =
n∑
i=1
ai
∫ ti
0
∂R
∂s
(s, t)ds =
∫ T
0
ϕ(s)
∂R
∂s
(s, t)ds.
We define the extended domain of the divergence as follows.
Definition 3.1. Let 〈·, ·〉
H
be the bilinear function defined by (3.4). We say that a stochastic
process u ∈ L1(Ω; Lα¯([0, T ];Rd)) belongs to the extended domain of the divergence, denoted
by Dom δ∗, if there exists γ > 1 such that∣∣E [〈DF, u〉
Hd
]∣∣ ≤ Cu ‖F‖Lγ(Ω) ,
for any smooth random variable F ∈ S , where Cu is some constant depending on u. In this
case, δ∗(u) is defined by the duality relationship
E [Fδ∗(u)] = E
[〈DF, u〉
Hd
]
.
It is important to note that for a general covariance function R(s, t) and β > 1, the
domains Dom∗ δ and Dom δ are not necessarily comparable (see Section 3 in [24] for further
details). We also note that along the paper we use of the notation
d∑
i=1
∫ t
0
uisδX
i
s := δ
∗(u1[0,t]), (3.5)
for u ∈ Dom δ∗ of the form ut = (u1t , . . . , udt ).
Next, we introduce the operator L which is an unbounded linear mapping, defined in a
suitable subdomain of L2(Ω,F), taking values in L2(Ω,F) and given by the formula
LF :=
∞∑
q=1
−qJqF.
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Moreover, the operator L coincides with the infinitesimal generator of the Ornstein-Uhlenbeck
semigroup (Pθ, θ ≥ 0), which is defined as follows
Pθ : L
2(Ω,F) → L2(Ω,F)
F 7→ ∑∞q=0 e−qθJqF.
We also observe that a random variable F belongs to the domain of L if and only if F ∈ D1,2,
and DF ∈ Dom δ, in which case
δDF = −LF. (3.6)
We also define the operator L−1 : L2(Ω,F)→ L2(Ω,F) by
L−1F =
∞∑
q=1
−1
q
JqF.
Notice that L−1 is a bounded operator and satisfies LL−1F = F−E [F ] for every F ∈ L2(Ω),
so that L−1 acts as a pseudo-inverse of L. The operator L−1 satisfies the following contraction
property for every F ∈ L2(Ω) with E [F ] = 0,
E
[∥∥DL−1F∥∥2
Hd
]
≤ E [F 2] .
In addition, by Meyer’s inequalities (see for instance Proposition 1.5.8 in [29]), for every
p > 1 there exists a constant cp > 0 such that for all F ∈ D2,p with E [F ] = 0,∥∥δ(DL−1F )∥∥
Lp(Ω)
≤ cp
(∥∥D2L−1F∥∥
Lp(Ω;(Hd)⊗2)
+
∥∥E [DL−1F ]∥∥
Hd
)
. (3.7)
Assume that X˜ is an independent copy of X , such that both r.v.’s are defined in the product
space (Ω×Ω˜,F⊗F˜ ,P⊗P˜). Given a random variable F ∈ L2(Ω,F), we can write F = ΨF (X),
where ΨF is a measurable mapping from R
Hd to R, determined P-a.s. Then, for every θ ≥ 0
we have Mehler’s formula
PθF = E˜
[
ΨF (e
−θX +
√
1− e−2θX˜)
]
, (3.8)
where E˜ denotes the expectation with respect to P˜. The operator −L−1 can be expressed in
terms of Pθ, as follows
−L−1F =
∫ ∞
0
PθFdθ, for F s.t. E [F ] = 0. (3.9)
Formulas (3.6), (3.8) and (3.9), combined with Meyer’s inequality (3.7), allows us to write
the Lp(Ω)-norm of any F ∈ D1,2, in the form
‖F − E[F ]‖Lp(Ω) =
∥∥−δDL−1(F − E[F ])∥∥
Lp(Ω)
≤ Cp
(∥∥∥∥∫ ∞
0
DPθ[F ]dθ
∥∥∥∥
Lp(Ω;Hd)
+
∥∥∥∥∫ ∞
0
D2Pθ[F ]dθ
∥∥∥∥
Lp(Ω;(Hd)⊗2)
)
≤ Cp
(∥∥∥∥∫ ∞
0
e−θPθ[DF ]dθ
∥∥∥∥
Lp(Ω;Hd)
+
∥∥∥∥∫ ∞
0
e−2θPθ[D2F ]dθ
∥∥∥∥
Lp(Ω;(Hd)⊗2)
)
,
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where Cp > 0 is a universal constant only depending on p. Thus, using Minkowski’s inequality
and the contraction property of Pθ with respect to L
p(Ω), we have that
‖F − E[F ]‖Lp(Ω) ≤ Cp
∫ ∞
0
e−θ
(
‖Pθ[DF ]‖Lp(Ω;Hd) + ‖Pθ[D2F ]‖Lp(Ω;(Hd)⊗2)
)
dθ
≤ Cp
∫ ∞
0
e−θ
(
‖DF‖Lp(Ω;Hd) + ‖D2F‖Lp(Ω;(Hd)⊗2)
)
dθ
= Cp
(‖DF‖Lp(Ω;Hd) + ‖D2F‖Lp(Ω;(Hd)⊗2)) . (3.10)
Finally, we recall the notion of the contraction in Hd. Let {bj , j ≥ 1} ⊂ Hd be a complete
orthonormal system of Hd. Given f ∈ (Hd)⊙p, g ∈ (Hd)⊙q and r ∈ {1, . . . , p ∧ q}, the r-th
contraction of f and g is the element f ⊗r g ∈ (Hd)⊗(p+q−2r) defined by
f ⊗r g =
∞∑
i1,...,ir=1
〈f, bi1 , . . . , bir〉(Hd)⊗r ⊗ 〈g, bi1, . . . , bir〉(Hd)⊗r .
3.2. Central limit theorem in the Wiener chaos. The proof of the stable convergence
of the finite dimensional distributions of Z
(n)
F in Theorem 2.3, is based on Theorem 3.2 below,
which is a combination of the paper [28] by Nourdin, Peccati and Re´veillac and the paper [27]
by Nourdin, Peccati and Reinert. The proofs of these results can be found in the monograph
of Nourdin and Pecatti [26] (see Theorems 5.3.3 and 6.1.3).
Theorem 3.2. Fix d ≥ 1 and consider the sequence of vectors {Zn = (Z1n, . . . , Zdn), n ≥ 1},
with E [Zin] = 0 and Z
i
n ∈ D2,4 for every i ∈ {1, . . . , d} and n ≥ 1. Let N = (N1, . . . , Nd) be a
centered Gaussian vector with covariance C which is a symmetric and non-negative square
matrix of dimension d. If the following conditions are fulfilled
(i) for any i, j ∈ {1, . . . , d}, we have E [ZinZjn]→ C(i, j), as n→∞;
(ii) for any i ∈ {1, . . . , d}, we have supn≥1 E
[
‖DZin‖4H
]
<∞ and
(iii) for any i ∈ {1, . . . , d}, we have E
[
‖D2Zin ⊗1 D2Zin‖2(Hd)⊗2
]
→ 0, as n→∞,
then Zn
(law)−−−→ Nd(0, C), as n→∞, and moreover
dTV (L(Zin),L(N1)) ≤ C1E
[∥∥D2Zin ⊗1 D2Zin∥∥2(Hd)⊗2] 14 ,
where C1 > 0 is a constant independent of n and L(Zin) and L(Ni) denote the laws of Zin and
Ni, respectively.
Theorem 3.2 is closely related to the celebrated Fourth Moment Theorem, originally estab-
lished by Nualart and Peccati in [30] where convergence in distribution of multiple Wiener
integrals to the standard Gaussian law is stated, in the sense that it is equivalent to the
convergence of just the fourth moment. For further details about improvements and devel-
opments on this subject we refer to the monograph of Nourdin and Pecatti [26].
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3.3. Free independence and multiple Wigner integrals. The proof of Theorem 2.2,
uses the relation between classical independence of large symmetric random matrices and free
independence of non-commutative random variables, which was first explored by Voiculescu
in [35]. In this section we introduce some basic tools from free probability regarding analysis
in the Wigner space, which are very useful for our purposes. We closely follow Biane and
Speicher [6] and Kemp et al. [23].
A C∗-probability space is a pair (A, τ) where A is a unital C∗-algebra and τ : A → C
is a positive unital linear functional. In the sequel, the involution associated to A will be
denoted by ∗. Two classical examples to keep in mind are the following,
(i) the algebra A of bounded C-valued random variables defined in a given probability
space, where τ = E[·] is the expectation and ∗ denotes the complex conjugation and
(ii) the algebra A of random matrices of dimension n, where τ is the expected normalized
trace 1
n
E[Tr(·)] and ∗ denotes the conjugate transpose operation.
The elements of A are called non-commutative random variables. In the sequel we use
the symbol ∗ to denote, both, the involution of a C∗-probability space (when applied to a
non-commutative random variable) and the conjugate transpose operation (when applied to
a matrix). This abuse of notation is justified by the fact that, as mentioned in example (ii),
the set of random matrices of dimension n can be realized as a C∗-probability space.
An element a ∈ A such that a = a∗ is called self-adjoint. A W ∗-probability space is
a C∗-probability space (A, τ) such that A is a Von Neumann algebra (i.e., an algebra of
operators on a separable Hilbert space, closed under adjoint and weak convergence) and τ
is weakly continuous, faithful (i.e., that if τ [Y Y ∗] = 0, then Y = 0) and tracial (i.e., that
τ [XY ] = τ [Y X ] for all X, Y ∈ A). The functional τ should be understood as the analogue
of the expectation in classical probability. For a1, . . . , ak ∈ A, we refer to the values of
τ [ai1 · · · ain ], for 1 ≤ i1, ..., in ≤ k and n ≥ 1, as the mixed moments of a1, . . . , ak.
For any self-adjoint element a ∈ A, there exists a unique probability measure µa supported
over a compact subset of the reals numbers such that∫
R
xkµa(dx) = τ [a
k], for k ∈ N.
The measure µa is often called the (analytical) distribution of a.
Even if we know the individual distribution of two self-adjoint elements a, b ∈ A, their joint
distribution (mixed moments) can be quite arbitrary, unless some notion of independence is
assumed to hold between a and b. Here, we deal with free independence.
Definition 3.1. Let {Ai, i ∈ ι} be a family of subalgebras of A and, for a ∈ A, let a˚ :=
a− τ [a]. We say that {Ai, i ∈ ι} are freely independent or free if
τ [˚a1a˚2 · · · a˚k] = 0, (3.11)
whenever k ≥ 1, a1, . . . ak ∈ A with aj ∈ Ai(j) for 1 ≤ j ≤ k, and i(1) 6= i(2) 6= · · · 6= i(k).
We now introduce the notion of a free Brownian motion. Let S = (St , t ≥ 0) be a
one-parameter family of self-adjoint operators St, defined in a W
∗ probability space (A, τ)
satisfying
i) S0 = 0,
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ii) for all 0 < t1 < t2, the increment St2 −St1 possesses the same law as the semicircular
law with mean zero and variance t2 − t1,
iii) and for all k and t1 ≤ t2 ≤ · · · ≤ tk−1 ≤ tk, the increments St1 , St2−St1 , . . . , Stk+1−Stk
are freely independent.
The family of self-adjoint operators S is known as free Brownian motion.
Let f ∈ L2(Rq+) be an off-diagonal indicator function of the form
f(x1, . . . , xq) = 1[s1,t1](x1) · · ·1[sq,tq ](xq),
where the intervals [s1, t1], . . . , [sq, tq] are pairwise disjoint. The Wigner integral I
S
q (f) is
defined as
ISq (f) := (St1 − Ss1) · · · (Stq − Ssq),
and then extended linearly over the set of all off-diagonal step-functions, which is dense in
L2(Rq+). The Wigner integral satisfies the following relation
τ
[
ISq (f)
∗ISq (g)
]
= 〈f, g〉L2(Rq+) . (3.12)
Namely, ISq is an isometry from the space of off-diagonal step functions into the Hilbert space
of operators generated by S, equipped with the inner product 〈X, Y 〉 = τ [Y ∗X ].
As a consequence, ISq can be extended to the domain L
2(Rq+). The Wigner integral has
the property that the image if ISm is orthogonal to I
S
n for n 6= m. In the sequel, we use the
notation S(h) := IS1 (h), for every h ∈ L2(R+).
Definition 3.3. Let m,n ∈ N, f ∈ L2(Rn+) and g ∈ L2(Rm+). For p ≤ m ∧ n, we define the
p-th contraction f
p
⌢ g of f and g as the L2(Rn+m−2p+ ) function defined by
f
p
⌢ g(t1, . . . , tn+m−2p) =
∫
R
p
+
f(t1, . . . , tn−p, s1, . . . , sp)
× g(sp, . . . , s1, tn−p+1, . . . , tn+m−2p)ds1 · · ·dsp.
The following result was proved in [6],
Proposition 3.4. Let n,m ∈ N, f ∈ L2(Rn+) and g ∈ L2(Rm+). Then,
ISn (f)I
S
m(g) =
n∧m∑
p=0
ISn+m−2p(f
p
⌢ g).
In the particular case when n = 1, m ≥ 2, ‖f‖L2(R) = 1 and g = f⊗m, we get
S(f)ISm(f
⊗m) = IS1 (f)I
S
m(f
⊗m) = ISm+1(f
⊗(m+1)) + ISm−1(f
⊗(m−1)),
under the convention that IS0 is the identity function defined over R. As a consequence, we
have the recursion
ISm+1(f
⊗(m+1)) = S(f)ISm(f
⊗m)− ISm−1(f⊗(m−1)),
with initial condition IS0 (f
⊗0) = 1 and IS1 (f) = S(f). Since Chebyshev polynomials of the
second kind are defined by the previous recursion, we conclude that
ISq (f
⊗q) = Uq(S(f)), (3.13)
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where Uq denotes the q-th Chebyshev polynomial of second order in [−2, 2], given by (2.6).
Hence, using the orthogonality of ISm and I
S
n , as well as (3.12), we obtain the property
τ [Um(S(f))Un(S(g))] = δm,n 〈f, g〉mL2(R+) , (3.14)
where δm,n denotes the Kronecker delta. The previous equality shows that if a and b are
jointly semicircular with mean zero and unit variance, then
τ [Um(a)Un(b)] = δm,nτ [a
∗b]m . (3.15)
Indeed, this is achieved by taking f = 1[0,1] and g = 1[1−τ [a∗b],2−τ [a∗b]] in (3.14), so that
(I1(f), I2(g)) and (a, b) are equal in distribution.
3.4. Eigenvalues of symmetric matrices. Define d(n) := n(n + 1)/2. In the sequel, we
identify the elements x = (x1, . . . , xd(n)) ∈ Rd(n), with the n-dimensional, square symmetric
matrix given by
x̂ :=

√
2x1 x2 x3 · · · xn−2 xn−1 xn
x2
√
2xn+1 xn+2 · · · x2n−3 x2n−2 x2n−1
x3 xn+2
√
2x2n · · · x3n−5 x3n−4 x3n−3
...
...
...
. . .
...
...
...
xn−2 x2n−3 x3n−2 · · ·
√
2xd(n)−5 xd(n)−4 xd(n)−3
xn−1 x2n−2 x3n−1 · · · xd(n)−4
√
2xd(n)−2 xd(n)−1
xn x2n x3n · · · xd(n)−3 xd(n)−1
√
2xd(n)

.
For every x ∈ Rd(n), we denote by Φi(x) for the i-th largest eigenvalue of x̂. By Lemma
2.5 in the monograph of Anderson et al. [1], there exists an open subset G ⊂ Rd(n), with
|Gc| = 0, such that for every x ∈ G, the matrix x̂ has a factorization of the form x̂ = UDU∗,
where D is a diagonal matrix with entries Di,i = Φi(x) such that Φ1(x) > · · · > Φn(x), U is
an orthogonal matrix with Ui,i > 0 for all i, Ui,j 6= 0 and all the minors of U have non zero
determinants. Furthermore, if O(n) denotes the orthogonal group of dimension n and Dn the
set of diagonal matrices of dimension n, there exist differentiable mappings T1 : G → O(n)
and T2 : G → Dn, such that x̂ = T1(x)T2(x)T1(x)∗ for all ∈ G. For x ∈ G , we denote by
U(x) for the orthogonal matrix U(x) = T1(x).
Let us denote by ∂Φi
∂xk,h
(x) the partial derivatives of Φi with respect to the (k, h)-component
of x̂. In Lemma 7.1 in the appendix, it is shown that
∂Φi
∂xk,h
(x) = V i,ik,h(x), (3.16)
where
V i,jk,h(x) :=
(
Uk,iUh,j + Uh,iUk,j
)
(x)1{k 6=h} +
√
2Uk,i(x)Uk,j(x)1{k=h}. (3.17)
Next we prove some useful properties of the terms V i,jk,h(x). It is not difficult to deduce
that for every 1 ≤ i, j ≤ n and 1 ≤ k ≤ h ≤ n, we have that V i,jk,h(x) = V i,jh,k(x), and in
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consequence, we have∑
k≤h
V i1,j1k,h (x)V
i2,j2
k,h (x) =
1
2
∑
k<h
V i1,j1k,h (x)V
i2,j2
k,h (x) +
1
2
∑
k<h
V i1,j1h,k (x)V
i2,j2
h,k (x)
+
n∑
k=1
V i1,j1k,k (x)V
i2,j2
k,k (x)
=
1
2
∑
p 6=q
V i1,j1p,q (x)V
i2,j2
p,q (x) +
n∑
p=1
V i1,j1p,p (x)V
i2,j2
p,p (x).
From here we obtain∑
k≤h
V i1,j1k,h (x)V
i2,j2
k,h (x) =
1
2
∑
p 6=q
(
Up,i1Uq,j1 + Uq,i1Up,j1
)
(x)
(
Up,i2Uq,j2 + Uq,i2Up,j2
)
(x)
+ 2
n∑
p=1
(Up,i1Up,j1Up,i2Up,j2)(x)
=
1
2
∑
1≤p,q≤n
(
Up,i1Uq,j1 + Uq,i1Up,j1
)
(x)
(
Up,i2Uq,j2 + Uq,i2Up,j2
)
(x).
Consequently, by the orthogonality of the columns of U(x), we have∑
k≤h
V i1,j1k,h (x)V
i2,j2
k,h (x) = δi1,i2δj1,j2 + δi1,j2δj1,i2. (3.18)
where we recall that δi,j denotes the Kronecker delta. Using identities (3.16) and (3.18), we
get that for every 1 ≤ i1, i2 ≤ n,∑
k≤h
∂Φi1
∂xk,h
(x)
∂Φi2
∂xk,h
(x) = 21{i1=i2}, (3.19)
which in turn implies that for every function f : R→ R, and x ∈ G, the functionals
Ψk,h[f ](x) :=
n∑
i=1
f(Φi(x))
∂Φi
∂xk,h
(x), (3.20)
Ψp,qk,h[f ](x) :=
n∑
i=1
f(Φi(x))
∂Φi
∂xk,h
(x)
∂Φi
∂xp,q
(x), (3.21)
satisfy ∑
k≤h
∣∣Ψk,h[f ](x)∣∣2 = 2 n∑
i=1
f(Φi(x))
2, (3.22)
∑
k≤h
∑
p≤q
∣∣Ψp,qk,h[f ](x)∣∣2 = 4 n∑
i=1
f(Φi(x))
2. (3.23)
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On the other hand, from Lemma 7.1 (see Apendix) we know
∂2Φi
∂xk,h∂xp,q
(x) =
n∑
j=1
2
Φi(x)− Φj(x)1{j 6=i}V
i,j
k,h(x)V
i,j
p,q (x). (3.24)
Thus, we get that for every k ≤ h, p ≤ q,
n∑
i=1
f(Φi(x))
∂2Φi
∂xk,h∂xp,q
(x) = 2
∑
i 6=j
f(Φi(x))
Φi(x)− Φj(x)V
i,j
k,h(x)V
i,j
p,q (x)
=
∑
i 6=j
f(Φi(x))
Φi(x)− Φj(x)V
i,j
k,h(x)V
i,j
p,q (x) +
∑
i 6=j
f(Φj(x))
Φj(x)− Φi(x)V
j,i
k,h(x)V
j,i
p,q(x).
(3.25)
From (3.17), we can easily check that V i,jk,h(x) = V
j,i
k,h(x) for all 1 ≤ i, j ≤ n and 1 ≤ k ≤ h ≤ n,
which implies that identity (3.25) can be rewritten as follows
n∑
i=1
f(Φi(x))
∂2Φi
∂xk,h∂xp,q
(x) =
∑
j 6=i
f(Φi(x))− f(Φj(x))
Φi(x)− Φj(x) V
i,j
k,h(x)V
i,j
p,q (x). (3.26)
Thus, by (3.18), the functional
Πp,qk,h[f ](x) :=
n∑
i=1
f(Φi(x))
∂Φi
∂xk,h∂xp,q
(x), (3.27)
satisfies∑
k≤h
∑
p≤q
∣∣Πp,qk,h[f ](x)∣∣2 = ∑
j1 6=i1
∑
j2 6=i2
f(Φi1(x))− f(Φj1(x))
Φi1(x)− Φj1(x)
f(Φi2(x))− f(Φj2(x))
Φi2(x)− Φj2(x)
×
(
δi1,i2δj1,j2 + δi1,j2δj1,i2
)2
,
which simplifies to∑
k≤h
∑
p≤q
∣∣Πp,qk,h[f ](x)∣∣2 = 2∑
i 6=j
(
f(Φi(x))− f(Φj(x))
Φi(x)− Φj(x)
)2
. (3.28)
We end this section by proving the following result, which will be repeatedly used through-
out the paper and holds for any standard Gaussian orthogonal ensamble.
Lemma 3.5. Let A(n) be a standard Gaussian orthogonal ensamble of dimension n. Then,
for every γ, ν > 1, M > 0 satisfying ν ≤ γ, and every continuously differentiable function
f : R → R such that f and f ′ have polynomial growth, there exists a constant C > 0, such
that
sup
n≥1
sup
z∈[0,M ]
1
n
n∑
i=1
∥∥f(Φi(zA(n)))2∥∥νLγ(Ω) ≤ C. (3.29)
and
sup
n≥1
sup
z∈[0,M ]
1
n2
∑
i 6=j
∥∥∥∥(f(Φi(zA(n)))− f(Φj(zA(n)))Φi(zA(n))− Φj(zA(n))
)2∥∥∥∥ν
Lγ(Ω)
≤ C (3.30)
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Proof. First we prove (3.29). Since f has polynomial growth, there exists a ∈ N and a
constant Cf > 0 that only depends on f , such that |f(zx)| ≤ Cf(1 + |x|2a). In other words,
it is enough to show that there is C1 > 0 such that
sup
n≥1
1
n
n∑
i=1
∥∥(Φi(A(n)))2a∥∥νLγ(Ω) ≤ C1, (3.31)
for all a > 1. Notice that∥∥(Φi(A(n)))2a∥∥νLγ(Ω) = E[(Φi(A(n)))2aγ] νγ ,
which by Jensen’s inequality, leads to
1
n
n∑
i=1
∥∥(Φi(A(n)))2a∥∥νLγ(Ω) = 1n
n∑
i=1
E
[
(Φi(A(n)))
2aγ
] ν
γ ≤
(
1
n
n∑
i=1
E
[
(Φi(A(n)))
2aγ
]) νγ
.
From [1, Lemma 2.1.6], it follows that for all positive integer ℓ ∈ N, the sequence 1
n
E[Tr(A(n)ℓ)]
converges to the moment of order ℓ of the semicircle distribution µsc1 . As a consequence, the
term in the right-hand side of the previous inequality converges to(∫
[−2,2]
|x|2aγµsc1 (dx)
) ν
γ
,
which gives the desired result.
In order to prove (3.30), we use the identity
f(x)− f(y)
x− y =
∫ 1
0
f ′(θx+ (1− θ)y)dθ,
to write∣∣∣∣f(Φi(zA(n)))− f(Φj(zA(n)))Φi(zA(n))− Φj(zA(n))
∣∣∣∣ ≤ ∫ 1
0
∣∣f ′(θΦi(zA(n)) + (1− θ)Φj(zA(n)))∣∣dθ.
Since f ∈ P, there exists a constant Kf > 0 and b ∈ N, such that |f | ≤ Kf (1 + |x|b). Thus,∣∣∣∣f(Φi(zA(n)))− f(Φj(zA(n)))Φi(zA(n))− Φj(zA(n))
∣∣∣∣ ≤ Kf +Kf ∫ 1
0
∣∣(θΦi(zA(n) + (1− θ)Φj(zA(n))∣∣bdθ.
After applying the binomial theorem, integrating the variable θ and using the bound |z| ≤ T ,
we deduce that there exist K > 0 such that∣∣∣∣f(Φi(zA(n)))− f(Φj(zA(n)))Φi(zA(n))− Φj(zA(n))
∣∣∣∣ ≤ K(1 + ∣∣Φi(A(n)∣∣b + ∣∣Φj(A(n)∣∣b),
which implies that∣∣∣∣f(Φi(zA(n)))− f(Φj(zA(n)))Φi(zA(n))− Φj(zA(n))
∣∣∣∣2 ≤ C2(1 + ∣∣Φi(A(n)∣∣2b + ∣∣Φnj (A(n)∣∣2b),
for some constant C2 > 0 that only depending on T and f . The inequality in (3.30) then
follows from the inequality in (3.31). The proof is now complete. 
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4. Asymptotic behavior of the covariance of XF
In this section we prove Theorem 2.2. To achieve this, we will first establish some smooth-
ness properties (in the Malliavin sense) for (Φ1(Y
(n)(t)), . . . ,Φn(Y
(n)(t))). Let us recall the
definition of the matrix valued Gaussian process Y (n) in (1.1). Since we will constantly deal
with random variables involving the derivatives of the functions Φ1, . . . ,Φn (which are func-
tions only defined in the open dense subset G of Rd(n) with d(n) = n(n + 1)/2), we will use
the following notation: for every real function h : G → R, defined only in an open dense
subset G ⊂ Rd(n), we have that P[Y (n)(t) ∈ G] = 1, and consequently, the random variable
h(Y (n)(t)) is well defined P-almost everywhere, provided that R(t, t) > 0. This justifies the
use of the notation
h(Y (n)(t)) :=
{
h(Y (n)(t)) if A ∈ G
0 if A ∈ R\G.
Lemma 4.1. For every 1 ≤ i ≤ n, the random variable Φi(Y (n)(t)) is twice Malliavin differ-
entiable. The first and second Malliavin derivatives of Φi(Y
(n)(t)), are given by DΦi(Y
(n)(t)) =
{uk,h(t); k ≤ h} and D2Φi(Y (n)(t)) = {up,qk,h(t); k ≤ h, p ≤ q}, where
uk,h(t) :=
∂Φi
∂xk,h
(Y (n)(t))1[0,t] and u
p,q
k,h(t) :=
∂2Φi
∂xk,h∂xp,q
(Y (n)(t))1⊗2[0,t].
Proof. Let A = {Ak,h; k ≤ h} ∈ L2(Hd(n)) and B = {Bp,qk,h; k ≤ h, p ≤ q} ∈ L2(Hd(n)) be
defined as Ak,h := uk,h(t) and B
p,q
k,h := u
p,q
k,h(t). Let pε denote the d(n)-dimensional Gaussian
kernel of variance ǫ, defined by pε(x) := (2πε)
− d(n)
2 exp{− |x|2
2ε
}. Then, the random variable
Φi ∗ pε(Y (n)(t)) is infinitely Malliavin differentiable and satisfies
Φi ∗ pε(Y (n)(t)) L
2(Ω)−−−→ Φi(Y (n)(t)).
Thus, in order to prove the statement, it is enough to show that
DΦi ∗ pε(Y (n)(t)) L
2(Ω;Hd(n))−−−−−−→ A and D2Φi ∗ pε(Y (n)(t)) L
2(Ω;Hd(n))⊗2)−−−−−−−−→ B. (4.1)
In order to do so, we observe that DΦi ∗ pε(Y (n)(t)) = {vk,h(ε; t) ; k ≤ h} and D2Φi ∗
pε(Y
(n)(t)) = {vp,qk,h(ε; t) ; k ≤ h, p ≤ q}, where
vk,h(ε; t) :=
∂(Φi ∗ pε)
∂xk,h
(Y (n)(t))1[0,t], and v
p,q
k,h(ε; t) :=
∂2(Φi ∗ pε)
∂xk,h∂xp,q
(Y (n)(t))1⊗2[0,t].
Hence, provided that we deduce
vk,h(ε; t) =
∂Φi
∂xk,h
∗ pε(Y (n)(t))1[0,t], and vp,qk,h(ε; t) =
∂2Φi
∂xk,h∂xp,q
∗ pε(Y (n)(t))1⊗2[0,t], (4.2)
we obtain (4.1) by using the well-known fact
‖pε ∗ f − f‖L2(Rd(n),µ) → 0,
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as ε goes to 0, for every measure µ defined in Rd(n) and every f ∈ L2(Rd(n), µ). Notice that
(4.2) is equivalent to
∂(Φi ∗ pε)
∂xk,h
=
∂Φi
∂xk,h
∗ pε, and ∂
2(Φi ∗ pε)
∂xk,h∂xp,q
=
∂2Φi
∂xk,h∂xp,q
∗ pε. (4.3)
In order to show (4.3), we proceed as follows. Denote by ep,q = {ep,qk,h; 1 ≤ k ≤ h ≤ h}
the (k, h)-canonical element of Rd(n), given by ep,qk,h := δk,pδh,q. For every y ∈ Rd(n)−1 of
the form y = {yk,h; 1 ≤ k ≤ h ≤ n and (k, h) 6= (p, q)}, consider the linear mapping
πp,q,y : R→ Rd(n), given by πp,q,y(z) = {πp,q,yk,h (z); k ≤ h}, with
πp,q,yk,h (z) :=
{
yk,h if (k, h) 6= (p, q),
z if (k, h) = (p, q).
Notice that for all 1 ≤ i ≤ n, the function Φi is infinitely differentiable in the complement
of the set Sdeg of n × n symmetric matrices with at least one repeated eigenvalue. In [19,
Proposition 4.5.], it was shown that the set Scdeg is contained in the image of a smooth
function defined over Rd(n)−2. From this observation it easily follows that for almost all
y ∈ Rd(n)−1, the function Φi ◦ πp,q,yk,h is infinitely differentiable. As a consequence, for every
x ∈ Rd(n),
∂(Φi ∗ pε)
∂xk,h
(x) =
∫
Rd(n)
Φi(x− ξ) ∂pε
∂xk,h
(ξ)dξ
=
∫
Rd(n)−1
∫
R
Φi(x− πk,h,y(z))dpε
dz
(πk,h,y(z))dzdy
=
∫
Rd(n)−1
∫
R
∂Φi
∂xk,h
(x− πk,h,y(z))pε(πk,h,y(z))dzdy.
where the integration by parts in the last equality, is justified by the fact that the mapping
z 7→ Φi ◦ πp,q,yk,h (z) is infinitely differentiable for almost all y ∈ Rd(n). From here, it easily
follows that ∂(Φi∗pε)
∂xk,h
(x) = ∂Φi
∂xk,h
∗ pε(x). To prove the second inequality in (4.3), we proceed
similarly, but replacing the function Φi, with
∂Φi
∂xk,h
. 
Before proving Theorem 2.2, we establish the following auxiliary lemma.
Lemma 4.2. Assume that ξ and ξ˜ are free standard semicircular non-commutative random
variables. If ϕ, ψ ∈ C(R;R) and z ∈ [0, 1), then
τ
[
ϕ
(
zξ +
√
1− z2ξ˜
)
ψ(ξ)
]
=
∫
[−2,2]2
ϕ(x)ψ(y)Kz(x, y)µ
sc
1 (dx)µ
sc
1 (dy), (4.4)
with Kz(x, y) defined as in (2.7).
Proof. For ease of notation, let a = zξ +
√
1− z2ξ˜ and b = ξ˜. Since both a and b are (cor-
related) standard semicircular non-commutative random variables, a straightforward appli-
cation of functional calculus implies that ϕ(a) = (ϕ ◦ 1[−2,2])(a) and ψ(b) = (ψ ◦ 1[−2,2])(b).
Similarly, observe that the right hand side of (4.4) remains the same if we replace ϕ with
ϕ ◦ 1[−2,2] and ψ with ψ ◦ 1[−2,2]. Hence, without of generality, we can assume that both ϕ
and ψ are supported over [−2, 2].
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Let Um(x) denote the m-th Chebyshev polynomial of the second kind on [−2, 2], defined
by (2.6). By the Stone-Weierstrass theorem, we can assume without loss of generality that
ϕ(x) = Um1(x) and ψ(y) = Um2(y) for some m1, m2 ∈ N. Since the Chebyshev polynomials
form an orthonormal system with respect to µsc1 (dx), the measure κz(dx, dy) defined by
κz(dx, dy) := 1[−2,2]2(x, y)Kz(x, y)µ
sc
1 (dx)µ
sc
1 (dy),
satisfies ∫
R2
ϕ(x)ψ(y)κz(dx, dy) =
∫
R2
Um1(x)Um2(y)κz(dx, dy) = δm1,m2z
m1 . (4.5)
On the other hand, by relation (3.15), we have
τ
[
Um1
(
zξ +
√
1− z2ξ˜
)
Um2(ξ)
]
= δm1,m2τ
[(
zξ +
√
1− z2ξ˜
)∗
ξ
]m1
= δm1,m2z
m1 . (4.6)
By combining the identities (4.5) and (4.6), we get
τ
[
ϕ
(
zξ +
√
1− z2ξ˜
)
ψ(ξ)
]
=
∫
R2
ϕ(x)ψ(y)κz(dx, dy),
as required. 
We are now in position of proving Theorem 2.2.
Proof of Theorem 2.2. By (3.6), every centered random variables F,G ∈ D1,2, satisfy
E[FG] = E[−δ(DL−1F )G] = E
[〈−DL−1F,DG〉
Hd(n)
]
.
In particular, for every f, g ∈ P and s, t > 0,
E
[
Z
(n)
f (t)Z
(n)
g (s)
]
= E
[〈
−DL−1Z(n)f (t), DZ(n)g (s)
〉
Hd(n)
]
. (4.7)
By (3.8) and (3.9), we get
−DL−1Z(n)f (t) =
∫ ∞
0
DPθ
[
Z
(n)
f (t)
]
dθ =
∫ ∞
0
e−θPθ
[
DZ
(n)
f (t)
]
dθ.
On the other hand, Lemma 4.1 implies that DZ
(n)
f (t) = {vk,h(t); 1 ≤ k, h ≤ n}, with
vk,h(t) =
1√
n
n∑
i=1
f ′
(
Φi(Y
(n)(t))
) ∂Φi
∂xk,h
(Y (n)(t))1[0,t].
Using equation (3.16) and denoting by U∗(Y (n)(t)) the transpose of U(Y (n)(t)), we can
rewrite vk,h(t) as
vk,h(t) =
1√
n
n∑
i=1
f ′
(
Φi(Y
(n)(t))
)((
Uh,iU
∗
i,k + Uk,iU
∗
i,h
)
(Y (n)(t))1{k 6=h}
+
√
2Uk,iU
∗
i,k(Y
(n)(t))1{k=h}]
)
1[0,t]
=
1√
n
((
f ′(Y (n)(t))h,k + f
′(Y (n)(t))k,h
)
1{k 6=h} +
√
2f ′(Y (n)(t))k,k1{k=h}
)
1[0,t].
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Therefore, using Mehler’s formula (3.8) as well as the fact that f ′(Y (n)(t)) is self-adjoint, we
deduce that −DL−1Z(n)f (t) = {uk,h(t); 1 ≤ k, h ≤ n}, where
uk,h(t) :=
ηk,h√
n
∫ ∞
0
e−θE˜
[(
f ′
(
e−θY (n)(t) +
√
1− e−2θY˜ (n)(t)))
k,h
]
dθ1[0,t],
where Y˜ (n) is an independent copy of Y (n), ηk,h := 21{k 6=h} +
√
21{k=h} and E˜ denotes the
expectation with respect to Y˜ (n). Similarly, we deduce DZ
(n)
g (s) = {ωk,h(s); 1 ≤ k, h ≤ n},
where
ωk,h(s) :=
ηk,h√
n
(g′(Y (n)(s)))k,h1[0,s].
As a consequence, we have
E
[〈
−DL−1Z(n)f (t), DZ(n)g (s)
〉
H⊗d(n)
]
=
∫ ∞
0
e−θE
[
E˜
[∑
k≤h
η2k,h
n
(
f ′(e−θY (n)(t) +
√
1− e−2θY˜ (n)(t))
)
k,h
(
g′(Y (n)(s))
)
k,h
]]
dθ
=
2
n
∫ ∞
0
e−θE
[
Tr
(
f ′(e−θY (n)(t) +
√
1− e−2θY˜ (n)(t))g′(Y (n)(s))
)]
dθ.
Hence, making the change of variable z := e−θ, we get
E
[〈
−DL−1Z(n)f (t), DZ(n)g (s)
〉
H⊗d(n)
]
=
2
n
∫ 1
0
E
[
Tr
(
f ′
(
zY (n)(t) +
√
1− z2Y˜ (n)(t))g′(Y (n)(s)
))]
dz.
(4.8)
Let A(n) and A˜(n) be two independent standard Gaussian orthogonal ensembles and recall
the definitions of σs and ρs,t in (2.1). It is not difficult to deduce(
zY (n)(t) +
√
1− z2Y˜ (n)(t), Y (n)(s)
)
(d)
=
(
σt
(
ρs,tzA(n) +
√
1− ρ2s,tz2A˜(n)
)
, σsA(n)
)
,
where “
(d)
= ” means identity in distribution. Thus, by Voiculescu theorem (see for instance
[1, Theorem 3.3]), we get
lim
n→∞
1
n
E
[
Tr
(
f ′
(
zY (n)(t) +
√
1− z2Y˜ (n)(t)
))
g′
(
Y (n)(s)
)]
= lim
n→∞
1
n
E
[
Tr
(
f ′
(
σt
(
ρs,tzA(n) +
√
1− ρ2s,tz2A˜(n)
))
g′
(
σsA(n)
))]
= τ
[
(f ′ ◦mσt)
(
(zρs,t)ξ +
√
1− (zρs,t)2ξ˜
)
(g′ ◦mσs)(ξ)
]
,
(4.9)
where mσ denotes the multiplication function mσ(y) := σy, and ξ, ξ˜ are self-adjoint free
random variables with standard semicircular distribution, defined on a non-commutative
probability space (A, τ). By Lemma 4.2
τ
[
ϕ
(
zξ +
√
1− z2ξ˜
)
ψ(ξ)
]
=
∫
[−2,2]2
ϕ(x)ψ(y)Kz(x, y)µ
sc
1 (dx)µ
sc
1 (dy).
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In addition, by the Cauchy-Schwarz inequality and Wigner’s theorem,
1
n
E
[
Tr
(
f ′
(
σt
(
ρs,tzA(n) +
√
1− ρ2s,tz2A˜(n)
))
g′
(
σsA(n)
))]
≤
(
1
n
E
[
Tr
(
f ′
(
σtA(n)
)2)]) 12( 1
n
E
[
Tr
(
g′
(
σsA(n)
)2)]) 12 ≤ Cs,t,
for some constant Cs,t > 0 independent of n. Therefore, using the dominated convergence
theorem, as well as (4.7), (4.8) and (4.9), we deduce that
lim
n→∞
E
[
Z
(n)
f (t)Z
(n)
g (s)
]
= lim
n→∞
E
[ 〈
−DL−1Z(n)f (t), DZ(n)g (s)
〉
H⊗d(n)
]
= 2
∫ 1
0
∫
[−2,2]2
f ′(σsx)g′(σty)Kzρs,t(x, y)µ
sc
1 (dx)µ
sc
1 (dy)dz.
Making the changes of variable x˜ := σsx and y˜ := σty, we obtain
lim
n→∞
E
[
Z
(n)
f (t)Z
(n)
g (s)
]
= 2
∫ 1
0
∫
R2
f ′(x˜)g′(y˜)Kzρs,t(x˜/σs, y˜/σt)µ
sc
σs
(dx˜)µscσt(dy˜)dz.
Theorem 2.2 easily follows from the previous expression. The proof is now complete. 
5. Convergence of finite dimensional distributions
In this section we prove the stable convergence of the finite dimensional distributions of
Z
(n)
F , to those of ΛF , for F ∈ Pr with r ≥ 1, and find bounds for the distance in total
variation of Znf (t) to its limit distribution, with f ∈ P.
Proposition 5.1. For every r, y ∈ N and F = (f1, . . . , fr) ∈ Pr, and t1, . . . , tℓ ≥ 0, there
exists C > 0, such that
(Z
(n)
F (t1), . . . , Z
(n)
F (tℓ))
S−→ (ΛF (t1), . . . ,ΛF (tℓ)).
Moreover, for f ∈ P, we have
dTV
(
µ
Z
(n)
f
(t), µΛf (t)
)
≤ C√
n
,
for some constant C > 0 independent of n.
Proof. Let T > 0 be fixed and denote by C[0, T ] the set of continuous functions in [0, T ]. Let
us consider a function g : (Rr)ℓ → R, as well as a bounded F -measurable random variable
M . We first show that
lim
n→∞
E
[
g(Z
(n)
F (t1), . . . , Z
(n)
F (tℓ))M
]
= E [g(ΛnF (t1), . . . ,ΛF (tℓ))]E [M ] , (5.1)
for all t1, . . . , tℓ ≥ 0, j ∈ N. Since M is F -measurable and bounded, there exists a sequence
of natural numbers {lm ; m ≥ 1}, as well as a collection of continuous and bounded functions
hm : R
lmd(lm) → R and random variables of the form
Mm = hm
(
Xi,j(s
m
1 ), . . . , Xi,j(s
m
lm
); 1 ≤ i ≤ j ≤ lm
)
,
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with sm1 , . . . , s
m
lm
> 0, such that Mm
L2(Ω)−→ M as m→∞. Hence, by applying an approxima-
tion argument, we deduce that it suffices to show relation (5.1) for M of the form M = h(η),
where h : Rld(L) → R, and
η =
(
Xi,j(s1), . . . , Xi,j(sl); 1 ≤ i ≤ j ≤ l
)
,
with l ∈ N and s1, . . . , sl > 0. Since ΛF is independent of F , the problem is then reduced to
show that
(Z
(n)
F (t1), . . . , Z
(n)
F (tℓ), η)
(d)−→ (ΛF (t1), . . . ,ΛF (tℓ), η). (5.2)
To show the convergence (5.2), it suffices to verify the conditions of Theorem 3.2.
Condition (i) follows directly from Theorem 2.2. In order to prove condition (ii), notice
that by Lemma 4.1, for every t ≥ 0 and f ∈ P we have that
DZ
(n)
f (t) =
{
n−
1
2Ψk,h[f
′](Y (n)(t))1[0,t]; 1 ≤ k, h ≤ n
}
, (5.3)
where Ψk,h[f
′] is defined by (3.20). Hence, by (3.22),∥∥∥DZ(n)f (t)∥∥∥2
H⊗d(n)
=
2σ2t
n
n∑
i=1
f ′(Φi(Y (n)(t)))2.
Therefore, using Lemma 3.5, we deduce that there exists a constant C > 0, independent of
n, such that∥∥∥DZ(n)f (t)∥∥∥4
L4(Ω;H⊗d(n))
=
∥∥∥∥∥∥∥DZ(n)f (t)∥∥∥2
H⊗d(n)
∥∥∥∥2
L2(Ω)
≤
∥∥∥∥2σ2tn
n∑
i=1
f ′(Φi(Y (n)(t)))2
∥∥∥∥2
L2(Ω)
≤ C,
which implies condition (ii).
In order to deduce condition (iii), we first use Lemma 4.1 to write
D2Z
(n)
f (t) =
{
1
n
(
Ψp,qk,h[f
′′](Y (n)(t)) + Πp,qk,h[f
′](Y (n)(t))
)
1
⊗2
[0,t]; 1 ≤ k, h, p, q ≤ n
}
,
where Ψp,qk,h[f
′′] and Πp,qk,h[f
′] are given by (3.21) and (3.27). Therefore, by (3.23) and (3.28)
∥∥∥D2Z(n)f (t)⊗1 D2Z(n)f (t)∥∥∥2
(Hd(n))⊗2
=
σ4t
n4
∑
k1≤h1
k2≤h2
∑
p≤q
(
Ψp,qk1,h1[f
′′]Ψp,qk2,h2[f
′′] + Πp,qk1,h1[f
′]Ψp,qk2,h2[f
′′]
)
(Y (n)(t))
+
σ4t
n4
∑
k1≤h1
k2≤h2
∑
p≤q
(
Ψp,qk1,h1[f
′′]Πp,qk2,h2[f
′] + Πp,qk1,h1[f
′]Πp,qk2,h2[f
′]
)
(Y (n)(t)).
(5.4)
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By applying the Cauchy-Schwarz inequality in (5.4), it is straightforward to see∥∥∥D2Z(n)f (t)⊗1 D2Z(n)f (t)∥∥∥2
(Hd(n))⊗2
≤ σ
4
t
n4
∑
k1≤h1
k2≤h2
∑
p≤q
(
Ψp,qk1,h1[f
′′]2 +Ψp,qk2,h2[f
′′]2 +Πp,qk1,h1[f
′]2 +Πp,qk2,h2[f
′]2
)
(Y (n)(t)),
which in turn implies that∥∥∥D2Z(n)f (t)⊗1 D2Z(n)f (t)∥∥∥2
(Hd(n))⊗2
≤ 2σ
4
t
n4
∑
k≤h
∑
p≤q
(
Ψp,qk,h[f
′′]2 +Πp,qk,h[f
′]2
)
(Y (n)(t)).
Relations (3.23) and (3.28) allow us to write the previous inequality as∥∥∥D2Z(n)f (t)⊗1 D2Z(n)f (t)∥∥∥2
(Hd(n))⊗2
≤ 8σ
4
t
n4
n∑
i=1
f ′′(Φi(Y (n)(t)))2
+
4σ4t
n4
(∑
j 6=i
f ′(Φi(Y (n)(t)))− f ′(Φj(Y (n)(t)))
Φi(Y (n)(t))− Φj(Y (n)(t))
)2
.
Using the previous inequality, we deduce that if {A(n);n ≥ 1} is a standard Gaussian
orthogonal ensemble, then∥∥∥D2Z(n)f (t)⊗1 D2Z(n)f (t)∥∥∥2
(Hd(n))⊗2
≤ 8σ
4
t
n4
n∑
i=1
E
[
(f ′′(Φi(σtA(n)))2
]
+
4σ4t
n4
∑
j 6=i
E
[(
f ′(Φi(σtA(n)))− f ′(Φj(σtA(n)))
Φi(σtA(n))− Φj(σtA(n))
)2]
.
Thus, by Lemma 3.5 we get that∥∥∥D2Z(n)f (t)⊗1 D2Z(n)f (t)∥∥∥2
(Hd(n))⊗2
≤ C
n2
,
for some constant C > 0 independent of n. Thus Proposition 5.1 follows directly from
Theorem 3.2. 
6. Tightness property for Z
(n)
f (t)
Recall that the family of test functions P consists of functions with derivatives of order
fourth with polynomial growth, see (2.2).
Lemma 6.1. If f ∈ P, then the process {Z(n)f ; n ≥ 1}, with Z(n)f := (Z(n)f (t); t ≥ 0), is
tight.
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Proof. In [21, Lemma 3.1], it was proved that the random variable
∫
f(x)µ
(n)
t (dx) satisfies
the following stochastic equation∫
f(x)µ
(n)
t (dx) = f(0) +
1
n
3
2
n∑
i=1
∑
k≤h
∫ t
0
f ′(Φi(Y (n)(w)))
∂Φi
∂yk,l
(Y (n)(w))δXk,h(w)
+
1
2
∫ t
0
∫
R2
1{x 6=y}
f ′(x)− f ′(y)
x− y µ
(n)
w (dx)µ
(n)
w (dy)v
′
wdw +
1
2n2
n∑
i=1
∫ t
0
f ′′(Φi(Y
(n)(w)))v′wdw,
(6.1)
where vw := σ
2
w and the Skorohod integration is understood in the generalized sense. Recall-
ing the definitions of Z
(n)
f and Ψk,h, which are given in (2.3) and (3.20) respectively, using
the previous equation, as well as the identity
f ′(x)− f ′(y)
x− y =
∫ 1
0
f ′′(θx+ (1− θ)y)dθ, (6.2)
we deduce
Z
(n)
f (t) = δ
∗(u(n)f,t ) +G
(n)
f,t , (6.3)
where
G
(n)
f,t :=
1
2n
∫ t
0
∑
1≤i1,i2≤n
∫ 1
0
(
f ′′
(
θΦi1(Y
(n)(w)) + (1− θ)Φi2(Y (n)(w))
)
− E
[
f ′′
(
θΦi1(Y
(n)(w)) + (1− θ)Φi2(Y (n)(w))
)])
v′wdθdw, (6.4)
and u
(n)
f,t = (u
(n)
f,t (w), w ≥ 0) ∈ Lβ([0, T ],Rd(n)) is the Rd(n)-valued process defined by
u
(n)
f,t (w) :=
{
n−
1
2Ψk,h[f
′](Y (n)(w)); 1 ≤ k ≤ h ≤ n
}
, for w ∈ [0, t],
and u
(n)
f,t (w) := 0 otherwise. In order to prove our result, it suffices to show that for all T > 0,
the processes (δ∗(u(n)f,t ), t ≥ 0) and (G(n)f,t , t ≥ 0) are tight in C[0, T ]. Since δ∗(u(n)f,0) = G(n)f,0 = 0,
by Billingsley’s criterion [7, Theorem 12.3], it is enough to show that for i = 1, 2 there exist
C > 0, such that for all γ > 1,
E
[∣∣∣δ∗(u(n)f,t )− δ∗(u(n)f,s )∣∣∣2γ] ≤ C |t− s| γβ (6.5)
E
[∣∣∣G(n)f,t −G(n)f,s ∣∣∣2γ] ≤ C |t− s|2εγ (6.6)
where β = α
α−1 , for α given as in (H1) and ε is as in (H2).
For simplicity on exposition, we divide the rest proof in two steps which correspond to
each of the previous inequalities.
Inequality (6.5). For s, t > 0, n ∈ N and f ∈ P fixed, we introduce
∆Z(n) := Z
(n)
f (t)− Z(n)f (s), ∆u(n) := u(n)f,t − u(n)f,s and ∆G(n) := G(n)f,t −G(n)f,s . (6.7)
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In particular, we observe
∆u(n)(y) =
{
n−
1
2Ψk,h[f
′](Y (n)(y)); 1 ≤ k ≤ h ≤ n
}
, for y ∈ (s, t], (6.8)
and ∆u(n)(y) = 0 otherwise. Our goal is to find an upper bound for E
[
(δ∗(∆u(n)))2γ
]
for
every γ > β. By Ho¨lder inequality, we deduce
E
[
(δ∗(∆u(n)))2γ
]
= E
[
(δ∗(∆u(n)))2γ−1δ∗(∆u(n))
]
= (2γ − 1)E
[
(δ∗(∆u(n)))2γ−2
〈
Dδ∗(∆u(n)),∆u(n)
〉
Hd(n)
]
≤ (2γ − 1)E [(δ∗(∆u(n)))2γ]1− 1γ ∥∥∥〈Dδ∗(∆u(n)),∆u(n)〉
Hd(n)
∥∥∥
Lγ(Ω)
.
where the second equality follows from (3.3). From the previous identity, it follows
∥∥(δ∗(∆u(n)))2∥∥
Lγ(Ω)
≤ (2γ − 1)
∥∥∥〈Dδ∗(∆u(n)),∆u(n)〉
Hd(n)
∥∥∥
Lγ(Ω)
, (6.9)
By (6.3), we deduce δ∗(∆u(n)) = ∆Z(n) −∆G(n). Hence, using (6.9), we get
∥∥(δ∗(∆u(n)))2∥∥
Lγ(Ω)
≤ 2(2γ − 1)
(
sup
w∈[0,T ]
∥∥∥〈DZ(n)f (w),∆u(n)〉
Hd(n)
∥∥∥
Lγ(Ω)
+ sup
w∈[0,T ]
∥∥∥〈DG(n)f,w,∆u(n)〉
Hd(n)
∥∥∥
Lγ(Ω)
)
.
(6.10)
Thus, it is enough to upper bound the two terms appearing in the right-hand side of the
previous inequality. To upper bound the first term, we recall the definition of DZ
(n)
f in (5.3)
and observe from (6.8), the following
∥∥∥〈DZ(n)f (w),∆u(n)〉
Hd(n)
∥∥∥
Lγ(Ω)
≤
∥∥∥∥ 1n∑
k≤h
∫ t
s
Ψk,h[f
′](Y (n)(w))Ψk,h[f ′](Y (n)(x))
∂R
∂x
(x, w)dx
∥∥∥∥
Lγ(Ω)
≤ 1
n
∫ t
s
∥∥∥∥∑
k≤h
Ψk,h[f
′](Y (n)(w))Ψk,h[f
′](Y (n)(x))
∥∥∥∥
Lγ(Ω)
∣∣∣∣∂R∂x (x, w)
∣∣∣∣dx.
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Let A(n) be a standard Gaussian orthogonal ensemble and define MT := sup0≤t≤T σt. Using
the Cauchy-Schwarz inequality (twice), we get that∥∥∥∥∥∑
k≤h
Ψk,h[f
′](Y (n)(w))Ψk,h[f
′](Y (n)(x))
∥∥∥∥∥
Lγ(Ω)
≤
∥∥∥∥∥∑
k≤h
(
Ψk,h[f
′](Y (n)(w))
)2∥∥∥∥∥
1
2
Lγ(Ω)
∥∥∥∥∥∑
k≤h
(
Ψk,h[f
′](Y (n)(x))
)2∥∥∥∥∥
1
2
Lγ(Ω)
≤ sup
0≤z≤MT
∥∥∥∥∥∑
k≤h
(
Ψk,h[f
′](zA(n))
)2∥∥∥∥∥
Lγ(Ω)
= 2 sup
0≤z≤MT
∥∥∥∥∥
n∑
i=1
(
f ′(Φi(zA(n)))
)2∥∥∥∥∥
Lγ(Ω)
,
where the last identity follows from (3.22). Using the previous inequality, as well as Lemma
3.5, we deduce that there exists a constant C > 0, only depending on f , γ, σ and T , such
that ∥∥∥〈DZ(n)f (w), u〉
Hd(n)
∥∥∥
Lγ(Ω)
≤ C
∫ t
s
∣∣∣∣∂R∂x (x, w)
∣∣∣∣dx. (6.11)
Hence, by Ho¨lder inequality and condition (H1), we get∫ t
s
∣∣∣∣∂R∂x (x, w)
∣∣∣∣dx ≤ C |t− s| 1β (∫ t
s
∣∣∣∣∂R∂x (x, w)
∣∣∣∣α dx) 1α
≤ C |t− s| 1β
(
sup
w∈[0,T ]
∫ T
0
∣∣∣∣∂R∂x (x, w)
∣∣∣∣α dx) 1α .
(6.12)
Combining (6.11) and (6.12), we deduce that there exists a constant C1 > 0, independent of
s, t, w and n, such that ∥∥∥〈DZ(n)f (w), u〉
Hd(n)
∥∥∥
Lγ(Ω)
≤ C1 |t− s|
1
β , (6.13)
which gives the desired bound for the first term in (6.10).
In order to upper bound
∥∥∥〈DG(n)f,w,∆u〉
Hd(n)
∥∥∥
Lγ(Ω)
we follow a similar approach as above.
To simplify the notation, we introduce
Fi,j(n, θ, w) := f
′′′
(
θΦi(Y
(n)(w)) + (1− θ)Φj(Y (n)(w))
)
,
and
I
i,j
k,h(n, θ, w) := θ
∂Φi
∂xk,h
(Y (n)(w)) + (1− θ) ∂Φj
∂xk,h
(Y (n)(w)).
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Next, we observe that DG
(n)
f,w = {vk,h; 1 ≤ k ≤ h ≤ n} with
vk,h(·) = 1
2n
3
2
∫ w
0
∫ 1
0
∑
1≤i1,i2≤n
Fi1,i2(n, θ, r)I
i1,i2
k,h (n, θ, r)v
′
r1[0,r](·)dθdr. (6.14)
Thus, by (6.8), we deduce∣∣∣〈DG(n)f,w,∆u〉
Hd(n)
∣∣∣
≤
∣∣∣∣ 12n2
∫ w
0
∫ 1
0
∫ t
s
∑
1≤i1,i2≤n
Fi1,i2(n, θ, r)
∑
k≤h
I
i1,i2
k,h (n, θ, r)
×Ψk,h[f ′](Y (n)(x))∂R
∂x
(x, r)v′rdxdθdr
∣∣∣∣.
(6.15)
Next we find suitable bounds for the summands appearing in the right hand side. To this
end, we define
T (n)k,h (θ, r) :=
∑
1≤i1,i2≤n
Fi1,i2(n, θ, r)I
i1,i2
k,h (n, θ, r), and S(n)k,h(x) := Ψk,h[f ′](Y (n)(x)),
so that inequality (6.15) can be rewritten as follows
∣∣∣〈DG(n)f,w,∆u〉
Hd(n)
∣∣∣ ≤ 1
2n2
∫ w
0
∫ 1
0
∫ t
s
∣∣∣∣∑
k≤h
T (n)k,h (θ, r)S(n)k,h(x)
∂R
∂x
(x, r)v′r
∣∣∣∣dxdθdr. (6.16)
Using Minkowski and Cauchy inequalities in (6.15), we deduce
∥∥∥〈DG(n)f,w,∆u〉
Hd(n)
∥∥∥
Lγ(Ω)
≤ 1
2n2
∫ w
0
∫ 1
0
∫ t
s
∥∥∥∥(∑
k≤h
T (n)k,h (θ, r)2
) 1
2
(∑
k≤h
S(n)k,h(x)
) 1
2
∥∥∥∥
Lγ(Ω)
∣∣∣∣∂R∂x (x, r)v′r
∣∣∣∣dxdθdr
≤ 1
2n2
∫ w
0
∫ 1
0
∫ t
s
∥∥∥∥∑
k≤h
T (n)k,h (θ, r)2
∥∥∥∥ 12
Lγ(Ω)
∥∥∥∥∑
k≤h
S(n)k,h(x)2
∥∥∥∥ 12
Lγ(Ω)
∣∣∣∣∂R∂x (x, r)v′r
∣∣∣∣dxdθdr.
(6.17)
From identity (3.19), it follows that∑
k≤h
T (n)k,h (θ, r)2 = 4
∑
1≤i1,i2,i3,i4≤n
Fi1,i2(n, θ, r)Fi3,i4(n, θ, r)
×
(
θ2δi1,i3 + θ(1− θ)(δi1,i4 + δi2,i3) + (1− θ)2δi2,i4
)
.
(6.18)
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Since f ∈ P, there exist constants C2 > 0 and a ∈ N, such that |f ′′′(x)| ≤ C2(1 + |x|2a).
Applying this inequality in (6.18), and using the fact that 0 ≤ θ ≤ 1, we get
∑
k≤h
T (n)k,h (θ, r)2 ≤ C2
∑
1≤i1,i2,i3,i4≤n
(
1 +
4∑
ℓ=1
(
Φiℓ(Y
(n)(r))
)4a)(
δi1,i3 + δi1,i4 + δi2,i3 + δi2,i4
)
≤ 8× C2
∑
1≤i1,i2,i3≤n
(
1 +
3∑
ℓ=1
(
Φiℓ(Y
(n)(r))
)4a)
≤ 16× C2n2
n∑
i=1
(
1 +
(
Φi(Y
(n)(r))
)4a)
.
Therefore, by Lemma 3.5, ∥∥∥∥∑
k≤h
T (n)k,h (θ, r)2
∥∥∥∥
Lγ(Ω)
≤ C˜2n3, (6.19)
for some constant C˜2 > 0 independent of θ, r and n.
On the other hand, from the definition of Ψk,h (see (3.20)), and identity (3.19), we get∑
k≤h
S(n)k,h(x)2 = 2
n∑
i=1
f ′(Φi(Y (n)(x)))2.
Similarly as above, applying the polynomial growth property of f ′, combined with Lemma
3.5, we deduce the existence of a constant C3 > 0, such that∥∥∥∥∑
k≤h
S(n)k,h(x)2
∥∥∥∥
Lγ(Ω)
≤ C3n. (6.20)
Next, we use (6.17), (6.19) and (6.20), to deduce∥∥∥〈DG(n)f,w,∆u〉
Hd(n)
∥∥∥
Lγ(Ω)
≤ C4
∫ w
0
∫ t
s
∣∣∣∣∂R∂x (x, r)v′r
∣∣∣∣ dxdr,
which by (6.12) and hypothesis (H2) , implies that∥∥∥〈DG(n)f,w,∆u〉
Hd(n)
∥∥∥
Lγ(Ω)
≤ C5 |t− s|
1
β , (6.21)
for some constant C5 > 0, which is independent of n and w. This gives the desired bound
for the second term in (6.10).
Inequality (6.6). By inequality (3.10), we have that for all γ > 1,∥∥∥G(n)f,t −G(n)f,s∥∥∥
Lγ(Ω)
≤
∥∥∥DG(n)f,t −DG(n)f,s∥∥∥
Lγ(Ω;Hd(n))
+
∥∥∥D2G(n)f,t −D2G(n)f,s∥∥∥
Lγ(Ω;(Hd(n))2)
. (6.22)
To bound the first term in the right hand side, we proceed as follows. Recall
DG
(n)
f,w = {vk,h; 1 ≤ k ≤ h ≤ n},
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with vk,h given by (6.14). Therefore,∥∥∥DG(n)f,t −DG(n)f,s∥∥∥2
Hd(n)
=
σ2t
4n3
∫
[s,t]2
∫
[0,1]2
∑
1≤i1,i2,j1,j2≤n
Fi1,i2(n, θ1, w1)Fj1,j2(n, θ2, w2)
×
∑
k≤h
I
i1,i2
k,h (n, θ1, w1)I
j1,j2
k,h (n, θ2, w2)R(w1, w2)v
′
w1
v′w2dθ1dθ2dw1dw2.
(6.23)
Using (3.19), we deduce∑
k≤h
I
i1,i2
k,h (n, θ1, w1)I
j1,j2
k,h (n, θ2, w2)
= 4
(
θ1θ2δi1,j1 + θ1(1− θ2)δi1,j2 + (1− θ1)θ2δi2,j1 + (1− θ1)(1− θ2)δi2,j2
)
≤ 4(δi1,j1 + δi1,j2 + δi2,j1 + δi2,j2).
(6.24)
Similarly as before, since f ′′′ ∈ P there are constants C2 > 0 and a > 1, such that |f(x)| ≤
C2(1+|x|2a), which in turn implies that there exists a constant C6 > 0, such that |f(x+y)| ≤
C6(1 + |x|2a + |y|2a). Using this observation, as well as Minkowski inequality and identities
(6.23) and (6.24), we get∥∥∥DG(n)f,t −DG(n)f,s∥∥∥2
Lγ(Ω;Hd(n))
≤ C6T
2H
n3
∫
[s,t]2
∥∥∥∥∥ ∑
1≤i1,i2,j1,j2≤n
(
1 +
(
Φi1(Y
(n)(w1))
)2a
+
(
Φi2(Y
(n)(w1))
)2a)
×
(
1 +
(
Φj1(Y
(n)(w2))
)2a
+
(
Φj2(Y
(n)(w2))
)2a)
× |v′w1v′w2|
(
δi1,j1 + δi1,j2 + δi2,j1 + δi2,j2
)∥∥∥∥∥
Lγ(Ω)
dw1dw2
≤ 18C6T
2H
n3
∫
[s,t]2
∥∥∥∥∥ ∑
1≤i1,i2,j1,j2≤n
(
1 +
2∑
ℓ=1
(
Φi1(Y
(n)(w1))
)4a
+
2∑
ℓ=1
(
Φjℓ(Y
(n)(w2))
)4a)
× |v′w1v′w2|
(
δi1,j1 + δi1,j2 + δi2,j1 + δi2,j2
)∥∥∥∥∥
Lγ(Ω)
dw1dw2.
We proceed similarly as in (6.19) to deduce∥∥∥DG(n)f,t −DG(n)f,s∥∥∥2
Lγ(Ω;Hd(n))
≤ C7
∫
[s,t]2
|v′w1v′w2|dw1dw2,
for some constant C7 > 0, that depends only on a and sup0≤w≤T σw. Next, we use condition
(H2) to get ∥∥∥DG(n)f,t −DG(n)f,s∥∥∥2
Lγ(Ω;Hd(n))
≤ C8(tε − sε)2, (6.25)
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for C8 > 0. Since ε ∈ (0, 1), we have |tε − sε| ≤ |t− s|ε, and thus∥∥∥DG(n)f,t −DG(n)f,s∥∥∥
Lγ(Ω;Hd(n))
≤ C9|t− s|ε, (6.26)
for C9 > 0, which gives a bound for the first term in the right-hand side of (6.22). To
handle the second term in (6.22), we follow a similar approach but we remark that the
computations are longer due to the appearance of terms involving the second derivatives
of the functions Φi, with i ∈ {1, . . . , n}. We first observe from (6.4), that in order to
compute D2∆G(n), the knowledge of the second Malliavin derivative of variables of the form
f ′′(θΦi1(Y
(n)(w)) + (1 − θ)Φi2(Y (n)(w))), for w ≤ T and θ ∈ [0, 1], are necessary. To this
end, we introduce the notation
Ki,j(n, θ, w) = f
(4)
(
θΦi(Y
(n)(w)) + (1− θ)Φj(Y (n)(w))
)
,
and
D2f ′′(θΦi1(Y
(n)(w)) + (1− θ)Φi2(Y (n)(w))) :=
[
ζp,qk,h(n, i1, i2, θ, w)
]
1≤k≤h≤n
1≤p≤q≤n
,
where
ζp,qk,h(n,i1, i2, θ, w) =
1
n
Ki1,i2(n, θ, w)I
i1,i2
k,h (n, θ, w)I
i1,i2
k,h (n, θ, w)1
⊗2
[0,w]
+
1
n
Fi1,i2(n, θ, w)
(
θ
∂2Φi1
∂yk,h∂yp,q
(Y (n)(w)) + (1− θ) ∂
2Φi2
∂yk,h∂yp,q
(Y (n)(w))
)
1
⊗2
[0,w].
Next, by using (3.16) and (3.26), as well as identity (6.2), we have
n∑
i1,i2=1
D2f ′′(θΦi1(Y
(n)(w)) + (1− θ)Φi2(Y (n)(w))) = Θ(1, w) + Θ(2, w) + Θ(3, w),
where Θ(ℓ, w) = {Θp,qk,h(ℓ, w) ; 1 ≤ k ≤ h ≤ n and 1 ≤ p ≤ q ≤ n }, for ℓ = 1, 2, 3 are given
by
Θp,qk,h(1, w) :=
1
n
n∑
i1,i2=1
Ki1,i2(n, θ, w)
(
θV i1,i1k,h (Y
(n)(w)) + (1− θ)V i2,i2k,h (Y (n)(w))
)
× (θV i1,i1p,q (Y (n)(w)) + (1− θ)V i2,i2p,q (Y (n)(w)))1⊗2[0,w],
Θp,qk,h(2, w) :=
θ2
n
∑
1≤i1,i2,i3≤n
i1 6=i3
∫ 1
0
f (4)
(
ϑθΦi1(Y
(n)(w)) + (1− ϑ)θΦi3(Y (n)(w))
+ (1− θ)Φi2(Y (n)(w))
)
V i1,i3k,h (Y
(n)(w))V i1,i3p,q (Y
(n)(w))dϑ1⊗2[0,w],
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and
Θp,qk,h(3, w) :=
(1− θ)2
n
∑
1≤i1,i2,i3≤n
i2 6=i3
∫ 1
0
f (4)
(
θΦi1(Y
(n)(w)) + ϑ(1− θ)Φi2(Y (n)(w))
+ (1− ϑ)(1− θ)Φi3(Y (n)(w))
)
V i2,i3k,h (Y
(n)(w))V i2,i3p,q (Y
(n)(w))dϑ1⊗2[0,w].
On the other hand, by applying Minkowski’s inequality, as well as the definition of G
(n)
f,w,
which is given by (6.4), we deduce∥∥∥D2G(n)f,t −D2G(n)f,s∥∥∥
L2γ (Ω)
≤ 1
2n2
∫ t
s
∫ 1
0
∥∥∥D2f ′′(θΦi1(Y (n)(w)) + (1− θ)Φi2(Y (n)(w)))∥∥∥
L2γ (Ω;(Hd)⊗2)
|v′w|dθdw
≤ 1
2n2
∫ t
s
∫ 1
0
∑
ℓ=1,2,3
‖Θ(ℓ, w)‖L2γ(Ω;(Hd)⊗2)|v′w|dθdw.
(6.27)
Next we bound the terms ‖Θ(ℓ, w)‖L2γ(Ω;(Hd)⊗2), for ℓ = 1, 2, 3. In order to handle the case
ℓ = 1, we first notice that by (3.18), for all 1 ≤ i1, i2, j2, j2 ≤ n,∑
1≤k≤h≤n
1≤p≤q≤n
(
θV i1,i1k,h + (1− θ)V i2,i2k,h
)(
θV i1,i1p,q + (1− θ)V i2,i2p,q
)
× (θV j1,j1k,h + (1− θ)V j2,j2k,h )(θV j1,j1p,q + (1− θ)V j2,j2p,q )
= 4
(
θδi1,j1 + θ(1− θ)δi1,j2 + θ(1− θ)δi2,j1 + (1− θ)2δi2,j2
)2
≤ 32(δi1,j1 + δi1,j2 + δi2,j1 + δi2,j2).
Putting all pieces together, we have
‖Θ(1, w)‖2(Hd)⊗2 ≤
32T 4H
n2
n∑
i1,i2,j2=1
|Ki1,i2(n, θ, w)||Ki1,j2(n, θ, w)|
+
32T 4H
n2
n∑
i1,i2,j1=1
|Ki1,i2(n, θ, w)||Kj1,i1(n, θ, w)|
+
32T 4H
n2
n∑
i1,i2,j2=1
|Ki1,i2(n, θ, w)||Ki2,j2(n, θ, w)|
+
32T 4H
n2
n∑
i1,i2,j1=1
|Ki1,i2(n, θ, w)||Kj1,i2(n, θ, w)|.
Using the fact that f (4) has polynomial growth and θ ∈ [0, 1], we can easily deduce from the
previous inequality that there exists a ∈ N, and a constant C10 > 0, than only depends on
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f , such that
‖Θ(1, w)‖2(Hd)⊗2 ≤ C10
T 4H
n2
n∑
i1,i2,i3=1
(
1 + |Φi1(Y (n)(w))|a + |Φi2(Y (n)(w))|a + |Φi3(Y (n)(w))|a
)
,
which by Lemma 3.5, implies that there exist a constant C11 > 0, such that
‖Θ(1, w)‖2L2γ(Ω,(Hd)⊗2) ≤ C10
T 4H
n2
∥∥∥∥ n∑
i1,i2,i3=1
(
1 + |Φi1(Y (n)(w))|a
+ |Φi2(Y (n)(w))|a + |Φi3(Y (n)(w))|a
)∥∥∥∥
Lγ(Ω,(Hd)⊗2)
(6.28)
≤ C11nT 4H .
On the other hand, by (3.18), for all indices 1 ≤ d1, d2, l1, l3 ≤ n, we deduce∑
1≤k≤h≤n
1≤p≤q≤n
V d1,l1k,h V
d1,l1
p,q V
d2,l2
k,h V
d2,l2
p,q = (δd1,d2δl1,l2 + δd1,l2δl1,d2)
2 ≤ 4(δd1,d2δl1,l2 + δd1,l2δl1,d2)
which by an analogous argument to the proof of (6.28), leads to
‖Θ(ℓ, w)‖2L2γ(Ω,(Hd)⊗2) ≤ C12n2T 4H , (6.29)
where ℓ = 2, 3 and C12 is a strictly positive constant. Therefore, by (6.27), we obtain∥∥∥D2G(n)f,t −D2G(n)f,s∥∥∥
L2γ(Ω)
≤ C13 1
n
∫ t
s
|v′w|dw,
with C13 > 0. Hence, using the condition (H2), we obtain∥∥∥D2G(n)f,t −D2G(n)f,s∥∥∥
L2γ (Ω;Hd(n))
≤ C14(tε − sε) ≤ C14(t− s)ε, (6.30)
where C14 > 0. Finally, by (6.22), (6.26) and (6.30), we obtain∥∥∥G(n)f,t −G(n)f,s∥∥∥
L2γ(Ω)
≤ C15|t− s|ε,
as required. This completes the proof.

7. Appendix
Here, we use the same notation as in Section 3.4. Recall that d(n) = n(n + 1)/2 and for
every x ∈ Rd(n), Φi(x) denotes the i-th largest eigenvalue of the matrix x̂.
Lemma 7.1. Let V i,jk,h(x) be as in (3.17). Then the first and second order partial derivatives
of Φi(x) are given by
∂Φi
∂xk,h
(x) = V i,ik,h(x), (7.1)
∂2Φi
∂xk,h∂xp,q
(x) =
n∑
j=1
21{j 6=i}
Φi(x)− Φj(x)V
i,j
k,h(x)V
i,j
p,q (x). (7.2)
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In order to deduce the previous Lemma, we show a similar result for any n-dimensional real
symmetric matrix A(θ, β) which is twice continuously differentiable over the real parameters θ
and β. Assume that A(θ, β) possesses eigenvalues λ1(θ, β) > · · · > λn(θ, β) with orthonormal
eigenvectors U1(θ, β), . . . , Un(θ, β) of the form Ui(θ, β) = (U1,i(θ, β), . . . , Un,i(θ, β))
T , which
are continuously differentiable over θ and β.
Lemma 7.2. The following Hadamard variational formulas hold true
∂λi
∂θ
(θ, β) = U∗i (θ, β)
∂A
∂θ
(θ, β)Ui(θ, β), (7.3)
∂2λi
∂θ∂β
(θ, β) = U∗i (θ, β)
∂2A
∂θ∂β
(θ, β)Ui(θ, β)
+
n∑
j=1
21{j 6=i}
(
U∗i (θ, β)
∂A
∂θ
(θ, β)Uj(θ, β)
)(
U∗j (θ, β)
∂A
∂β
(θ, β)Ui(θ, β)
)
λi(θ, β)− λj(θ, β) . (7.4)
Provided that we prove (7.3) and (7.4), we obtain (7.1) by taking θ = xk,h, and (7.2) by
taking θ = xk,h and β = xp,q.
Proof. For simplicity of exposition, in what follows we omit the dependence on the parameters
θ and β of A(θ, β), Ui(θ, β) and λi(θ, β).
We first deduce identity (7.3). By taking the derivative with respect to θ of AUi = λiUi,
we get
∂A
∂θ
Ui + A
∂Ui
∂θ
=
∂λi
∂θ
Ui + λi
∂Ui
∂θ
. (7.5)
Multiplying (7.5) by U∗i from the left, and using the fact that U
∗
i = λiU
∗
i and |Ui|2 = 1, we
have
U∗i
∂A
∂θ
Ui + λiU
∗
i
∂Ui
∂θ
=
∂λi
∂θ
+ λiU
∗
i
∂Ui
∂θ
. (7.6)
On the other hand, if we take the derivative with respect to θ of |Ui|2 = 1, we obtain
U∗i
∂Ui
∂θ
= 0, (7.7)
thus, putting all pieces together, we deduce
U∗i
∂A
∂θ
Ui =
∂λi
∂θ
,
as required.
For identity (7.4), we first take the derivative with respect to β in (7.5), and obtain
∂2A
∂θ∂β
Ui +
∂A
∂θ
∂Ui
∂β
+
∂A
∂β
∂Ui
∂θ
+ A
∂2Ui
∂θ∂β
=
∂2λi
∂θ∂β
Ui +
∂λi
∂θ
∂Ui
∂β
+
∂λi
∂β
∂Ui
∂θ
+ λi
∂2Ui
∂θ∂β
.
Again, we multiply by U∗i from the left and use the identities U
∗
i A = λiU
∗
i and |Ui|2 = 1, to
deduce
U∗i
∂2A
∂θ∂β
Ui + U
∗
i
∂A
∂θ
∂Ui
∂β
+ U∗i
∂A
∂β
∂Ui
∂θ
=
∂2λi
∂θ∂β
+
∂λi
∂θ
U∗i
∂Ui
∂β
+
∂λi
∂β
U∗i
∂Ui
∂θ
.
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Next, simplifying the above identity and using (7.7), we get
U∗i
∂2A
∂θ∂β
Ui + U
∗
i
(
∂A
∂θ
∂Ui
∂β
+
∂A
∂β
∂Ui
∂θ
)
=
∂2λi
∂θ∂β
. (7.8)
The term inside the parenthesis, in the left hand side, can be written by expanding ∂Ui
∂β
and
∂Ui
∂θ
in terms of the basis U1, . . . , Un, as follows
∂A
∂θ
∂Ui
∂β
+
∂A
∂β
∂Ui
∂θ
=
∑
j 6=i
∂A
∂θ
Uj
〈
∂Ui
∂β
, Uj
〉
+
∑
j 6=i
∂A
∂β
Uj
〈
∂Ui
∂θ
, Uj
〉
+
∂A
∂θ
Ui
〈
∂Ui
∂β
, Ui
〉
+
∂A
∂β
Ui
〈
∂Ui
∂θ
, Ui
〉
.
Hence, using again (7.7), we observe
∂A
∂θ
∂Ui
∂β
+
∂A
∂β
∂Ui
∂θ
=
∑
j 6=i
∂A
∂θ
Uj
〈
∂Ui
∂β
, Uj
〉
+
∑
j 6=i
∂A
∂β
Uj
〈
∂Ui
∂θ
, Uj
〉
. (7.9)
The inner products in the right hand side can be computed by multiplying (7.5) by U∗j from
the left for j 6= i, and using the fact that λjU∗j = U∗jA, to get
U∗j
∂A
∂θ
Ui + λjU
∗
j
∂Ui
∂θ
= λiU
∗
j
∂Ui
∂θ
,
which implies that for every i 6= j,〈
∂Ui
∂θ
, Uj
〉
= U∗j
∂Ui
∂θ
=
U∗j
∂A
∂θ
Ui
λi − λj .
Similarly, we have that 〈
∂Ui
∂β
, Uj
〉
=
U∗j
∂A
∂β
Ui
λi − λj .
Combining the previous relations with (7.9), we obtain
∂A
∂θ
∂Ui
∂β
+
∂A
∂β
∂Ui
∂θ
=
∑
j 6=i
∂A
∂θ
Uj
U∗j
∂A
∂β
Ui
λi − λj +
n∑
j=1
∂A
∂β
Uj
U∗j
∂A
∂θ
Ui
λi − λj .
Multiplying by U∗i in the previous identity, we get
U∗i
∂A
∂θ
∂Ui
∂β
+ U∗i
∂A
∂β
∂Ui
∂θ
=
∑
j 6=i
2
(
U∗i
∂A
∂θ
Uj
)(
U∗j
∂A
∂β
Ui
)
λi − λj . (7.10)
Therefore, identity (7.4) follows from (7.8) and (7.10). The proof is now complete. 
Lemma 7.3. Consider the Kernel
Kρ(x, y) :=
∞∑
q=0
Uq(x)Uq(y)ρ
q.
38 MARIO DIAZ, ARTURO JARAMILLO, JUAN CARLOS PARDO
Then, for every x, y ∈ (−2, 2) and ρ ∈ [0, 1), the series defining Kρ(x, y) is absolutely
convergent and
Kρ
(
x, y
)
=
1− ρ2
ρ2(x− y)2 − xyρ(1− ρ)2 + (1− ρ2)2 . (7.11)
Furthermore, Kρ(x, y) ≥ 0 for all x, y ∈ (−2, 2) and Kρ is integrable over (−2, 2)2.
Proof. For x ∈ (−1, 1), define U˜q(x) := Uq
(
2x
)
. It is not hard to verify that (U˜q; q ∈ N) are
the Chebyshev polynomials of the second kind on [−1, 1]. Using the well-known formula
U˜q(x) =
(x+ i
√
1− x2)q+1 − (x− i√1− x2)q+1
2i
√
1− x2 ,
and defining a := x+ i
√
1− x2 and b := y + i
√
1− y2, we get
U˜q(x)U˜q(y)ρ
q =
−ρq
4
√
(1− x2)(1− y2)(a
q+1 − aq+1)(bq+1 − bq+1)
=
−1
4ρ
√
(1− x2)(1− y2)((abρ)
q+1 + (abρ)q+1 − (abρ)q+1 − (abρ)q+1).
Observe that |a| = |b| = 1, and thus, since ρ ∈ (0, 1), we can compute the sum over q by
means of the geometric series, i.e.
∞∑
q=0
U˜q(x)U˜q(y)ρ
q =
−1
4ρ
√
(1− x2)(1− y2)
(
abρ
1− abρ +
abρ
1− abρ −
abρ
1− abρ −
abρ
1− abρ
)
=
−1
4
√
(1− x2)(1− y2)
(
ab+ ab− 2ρ
|1− abρ|2 −
ab+ ab− 2ρ
|1− abρ|2
)
=
−1
2
√
(1− x2)(1− y2)
(
R(ab)− ρ
|ab− ρ|2 −
R(ab)− ρ
|ab− ρ|2
)
,
where R(z) means the real part of z. Indeed, we have that
∞∑
q=0
∣∣∣U˜q(x)U˜q(y)ρq∣∣∣ ≤ 2√
(1− x2)(1− y2)(1− ρ)2 , (7.12)
i.e., the series defining Kρ(x, y) is absolutely convergent. We can also easily verify that
R(ab) = xy −
√
(1− x2)(1− y2)
R(ab) = xy +
√
(1− x2)(1− y2),
and
|ab− ρ|2 = 1− 2xyρ+ 2ρ
√
(1− x2)(1− y2) + ρ2
|ab− ρ|2 = 1− 2xyρ− 2ρ
√
(1− x2)(1− y2) + ρ2.
Putting these identities together, we deduce
∞∑
q=0
U˜q(x)U˜q(y)ρ
q =
1− ρ2
4ρ2(x2 + y2)− 4xyρ(1 + ρ2) + 1− 2ρ2 + ρ4 .
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From the previous analysis, it easily follows
Kρ
(
x, y
)
=
1− ρ2
ρ2(x− y)2 − xyρ(1− ρ)2 + (1− ρ2)2 , (7.13)
from where we deduce the identity (7.11).
In order to establish positivity, assume that Kρ(x0, y0) < 0 for some x0, y0 ∈ (−2, 2).
Observe that the denominator of the right hand side of (7.13) is a continuous function
w.r.t. (x, y) ∈ (−1, 1)2. Since Kρ(0, 0) > 0, the denominator should vanish at some point
(x, y) ∈ (−1, 1)2. However, this contradicts the inequality in (7.12) as Kρ(x, y) should blow
up. Therefore, Kρ(x, y) > 0 for all x, y ∈ (−2, 2). Furthermore, by the bound in (7.12) we
conclude that Kρ is integrable over (−2, 2). The proof is now complete. 
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