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Περιεχόμενα
• Στόχος ομιλίας ‐ Παρουσίαση μια προτεινόμενης 
στρατηγικής για την ανάπτυξη υποδομών YYE 
στην Ελλάδα. 
– Εικόνα από τα αποτελέσματα του έργου 
– Διδάγματα από το παρελθόν
Ελλάδ    PRACE– α και
– Πρόταση σε επίπεδο
 Τεχνικών λύσεων
 Οργανωτικής δομής
 Διαδικασιών προκύρηξης, αγοράς, εγκατάστασης και 
λειτουργίας
– Αναμενόμενα οφέλη
– Μακροπρόθεσμη στρατηγική
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Τρέχουσα εικόνα
• Τι μας έδειξε η έρευνα πεδίου;
– Επιβεβαίωσε την ύπαρξη κρίσιμης μάζας χρηστών αλλά και 
ώ  εφαρμογ ν.
– Ομοφωνία για την ανάγκη και τη σημαντικότητα ανάπτυξης 
υπερυπολογιστικών υποδομών. 
– Η επιστημονική δραστηριότητα περιορίζεται σημαντικά χωρίς την 
ύπαρξη υπολογιστικών υποδομών υψηλών επιδόσεων
– Σημαντικό επιστημονικό και κοινωνικο‐οικονομικό αντίκτυπο
• Η υπολογιστικές υποδομές είναι εργαλεία εκ των ων ουκ 
άνευ για την πραγματοποίηση επιστημονικής έρευνας 
ήσ μερα
– «Δεν είναι θέμα ότι θα τρέχει η εφαρμογή μου πιο γρήγορα – Δεν 
τρέχει καθόλου»
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Υπολογιστικές Υποδομές Σήμερα
• Μικρού ή μεσαίου μεγέθους εγκαταστάσεις διάσπαρτες στα 
Ελληνικά ιδρύματα
– Ελλιπής τεχνική υποστήριξη
– Έλλειψη τεχνογνωσίας για πλήρη εκμετάλλευσή τους
• Ελληνική υποδομή πλέγματος – HellasHPC
– Κατανεμημένη υποδομή σε 6 ιδρύματα στην Ελλάδα
– Υποστήριξη και εκπαίδευση χρηστών
– Δε μπορεί να ικανοποιήσει όλα τα ήδη εφαρμογών – Περιορισμοί 
Αρχιτεκτονικής
– Δεν χρησιμοποιείται αποκλειστικά από Έλληνες χρήστες –
Ανταγωνισμός για πόρους 
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Διδάγματα από το παρελθόν
• Έλλειψη προγραμματισμού και μακρόπνοης στρατηγικής 
οδηγεί σε περιορισμένα αποτελέσματα
• Λάθος αρχιτεκτονικές
• Υποτίμηση του φόρτου εκτέλεσης εφαρμογών Î Μεγάλος 
χρόνος αναμονής στις ουρές Î Δυσαρεστημένοι χρήστες
• Μικρή βαρύτητα στην επιλογή του χώρου φιλοξενίας
• Ασαφής οργανωτική δομή
• Ελλειψη ολοκληρωμένης υποστήριξης
– Η μηχανή μόνο δεν αρκεί
– Τεχνική υποστήριξη μόνο δεν αρκεί
• Ελλειψη στρατηγικής επέκτασης και ανανέωσης
– Παρωχημένα συστήματα μετά από 4‐5 χρόνια
– Παροπλισμός χωρίς εγκατάσταση ανανεωμένων συστημάτων
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Ελλάδα και PRACE
• Συμμετοχή στην προπαρασκευαστική φάση
• Iδρυτικό μέλος της ένωσης PRACE AISBL που οργανώνει το 
PRACE‐RI, ως non‐hosting partner
• Συμμετοχή στο PRACE‐1IP
Εμφαση στα συστήματα Tier 0– ‐
– Επιλογή εφαρμογών για petascale συστήματα
– Συμμετοχή στις δράσεις βελτιστοποίησης εφαρμογών
– Εκπαίδευση/Διάδοση αποτελεσμάτων
– Απόκτηση εμπειρίας σε θέματα τεχνολογίας, μεταφοράς και 
βελτιστοποίησης εφαρμογών 
• Προετοιμασία πρότασης PRACE‐2IP
– Εμφαση και στα συστήματα Tier‐1
– Επιλογή εφαρμογών για εθνικές υποδομές με προοπτική για 
petascale (Τier‐1 ‐> Tier‐0)
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Εγκατάσταση Tier‐1
• H εγκατάσταση εθνικής υποδομής ΥΥΕ στο Tier‐1 είναι 
μονόδρομος για την ουσιαστική συμμετοχή της χώρας στην 
δ ή   PRACEυπο ομ του
– Πεδίο ανάπτυξης/μεταφοράς εφαρμογών σε παράλληλες 
υποδομές
– Διευκόλυνση της μεταφοράς σε petascale και εκτέλεση σε 
συστήματα Tier‐0
– Συμμετοχή στην κατανεμημένη Τier‐1 υποδομή του PRACE
– Στρατηγικής σημασίας για την ενδυνάμωση του ρόλου της 
Ελλάδας σε HPC στην περιοχή της Νοτιο‐Ανατολικής Ευρώπης
Διαμοιρασμός πόρων με άλλα Ευρωπαϊκά Tier 1 για διευκόλυνση – ‐
πρόσβασης σε αρχιτεκτονικές που δεν υποστηρίζονται από το 
εθνικό μας σύστημα
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Τεχνολογικές Λύσεις
• Μεγάλο εύρος επιλογών
– MPP ‐ shared memory
Cl t di t ib t d   f t i t ti it  f t/thi   d  – us ers ‐ s r u e memory, as n erconnec v y, a n no es,
constellations
– Vector machines
– GPGPUs
– Hybrid systems
• Δεν υπάρχει μια τεχνολογική λύση που να ικανοποιεί όλο το εύρος 
εφαρμογών
• Επιλογή μιας λύσης που να ικανοποιεί την πλειονότητα των 
καταγεγραμμένων εφαρμογών
– Cluster με συνδυασμό fat και thin nodes για υποστήριξη τόσο MPI 
όσο και OpenMP εφαρμογών
– Δυνατότητα ενσωμάτωσης εναλλακτικών αρχιτεκτονικών ‐> GPGPUs
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Κτιριακή υποδομή
• Κατάλληλα προσαρμοσμένη για τη φιλοξενία μεγάλης 
κλίμακας υπολογιστικών υποδομών
• Προδιαγραφές λαμβάνοντας υπόψη
– Επιθυμητό ορίζοντα λειτουργία
– Δυνατότητες επέκτασης
• Έξυπνες λύσεις για την μείωση της περιβαλλοντικής 
επιβάρυνσης
– Εκμετάλλευση φυσικού περιβάλλοντος (βουνό, ποτάμι, λίμνη, 
θάλασσα)
– Αρχιτεκτονικές λύσεις (π.χ. Χρήση θερμού νερού από το σύστημα 
ψύξης των υπολογιστών για τη θέρμανση γραφείων)
2η Ημερίδα HellasHPC, ΕΙΕ/ΕΚΤ, Αθήνα,  22/10/2010 9
Διαδικασίες προδιαγραφής και αγοράς
• Σύνταξη αναλυτικών απαιτήσεων και υψηλού επιπέδου προδιαγραφών 
που θα πρέπει να ικανοποιεί το σύστημα
• Εμφαση στις εφαρμογές που θέλουμε να ικανοποιήσουμε
• Επιλογή κατάλληλων benchmarks και καθορισμός διαδικασίας 
πιστοποίησης
• Περιορισμοί α ό  ο διαθέσιμο  ροϋ ολογισμόπ τ π π
• Καθορισμός ενός επιπέδου επιδόσεων ως στόχος (+200 TFlop)
• Προδιαγραφές φυσικής υποδομής (εγκαταστάσεις φιλοξένιας)
• Περιβαλλοντικές προδιαγραφές
– Κατανάλωση ρεύματος
– Ανακύκλωση υλικών
– Υλικά πυρόσβεσης κ.ο.κ
• Εκτιμώμενος/επιθυμητός κύκλος ανανέωσης
ί ώ ύ• Εκτ μηση ανθρ πινου δυναμικο
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Υπερ‐υπολογιστικό κέντρο
• Μόνιμη και αυτόνομη οργανωτική οντότητα αφοσιωμένη 
στη διαχείριση και υποστήριξη του υπολογιστικού κέντρου
• Επικέντρωση στην παροχή υπηρεσιών ΥΥΕ
• Εμπλοκή σε όλα τα στάδια προδιαγραφής, αγοράς, 
παράδοσης και εγκατάστασης του συστήματος.
• Κέντρο βάρους για την ανάπτυξη σχετικών δραστηριοτήτων
– Εκπαίδευση σε τεχνικές προγραμματισμού
– Συνεχής αξιολόγηση νέων τεχνολογιών με στόχο την υιοθέτηση 
τους στο σύστημα είτε ως επέκταση ή ως αυτόνομη μονάδα.
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Οργανωτική Δομή
Διαχείριση 
Υπολογιστικού 
Κέντρου
Επιστημονική 
Επιτροπή 
Αξιολόγησης 
Εφαρμογών
Τεχνική 
Υποστήριξη
Εκπαίδευση και 
Διάχυση
Διαλειτουργικότητα 
με Ευρωπαϊκές Υποστήριξη ΧρηστώνΥποδομές
Υ ή ξ
Διαχείριση 
Συστήματος
Τεχνική Επιτροπή 
Αξιολόγησης 
Εφαρμογών
Λειτουργική 
Υποστήριξη 
Χρηστών
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Εφαρμογών 
(Μεταφορά και 
Βελτιστοποίηση)
2η Ημερίδα HellasHPC, ΕΙΕ/ΕΚΤ, Αθήνα,  22/10/2010 12
Υποστήριξη Χρηστών
• Υποστήριξη μεταφοράς, παραλληλοποίησης και 
βελτιστοποίησης εφαρμογών
– Στενή συνεργασία με επιστημονικές ομάδες
– Ανάπτυξη τεχνογνωσίας σε συγκεκριμένες τεχνικές και 
ά  δίεπιστημονικ πε α
• Λειτουργική υποστήριξη
Λ ί  h l d k– ειτουργ α e p es
– Επίλυση συνηθισμένων προβλημάτων χρήσης του 
συστήματος
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Τεχνική Υποστήριξη
• Διαχείριση και συντήρηση συστήματος
• Εγκατάσταση και διαχείριση υποστηρικτικού 
λογισμικού
• Παρακολούθηση τεχνολογικών εξελίξεων, εκτίμηση 
αναδυόμενων αναγκών και πρόταση για επέκταση ‐
ανανέωση των συστημάτων
• Τεχνική αξιολόγηση εφαρμογών 
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Άλλες υπηρεσίες
• Εκπαίδευση χρηστών και διάδοση αποτελεσμάτων
– Προσέλκυση νέων επιστημόνων στη χρήση HPC
• Διαλειτουργικότητα με άλλες υποδομές
– Συνεργασία με υπολογιστικά κέντρα του εξωτερικού
– Διασύνδεση σε τεχνικό επίπεδο
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Αξιοποίηση από τους χρήστες
• Βασικός λόγος επένδυσης της χώρας σε μια υποδομή ΥΥΕ
• Στόχος η προσέλκυση όλο και περισσότερων νέων χρηστών 
από διαφορετικές ειδικότητες
• Υποστήριξη τόσο ακαδημαϊκών όσο και 
εμπορικών/βιομηχανικών χρηστών
• Δίκαιη και ισορροπημένη κατανομή πόρων σε όλες τις 
επιστημονικές ομάδες
• Προσέλκυση εφαρμογών μέσω ανοιχτών προσκλήσεων:
– Συνεχείς
Π δ έ  (  Κάθ  6  ή )– εριο ικ ς π.χ. ε μ νες
• Αξιολόγηση εφαρμογών από ανεξάρτητη επιστημονική 
επιτροπή
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Ο «ενάρετος κύκλος» χρήσης της Υποδομής
ΧρήσηΕκπαίδευση
Καθορισμός Εγκατάσταση 
νέων 
Απαιτήσεων
νέων 
δυνατοτήτων
Προδιαγραφές 
βελτίωσης& 
επέκτασης
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Επιστημονικό Αντίκτυπο
• Αύξηση του αριθμού δημοσιεύσεων
• Ποιοτική και ποσοτική βελτίωση των πειραματικών 
αποτελεσμάτων
• Δυνατότητα για περισσότερες συνεργασίες και συμμετοχή 
σε διεθνή έργα
• Αύξηση θέσεων εργασίας σε επιστημονικές ομάδες
• Βελτίωση της εικόνας των ελληνικών ιδρυμάτων διεθνώς
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Κοινωνικό‐οικονομικό αντίκτυπο
• Μεσοπρόθεσμα και μακροπρόθεσμα οφέλη
• Επιστημονική αριστεία
Β λ ί   όδ     ί   έ   φ έ• ε τ ωση απ οσης για κρ σιμες κοινωνικ ς ε αρμογ ς
– Μετεωρολογία
– Σεισμολογία
Κλ λ ί– ιματο ογ α
• Ενδυνάμωση βιομηχανίας
– Επιστήμη υλικών
– Επιστήμες ζωής και Βιοτεχνολογία
– Ιατρική
– Μηχανική
– Πληροφορική
• Μακροπρόθεσμο αντίκτυπο στην οικονομία
• Νέες θέσεις εργασίας
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Βιοσιμότητα και μακροπρόθεσμη Στρατηγική
• MoU μεταξύ ιδρυμάτων
– Μόνιμο φόρουμ συνεργασίας και επικοινωνίας μεταξύ των 
Ελλή   όνων επιστημ νων
• Εγκαθίδρυση μιας μόνιμης οργανωτικής δομής 
(υπερυπολογιστικό κέντρο) υπεύθυνο για τη συνεχή 
υποστήριξη και ανανέωση των προσφερόμενων πόρων και 
υπηρεσιών
Ε ίδ   έ   ώ• κπα ευση ν ων χρηστ ν
• Συνεχής ενημέρωση και διάδοση αποτελεσμάτων 
• Παρακολούθηση τεχνολογικών εξελίξεων και περιοδική 
ανανέωση και επέκταση της υποδομής
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Εναλλακτικές / Συμπληρωματικές 
Τεχνολογίες
• Τεχνολογίες Πλέγματος
– High Throughput Computing
– Κατάλληλες για εφαρμογές που απαιτούν συνεργασία και 
διαμοιρασμό αποτελεσμάτων
• Τεχνολογίες Υπολογιστικών Νεφών
– Ελαστικότητα
– Παροχή και διαχείριση υπολογιστικών πόρων μέσω του 
διαδικτύου χρησιμοποιώντας web based APIs‐
– Υπό συνθήκες μπορεί να καλύψει ανάγκες παράλληλων και 
επιστημονικών εφαρμογών
• Τεχνολογίες με έμφαση στην αποθήκευση
– Ιδανικές για εφαρμογές με μεγάλες αποθηκευτικές ανάγκες
– Γεφύρωση με τεχνολογίες HPC για εκμετάλλευση και επεξεργασία 
δεδομένων
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Συμπεράσματα
• Επιτακτική ανάγκη ανάπτυξης υποδομών ΥΥΕ
• Απαραίτητη για τη συμμετοχή μας ως Tier‐1 στο PRACE
– «Παράθυρο» προς δυνατότητες peta‐ και exascale
• Ανάπτυξη με μακροπρόθεσμης στρατηγική
Ε ά   δ ή  λ βά   όψ  όλ    • γκατ σταση υπο ομ ς αμ νοντας υπ η ες τις
απαραίτητες παραμέτρους
– Τεχνολογικές
– Οργανωτικές
– Περιβαλλοντικές
Τ λ έ   λ έ     ή     έ    • εχνο ογικ ς επι ογ ς με κριτ ριο τις εφαρμογ ς που
θέλουμε να ικανοποίησουμε
• Ο χρήστης στο κέντρο των δραστηριοτήτων
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Επόμενα Βήματα
• Διαβούλευση μεταξύ των μελών του δικτύου
• Ολοκλήρωση Μελέτης Σκοπιμότητας (Δεκ 2010)
• Κατάθεση πρότασης PRACE‐2IP
• Εντατικοποίηση της εμπλοκής μας στο PRACE‐1IP
έλ λλ ώ ώ– Προσ κυση Ε ηνικ ν εφαρμογ ν
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ΕΡΩΤΗΣΕΙΣ
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