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Understanding the dynamics of disease spread is of
crucial importance, in contexts such as estimating load
on medical services to risk assessment and intervention
policies against large-scale epidemic outbreaks. However,
most of the information is available after the spread itself,
and preemptive assessment is far from trivial. Here, we
investigate the use of agent-based simulations to model
such outbreaks in a stylised urban environment. For
most diseases, infection of a new individual may occur
from casual contact in crowds as well as from repeated
interactions with social partners such as work colleagues or
family members. Our model therefore accounts for these two
phenomena. Presented in this paper is the initial framework
for such a model, detailing implementation of geographical
features and generation of social structures. Preliminary
results are a promising step towards large-scale simulations
and evaluation of potential intervention policies.
1. Introduction
Despite ongoing progress in medical care, disease
spread has a significant impact in human societies, from
the economical impact of seasonal infections [1] to the
well-documented pandemics such as the bubonic plague [2],
cholera [3], the 1918 influenza pandemic [4], HIV/AIDS
[5], and very recently the concerns over avian and swine
influenza outbreaks [6], [7].
The better understood the spread of a given disease, the
more efficient the response can be. The main difficulty,
however, is that most of the information on a single epidemic
event only becomes available retrospectively. Predictive
models are thus crucial tools in terms of estimating level and
persistence of threat posed by a specific disease (or strain
thereof).
Similarly, intervention policies, aimed at tackling
epidemics or even potential pandemics, can only be assessed
for efficiency after deployment for an existing infectious
event. Computational models offer the means to evaluate
alternative patterns and impact of these multiple strategies a
priori, against a simulated disease.
This double motivation for computer-based epidemiology
has led to development of a number of approaches, (briefly
reviewed in Section 2.2).
An approach, which has been successful previously, is
that of modelling individuals at the level of interacting
agents. Typically, however, these are considered in isolation
from the social networks in which they function, although
such networks have been the focus of separate study. In
the following, we therefore aim to investigate features
of agent-based epidemic modelling within generated
large-scale social networks.
In particular, we focus on the generation and inclusion of
realistic large-scale social networks. Additionally, in order
to account for casual contacts in crowded environments, we
also consider the geographical localisation of the agents and
provide an interface to produce all desired urban patterns on
a matrix grid representing a city.
2. Biomedical background and existing models
2.1. Disease, epidemic, and pandemic
Our approach, in this study, is to provide a model
framework that can apply to the simulation of most disease
spreads. The infectious agent can be a virus (influenza, HIV),
a bacterium (pneunomia, meningitis), or any other pathogen.
Transmission of the infectious agent may occur
through various pathways. Respiratory diseases, as well
as meningitis, are commonly acquired through airbone
inhalation: an infected individual spreads the infectious
agent by sneezing, coughing or talking. Conversely, sexually
transmitted diseases are acquired, specifically, through
contact with bodily fluids.
A given infection may also involve a combination of these
mechanisms: even for respiratory diseases, sexual contact
increases transmission probability, for example.
These considerations are transparent in our model, and
implemented directly in the individual agents, e.g. in terms
of the probability to infect another agent, (which depends
on the disease and on the type of interaction between the
pair), as detailed in Section 3.2.
Blood-borne diseases, such as malaria, viral encephalitis
and African sleeping sickness, require transmission vectors
such as mosquitoes, ticks, fleas [8], and are not currently
considered in this study.
When referring to disease spread, several terms are used,
which we define here for convenience. Further details are in
general available, (e.g. [9]).
A disease outbreak corresponds to a sudden increased
incidence of disease, in excess of baseline levels expected
in a particular time and place. During an outbreak, when
the incidence rate significantly exceeds past occurrences,
this outbreak is referred to as an epidemic. Epidemics
affecting populations across a large region (i.e. a continent,
or worldwide) are often called pandemics.
If an infection is maintained within a population without
external inputs, it is said to be endemic. Typically, in a
European country, chickenpox can be considered endemic,
but tropical diseases such as malaria are not: the former is
in steady state, while the latter result only from travel and
can not otherwise propagate, due to a lack of transmission
vectors.
In this study, we currently focus on disease outbreaks
within a city. In this sense, the aim is not to simulate
pandemics. However, epidemic levels can be reached, and
it is possible to evaluate intervention policies aimed at
containing the outbreak and preventing a potential pandemic.
Additionally, the framework is also valid for endemic
diseases, and can be easily applied to such situations.
2.2. Infection-spread models
Given the importance of public health and the need for
models to predict potential outbreaks and analyse current
ones, a number of a such models have been developed.
In this Section, we outline a few approaches, grouped by
modelling paradigm for clarity.
Earliest models were based on mathematical
considerations. A population was typically divided into
subclasses, based on infection status. An initial division
was the SIR model, detailed in Section 3.2. Size evolution
for each subclass is then governed by differential equations.
Even though such models give useful results (see e.g. [10]
for a recent example), they also have a major limitation:
the individual level is not accessible, and discrimination on
who is infected and on individual responses, (e.g. based
on age or occupation), is impossible. This hinders risk and
intervention assessment and is, thus, not suited to our study.
Network-based approaches have also been widely used to
model epidemics, (see e.g. [11]). In such models, a generated
network represents social interactions within a population.
A disease outbreak is then initiated, and the infection
stochastically spreads along the edges between the nodes.
This approach is very useful for diseases requiring social
contacts for transmission, with sexually transmitted diseases
such as HIV a classic example. However, this approach can
not account for casual contact between strangers in crowded
areas, or for several layers of social interactions experienced
by individuals.
Finally, a third alternative is to consider agent-based
models. The main paradigm concepts are detailed in the
following Section, but it is important at this stage to
note that it has been successfully applied to real-world
epidemic modelling. The EpiSimS model is, in particular,
a well-established reference in the field, and has been
used to evaluate various intervention policies [12], [13].
Though very useful, this model has a number of limitations,
including: a “Groundhog Day” schedule which fails to
account for the fact that the behaviour of any individual
is different on working and leisure days; an implementation
which does not permit a detailed investigation of individual
mobility patterns, and does not account for casual contacts
with strangers e.g. during commuting, socialising and
similarly.
Our objective is to provide an agent-based model that
addresses these limitations.
3. Overall model structure
3.1. Agent-based paradigm and implementation
In these models, the key abstraction elements are agents
with both spatial and temporal positioning. Concepts and
advantages have been largely discussed, (see e.g. [14], [15]).
The approach is particularly useful in the context of
Natural Sciences, as it permits reciprocity between agents
and biological entities as well as between interactions of the
real system and exchanges between agents. It has, therefore,
been extensively used in fields such as biochemistry [16] and
immunology [17]. In our context, there is an obvious match
between agents and individuals within the population. The
main drawback of the agent-based approach is the fact that it
is resource-greedy; for this reason, parallelism is desirable,
and is discussed further in Section 5.
The behaviour of each agent is determined by its
state, resulting from the combination of its attributes.
These include age and sex, infection-related information,
(presented in 3.2), social connections, (generated using
the technique detailed in 4.2), geographical attributes, (as
explained in 4.3), and a weekly schedule. This schedule is
dynamically updated, to account for individual decisions,
(e.g. staying at home when sick), as well as seasonal
variations, (e.g. reducing outdoor activities during colder
months).
In the remainder of this article, we mainly focus on the
obtention and linkage of social and geographical structures.
3.2. Disease modelling
Our model investigates the spread of infectious diseases
within large populations. In the population modelled using
the agent-based paradigm, parameters such as sex, age, etc.,
are assigned to each agent, together with “health” status
representing the level of infection for the disease.
The standard model for infectious disease is the SEIR
model (Susceptible - Exposed - Infectious - Removed),
an extension of the well-known SIR model (Susceptible -
Infectious - Removed) initially proposed by Kermack and
McKendrick in 1927 [18, and references therein].
Here, we generalise this SEIR model by considerate four
intermediate generic states between S and R, (A, B, C, and
D), and four levels of virulence for each state. A more
flexible number of stages allows us to model a range of
infectious diseases, including those for which the SEIR
model is less immediatly appropriate, e.g. AIDS, which
is best modelled by taking into account its three-phase
progression [19, and references therein]. During model
initialisation, the number of states and of levels of virulence
is defined by the user, depending on the epidemiology of the
infectious disease; (not all generic states are compulsory for
each disease). For instance, initialisation with {E, I, ∅, ∅} and
a single level of virulence, is equivalent to the SEIR model.
The virulence of the infection is an important extension,
as it has behavioural implications: a more serious infection
increases the probality of an agent staying at home or
visiting a hospital rather than maintaining its usual schedule.
This consequently impacts the disease spread in each of the
social networks to which the agent belongs.
Additionally, agents can receive medical treatment, that
might affect the disease spread. This includes vaccination,
drug administration, a combination of both, or nothing. The
combination of the eighteen “health states” with the four
“medical states” generates up to seventy-two distinct states
for each agent.
Figure 1. Generalisation of the SEIR model
4. Social and geographical structures
4.1. Motivations
As outlined above, a model relying solely on network
structures to investigate disease spread is limited: it can
not account for transmissions occuring outside of the
defined social circle. In particular, it would perform poorly
when considering respiratory diseases. For such infections,
transmission through contact with strangers in crowded
public spaces and transports is influential. An agent-based
approach is, therefore, more suited to our study.
Nevertheless, an agent-based model with no underlying
social structure is also unsatisfactory. While obviously the
case for infections with a “social spread”, such as sexually
transmitted diseases, it is also important for other diseases.
For casual contact sufficient for transmission, these will
necessarily occur more frequently, and for longer periods,
with friends, co-workers and family members.
Combining the agent-based and network-based
approaches offers considerable potential for a risk
and prevention assessment framework applicable to a wide
range of diseases. Initially, however, we focus on the latter.
In the context of our study, it is not possible to directly
apply an existing social network generation algorithm such
as Watts and Strogatz’s [20]. Since we deal with multiple
types of social links, and at different levels, a purpose-built
algorithm is required.
4.2. Social network generation
As previously indicated, it is necessary for our
simulations to create the social structures corresponding
to a large population. To do so, we combine several
types of social networks: “household” links between
people living together, (whether they are part of the
same family or not), “friendship” links between people
living in distinct households, (also covering extended
family links), “colleague” relationships between co-workers,
and considerations of sexual partnerships. These are
linked through an overall network, which represents social
participation.
An algorithm is proposed here, to generate and link these
layers:
1) The required number of “social nodes” for the network
is created, where each network node corresponds to
one agent in the simulation. These are distributed
by age groups. The population of each age group is
user-defined, and accurate data can be obtained from
Census data, (e.g. [21]).
2) Households are created by gathering selected nodes
together. The type and size distribution of households
is also user-defined, and can again be readily extracted
from available official statistics. For illustrative
Table 1. Househould size distribution in Dublin, Ireland
Household size 1 2 3 4 5
Number 97314 123091 76316 68006 35773
Household size 6 7 8 9 10+
Number 13412 3665 1210 449 293
purposes, we show in Table 1 the household size
distribution in Dublin, Ireland, (obtained from [21]).
3) An adequate parameterisation of Keeling’s network
generation algorithm [22] is used to create a network
of households. When two households are connected,
some members are also cross-connected (e.g. adult
male members, children in similar age groups). These
links are categorised as “friendship” type, but may also
represent more distant familial relations.
4) “Colleague” relations are added. This process is
similar to that of household generation, and only
requires information on company size distribution.
5) A network of concurrent sexual partners is
constructed. Depending on the disease under
investigation, this network may be limited to current
partners (where sexual contact is interpreted as
an extended period of close proximity), or may
require inclusion of past partners, to take account
of phenomena such as serial monogamy. The latter
is important for sexually transmitted diseases, (but
depends also on latency duration, frequency of
partners, partner exchange). Data can be obtained
from sources such as [23].
The network obtained from this algorithm is then used to
create the agents. In particular, “household” and “colleague”
links are mostly used to determine an agent’s preferential
geographical locations (i.e. home and work), while the
“friendship” edges are used when creating and updating an
agent’s schedule: it can decide to meet friends, either at
home or in a public place, for example, and at given daily
and weekly times.
4.3. City representation and geographical
localisation
A key feature of the agent-based model is the detailed
geographical localisation of the agents in the city for which
disease spread is investigated. Each agent must have a home,
a work place and a list of entertainment locations it regularly
visits. This localisation is based on the social structure of
the agents. Indeed, two agents socially connected will share
common places: a home (household network), an office
(colleage network), or entertainment facilities (friendship
network). Thus, social connection guarantees preferential
co-location, and higher transmission probability.
The base unit for the city model is a matrix element
representing a square of length 10m in the real-world city.
This scale is suitable to represent homes, single offices, and
to allow for an infectious disease having a high probability
of transmission between two agents based for a significant
time period in a shared matrix element. The simulation
time step is of the order of ten seconds, so for an agent
‘walking’ between locations, movement to a new matrix
element occurs at each step.
The typical matrix size considered here is 200x200:
connecting several matrices permits complete coverage of
the city. This matrix size is constrained by computing
requirements, and permits efficient parallelisation.
A city contains two main objects : buildings and streets.
Each building is of a specific type (e.g. home, work,
hospital), which the user can define through an interface.
Changing the distribution of these places permits the creation
of residential areas and business districts, so that different
city configurations (and effect of these on disease spread)
can be tested.
This graphical interface for city design has been
implemented using Python [24] with the Tkinter module
[25].
5. Results and future work
A graphical user interface (GUI) has been developed and
permits efficient and realistic city design. This tool allows
the user to draw the street network and a varied set of
buildings. The list of building types is flexible. Moreover,
each building has one of several possible values for number
of floors, to represent different density of occupation by
agents in a real city.
Once the city is modelled, a graph of street intersections
is automatically generated from the street network. This
is used by an agent moving between locations to find
the optimal route. To increase computing efficiency, the
shortest path between any pair of intersections is computed
once before the simulation starts, (using Dijkstra’s algorithm
[26]), and is saved within the model classes. The city map,
the intersections graph and the list of shortest paths are then
used as input for the agent-based simulation.
A second graphical module, developed in VPython [27],
permits 2D and 3D visualisation of the city and of the
‘status’ of each building over time, e.g. number of agents
present, ‘level’ of infection, (see Figure 2). This is a valuable
tool, both during city design and when analysing simulation
results.
This city structure is populated with agents. These
agents are initialised, using the network structure generation
algorithm detailed in this paper. Each network layer has been
validated independently. The “household” and “colleague”
links are user-defined and can reproduce any desired
distribution. Here, we limit ourselves to known distributions,
extracted from Census data and other relevant sources,
Figure 2. 3D representation of a small neighbourhood
e.g. reports from the Irish Economic and Social Research
Institute.
Several papers to date have discussed the effeciency of
Keeling’s algorithm. Here, we use parameterisation based on
recent discussions [28]. This guarantees a realistic network
in terms of social structures, in particular giving high
clustering coefficient and assortativity values, (shown in
Figure 3 with 500 households, for illustrative purposes).
Also noted for this study is that we do not need to limit
ourselves to the giant component obtained from Keeling’s
algorithm. The network is not considered in isolation but
as part of a wider one, and the model can also account
for casual contacts between agents, (not socially related),
through realistic mobility patterns.
The overall network obtained can clearly not be fully
described by metrics such as a single clustering coefficient,
and a more refined set of metrics is currently under
investigation.
For large networks with tens of thousands of nodes, we
use a parallel implementation of the algorithm described
in this paper, which creates subnetworks on multiple
processors and then connects them. This alternative requires
a ‘fine-tuning’ of Keeling’s algorithm parameterisation, and
is still being optimised.
Similarly, parallelisation also enables increase of the city
size. Connecting the required number of matrices permits
the simulation of a city of any size and population. The
Figure 3. An example of the household network
main limitation here is computational requirement: it is
not possible to run more than a few matrices concurrently
on a single CPU core. Parallelisation is therefore used
to distribute the matrices across multiple cores. This
process is currently being validated, but has been tested
for other applications. A similar technique was used e.g.
for immune system modelling, and permitted simulations
involving a thousand matrices with equivalent computational
requirement [29]. Simulations for Dublin (Ireland), Paris
(France) or Tokyo (Japan), respectively requires 29, 22 and
156 matrices. Accounting for the surrounding urban areas
requires additional matrices, but remains a realistic target.
6. Conclusion
By combining features previously specific to separate
agent-based or network-based approaches, it is possible to
realistically simulate disease spread within cities.
In particular, investigating both “random” spread, through
mobility and casual crowd contacts, as well as “social”
spread, through contacts with friends, family members and
co-workers, is achievable, and is a significant improvement
to existing models.
In this paper, a network generation algorithm is proposed,
that encompasses these different levels of social interaction,
and a design interface is presented, which permits a detailed
implementation of stylised urban areas.
Current work is now focusing on the development of a
new set of metrics to analyse the multi-layer social network,
and on scaling-up the agent-based simulations. This should
permit a sophisticated evaluation of intervention policies
aimed at containing disease outbreaks and preventing
pandemics.
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