High dimensional data, for example from infrared spectral imaging, involves an inherent trade-off in the acquisition time and quality of spatial-spectral data. Minimum Noise Fraction (MNF) developed by Green et al.
Introduction

1
Chemical imaging is an emerging technology in which every pixel or voxel of an image 2 contains hyperspectral data, often consisting of hundreds or thousands of data points. 3 The spectrum at each pixel resolves the chemical components at that point and, thus, 4 provides the molecular profile of the sample [2] [3] [4] . Computer algorithms that can 5 process the data to information useful for a particular problem often require a specific 6 
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1/11 data quality, at that spectral resolution, that often determines scanning (signal 7 averaging) time. In addition to the chemical signature of the data, another benefit of 8 these technologies is that workflows can be automated with fully digital analysis of the 9 data [5] [6] [7] . For example, Fourier Transform Infrared (FT-IR) spectroscopic imaging is 10 emerging as an automated alternative to human examination in studying disease 11 development and progression by using statistical pattern recognition [8] [9] [10] [11] [12] [13] . For a 12 practical protocol for tissue imaging, as demonstrated in at least one instance of tissue 13 histopathology, the signal-to-noise ratio (SNR) of 4cm −1 resolution spectral data needs 14 to be more than 1000 : 1 [12] . To achieve this SNR, especially for the emerging high 15 definition IR imaging [14] [15] [16] , extensive signal averaging is required. The need for signal 16 averaging increases acquisition time (SNR ∼ √ t), in turn, increasing acquisition 17 time [17] to the extent that clinical translation becomes impractical. Signal processing 18 approaches to reduce noise has previously been suggested to mitigate this crippling 19 increase in integration time by mathematical methods to utilize correlations in data to 20 reduce noise but suffer from two major drawbacks. First, given the large size of the 21 data, the mathematical operations require computer processing often comparable to the 22 acquisition time itself [18] . Second, such methods invariably try to separate data into 23 informative and noisy components; subsequently, a manual selection step is required to 24 identify the information-bearing components thus compromising the automation 25 benefits of using spectroscopic imaging for tissue analysis [19] . 
Methods
83
In practical situations, noiseless data d j is recorded by instruments as a noisy signal 84 estimate y j , due to fluctuations in detector current, backgrounds and source/instrument 85 factors, which is modeled as:
where y j ∈ R S is the actual data collected by the apparatus and δ j ∈ R S is the noise in 87 the same pixel. The goal is to estimate δ j given y j , so we can best estimate the true 
where Σ D and Σ δ are the covariance matrices of D and δ respectively. Noise Fraction (NF) for the i th band is defined as the ratio of noise variance to the total variance for that band. Similarly Signal to Noise ratio (SNR) for the i th band is defined as the ratio of signal variance to the noise variance for that band.
MNF is the set of linear transformation ( 
The Noise fraction itself can then be re-factored as follows:
The vectors φ i are thus the real, symmetric eigenvectors of the eigenvalue problem: show decreasing image quality. Thus SNR is given by λ i − 1.
111
Geometric Interpretation
112
As the data D and noise δ are additive and uncorrelated, we can write:
Let the spectral decomposition of Σ δ be Σ δ = EΛ δ E T . Rotating Σ Y in Eq.7 with eigenvector matrix E and rescaling it using the inverse-square root of the noise singular values Λ δ , results in new covariance matrix where the contribution of noise component has been turned into an identity matrix.
Let the eigen decomposition of Σ W be Σ W = GΛ M N F G T . Rotating Σ W in Eq.8 with eigenvector matrix G results in:
The series of transforms that we used to change the original data covariance matrix Σ Y 113 into Λ M N F is given by the transformation vector Φ = EΛ −1/2 δ G which we call the MNF 114 projection vectors and Λ M N F estimates of SNR of the data.
115
Optimizing MNF
116
Expanding the entire MNF transform, we can infer the following:
Since R is a block identity matrix R = I K 0 0 0 , introducing an extra R T term keeps can also be replaced by more efficient versions due to its diagonal structure.
122
Automatic Band Selection
123
The optimal value of K can be determined by inspecting the entries of 124 Λ M N F = SN R + 1 which is a diagonal matrix. The Rose criteria [21] states that an 125 SNR of at least 5.0 is needed to be able to distinguish image features at 100% certainty. 126 We select the top K bands in the MNF space for which SN R = Λ M N F − 1 ≥ 5.0.
127
Automating this process is the main computational speed factor that brings down the 128 processing time from days down to few hours. faster. Owing to the symmetric structure of covariance matrices, we also compute the 133 singular value decomposition using eigen decomposition which is faster. Also, the 134 transformation matrices are of size (S × K) instead of (S × S) where K S. This is 135 the main factor responsible for the algorithmic speedup.
136
Approx MNF
137
Since K S, it is inefficient to compute the full spectral decomposition of the 138 covariance matrix. Empirically, it was observed over different datasets, that the optimal 139 value of the automatically selected K is 2 − 3% of the total number of bands S. Table 1 shows the algorithmic time and space complexity in terms of memory usage 167 for the different MNF versions. The best algorithm in terms of time-space-accuracy is 168 Approx MNF. This is because it computes the best rank-K SVD with little loss in its N K) ). For the FTIR data with 207 S ∼ 1500 bands and K ∼ 30, we achieve a RAM space saving of ∼ 50×, allowing us to 208 process more data simultaneously in one go.
209
PLOS
7/11
Denoising Profiles
210
The improvements offered by the different versions of the MNF presented in this study 211 are illustrated in Fig. 2 .The extent of denoising both in the spectral and spatial domain 212 is approximately the same for all the different MNF algorithms. Fig. 2 .A. depicts the 213 spatial detail offered by different MNF versions with zoomed in sections in Fig. 2 .C. and 214 Fig. 2 .B. shows the horizontal signal profile across the sample. Next, spectral profiles 215 are compared across the different algorithms with reference spectrum (without MNF) to 216 illustrate the extent of noise removal in each case (Fig. 2.D. ). It can be seen that even 217 with a speed up factor of ∼ 10 there is no significant reduction in the spectral and 218 spatial image quality. 
219
Error Metric
220
Along with evaluating the performance of the presented MNF versions by examining the 221 tissue profile, we utilize the MNI (method noise image) metric [24] aiming to maximize 222 the structural similarity between the input noisy image and the denoised image around 223 highly-structured regions, in the absence of ground truth. Fig. 3 shows the metric values 224 for a core, over all the 1506 bands. A lower value of MNI indicate better denoising and 225 structure preservation. This is evident from the fingerprint region (900 − 1800cm 
254
Conclusion
255
In this paper, we demonstrate how to automate the band selection process in the MNF 256 space, which drastically reduces the workflow duration of MNF denoising of TMA's 257 from almost a month down to a matter of hours. We introduced three different 258 optimizations of the MNF algorithm depending on the speed-memory-accuracy trade-off, 259 resulting in a 60× runtime improvement and 50× memory efficiency. A well established 260 error metric is also used which helps us decide the quality of denoising, in the absence of 261 ground truth images. Similar classification performance of the suggested approaches as 262 compared to conventional techniques suggesting the potential of the developed methods 263 for computationally efficient analysis of big datasets for diagnostic applications. As a 264 future work, we would like to make better approximations of the noise model itself, so 265 that we can apply approximations for the eigen decomposition of the noise covariance 266 matrix, hence further reducing the computational time of the process. 
