Let G be an n-vertex graph with n ≥ 3. A classic result of Dirac from 1952 asserts that G is hamiltonian if δ(G) ≥ n/2. Dirac's theorem is one of the most influential results in the study of hamiltonicity and by now there are many related known results (see, e.g., J. A. Bondy, Basic Graph Theory: Paths and Circuits, Chapter 1 in: Handbook of Combinatorics Vol.1). A Halin graph, which consists of a plane tree with no vertices of degree 2 and a cycle connecting its leaves according to the cyclic order determined by the embedding, possesses rich hamiltonicity properties such as being hamiltonian, hamiltonian connected, and almost pancyclic. As a continuous "generalization" of Dirac's theorem, in this paper, we show that there exists a positive integer n 0 such that any graph G with n ≥ n 0 vertices and δ(G) ≥ (n + 1)/2 contains a spanning Halin subgraph.
Introduction
A classic theorem of Dirac [9] from 1952 asserts that every graph on n vertices with minimum degree at least n/2 is hamiltonian if n ≥ 3. Following Dirac's result, numerous results on hamiltonicity properties on graphs with restricted degree conditions have been obtained (see, for instance, [13, 12] ). Traditionally, under similar conditions, results for a graph being hamiltonian, hamiltonian-connected, and pancyclic are obtained separately. We may ask, under certain conditions, if it is possible to uniformly show a graph possessing several hamiltonicity properties. The work on finding the square of a hamiltonian cycle in a graph can be seen as an attempt in this direction. However, it requires quite strong degree conditions for a graph to contain the square of a hamiltonian cycle, for examples, see [10, 11, 17, 4, 22] . For bipartite graphs, finding the existence of a spanning ladder is a way of simultaneously showing the graph having many hamiltonicity properties (see [7, 8] ). In this paper, we introduce another approach of uniformly showing the possession of several hamiltonicity properties in a graph: we show the existence of a spanning Halin graph in a graph under given minimum degree condition.
A tree with no vertex of degree 2 is called a homeomorphically irreducible tree (HIT). A Halin graph H is obtained from a HIT T of at least 4 vertices embedded in the plane by connecting its leaves into a cycle C following the cyclic order determined by the embedding. According to the construction, the Halin graph H is denoted as H = T ∪ C, and the HIT T is called the underlying tree of H. A wheel graph is an example of a Halin graph, where the underlying tree is a star. Halin constructed Halin graphs in [14] for the study of minimally 3-connected graphs. Lovász and Plummer named such graphs as Halin graphs in their study of planar bicritical graphs [18] , which are planar graphs having a 1-factor after deleting any two vertices. Intensive researches have been done on Halin graphs. Bondy [2] in 1975 showed that a Halin graph is hamiltonian. In the same year, Lovász and Plummer [18] showed that not only a Halin graph itself is hamiltonian, but each of the subgraph obtained by deleting a vertex is hamiltonian. In 1987, Barefoot [1] proved that Halin graphs are hamiltonian-connected, i.e., there is a hamiltonian path connecting any two vertices of the graph. Furthermore, it was proved that each edge of a Halin graph is contained in a hamiltonian cycle and is avoided by another [21] . Bondy and Lovász [3] , and Skowrońska [20] , independently, in 1985, showed that a Halin graph is almost pancyclic and is pancyclic if the underlying tree has no vertex of degree 3, where an n-vertex graph is almost pancyclic if it contains cycles of length from 3 to n with the possible exception of a single even length, and is pancyclic if it contains cycles of length from 3 to n. Some problems that are NP-complete for general graphs have been shown to be polynomial time solvable for Halin graphs. For example, Cornuéjols, Naddef, and Pulleyblank [6] showed that in a Halin graph, a hamiltonian cycle can be found in polynomial time. It seems so promising to show the existence of a spanning Halin subgraph in a given graph in order to show the graph having many hamiltonicity properties. But, nothing comes for free, it is NP-complete to determine whether a graph contains a (spanning) Halin graph [15] .
Despite all these nice properties of Halin graphs mentioned above, the problem of determining whether a graph contains a spanning Halin subgraph has not yet well studied except a conjecture proposed by Lovász and Plummer [18] in 1975. The conjecture states that every 4-connected plane triangulation contains a spanning Halin subgraph (disproved recently [5] ). In this paper, we investigate the minimum degree condition for implying the existence of a spanning Halin subgraph in a graph, and thereby giving another approach for uniformly showing the possession of several hamiltonicity properties in a graph under a given minimum degree condition. We obtain the following result. Theorem 1.1 There exists n 0 > 0 such that for any graph G with n ≥ n 0 vertices, if δ(G) ≥ (n + 1)/2, then G contains a spanning Halin subgraph.
Note that an n-vertex graph with minimum degree at least (n + 1)/2 is 3-connected if n ≥ 4. Hence, the minimum degree condition in Theorem 1.1 implies the 3-connectedness, which is a necessary condition for a graph to contain a spanning Halin subgraph, since every Halin graph is 3-connected. A Halin graph contains a triangle, and bipartite graphs are triangle-free. Hence, K ⌊ n 2 ⌋,⌈ n 2 ⌉ contains no spanning Halin subgraph. Immediately, we see that the minimum degree condition in Theorem 1.1 is best possible.
and N G (u 1 , u 2 , · · · , u k , S), respectively, in specifying the vertices in U . When S = V (G), we only write Γ G (U ), deg G (U ), and N G (U ). Let U 1 , U 2 ⊆ V (G) be two disjoint subsets. Then δ G (U 1 , U 2 ) = min{deg G (u 1 , U 2 ) | u 1 ∈ U 1 } and ∆ G (U 1 , U 2 ) = max{deg G (u 1 , U 2 ) | u 1 ∈ U 1 }. Notice that the notations δ G (U 1 , U 2 ) and ∆ G (U 1 , U 2 ) are not symmetric with respect to U 1 and U 2 . We denote by E G (U 1 , U 2 ) the set of edges with one end in U 1 and the other in U 2 , the cardinality of E G (U 1 , U 2 ) is denoted as e G (U 1 , U 2 ). We may omit the index G if there is no risk of confusion. Let u, v ∈ V (G) be two vertices. We write u ∼ v if u and v are adjacent. A path connecting u and v is called a (u, v)-path. If G is a bipartite graph with partite sets A and B, we denote G by G(A, B) in emphasizing the two partite sets.
In constructing Halin graphs, we use ladder graphs and a class of "ladder-like" graphs as substructures. We give the description of these graphs below.
is a balanced bipartite graph with A = {a 1 , a 2 , · · · , a n } and B = {b 1 , b 2 , · · · , b n } such that a i ∼ b j iff |i − j| ≤ 1. We call a i b i the i-th rung of L n . If 2n(mod 4) ≡ 0, then we call each of the shortest (a 1 , b n )-path a 1 b 2 · · · a n−1 b n and (b 1 , a n )-path b 1 a 2 · · · b n−1 a n a side of L n ; and if 2n(mod 4) ≡ 2, then we call each of the shortest (a 1 , a n )-path
Let L be a ladder with xy as one of its rungs. For an edge gh, we say xy and gh are adjacent if x ∼ g, y ∼ h or x ∼ h, y ∼ g. Suppose L has its first rung as ab and its last rung as cd, we denote L by ab − L − cd in specifying the two rungs, and we always assume that the distance between a and c and thus between b and d is |V (L)|/2 (we make this assumption for being convenient in constructing other graphs based on ladders). Under this assumption, we denote L as − → ab − L − − → cd. Let A and B be two disjoint vertex sets. We say the rung xy of L is contained in
If the last rung of L is adjacent to the first rung of L ′ , we write LL ′ for the new ladder obtained by concatenating L and L ′ . In particular, if L ′ = gh is an edge, we write LL ′ as Lgh.
We now define five types of "ladder-like" graphs, call them H 1 , H 2 , H 3 , H 4 and H 5 , respectively. Let L n be a ladder with a 1 b 1 and a n b n as the first and last rung, respectively, and x, y, z, w, u be five new vertices. Then each of H i is obtained from L n by adding some specified vertices and edges as follows. Additionally, for each i with 1 ≤ i ≤ 5, we define a graph T i associated with H i . A depiction of a ladder L 4 , H 1 , H 2 , H 3 , H 4 , H 5 constructed from L 4 , and the graph T i associated with H i is given in Figure 1 .
Adding two new vertices x, y and the edges xa 1 , xb 1 , ya n , yb n and xy.
H 2 : Adding three new vertices x, y, z and the edges za 1 , zb 1 , xz, xb 1 , ya n , yb n and xy.
H 3 : Adding three new vertices x, y, z and the edges xa 1 , xb 1 , ya n , yb n , xz, yz, and either za i or zb i for some 1 ≤ i ≤ n.
H 4 : Adding four new vertices x, y, z, w and the edges wa 1 , wb 1 , xw, xb 1 , ya n , yb n , xz, yz, and either za i or zb i for some 1 ≤ i ≤ n such that a i or b i is a vertex on the side of L which has b 1 as one end.
H 5 : Adding five new vertices x, y, z, w, u.
If 2n(mod 4) ≡ 2, adding the edges wa 1 , wb 1 , xw, xb 1 , ua n , ub n , yu, yb n , xz, yz, and either za i or zb i for some 1 ≤ i ≤ n such that a i or b i is a vertex on the shortest (
and if 2n(mod 4) ≡ 0, adding the edges wa 1 , wb 1 , xw, xb 1 , ua n , ub n , yu, ya n , xz, yz, and either za i or zb i for some 1 ≤ i ≤ n such that a i or b i is a vertex on the shortest (b 1 , a n )-path in L.
Let i = 1, 2, · · · , 5. Notice that each of H i is a Halin graph, and the graph obtained from H 5 by deleting the vertex z and adding the edge xy is also a Halin graph. Except H 1 , each H i has a unique underlying tree. Notice also that xy is an edge on the cycle along the leaves of any underlying tree of H 1 or H 2 . For each H i and T i , call x the left end and y the right end, and call a vertex of degree at least 3 in the underlying tree of H i a Halin constructible vertex. By analyzing the structure of H i , we see that each internal vertex on a/the shortest (x, y)-path is a Halin constructible vertex. Noting that any vertex in V (H 1 ) − {x, y} can be a Halin constructible vertex. We call a 1 b 1 the head link of T i and a n b n the tail link of T i , and for each of T 3 , T 4 , T 5 , we call the vertex z not contained in any triangles the pendent vertex. The notations of H i and T i are fixed hereafter.
Let T ∈ {T 1 , · · · , T 5 } be a subgraph of a graph G. Suppose that T has head link ab, tail link cd, and possibly the pendent vertex z. Suppose G − V (T ) contains a spanning ladder L with first rung c 1 d 1 and last rung c n d n such that c 1 d 1 is adjacent to ab, c n d n is adjacent to cd. Additionally, if the pendent vertex z of T exists, then z has a neighbor z ′ on a shortest path between the two ends of T . Then abLcd ∪ T or abLcd ∪ T ∪ {zz ′ } is a spanning Halin subgraph of G. This technique is frequently used later on in constructing a Halin graph. The following proposition gives another way of constructing a Halin graph based on H 1 and H 2 .
Proposition 1 For i = 1, 2, let G i ∈ {H 1 , H 2 } with left end x i and right end y i be defined as above, and let u i ∈ V (G i ) be a Halin constructible vertex, then
Proof. For i = 1, 2, let G i be embedded in the plane, and let T Gi be a underlying plane tree of G i . Then
is an (x i , y i )-path spanning on the leaves of T Gi obtained by connecting the leaves following the order determined by the embedding, we see
} is a cycle spanning on the leaves of T ′ obtained by connecting the leaves following the order determined by the embedding
3 Proof of Theorem 1.1
In this section, we prove Theorem 1.1. Following the standard setup of proofs applying the Regularity Lemma, we divide the proof into non-extremal case and extremal cases. For this purpose, we define the two extremal cases in the following.
Let G be an n-vertex graph and V its vertex set. Given 0 ≤ β ≤ 1, the two extremal cases are defined as below. Extremal Case 1. G has a vertex-cut of size at most 5βn. 
, and T i associated with
Extremal Case 2. There exists a partition
Non-extremal case. We say that an n-vertex graph with minimum degree at least (n + 1)/2 is in non-extremal case if it is in neither of Extremal Case 1 and Extremal Case 2.
The following three theorems deal with the non-extremal case and the two extremal cases, respectively, and thus give a proof of Theorem 1.1. Theorem 3.3 Let n be a sufficiently large integer and G an n-vertex graph with δ(G) ≥ (n + 1)/2. If G is in the Non-extremal case, then G has a spanning Halin subgraph.
We need the following "Absorbing Lemma" in each of the proofs of Theorems 3.1 -3.2 in dealing with "garbage" vertices.
Lemma 3.1 (Absorbing Lemma) Let F be a graph such that V (F ) is partitioned as S ∪ R. Suppose that (i) δ(R, S) ≥ 3|R|, (ii) for any two vertices u, v ∈ N (R, S), deg(u, v, S) ≥ 6|R|, and (iii) for any three vertices u, v, w ∈ N (N (R, S), S), deg(u, v, w, S) ≥ 7|R|. Then there is a ladder spanning on R and some other 7|R| − 2 vertices from S.
Proof. Let R = {w 1 , w 2 , · · · , w r }. Consider first that |r| = 1. Choose x 11 , x 12 , x 13 ∈ Γ(w 1 , S). By (ii), there are distinct vertices y is a ladder covering R with |V (L)| = 6. Suppose now r ≥ 2. For each i with 1 ≤ i ≤ r, choose distinct (and unchosen) vertices x i1 , x i2 , x i3 ∈ Γ(w i , S). This is possible since deg(x, S) ≥ 3|R| for each x ∈ R. By (ii), we choose distinct vertices y 12 ∈ Γ(x i1 , x i2 , S) and y i 23 ∈ Γ(x i2 , x i3 , S) for each i, and at the same time, we chose distinct vertices z 1 , z 2 , · · · , z r−1 from the unchosen vertices in S such that z i ∈ Γ(x i3 , x (i+1),1 , S) for each 1 ≤ i ≤ r − 1. Finally, by (iii), choose distinct vertices u 1 , u 2 , · · · , u r−1 from the unchosen vertices in S such that u i ∈ Γ(x i3 , x i+1,1 , z i , S). Let L be the graph with 
It is easy to check that L is a ladder covering R with |V (L)| = 8r − 2. Figure 2 gives a depiction of L for |R| = 2. The following simple observation is heavily used in the proofs explicitly or implicitly.
Extremal Case 1 is relatively easy among the three cases, therefore we prove Theorem 3.1 first below.
Proof of Theorem 3.1
We assume that G has a vertex-cut W such that |W | ≤ 5βn. As δ(G) ≥ (n + 1)/2, by simply counting degrees we see G − W has exactly two components. Let V 1 and V 2 be the vertex set of the two components, respectively. Then (1/2 − 5β)n ≤ |V i | ≤ (1/2 + 5β)n. We partition W into two subsets as follows:
5βn for any w ∈ W 2 . Since G is 3-connected and (1/2 − 5β)n > 3, there are three independent edges p 1 p 2 , q 1 q 2 , and r 1 r 2 between
Let i = 1, 2. We now show that G i contains a spanning subgraph isomorphic to either H 1 or H 2 as defined in the beginning of this section. Since |n i | ≤ (1/2 + 5β)n and δ(G i ) ≥ (n + 1)/2 − 40βn, any subgraph of G i induced on at least (1/4 − 40β)n vertices has minimum degree at least (1/4 − 85β)n, and thus has a matching of size at least 2. Hence, when n i is even, we can choose independent edges e i = x i y i and f i = z i w i with
(Notice that p i or q i may be contained in W i , and in this case we have
And if n i is odd, we can choose independent edges g i y i , f i = z i w i , and a vertex x i with
where the existence of the vertex x i is possible since the subgraph of
, and hence contains a triangle. In this case, again, denote e i = x i y i . Let
if n i is even;
By the definition above, |V (G ′ i )| is even. The following claim is a modification of (1) of Lemma 2.2 in [8] . Proof. We only show the claim for i = 1 as the case for i = 2 is similar. Notice that by the definition of G
We identify a 
Notice that a ladder with rungs in M ′ is corresponding to a path in H ′ and vice versa. We may assume n 1 is even and n 2 is odd and construct a spanning Halin subgraph of G (the construction for the other three cases follow a similar argument). Recall that p 1 p 2 , q 1 q 2 , r 1 r 2 are the three prescribed independent edges between G[
For a uniform discussion, we may assume that both of the ladders L 1 and L 2 exist. Let i = 1, 2. Recall that L i has a i b i as its first rung and c i d i as its last rung. Choose a Figure 3 gives a construction of H for the above case when r 2 is on the shortest (y 2 , w 2 )-path in Q 21 L 2 Q 22 .
Proof of Theorem 3.2
Recall Extremal Case 2: There exists a partition
Let β and α be real numbers satisfying β ≤ α/20 and α ≤ (1/17)
We first repartition V (G) as follows.
As a result of moving vertices from V 2 to V 1 and by Claim 3.2.1, we have the following.
where the last two inequalities hold because we have 7β + 10/n ≤ α, and α ≤ (1/8) 3 .
Claim 3.2.2
We may assume that ∆(G) < n − 1.
Proof. Suppose on the contrary and let w ∈ V (G) such that deg(w) = n − 1. Then by δ(G) ≥ (n + 1)/2 we have δ(G − w) ≥ (n − 1)/2, and thus G − w has a hamiltonian cycle. This implies that G has a spanning wheel subgraph, in particular, a spanning Halin subgraph of G.
, where T is isomorphic to some graph in {T 1 , T 2 , · · · , T 5 }. Assume that T has head link x 1 x 2 and tail link y 1 y 2 . Let m = n− |V (T )|. Then G− V (T ) contains a balanced spanning bipartite graph G ′ with partite sets U 1 and U 2 and a subset W of U 1 ∪ U 2 with at most α 2 n vertices such that the following holds:
(ii) There exists x
, and y ′ 3−i ∼ y i , for i = 1, 2; and if T has a pendent vertex, then the vertex is contained in V
} with the vertices in W as their centers.
Proof. By (1), for i = 1, 2, we notice that for any u, v, w ∈ V
We now separate the proof into two cases according to the parity of n. Case 1. n is even.
Suppose first that max{|V
We arbitrarily partition V 0 into V 10 and V 20 such that |V
) be the bipartite graph with partite sets U 1 and U 2 .
for all x / ∈ W . This shows (i). By the construction of T above, we have
Hence, there are |W | vertex-disjoint 3-stars with their centers in W .
Otherwise we have max{|V
contains two vertex-disjoint paths isomorphic to P 3 and P 2 , respectively. Let m = (n − 8)/2. We consider three cases here. Case (a): |V Then we can find a subgraph T of G isomorphic to T 4 the same way as in Case (a). We take exactly t ′ 1 3-stars from the remaining ones in M and denote the centers of these stars by W ′ .
Let
For the partition of U 1 and U 2 in all the cases discussed in the paragraph above, we let U 2 ) ) be the bipartite graph with partite sets U 1 and U 2 . Notice that (1) and
According to the construction of T , we have
Hence, we can find independent edges x 
contains a subgraph T isomorphic to T 3 . We assume now that G[V 
Otherwise we have max{|V 
contains a subgraph M of at most s vertex disjoint 3-stars. We may assume that s < t Then we can find a subgraph T of G isomorphic to T 3 the same way as in Case (a). We take exactly t ′ 1 3-stars from the remaining ones in M and denote the centers of these stars by W ′ .
Let 
For the partition of U 1 and U 2 in all the cases discussed in Case 2, we let U 2 ) ) be the bipartite graph with partite sets U 1 and U 2 . Similarly as in Case 1, we can show that all the statements (i)-(iii) hold.
And for any u, v ∈ U i , Γ(u, v, U 3−i ) ≥ 6|W i |, and for any u, v, w ∈ U i , Γ(u, v, w, U 3−i ) ≥ 7|W i |. By Lemma 3.1, we can find ladder L i spanning on W i and another 7|W i | − 2 vertices from U i − {x
Denote a 1i a 2i and b 1i b 2i the first and last rungs of L i (if L i exists), respectively, where a 1i , b 1i ∈ U 1 . Let
). Since |W | ≤ α 2 n, m ≥ (n − 9)/2, and n is sufficiently large, we have 1/n + 7|W | ≤ 15α 2 m. As
2 )m and α ≤ (1/17) 3 , we obtain the following:
We have the claim below. 
Notice that there is a natural one-to-one correspondence between ladders with rungs in M ′ and paths in
Hence H ′ has a hamiltonian path starting with x If
is a spanning Halin subgraph of G. Suppose now that T ∈ {T 3 , T 4 , T 5 } and z is the pendent vertex. Then z ∈ V 
which has m vertices on each side. Let H ′ be obtained from
suppressing the degree 2 vertex z. Then H ′ is a Halin graph such that there exists one side of
with each vertex on it as a degree 3 vertex on a underlying tree of H ′ . Let z ′ be a neighbor of z such that z ′ has degree 3 in the underlying tree of H ′ . Then
is a spanning Halin subgraph of G.
Proof of Theorem 3.3
In this section, we prove Theorem 3.3. In the first subsection, we introduce the Regularity Lemma, the Blow-up Lemma, and some related results. Then we show G contains a subgraph T isomorphic to T 1 if n is even and to T 2 if n is odd. By showing that G − V (T ) contains a spanning ladder L with its first rung adjacent to the head link of T and its last rung adjacent to the tail link of T , we get a spanning Halin subgraph H of G formed by L ∪ T . • l ≤ M ; Besides the above two lemmas, we also need the two lemmas below regarding regular pairs. 
The Regularity Lemma and the Blow-up Lemma
• |V 0 | ≤ εn, all clusters |V i | = |V j | ≤ ⌈εn⌉ for all 1 ≤ i = j ≤ l; • deg G ′ (v) > deg G (v) − (d + ε)n for all v ∈ V (G); • e(G ′ [V i ]) = 0 for all i ≥ 1; • all pairs (V i , V j ) (1 ≤ i = j ≤ l) are ε-regular,each with a density either 0 or greater than d.
Finding subgraph T
Claim 3.3.1 Let n be a sufficient large integer and G an n-vertex graph with δ(G) ≥ (n + 1)/2. If G is not in Extremal Case 2, then G contains a subgraph T isomorphic to T 1 if n is even and to T 2 if n is odd.
Proof. Suppose first that n is even. Let xy ∈ E(G) be an edge. We show that G[N (x)−{y}] contains an edge x 1 x 2 and G[N (y) − {x}] contains an edge y 1 y 2 such that the two edges are independent. Since G is not in Extremal Case 2, it has no independent set of size at least (1/2 − 7β)n. Hence, we can find the two desired edges, and G[{x, y, x 1 , x 2 , y 1 , y 2 }] contains a subgraph T isomorphic to T 1 . Then assume that n is odd. We show in the first step that G contains a subgraph isomorphic to K − 4 (K 4 with one edge removed). Let yz ∈ E(G). As δ(G) ≥ (n + 1)/2, there exists y 1 ∈ Γ(y, z). If there exists y 2 ∈ Γ(y, z) − {y 1 }, we are done. Otherwise, (Γ(y) − {y 1 , z}) ∩ (Γ(z) − {y 1 , y}) = ∅. As δ(G) ≥ (n + 1)/2, y 1 is adjacent to a vertex y 2 ∈ Γ(y) ∪ Γ(z) − {y 1 , y, z}. Assume y 2 ∈ Γ(z) − {y 1 , y}. Then G[{y, y 1 , z, y 2 }] contains a copy of K Let T be a subgraph of G as given by Claim 3.3.1. Suppose the head link of T is x 1 x 2 and the tail link of T is y 1 y 2 . Let G ′ = G − V (T ). We show in next section that G ′ contains a spanning ladder with first rung adjacent to x 1 x 2 and its last rung adjacent to y 1 y 2 . Let n 
Non-extremal case, then G ′ contains a spanning ladder with its first rung adjacent to x 1 x 2 and its last rung adjacent to y 1 y 2 .
Proof. We fix the following sequence of parameters
and specify their dependence as the proof proceeds. Let β be the parameter defined in the two extremal cases. Then we choose d ≪ β and choose
following the definition of ǫ in the Blow-up Lemma. Applying the Regularity Lemma to G ′ with parameters ε and d, we obtain a partition of
, and a spanning subgraph G
′′
of G ′ with all described properties in the Regularity Lemma. In particular, for all v ∈ V (G ′ ),
provided that ε + d ≤ β. On the other hand,
We further assume that ℓ = 2k is even; otherwise, we eliminate the last cluster V ℓ by removing all the vertices in this cluster to V 0 . As a result, |V 0 | ≤ 2εn ′ , and
where
For each pair i and j with 1 ≤ i = j ≤ ℓ, we write
As in other applications of the Regularity Lemma, we consider the reduced graph G r , whose vertex set is {1, 2, · · · , r} and two vertices i and j are adjacent if and only if
Suppose not, and let i 0 ∈ V (G r ) be a vertex with deg Gr (i 0 ) < (1/2 − 2β)ℓ. Let V i0 be the cluster in G corresponding to i 0 . Then we have
This gives a contradiction by ℓN ≤ n ′ from inequality (4).
Let x ∈ V (G ′ ) be a vertex and A a cluster. We say
and in this case, we write x ∼ A.
Proof. Suppose on the contrary that there exists x ∈ {x 1 , x 2 , y 2 , y 2 } such that x is typical to less than (1/2 − 2β)l clusters in
Let x ∈ V (G ′ ) be a vertex. Denote by V x the set of clusters to which x typical.
Proof. We show the claim by considering two cases based on the size of |V x1 ∩ V x2 |.
We conclude that there is an edge between V x1 − V x2 and V x2 − V x1 in G r . For otherwise, let U be the union of clusters in
We may assume that V x1 ∩ V x2 is an independent set in G r . For otherwise, we are done by finding an edge within V x1 ∩ V x2 . Also we may assume that
Similarly, we have the following claim:
Claim 3.3.5 The reduced graph G r has a hamiltonian path
Proof. We contract the edges V x1 V x2 and V y1 V y2 in G r . Denote the two new vertices as V We claim that G ′ r is 2βl-connected. Otherwise, let S be a vertex-cut of G ′ r with |S| < 2βl and S the vertex set corresponding to
Thus, by the result on hamiltonian connectedness given above, we know that G Following the order of the clusters on the hamiltonian path given in Claim 3.3.5, for i = 1, 2, · · · , k, we call X i , Y i partners of each other and write P (X i ) = Y i and P (Y i ) = X i .
If necessary, we either take a subset X
As n ′ is even and |X
we know |R| is even. We arbitrarily group vertices in R into |R|/2 pairs. Given two vertices u, v ∈ R, we define a (u, v)-chain of length 2t as distinct clusters A 1 , B 1 , · · · , A t , B t such that u ∼ A 1 ∼ B 1 ∼ · · · ∼ A t ∼ B t ∼ v and each A j and B j are partners, in other words, {A j , B j } = {X ij , Y ij } for some i j ∈ {1, · · · , k}. We call such a chain of length 2t a 2t-chain. Proof. Suppose we have found chains for the first m < 2εn ′ pairs of vertices in R such that no sr-cluster is contained in more than d 2 N/5 chains. Let Ω be the set of all sr-clusters that are used exactly by d 2 N/5 chains. Then
where the last inequality follows from (4). Therefore,
provided that 1 − 2ε ≥ 1/2 and 80ε ≤ d 2 β/2.
Consider now a pair (w, z) of vertices in R which does not have a chain found so far, we want to find a (w, z)-chain using sr-clusters not in Ω. Let U be the set of all sr-clusters adjacent to w but not in Ω, and let V be the set of all sr-clusters adjacent to z but not in Ω. We claim that |U|, |V| ≥ (1/2 − 2β)l. To see this, we first observe that any vertex x ∈ R is adjacent to at least (1/2 − 3β/2)l sr-clusters. For instead, showing a contradiction. Since |Ω| ≤ βl/2, we have |U|, |V| ≥ (1/2 − 2β)l. Let P (U) and P (V) be the set of the partners of clusters in U and V, respectively. By the definition of the chains, a cluster A ∈ Ω if and only its partner P (A) ∈ Ω. Hence, (P (U) ∪ P (V)) ∩ Ω = ∅. Notice also that each cluster has a unique partner, and so we have |P (U)| = |U| ≥ (1/2 − 2β)l and |P (V)| = |V| ≥ (1/2 − 2β)l. If E Gr (P (U), P (V)) = ∅, then there exist two adjacent clusters B 1 ∈ P (U), A 2 ∈ P (V). If B 1 and A 2 are partners of each other, then w ∼ A 2 ∼ B 1 ∼ z gives a (w, z)-chain of length 2. Otherwise, assume A 1 = P (B 1 ) and B 2 = P (A 2 ), then w ∼ A 1 ∼ B 1 ∼ A 2 ∼ B 2 ∼ z gives a (w, z)-chain of length 4. Hence we assume that E Gr (P (U), P (V)) = ∅. We may assume that P (U) ∩ P (V) = ∅. Otherwise, let S be the union of clusters contained in V (G r ) − (P (U) ∪ P (V)). Then S ∪ R ∪ V (T ) with |S ∪ R ∪ V (T )| ≤ 4βn ′ + 3εn ′ + 7 ≤ 5βn (provided that 3ε + 7/n ′ < β)
is a vertex-cut of G, implying that G is in Extremal Case 1. As E Gr (P (U), P (V)) = ∅, any cluster in P (U) ∩ P (V) is adjacent to at least (1/2 − 2β)l clusters in V (G r ) − (P (U) ∪ P (V)) by δ(G r ) ≥ ( 
