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I. Introduction
The theory of infinitely repeated games has been an active area of research in recent decades and is central to many applications. 1 The main idea behind this literature is that repeated interaction may allow people to overcome opportunistic behavior. While a series of experiments has supported this theory, less is know about the types of strategies people actually use to overcome opportunistic behavior. 2 Learning which strategies are actually used is of interest on many levels. First, it can help future theoretical work to identify refinements or conditions that lead to these strategies being the ones that are played. Rubinstein (1998, p.142) argues that folk theorems are statements about payoffs and that more attention could be paid to the strategies supporting those payoffs: "Understanding the logic of long-term interactions requires, in my opinion, the characterization of the equilibrium strategy scheme.
[…] The repeated games literature has made little progress toward this target." Second, it can help theorists focus on empirically relevant strategies. For example, an influential literature in biology studies which strategies are likely to survive evolution. Given the complexities of working with the infinite set of possible strategies, researchers choose to focus on finite subsets of strategies that include those usually studied by theorists (e.g., Imhof, Fudenberg and Nowak 2007) . Identifying strategies in the laboratory that are popular 3 with humans can provide an appealing basis for selecting strategies to include. Third, it can also help identify in which environments cooperation is more likely to emerge. In other words, the theoretical conditions needed for cooperation may need to be modified once we restrict the analysis to the set of strategies that are actually used. Fourth, identifying the set of strategies used to support cooperation can provide a tighter test of the theory than the previous study of outcomes can. It allows us to test whether the strategies used coincide with the ones that theory predicts should be used (i.e., are the strategies used part of a subgame perfect equilibrium?).
Previous papers have estimated the use of strategies from the observed realization of behavior. There are serious hurdles for identification. First, the set of possible strategies is infinite (uncountable). Second, while a strategy must specify an action after each possible history, for each repeated game, we observe only one actual finite history and not what subjects would have done under other histories. Two different approaches have been used to overcome these hurdles. Both methods start by specifying a family of strategies to be considered, but they differ in how the best-fitting strategies are selected.
One approach trades off goodness of fit of a set of strategies versus a cost of adding more strategies (see Engle-Warnick and Slonim 2004 and 2006a, and Camera, Casari, and  Bigoni 2012; for a related but Bayesian approach to this, see Engle-Warnick, McCausland, and Miller 2004) . A second approach uses maximum likelihood estimation either to estimate the prevalence of each strategy in the set under consideration (see, Dal Bó and Fréchette 2011 , Fudenberg, Rand, and Dreber 2012 , Camera, Casari, and Bigoni 2012 , Vespa 2013 , Fréchette and Yuksel 2013 , and Rand, Fudenberg, and Dreber 2013 or to estimate the best-fitting strategy while allowing for subject-specific heterogeneity in the transitions across states of the strategy (Aoyagi and Fréchette 2009) .
In this paper, we propose an alternative approach to studying strategies: the elicitation of strategies (i.e., a modified strategy method (Selten 1967) ). 3 We ask subjects to design strategies that will play in their place. A major challenge to the use of the strategy method is that it can affect behavior. We introduce our modified strategy method 4 in ways that limit the chances that the procedure will affect behavior. 4 Our method first allows subjects to play as they would normally to learn what they want to do. We then introduce a hybrid period in which they specify a strategy and receive feedback to help them understand how their strategy would play out, although their choices are still made decision-by-decision. After that, the strategy method is fully implemented. We show that our procedure does not affect behavior by, among other things, comparing behavior with a similar series of experiments without the elicitation of strategies.
We find that the most popular strategies are Always Defect, Tit-For-Tat, and
Grim. The prevalence of cooperative strategies is greater in treatments more conducive of cooperation (high probability of continuation and high payoffs from mutual cooperation).
More interestingly, the prevalence of Tit-For-Tat and Grim among cooperative strategies depends on the parameters of the games. Grim is more prevalent in treatments with high payoffs from mutual cooperation, while Tit-For-Tat is more prevalent in treatments with a high probability of continuation.
The prevalence of Tit-For-Tat stresses the fact that subjects do not choose only strategies that are part of a subgame perfect equilibrium. In fact, only 54% of the chosen strategies are part of a subgame perfect equilibrium, while 78% are part of Nash equilibrium.
As far back as Axelrod (1980b) , papers have also elicited strategies in infinitely repeated games and then made them compete in computer tournaments. The focus of this literature was on the relative performance of the different strategies. Since then, most of that literature has moved towards simulations rather than tournaments. 5 In addition to focus on a different population and to vary a set of important parameters, our paper shows that the elicitation of strategies has no major distorting impact on choices.
Following the section on experimental design, the results section will cover four broad areas. First, we will present the results pertaining to the new method we propose. 4 Hoffman, McCabe, and Smith (1998 ), Gueth, Huck, and Rapoport (2001 ), and Brosig, Weimann, and Yang (2003 report evidence that the strategy method may affect behavior. Brandts and Charness (2000) find the opposite. 5 Examples of recent papers using computer simulations are Nowak and Sigmund (1993) , who introduce stochastic strategies, and Nowak, Sigmund, and El-Sedy (1995) , who add mutations. Axelrod's (1980a) first competition was a finitely repeated game. Another study that estimates strategies but focuses on the case of finite repetitions is that of Selten, Mitzkewitz, and Uhlirich (1997) . 5 This will be followed by an analysis of the strategies used by subjects. Then, we discuss the limitations imposed by focusing on strategies with memory one and we will study a set of additional sessions that relaxes that constraint. Finally, we will evaluate a method to recover strategies econometrically.
II. Experimental Design
The experimental design is in three phases. 6 In all phases, subjects participate in randomly terminated repeated prisoners' dilemma games. A repeated game or supergame is referred to as a match and consists of multiple rounds. After each match, subjects are randomly rematched with a subject.
In Phase 1 subjects simply play the randomly terminated games. Between matches, they are reminded of the decisions they made in the last match and of the choices of the person they were matched with. The first match to end after 20 minutes of play marks the end of Phase 1.
In Phase 2, subjects are first asked to specify a plan of action -that is, a strategy -by answering five questions: "In round 1 select {1, 2}," and the answer to the four questions covering all permutations of "After round 1 if, I last selected [1, 2] and the other selected [1, 2] , then select {1, 2}." The choices are presented as drop-down menus, and the order in which the four questions after round 1 appear is randomized. After having specified their plan of action, subjects then play the match just as in Phase 1, making decisions in every round. At this point, the plan of action they specified is irrelevant. After the first match, they are shown the decisions they made in this match, the decisions the person they were matched with made, and the decisions that would have been made according to the plan of action they specified, had it been played instead.
They are then asked to specify a plan of action for the coming match. This process (specify a plan; play a match round by round; receive feedback; and specify a plan) is repeated for 20 minutes. After 20 minutes of play in Phase 2, the plan of action takes over 6 for the subjects, finishes the ongoing match, and plays an additional 14 matches; this is Phase 3. The stage game is as in Table 1 . Each subject is exposed to only one treatment (between-subjects design). The main treatment variables are the payoff from mutual cooperation R and the probability of continuation δ, where R takes values 32 or 48 and δ takes values 1/2 or 3/4. One additional treatment is conducted with R = 32 and δ = 9/10.
Three sessions are conducted per treatment.
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Payments are based on the sum of the points accumulated in the three phases converted to dollars, with 100 points equaling $0.45.
Given those parameters, cooperation can be supported as part of a subgame perfect equilibrium (henceforth SGPE) in all treatments, except for the one where δ = 1/2 and R = 32. Furthermore, playing a Grim-trigger strategy (cooperate until the other defects, and then defect forever) is risk-dominant when playing against Always Defect in both treatments with R = 48 and in the treatment with δ = 9/10.
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The design considerations were the following. First, one concern is that asking subjects for a strategy might cue them to something they would not be thinking about absent our intervention. To evaluate the extent to which this is a concern, we will compare behavior in Phase 2 with behavior in Dal Bó and Fréchette (2011), which uses the same parameter values but without the strategy method. Furthermore, the design includes Phase 1, where subjects have time to learn what they want to do in this environment. There is no "cueing" since they are not asked about their strategy at that point.
7 Two previous sessions were conducted for the treatment with R = 48 and δ = 3/4: however, the payments were too low and, thus, the exchange rate was changed, and those two sessions are not included in the analysis. Those first two sessions had slightly higher cooperation rates. As a point of comparison for when we describe the results, if those sessions are included, the cooperation rate in round 1 of the last match of Phase 1 and Phase 2 would be 0.8 and 0.91, respectively. The comparison can be made with the results presented in Table A4 . 8 The reader interested in the reasons for the choice of parameters is referred to Dal Bó and Fréchette (2011) . Also see that paper and Blonski et al (2010) for a discussion of the application of the concept of risk dominance to infinitely repeated prisoners' dilemma games.
An additional concern is that subjects may not think in terms of strategies and may not know how to verbalize their plan. To address that concern, the design gives feedback about what both subjects did and what the plan of action would have done during Phase 2. This gives subjects an opportunity to determine the situations in which the specified plan of action is not doing what they actually want to do. Finally, subjects are incentivized to choose the plan of action that is closest to what they want to do since whenever they specify a plan of action, this may be the match where Phase 2 expires and where the plan of action takes over.
A final concern is whether the possible plans of action that subjects can specify are sufficient to express the strategies they want. First note that even though simple, the technology at their disposal allows subjects to specify 32 strategies. These strategies include those that are independent of the past, such as Always Defect (AD) and Always
Cooperate (AC), and memory 1 strategies for which behavior depends only on the past round, such as Tit-For-Tat (TFT) and Win-Stay-Lose-Shift (WSLS) and others. This method also allows subjects to construct plans of action that will behave exactly as some strategies with memory greater than one. For example, the plan of action that starts cooperating and will keep cooperating if there was mutual cooperation in the previous round functions exactly as the strategy Grim in this setup without mistakes in implementation.
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In conclusion, many of the strategies most often mentioned in the literature can be specified in this way: TFT, Grim, WSLS, and others are availablethese (and other) strategies will be defined later. To address the concern that the set of strategies may be too restrictive, we will compare decisions in Phase 2 with the decisions of the plan of action. Any persistent differences would suggest that no available strategy was entirely consistent with what the subject wanted to do. Finally, and providing the most direct evidence on this count, we also conducted additional sessions with a slightly different design that allowed for additional strategies. We will describe these later in the paper.
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III. Choices and the Impact of the Elicitation of Strategies on Behavior
A total of 246 NYU undergraduates participated in these 15 sessions, with an average of 16.73 subjects per session, a maximum of 22 and a minimum of 12. The subjects earned an average of $24.94, with a maximum of $42.53 and a minimum of $12.26. In the treatments with δ=1/2, δ=3/4, and δ=9/10, the average number of rounds per match was 1.92, 3.61, and 8.53, respectively, and the maximum was 9, 22, and 43, respectively. Table A1 in the Appendix has more details on each session.
III.a Evolution of choice behavior
We start the presentation of the experimental results by describing behavior in the different treatments. Note: * significance at 10%, ** at 5% and *** at 1%. Statistical significance is assessed by estimating a probit and clustering the variance-covariance at the level of the experimental session.
III.b The impact of eliciting strategies (Comparison with Dal Bó and Fréchette 2011)
Dal Bó and Fréchette (2011) uses an experimental design that is identical to the one in this paper, with the exception that strategies are not elicited. Therefore we can compare cooperation rates in both experiments to test whether elicitation affects behavior.
10 Figure 1 shows the average cooperation rate in round 1 across repeated games by treatment in this experiment and in Dal Bó and Fréchette (2011) where strategies are not elicited.
11
For this experiment, the data includes Phase 1 followed by 2. The main observation is that the evolution of behavior is extremely similar in both experiments for all treatments. However, even though the choices are very similar across experiments, there seems to be slightly more cooperation when strategies are elicited in the δ=1/2 and R=48 sessions and slightly less cooperation in the δ=3/4 and R=48 session.
10 Procedures for Phase 1 are almost identical to procedures in Dal Bó and Fréchette (2011) . Besides issues of timing (Phase 1 is shorter than the entire experiment in Dal Bó and Fréchette 2011); the only difference is that subjects were not reminded of the choices they, and the other player, had made in the previous match between matches in Dal Bó and Fréchette (2011) . 11 Only matches with data for all three sessions are included. The difference in the round-1-only case is driven by the δ=3/4 and R=48 treatment since, taken individually, it is the only treatment for which there is a statistically significant difference by the end of Phase 2 (all other p-values > 0.1). However, the difference is already present at the end of Phase 1, indicating that the difference is not due to the 12 Unless otherwise noted, statistical significance is assessed by estimating a probit and clustering the variance-covariance at the level of the experimental session. For a discussion of potential sources of session-effects, see Fréchette (2011). Table OA1 in the online appendix shows estimates from a probit of the order in which the questions were asked on choices by treatment. In no treatment are the estimates for the order jointly significant (at the 10% level).
III.d Changes in Plans of action
Finally, we document when subjects changed their plan of action in Phase 2.
Subjects changed their plan of action in 14% of all matches (past the first match in Phase 2). This number varies between 12% and 21% depending on the treatment. It is lowest in the δ=1/2 and R=32 treatment and highest in the δ=9/10 and R=32 treatment. Figure 2 plots the frequency with which subjects changed their plan of action from one match to the next. As the figure shows, in every treatment, the evolution displays a downward trend, suggesting that subjects' behavior is stabilizing.
Figure 2: Frequency of Change in Plan of Action
The frequency with which subjects change their plan of action is markedly higher following a match in which their decisions differed from those that their specified plan of action would have made. This can be seen in Table 4 , which breaks down the frequency Although Table 4 suggests that subjects adapt their plans of action to reflect the decisions they make, it could still be possible that some subjects respond to a difference between behavior and plan of action by changing their behavior in future matches.
However, if that had occurred, choices in this experiment would be systematically different from those in the Dal Bó and Fréchette (2011) experiment, and that is not the case.
IV. Description of strategies
Having shown that the strategy method is not likely to have affected behavior (and hence, we believe, strategies), we now describe the strategy choices that the subjects made. After first defining some strategies of interest, we describe the strategy choices at the end of Phase 2 and then the evolution leading to those choices.
The simplest strategies to consider are Always Cooperate (AC) and Always Defect (AD). A strategy already mentioned is Tit-For-Tat (TFT). TFT starts by cooperating, and in subsequent rounds, matches what the other subject did in the previous round. The Grim trigger strategy (Grim) also starts by cooperating, cooperates as long as both players have cooperated in the last round, and defects otherwise.
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A strategy that is 13 More precisely, Grim is the strategy that starts by cooperating and cooperates unless there has ever been a defection in the past. It is not possible to exactly construct this strategy using the memory one mechanisms available to the subjects. However, it is possible to construct a memory one machine that will be equivalent to Grim in how it plays against any other strategy.
often discussed in the literature is Win-Stay-Lose-Shift (WSLS, also know as Perfect TFT, or Pavlov), it starts by cooperating, and cooperates whenever both players made the same choice last round, and defects otherwise. WSLS is considered desirable because when it plays itself, it would not defect forever after a deviation. Finally, another strategy of interest is suspicious Tit-For-Tat (STFT), which starts by defecting and, from then on, matches what the other subject did in the previous round.
What can be expected? For each treatment, Table A2 in the Appendix shows the set of strategies that are part of a Nash equilibrium or a subgame perfect equilibrium. AD is a subgame perfect equilibrium in every treatment, and previous experiments on infinitely repeated games have observed situations in which some subjects defect. Hence, it seems plausible to expect that AD will be selected.
What about strategies to support cooperation? TFT is a likely candidate given that it was the winner in Axelrod's (1982b) tournament. It is also a very intuitive strategy to specify. However, TFT is not subgame perfect in general. To see this, consider the subgame that follows after player 1 cooperated and player 2 defected. If both players follow TFT after that defection, they will start an infinite sequence of alternating unilateral defections, resulting in a total payoff lower than the payoff from mutual cooperation. This gives subjects an incentive to cooperate once to return to full cooperation when TFT tells them to defect if the discount factor is high enough. Thus, maybe TFT will not be popular, while WSLS, which has performed well in simulations, will. Unlike TFT, WSLF is an SPGE strategy for a sufficiently high δ. However, WSLS cannot support cooperation for as many values of δ as Grim. The Grim strategy, in that sense, is more robust, and it can support cooperation for much lower values of δ.
However, once it starts defecting, Grim never stops. Thus, in that sense, it is not forgiving. These different tensions make it unclear which strategy one should expect to see most. The most popular strategies across treatments are TFT, Grim and AD. These three strategies on their own correspond to more than two thirds of the data in each treatment and as much as 80% in two treatments. As can be expected, there are large variations in the popularity of AD across treatments. While AD is more prevalent in treatments with low δ and R, TFT and Grim are more prevalent in treatments with large δ and R.
IV.a Final strategy choices
If we aggregate strategies according to whether they lead to cooperation or defection on their path of play, we find a similar pattern.
14 The prevalence of cooperative strategies increases with δ and R, while the prevalence of defecting strategies decreases.
Variations in the popularity of specific strategies to support cooperation across treatments are more surprising. Increases in R have greater impact on the prevalence of Grim than of TFT, while the opposite is true for increases in δ. To see this, note that when delta = ½, increasing R doubles the popularity of TFT, while the popularity of Grim increases by a factor of about six. Similarly, when delta = ¾, increasing R leads to a less than threefold increase in TFT but a more than eightfold increase in Grim. If, instead, we fix R and look at the impact of increasing delta, we get the opposite; TFT always increases by a greater factor than Grim does. This suggests that how subjects choose to support cooperation depends on the particular parameters of the game in a systematic way -that is, as the expected length of the game increases, subjects choose to use shorter punishments. 
10.00 3.57 9.09 2.17 6.00 Note: AC' (AD') denotes that a strategy will behave as AC (AD) in every history it will reach if choices are perfectly implemented. Cooperative (Defecting) denotes strategies that are fully cooperative (defecting) with themselves.
Subgame perfect strategies are denoted in bold, and NE that are not SGPE are underlined. * The letters in the strategy names denote the recommended action after each possible contingency: initial round, CC, DC, CD and DD, where the second letter designates the other's choice.
Interestingly, a large proportion of the strategies being chosen are not part of subgame perfect equilibria (SGPE). In particular, the proportion of strategies that conform to a SGPE when playing against itself reaches a low of 32% under δ=9/10 and R=32. The maximum is reached under δ=1/2 and R=48, with 73% of strategies being SGPE. The low prevalence of SGPE strategies is related to two observations. First, under δ=1/2 and R=32 (that is, when cooperation cannot be supported in equilibrium), a significant fraction of subjects (12%) choose defecting strategies that are equivalent in play to AD (DCDDD and DDDCD) but are not SGPE. Second, in the treatments in which cooperation can be supported in equilibrium, subjects not only choose SGPE cooperative strategies, but also rely heavily on TFT. The famous TFT is not SGPE but can be a Nash equilibrium (see Table A2 in the Appendix). In fact, 24% of the strategies chosen are part of Nash equilibria while not being part of a subgame perfect equilibrium. Table 6 shows the evolution in the prevalence of the most important strategies (AC, AD, TFT, Grim and STFT) for the first and last repeated game in Phase 2, with the exception of WSLS because, as Table 5 shows, it is not a popular strategy. The evolution of strategies in Phase 2 is also reported in Figure A2 (in the Appendix). These allow us to study how subjects' choice of strategies evolved. The observed evolution may be due to subjects changing their desired behavior or to their better understanding of the functioning of strategies.
IV.b. Evolution of strategies
When it comes to the evolution of plans of action, there are very few patterns that are true for all treatments. One is that AD is never lower in the last match than it is in the first match. That being said, in some treatments the popularity of AD grows appreciably, while in others it does not change. Another pattern that is true in all treatments is that NE plans of action are at least as frequent in the last match as they are in the first. However, it must be noted that it is not the case that the prevalence of SGPE strategies increases 
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with experience in all treatments. The prevalence of SGPE strategies increases significantly with experience in three out of five treatments, and in one treatment it decreases significantly. In that treatment (delta = 9/10), the decrease can be identified with the decrease in popularity of Grim and with the important increase in popularity of TFT, which is a NE but not subgame perfect. In fact, that is the only treatment in which TFT has a significant change over time; in all other treatments, there is no statistically significant change. The Grim strategy, however, increases significantly in both treatments with R = 48 and in the treatment with delta = ½ and R = 32.
Interestingly, the evolution of strategies in some treatments does not have a clear effect on average cooperation rates. For example, under δ=1/2 and R=48, the prevalence of both AD and Grim increase with experience. This suggests that even when subjects gain significant experience, they may fail to coordinate on one equilibrium (consistent with Dal Bó and Fréchette 2011).
IV.c. Expected Payoffs
To better understand strategy choice, it is helpful to calculate the expected payoffs of different plans of action given their distribution. Figure 3 presents expected payoffs as a function of the popularity of each plan of action. These are the theoretical expected value given the continuation probability but using the empirical frequency of each plan of action in the last match of Phase 2. For each data point, the shape of the marker indicates if the plan of action is a NE, an SGPE, or neither. The figure also indicates the name of the plan of action for plans of action that are present in at least 10% of the data.
Some noteworthy aspects of the figure are the following. First, the worstperforming plan of action is always substantially worse than the best-performing one.
Second, the most popular plans of action tend to be close to the best-performing plans of action. In fact, in every treatment, the most popular plan of action is the one with the highest expected payoff (at least weakly). Table 7 provides a calculation of lost payoffs due to suboptimal strategy choice.
The first row shows, by treatment, the maximum expected payoff that can be obtained by one of the memory-1 strategies, given the distribution of strategies in the experiment. The second row shows the average expected payoff across strategies (weighted by their prevalence). The difference between the maximum and average expected payoff in one repeated game goes from 1.58 points under δ=1/2 and R=32 to 8.31 points under δ=3/4 and R=48. The monetary value of these losses for the 14 games that subjects expect to play in Phase 3 of the experiment goes from 10 cents to 52 cents, with an average of 30 cents. The average loss from suboptimal strategy choice corresponds, on average, to less than 4% of the average expected payoffs in phase 3. The small expected cost of the suboptimal strategy choice are not surprising, given the observation from Figure 3 that most of the popular plans of action have high expected value. However, Table 7 also reveals that there are incentives to move away from the least profitable plans of action, as the plan with the lowest expected payoffs that was selected always implied a loss of at least 13% -and in some treatments substantially more than the best-performing plan of action. If one considers the worst possible plan of action (which, in most treatments, is never selected), then the incentives would appear even starker. Note, however, that Table 7 and Figure 3 suggest that the financial incentives to move away from plans of action that are NE but not SGPE, to 21 others that are SGPE, were often small or non-existent because some NE plans performed very well in expected-value terms.
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V. Is Memory 1 Enough?
In the experiments presented in the previous sections, subjects could choose only strategies that condition behavior on the outcome of the previous round. While we show that this has little effect on behavior, this restriction in the elicitation of strategies might still greatly affect the strategies chosen by the subjects.
In this section, we present strategy choices when subjects have a greater set of strategies -a "menu" -from which to choose. In this "menu" condition, subjects are offered a menu of strategies. This menu included some of the strategies they could build in the original sessions (AC, AD, Grim, TFT, STFT, and WSLS), but it also included some additional strategies. In particular, it allowed for some strategies with "softer" triggers, such as Grim-X, which is a Grim trigger strategy that requires X defections before triggering punishment, with X being a parameter selected by the subject.
Similarly, there is TFXT, which is similar to TFT but requires X consecutive defect choices before it defects. It also includes a trigger strategy with a finite number of defections before reverting back to cooperation, as well as a few other strategies. The complete list of strategies can be found in Appendix C. Subjects always had the opportunity to "build" their plan of action, as in the original sessions. The order in which these strategies appeared was randomized. Our goal was to include the most obvious possibilities in terms of strategies in this game. The same R and δ as in the original sessions are used, with the exception of δ=1/2 and R=32 since that treatment is unlikely to generate interesting results given the prevalence of AD.
A total of 126 NYU undergraduates participated in these eight sessions, with an average of 16.10 subjects per session, a maximum of 20 and a minimum of 12.
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The 15 Note that these estimates of the losses assume that subjects know the distribution of strategies in their treatment. A more appropriate estimate of the monetary costs may have to consider the fact that subjects' may hold different beliefs that cannot be contradicted by the feedback they receive during the experiment. Once the correct beliefs are considered, the losses from sub-optimal strategy choice may be even be smaller (see Fudenberg and Levine 1997) . 16 An earlier version of the paper had 12 different sessions with this design. However, a coding error resulted in some of the strategies not being implemented properly. The software was fixed with only minor 22 subjects earned an average of $29.37, with a maximum of $43.45 and a minimum of $19.74. In the treatments with δ=1/2, δ=3/4, and δ=9/10, the average number of rounds per match was 1.92, 3.75, and 10.93, respectively, and the maximum was 8, 15, and 44, respectively. Table A3 summarizes the treatments that were conducted and basic information about the sessions. Table A4 reports the cooperation rates in these additional sessions, as well as in the other sessions for comparisons; and Table A5 provides an analysis of the statistical significance of the differences. We find that there are no statistically significant differences in cooperation rates between the original sessions and the additional sessions. This suggests that increasing the set of possible strategies that subjects can choose does not affect cooperation rates. However, we find that in two of the treatments, cooperation rates in Phase 2 are significantly different in the additional sessions relative to the sessions without strategy elicitation from Dal Bó and Fréchette (2011). In one of the treatments, the difference appears already before the elicitation of strategies starts (Phase 1), so that the difference in behavior cannot be attributed to elicitation.
17 Table 8 reports the percentages of each strategy in the last match of Phase 2.
While 76% of the subjects chose a strategy from the menu and not from the original mechanism to specify strategies, most of the menu strategies selected are equivalent to those available in the original set (i.e., AD, TFT, Grim, WSLS, among others). The main result from these additional sessions is that 91% of the final strategies could be defined using the apparatus of the original sessions. More specifically, 97% of the strategies in the last match for δ=1/2 and R=32 can be defined using the original set of strategies; 96% and 87% when δ=3/4 and R=32 or 48 respectively; and 85% for δ=9/10 and R=32.
Furthermore, in all treatments, the most popular strategy that cannot be expressed using the original method ranks among the least popular strategies. In only one treatment (δ=9/10 and R=32), where it ranks fifth, it is not the least popular. The few selected modifications to improve the description of the strategies, and one strategy was dropped because the description was too complicated (and was almost never selected). Results are essentially unchanged and available upon requests. 17 For each treatment, we estimate a probit of cooperation on a dummy variables for the additional sessions, and we compare them with the sessions with only memory one strategies first. We then compare the additional sessions with the sessions from Dal Bó and Fréchette (2011), which do not have strategy elicitation. We consider the first round of the last match in phases 1 and 2. Results are robust to considering all rounds and all matches.
strategies with memory greater than one are the following. GRIM-2 and GRIM-4 are grim trigger strategies that start punishments after two and four deviations respectively.
TF2T is a Tit-For-Tat that counts the other's defections and defects only after two rounds of defections by the other. Finally, T-2, T-10 and T-12 are trigger strategies that punish for two, ten and 12 rounds, respectively.
Many of the results from the original session carry over. In particular, AD is still a popular strategy. TFT and Grim are the most common strategies to support cooperation. Moreover, as before, these three strategies account for the majority of strategy choices in all treatments. It is also still the case that the strategies used to support cooperation change with the parameters R and δ. And while the results are less clear than for the original sessions, it is still the case that the prevalence of TFT relative to Grim increases with δ. Finally, as before, some non-SGPE are popular; however many of the choices favor NE strategies.
One change is the popularity of STFT, which is substantially decreased in these additional sessions. Despite this small difference, the results clearly indicate that for a majority of subjects in this environment, a plan of action with memory 1 is sufficient to express their strategy. Overall, 91% of strategies in the last match can be implemented using strategies with memory 1 or less. Note: Menu strategies in italics denote that they can be generated using the original strategies. AC' (AD') denotes that a strategy will behave as AC (AD) in every history it will reach if choices are perfectly implemented. Cooperative (Defecting) denotes strategies that are fully cooperative (defecting) with themselves. Subgame perfect strategies are denoted in bold and only NE are underlined, * The letters in the strategy names denote the recommended action after each possible contingency: initial round, CC, DC, CD and DD, where the second letter designates the other's choice.
Using econometric estimation, previous papers have studied the complexity of the strategies used in infinitely repeated games. On the one hand, Fudenberg et al. (2012) find that under imperfect public monitoring many subjects use strategies that condition on more than just the last round to support cooperation. On the other hand, Aoyagi and Fréchette (2009) , who study a different imperfect monitoring technology (and a different stage game), find that in their setting, the evidence is in favor of subjects using a memory 1 strategy. Note, also, that when Fudenberg, Rand, and Dreber (2012) estimate strategies for their one treatment without noise, they find that 31% of strategies use more than two states -lower than for their treatments with noise but higher than that found for the treatments in this paper and in Dal Bó and Fréchette (2011) (2011) that is not repeated here (namely δ = 3/4, R = 40), Fudenberg, Rand, and Dreber (2012) report that 57% of strategies are estimated to have more than two states. This suggests that in games with perfect monitoring, strategies with more than two states are not the norm, but that for some specific combination of parameters they are more prevalent.
VI. Does econometric estimation recovers the same strategies?
Using data from Phase 2, we can evaluate the extent to which strategies can be recovered econometrically from observed behavior. We can compare the estimated prevalence of strategies using the choices from Phase 2 to the prevalence of strategies that the subjects actually chose.
We study the performance of the estimation procedure proposed in Dal Bó and and γ is a parameter to be estimated. When  is close to ½, choices are almost random, and when it is close to 1, choices are almost perfectly predicted.
In an environment with two choices, such as this one, one can view the above as resulting from a choice function that implements a strategy with error: To get a better sense of this approach, think about the case where only one strategy is considered; then, the only parameter to be estimated is β.
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Suppose that the estimate is 0.8. In other words, when the strategy suggests cooperation, cooperation is predicted to occur 80% of the time. The quality of the fit can be compared to chance, which would predict cooperation with a 50% probability (since there are only two choices). Now, consider the case of more than one strategy. Imagine that the strategies included are: AD, TFT, and Grim, and that the estimates of their proportion is one third 20 In practice we will estimate γ, but one implies the other.
for each of them, and β is still 0.8. This implies that in round 1 of a match, the estimated model predicts a 60% cooperation rate. Now, suppose that we look at a specific subject who first cooperated, but he was matched with someone that defected; then, in round 2, the estimated model predicts that he will cooperate with a 20% probability. If the person they are matched with cooperated in round 2, the estimated model's prediction for round 3 would now be a 40% chance of cooperation.
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This model is estimated on Phase 2 data (pooling together both the original experiments and the additional sessions -note that there are no additional sessions for δ = 1/2, R = 32 and, thus, a smaller sample) after dropping the first one quarter of the data.
The first quarter of Phase 2 is dropped to limit the importance of matches where behavior is still changing. The variance-covariance matrix is obtained by bootstrap.
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The comparison of the estimated prevalence of strategies with the strategies actually chosen allows us to answer several questions. First, if the set of strategies the estimation allows for is the "right" one, does the estimation recover the right proportions?
To address this question, the sample is restricted to the cases where the elicited strategies are among the following: AC, AD, TFT, grim, WSLS, or STFT (the most common strategies) and the estimated proportion is not 0 (when all six strategies are included).
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These results are presented in Table 9 (WSLS is not included in Table 9 because its frequency is always estimated to be 0). First, notice the high value of β (correspondingly low values of γ), which indicates a very good fit. Qualitatively, the SFEM mostly performs well at identifying the most important strategies. For instance, in three of the five treatments, it correctly identifies the two most popular strategies and their order of popularity. In one treatment, it correctly ranks all five strategies. In another treatment, it identifies the best three, but not in the correct order. The table also reports whether the hypothesis that the estimated proportions equal the frequency elicited in the data can be 21 In round 1, AD predicts cooperation with probability 0.2, while the other two strategies with probability 0.8. In round 2, all three strategies predict defection with probability 0.8. In round 3, only TFT has cooperation as more likely than defection. 22 1000 samples are drawn. A session is selected, then subjects within that session are drawn, finally matches for each subject are randomly chosen 23 Estimates close to or at the boundary of the parameter space cause difficulties for the estimation of the variance (see, for instance, Andrews 1998). Since this is a challenging issue with no straightforward solution and is not important for the point being made here, we simply re-estimate the model ignoring the strategies that have 0 weight in this case. 28 rejected.
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As can be seen, there are four cases (out of 22) for which the estimated and elicited frequencies are statistically different. Note, also, that although they are statistically different, the differences tend to be small in magnitude. In only one of these cases is it a meaningful difference in terms of size or the ranking of strategies (the proportion of TFT in the treatment with δ = 3/4, R = 32). When considering the joint hypothesis that all the estimated frequencies are equal to the elicited ones, that treatment is the only one for which the hypothesis of equality can be rejected. The exercise of Table 9 is meant mainly to facilitate hypothesis testing between the estimated proportions and the elicited proportions; however, in practice, the sample will not be restricted and certain strategies that subjects use may not be included in the SFEM. Hence, a natural question is whether the results would be qualitatively misleading once all the data are included. These results are presented in Table 10 . As in the previous table, the frequencies and estimates are reported, but in this case, the standard errors are also included. 24 To perform these hypothesis tests, we do a bootstrapped Wald test to take into account the variability in both the SFEM estimator and the variance in the elicited strategies. More specifically, when we randomly select the sample on which to perform the estimation, we also select the associated elicited strategies. The bootstrapped Wald statistic is the average of the Wald statistic for each bootstrapped sample testing that the estimator and the elicited frequencies are equal. 25 To keep Table 9 easy to read, we do not include the standard errors, but these are available in the Appendix and include tests of equality to 0 to show that the estimates have a reasonable amount of precision. The larger the frequency of "Other" strategies, the more difficult it has to be for the estimates to be good. However, in this case, the estimates are still fairly close to the elicited frequencies. The estimates pick up the most popular strategies and, in most cases, the estimates are not statistically different from the elicited strategies. In particular, the strategy estimated to be the most popular is always the one that is most popular according to the elicitation. It is also interesting to consider which strategies are statistically different from 0 since this would typically be the standard used to determine if a strategy is important or not. In all but one treatment (namely, δ = 3/4, R = 32), the two most popular strategies are identified as statistically different from 0. What seems to be more difficult is to identify the relative importance of TFT and Grim when cooperation rates are high. This is not particularly surprising since higher rates of cooperation result in fewer observations differentiating between those two strategies. However, in treatments where substantially more subjects choose Grim than TFT, Grim is estimated to be more popular than TFT and vice-versa.
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Also note that the strategies that represent less than 10% of the data are rarely identified as statistically significant. Hence, and to some extent not surprisingly, strategies that are present, but that are not very popular, are difficult to detect. A more interesting observation has to do with the ability to identify strategies in short games. Ex ante, it would have seemed reasonable to think that long matches are required to identify strategies, since one needs many transitions to uncover the strategy. With δ = ½, half the games last only 1 round, and, thus, strategy estimation may seem hopeless. However, there is no clear evidence from Table 10 that proportions are estimated any better in the longer games. The proximate reason for this in our environment is that most strategies used have memory 1; thus, one does not need many interactions to uncover the strategies being used.
In the estimation above, although some of the elicited strategies do not correspond to the strategies allowed by the estimation, the most popular ones are all allowed for.
Without prior knowledge, this may be difficult to guarantee. For instance, in Dal Bó and
Fréchette (2011), six strategies were considered: AC, AD, Grim, TFT, WSLS, and a trigger strategy that starts by cooperating and defects for two rounds following a defection of the other before returning to cooperation (referred to as T2). Thus, considering this set of possible strategies allows us to study the effect of not having a prevalent strategy in the set of possible ones (STFT), while having one that is not used (T2). Results for that specification are presented in Table 11 (table with standard errors in the Appendix). As can be seen by comparing the results in Tables 10 and 11 , in the two treatments where STFT is more important, not including it (in addition to other missing strategies) in the estimation leads to a statistically significant overestimation of the fraction of AD. However, having T2 in the set of possible strategies, instead, has no effect on the estimation as it is correctly estimated that no one chooses it.
VII. Conclusions
A growing recent literature studies the strategies used in infinitely repeated games. Several identification hurdles limit the capacity to infer strategies from observed behavior. We overcome these hurdles by asking subjects to design strategies that will play in their place. We find that such strategy elicitation has negligible effects on behavior, supporting the validity of this method. We study the strategies chosen by the subjects and find that they include some commonly mentioned strategies, such as Tit-For- We also find that the strategies used to support cooperation change with the parameters of the game. One interesting observation is that subjects rely more on TFT as the game becomes longer. This could be explained by the subjects thinking of a situation where there is some probability of error; as the expected number of rounds increases, the expected payoff difference between Grim and TFT becomes larger.
The use of the SFEM to estimate the distribution of strategies results in a very accurate fit. In the full sample, the estimated error probability ranges from 0.02 to 0.07 between treatments. Comparing the strategies' frequencies estimated using the SFEM to the elicited frequencies also suggests that SFEM performs reasonably well in terms of identifying the important strategies. However, it can lead to misleading results if one of 32 the key strategies is omitted. It also has difficulty identifying strategies that are present, but only in a small amount.
This paper provides a new perspective on the play of the infinitely repeated prisoner's dilemma by allowing us to observe subjects' strategies, as opposed to simply their choices. Much more work remains to be done to develop a broader and deeper understanding of how individuals approach such environments. In particular, what determines the choice of specific strategies in a given environment is an interesting question to be pursued further. Note: Italics indicate a phase that started midway through a match. (0.09)*** (0.10) (0.07)*** (0.04)*** Bootstrapped standard errors in parenthesis. ° Significantly different from the elicited frequency at 10%; °° at 5%; °°° at 1%. * Significantly different from 0 at 10%; ** at 5%; *** at 1%. 
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