Abstract: This Motion Estimation (ME) has been widely used in most of the video standards. It is the most computationally intensive part of video compression. Speed up this process will open new real time applications. A novel Fast Diamond Search (FDS) algorithm is proposed in this journal. The proposed algorithm is a modified version of the conventional Diamond Search (DS) algorithm. Two main steps are added to the conventional DS algorithm for more computational savings achievement and keeping an acceptable coding efficiency (good bit-rate and Peak Signal to Noise Ratio of the transmitted video signal). The first step is to accurately remove the internal redundancy when calculating the Sum of Absolute Difference (SAD) between the current and the candidate blocks. This will be achieved using the Dynamic Internal Stop Search (DISS) algorithm.The second step aims to skip all the irrelevant blocks in the search area using Dynamic External Stop Search (DESS) algorithm. Additionally, more savings in computations are achieved in the early stage of the proposed FDS using both early search termination and adaptive pattern selection techniques. Compared to the conventional Full Search (FS) algorithm and DS algorithm, respectively, the proposed FDS algorithm achieves up to 99% and 20% more reduction in computations. The FDS algorithm guarantees high computational savings and keeping low degradation in both the Peak Signal to Noise Ratio (PSNR) and the bit-rate. Additionally, falling in a local minimum while computing the SAD is disappeared using the proposed FDS.
INTRODUCTION
ITU and ISO [1] - [4] jointly developed the H.264/AVC standard [5] for encoding the video signals in the recent few years. H.264/AVC standard uses the latest innovations in video compression techniques to provide incredible video quality and achieving up to 50% savings in the bit-rate compared to other previous standards. H.264/AVC is used over a wide range of applications such as multimedia messaging, HD-DVD, video conferencing, broadcasting, streaming, and video-on-demand. Many exhaustive tools are developed in H.264/AVC for achieving a high compression gain. Multiple reference frames, half-pel and quarter-pel accurate motion estimation, and variable block sizes are examples of such tools. Consequently, there is an increase of both the coding performance and the computational complexity of the encoding process. Block Based Motion Estimation (BB-ME) is used mainly for the motion estimation process of most existing video coding standards [1] - [4] . BB-ME is mainly used to reduce the temporal redundancy between frames. However, it can use as much as 40-80% of the total encoding time [6] . Full Search (FS) algorithm is the most well known BB-ME algorithm and it is used for most video standards [1] - [4] . Although the conventional Full Search (FS) algorithm achieves the best quality amongst various Motion Estimation (ME) algorithms and it is straightforward and has been successfully implemented on VLSI chips [7, 8] , its computational complexity is very high [6] . In contrast, real time and portable multimedia devices require ultra computationally efficient video codec designs that allow for a robust and reliable video quality.
Many sub-optimal but faster ME techniques have been proposed to tackle the previous ME computational complexity problem. Some techniques are based on reducing the number of search points in the search area [9] . Although this technique reduces the computational complexity, there will be degradation in the PSNR. New Three Step Search (N3SS) [10] , Four Step Search (FSS) [11] , Predictive Motion Vector Field Adaptive Search Technique (PMVFAST) [12] , Hexagon Based Search (HEXBS) [13] , Diamond Search (DS) [14, 15] , Predictive Motion Vector Field Adaptive Search Technique (PMVFAST) [16] , and Cross Diamond Search (CDS) [17] are examples for such techniques. Some other fast motion estimation techniques reduce the number of search points in the search area. Adaptive Search Window Size (ASWS) algorithm [18, 19] is a good example for such techniques. The main idea of such technique is to adaptively diminish the search window size according to the expected motion activity of the current block. If it is high, a large window size is used. Otherwise for low activity motion, a small window size will be used. The motion activity of a block is decided using offline parameters as in [18] or online parameters integrated into a model equation as in [19] . The used technique in [19] is much better than the one used in [18] and achieve better coding performance (PSNR and bit-rate) due to the high accuracy in calculating the motion activity of the current block. The main challenge in all of the previous technique is to make them suitable for VLSI implementation. Some other techniques based on simplifying or easing the matching criteria (SAD) using spatial and/or temporal Macro Blocks' (MB) features. Partial Distortion Elimination algorithm (PDE) [20] - [22] and Successive Elimination Algorithm (SEA) [23] - [29] are examples of such techniques. The advantage of such approaches is their capability to reduce the computations of the ME process with high coding efficiency.
A novel Fast Diamond Search algorithm(FDS) is implemented in this journal achieving both higher computational savings and higher coding efficiency of the transmitted video signal compared to the conventional Diamond Search algorithm. Three main steps are followed in the proposed FDS for achieving great reduction in computations compared to the state of the art fast Motion Estimation techniques. The first step is to accurately terminate the search in the early stage or adaptively selecting between either a Small Diamond Search Pattern (SDSP) or a Large Diamond Search Pattern (LDSP). This step is very effective in case of encoding video sequences with small and medium motion activities since most of the time the SDSP is selected. Consequently, high reduction in computations is achieved. The second step is to skip the unexpected candidate blocks in the search area using the DESS algorithm. The third step is to skip the redundant internal operation while calculating the SAD operation within the block using the DISS algorithm. Both the proposed DESS and the DISS use accurate adaptive (dynamic) models that adaptively changed according to some pre-estimated parameters. High reduction in computations are achieved using the proposed dynamic models with an acceptable degradation in the coding efficiency compared to the conventional Full Search (FS) and Diamond Search (DS) algorithms as well as the state of the art fast Motion Estimation techniques. It is worth mentioning that partial results of this work were implemented in [32] .
The paper is organized as follows: section 2 discusses more details about the proposed FastDiamond Search (FDS) algorithm. Comparing the accuracy of the proposed FDS algorithm with the state of the art fast Motion Estimation algorithms is discussed in section 3.Conclusion is drawn in section 4.
FAST DIAMOND SEARCH (FDS) ALGORITHM
An important property inmost video sequences is the smoothness of the motion field for consecutive frames. As a result of such property, the Best Match Motion Vectors (BMMVs) may be allocated most of the time to be very close to or located at the center of the search area.As an illustrative experiment, the distribution of the BMMVs for six different video sequences is estimated as seen in Fig. 1 . Defining the motion activity as the degree of motion of a block with respect to the center of the search area, these video sequences can be classified into different motion activity categories; i. e., low, medium, and high motion activities. As noted from Fig. 1 , the BMMVs for the low motion activity video sequences (Akiyo, Coast-Guard, and News video sequences) are allocated at the center of the search area most of the time.We call this phenomenon as zero bias property. Additionally, for medium and high motion activity video sequences(Mobile, Foreman, and Football video sequences),the BMMVs are moved away from the center of the search area. We call this phenomenon as center bias property. We will benefit from both phenomena in reducing the computations as will be seen latter.
The zero bias property is used to decide if the BMMV is zero or not. It means that center of the search area is considered as the BMMV. Consequently, no need to perform Motion Estimation process and so lot of savings in computations is performed. This will be achieved by using a Dynamic Early Stop Search threshold (T DESS ). This threshold is dynamically adapted according to some pre-estimated parameters of the current block. The center bias property is very beneficial in reducing the computations of the DS algorithm. This is achieved by using threshold T p to dynamically select between two patterns (either SDSP or LDSP). More reductions while performing the Motion Estimation using the previous two patterns are achieved using both DISS and DESS techniques as will be discussed soon. Fig.2 .b illustrate the two patterns used for DS algorithm. SDSP is used when the motion activity is small. The LDSP is used when the motion activity is large. Although the use of the SDSP is reducing the computations, it may degrade the coding efficiency if used at the beginning of the search process of high and medium motion activity video sequences. This is due to the possibility of falling into local minima.Using the LDSP may avoid such problem, but the computational complexity sill increase since more points will be searched. We use an adaptive threshold T P to accurately decide the used pattern according to the motion activity of the current block. The motion activity of a block may be expected from the previously encoded BMMVs of surrounding blocks since there is a high correlation between such blocks.The SDSP is used if the expected motion activity is low. Otherwise, an LDSP is used. The threshold T P is calculated as seen in Eq.1. 
Where BMMV min is the minimum BMMVs of the neighboring blocks m. The small value of T P means that the best match candidate block is located very close to the search center. A large value of T P means that the best match candidate block is far away from the search center.
Given that the search window size is (-Δ, Δ) and the displacement with respect to the current block located at (u, v) be (x, y). The SAD between the current block in frame n and the candidate block in frame n-Ψ is:
Where -Δ ≤ x, y ≤ Δ, N is the block size, and I is the pixel intensity. The proposed FDS algorithm is summarized in the following sub-sections.
A. Initial Step (Dynamic Early Stop Search)
For low motion activity video sequences, the probability of having the best mach candidate block at the center of the search area is very high. Consequently, the between the current block and the candidate block ilocated at the center of the search areais estimated. The thresholds T DESS (its derivation given in section 3.B) and T P (Eq.1) are calculated. If , then the search will stop immediately and outputs the candidate block i located at the center of the search area as the best match candidate block as seen in Fig.3 .a. Otherwise, go to step B.
B. The Decision of Using Small Diamond Search Pattern (SDSP) or Large Diamond Search Pattern (LDSP)
If the center of the search area is not selected as BBMV, further calculations should be calculated. The threshold T P is used to select the initial diamond pattern (either SDSP or LDSP) using the following condition. If T P ≤ 1, go to step C. Otherwise, go to step D.
C. Small Diamond Search Pattern (SDSP)
The SDSP in Fig.3 .b is used for calculating the best match candidate block. All the points in the SDSP will be checked one by one against the minimum SAD so far. Both the DISS and the DESStechniques will be used to speed up the ME process by eliminating unnecessary computations as will be discussed in section 3-A and section 3-B. If the best match candidate block is not obtained after searching all the points in the SDSP, then check the search point with the minimum SAD. If it is located at the center of the SDSP, then safely stop the search. Otherwise, use this point as an ISC and repeat step C (see Fig.3.c) .
D. Large Diamond Search Pattern (LDSP)
The LDSP consists of eight points as shown in Fig.2 .b. These points are checked one by one to calculate the optimum SAD point and using of both the DISS and DESS techniques. If the best match candidate block is not reached after checking all the point of the LDSP, the search point with the minimum SAD is checked. If this point is not located at the ISC, then start step D over again and consider the point with minimum SAD as the new search center for the new LDSP. If the point with the minimum SAD is located at the center of the LDSP, an SDSP is used as a final stage. If the best match is not caught by the procedure, then the point with the minimum SAD will be the best match candidate block as seen in Fig.3 .d. Due to the high accuracy of the proposed thresholds, the optimum candidate best match can not fall into local minima as may happen in case of using the conventional DS algorithm. 
THE PROPOSED EARLY STOP SEARCH TERMINATION ALGORITHMS
The computational complexity CCof the block based Motion Estimation technique is approximated as follows:
Where l 1 and l 2 are the rows and columns of both the current and the candidates blocks, respectively.S is the number of search points in the search area.Sub, Abs, and Add are the number of subtraction, absolute value, and addition operations required for calculating the Sum of Absolute Difference (SAD) in Motion Estimation process. In this work, the computations of Eq.3 are reduced by reducing the Sub, Abs, and Add operations per candidate block using the proposedDISStechnique. Additionally, more reduction in the number of the search point Sis achieved using the proposedDESS. The Early Search Termination algorithm is summarized in the following sub-sections.
A. Dynamic Internal Stop Search Algorithm (DISS)
The proposed DISSalgorithm reduces the computations of the ME process by reducing the SAD operations (i. e., reducing Sub, Abs, and Add operations) that are required for getting the best match candidate block. Consequently, the term [ ] in Eq.3 is reduced. The following four steps summarize the proposed DISS algorithm.
 Step (i): Divide both the current and the candidate blocks into groups of pixels. Each group contains a number of rows (2 l ), where
The SAD value will be partially accumulated starting with the first group of both the current and the candidate blocks.
 Step (iii):
The partially accumulated SAD value (PSAD) is compared to a pre-determined dynamic threshold T DISS .
 Step (iv):
If the partially estimated value ofPSAD>T DISS , then stop accumulating PSAD for further groups and proceed to the next candidate block in the search area. Otherwise, continue accumulating PSAD by adding the next group of pixels to the previous PSAD and update the threshold accordingly.
The threshold T DISS depends on the normalized minimum SAD of the scanned blocks so far in the search area (SADmin-curr/[l 1 ×l 2 ]). The threshold T DISS can be estimated as follows:
Where j is the group index and P is the number of pixels per group. SAD min-curr is the minimum SAD of the scanned blocks so far in the search area.
Local minima may result from falsely skipping some scanned blocks of the search area in the early stages of the algorithm. It was noticed experimentally that if the PSAD of the first group(s) for a candidate block is greater than the calculated threshold , the candidate block is skipped. Although, if we further continue accumulating the PSAD for the next group(s) in that block, the final accumulated PSAD might not exceed the threshold . This may result in falling in a local minima problem. To avoid this problem, an accelerator parameter Ω is added to the threshold in Eq.4 to control the rate of the PSAD skipping operation in the candidate block. The value of Ω parameter is illustrated in Eq.5:
Increasing the value of Ω will make it harder to skip the PSAD calculations for a candidate block in the early stage of the PSAD calculations. Consequently, decreasing the possibility of falling intothe local minima problem.However, this is against our target here as it might increase the non-skipped blocks and hence increasing the computational complexity of the Motion Estimation process.
Exhaustive experiments reveal that the false skipping of PSAD operations (Local minima problem) is not a dominant case for all the candidate blocks in the search area. Additionally, these false skipping operations depend mainly on the choice of the initial group to be partially accumulated for calculating PSAD. As a result of previous discussions, the effect of the acceleration parameter Ω should be relaxed with the further accumulating of PSAD from one group to the next one. This is achieved by subtracting a relaxation parameter from the total threshold T DISS in order to relax the effect of adding the accelerator parameter . The value of is illustrated in Eq.6 where N is the total number of the groups in a block. At the last group of a block, will be completely eliminated by θ and T DISS will settle to the value of . The final form of the proposed DISS threshold is given in Eq.7.
(6)
B. Dynamic External Stop Search Algorithm (DESS)
The DESS algorithm is trying to reduce the computations of the Motion Estimation algorithm given in Eq.3. This is achieved by reducing the candidate blocks in the search areaif they cannot be considered as a best match candidate block with a minimum SAD so far. The DESS algorithm is considered as an additional tool for reducing the computations is the DISS algorithm fails to skip internal operations of PSAD. If the PSAD calculations of a candidate block are not skipped, then the value of the for the current block will be updated according to the value of the obtained final PSAD for that candidate block. If the final PSAD is less than the , then the value of the is replaced by the current value of the final PSAD. Thereafter, we check this updated against a pre-determined Dynamic External Stop Search threshold T DESS (i); where i is the index of the candidate block in the search window. If the updated , then skip all the remaining candidates in the search window and select the i block as our best candidate block.
Exhaustive experiments reveal that the best match block in the search window has a minimum SAD that is highly correlated with the minimum SADs of the neighbors of the current block, i.e., blocks 1, 2, 3, and 4 in Fig.4 . This is due to the high correlation property of BMMVs of neighboring blocks in one frame [19] . Therefore, the minimum SADs of the surrounding blocks to the current block can be used to calculate the function £ of Eq.8 to form the threshold T DESS (i). A small register bank is required to store the minimum SADs of the surrounding blocks so far. The function £ can be simply set to the average of the minimum SADs of the surrounding blocks to the current block (i.e., blocks 1, 2, 3, and 4 in Fig.4 ). An improvement in the accuracy of the threshold T DESS (i) can be achieved by using the median function instead of using the average value. Using the median function is considered as the average of the best two neighboring blocks since it will exclude the irregular minimum SAD values of the neighbors to the current block from the calculations. (8) Where £ is defined as:
Where K is the number of the surrounding coded blocks so far, is an accelerator parameter, and is a constant factor set experimentally to zero. It is worth mentioning that the threshold in Eq.8 is computed only once per a current block. The accelerator parameter is set experimentally to 0.75. Fig.5 illustrates the whole flow diagram of the proposed DISS and DESS algorithms combined together. 
EXPERIMENTAL RESULTS AND DISCUSSIONS
The effectiveness of the proposed FDS algorithm is evaluated using the JM12.4 reference software [16] .Performance measurement is based on three main parameters:
1. The PSNR difference (ΔPSNR) of the reconstructed video sequence.
2. The increase in the bit-rate percentage (ΔBR%).
3. The ME time saving percentage (METS%).
These three parameters are measured with respect to the conventional FS algorithm. Four different video sequences with different motion activities are tested. Theselection of the BMMV is based on the luminance component of a block of size 16×16. The search area is of size 32×32 pixels. The proposed FDS algorithm is compared to FS, N3SS, 4SS, PMVFAST, HEXBS, DS, and CDS algorithms. From table 1, it is notice that the Motion Estimation Time Saving (METS) of the proposed FDS is significant compared to other state of the art fast ME techniques. Basically, it achieves approximately 99% and 20% saving in ME time, for high motion activity video sequence (e. g., Football video sequence), and compared to the conventional FS and DS, respectively. This high saving in computations combined with small degradation in both the PSNR and bit-rate of the transmitted video sequence.
The average number of Absolute Difference (AB) operations per MV for Foreman and Akiyo video sequences is presented in Fig.6 and Fig. 7 , respectively. Compared with the other techniques, the proposed FDS algorithm has the lowest AB operations. This reflects the superior performance of the proposed FDS algorithm that will lead to speed up the process of ME. In addition, the performance of the proposed algorithm is measured using the Rate Distortion (RD) curves [31] (calculated at 30 frames per sec) as shown in Fig.8 and Fig. 9 . It is clear from both Figures that the proposed FDS performs better than CDS algorithm and very close to the DS algorithm. 
CONCLUSION
A novelFast Diamond Search (FDS) algorithm that accurately reduces computations is proposed. Efficient Early stop search termination algorithms are inherently implemented with the FDS algorithm for a superior reduction in computations.Complexity reduction is achieved using two main smart models to skip the unnecessary redundant internal SAD operations and also to skip the irrelevant blocks' operations in the search area. Additionally, more savings in computations are achieved in the early stage of the proposed FDS using both early search termination and adaptive pattern selection techniques. There is approximately 99% and 20% Motion Estimation Time Savings (MEST) compared to both the conventional FS and the conventional DS, respectively. These savings combined with an acceptable degradation in the transmitted video coding efficiency.Consequently, the proposed FDS algorithm is appropriate for real time video applications such as video HD video podcasting and video conferencing over wireless networks.
