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Abstract
In this paper, we study the Pohozaev identity associated with a He´non-Lane-Emden
system involving the fractional Laplacian:


(−△)su = |x|avp, x ∈ Ω,
(−△)sv = |x|buq, x ∈ Ω,
u = v = 0, x ∈ Rn\Ω,
in a star-shaped and bounded domain Ω for s ∈ (0, 1). As an application of our identity, we
deduce the nonexistence of positive solutions in the critical and supercritical cases.
Key words: Pohozaev identity, fractional Laplacian, He´non-Lane-Emden system, nonexistence
of solutions.
1 Introduction
We study the following system


(−△)su = |x|avp, x ∈ Ω,
(−△)sv = |x|buq, x ∈ Ω,
u = 0, v = 0, x ∈ Rn\Ω,
(1.1)
in a star-sharped and bounded domain Ω ⊂ Rn with C1,1 boundary. Assume that s ∈ (0, 1),
pq > 1, p, q, a, b ≥ 0, n ≥ 1. We will prove the nonexistence of positive solutions for system
(1.1) in the critical and supercritical cases n+ap+1 +
n+b
q+1 ≤ n− 2s.
∗Corresponding author.
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The fractional Laplacian in Rn is a nonlocal pseudo-differential operator, assuming the form
(−△)su = Cn,sPV
∫
Rn
u(x)− u(y)
|x− y|n+2s dy
= Cn,s lim
ε→0
∫
Rn\Bε(0)
u(x)− u(y)
|x− y|n+2s dy, (1.2)
where Cn,s is a normalization constant.
Let
Ls = {u : Rn → R |
∫
Rn
|u(x)|
1 + |x|n+2s dx <∞}.
Obviously, the integral in (1.2) is well defined for u ∈ Lα ∩ C1,1loc .
In this paper, we consider solutions in the weak sense. Define
Hs(Rn) = {u : Rn → R |
∫
Rn
|ξ|2s|uˆ(ξ)|2dξ < +∞}.
Let Hs0 be the completion of C
∞
0 (Ω) under this norm
‖u‖2Hs
0
=
∫
Rn
|ξ|2s|uˆ(ξ)|2dξ.
We say that u ∈ Hs0(Ω) is a weak solution of

(−△)su = f(x, u), x ∈ Ω,
u = 0, x ∈ Rn\Ω,
if for all ϕ ∈ C∞0 (Ω), ∫
Rn
(−△) s2u(−△) s2ϕdx =
∫
Ω
f(x, u)ϕdx,
where ∫
Rn
(−△) s2u(−△) s2ϕdx =
∫
Rn
|ξ|2suˆ(ξ)ϕˆ(ξ)dξ.
The single equation below has been well studied by many mathematicians:

(−△)su = |x|αup, x ∈ Ω,
u = 0, x ∈ Rn\Ω.
(1.3)
It is called the Hardy-type for α < 0, due to its relation to the Hardy-Sobolev inequality. For
α > 0, the equation is known as the He´non-type, because it was introduced by He´non in 1973
([8]) for the study of stellar systems.
In [18], the authors considered

(−△)su = f(u), x ∈ Ω,
u ≡ 0, x ∈ Rn \Ω.
(1.4)
There they proved
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Proposition 1.1. (Pohozaev identity for single equation) Let Ω be a bounded and C1,1
domain and u is a solution of (1.4). Then the following identity holds∫
Ω
(x · ∇u)(−△)sudx = 2s− n
2
∫
Ω
u(−△)sudx− Γ(1 + s)
2
2
∫
∂Ω
(
u
δs
)2(x · ν)dσ,
where ν is the unit outward normal to ∂Ω at x, and Γ is the Gamma function.
Using the Pohozaev identity above, they were able to deduce the nonexistence of nontrivial
solutions.
In this paper, when investigating the more general system (1.1), we find a new phenomenon
that there are two more terms on the right hand side of the identity:
Theorem 1.1. (Pohozaev identity for systems) Let Ω be a bounded and C1,1 domain,
δ(x) = dist(x, ∂Ω). Assume that (u, v) is a pair of solution in (1.1), then the following identity
holds ∫
Ω
(x · ∇v)(−△)sudx
=
2s− n
2
∫
Ω
v(−△)sudx− Γ(1 + s)
2
2
∫
∂Ω
u
δs
v
δs
(x · ν)dσ
− 1
2
∫
Ω
(
x∇U(x)V (x)− xU(x)∇V (x)
)
dx− 1
2
∫
Rn\Ω
(
x∇U(x)V (x)− xU(x)∇V (x)
)
dx,
(1.5)
where U(x) = (−△)s/2u(x) and V (x) = (−△)s/2v(x).
It’s worth pointing out that new difficulty arises in the application of this new Pohozaev
identity for the system (1.1). Because of the uncertainty of the sign for the last two terms in
(1.5), this identity does not come as handy as its counterpart in [18]. To overcome this, briefly
speaking, we partner (1.5) with a second identity to get rid of the undeterminable terms. We
will give more detailed account in later proofs.
Our goal here is to establish similar nonexistence result for system (1.1). As an application
of Theorem (1.1), we have
Theorem 1.2. Assume that Ω is a bounded and star-shaped domain with C1,1 boundary. Then
system (1.1) admits no positive bounded solution in both critical and supercritical cases n+ap+1 +
n+b
q+1 ≤ n− 2s.
Remark 1.1. Notice that in (1.5),∫
Ω
x∇U(x)V (x)− xU(x)∇V (x)dx+
∫
Rn\Ω
(
x∇U(x)V (x)− xU(x)∇V (x)
)
dx
6=
∫
Rn
(
x∇U(x)V (x)− xU(x)∇V (x)
)
dx,
because the integrand is highly singular on ∂Ω (some kind of Delta measure). To illustrate this
point, consider the simple example,
f(t) =


t+ 1, t ≥ 0,
t, t < 0,
then f ′(t) = 1 + δ(t), where δ is the Delta function. Since
∫ 0
−1 f
′(t)dt = lim
ε→0
∫ −ε
−1 f
′(t)dt = 1 and∫ 1
0 f
′(t)dt = lim
ε→0
∫ 1
ε f
′(t)dt = 1, then
∫ 0
−1
f ′(t)dt+
∫ 1
0
f ′(t)dt = 2 6=
∫ 1
−1
f ′(t)dt = 3.
Let Ωε = {x ∈ Rn | dist(x,Ω) < ε}, then the integral under consideration is in the following
sense
∫
Rn\Ω
(
x∇U(x)V (x)− xU(x)∇V (x)
)
dx = lim
ε→0
∫
Rn\Ωε
(
x∇U(x)V (x)− xU(x)∇V (x)
)
dx,
and ∫
Ω
(
x∇U(x)V (x)− xU(x)∇V (x))dx
is defined similarly.
Remark 1.2. In the fractional Pohozaev identity, the functions u/δs|∂Ω and v/δs|∂Ω play the
roles of ∂u/∂ν and ∂v/∂ν in the classical Pohozaev identity. Surprisingly, from a nonlocal
problem we obtain an identity with a boundary term (an integral over ∂Ω) which is completely
local.
In recent years, the fractional He´non system has received a lot of attention.
In [6], under some regularity conditions, the authors showed that for α ∈ (0, 2) and β, γ > 0,
the differential system


(−△)α2 u = |x|βvp, x ∈ Rn,
(−△)α2 v = |x|γuq, x ∈ Rn,
u, v ≥ 0,
is equivalent to an integral system


u(x) = C1
∫
Rn
|y|βvp(y)
|x− y|n−αdy
v(x) = C2
∫
Rn
|y|γuq(y)
|x− y|n−αdy.
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Then using the method of moving planes in integral forms, they proved some Liouville type
theorems.
In [14], the authors considered a weighted system


(−△)α2 u = |x|−sup, x ∈ Rn,
(−△)α2 u = |x|−tuq, x ∈ Rn,
with α ∈ (0, n), 0 ≤ s, t < α. They first established the equivalence between the differential
system and an integral system:


u(x) =
∫
Rn
vp(y)
|x− y|n−α|y|s dy
v(x) =
∫
Rn
uq(y)
|x− y|n−α|y|t dy.
Then they proved radial symmetry in the critical case n−sq+1 +
n−t
p+1 = n−α, and the nonexistence
in the subcritical case for positive solutions. For more such details on the application of the
method of moving planes in integral forms. please see [2], [15], [21] and the reference therein.
The paper is organized as follows. We first give some essential ingredients for the proofs of
the main theorems. Then in Section 3, we derive Theorem 1.1 and 1.2.
2 Preliminary
Proposition 2.1. [18] Let Ω be a bounded and C1,1 domain and u be a function such that u = 0
in Rn\Ω and that u satisfies
1. The function u/δs|Ω can be continuously extended to Ω¯. Moreover, there exists α ∈ (0, 1)
such that u/δs ∈ Cα(Ω¯). In addition, for all β ∈ [α, s + α], it holds the estimate
[u/δs]Cβ({x∈Ω:δ≥ρ}) ≤ Cρα−βfor all ρ ∈ (0, 1).
Then there exists a Cα(Rn) extension u¯ of u/δs|Ω such that
(−△)s/2u(x) = c1{log− δ(x) + c2χΩ(x)}u¯(x) + h(x) in Rn, (2.6)
where h is a Cα(Rn) function, log− t = min{log t, 0},
c1 =
Γ(1 + s) sin(pis2 )
pi
, c2 =
pi
tan(pis2 )
.
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Proposition 2.2. Let A, B, C and D be real numbers, and
φ(t) = A log− |t− 1|+Bχ[0,1](t) + h0(t),
ψ(t) = C log− |t− 1|+Dχ[0,1](t) + h1(t),
where log− t = min{log t, 0}, h0 and h1 are functions satisfying, for some constants α and γ in
(0, 1), and C0 > 0, the following conditions:
(i) ‖h‖Cα([0,∞)) ≤ C0.
(ii) For all β ∈ [γ, 1 + γ]
‖h‖Cβ((0,1−ρ)∪(1+ρ,2)) ≤ C0ρ−β for all ρ ∈ (0, 1).
(iii) |h′(t)| ≤ C0t−2− γ and |h′′(t)| ≤ C0t−3− γ for all t > 2. Then,
− d
dλ
∣∣∣∣
λ=1+
∫ ∞
0
φ(λt)ψ(
t
λ
)dt = −ACpi2 −BD −
∫ 1
0
[th′0(t)h1(t)− th0(t)h′1(t)]dt
−
∫ ∞
1
[th′0(t)h1(t)− th0(t)h′1(t)]dt.
To prove the Proposition 2.2, we need the following lemmas.
Lemma 2.3. Let h0, h1 be functions satisfying (i), (ii) and (iii) in Proposition 2.2, λ ∈ (1, 3/2)
and ε ∈ (0, 1) such that ε/2 > λ− 1. Let α, γ and C0 be the constants appearing in (i)-(ii)-(iii).
Then,
|h0(λt)h1( t
λ
)− h0(t)h1(t)| ≤


C|λ− 1|α, t ∈ (1− ε, 1 + ε),
Cρ−1−γ |λ− 1|γ+1 + |φ′(1)(λ − 1)|, t ∈ (0, 1 − ε) ∪ (1 + ε, 2),
C|λ− 1|2t−1−γ + |φ′(1)(λ − 1)|, t ∈ (2,∞),
where the constant C depends only on C0 and φ
′(1) = th′0(t)h1(t)− th0(t)h′1(t).
Proof. For t ∈ (1−ε, 1+ε), from the fact that ‖h0‖Cα([0,∞)), ‖h1‖Cα([0,∞)) ≤ C0 and ‖h0‖L∞(Rn),
‖h1‖L∞(Rn) ≤ C0, we obtain
|h0(λt)h1( t
λ
)− h0(t)h1(t)|
= |h0(λt)h1( t
λ
)− h0(t)h1( t
λ
) + h0(t)h1(
t
λ
)− h0(t)h1(t)|
= |h0(λt)− h0(t)||h1( t
λ
)|+ |h0(t)||(h1( t
λ
)− h1(t))|
≤ C|λt− t|α +C| t
λ
− t|α
≤ C|λ− 1|α,
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For t ∈ (0, 1 − ε) ∩ (1 + ε, 2) and µ ∈ [1, λ], defined
φ(µ) = h0(µt)h1(
t
µ
)− h0(t)h1(t)
By the mean value theorem,
φ(λ) = φ(1) + φ
′
(µ)(λ− 1) for some µ ∈ (1, λ).
Obviously φ(1) = 0. Note that
φ
′
(µ) = th
′
0(µt)h1(
t
µ
)− t
µ2
h0(µt)h
′
1(
t
µ
),
then
|φ′(µ)| = |φ′(µ)− φ′(1) + φ′(1)|
≤ |φ′(µ)− φ′(1)|+ |φ′(1)|. (2.7)
Thus, using the bounds from (ii) with β replaced by γ, 1 and 1 + γ,
|φ′(µ)− φ′(1)|
= |th′0(µt)h1(
t
µ
)− t
µ2
h0(µt)h
′
1(
t
µ
)− th′0(t)h1(t)− th0(t)h
′
1(t)|
= t|h′0(µt)− h
′
0(t)||h
′
1(
t
µ
)|+ t|h′0(t)||h(1
t
µ
)− h1(t)|+ t|h′1(t)− h1′(
t
µ
)| |h0(µt)|
µ2
nonumber +th
′
1(t)|h0(t)−
h0(µt)
µ2
| (2.8)
≤ tCρ−1−γ|µt− t|γ + Ctρ−1−γ | t
µ
− t|γ + Ct|t− t
µ
|γρ−1−γ + Ctρ−1[|t− µt|γρ−γ + C]
= Cρ−1−ρ|µ− 1|γ , (2.9)
where ρ = min{|µt− 1|, |t− 1|, | tµ − 1|}, then
|φ′(µ)| ≤ Cρ−1−ρ|µ− 1|γ + |φ′(1)|.
Finally, for t ∈ (2,∞), with a similar argument as in (2.8) and using the bound (iii) instead
of (ii), we obtain
|φ′(µ)| ≤ Ct−1−ρ|λ− 1|2 + |φ′(1)|.
This completes the proof.
Lemma 2.4. Let h0 and h1 be the function satisfying (i), (ii) and (iii), then
d
dλ
∣∣∣∣
λ→1+
∫ ∞
0
h0(λt)h1(
t
λ
)dt
=
∫ 1
0
th′0(t)h1(t)− th0(t)h′1(t)dt+
∫ ∞
1
th′0(t)h1(t)− th0(t)h′1(t)dt.
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Proof. Direct computations yield
d
dλ
∣∣∣∣
λ→1+
∫ 1−ε
0
h0(λt)h1(
t
λ
)dt
=
∫ 1−ε
0
d
dλ
∣∣∣∣
λ→1+
h0(λt)h1(
t
λ
)dt
=
∫ 1−ε
0
lim
λ→1+
h0(λt)h1(
t
λ)− h0(t)h1(t)
λ− 1 dt
=
∫ 1−ε
0
lim
λ→1+
φ
′
(µ)dt
=
∫ 1−ε
0
lim
λ→1+
[φ
′
(µ)− φ′(1) + φ′(1)]dt
=
∫ 1−ε
0
lim
λ→1+
[φ
′
(µ)− φ′(1)]dt +
∫ 1−ε
0
φ′(1)dt.
Recall for µ ∈ (1, λ), λ− 1 < ε2 . Let
ρ = min{|µt− 1|, |t− 1|, | t
µ
− 1|}
For t ∈ (0, 1− ε), if tµ < 1, then ρ = |1− tµ|; if tµ > 1, it is easy to see ρ = |tµ− 1|. Therefore,
∫ 1−ε
0
lim
λ→1+
[φ′(µ)− φ′(1)]dt
≤
∫ 1−ε
0
lim
λ→1+
ρ−1−γ |µ− 1|γdt
≤ lim
λ→1+
(λ− 1)γ
∫ 1−ε
0
(1− µt)−1−γdt
= lim
λ→1+
(λ− 1)γ (1− µt)
−γ
γµ
∣∣∣∣
1−ε
0
= lim
λ→1+
(λ− 1)γ [(1− (1− ε)µ)−γ − 1] 1
γµ
= lim
λ→1+
[
(
λ− 1
1− (1− ε)µ )
γ − (λ− 1)
γ
γµ
]
= lim
λ→1+
(
λ− 1
1− (1− ε)µ)
γ
≤ lim
λ→1+
(
1
µ(λ− 1)θ−1 − 1)
γ
= 0,
here we take ε = (λ− 1)θ and θ ∈ (0, 1). Then we have
d
dλ
∣∣∣∣
λ→1+
∫ 1−ε
0
h0(λt)h1(
t
λ
)dt =
∫ 1−ε
0
φ′(1)dt.
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We can obtain the same conclusion for t ∈ (1 + ε,∞) by similar argument, that is,
d
dλ
∣∣∣∣
λ→1+
∫ ∞
1+ε
h0(λt)h1(
t
λ
)dt =
∫ ∞
1+ε
φ′(1)dt.
For t ∈ (1− ε, 1 + ε),
d
dλ
∣∣∣∣
λ→1+
∫ 1+ε
1−ε
h0(λt)h1(
t
λ
)dt
= lim
λ→1+
∫ 1+ε
1−ε
h0(λt)h1(
t
λ )− h0(t)h1(t)
λ− 1 dt
≤ C lim
λ→1+
∫ 1+ε
1−ε
|λ− 1|α−1dt
= C lim
λ→1+
|λ− 1|α−1ε,
where ε = (λ− 1)θ and θ ∈ (0, 1) such that α+ θ > 1. Finally, we prove that
d
dλ
∣∣∣∣
λ→1+
∫ ∞
0
h0(λt)h1(
t
λ
)dt
≤
∫ ∞
1
φ′(1)dt +
∫ 1
0
φ′(1)dt.
Lemma 2.5. Let log− t = min{log t, 0}, then
d
dλ
∣∣∣∣
λ=1
∫ ∞
0
log− |λt− 1| log− | t
λ
− 1|dt = −pi2. (2.10)
Proof. Let ε = (λ− 1)θ as given in Lemma 2.4, for t ∈ (0, 1 − ε),
d
dλ
∣∣∣∣
λ=1
∫ 1−ε
0
log− |λt− 1| log− | t
λ
− 1|dt
=
∫ 1−ε
0
d
dλ
∣∣∣∣
λ=1
{log− |λt− 1| log− | t
λ
− 1|}dt
=
∫ 1−ε
0
[
t
|t− 1| log
− |t− 1| − t|t− 1| log
− |t− 1|]dt
= 0.
For t ∈ (1 + ε, 2λ), through the same argument as before, we derive that
d
dλ
∣∣∣∣
λ=1
∫ 2
λ
1+ε
log− |λt− 1| log− | t
λ
− 1|dt = 0.
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From Lemma 4.1 in [18], we have
d
dλ
∣∣∣∣
λ=1
∫ ∞
0
log |λt− 1| log | t
λ− 1 |dt
=
d
dλ
∣∣∣∣
λ=1
∫ 2
λ
0
log |λt− 1| log | t
λ− 1 |dt
= −pi2.
Then
d
dλ
∣∣∣∣
λ=1
∫ 1+ε
1−ε
log |λt− 1| log | t
λ− 1 |dt
=
d
dλ
∣∣∣∣
λ=1
{∫ ∞
0
log |λt− 1| log | t
λ− 1 |dt
−
∫ 1−ε
0
log− |λt− 1| log− | t
λ
− 1|dt−
∫ 2
λ
1+ε
log− |λt− 1| log− | t
λ
− 1|
}
dt
= −pi2.
Lemma 2.6. Let log− t = min{log t, 0} and χ be the characteristic function, then
d
dλ
∣∣∣∣
λ=1
∫ ∞
0
log− |λt− 1|χ[0,1](
t
λ
) + log− | t
λ
− 1|χ[0,1](λt)dt = 0,
and
d
dλ
∣∣∣∣
λ=1
∫ ∞
0
χ[0,1](λt)χ[0,1](
t
λ
)dt = −1.
Proof. Let ε = (λ− 1)θ as given in Lemma 2.4, for t ∈ (1− ε, 1 + ε),
d
dλ
∣∣∣∣
λ=1
∫ 1+ε
1−ε
log− |λt− 1|χ[0,1](
t
λ
)dt
=
d
dλ
∣∣∣∣
λ=1
∫ λ
1−ε
log |1− λt|dt
=
d
dλ
∣∣∣∣
λ=1
1
λ
∫ 1−λ(1−ε)
1−λ2
log |y|dy, y = 1− λt
=
d
dλ
∣∣∣∣
λ=1
1
λ
[
log |y|y
∣∣∣∣
1−λ(1−ε)
1−λ2
− 1|y| (λ
2 − λ(1− ε))
]
= ε+ 2 log 0− log |ε|, (2.11)
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and
d
dλ
∣∣∣∣
λ=1
∫ 1+ε
1−ε
log− | t
λ
− 1|χ[0,1](λt)dt
=
d
dλ
∣∣∣∣
λ=1
∫ 1
λ
1−ε
log |1− t
λ
|dt
=
d
dλ
∣∣∣∣
λ=1
λ
∫ 1− 1−ε
λ
1− 1
λ2
log |y|dy
=
d
dλ
∣∣∣∣
λ=1
λ
[
log |y|y
∣∣∣∣
1− 1−ε
λ
1− 1
λ2
− 1|y|y(
1
λ2
− 1− ε
λ
)
]
= ε− 2 log 0 + log |ε|. (2.12)
For t ∈ [0, 1 − ε), we can exchange ddλ
∣∣
λ=1
with the integral sign and show that
d
dλ
∣∣∣∣
λ=1
∫ 1−ε
0
log− |λt− 1|χ[0,1](
t
λ
) + log− | t
λ
− 1|χ[0,1](λt)dt
=
∫ 1−ε
0
d
dλ
∣∣∣∣
λ=1
log |1− λt|+ log |1− t
λ
|dt
=
∫ 1−ε
0
d
dλ
∣∣∣∣
λ=1
log |1− λt|dt
=
∫ 1−ε
0
(
−t
1− t +
t
1− t)dt
= 0.
For t ∈ (1 + ε,∞), we use the same argument as for t ∈ [0, 1− ε) and obtain that
d
dλ
∣∣∣∣
λ=1
∫ ∞
1+ε
log− |λt− 1|χ[0,1](
t
λ
) + log− | t
λ
− 1|χ[0,1](λt)dt
=
∫ ∞
1+ε
d
dλ
∣∣∣∣
λ=1
log |1− λt|+ log |1− t
λ
|dt
=
∫ ∞
1+ε
d
dλ
∣∣∣∣
λ=1
log |1− λt|dt
=
∫ ∞
1+ε
(
−t
1− t +
t
1− t)dt
= 0.
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And
d
dλ
∣∣∣∣
λ=1
∫ ∞
0
χ[0,1](λt)χ[0,1](
t
λ
)dt
=
d
dλ
∣∣∣∣
λ=1
∫ 1+ε
1−ε
χ[0,1](λt)χ[0,1](
t
λ
)dt
=
d
dλ
∣∣∣∣
λ=1
∫ 1
λ
1−ε
χ[0,1](λt)χ[0,1](
t
λ
)dt
=
d
dλ
∣∣∣∣
λ=1
1
λ
= −1.
Proof of Proposition 2.2 From Lemma 2.4 , Lemma 2.5 and Lemma 2.6, let ε → 0, it’s
easy to see that
d
dλ
∣∣∣∣
λ=1
∫ ∞
0
ϕ(λt)ψ(
t
λ
)dt = −ACpi2 −BD −
∫ 1
0
[th′0(t)h1(t)− th0(t)h′1(t)]dt
−
∫ ∞
1
[th′0(t)h1(t)− th0(t)h′1(t)]dt.
3 The proof of our main Theorem
Proof of Theorem 1.1 The following argument is similar as in [18], for reader’s convenience,
we prove it here. For strictly star-shaped domains Ω ⊂ Rn, we denote it’s center by z0. Let us
first assume that Ω is strictly star-shaped with respect to the origin, that is, z0 = 0.
We prove that ∫
Ω
(x · ∇v)(−△)su = d
dλ
∣∣∣∣
λ=1+
∫
Ω
vλ(−△)sudx, (3.13)
where ddλ |λ=1+ is the derivative from the right side at λ = 1. Indeed, let g = (−△)su. By
Corollary 1.6 in [20] and Proposition 1.6 in [18], g is defined pointwise in Ω and g ∈ L∞(Ω).
Then, making the change of variables y = λx and using that supp uλ =
1
λΩ ⊂ Ω, for λ > 1, we
obtain
d
dλ
∣∣∣∣
λ=1+
∫
Ω
vλg(x)dx
= lim
λ↓1
∫
Ω
v(λx)− v(x)
λ− 1 g(x)dx
= lim
λ↓1
λ−n
∫
λΩ
v(y)− v(y/λ)
λ− 1 g(y/λ)dy
= lim
λ↓1
∫
Ω
v(y)− v(y/λ)
λ− 1 g(y/λ)dy + limλ↓1
∫
(λΩ)/Ω
−v(y/λ)
λ− 1 g(y/λ)dy.
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By Lebesgue’s dominated convergence theorem,
lim
λ↓1
∫
Ω
v(y)− v(y/λ)
λ− 1 g(y/λ)dy =
∫
Ω
(y · ∇v)g(y)dy,
since g ∈ L∞(Ω), ∇v(ξ) ≤ Cδ(ξ)s−1 ≤ Cλ1−sδ(y)s−1 for all ξ in the line segment joining y and
y/λ, and δs−1 is integrable. Then gradient bound |∇v(ξ)| ≤ Cδ(ξ)s−1 follows from assumption
(a) in Corollary 1.6 of [20] with β = 1. Hence, to prove (3.13) it remains only to show that
lim
λ↓1
∫
(λΩ)/Ω
−v(y/λ)
λ− 1 g(y/λ)dy = 0
Indeed, |(λΩ)\Ω| ≤ C(λ − 1) and by Corollary 1.6 in [20] v ∈ Cs(Rn) and v ≡ 0 outside Ω.
Hence,
‖v‖L∞((λΩ)\Ω) → 0.
Now by the integration by parts formula,∫
Ω
vλ(−△)sudx =
∫
Rn
vλ(−△)sudx
=
∫
Rn
(−△)s/2vλ(−△)s/2udx
= λs
∫
Rn
(−△)s/2v(λx)(−△)s/2u(x)dx
= λ
2s−n
2
∫
Rn
(−△)s/2v(
√
λy)(−△)s/2u( 1√
λ
y)dy,
here we use the change of variables y =
√
λx.
Furthermore, this leads to∫
Ω
(∇v · x)(−△)sudx
=
d
dλ
∣∣∣∣
λ→1+
{λ 2s−n2
∫
Rn
(−△)s/2v(
√
λy)(−△)s/2u( 1√
λ
y)dy}
=
2s− n
2
∫
Rn
(−△)s/2u(−△)s/2vdx+ d
dλ
∣∣∣∣
λ→1+
∫
Rn
(−△)s/2v(
√
λy)(−△)s/2u( 1√
λ
y)dy
=
2s− n
2
∫
Rn
(−△)s/2u(−△)s/2vdx+ 1
2
d
dλ
∣∣∣∣
λ→1+
∫
Rn
(−△)s/2v(λy)(−△)s/2u( 1
λ
y)dy.
Hence, what remains is to prove that
d
dλ
∣∣∣∣
λ→1+
Iλ = −Γ(1 + s)2
∫
∂Ω
u
δs
v
δs
(x · ν)dσ
−
∫
Ω
(
x∇U(x)V (x)− xU(x)∇V (x)
)
dx
−
∫
Rn\Ω
(
x∇U(x)V (x)− xU(x)∇V (x)
)
dx, (3.14)
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where U(x) = (−△)s/2u(x) and V (x) = (−△)s/2v(x) and
Iλ =
∫
Rn
(−△)s/2v(λy)(−△)s/2u( 1
λ
y)dy. (3.15)
Now for each θ ∈ Sn−1 there exists a unique rθ > 0 such that rθθ ∈ ∂Ω. Writing the integral
(3.15) in spherical coordinates and using the change of variables t = r/rθ, we have
d
dλ
∣∣∣∣
λ→1+
Iλ
=
d
dλ
∣∣∣∣
λ→1+
∫
Sn−1
dθ
∫ ∞
0
rn−1(−△)s/2v(λrθ)(−△)s/2u( r
λ
θ)dr
=
d
dλ
∣∣∣∣
λ→1+
∫
Sn−1
rθdθ
∫ ∞
0
(rθt)
n−1(−△)s/2v(λrθtθ)(−△)s/2u(rθt
λ
θ)dt
=
d
dλ
∣∣∣∣
λ→1+
∫
∂Ω
(x · ν)dσ(x)
∫ ∞
0
tn−1(−△)s/2v(λtx)(−△)s/2u(tx
λ
)dt,
where
rn−1θ dθ = (
x
|x| · ν)dσ =
1
rθ
(x · ν)dσ
Note that the change of variables Sn−1 → ∂Ω that maps every point in Sn−1 to its radial
projection on ∂Ω, and is unique because of the strict star-shapedness of Ω.
Fix x0 ∈ ∂Ω and define
ϕ(t) = t
n−1
2 (−△)s/2u(tx0), ψ(t) = t
n−1
2 (−△)s/2v(tx0)
By Proposition 2.1,
ϕ(t) = c1{log− δ(tx0) + c2χ[0,1]}u¯(tx0) + h¯0(t),
ψ(t) = c1{log− δ(tx0) + c2χ[0,1])}v¯(tx0) + h¯1(t),
in [0,∞), where u¯ is a Cα(Rn) extension of u/δs|Ω and v¯ is a Cα(Rn) extension of v/δs|Ω, h¯0, h¯1
are Cα([0,∞)) functions. Next we will modify this expression in order to apply Proposition 2.2.
Since Ω is C1,1 and strictly star- shaped, it is not difficult to see that |r−rθ|δ(rθ) is a Lipschitz
function of r in [0,∞) and is bounded below by a positive constant (independent of x0). Similarly,
|t−1|
δ(rX0)
and min{|t−1|,1}min{δ(tx0),1} are positive and Lipschitz functions of t in [0,∞). Therefore,
log− |t− 1| − log− δ(tx0)
is Lipschitz in [0,∞) as a function of t.
Hence, for t ∈ [0,∞),
ϕ(t) = c1{log− |t− 1|+ c2χ[0,1]}u¯(tx0) +H0(t)
ψ(t) = c1{log− |t− 1|+ c2χ[0,1]}v¯(tx0) +H1(t)
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where H1 H2 are C
α functions on the same interval.
Moreover, note that the difference
u¯(tx0)− u¯(x0)
is Cα and vanishes at t = 1. So is v¯(tx0)− v¯(x0). Thus, for t ∈ [0,∞)
ϕ(t) = c1{log− |t− 1|+ c2χ[0,1]}u¯(x0) + h0(t),
ψ(t) = c1{log− |t− 1|+ c2χ[0,1]}v¯(x0) + h1(t),
where h0 h1 are C
α in [0,∞) . Therefore,
d
dλ
∣∣∣∣
λ→1+
Iλ
=
d
dλ
∣∣∣∣
λ→1+
∫
∂Ω
(x · ν)dσ(x)
∫ ∞
0
ϕ(λt)ψ(
t
λ
)dt,
and from Proposition 2.2, we know
d
dλ
∣∣∣∣
λ→1+
∫ ∞
0
ϕ(λt)ψ(
t
λ
)dt
= −c21(pi2 + c22)
u
δs
v
δs
−
∫ 1
0
[th′0(t)h1(t)− th0(t)h′1(t)]dt
−
∫ ∞
1
[th′0(t)h1(t)− th0(t)h′1(t)]dt,
and
c1 =
Γ(1 + s) sin(pis2 )
pi
and c2 =
pi
tan(pis2 )
.
Therefore
c21(pi
2 + c22) =
Γ(1 + s)2 sin2(pis2 )
pi2
(
pi2 +
pi2
tan2(pis2 )
)
= Γ(1 + s)2.
Now we can express ddλ
∣∣∣∣
λ→1+
Iλ with u and v, that is,
d
dλ
∣∣∣∣
λ→1+
Iλ =
d
dλ
∣∣∣∣
λ→1+
∫
∂Ω
(x · ν)dσ(x)
∫ ∞
0
ϕ(λt)ψ(
t
λ
)dt
= −Γ(1 + s)2
∫
∂Ω
u
δs
v
δs
(x · ν)dσ
−
∫
Ω
(
x∇((−△)s/2u)(−△)s/2v − x(−△)s/2u∇((−△)s/2v)
)
dx
−
∫
Rn\Ω
(
x∇((−△)s/2u)(−△)s/2v − x(−△)s/2u∇((−△)s/2v)
)
dx.
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We complete the proof.
Proof of Theorem 1.2 From Theorem 1.1, we know∫
Ω
(x · ∇v)(−△)su
=
2s− n
2
∫
Ω
v(−△)sudx− Γ(1 + s)
2
2
∫
∂Ω
u
δs
v
δs
(x · ν)dσ
−1
2
∫
Ω
(
x∇((−△)s/2u)(−△)s/2v − x(−△)s/2u∇((−△)s/2v)
)
dx
−1
2
∫
Rn\Ω
(
x∇((−△)s/2u)(−△)s/2v − x(−△)s/2u∇((−△)s/2v)
)
dx.
And using the integration by parts formula, we obtain∫
Ω
|x|avp(x · ∇ν)dx = −
∫
Ω
n+ a
p+ 1
|x|avp+1dx.
Therefore,
(s− n
2
)
∫
Ω
v(−△)sudx− Γ(1 + s)
2
2
∫
∂Ω
u
δs
v
δs
(x · ν)dσ
− 1
2
∫
Ω
(
x∇((−△)s/2u)(−△)s/2v − x(−△)s/2u∇((−△)s/2v)
)
dx
− 1
2
∫
Rn\Ω
(
x∇((−△)s/2u)(−△)s/2v − x(−△)s/2u∇((−△)s/2v)
)
dx
= −
∫
Ω
n+ a
p+ 1
|x|avp+1dx. (3.16)
Let u = v and v = u, for the second equation in problem (1.1), we have
(s− n
2
)
∫
Ω
u(−△)svdx− Γ(1 + s)
2
2
∫
∂Ω
v
δs
u
δs
(x · ν)dσ
− 1
2
∫
Ω
(
x∇((−△)s/2v(x))(−△)s/2u(x)− x(−△)s/2v(x)∇((−△)s/2u(x))
)
dx
− 1
2
∫
Rn\Ω
(
x∇((−△)s/2v(x))(−△)s/2u(x)− x(−△)s/2v(x)∇((−△)s/2u(x))
)
dx
= −
∫
Ω
n+ b
q + 1
|x|buq+1dx. (3.17)
Adding up (3.16) and (3.17), we obtain the Pohozaev identity of the problem (1.1),
(s− n
2
)
∫
Ω
u(−△)svdx+ (s− n
2
)
∫
Ω
v(−△)sudx− Γ(1 + s)2
∫
∂Ω
v
δs
u
δs
(x · ν)dσ
= −
∫
Ω
n+ b
q + 1
|x|buq+1dx−
∫
Ω
n+ a
p+ 1
|x|avp+1dx. (3.18)
Since that Ω is a star-shaped domain, we must have x · ν > 0. For u, v > 0, it holds that
−Γ(1 + s)2
∫
∂Ω
v
δs
u
δs
(x · ν)dσ < 0.
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Hence by (1.1) and (3.18)
(s− n
2
)
∫
Ω
u(−△)svdx+ (s− n
2
)
∫
Ω
v(−△)sudx
= (s− n
2
)
∫
Ω
|x|buq+1dx+ (s − n
2
)
∫
Ω
|x|avp+1dx
> −n+ b
q + 1
∫
Ω
|x|buq+1dx− n+ a
p+ 1
∫
Ω
|x|avp+1dx. (3.19)
Since u and v ∈ Hs(Rn), we know that
∫
Ω
|x|buq+1dx =
∫
Rn
|x|buq+1dx =
∫
Rn
u(−△)svdx =
∫
Rn
(−△) s2u(−△) s2 vdx,
and
∫
Ω
|x|avp+1dx =
∫
Rn
|x|avp+1dx =
∫
Rn
v(−△)sudx =
∫
Rn
(−△) s2u(−△) s2 vdx,
thus ∫
Ω
|x|avp+1dx =
∫
Ω
|x|buq+1dx. (3.20)
If n+ap+1 +
n+b
q+1 ≤ n− 2s, then
(s− n
2
+
n+ b
q + 1
)
∫
Ω
|x|buq+1dx+ (s− n
2
+
n+ a
p+ 1
)
∫
Ω
|x|avp+1dx
= (2s − n+ n+ b
q + 1
+
n+ a
p+ 1
)
∫
Ω
|x|buq+1dx
≤ 0,
this is a contradiction with (3.19). This completes our proof.
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