Abstract-classify maintenance request is one of the processes in the large software system to support maintainers in doing their daily maintenance tasks more effectively. Categorizing these maintenance requests are an essential requirement in managing the maintenance request for software maintainer and need a great effort as well as determining classification. Hence, this paper presents the framework from the use of three different classification approaches, namely Bayesian model Decision Tree and Logistic regression. We show that naïve Bayesian classifier, Decision Tree and Logistic regression can be used to accurately classify issues into maintenance type.
INTRODUCTION
Software maintenance, as defined by IEEE is as follows [21] :
"Software maintenance is the process of modifying a software system or component after delivery to correct faults, improve performances or other attributes, or adapt to a changed environment."
Software maintenance (SM) is described as the collection of tools, processes and resources used to maintain software systems [13] . Thus, SM is defined as:
"The totality of activities required to provide cost effective support to software system. Activities are performed during the pre-delivery stage, as well as during the post-delivery stage" [2] .
A large maintainers' effort are depended on SM activities. Determining the type of maintenance is part of these activities which can decrease the daily activities required [22] .
Fortunately, there are suggested helpful maintenance tools to meet maintainers' daily activities [3] . In addition, for maintenance request (MR) there are several classification techniques which can be employed. Some of the researchers focus on classifying products, into people, and processes. This paper classifies MR into "corrective maintenance" and "adaptive maintenance" with the goal of building an automatic classification system. For this purpose, alternative Bayesian classifiers, Decision Tree and logistic regression model were chosen to build the classifiers.
Motivation for this particular choice was largely by the observation that these machine learning techniques produce classifiers with high accuracy and more easily [4] . Thus, the maintenance requests will be assigned in one of these categories.
Therefore in order to support maintainer in their daily activities, these studies classify MR base on maintenance type correctly and without any human interaction.
In this paper we show that the texts which are containing maintenance request forms are enough to determining maintenance type with high accuracy. Thus we first manually classify requests and labeled them with manually classifying, and automatically classifying by using Bayesian classification and Decision Tree finally compare the manually model with automatic mode to achieve the accurately of the model.
The goal of this study is to use machine learning techniques to classify requests. Meanwhile, its focus is to achieve a high percentage of correctly classified requests for the two classes of issues that are referred to as "corrective" and "adaptive" maintenance. This paper is structured as follows; section II discusses some related work, while section III includes the preliminaries of the maintenance type, Bayesian model, Decision Tree. In section IV, a review of the methodology to research is elaborated. Meanwhile, sections V show the result of the tow method, and VI is conclusion.
II. RELATED WORK
Previous research determined the maintenance type of the change massage, which is containing information about the development history of a project, that support maintainer in their daily activities. This paper present type of the problem report based on change massage which it is fixing bugs or adds features or general maintenance activities [19] . MR Classification Process [12] Similar studies in the SM area have been carried out to develop different classifier to automatically classify the incoming MR and route them to the most appropriate maintenance team and its goal was to route incoming tickets without human intervention and with the lowest misclassification to the appropriate maintainer [12] . This particular MR classification process is illustrated in " Fig. 1 ".
In another white paper the authors developed and classify the two types of maintenance, namely "corrective maintenance" and "non-corrective maintenance" in bug tracking system [1] . In this research, the issues posted in the bug tracking systems are classified into these types of maintenance by applying some classification techniques, such as logistic regression and, naïve Bayesian classifier to accurately distinguish bug from other kind of issues [1] .
The study by who classified software behavior by using execution data and they are focused on active learning for software behavior classification [13] .
Several researchers have developed ontology on the SM process and this has classified them into people, process, product and organization [14, 15, 16, 17] that they emphasis mostly on the SM and the SM activities.
III. PRELIMINARIES
In the following sub-section, it will be explaining the maintenance type and how the maintenance type is related to the three models as discussion; Bayesian model, Decision Tree model and logistic regression. In particular, the Decision tree model, maintenance requests are considered as making the best tree. In the Bayesian model considers the probability of the model by taking into account all possible parameter values. In this paper, documents to be classified are considered based on the incoming MR.
A. Maintenance Type(MT)
The four types of maintenance performed on software are [9] : "Corrective maintenance: Reactive modification of a software product performed after delivery to correct discovered problems. Adaptive maintenance: Modification of a software product performed after delivery to keep a software product usable in a changed or changing environment. Perfective maintenance: Modification of a software product after delivery to improve performance or maintainability. Preventive maintenance: Modification of a software product after delivery to detect and correct latent faults in the software product before them become effective faults. "
In a general comparison between MT we can see perfective maintenance keeps the program up and running at less cost and provides the users' needs while corrective and adaptive maintenance keep it up and running, [10] .
In the process of software maintenance some examples include inserting, deleting, extending, and modifying functions, rewriting documentation, improving performances, or improving ease of use [9] .
B. Bayesian Classifier Model(BCM)
Bayesian classifier are statistical classifiers which can predict class membership probabilities based on the Bayesian theorem, given the training data X, posteriori probability of a hypothesis H, P(H|X) follows the Bayesian theorem [5] such as below:
Each sample is represented by:
There are m classes, C1, C2, ..., Cm, and observation X is written as a generic attribute vector. Using the rule of the Bayesian classifier, the probability (c k , x 1 , x 2 , …, x n ) will predict that X belongs to the class with the highest posterior probability, condition on X, as:
In the Bayesian theorem:
A simplified assumption is made, i.e., attributes are conditionally independent:
The 
Probability can be estimated from the training samples when building the classifier.
C. Decision Tree (DT)
The key to building a decision tree is this which attributes to choose in order to branch and the heuristic is to choose the attribute with the maximum Information Gain based on information theory.
Select the attribute with the highest information gain while S be a set consisting of s data samples and Let s i no of tuples in class C i for i = {1, …, m}
The expected information needed to classify
Entropy of attribute A with distinct values {a 1 , a 2 ,…, a v } Information gained by branching on attribute A A path is traced from the root to the leaf node that holds the class prediction for that sample. And for Rules generation: Each attribute-value pair along a given path forms a conjunction in the rule antecedent and the leaf node is the consequent.
D. Logistic Regresion (LR)
We use logistic regression for prediction of probability of occurrence of maintenance type (corrective and adaptive).
Logistic regression makes use of several predictor variables that may be either numerical or categorical [18] . Explanation of logistic regression is based on logistic function [18] :
The logistic function is useful because it can take as an input any value from negative infinity to positive infinity, whereas the output is confined to values between 0 and 1. The variable z is usually defined as:
Z=b 0 +b 1 x 1 +b 2 x 2 +b 3 x 3 +…+b k x k
IV. METODOLOGY
In developing the framework we have starts:
• The process of managing the MR from the registration of problems by users to release of completed MR. The source of managing the MR is based on the interviews which were carried out with some experts and the literature review by some previous researchers on how to use the tool on the SM request which could be effective for their daily maintenance activities [1, 3, and 8].
• These exercises enable the researchers to present the classification framework based on the maintenance requests.
• In this framework incoming MR compared to the manual technique used in classifying requests performed by the experts and the accuracy of the models is determined based on that.
V. FORMULATION OF THE FRAMEWORK
When fault occurs in a software system the MR is then sent to an assistant team who performs an analysis on the MR description [8] .
Each incoming MR contains title and description and source of request and error encountered which use as a feature to classify these requests.
In this work, machine learning techniques applied to extract features and automatically perform the classification activities. As maintained in methodology, after gathering the MR the main purpose of the framework discussion as follow " Fig.  2 ":
• The first section (S1) that we call it preprocessing contains filtering, stemmer and indexing. In filtering prunes requests from Punctuation, splitting path, transformation camel case. The stemmer then handles the plural form of nouns and verb conjugations. Then keeps a dictionary of all the words used in the received requests in indexing.
• In continue the second section (S2), which is known as the classifier, focuses on the family of classifiers when there are only two classes involved and thus, class label contains only two symbols, namely corrective and adaptive. On the other hand, there are three machine-learning techniques employed, namely the Bayesian classifier Model (BCM), the Decision tree Model (DT), and logistic regression (LR) to carry out automatic classification.
• As a result, in the evaluation part (S3) the percentage accuracy of the automatically classification is compared with the manual classification in the last section (S3), and after choosing the best model, the MT will be sent to the analysis team " Fig. 2 
VI. THE EXPERIMENTAL PROCEDURE
Using the BCM and Decision Tree to classify the system applications was developed in previous framework.
In the Bayesian classification, the Training set requests are given in a table, with each row comprising a request and the columns are labeled as the frequency of each word that extracted from indexing part. For each class or category of the requests, a world probability distribution is tested to estimate according to the 70 % training set requests. Such a table is then used to build a model which is employed to predict the class/category of the incoming requests. The incoming request is then associated to the class by maximizing the request probability. In this part, the machine is observed to have learned DT model [1] for each request in the training set which contains the features that in decision making tree given an vector x (b 1 ,b 2 ,…,b n ) and in continue the question in the internal nodes are answered and the corresponding edges are followed. The class of requests are presented as a leaf node and labeled with 0 or 1 that indicated to corrective and adaptive. In this study, 70 % of the data set was used for the training set the remaining 30 % was employed for the test. This work involved no human intervention at all. When an incoming MR is received, it is classified to both corrective and adaptive maintenance type
In our work at the first step, some experts classify the type of MR into a maintenance type, and this is followed by the use of automatic classifier with two different machinelearning technical. The purpose is to measure the accuracy of the models and compare them together and also observe whether these text as description of the problem could be enough to classify. To do the comparison, the crossvalidation method (i.e. a technique used for estimating the performance of a predictive mode) was employed in the present study.
VII. CONCLUSION
Base on our experiment we found that, automatically classified incoming MR into ether Corrective or adaptive maintenance that was proposed based on the other type of maintenance.
In order to maintain the LR the propose framework should be considered as follow: S1: in this part we preparing feature to make dictionary of frequent word. S2: we use the classifier model to classify incoming maintenance request into corrective and adaptive. S3: at the end part we have evaluation of the result from three classification model namely BCM, DT, and LR.
Therefore the benefit of the framework is managing maintenance request automatically without any human interaction or interference. And also the framework was proposed to automatically classify the incoming MR into a maintenance type, and then send it to the analysis team.
In this study, all the Bayesian model and Decision tree and Logistic regression were presented and the maintenance requests were classified into two categories.
As a future work result of these models could be compare together to chose the highest accuracy then send it to the analysis team.
Moreover, some machine learning methods would be developed to propose as well as reinforcement learning strategy. Furthermore, the classification could be used together with the other type of maintenance. 
