This paper presented a class of A-stable Runge-Kutta collocation methods with three free parameters for the solution of first order ordinary differential equations. Power series was considered as its basis function, adoption of interpolation and collocation of the approximate solution at some selected grid points to give system of equations was also considered. Gaussian Elimination method was used to solve for the unknown parameters and substituted into the approximate solution to give the continuous method. The three cases considered are the Guass, the Lobatto, and the Radau types. Analysis of the methods was made based on order, zero stability, consistence and convergence. The derived schemes were implemented in the Predictor-Corrector mode. Comparison with existing methods showed that the new developed Schemes compete favorably.
Introduction
It is remarkable to note that many physical phenomena in sciences, engineering, and medicine, to mention but a few, are modeled by equations involving derivatives, which are generally referred to as differential equations. A differential equation in which the unknown parameter is a function of one independent variable is called an ordinary differential equations, while that involving two or more independent variables is called a partial differential equation. The general form of ordinary differential equations is in the form y n = F (x, y, y ′ , y ′′ , ..., y n−1 )
In most cases, modeled problems do not have analytical solutions; hence numerical methods are often the only option to solve such problems. Many physical problems are modeled into first order ordinary differential equations, the few that are modeled into higher order ordinary differential equations, are solved by reducing them to a system of first order ordinary differential equations. Hence, the study of first order ordinary differential equation is important. This paper considered a numerical method of solving first order initial value problems of ordinary differential equations of the form;
y ′ = f (x, y), y(x0) = y0 (2) where f is continuous and satisfies Lipschitz's condition, x0 is the initial point and y0 is the solution at x0. There are a lot of numerical methods available in the literature for solving the problem in equation (2), the Runge-Kutta and multistep methods are well-known schemes that have being used largely for this purpose as reported in [1] [2] [3] . Adoption of collocation and interpolation of power series approximate solution for the solution of initial value problems have been studied by [4 − 14] , most of these methods failed when the problem is stiff or stiff oscillatory. Linear multistep method has been reported to be efficient and easier to implement for the solution of ordinary differential equations [15 − 16] . [15 − 19] studied development of hybrid methods, they reported that hybrid methods were difficult to develop, but give methods with good stability properties due to the reduction in the step length. This paper introduced a new continuous Runge-Kutta collocation method with three free parameters using power series as the approximate solution. The introduction of the free parameters made this work different from the existing methods. Our interest also include investigation into how best to fix the free parameters, the three cases considered are; Guass type, Radau type and Lobatto type.
Section two discussed the research methodology, section three showed the analysis of the methods developed while section four showed the results of the implementation of the methods on some selected problems.
Methodology
We considered power series approximate solution of the form;
where r and s are the number of interpolation and collocation points respectively, and a ′ j s are parameters to be determined, x is continuous and differentiable.
First derivative of (3) gives the following
substituting (4) in (2) gives
Interpolating (3) at xn+s, s = 0 and collocation (5) at points xn+r, gives a system of linear equation 
Solving (6) for the unknown coefficients using Gaussian elimination method gives an S-stage Runge-Kutta method of the form
where s is the internal stage, with the condition 
Evaluating equation (7) after substituting equations (8) 
To implement (7); [20] proposed a prediction equation in the form
Equations (16) 
Interpolating (3) at xn+s, s = 0 and collocating (5) at xn+r, r = 0, 5−
where s is the internal stage, with the condition
Evaluating equation (26) after substituting equations (27) -(34) at t = 1 gives the discrete scheme
With the internal stages given as 
To implement (26); according to [14] shown in equation (24), the derived scheme and its internal stages can be written compactly in a partitioned Butcher's 
Solving (6) for the unknown coefficients using Gaussian elimination method gives an S-stage Runge-Kutta method of the form 
To implement (43); following [14] as shown in equation (24), the derived scheme and its internal stages can be written compactly in a partitioned Butcher's table of the form; 
Implementation
To implement the methods; [14] proposed a prediction equation as shown in equation (24) which was employed in Predictor-Corrector mode to obtain the same order of accuracy. The following symmetric explicit predictor scheme of the same order with the corrector scheme are obtained using the same procedure for yn+1 of the the three schemes respectively; 
Defination 1:
According to Lambert (1973) ; The linear multistep method is said to be of order p if c0 = c1 = c2 = c3 = cp = 0 and cp+1 ̸ = 0 is called the error constant which implies the local truncation error is given by
From (16) c0 = c1 = c2 = c3 = c4 = c5 = c6 = c7 = 0; c8 ̸ = 0, therefore the Method is of order 7 with error constant 1 84672000 . From(41) c0 = c1 = c2 = c3 = c4 = c5 = c6 = c7 = 0; c8 ̸ = 0, therefore the Method is of order 7 with error constant − 1 63504000
From(62) c0 = c1 = c2 = c3 = c4 = c5 = c6 = c7 = 0; c8 ̸ = 0, therefore the Method is of order 7 with error constant 1 762048000
Consistency
Defination: A linear multistep method is said to be consistent if it satisfies the following conditions according to Lambert (1973 ): 1. It has order p ≥ 1 2.
Since the three conditions are satisfied, therefore, our method is consistent.
Zero Stability
A linear multistep method is said to be zero stable if the zeros of the first characteristic polynomial ρ(r) satisfy|r| ≤ 1 and the roots |r| ≤ 1 have multiplicity not exceeding the order of the differential equation see Lambert (1973) , hence our method is zero-stable
Covergency
The necessary and sufficient condition for a linear multistep method to be convergent is that it must be consistent and zero stable, hence our method is convergent according to Lambert (1973) 
Stability Region Plot
A method is said to be absolutely stable if for a given value of h, all the roots zs of the characteristics polynomial ∏ (z,h) = ρ(z) +hσ(z) = 0; satisfying |zs| ≤ s, s = 1, 2, .., n whereh = λh, λ = df dy , substituting the test equation y ′ = λy and solving for h = λh and writing r = e iθ , gives the stability region as shown below; 
. Comparative analysis between y-Computed and y-Exact for case 3
A numerical method is said to be A-stable if the whole of the left-half plane {Z : Re(z) ≤ 0} is contained in the region {Z : Re(z) ≤ 1}, where R(z) is called the stability polynomial of the method see Lambert (1973) .
Theorem 1: According to Butcher (2003) , a Runge-Kutta method is A-stable only if allpoles of the stability function R(z) lie in the right half-plane and no up arrow of the order web intersects with or is tangential to the imaginary axis.
Proof: See Butcher (2003)
Therefore figures 1,2 and 3 showed that the schemes are A-stable.
Numerical Example
The following are used in the tables Error = |y(x) − y(xn)| where y(x) is the exact result and y(xn) is the computed result. Error 1 = Error in Gauss Scheme Error 2 = Error in Lobatto Scheme Error 3 = Error in Radau Scheme
Problem 1
Consider the ordinary differential equation: 
Problem 2
We Consider the growth model described by the differential equation of the form dN dt = αN, N (0) = 1000, t ϵ [0, 1] The above growth equation represents the rate of growth of bacteria in a colony. We shall assume that the model grows continuously without restriction. One may ask; how many bacteria are in a colony after some minutes if an individual produces an offspring at an average growth rate of 0.2? We also assume that N (t) is the population size at time t. The theoretical solution is given by N (t) = 1000e 0.2t .
This question was solved by Adesanya A.A et al.(2014)

Problem 3
Comparison with Existing Method
Discussion of Results
We considered three numerical examples, Tables 1 − 3 showed the numerical results and there respective errors. Table 4 − 6 presented the comparison of our method with existing methods, it also showed that case (iii) which is the Radau type gives the best results followed by Case (ii) which is the Lobatto type. The implication is that the farer u and w from v; the better the accuracy of the method.
Conclusion
We discussed the development of a class of A-stable Runge Kutta collocation methods with seven internal stages for the solution of first order initial value problems. Three free parameters are considered. Predictor -Corrector approach was adopted to generate results for the solution of IVPs. The basic analysis of the method such as order, consistency,zero stability and convergence was tested on the derived schemes and the mthod was found to be A-Stable. Further work can be done by assigning different values to the free parameters to substantiate our claims above. Comparison were made with some existing works and it showed clearly that our methods performed better in terms of accuracy than some of the existing methods compared with. The method developed are of order seven.
