In this paper we continue to study billiards with flat points, by constructing a special family of dispersing billiards with cusps. All boundaries of the table have positive curvature except that the curvature vanishes at the vertex of cusps, i.e. the boundaries intersect at the flat point tangentially. We study the mixing rates of this one-parameter family of billiards parameterized by β ∈ (2, ∞), and show that the correlation functions of the collision map decay polynomially with order O(n 
Background and the main results.
Dispersing billiards introduced by Sinai are uniformly hyperbolic and have strong statistical properties. However, if the billiard table has cusps or flat points, then its hyperbolicity is nonuniform and statistical properties deteriorate.
Billiards with flat points were constructed and studied by Chernov and Zhang in [13, 25, 26] . It was proved that the mixing rates vary between O(1/n) and exponentially fast depending on the parameter β ≥ 2, as n → ∞. The main reason is that there exists one periodic trajectory between two flat points, which acts as a trap to slow down the mixing rates of nearby trajectories. In [25, 26] , statistical properties of a semidispersing billiard with flat points on the convex boundary were investigated. The decay rates were proven to be dominated by the so-called "channel effect", which is essential for semidispersing billiards, with the existence of a pair of parallel trajectories tangential to all convex boundaries.
The first rigorous analysis of correlations for dispersing billiards with cusps was given by Chernov and Markarian in [10] , where they proved the rates of correlations (see the correlation function defined as in (1.2)) decay at O((ln n) 2 /n), as n → ∞. The rates were improved to O(n −1 ) in [14] . This model was further investigated in [1, 2] . In [10] , Chernov and Makarian also raised an open question: "It is interesting to let the curvature vanish at the vertex of the cusp, .... would this affect the rate of the decay of correlations?" Another interesting question to ask is that since all known billiards have decay rates at least of order O(n −1 ), are there any billiards with slower mixing rates? To answer both questions, in this paper we investigate the model proposed by Chernov and Markarian in [10] , and show that this family of billiards enjoys arbitrarily slower decay rates. More precisely, we first take Machtas three-arc table Q 1 as studied by Chernov and Markarian [10] , with boundary consisting of 3 smooth curves Γ ′ i , i = 1 · · · , 3; and Q 1 has three cusps at the intersection points. Then we smoothly deform these curves at their end points, and denote the new curves as Γ i ; such that they all have zero derivatives up to β − 1 order at end points, and the β-th order derivative is not zero, for β ∈ (2, ∞). We let Q = Q β be bounded by Γ 1 , Γ 2 , Γ 3 , for β ∈ (2, ∞). Indeed according to our above assumption, if we choose a Cartesian coordinate system (s, z) with origin at any of these cusp point, denoted as P , with the horizontal s-axis being the tangent line to the boundary of the billiard table, then the billiard table satisfies the following three conditions:
(h1) We assume for some small ε 0 > 0, the pair of boundary adjacent to P can be repre-sented in the ε 0 −neighborhood of the cusp P as:
(1.1) z 1 (s) = β −1 s β , z 2 (s) = −β −1 s β , ∀s ∈ [0, ε 0 ]
(h2) We also assume that the tangent line of the table at the cusp P will hit the opposite boundary at a point, called D, perpendicularly.
We will investigate the statistical properties of the billiard system on Q β . The billiard flow Φ t is defined on the unit sphere bundle Q×S 1 and preserves the Liouville measure. This type of billiards can be viewed as a special type of semi-dispersing billiards, as its boundary contains points with zero curvature. Semi-dispersing billiards have been proven to enjoy strong ergodic properties: their continuous time dynamics and the billiard ball maps are both completely hyperbolic, ergodic, K-mixing and Bernoulli, see [5, 18, 20, 21, 22, 9] and the references therein. However, these systems have quite different statistical properties depending on the geometric properties of the billiard table. Figure 1 . describes a billiard table with cusp at the flat point P for β > 2.
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The corresponding Poincaré map (or the billiard map) F : M → M generated by the collisions of the particle with ∂Q preserves a natural absolutely continuous measure µ on the collision space M, such that dµ = 1 2|∂Q| cos ϕdr dϕ.
µ (M), correlations of f and g are defined by
The mixing speed of the system (M, F, µ) is characterized by the rate of decay of correlations, i.e., by the speed of convergence to 0 of (1.2) for "good enough" functions f and g.
Let S ±n be the singular set of the map F ±n , for any n ≥ 1, and S n 1 ,n 2 := ∪ n 2 m=n 1 S m the union of these singular sets, for any integers n 1 , n 2 . For any γ ∈ (0, 1), let H(γ) be the set of all bounded real-valued functions f ∈ L ∞ (M, µ), such that there exist integer n 1 , n 2 , for any connected component A ∈ M \ S n 1 ,n 2 , any x, y ∈ A,
For every f ∈ H(γ) we define
In this paper we obtain the following results.
Theorem 1.
For the family of billiards on Q β defined as ((h1)-(h2)), with β > 2, Then for any
For the case when β = 2, the system corresponds to the dispersing billiards with cusps and enjoys mixing rates of order O(n −1 ), see [10, 14] . Convention. We use the following notation: A ∼ B means that C −1 ≤ A/B ≤ C for some constant C > 1 . Also, A = O(B) means that |A|/B < C for some constant C > 0. From now on, we will denote by C > 0 various constants (depending only on the table) whose exact values are not important.
General scheme
Based upon the methods by Young [24] , a general scheme was developed by Markarian, Chernov and Zhang [19, 12, 13, 14, 15] on obtaining slow rates of hyperbolic systems with singularities and applied the method on different models. Let M ⊂ M be a nice subset, such that the induced map F : M → M is strongly (uniformly) hyperbolic. One can easily check that it preserves the measure µ M obtained by conditioning µ on M. For our billiards, hyperbolicity deteriorates only as the moving particle gets trapped by a cusp, when it experiences a large number of rapid collisions near the corner point of the cusp.
In this paper, we first fix a number K 0 > 1, and call any sequence of successive collisions of length > K 0 in a cusp a corner series. In particular, we post an upper bound for K 0 , such that for any grazing collision x ∈ M, its forward trajectory will enter a corner series of length > K 0 . We thus define (2.1) M = {x ∈ M : forward successive collisions of x in any cusp has length ≤ K 0 }.
the return time function and thus the return map F : M → M is defined by
In order to prove Theorem 1, the the strategy consists of two steps; they were fully described in [12, 14] , and has been applied to several classes of billiards with slow mixing rates, see [13, 10] , so we will not bring up unnecessary details here.
(F1) First, the map F : M → M enjoys exponential decay of correlations.
More precisely, for any Holder observables f, g ∈ H(γ) on M with Hölder exponent γ ∈ (0, 1),
for some uniform constant ϑ = ϑ(γ) ∈ (0, 1) and C > 0.
(F2) Second, the distribution of the return time function R : M → [1, ∞) satisfies:
for some a > 0 and any large n.
It was proved in [12] that assumption (F1)-(F2) imply polynomial decay rates of order O(n −a (ln n) 1+a ). Also, the proof of (F1) is reduced in [12] to the verification of a one-step expansion condition, as well as the regularities of the invariant manifolds for the induced map. To improve the upper bound for the decay rates, one needs to analyze the statistical properties of the return time function. In [14] , the upper bound of decay rates of correlations was improved by dropping the logarithmic factor. Mainly because points in the region (R > n) has tendency to move to (R < n) fast enough under further iterations of the billiard map.
The paper is organized as following. In Section 3, we investigate the asymptotic quantities for any typical, long corner series. In Section 4, we construct the induced system (F, M), by removing those corner series. The hyperbolicity of the reduced map is also proved in Section 4. The assumption (F2) is verified in Section 5, by analyzing the distribution of the return time function. The exponential decay of correlations for the reduced map and (F1) was proved in Section 6, by verifying the One-step expansion estimates, see Lemma 8. In Section 7, we get the improved upper bound using method as in [14] .
The corner series
In this section, we first investigate the geometry of corner series, which correspond to certain billiard trajectories entering the cusp and experiencing a large number of refections there before getting out. To simplify our analysis we consider here the cusp made by Γ 1 , Γ 1 with a common tangent line at the end point P . For any N ≥ K 0 , we define M N to be the set of points in M whose forward trajectories go down the cusp at P for a corner series of length N. For simplicity, we assume the flat point P has r-coordinate r f .
Let N > K 0 be the number of reflections in the corner series starting from a vector x ∈ M N . For any x = (r, ϕ) ∈ M N , let x N = F x, and x n := F n x = (r n , ϕ n ), for n = 1, · · · , N −1, denote the set of all points of reflection on Γ
We also call {x n , n = 1, · · · , N − 1} a corner series of length N generated by x ∈ M N .
We choose a Cartesian coordinate system (s, z) with origin at P , the horizontal s-axis being the tangent line to the boundary of the billiard table. By (h1), for some small ε 0 > 0, the pair of boundary adjacent to P can be represented in the ε 0 −neighborhood of the cusp P as:
We denote s n to be the s-coordinate of the base point of x n = (r n , ϕ n ). By the smoothness of the boundary curves,
To estimate the tail distribution of µ M (R ≥ n), we will fix a large number N 0 , and only consider those corner series, such that N > N 0 . We will also work with more convenient coordinates:
γ n = π/2 − |ϕ n |, and α n = tan −1 (s β−1 n ). Note that by (3.1), the tangent vector of ∂Q at s n is (1, s
stands for the angle of the tangent vector at s n made with the horizontal axis, or equivalently, with the tangent line through the flat point P . Note that both α n and γ n are positive for 1 ≤ n ≤ N − 1; α n are all small if N is large enough. While γ n are initially small, they slowly grow to about π/2 for n ∼ N/2, and then again decrease and get small. We use notations similar to that of [10] , and define
It was proved in [10] Lemma 3.1, thatN is almost the middle point of N, i.e. |N −N/2| ≤ 2, if β = 2. The proof only relies on the symmetry of the boundary of the billiard table near the cusp, so it also apply to our case words by words, even for β > 2. We further subdivide the corner series into three segments. We fix a small enoughγ and let
And put N 2 =N. We call the segment on [1, N 1 ] the "entering period" in the corner series, the segment [N 1 + 1; N 3 − 1] the "turning period", and the segment [N 3 , N] its "exiting period". Clearly
By the symmetry of the billiard table, it is enough to consider the first half of the series, 1 ≤ n ≤ N 1 .
Using these relations, one has the following proposition for a corner series of length N generated by any x ∈ M N . Proposition 2. The following are true:
i.e. all three segments in the corner series have length of order N; 6) For N sufficiently large, the quantity {H N ((r n , ϕ n )), n = 1, · · · , N − 1} is almost invariant along a corner series of length N:
Proof. By the symmetric property of Γ ′ 1 and Γ ′ 2 , we will now only concentrate on n = 1, · · · , N 2 ∼ N/2. Note that both α n and γ n are positive for 1 ≤ n ≤ N 2 . {α n } is a decreasing sequence, and are all small; while γ n is an increasing sequence, which is initially small, the terms slowly grow to about π/2 for n ∼ N/2.
The following equations are simple geometric facts:
where we denote
Here τ n is the free path between two collisions based at s n and s n+1 . Now we denote v n = γ n + α n , then
In addition (3.5) can also be written as
Using the mean-value theorem, we know for any d > 1, and n large, there exists
Combining with (3.3), we know that by the mean-value theorem, there exists s n, * ∈ [s n , s n+1 ], such that
where we used (3.9) for d = β − 1 in the last step. Using (3.9) one more time, we get 
By (3.7) and (3.8), we have
(3.10) implies thatā
We denote A n = s β n sin v n , for n = 1, · · · , N 2 . We would like to show that A n ∼ A N 2 is almost invariant, as long as N is large. To see this, using (3.7)-(3.8), we get
where s n, * ∈ [s n+1 , s n ] and v * n ∈ [v n , v n+1 ]. Note that for n ∈ [N 1 , N 2 ],γ < v n ≤ π/2. This above estimation implies that
If we sum over for k ∈ [n, N 2 ], this implies that
Again using the fact that v n < π/2, for n ∈ [1, N 2 ], then we get
Next we fix another very small numberγ 1 , andÑ 2 < N 2 , such thatÑ 2 = max{n < N 2 : v n < π/2 −γ 1 }. Then for any n ∈ [1,Ñ 2 ], then we get
Combining the above estimations together with the expression for e n , we know that
This suggests that for N large enough, for any n = 1, · · · ,Ñ 2 , the quantity
should be almost invariant. We define (3.14) C N := s Then we have shown
Moreover for any n ∈ [N 1 ,Ñ 2 ], using the fact thatγ < v n < π/2 −γ 1 , thus
Below, we will only concentrate on n ∈ [1, N 1 ]. Note (3.
We now define
It is important to find the asymptotic for w n and u n . First note that equation (3.7) yields (3.20) w n+1 = w n u n + 2 = w n + 2 + w n (u n − 1).
Since u n − 1 ≥ 0 and w n ≥ 2 by (3.11), thus
for some uniform constant C > 0. Combining with (3.11), it implies that for 1 ≤ n ≤ N 1 , 0 < u n − 1 < C is uniformly bounded. Moreover, (3.8) implies that
and
for some constant c > 0.
We denote u n = 1 + b n , with b n ≤ā n , then one can check that
(3.22) implies that
Now (3.20) implies that
Combining (3.22) with (3.20) gives
By (3.18), we know that
The lower bound in (3.21) now implies
where E n ≤ C 1 ln n + C 2 Γ n , for some constant C 1 , C 2 > 0. Now we use (3.24) to estimate u n . Note that (3.25) where 0 ≤ E 2,n < C 3 ln n + C 4 Γ n for some uniform constants C i > 0, i = 1, 2, 3. Using the definition of u n , we have obtain
Combining with (3.10), we get
This implies that
Using the definition α n+1 = α n /u n , we get
Thus implies that for
Combining with (3.24), we have
Since v n ∼γ, for n ∈ [N 1 , N 2 ], so
Thus we have
This further implies that for n ∈ [2, N 2 ], we have
In particularly, for n ∈ [N 1 , N 2 ], using the above fact that N 1 ∼ N 2 ∼ N, we have
Now we move back to improve the estimation of A n . Note that
Now by (3.16), we know that
On the other hand, (3.13) implies that for n = 1, · · · , N 2 ,
Thus for n ∈ [1, N 1 ], we have
where we have used (3.28) in the last step. Moreover, using (3.29), we also get
for any n = N 1 , · · · , N 2 . Since v n = γ n + α n , we will now define a new quantity:
The above estimation implies that
For n ∈ [1, N 1 ], we denote K n as the curvature of the boundary at x n . Then one can check that by (1.1), the curvature satisfies
Using (3.6), we get
where we have usedā = 2(β − 1)/β, as well as (3.8) and (3.9).
Using (3.6), we know that
.
Note that for n ∈ [1, N 1 ],
Thus we have
Moreover,
Thus we have for n ∈ [1,
Combining with items (1)-(5), we get for 1 < n < N 1 ,
. For N 1 < n < N 3 , we have α n ∼ N −1 and γ n >γ, which implies that
Thus the trajectory during each period in the corner series has the order of
Due to the time reversibility of billiard dynamics, all the asymptotic formulas obtained for the entering period remain valid for the exiting period.
Hyperbolicity of (F, M )

Stable/unstable cones
We let M be the collision space defined as in (2.1), and we define the return time function R : M → N as well as the induced map F : M → M as (2.3). Then F preserves µ M = µ/µ(M). Clearly, the induced map is indeed a dispersing billiard system. Thus using techniques in Chapter 4 of [9] , one can obtain that the system (F, M) is uniformly hyperbolic.
In this section we investigate the expansion factors for vectors in unstable cones of the induced system (F, M, µ M ). We denote K(x) as the curvature of the boundary at the base point of x.
We first recall that the differential of the billiard map F satisfies:
Next we introduce the concept of the wave front. Let V ∈ T x M be a tangent vector. For ε > 0 small, let us consider an infinitesimal curve γ = γ(s) ⊂ M, where s ∈ (−ε, ε) is a parameter, such that γ(0) = x and . where x 1 = Fx. By our assumption on the table and the definition of M, there exist τ min > 0, 0 < K min < K max < ∞ such that for any x ∈ M,
Denote by V = dϕ/dr the slope of the tangent line of W at x. Then V satisfies
We use the cone method developed by Wojtkowski [23] for establishing hyperbolicity for phase points x = (r, ϕ) ∈ M. In particular we study stable and unstable wave front. The relations in (4.2) imply that a dispersing wave front remains bounded away from zero. 
Similarly the stable cones are defined as
We say that a smooth curve W ⊂ M is an unstable (stable) curve for the system (F, M) if at every point x ∈ W the tangent line T x W belongs in the unstable (stable) cone C u x (C s x ). Furthermore, a curve W ⊂ M is an unstable (resp. stable) manifold for the system (F, M) if F −n (W ) is an unstable (resp. stable) curve for all n ≥ 0 (resp. ≤ 0).
We consider a short unstable curve W ⊂ M N with equation ϕ = ϕ(r), for some N ≥ 1. Let x = (r, ϕ) ∈ W and V = (dr, dϕ) be a tangent vector at x of W . Combining with (4.1) and (2.2), we know for any x ∈ M, the slope of the tangent vector of FW at Fx satisfies: (4.5)
This implies that for any x ∈ M, the unstable cone C u x is already strictly invariant under F.
Next we will show that any unstable vector in C u gets uniformly expanded under DF . We introduce two metrics on the tangent space TM. Let x ∈ M N , for any N ≥ 1.
(I) The first one is the so-called p-metric on vectors dx = (dr, dϕ) by (4.6) |dx| p = cos ϕ |dr|.
(II) Now consider the expansion factor in the Euclidean metric |dx|
Note that for any x = (r, ϕ) ∈ M N , with N large enough, cos ϕ is approximately 1 by our assumptions on the billiard table. Moreover, for any dx = (dr, dϕ) ∈ C u x , we have dϕ/dr is approximately 1. Thus for any vector dx ∈ C u x , (4.8)
Hence, the p-norm and the Euclidian norm are equivalent for tangent vectors at x and Fx. We let x ∈ M N and define x n = (s n , ϕ n ) = F n x, for n = 1, · · · , N, corresponding to iterations for a corner series of length N as introduced in the above section.
Proposition 4. For any N > K 0 , any unstable curve W ⊂ M N such that F −1 W is also unstable, let x = (r, ϕ) ∈ W . The total expansion factor for unstable vectors in the course of the corner series of N collisions has lower bound
where C > 0 is a constant. Its precise asymptotic is
The proof of this proposition is rather lengthy, so we put it in the appendix.
Distribution of the return time function
In this section, we use the results of the previous sections to analyze the distribution of the return time function R, together with its level set M n , n ≥ K 0 , which consists of points whose trajectories go down a cusp and experience there a corner series of exactly n − 1 collisions. We will use standard facts of the theory of dispersing billiards [3, 4, 6, 9, 10] . For example, the domains M n are bounded by singularity curves of the map F . These singular curves are made of unstable curves and the preimage of ∂M. Due to the time-reversibility of the billiard dynamics, F M n is obtained by reflecting M n across the line ϕ = 0. Moreover, a point (r, ϕ) is a singularity point for the map F (i.e. F (r, ϕ) or its differential is not well-defined ) if and only if (r, −ϕ) is a singularity point for its inverse F −1 (i.e. F −1 (r, −ϕ) or its differential is not well-defined).
By our assumption, we know the singular trajectory running out of the cusp at P will land on the point D on the opposite side Γ 3 perpendicularly. .  Fig 2. shows the structure of the singular curves near x D . In order to determine the rates of the decay of correlations we need certain quantitative estimates on the measure of the regions M n , or {R ≥ n}. Note that for any N ≥ K 0 , the forward images {F k M N , k = 1, · · · , N − 1} fill entirely the regions squeezed between the two curves H N and H N +1 . By Proposition 2, we know that the set ∪
is bounded by the line r = r f , ϕ = π/2 and a curve described implicitly by the equation of H N :
Equivalently H N has equation given by: We extend the definition of R from M to M, such that for any x ∈ M,
Using Propostion 2, we have for N > K 0 ,
Another method of calculation of the measure of M N relies on the factor of expansion of unstable manifolds W ⊂ M N under the map F . We use Proposition 4 to estimate M N . 
It is immediate that for any sufficiently large N,
This verifies condition (F2) with a = 1 β−1 .
Exponential decay rates for the reduced system
According to the general scheme proposed in Section 2, we need to check condition (F1), i.e., prove that the induced system (F, M,μ) enjoys exponential decay of correlations. Here we use a simplified method to prove exponential decay of correlations for our reduced billiard map. It is mainly based on recent results in [24, 6, 12] .
Since billiards have singularities, if the orbit of x approaches the singularity set S 1 too fast under F , then x may not have a stable/unstable manifold. The situation is kind of complicated here as we have accumulated sequences of new types of singular curves. Indeed we will first show that a small neighborhood of the singular set has small measure.
Lemma 6. For any δ > 0, the δ−neighborhood of S ±1 has measure:
Here B δ (S ±1 ) = {x ∈ M : d M (x, S ±1 ) ≤ δ} for any δ > 0, and C > 0 is a constant, where
Proof. For any given small δ > 0, we first need to find the smallest N δ such that
Thus we get N δ = δ
. This implies that
Thus we have
The above lemma implies that almost every point in M has a regular stable (resp. unstable) manifold and there are plenty of reasonable long stable (resp. unstable) manifolds for F . These manifolds are denoted as W s/u . If the forward image of x ∈ W ∈ W u is almost tangential, then the expansion factors along W may be highly nonuniform. To overcome this difficulty we divide M into horizontal strips as introduced in [3, 4] . More precisely, one divides M into countably many sections (called homogeneity strips) defined by
where k 0 ≥ 1 is a fixed (and usually large) constant, whose value will be chosen to guarantee the one-step expansion -for details, see the end of the proof of Lemma 5.56 in [10] for such a choice of k 0 . We now add the boundary of these homogeneous strips in the the singular set S
We denote the resulting collection of stable/unstable manifolds as W s/u H , and call them the homogeneous invariant manifolds.
Lemma 7. For the induced map (F, M), the invariant manifolds in W s/u H have the regularity properties: bounded curvature, distortion bounds and absolute continuity.
The proof of this lemma follows the arguments in [9] Chapter 5 as well as [6] , as the induced map (F, M) is essentially the dispersing billiards (with corner points). Thus we will not repeat here.
Lemma 8. (One-step expansion estimate) Assume β ∈ (2, ∞). Let W be a short unstable curve in M and {W i } be the collection of smooth components in W . Then
where the supremum is taken over unstable curves W ⊂ M and
Proof. Let W ⊂ M be an unstable curve. Note that the upper bound of (6.3) is only achieved when W intersects one of the accumulating sequences of the singular set.
We consider the worst case by assuming W touches the singular point x D , and intersects M N , for N ≥ n 0 , where n 0 depends on the length of W . Note that W crosses s N +1 , the boundary of cell M N , for some N ≥ n 0 . Since s N +1 consists of points whose last iteration in the corner series is tangential to the boundary of the table, then it must belong to a cell
is very close to the curve s 0 , then its first collision must cross some region
, and x n = F n x, for n ≥ 1, then Proposition 4 implies that the expansion factor satisfies:
. Next we will find m N , which is the smallest integer such that W ∩ F 
Note that we have assumed W intersects M N , for all N ≥ n 0 , thus by (5.3),
Combining the above estimations, we have
Thus by taking |W | small, we can make the above sum < 1.
Given an unstable curve W , a point x ∈ W and an integer n ≥ 0, we denote by r n (x) the distance between F n x and the boundary of the homogeneous component of F n W containing F n x. Clearly r n (x) is a function on W that characterizes the size of the smooth components of F n W . We first state the Growth Lemma, proved in [15] , which is key in the analysis hyperbolic systems with singularities. It expresses the fact that the expansion of unstable curves dominates the cutting by singular curves, in a uniform fashion for all sequences. The reason behind this fact is that unstable curves expand at a uniform exponential rate, whereas the cuts accumulate at only a finite number of singular points. The following Growth Lemma can be derived directly from Lemma 8 -the One-step Expansion Estimates, see [9] , [15] for details.
Lemma 9. (Growth Lemma). There exist uniform constants C g , c > 0 and ϑ ∈ (0, 1),
, such that, for any probability measure ν supported on an unstable curves W with positive density dν/dm W ∈ H γ for some γ ∈ (0, 1), and n ≥ 1 :
where m W is the Lebesgure measure on W .
In [6, 12, 15] , the following lemma was proved.
Lemma 10. If the induced billiard map F satisfies (6.3), and the unstable manifolds have regularities: bounded curvature, distortion bounds and absolute continuity, then there is a hyperbolic horseshoe ∆ 0 ⊂ M such that
for some θ < 1, where R(x; F, ∆ 0 ) is the return time of x to ∆ 0 under the map F . Thus the map F : M → M enjoys exponential decay of correlations. More precisely, for every pair of dynamically Hölder continuous functions f, g ∈ H γ and n ≥ 1,
where C > 0 is a uniform constant.
The above results can be extended to variables made at multiple times. Let f 0 , f 1 , . . . , f k ∈ H γ , and Furthermore, let g 0 , g 1 , . .., g k ∈ H γ , and
Then we can estimate the correlations between observablesf andg.
Theorem 11. There exists C > 0, such that for all n ≥ 0,
where θ is the same as in (6.6).
Hence we conclude that for β ∈ (2, ∞), the return map F : M → M has exponential mixing rates by the above Theorem, thus both condition (F1) and (F2) are verified. The following lemma was proved in [12] .
Lemma 12. For systems under assumptions (F1-F2), and for the billiard map F : M → M and any piecewise Hölder continuous functions f, g ∈ H(γ) on M, the correlations (1.2) decay as
for some constant C > 0. , except for the extra logarithmic factor. To improve the upper bound for the decay rates, one needs to analyze the statistical properties of the return time function. In [14] , the upper bound for decay rates of correlations was improved by dropping the logarithmic factor.
Proof of the main Theorems
A general strategy for estimating the correlation function C m (f, g, F, µ) for systems with weak hyperbolicity was developed in [12, 14] .
Note that Proposition 2 also leads to the the following fact about transitions between cells with different indices.
Proposition 13. There exist positive constants c 1 < c 2 , such that for any
Moreover, for any m ∈ [c 1 n
, the transition probability satisfies
Proof. Without loss of generality we only consider the singular curves near x D . In particular note that the curves in S 1 and S −1 are symmetric about r D in the vicinity of x D . Let W ⊂ M n be a short unstable curve that stretches completely in M n between two long sides. Then
On the other hand, note that by (5.3), the width of cell M n is of order ∼ n −1− β 2 (2β−1)(β−1) . We assume n 1 , n 2 are the two extreme indices, such that 
Although it follows from the above lemma that some points in M n are mapped to cells with higher indices, one can show that most of the points in M n indeed have images which belong to cells with much smaller indices. 
In addition, let
, then E(R • |M n )(x) = e n I Mn (x), for some e n > 0, with e n ≤ Cn 1−γ , where C > 0 is a constant and γ = Thus the conditional expectation of R • F on M n satisfies
. Note that for β = β 0 , the r-dimension of the cell M n is ∼ n
while for β = β 0 ,
and for β > β 0 ,
We take γ = )/100). Thus we have shown that E(R•F |M n ) = e n I Mn , with e n = O(n 1−γ ), and e n > 0.
For any small e > 0, we define D n (e) = ∪
This lemma also implies, essentially, that a typical trajectory stays away from those long corner series most of the time. But as β goes to ∞, more points in F M n tend to enter long corner series more frequently. Proof. For any e > 0 small, it follows from Lemma 14,
Below we choose e = 1 2β
, and denote
). Thus we can neglect points
. It remains to estimate the probability that points y ∈ M m will come up to M i , for i ≥ m 
where λ is the probability factor measure on A. For each unstable curve 
2β(β−1) . According to the growth lemma 9, there exists ϑ ∈ (0, 1), such that we have
2β(β−1) .
Moreover Lemma 14 implies that
for some uniform constant C > 0. Now we apply (7.2) to get for any l = 1, · · · , b ln m,
Thus we have
This also implies that for any large m, there exists E m ⊂ (R = m), with Now we are ready to prove Theorem 1. The tower in M can be easily and naturally extended to M, thus we get a the Young's tower with the same base ∆ 0 ⊂ M; and a.e. point x ∈ M again properly returns to ∆ 0 under F infinitely many times. Consider the return times to M under F for x ∈ M. According to Lemma 5,
For every m ≥ 1 and
where b > 0 is a constant to be chosen shortly. By (6.5), we know that . Applying the bound Lemma 5 to the interval I gives
(the extra factors of m must be included because the interval I may appear anywhere within the longer interval [1, m] , and the measure µ is invariant).
In terms of Young's tower ∆, we obtain
This completes the proof of the theorem 1.
General models with cusps
In this section, we extend the above results to more general billiard models with cusps at flat points. We mainly consider dispersing billiards with one cusp at a flat point. The first model is a Lorentz gas with finite horizon, see Figure ? ? Let T 2 be a unit torus, and B i , i = 1, · · · , l 0 be a finite number of convex scatterers in T 2 , for some l 0 > 2. We assume:
(1) There exists K min > 0, such that for any point p ∈ ∂B i , the curvature K(p) ≥ K min , for i = 3, · · · , l 0 . (2) B 1 and B 2 are tangent at a unique flat point P , and the cusp at P satisfies assumption (h1)-(h2). Moreover, we assume the tangent line of ∂B 1 is perpendicular to the scatter B 3 .
We define the billiard table as Q 2 = T 2 \ (∪ i B i ). Let F 2 be the billiard map on the collision space M 2 associated with Q 2 . We define the induced space M 2 as in (2.1), the return time function R 2 : M 2 → N, and the induced map
By taking K 0 large, we can check that {R 2 = n, n > K 0 } = {M n , n > K 0 } are essentially identical for both systems (F, M) and (F 2 , M 2 ). The only differences are those level sets with smaller indices, which play very minor roles in the study of decay rates of correlations. Thus one can obtain the same decay rates of correlations.
The second model is the dispersing billiard with corners and a cusp. Let Γ i , i = 1, · · · , l 0 be a finite number of convex curves, for some l 0 > 2. We assume:
(1) There exists K min > 0, such that for any point p ∈ Γ i , the curvature K(p) ≥ K min , for i = 3, · · · , l 0 . (2) Γ 1 and Γ 2 are tangent at a unique flat point P , and the cusp at P satisfies assumption (h1)-(h2). Moreover, we assume the tangent line of Γ 1 is perpendicular to the boundary Γ 3 .
We define the billiard table as Q 3 , such that ∂Q 3 = ∪ i Γ i . Let F 3 be the billiard map on the collision space M 3 associated with Q 3 . We define the induced space M 3 as in (2.1), the return time function R 3 : M 3 → N, and the induced map F 3 : M 3 → M 3 , such that for any x ∈ M 3 , F 3 x = F R 3 (x) 3
x. Again by taking K 0 large, we can check that {R 2 = n, n > K 0 } = {R 3 > K 0 } are indeed identical for both systems (F 2 , M 2 ) and (F 3 , M 3 ). The only differences are those level sets with smaller indices, which play very minor roles in the study of decay rates of correlations. Thus one can again obtain the same decay rates of correlations.
9 Appendix: Proof of Proposition 4.
Since the Euclidean norm and the p-norm are uniformly equivalent at the points x ∈ M N and F x, we can use the p-norm in our estimations. Assume W ⊂ M N is an unstable curve. Then the expansion factor in the p-metric along x ∈ W satisfies (9.1) Λ(x) = N n=0 1 + τ (x n )B(x n ) .
Let x n = F n x = (r n , ϕ n ), for n = 1, · · · , N, and K n = K(x n ), τ n = τ (x n ). Note that B(x n ) satisfies the recursive formula (9.2) B(x n ) = 2K n cos ϕ n + 1 τ n−1 + 1/B(x n−1 ) .
We denote λ n = τ n B(x n ), and use notation sin γ n = cos ϕ n , thus (9.3) λ n = 2τ n K(s n ) sin γ n + τ n τ n−1 · 1 1 + 1/λ n−1 , and Λ(x) = Π N n=0 (1 + λ n ). By Proposition 2 and (9.3), to estimate the minimal expansion factor Λ(x), we first will assume Proposition 16. For any x ∈ M N satisfying (9.4), we have (1) λ n ∼ 1/n, for 1 ≤ n ≤ N 1 ; (2) λ n ∼ 1/N ∼ 1/n, for N 1 < n < N 3 ; (3) λ n ∼ 1/(N − n), for N 3 < n < N.
Item (2) follows directly from Proposition 2(2). This also implies that the total expansion factor during the interval [N 1 , N 3 ] is of order O(1). Thus we can ignore it when calculation the expansion factors. We will prove two lemmas below corresponding to item (1) and item (3), respectively.
Using (3.32), we know that The leading term m 2 appears on both sides and cancels out. Keeping only the largest non-cancelling terms on both sides of (9.6) we obtain C 3 m ln m > C , which completes the proof of the lemma.
Next we consider the expansion factor for N 3 < n < N. , which completes the proof of the lemma.
After the last collision, the particle leaves the cusp and flies back to the boundary Γ 3 . According to (9.7), during the exit period, λ n ∼ (N − n + 1) −1 , and τ n ∼ α For points x ∈ M N , when γ 1 fails to satisfy (9.4), the expression between the first and second collision is |D 
