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In this thesis, a single-input-multiple-output (SIMO) wireless antenna network is 
investigated in terms of its performance. We analyze the system with regard to the 
number of receive-transmit antennas (Rx-Tx) and other network parameters such as 
noise, interferences, channel taps and gain factors. We derive the diversity signal-to-
interference-and-noise ratio (SINR) expression initially for each individual Rx and then 
for the whole system. Afterwards, four distributive adaptive beamforming techniques are 
proposed and described in detail. Each one uses a different gain selection combining (SC) 
rule, and we propose one of them as the most efficient, a technique that provides a 
satisfactory combined SINR (SINRC) with the least number of channel taps used. Then 
we use detection fundamentals and probability theory to derive an expression for the 
average probability of signal detection ( dP ) for a single Rx. Considering two of our 
parameters (the channel tap vector and the gain factor) as being random variables (RVs), 
we perform a double averaging procedure over the two RVs’ probability density 
functions to derive dP  formulas. Two cases are studied followed by their respective dP  
plots and comparisons. Finally, two modulation techniques are employed, and following 
the same averaging procedure, we derive bit error ratio (BER) formulas and plot various 
BER curves. This analysis provides quantitative results with regard to BER improvement 
techniques. 
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In this thesis, a single-input-multiple-output (SIMO) wireless antenna network is studied 
in terms of its performance. Τhis SIMO network is shown in Figure 1. We may consider 
one transmit antenna (Tx) in a base station (BS) and M receivers (Rxs), each with N 
antenna elements scattered around the Tx at arbitrary distances. The blue arrows 
represent the various sub-channel taps ( ijh  with1 , 1i M j N≤ ≤ ≤ ≤ ) from the Tx to each 
Rx’s end. Communication is established via the SIMO channel. We consider a SIMO 
channel in a multipath fading environment. At each Rx’s end, the transmitted information 
x  is weighted by the individual channel taps, and each Rx’s gain is denoted here as α . 
The added noise and interference vectors at each Rx are denoted with in  and iX , 
respectively. 
         
Figure 1. The SIMO antenna diversity scheme. After [1]. 
 xxiv 
Each Rx’s output is given by the vector-form expression  
                                          .i i i i i x αy h X + n= +                                                         (Ex.1)  
A matched filter (MF) is used for detection and signal processing. A probabilistic 
approach is used to derive the diversity signal-to-interference-and-noise ratio (SINR) 
expression initially for each individual Rx and then for the whole system. We consider 
noise and interference as being random and both are distributed as complex white 
Gaussian noise (CWGN). Furthermore, the noise variance 2Nσ  is assumed equal for all 
noise samples, and 2Iijσ  denotes every individual interference variance. The individual 
Rx’s SINR is   












x i M j Nα
σ σ=
  = ≤ ≤ ≤ ≤ 
+  
∑SINR .                    (Ex.2) 
For the combined case we find that the total SINR ( TSINR ) is 






= + + + + = ∑T SINR SINR SINR SINR SINR SINR              (Ex.3) 
We propose four distributive adaptive beamforming selection combining (SC) 
techniques that apply to our network to find an efficient technique to combine the 
multiple SINRs, which we call SINRC. We find that the best technique is the one for 
which the combiner initially arranges in descending order all of the M N⋅  distinct 
generalized combined gain factors (GCGFs), denoted as ( )22 2 2iji ij N Ihα σ σ+ , and then 
sequentially starts adding together the SINRs according to the maximal-ratio combining 
(MRC) rule until the SINR threshold requirement γ  is met in a combined sense. By 
doing so, we eventually achieve an efficient solution for our problem, a satisfactory 
SINRC together with the least number of channel taps used. 
 xxv 
The next objective is to derive the average probability of signal detection dP  in 
noise plus interferences for one of our M Rxs. For convenience, let us choose Rx1. Using 
detection fundamentals and probability theory [2], we obtain the dP  expression  









  = −  
    
SNR h
E E                           (Ex.4) 
with ( )•E  being the expected value operator, ( )Q • being the probability Q function, 
faP  being the probability of false alarm and λ  being a constant defined as 
2 21 I Nλ σ σ= + . 
We note that an important assumption is that all interference variances are assumed 
equal, i.e., 2Iσ . Equation (Ex.4) is not closed-form since it involves finding the expected 




h  and 
2
1α . We consider the latter two (being functions of 1h  and 
1α ) as RVs. To find dP , knowledge of the probability density functions (pdfs) of the two 
RVs and of their squared-norm RVs is required. Two different combinations regarding 
the pdfs are suggested. Double averaging is performed with respect to the assigned RVs’ 
pdfs to derive the dP  expression. This is is followed by plots of dP  versus (vs.) SNR1 
and case comparisons. Numerical integration is used to derive all plots. For the first 




h . The final dP  expression for this case is 
     ( ) ( )
( ) ( ) ( )
( )




1    12
0
2   c 1
 
c 121 1 1  











  − − −  
+ −
−−
= − + −
− ∫ ,       (Ex.5) 
with ( )erfc •  defined as the complementary error function, L being the Rx1 diversity 
order and c, z being constants. A sample plot using Equation (Ex.5) is presented in Figure 
2. In this figure, various dP  vs. SNR1 (dB) plots are presented as a function of increasing 
 xxvi 
even-numbered L for 0.001faP = , 
2 0.02Nσ =  and 
2 0.01Iσ = . Considering all dP  curves 
derived for this case, we reach conclusions that verify the theory presented in the existing 
literature. For example, to increase dP  we have to accept a worse faP  and that significant 
interference results in severe degradation in dP . 
             
Figure 2.  Case 1: Average probability of signal detection for even L (number of 
antennas) vs. SNR1 (dB). 
For the second iteration we assume a chi-squared distributed 
2
1
h but a uniformly 
distributed 1α . In this case the results have more subtleties compared to the first case 
due to 1α  being uniformly distributed. In general, a very narrow uniform 1α  
distribution provides better performance as compared to a very wide one. Given the same 




Iσ , L  and SNR1, the dP  corresponding to a very dense uniform 1α  distribution 
highly outperforms the dP  assuming a  Rayleigh distribution for 1α .  
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In the last part of this thesis we derive an approximate expression for the bit error 
ratio (BER), or the probability of bit error bP , considering various M-ary modulations. 
This derivation is based on a similar derivation performed in [3]. The general 
approximation is 
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 E h SNR                                  (Ex.6) 
with nN  being the average number of symbols, M  being the number of finite-energy 
signals used and β SNR  being the modulation-factor scaled SNR defined with respect to 
the minimum Euclidian distance mind and 
2
Nσ  as 
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SNR =                                              (Ex.7) 
The approximate bP  given by Equation (Ex.6) is not closed-form; thus, we have 
to perform the same double averaging procedure as with the dP  case. Now we assume 
2




be Nakagami-m distributed with every independent sub-channel having a normalized 
mean-squared value ( )2 1 1lh =E . After performing the double averaging and after 
modifying Equation (Ex.7) to account for the β SINR , we obtain 
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with m being the Nakagami-m shape parameter. Unfortunately, Equation (Ex.8) is still 
not closed-form. We now consider the use of two modulation techniques and numerically 
integrate Equation (Ex.8) to derive bP  for the SIMO case and various MIMO cases using 
different values for the variables (a, b, m or Eb/Io) for every plot. The ratio Eb/Io is defined 
as the bit energy-to-interference ratio. In this work we consider two M-ary demodulation 
techniques used widely in communications, namely 16-ary quadrature amplitude 
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modulation (16QAM) and quadrature phase-shift keying (QPSK). After modifying 
Equation (Ex.8) to account for each modulation’s parameters, we derive the BER plots 
via numerical integration. We present one example of such plots in Figure 3. In Figure 
3(a) the BER vs. Eb/No (dB) for a SIMO 1x2 scheme with Eb/Io = 0 dB, m = 1 and various 
ranges for a, b are presented. The BER plot is displayed in Figure 3(b) for Eb/Io = 6 dB. 
The BER curves are depicted in Figure 3(c) as a function of increasing number of Tx 
antennas for m = 1, Eb/Io = 6 dB, a = 0.5 and b =1.5. The SIMO 1x2 scheme is also 
shown. In Figure 3(d) the BER curves as a function of increasing number of Rx antennas 
for m = 1, Eb/Io = 6 dB, a = 0.5 and b =1.5 are depicted. The conclusions from the various 
plots for 16QAM and QPSK are the following: 
• The BER gets worse (higher) as the interference power is increased. 
• The more Rx antennas used, the better (smaller) the BER is. 
• Some Tx diversity is generally required since it boosts BER performance. 
A very large number of Tx, however, yields an insignificant increase in 
BER. 
• Denser 21α uniform distributions outperform wider ones for medium-to-
high SNR given that all other parameters are the same. 
• The higher the m-order, the better the BER performance becomes, given 
that all other parameters are the same. 
• The QPSK technique outperforms the 16QAM technique in terms of BER. 
To conclude, four SINR combining techniques for a multi-receiver system in 
interference-filled environment via adaptive beamforming are introduced. In addition we 
computed dP  when the channel taps and the receiver gains are considered random. 





Figure 3. Performance curves for 16QAM vs. Eb/No (dB) and m = 1: (a)  SIMO:1x2,   
Eb/Io = 0 dB, various a, b ranges; (b)  SIMO:1x2, Eb/Io = 6 dB, various a, b 
ranges; (c) SIMO:1x2 and various MIMO, Eb/Io =6 dB, a = 0.5 and b =1.5; 
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I. INTRODUCTION  
A. OVERVIEW 
The increasing dissemination of wireless technologies has triggered a growing 
demand on wireless networks supporting data applications to perform at higher 
throughputs and be very efficient in mitigating various kinds of interferences. 
Technological convergence is the merging of singular technological entities into new 
technologies that bring together a myriad of media into a single device that originally 
handled only one medium or accomplished one or two tasks. The most common example 
of technological convergence is cell phones, which were originally conceived as mobile 
telephones. Now they are complex devices that are able to perform many functions of 
telephones, desktop personal computers (PCs), music players and even digital video 
cameras, which are all packaged within pocket-sized devices. Wireless networks also 
evolved in tandem with the evolution of mobile phones. Wireless networks, either 
terrestrial or satellite, have evolved through more than three generations, as shown in 
Figure 1, starting with the analog or first generation (1G) networks deployed in the early 
1980s and moving on to the digital second generation (2G) networks deployed in the 
early 1990s. Operators started to deploy third generation (3G) networks in 2001-2003 and 
3.5G networks from around 2005. Networks still in the design phase include mostly 
fourth generation (4G) systems [1]. 
         
 
Figure 1.  Evolution of wireless mobile networks. From [1]. 
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To obtain an increasingly high transmission rate for next generation wireless 
communications, two major challenges have to be addressed: one is the demand for high 
network capacity, and the second is the mitigation of the various kinds of interferences as 
mentioned previously. Network capacities to support the growing number of users and 
the increased demand for higher data speed remain major restrictions in the wireless 
communications industry today and probably in the near future.  
With regard to the types of interferences, depending on the communication 
application and the technology employed, various kinds of interferences can arise at the 
receiver side. Intended interferences from an adversary, unintended interferences from a 
friendly network, inter-symbol interference (ISI), co-channel interference (CCI), inter-
cell interference (ICI), inter-carrier interference (ICI), multi-user interference (MUI), 
intra-path interference (IPI) and multiple-access interference (MAI) are various 
examples. Reference [2] provides useful insight into the generation of ISI in a multipath 
fading channel, [3] provides a detailed explanation of the various types of interferences 
encountered in wireless systems and how to reduce their effect and [4] introduces several 
interference cancellation techniques and applications. 
The aforementioned challenges, i.e., the increasing demand for network capacity 
and the effective mitigation of interferences, can be realized via the use of multiple 
antenna array schemes (antenna diversity) in conjunction with multi-user detection and 
array digital signal processing (beamforming techniques), which are typically used to 
mitigate or even eliminate interferences when a signal-of-interest (SOI) is detected in the 
presence of interferences and noise.  
Arrays play an important role in areas like (a) detection of the presence of 
signal sources, (b) estimation of temporal waveforms or spectral contents 
of signals, (c) estimation of directions-of-arrival (DOAs) or positions of 
multiple sources, (d) focusing on specific spatial locations for 
transmission. Traditionally, they are used in diverse fields such as radar, 
sonar, transmission systems, seismology, or medical diagnosis and 
treatment. [5]  
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Solutions for mitigating interferences comprise major objectives of modern 
communication networks research, particularly for wireless networks in densely 
populated urban environments.  
1. Adaptive Beamforming 
Beamforming technology is one of the solutions being implemented. Adaptive 
beamforming technology (smart antennas) in particular holds the potential of decreasing 
co-channel interference, increasing signal-to-noise ratio (SNR) and allowing introduction 
of frequency reuse within the confined radio frequency (RF) spectrum. The fundamental 
principle of an adaptive beamforming technology network is to continuously adjust the 
antenna array weights in a dynamic environment by creating beams that automatically 
track desired users. At the same time the beamforming network introduces nulls along the 
path of other non-desired users, which minimizes interferences.  
Adaptive beamforming methods are referred to as “smart” since they can react 
dynamically to variations in the RF environment. “Smart antennas” has emerged as a 
technology that facilitates the realization of diversity gains through beamforming to relay 
a feedback link between receiver and transmitter (reuse), and at the same time, it 
mitigates interferences. The dynamically changing RF environments are matched by the 
generation of multiple radiation patterns. In adaptive array systems, the antenna array is 
controlled via digital signal processing (DSP). This advanced DSP technology, when 
deployed along arrays of receivers or transmitters, gives antennas the ability to control 
the sensitivity or directionality of a specific radiation pattern. The process of 
beamforming as mentioned previously involves the multiplication of the received signal 
with a complex weighting vector w = [w1, … , wN] , with N being the total number of 
antennas comprising the array. By doing so, we adjust the phase and magnitude of the 
signal relative to each single antenna element. As a result, a beam is formed in the desired 
direction, thereby minimizing outputs from directions of possible interferers. This 
concept is demonstrated schematically in Figure 2, where the reception part of a smart 
antenna with N antenna elements employing beamforming is presented. The system 
contains the antenna elements and also a radio unit, a beamforming network, and a signal 
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processing unit comprising of two sub-parts: the direction-of-arrival (DOA) and the 
adaptive algorithm. The first one computes the DOA of all the signals by computing the 
time delays between the antenna elements, and the latter utilizes a function/algorithm to 
compute the appropriate weights (w1, w2, … , wN). After the individual weighting of each 
received copy of the signal, a summing process follows which results in an optimum 
beam pattern as an output.  
         
Figure 2.  Reception part of a smart antenna. After [6]. 
For the interested reader, among the vast existing literature regarding 
beamforming, [6]-[13] cover most aspects of this topic including definitions, basic 
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principles, beamforming classification, advantages and disadvantages, vulnerabilities, 
optimal beamforming techniques, examples and much more. 
2. Antenna Diversity and Contemporary Technologies 
Antenna diversity is the second solution for reducing interferences [2, Ch. 10, pp. 
595-608], [14]-[16, pp. 5-8]. Antenna diversity is very popular with cellular systems, 
wireless local area networks (LANs) and metropolitan area networks (MANs). It can be 
implemented as receive antenna diversity with one transmit antenna and multiple receive 
antennas (commonly referred to as single-input-multiple-output or SIMO), with multiple 
transmit antennas and a single receive antenna (referred to as multiple-input-single-output 
or MISO) or as a combination, constituting the multiple-input-multiple-output (MIMO) 
antenna diversity scheme. By combining both implementations to form a MIMO system, 
we obtain the full diversity benefit. The schematic in Figure 3 is a general pictorial 
representation of a MIMO wireless scheme. We can see that the transmitter relays 
multiple data streams to the multiple antenna elements with each of the streams/channels 
following different paths and reaching the antenna receiver as indicated by the lines. The 
channeling of data streams via different paths through various scatterers and reflectors 
eventually reaching the multiple-element receiver is referred to as the multipath effect. 
          
 
Figure 3.  Schematic of a MIMO wireless scheme. After [17]. 
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The input/output relation of a narrow band, single-user MIMO wireless link is given by 
the complex vector equation 
                                                 Y = Hx + n ,                                                    (1.1) 
where Y is the received vector-valued signal at the receiver, H  is the channel tap 
matrix, x  is the transmitted vector-valued signal and n  is the additive white Gaussian 
noise (AWGN) vector at a given instant in time [17].  
MIMO is a spatial (smart) antenna technology designed to offer efficient 
reduction in co-channel and multipath interferences. In addition, MIMO can attain spatial 
multiplexing by differentiating various spatial symbols from identical frequency. This 
unique capability allows the technology to achieve improved link reliability and spectral 
efficiency. The development of MIMO from a theoretical perspective was proposed by 
Foschini and Gans in [18] and resolved conventional single-input-single-output (SISO) 
systems challenges such as higher data speed and power consumption. Since the 
operational band for wireless communications is regulated, SISO system designers found 
it expensive to either increase transmission power or transmission bandwidth, which 
limited their capacity to meet the increasing user demands. MIMO technology 
demonstrated that, by using multiple transmit and receive antennas, the capacity could be 
increased without the need for increasing power or bandwidth. Since that time a vast 
number of research studies have been carried out on MIMO technology. Additionally, 
multiple receive-transmit antenna communication schemes are now a key component of 
practically every modern high-rate wireless standard, such as the contemporary and 
emerging 4G systems: IEEE 802.11n, 3GPP long term evolution (LTE) and WiMAX 
(worldwide interoperability for microwave access) [14, Ch. 4, p. 132]. These three 
technologies employ efficient modulation schemes designed to optimize the use of 
limited resources (bandwidth and power). The modulation scheme of choice to increase 
spectral efficiency is orthogonal frequency-division multiplexing (OFDM). For achieving 
robustness of communication link and data transmission speeds, MIMO techniques have 
incorporated OFDM leading to MIMO/OFDM systems [19]. MIMO is the technology 
seen as a complement to OFDM in supporting increased data rates to meet mobile 
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communications systems demand in the future according to [20]. The two concepts 
discussed in the previous paragraph along with some other concepts and techniques used 
can be summarized in Figure 4. 
         
 
Figure 4.  Schematic of various multiple-antenna techniques and the trade-offs with 
respect to their gains. After [21]. 
A block diagram of the various multiple-antenna techniques implemented in the 
MIMO technology concept is presented in Figure 4. Furthermore, the various tradeoffs 
associated with the desired gains or benefits are also demonstrated. 
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B. THESIS OBJECTIVE AND MOTIVATION 
The main objective of this thesis is to propose a technique for mitigating 
interferences using an adaptive beamforming approach in a wireless communication 
network architecture comprising of a single antenna transmitter and M separately located 
receivers, with each one having N multiple antenna elements. Later, the study expands to 
various MIMO combinations, especially when we examine system performance.  
It is important to note that there are several ways to implement this beamforming 
in practice. Beamforming can be accomplished physically by shaping and repositioning a 
transducer, electrically by using analog delay circuitry, or mathematically through DSP 
and algorithms [22], [23]. In terms of directivity, using the spatial filtering technique, 
beamforming can be used to block most of the external noise coming from directions 
other than the direction of interest to increase the signal-to-noise ratio (SNR) [24]. 
Beamforming networks may also be used to combine signals using various combining 
techniques from a set of non-directional antennas to simulate the behavior of a single, 
larger antenna with greater gain [25]. The last technique is the adaptive beamforming 
method we consider in this study. 
Considering a SIMO antenna network, our initial objective is to derive an 
expression for the maximum signal-to-interference-and-noise ratio (SINR) for each single 
receive antenna and eventually combine the antennas into a “virtual” large antenna. We 
then consider various combining techniques to optimize the system’s performance 
(increase SINR) and, therefore, reduce the effect of interferences. The next objective of 
this thesis is to compute the probability of signal detection or dP  considering various case 
studies, followed by the computation of the bit error probability for the case of several 
modulation techniques employed by our antenna network. The approach is mostly 
analytical but, after the formulas are derived, numerical analyses follow. Matlab is used 
to graphically display the performance for each case. To conclude, four SINR combining 
techniques for a multi-receiver system in interference-filled environment via adaptive 
beamforming are introduced. In addition we computed dP  when the channel taps and the 
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receiver gains are considered random. Moreover, we perform BER analysis when 
modulated signals are used in our study. 
C. LITERATURE REVIEW 
The vast spread of wireless technologies and the effective uses of adaptive 
beamforming techniques for interference mitigation or cancellation have triggered a great 
deal of research work in various fields over the last two decades. Studies in [26] and [27] 
are concerned with beamforming applications in cognitive radar technology and the high 
frequency (HF) radar, respectively. In [28] the authors present another beamforming 
technique for satellite telecommunication systems known as on-board satellite multiple 
beam antennas (MBA). A significant amount of research has been carried out in the 
wireless networks domain. A co-channel interference rejection technique for the 1996 
mobile phone system is explained in [29]. An interference avoidance eigen-algorithm is 
presented in [30], and an analysis on user selection schemes for maximizing throughput 
in multiuser MIMO systems using zero-forcing beamforming (ZFBF) is performed in 
[31]. An adaptive spatial interference cancellation (IC) method for multicellular wireless 
networks is proposed in [32]. Various works concerning the MIMO/OFDM technology 
merging are presented in [33]-[38]. Finally, a research study that motivated this work and 
which bears much similarity to the scope and objectives of this thesis is conducted in an 
unpublished paper by R. A. Romero and T. T. Ha [39].  
D. THESIS OUTLINE 
The thesis is organized as follows. In Chapter IΙ the topic is introduced with the 
presentation of the SIMO antenna network. Then, the necessary background concerning 
the matched filter is developed which is used to derive an expression for the maximum 
diversity SNR and SINR for each single receive antenna. We extend our research to 
derive similar expressions for the case of combining all receive antennas into one 
“virtual” large antenna. In Chapter IΙI we present various applicable generalized gain 
combining techniques involving generalized maximal-ratio combining (GMRC), 
generalized selection combining (GSC) or a combination of the two to increase the 
combined diversity SINR (SINRC) and, consequently, reduce interferences. In Chapter 
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IV we consider the diversity SINR expression to be a function of two independent 
random variables. After rigorous mathematical calculations, we compute and plot the 
average probability of signal detection dP  for a couple of test cases by considering 
different probability density function combinations. In Chapter V we consider the case 
where modulation-demodulation techniques are employed, where we apply the double 
averaging procedure to compute and plot the bit error ratio (BER), or probability of bit 
error bP , for several test cases. Matlab is used to perform numerical analyses. Finally, in 




II. WIRELESS NETWORK ARCHITECTURE DESCRIPTION 
AND DERIVATION OF SNR AND SINR 
At the outset of this chapter, an introduction to the communication network 
architecture is provided. Important parameters, such as noise, interferences, channel taps, 
antenna gains, number of transmit and receive antennas are discussed. 
A. INTRODUCING THE WIRELESS COMMUNICATION NETWORK 
ARCHITECTURE 
Presently, we consider a SIMO wireless network. We consider a single transmitter (Tx) 
and M receive antenna arrays (Rxs). All Rxs are linear, e.g., identical microstrip (patch) 
sub-elements, which are commonly used in communications. We are assuming that one 
out of M Rxs is made out of N collocated array elements, that each one of the Rxs has its 
own individual combined gain or weight iα  and that every Rx sub-element has its 
individual complex channel tap ijh , where index i refers to the i
th Rx and j to the jth array 
element of the designated Rx. A pictorial representation of this concept for Rx1 is 
presented in Figure 5, where every scaled received copy of the transmitted arbitrary 
signal x  is also depicted. We define i, j as integers with 1< i < M and 1< j < N, and as 
such we have a total of M N⋅  antenna elements. As mentioned before, assuming that x  
is transmitted, the scaled signal received from a Rx’s sub-element is .i ijh xα  
An important factor to take into account is the spacing between the array sub-
elements. As indicated in Figure 5, this spacing is designated as d; it is assumed fixed for 
all Rxs and is also large enough in terms of the free space wavelength 0λ to reduce the 
mutual coupling effect between closely-packed antenna elements. As a convention, we 
choose 00.5d λ>  so that minimal mutual coupling between elements is achieved [40]. 
Throughout this thesis, we adopt the lowercase or uppercase bold letter 
representation along with the wavy overbar to represent all vector forms. As far as 
matrices are concerned, capitalized notation is used. The symbols *, T, H are used as 
superscripts to denote the conjugate, the transpose and the Hermitian (conjugate and 
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transpose) of a vector or matrix, respectively. The •  notation represents the Euclidian 
norm or Euclidian distance of an argument. 
 
Figure 5.  Rx1 along with all its N elements and N scaled received copies of the 
transmitted signals. (Side view). 
The illustration in Figure 6 is a good example of a large-scale representation of 
the whole network architecture. We consider one transmit antenna (Tx) employed in the 
base station (BS) and M Rxs scattered around it at arbitrary distances. The blue arrows 
represent the various sub-channel taps from the Tx to each Rx’s end. Communication is 
established via the SIMO channel. Clearly, we have a SIMO channel in a multipath 
fading environment. At each Rx’s end, the transmitted information x  is weighted by the 
individual channel taps and each Rx’s α  value. The added noise vector at each Rx is 
denoted with in , and iX  denotes the various interferers also present at each Rx’s end. 
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Figure 6.  The SIMO antenna diversity scheme in this study. After [36]. 
For now we assume each α  to be constant. The value of each α  depends on a 
variety of factors such as the distance between the Tx and each Rx, Rx antenna gain, the 
Tx-Rx polarization, the size of the Rx side lobes, the angle of incidence of the transmitted 
wave, to name just a few. It should be stated that each one of the aforementioned factors 
contributes differently in affecting the α  value. Consequently, each Rx has a distinct α  
value. The received signal for the first array sub-element of Rx1 can be written as 
11 1 11 11 11   y h x X nα= + + , where X11 represents the added interference and 11n  is the 
additive noise for the first element of Rx1. Thus, for Rx1 the received N-array 
measurement is given by  
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In vector form this can be expressed as 
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If we were to combine all our Rxs into one large virtual antenna, then the 
combined overall signal is derived by stacking all the individually received signal vectors 
into one larger vector. For this representation we form the following matrix and column 
vectors: 
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The bold zero with the overbar stands for the zero matrix. The bold subscript T 
stands for “Total” and is used for the rest of this thesis to denote expressions after 
combining all Rxs together. We refer to the quantities in Equation (2.5) as the combined 
quantities. For instance, TA  is the total or combined gain matrix, and  TH is the total or 
combined complex channel tap vector. The elements inside matrix TA  are the diagonal 
matrices of each Rx’s α . In other words, 
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B. FUNDAMENTAL BACKGROUND FOR SNR AND SINR 
COMPUTATION 
In order to derive the SNR (diversity signal-to-noise ratio) and SINR (diversity 
signal-to-interference-plus-noise ratio), some background on random variables, statistics 
and matched filter processing is required.  
1. Random Variables and Their Statistics 
It is very common in signal processing and analysis to periodically sample a 
continuous random signal, which yields a random variable (RV) such as a decision 
sample at the Rx for the purpose of detection. Especially in communications, the received 
signal is always a random signal due to the fact that the transmitted signal undergoes 
channel distortion and because it is contaminated by noise and intended or unintended 
interferences. The Gaussian channel requires knowledge of the noise variance (noise 
power) and the signal power to establish a SNR at the Rx. The statistics of noise and 
interferences at the Rx are assumed known a priori, where ( )XE  is the expected value 
or mean value of  X and 2Xσ  is the variance of X [41]. The mean and variance are defined 
for continuous RVs as  
                                   ( ) ( )  XX X x f x dx
+∞
−∞
= = ∫E ,                                      (2.8) 
and 
                      ( ){ } ( )22 2 2( ) ,X Var X X X X Xσ = = − = −E E                        (2.9) 
respectively. 
The quantity Xσ  is called the standard deviation of X and is a measure of the 
dispersion or spread of a set of data from the RV’s mean value. The notation ( )Xf x  
represents the probability density function ( pdf ), or simply, the density function  of the 
RV. Some of the most commonly used pdfs in communications are the normal 
(Gaussian), Rayleigh, Rice, chi-squared ( 2 -densityχ ) and Nakagami-m. Some other 
important fundamental notions are the independence of two or more RVs and the 
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conditional expected value. Both of them are used later in some of our derivations. 
References [42] and [43] provide the interested reader with a solid understanding of the 
RVs, their statistics and the analytical expressions of various distributions. 
2. Matched Filter Signal Processing 
For detection purposes, filters are used at the Rxs and can affect the noise 
statistics. The matched filter (MF) is the most important signal processor for coherent 
signal detection. This means that the signal waveform must be known exactly; in other 
words, the MF requires the complete knowledge of the signal at the Rx, which includes 
amplitude, frequency, and phase [2, Ch. 7, pp. 306-313]. We should also note that the MF 
is a linear time-invariant (LTI) system; therefore, its output is a Gaussian RV with zero 
mean if its input is zero-mean Gaussian RV as well. The output of the MF is a decision 
variable. This decision test statistic fully represents the received signal. In other words, 
this decision variable represents sufficient statistics which are used to evaluate the signal 
detection performance of the MF. In order to assess performance, the most widely used 
metric is the SNR. The MF is designed to maximize the output SNR at the detection time. 
Among the vast existing literature, [2] and [43] are excellent references on MF and 
coherent signal detection, respectively. To conclude, the MF output from a statistical 
point of view requires only two statistical parameters to completely characterize it 
assuming a Gaussian signal. These are its mean value and its variance. In the next 
sections analytical computations of both are presented. 
C. COMPUTATION OF SNR AND SINR  
In this section, we derive the SNR and SINR for one Rx. We consider the MF as 
our detector in all Rxs. We calculate the expected value and the variance of the matched 
filtered received vector. We extend the results to the case of combining all M Rxs into 
one large virtual Rx.  
1. Computing the SNR  for Rx1 
For deriving the 1SNR  several other statistical parameters need to be computed 
first. 
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a. Matched Filter Output for Rx1 (with Noise Only) 
The received signal plus noise is given by Equation (2.2) but omitting the 
interference term. Hence, 1 1 1 1  xα= + y h n . The output of the MF is 
                      ( ) ( )H H H  H H H H1 1 1 1 1 1 1 1 1 1 1 1 1            ,z x x x x xα α α α α= + = +     h h n  h h  h n        (2.10) 
                                              
2 H H  H
1 1 1 1 1 1     .z x xα α= +  h  h   n                                   (2.11) 
 
b. Computing the Expected Value ( )1E z  
We assume that the noise is modeled as complex white Gaussian noise 
(CWGN) with zero mean; i.e., ( )1 = 0E n . Its covariance matrix is 2    N N Nσ ×=NR  I , with 
  N N×I  being the identity matrix of dimensions ×N N  and with each of the N different 
noise samples having the same variance 2Nσ . Since we assume noise to be white, the N 
noise samples are uncorrelated. Consequently, the correlation coefficients in the 
covariance matrix are zero (i.e., all the off-diagonal terms are zero). The noise vector pdf 
and covariance matrix are given by 
 
                   ( )21 ,   ,N N NIσ ×  0n                                        (2.12) 
            2 2 × 
  
1     0       0
0         
          
0         1












   
 
NR I                       (2.13) 
The notation used in Equation (2.12) stands for the noise vector being 
distributed as complex normal, being zero-mean and also signifies that all noise samples 




( ) ( ) ( ) ( )
( )
2 2H H H H H H
1 1 1 1 1 1 1 1 1 1 1
2 2
1 1 1 1
      
             ,
z x x x x
x x
α α α α
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= + = +
= =
   
 
 
E E h h n E h E h n
E h h
   (2.14) 
                                                   ( )
2
1 1 1  .z xα= E h                                                 (2.15) 
 
c. Computing the Variance Value ( )1Var z  
For the variance we have 
( ) ( ) ( ) ( )
( ) ( ) ( )
2 2H H H H H H
1 1 1 1 1 1 1 1 1 1 1
HH H H H H H H H H H
1 1 1 1 1 1 1 1 1 1 1 1
see Appendix A2 2 H H
1 1 1 1 1 1
      
            0       
             = =   
Var z Var x x Var x Var x
x x x x
x x
α α α α
α α α α
α α
= + = +
 = +   
  
   
 
   
   
 
 
h h n h h n
E h n h n = E n h h n





                                       ( )
2 2
1 1 1  .NVar z xα σ= h                                                   (2.17) 
d. Deriving the 1SNR Value  
By definition we have  
                    
( )( ) ( ) ( )
( )
4 22 2
1 1 1 1 1 1 1
24 24 4 2 2 2 2 2 2
1 1 1 1 1 1
   
            ,
N
N N
z Var z x x
x x x
α α σ





SNR E h h
h h h
          (2.18) 










SNR                                            (2.19) 
2. Computing the SINR for Rx1 
For deriving the 1SINR  several other statistical parameters need to be computed 
first. 
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a. Matched Filter Output for Rx1 
For the purposes of this thesis, we consider the interference vector also as 
CWGN with zero mean, i.e., ( )1 .= 0E X  We consider the general case (see Equation 2.7), 
where each sub-element has its own added interference term ijX . Therefore, each 
interference sample has its distinct variance 2
ijI
σ , and the interference vector’s 
covariance matrix IR  can be expressed as a  × N N  matrix as follows:  






1  × 
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  0
.
             




















IR                          (2.20) 
 
Later, we consider all of the interference samples as having the same 
variance value 2Iσ  so as to simplify results. In this case the covariance matrix is given by 
                                         2 2 × 
  
1     0       0
0         
.
          
0         1












   
 
IR  I                        (2.21) 
 
We also assume that the interference samples are uncorrelated. Thus, the 
correlation coefficients are zero. Then, 
                                                          ( )1 ,  .0  IX R                                         (2.22) 
 
The sum of the noise and interference vectors is given by 1 1 1′ = +  n n X . 
Thus, the received signal in vector form is 1 1 1 1 1 1 1 1 x xα α ′= + = +   y h X + n h n . The 
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combined noise covariance matrix R  having dimensions  × N N is the sum of the noise 
and interference covariance matrices and is given by  
                                                            .N IR = R + R                                                   (2.23) 
 
The output of the MF is ( ) ( )H 11 1 1 1  z xα−= y R h  with  1−R  being the 
inverse covariance matrix of the combined noise. Since both noise components are zero-
mean, the sum noise vector is zero-mean, i.e., ( )1′ = 0E n . The MF output is evaluated as 
         ( ) ( )
H 1 H H H 1 H 1
1 1 1 1 1 1 1 1 1 1 1 1 1
2 2 H  1 H  1
1 1 1 1 1 1 1
         ,
                         | | | |   .
z x x x x x
z x x




′ ′= + = +
′= +




h n R h h R h n R h
h R h n R h
        (2.24) 
 
b. Computing the Expected Value ( )1E z  
For ( )1zE  we have 
 
( ) ( ) ( ) ( )
( )
2 2 H  1  H  1 2 2  H  1  H  1
1  1  1 1 1 1 1  1  1 1 1 1  1
2 2 H  1
1 1 1 1
| | | |   | | | |   ,
 | | | | .
z x x x x
z x
α α α α
α
− − − −
−
′ ′= + = +
=
     
 
 
E E h R h n R h E h R h E n R h
                                                       E h  R  h
  (2.25) 
 
c. Computing the Variance Value ( )1Var z  
For ( )1Var z  we have 
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                                          H H H  11 1 1 1 1( )   .Var z x xα α
−=   h R h                                          (2.27) 
In deriving Equation (2.27), we made use of the properties H 1  − −=R R and
1 1
 × N N
− −=R I R . 
d. Deriving the 1SINR Value 
By definition we have  
          
( )( ) ( ) ( ) ( )
( ) ( )
22 2 2 H 1 H H H 1
1 1 1 1 1 1 1 1 1 1
2H H H 1 H H H 1 H H H 1
1 1 1 1 1 1 1 1 1 1 1 1
| | | |   
                  ,
z Var z x x x
x x x x x x
α α α





   
     
SINR E h R h h R h
h R h h R h h R h
(2.28) 
                          Therefore, 
                     ( ) ( )H 11 1 1 1 1    .x xα α−=  SINR h R h                               (2.29) 
Generalizing this result for any of the M Rxs, we have 
                                           ( ) ( )H 1    ,i i i i ix xα α−=  SINR h R h                                   (2.30) 
 
with 1< i <M. Starting from Equation (2.23) and taking into account Equations (2.13) and 
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Plugging the 1−R value into the SINRi expression of Equation (2.30), we 
obtain  
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h  and ( )H 1 2 N       i i i ih h h∗ ∗ ∗= h , we have the 
expression for iSINR  as 












x i M j Nα
σ σ=
  = ≤ ≤ ≤ ≤ 
+  
∑SINR .                 (2.33) 
Alternatively, 
                           1 2 3   + i i i i iNSINR SINR SINR SINR= + + + SINR .                  (2.34) 
 
3. Computation of the Combined SINR 
Expanding the individual Rx iSINR  derivation, we now derive a similar 
expression for the total
 
combined SINR  denoted as TSINR . For the antenna 
combining case, we have to incorporate all of the previous Rx’s attributes into single 
matrices. Recalling Equation (2.5), we have 
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(2.36) 
The dimension of the combined gain matrix is ( ) ( ) ( )dim M N M N= ⋅ × ⋅TA as 
denoted in Equation (2.36). Therefore, its Hermitian has the same dimensions since it is a 
square matrix and is written as  
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(2.37) 
Recalling again Equation (2.5) for the combined channel tap vector, we have 
T
1 2 3        M  TH =
   
h h h h , where [ ]T1 2 3     .i i i i iNh h h h= h  Expanding the above 
vector, we derive 
 24 
        [ ] ( )
T
11 12 1 21 22 2 1 2 1                        .N N M M MN M Nh h h h h h h h h × ⋅TH =    
    
(2.38)
 
The Hermitian of TH is then  




                *N N M M MN
M N
h h h h h h h h h∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
⋅
 =  TH    

 .                   (2.39) 
The dimensions of  TH , 
H
TH  are ( ) ( )dim × 1M N= ⋅TH  and ( ) ( )Hdim 1 M N= × ⋅TH , 
respectively. The matrix TR  is the combined covariance matrix, which is created by 
stacking together all iR  matrices to form TR . 
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Each one of the iR  matrices is = +i i iINR R R , with 1< i < M. In this expression,
i NR  denotes the noise covariance matrix of each i
th Rx, and  iIR denotes the interference 
covariance matrix of each ith Rx. We should also make clear, as previously stated, that 
each iR  differs from Rx to Rx (i.e., each Rx has its distinct combined noise variance 
matrix). The total covariance matrix TR  is a square matrix of dimensions
( ) ( )M N M N⋅ × ⋅ . The inverse is given by 
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(2.41) 
Similarly, as in Equation (2.30), we derive the TSINR expression to be 
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                                           ( ) ( )H 1=     x x−T T T T T TA H A H SINR R .                                   (2.42) 
Starting from Equation (2.42) and using the expressions in Equations (2.36) 
through (2.41), we derive an equivalent expression for  TSINR . A detailed analytical 
derivation with all the intermediate steps is presented in Appendix Β. The final result for 
 TSINR  is given by 
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Applying Equation (2.33) into Equation (2.43), we get 






= + + + + = ∑T SINR SINR SINR SINR SINR SINR              (2.44) 
 
The conclusion from this mathematical analysis is that we have verified the 
important and intuitively expected result that the total SINR  of all Rxs combined is, in 
fact, the summation of each Rx’s individual SINR. The next step of our research is to 
find a method for using Equations (2.33) and (2.43) to derive the best combining results, 
considering the trade-off between performance and complexity. For this purpose, several 
combining techniques are introduced and discussed in Chapter III. 
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III. GENERALIZED SELECTION COMBINING (GSC) 
TECHNIQUES 
A. TRADITIONAL COMBINING METHODS 
To begin with, we must explain how the combining process is implemented 
physically. This is accomplished generally via the use of a signal combining unit (SCU), 
or simply, a combiner, which is actually another DSP unit. This combiner is our adaptive 
beamformer, since its function in this application can be described as a distributive 
antenna adaptive beamforming which is explained later in this chapter. A schematic of 
the SCU employed for our purposes is presented in Figure 7. 
 
 
Figure 7.  The SCU for deriving SINRC. 
With reference to Figure 7, this combiner is a node which is assumed to be 
favorably located in relation to all of the dispersed Rxs, and its function is the reception 
of all M different Rx’s signals, sorting, selection and, finally, the combining using 
 28 
various combining criteria to improve the realized SINR or to improve some other 
performance metric. In our case the output of the combiner is the combined SINR 
(SINRC). An important assumption regarding the combiner is that it is considered 
distortionless due to its strategic location as mentioned before. For example, the combiner 
may be placed at high altitude in relation to the distributed receivers. Thus, an 
approximate line-of-sight (LOS) communication exists between the SCU and each 
individual Rx. The combiner utilizes some sort of combining rule. There exist numerous 
papers on this subject. We note that among the various conventional linear diversity 
combining techniques existing in the literature ([2, Ch.10, pp. 574-595] and [44] are 
examples), space diversity is the one considered for our purposes and, specifically, Rx 
diversity since we consider a SIMO network in this thesis. The traditional or conventional 
space diversity combining schemes are the following: switched, selection combining 
(SC), equal gain combining (EGC) and maximal-ratio combining [45]. Reference [2, 
Ch.10, pp. 578-586] presents a discussion of all these traditional diversity combining 
techniques for the simple case of a single Rx with multiple antenna sub-elements. It has 
been shown that MRC is an optimal combining technique in terms of the maximum 
output SINR, and this fact can be verified by the Cauchy-Schwarz inequality, a proof of 
which is demonstrated in [44, Appendix II]. Although MRC is the optimal technique, it is 
not as efficient as other sub-optimum techniques such as SC in terms of reducing the 
number of taps to be used for signal combining. Actually, in considering which method to 
implement there is always a trade-off between the Rx complexity and the final system 
performance [46]. For instance, SC is more efficient than MRC in the sense that it 
requires less DSP due to the fact that it selects only the strongest components prior to 
combining. Additionally, SC can be less expensive to implement compared to MRC. The 
EGC technique is another sub-optimum technique that weights all sub-channel taps 
equally. Consequently, EGC does not equal the performance of MRC, and furthermore, it 
offers no reduction in complexity due to the fact that, similar to MRC, EGC uses all the 
received signals for the combining [2, Ch.10, pp. 585-586]. Therefore, EGC is not a good 
option to implement and is rejected as a combining technique in the present study. 
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However, under certain conditions, EGC systems can outperform SC and can perform 
almost as well as MRC systems as stated in [44]. 
B. TRANSITIONING FROM MRC AND SC INTO GSC 
In Chapter II we have derived the SINR expression for each Rx and the SINR 
expression for the combination of all of them (SINRT). In fact, this is nothing more than a 
broader or more general form of MRC. We call it generalized maximal-ratio combining 
(GMRC) since, as with MRC, it is a process that weights every received copy with its 
corresponding α  value and sub-channel tap value and then adds them all up to obtain the 
SINR  and SINRT, respectively. Consequently, the SINRT defined in Equations (2.43) 
and (2.44) is the best (optimal) combining result we can get regarding system 
performance. In recent years a lot of research has been focused on generalized selection 
combining (GSC) techniques. According to [47] and [48] these are sophisticated 
combining techniques that trade optimality in performance against simplicity of 
implementation in an attempt to exploit the advantages of SC and MRC simultaneously. 
For example, [47] also speaks of a proposed GSC technique that chooses some of the best 
channel taps out of a total of N (on the basis of SINR) and then combines them according 
to the MRC criterion. In [49], an optimum Rx SC rule that minimizes error probability in 
interference-limited systems is presented. The next step in our research is implementing 
the Rx distributive adaptive beamforming by investigating various GSC techniques that 
meet some specifications set a priori and lead to an acceptable SINRC derivation for our 
communication network (i.e., a SINRC value that is sufficient for decoding and detecting 
the signal sent by the Tx). Consequently, we have to determine a priori a threshold 
SINRC value, denoted as γ , which should be ‘just sufficient enough’ for detection. 
Generally speaking, for most wireless communication networks, an SINR between the 
range of 10 to 20 dB suffices for decoding and detecting the signal. For example, we can 
set  = 14γ  dB, which is a reasonable choice. As a result, the combiner can select and add 
all necessary signals until the threshold of 14 dB is achieved or even surpassed. A 
question arising from this GSC technique is what rule the combiner follows in selecting 
the best channel taps. In other words, we have to deal with multiple Rxs, each one having 
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multiple elements. Furthermore, the problem now is not restricted only to one constraint 
since each Rx’s sub-channel has three factors that can affect the desired SINR result. 
These are the sub-channel taps ijh , the combined gain value of each Rx α  and the 
interference variance of each Rx sub-elements 2Iijσ . For the combining to be realized, we 
need to know all the aforementioned parameters. We are assuming all channel taps are 
known at our Rxs. This can be done via channel estimation methods. Another important 
assumption for the combining to be feasible is that all α values and all interference 
variances are known at our Rxs. One can easily come to the conclusion that, as in the 
simple SC case, the combiner simply picks only the signal (corresponding to the best 
channel tap) from each Rx and then adds them. However, taking into account the three 
factors mentioned above, we may have an Rx that has a large α  but has a very small 
mean channel tap vector value ih  compared to the total mean sub-channel tap value TH , 
or we may even have a Rx with large sub-channel taps but with very large interference 
variances. In this case it is more difficult for the combiner to decide which set of SINRs 
is best prior to the combining process. Since each Rx branch SINR is proportional to 
22
 | |i ijhα and inversely proportional to 
2
Ii j
σ , one can suggest that the SC technique to 
implement is the one that picks the largest ( )22 2 2iji ij N Ihα σ σ+  factor for each one of 
the M Rxs. We refer to this factor as the generalized combined gain factor (GCGF) and 
denote it simply as . . 
C G
i jF . All previous discussions and definitions assist us in 
introducing several applicable GSC techniques, all of which are explained in detail in the 
following section. 
C. SEVERAL SUGGESTED GSC TECHNIQUES FOR OUR CASE STUDY 
MRC may be the best combining technique in terms of maximizing SNR but is 
definitely not the most efficient technique as far as DSP implementation is concerned. It 
does require many resources, so this is the main reason to consider a few other sub-
optimum combining techniques that lie in the field of GSC which may provide 
satisfactory performance. For the purposes of this thesis, we propose four techniques. We 
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present two sub-options for two different GSC techniques. We can perform SC after 
having implemented MRC individually on each Rx, or we can begin with SC by simply 
selecting the best GCGFs and their corresponding SINRs and then implement MRC, not 
individually as before, but rather in a combined sense. The four suggested GSC 
techniques are presented and discussed in detail along with their analytical representation. 
1. Individual Antenna MRC Implementation Followed by SC 
a. Simplest Case without Threshold Use 
For the first sub-case, we consider obtaining all M Rx’s SINRs by 
implementing MRC individually for each one and then selecting the maximum SINR out 
of the M total SINRs. In this case, we end up using a single Rx’s SINR, but we do not 
make use of the predefined threshold γ . This means that even if we select the maximum 
SINR, it may still be too low for meeting the minimum SINR requirements for decoding 
the signal. On the one hand, this combining technique is the simplest one (with respect to 
complexity) since it uses a single Rx, but on the other hand, it does not utilize the 
threshold criterion. As a result there may be frequent fading/outages when the threshold 
specification is not met. An analytical representation of the aforementioned technique 
follows. Initially, MRC is implemented individually in deriving all M SINRs, where each 
SINR is given by  
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2 2 . .
2 2
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       (3.1) 
 
Afterwards, the maximum is selected. This maximum value is the CSINR  
used for detecting the received signal. The maximum is given by 
              ( )1 2 3max max , , , , .M≡ =C SINR SINR SINR SINR SINR SINR         (3.2) 
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b. Simplest Case with Threshold Use 
For the second sub-case, we initially implement MRC individually as 
before, derive each Rx’s SINR, then arrange all M derived SINRs in descending order 
and select the Rxs for which the sum of their SINRs meets the predefined threshold. This 
technique is better than the previous one since the threshold condition is usually met. The 
drawback here is that the combiner may have to combine a fair number of Rxs to meet 
the SINR threshold, hence, complicating the signal processing procedure. The 
methodology for the second case is described in the following. 
Implement MRC individually to derive all M SINRs as stated previously 
in Equation (3.2), then sort them in descending order as follows: 
          ( )arrange 2 31(largest) (smallest)  M= > > > >SINR SINR SINR SINR SINR ,    (3.3) 
where the indices 1 to M are used here arbitrarily just to represent the descending 
arrangement of the M SINRs. This is a convention we use to better represent the sorting 
operation. To make it clear, the second largest SINR, referred to as SINR2, does not 
correspond to the second Rx’s SINR but rather means the second largest SINR in the set. 
Accordingly, SINRM corresponds to the smallest. After the arrangement, the combiner 
implements SC according to the following algorithm: 
        ( ){ }2 31(largest) (smallest) Sum , ,  ,   ,  Sum .M γ= ≥C SINR SINR SINR SINR SINR    (3.4) 
Here the Sum( )• operation means successively adding the SINRs one 
after the other from the set of prearranged SINRs until the threshold requirement is met 
or surpassed. The expression in Equation (3.4) can also be referred to as a consecutive 
summing procedure conditioned on .γ  
2. Individual Antenna SC Followed by MRC Implemented in a 
Combined Sense  
a. Case without Threshold Use 
This sub-case is one for which no MRC is required for each individual Rx 
prior to combining. For this sub-technique what the combiner initially does is perform SC 
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per individual Rx by selecting the largest . . 
C G
i jF  from each one of the M Rxs and then 
uses all M of them by summing their corresponding SINRs to derive the SINRC. The 
latter combining can be seen as MRC implemented in a combined sense. Once again, in 
this case no threshold is met, which means that if the SINRC is still too low, we may not 
be able to decode the signal sent. Another drawback is that the combiner in this case 
always has to combine together a total of M GCGFs, thus increasing complexity. In the 
next paragraph the technique is described. 
First, select the maximum GCGF for each Rx as shown: 
                        ( ). . . . . . . . . .1 2 3 max max , , ,   ,C G C G C G C G C Gi i i iNi thF F F F F− =  .                  (3.5) 
 
After obtaining all M individual antennas’ . . max
C G
i thF − , the combiner simply 
takes the selected factors and adds their corresponding SINRs to derive the SINRC used 
for decoding the signal. Then, 









−= ∑CSINR                                                            (3.6) 
 
 
b. Case with Threshold Use 
For the last case, the combiner arranges in descending order all of the 
M N⋅  different antennas’ GCGFs and then sequentially starts adding together their 
corresponding SINRs according to the MRC rule until the SINR threshold requirement is 
met in a combined sense. In this sub-case the combiner may have to utilize more than one 
Rx to meet the desired γ . The only possibility of getting the desired result out of a single 
Rx (simplest case) is when a single Rx has by itself a great deal of satisfactory GCGFs 
compared to all the other Rx’s GCGFs. By gradually summing together their 
corresponding SINRs, the sum may eventually meet the threshold. For instance if the 
three largest of all ‘factors’ come from a single Rx, then after their arrangement in 
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descending order these three ‘factors’ are summed together. Given that their summation 
is equal to or greater than γ , we have eventually achieved an efficient solution for our 
problem: a satisfactory SINRC together with a small number of Rxs selected. This 
occasion, however, does not happen in general, and this case can be considered as a 
special one. From the aforementioned discussion, we can come to the conclusion that this 
last sub-technique is an optimal one in the sense that it uses the smallest number of 
GCGFs but not necessarily the smallest number of Rxs (though there still is a small 
possibility of this happening as a special case). Consequently, this sub-technique is the 
most efficient of all the four GSC techniques discussed so far since it usually meets the 
predefined threshold; it uses the least number of . . 
C G
i jF  factors, and compared to the (1b) 
sub-case discussed previously, it provides a better trade-off regarding the number of Rxs 
used for processing, hence requiring less DSP. Listing the factors, we have the following 
expression: 
    { }. . . . . . . . . . . . . . . . . . .11 12 13 1 21 22 2 1listing
 components
, , , , , , ,   ,   , ,   , .C G C G C G C G C G C G C G C G C G C GN N M MN
M N
F F F F F F F F F F
⋅
=    

 (3.7) 
Equation (3.7) represents the sequential listing of all . . 
C G
i jF factors starting 
from the first sub-element of the first Rx, and then the second, and the third up to the Nth 
sub-element. Then we continue doing the same for the second and the third up to the Mth 
Rx. Similarly, as in case (1b), we arrange all these M N⋅  ‘factors’ in descending order. 
For this purpose we drop the j index referring to each Rx’s sub-elements and simply 
order the modified list beginning with . .1(largest)
C GF  referring to the largest . .C GF , . .2
C GF




M NF ⋅ . Thus, the arrangement process can be described with  
                       { }. . . . . . . . . .arrange 2 31(largest) (smallest)
 components
, , , , .C G C G C G C G C GM N
M N




                         (3.8) 
After the arrangement is complete, the combiner starts combining the 
corresponding SINRs starting from the first (largest) and continuing with the second 
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(second largest), and so on, until once again the SINRC threshold is met. This is a 
consecutive summing process conditioned on γ , performed in a similar fashion as the 
(1b) sub-case. The expression that describes this operation is given by 
                      2 . .
1





x F n M Nγ
=
 
= = ≥ < ⋅ 
 
∑CSINR ,              (3.9) 
where n simply refers to the number of ‘factors’ added together to meet the threshold.     
To summarize this chapter, of the four aforementioned GSC techniques, 
the last one has the most efficient result according to our theoretical reasoning. Therefore, 
we consider it as the most advantageous selection combining technique for our 
communication scheme. In the following chapter, we initially derive a mathematical 
expression for the probability of signal detection, and then we provide detection curves 
for two different cases. 
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IV. DERIVING AND PLOTTING THE PROBABILITY OF 
SIGNAL DETECTION ( dP ) FOR ONE RX 
A. DERIVATION OF THE PROBABILITY OF SIGNAL DETECTION ( dP )  
In this chapter we derive the dP  expression in noise plus interferences for one of 
our M Rxs, e.g., Rx1. We assume that our goal is to maximize the dP  subject to a 
constraint on probability of false alarm faP , and therefore, we employ the Neyman-
Pearson criterion (NP) as in [43, p. 65, pp. 473-476]. Recalling Equation (2.2) and 
considering the combined noise case (noise plus interferences), we see that the received 
complex signal at Rx1 is 1 1 1 1  xα ′= + y h n . The detection problem in our case is to 
distinguish between the two hypotheses as follows:    
                                        
0 1 1
1 1 1 1 1
:  ,










                                        (4.1) 
with 0  being the noise plus interferences (null hypothesis) and 1  being the signal 
embedded in noise plus interferences hypothesis (alternative hypothesis). We also assume
 
( )21 ,  T N Nσ ×′ 0 n I with 2 2 2T N Iσ σ σ= +  . The pdfs for each hypothesis are: 
( ) H1 0 1 1  2 2







  y  y y , 
                      ( ) ( ) ( )H1 1 1 1 1 1 1 1  2  21 1; exp     N N
T T
x xf α α
π σ σ
 
= − − − 
 
 
  y  y h y h .           
(4.2)
 
To maximize dP  for a given faP , e.g., faP ζ= , we use the likelihood ratio test 
(LRT). According to this test, our detector decides hypothesis 1  if 
                                 
  



















                                             
(4.3) 
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where the function ( )1L y  is termed the likelihood ratio LR and γ ′  is the threshold value 
we set for our signal detection purposes, which according to [43, p. 65, pp. 473-476] is 
found from  
                         ( )
( ){ }
1 0 1
 1 1: 










y  y                                 (4.4) 
Similarly, the ln-likelihood ratio (LLR) of 1y  is defined as 



















                                       
 (4.5)
 
 Equation (4.5) reduces to 
             
( ) ( ) ( )
( ) ( ) ( ) ( )
( ){ } ( ) ( )
H H
1 1 1 1 1 1 1 1 12
H HH
1 1 1 1 1 1 1 1 1 12
H H
1 1 1 1 1 1 12 2
12
1ln      
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2 1             Re       

















 = − − − −  




    




y y h y h y  y
y h h y h h
h y h h




− h y h
      (4.6) 
where the term { }Re •  represents the real part of the argument. Since the second term on 
the right part of the equality is constant, the test statistic for the multiple copies of the 
transmitted signal received by Rx1 is  
                                               ( ) ( ){ }H1 1 1 1T Re   .xα γ ′′= > y h y                                        (4.7) 
Let ( )H1  1  1   xψ α=  h y . Then, ( ) { }1T Re ψ γ ′′= >y . Under both hypotheses the 
test statistic is Gaussian. We assume perfect knowledge of the channel tap vector (perfect 
channel estimation); i.e., we have made an estimate of 1h  using either direct estimation 
or the minimum mean-square error (MMSE) channel tap estimation criterion [2, Ch.10, 
 39 
pp. 542-543]. We also assume 1α  and x  known at the Rx1 side. Calculating the moments 
(means and variances for both hypotheses), we obtain 
                  ( ) ( ) ( )1 1H H0 1 1 1 1 1 1 ;      0.x xψ α α
= ′




   y n
E E h y  E h n                  (4.8) 
 
           
( ) ( ) ( ) ( )
( ) ( ) ( )
( )
 1 1 1 1H H
1 1 1 1 1 1 1 1 1
H H
1 1 1 1 1 1 1
H 22 2
1 1 1 1 1 1
 
 ;          
                      










   ′= = +      









       hy n
E E h y    E h h n
E h h h n
h h h

          (4.9) 
 
           
( ) ( )( ) ( )( )
( ) ( )( )
( )
1 1 2 2
 0 1 1 1 1 1 1
HH
1 1 1 1 1 1
2 2 H H 2
1 1 1 1 1
 
see Appendix A
 ;        
                       







= ′   ′= =      
 ′ ′=   










       y n
E h y    E h n
E n h h n
E n h h n
22 2
1 1 .xα h
             (4.10) 
 
  
( ) ( )( ) ( ) ( )( )
( )( ) ( ) ( )( )
1
1 1 1 1
22
 1 1 1 1 1 1 1 1 1 1
2
2
1 1 1 1 1 1 1 1
 
 ;        
                           
            
x
Var x x x
x x x
α




    = = −       
  
    ′= − =       












E h y E h y E h y
E h E h E y  E n h
( ) ( )( ) ( )
( )
H 2 2H H H




           = 





   ′ ′ ′ ′=    
= =
   
   

 
E n h h n E n h  h n
h
      (4.11) 
Consequently, 
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2 22 2 2 22
1 1 1 1 1
0,                                  under hypothesis 






















   (4.12) 
The real part of this variable reduces the density from complex normal to normal 
and also introduces a factor of 1 / 2  in the variance value. Therefore, 
            { }
2 22 2
1 1 0
22 22 2 2 2
1 1 1 1 1
0,                              under hypothesis 
2
Re


























     (4.13) 
A graphical representation of the two hypotheses detection problem discussed 
previously along with the probabilities dP  and faP  is presented in Figure 8. Notice here 
that the standard notation of conditional pdfs is used instead of the previous hypothesis 
notation. 
         
Figure 8.  The two hypotheses signal detection problem and all relevant probabilities. 
After [42, p. 92]. 
Utilizing Figure 8, we can easily determine both faP  and dP . Starting with faP , 
we have by definition 
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                           { }{ }0 2 22 2
1 1















                       (4.14) 
where Q(x) represents the Q function, defined by ( ) ( )
2-
21 2  
x
z
Q x e dzπ
+∞
= ∫ and 
{ }Pr •  defines the probability operator of the specified argument. Solving Equation 
(4.12) for the threshold γ ′′ , we obtain 






γ α−′′ = h                                (4.15) 
Similarly for dP , 
                     { }{ }
22 2
1 1
1 2 22 2
1 1
 





















               (4.16) 
 Substituting Equation (4.15) into Equation (4.16), we get    
                            
( )
2 2 22 2 2 21



























.                (4.17) 
 After the cancellations, Equation (4.17) becomes 



























                                (4.18) 
 After more manipulation Equation (4.18) reduces to 
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.                              (4.19) 
 Considering the fact that the total variance is 2 2 2T N Iσ σ σ= + , we get from Equation 
(4.19)     













 = − + 
 
h
.                               (4.20) 
 Since 2 2Nx σ  actually defines SNR1, Equation (4.20) can equivalently be 
written as 






















.                          (4.21) 
This is the signal dP  expression in noise and interferences as a function of 1h , 1α  
and SNR1. As stated previously, Equation (4.21) assumes that 
2
Tσ  is equal for all 
samples. This expression can be generalized to all Rx antennas. To give a pictorial 
representation of Equation (4.21), we consider a numerical example. Let Rx1 be a linear 
Rx consisting of ten antenna elements, and let all of the other variables be known. We 
assume 2 0.5Nσ = , 
2 0.3Iσ = , 1 1.4α =  and 1h  is randomly generated. For this iteration 
we also considered several values of faP . For these predefined values, we plotted dP  
versus an SNR1 range of 0 to 30 dB. The derived results are shown in Figure 9, from 
which we can easily verify the general rule that a larger faP  results in larger dP . 
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Figure 9.  Probability of signal detection vs. SNR1 (dB) for various faP . 
For the case where 1h  and 1α  are random, we have to average Equation (4.21) 
over the underlying probability density functions of the two RVs. By doing so we are 
finding the mean value of Equation (4.21). The average (or mean) probability of signal 
detection in noise and interferences, denoted as dP , is 
























E E .                        (4.22) 
We point out that the argument under the square root of Equation (4.20) is SINR 
scaled by two (i.e., 2SINR), albeit only given the assumption of 2Tσ  being equal for all 
samples. This can be easily proven. Recalling Equation (2.33) and considering the 
assumption for equal interference variances, we have for Rx1  
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    (4.23) 
Using Equation (4.23) in Equation (4.22), we get       
                                        ( )( )1 1= 2  .d faP Q Q P− − E SINR                                 (4.24) 
 Further manipulation of 1SINR  yields 
               
2
1 2
2 22 2 2





















    SNRh SNR h
SINR        (4.25) 
 Finally, considering 2 21 I Nλ σ σ= + , we derive the final form for 1SINR  to be 








SINR                                          (4.26) 
 Using Equation (4.26) in Equation (4.24), we get 









  = −  
    
SNR h
E E                   (4.27) 
Knowledge of the statistics of the fading channel (i.e., 1h ) and of 1α  allows us to 
compute the above expression. Equation (4.27) is the same as Equation (4.22), but we use 
Equation (4.27) as we proceed to the next section, where the dP  computation via a 
double averaging procedure is conducted for two cases. 
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B. COMPUTATION OF ΤHE AVERAGE PROBABILITY OF SIGNAL 
DETECTION dP  FOR ONE RX FOR A RAYLEIGH 1α DISTRIBUTION 
AND A CHI-SQUARED DISTRIBUTED
2
 1 h  
Starting from Equation (4.27), we consider the function for the probability of 
signal detection in noise given 21α and 
2
1
h to be 













h ,                              (4.28) 
with ( )1 fak Q P−=  being a constant and 1c = 2 λSNR . In the following subsections we 
make considerations regarding the statistics of the two RVs. 
a.       Variable 1α is a RV with complex normal distribution. Therefore, 1α is Rayleigh 
distributed, and 21α is exponentially distributed. Considering the large scale effect that 
1α  has on the received signal this assumption is extreme and certainly is not a favorable 
one but is rather worst case. For convenience we can normalize the mean value of 21α so 
that ( )21 1α =E . The pdf of 1α  is 




xxf x e σα σ σ
−= 0x ≥ ,                              (4.29) 
with σ  defined as the standard deviation of the distribution. We make a pdf 
transformation (normalization) to eliminate σ  in the pdf expression. We let 
2 2y x x yσ σ= ⇔ =  with x , 0y ≥ . Differentiating, we obtain  
















y ef x y








−= = =  , 0y ≥ .     (4.30) 
To conclude, the normalized version of the 1α  pdf using the x  variable is
( ) 2
1
2  xf x x eα




2  2, 1 2 xf x e σ
α
σ σ −= , 0x ≥ . Again, 
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we let 22y x σ=  with x , 0y ≥  and make a pdf  transformation in a similar fashion as 
before. We have 22 x yσ= . Differentiating, we obtain 21 2dy dx σ= and 


















−= = =  , 0y ≥ .                           (4.31) 





−= , 0x ≥ . Summarizing the results for 1α , we have: 
( ) 2
1
2  xf x x eα





−=      ,  0x ≥                                                   (4.33) 
 
b.        The norm 1h  is also a RV. Again, [ ]
T









= ∑h for 
the first Rx. Notice that we have dropped the N notation used previously in Chapter II, 
and we have now chosen to use the L  symbol to define antenna diversity, or the number 
of different paths. We now adopt this notation in this section due to its wide use in the 
literature. The 1h  RV is standard normally distributed, but unfortunately, there is no 
closed-form expression for the pdf of its norm 1h . The squared norm 
2
1
h  is also a RV, 
which is the sum of the squares of L  independent standard normally distributed RVs. 
Therefore, it follows the 2 -densityχ  pdf with 2L  degrees of freedom. This is due to the 
fact that we have a sum of 2L  squared Gaussian RVs. For convenience, we normalize the 
mean value of 
2
1
h as ( )21 1=E h . Regarding the pdf of 21h , the 2 -densityχ , we have by 
definition 
                                     ( )
















,                           (4.34) 
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where ( )LΓ  is the mathematical Gamma function defined as  
                                                              ( )  1
0
 L yL y e dy
+∞
− −Γ = ∫ .                                                (4.35) 
It is also useful to mention the relation between the Gamma function and the 
factorials: ( ) ( )1 !.L LΓ = − In order to eliminate the variance from this expression, we 
make another pdf transformation. We let 2 22  = 2z y y zσ σ= ⇔  with y , 0z ≥  and 
21 2dz dy σ= . Following this, we find 
          ( )
( ) ( )
( )
( )








2 1 ! 2 2
 = .1 2 1 !
2
L L z














       (4.36) 
 The previous expression reduces to 
                                             ( ) ( )21
11
1 !




  , 0z ≥ .                       (4.37) 
 In terms of the original variable y , the normalized version of the 2 -densityχ  is  
                                             ( ) ( )21
11
1 !




  , 0y ≥ .                     (4.38) 









 we have                         
                                ( ) ( )21
11
1 !




, 0y ≥ .                             (4.39) 
c.      The two RVs are independent. Therefore, 21α and 
2
1
h are independent, and 1α  
and 1h  are independent as well. 
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We next average the dP  expression given in Equation (4.28) with respect to the 
two RVs defined in the previous subsections, a and b, using Equations (4.32), (4.33) and 
(4.39). Through this double averaging procedure, we derive dP . Starting from Equation 
(4.28), we have 
                                        
22
1 1c .dP Q k α
  = −  
  
E h                                        (4.40) 
We expand Equation (4.40) to  


















E h .  (4.41) 
Given subsection c regarding the independence of the two RVs, we can write 
( ) ( ) ( )2 2 22
11 1 1




 and, consequently, Equation (4.41) can be 
written as 





cdP Q k f x f y dxdyαα






h .         (4.42) 
Considering x , y  as being a realization of 21α ,
2
1
h , respectively, and with the 
pdfs given in Equations (4.33) and (4.39), we obtain 
                             
( ) ( )
( )  1
0 0
1 c     
1 !
x y L
dP Q k x y e y dx dyL
+∞ +∞
− + − = − − ∫ ∫ .                          (4.43) 
Trying to solve the double integral of Equation (4.43) analytically using a 
straightforward method is attempted in Appendix C, but since there are two variables in 
this case ( x , y ), a closed-form expression proves to be elusive. The approximate 
Equation (C.3) derived in Appendix C is 
                
( )
( )
( ) ( ) ( )
( )2    1
2
0 0
   c  
21  




y eP e dx dy
L u k x y u k x y vπ
+∞ +∞ − +− − −
≅
 − − − + − + 
 
∫ ∫ ,         (4.44) 
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where u  and v  are constants, also defined in Appendix C. Unfortunately, the double 
integral with respect to x , y  remains, and the argument of the integral remains very 
complicated. We find that it is difficult to derive a closed-form analytical solution by 
implementing any conventional analytical methods. 
Proceeding with the calculation of dP , we attempted using some tabulated 
formulas regarding integrals with various combinations of error functions, powers and 
exponentials [50, 51]. For this methodology we calculate one integral at a time, 
integrating over the pdf of one RV conditioned on the other RV. Starting from Equation 
(4.40) and integrating over the pdf of 1α  conditioned on 1h , and consequently 
2
1
h , we 
obtain the conditional probability 




cdP Q k α




E h .                                 (4.45) 
Letting 
2
1cµ = h be a constant, considering x  as a realization of 1α  and 
recalling its corresponding pdf (Equation (4.32)), we obtain 








.                                 (4.46) 
Starting from Equation (4.46) and following the derivation presented in detail in 
Appendix D, we are able to derive two equivalent formulas for the final dP  using two 
different ‘substitution of variables’ methods. Repeating Equations (D.36) and (D.37) 
derived in Appendix D, we have  
      ( ) ( )
( ) ( ) ( )
( )




1    12
0
2   c 1
 
c 121 1 1  











  − − −  
+ −
−−
= − + −
− ∫  ,      (4.47) 
      ( ) ( )







  1 2 2
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c 121 2 1   

















= − + −
− ∫ ,        (4.48) 
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where z  is a constant also defined in Appendix D. Although both of the expressions are 
still not closed-form solutions, the double integral having limits from zero to infinity is 
reduced to the sum of a single integral having limits from zero to one and another term 
which is a constant. In other words, we can numerically integrate these integrals using a 
computer program like Matlab and find numerical results for both dP  formulas. As we 
can see, the two formulas look very similar, and we observe that neither one has any 
particular advantage over the other since in both cases we have the same degree of 
complexity. The results derived after numerically integrating the two different integrals in 
Equations (4.47) and (4.48) are exactly the same; thus the result for dP  is the same using 
either of the two equations. For the dP  plots, we vary the 1 SNR from 1 to 100 
corresponding to a range of 0 to 20 dB. We intuitively decided to distinguish between the 
odd and the even L  values; thus, they are plotted separately. For this thesis we consider 
three different cases for generating dP  plots.  
For case 1 we utilize the following values: 0.001faP = , 2 0.02Nσ =  and 2 0.01Iσ = . 
The dP  plots for this case are presented in Figures 10 and 11. The dP  vs. 1 SNR (dB) for 
even L  values is depicted in Figure 10. The dP  vs. 1 SNR (dB) for odd L  values given 
the same parameters as before is shown in Figure 11.  
For the second case, we consider different values for the necessary parameters 
and derive similar plots. For case 2 we utilize the following: 0.01faP = , 
2 0.2Nσ =  and 
2 0.1Iσ = . The dP  plots for this case are presented in Figures 12 and 13. The dP vs. 1 SNR
(dB) for even L  values is depicted in Figure 12. In Figure 13 the dP  vs. 1 SNR (dB) for 




Figure 10.  Case 1: Average probability of signal detection for even L (number of 
antennas) vs. SNR1 (dB). 
 
Figure 11.   Case 1: Average probability of signal detection for odd L (number of 
antennas) vs. SNR1 (dB). 
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Figure 12.  Case 2: Average probability of signal detection for even L (number of 
antennas) vs. SNR1 (dB). 
 
Figure 13.  Case 2: Average probability of signal detection for odd L (number of 
antennas) vs. SNR1 (dB). 
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As a last example (case 3), we utilize the same values for faP  and 
2
Nσ  as in 
case 2, but we now let 2Iσ  have a significantly larger value. For this third case we 
utilize 2 0.8Iσ = . The dP  plots for case three are presented in Figures 14 and 15. In 
Figure 14 the dP  vs. 1 SNR (dB) for even L  values is depicted. In Figure 15 dP vs.
1 SNR (dB) for odd L  values is shown. 
 
Figure 14.  Case 3: Average probability of signal detection for even L (number of 
antennas) vs. SNR1 (dB). 
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Figure 15.  Case 3: Average probability of signal detection for odd L (number of 
antennas) vs. SNR1 (dB). 
In order to make quantitative comparisons among the three different cases and 
draw conclusions about our performance metric ( dP ) behavior, we use Figures 10 
through 15 to generate Table 1. This table is populated with the dP  values taken for 
1 sSNR  instances of 6 dB, 10 dB, 14 dB and 18 dB for all plotted  L values (L=1-16). 
Case 1 is shown in blue, case 2 in orange, and light green is used for the third case.  
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Table 1.   Comparing probability of signal detection dP  for three different cases with a Rayleigh 1α distribution. 
 Probability of signal detection ( dP ) 
Case 1 
                 0.001faP• =  
  2 0.02Nσ• =  
 2 0.01Iσ• =  
 Case 2 
   0.01faP• =  
  2 0.2Nσ• =  
  2 0.1Iσ• =  
 Case 3 
                    0.01faP• =  
  2 0.2Nσ• =  
  2 0.8Iσ• =  
   S N R 1 
             (dB) 
       



























1 0.200 0.384 0.582 0.747 0.331 0.518 0.691 0.821 0.141 0.277 0.458 0.642 
2 0.373 0.603 0.786 0.898 0.525 0.722 0.858 0.935 0.255 0.457 0.667 0.824 
3 0.499 0.721 0.866 0.941 0.643 0.815 0.914 0.964 0.350 0.576 0.769 0.891 
4 0.589 0.789 0.904 0.959 0.718 0.863 0.940 0.975 0.428 0.656    0.826  0.922 
5 0.654 0.831 0.926 0.969 0.769 0.893 0.954 0.981 0.492 0.713 0.862 0.940 
6 0.703 0.860 0.940 0.975 0.804 0.912 0.962 0.985 0.544    0.754 0.886 0.951 
7 0.740 0.880 0.949 0.979 0.831 0.893 0.954 0.987 0.588 0.786 0.902 0.959 
8 0.769 0.896 0.956 0.982 0.851 0.935 0.973 0.989 0.624 0.810 0.915 0.964 
9 0.792 0.908 0.961 0.984 0.867 0.943 0.976 0.990 0.655 0.830 0.925 0.969 
10 0.812 0.917 0.965 0.986 0.880 0.949 0.979 0.991 0.681 0.846 0.933 0.972 
11 0.828 0.925 0.969 0.987 0.891 0.954 0.981 0.992 0.704 0.859 0.939 0.975 
12 0.841 0.931 0.972 0.988 0.914 0.964 0.984 0.993 0.723 0.870 0.944 0.977 
13 0.853 0.937 0.974 0.989 0.907 0.961 0.984 0.993 0.741 0.880 0.949 0.979 
14 0.863 0.941 0.976 0.990 0.914 0.964 0.985 0.994 0.756 0.888 0.952 0.980 
15 0.872 0.945 0.977 0.991 0.920 0.966 0.986 0.994 0.770 0.895 0.956 0.982 
16 0.879 0.949 0.979 0.992  0.925 0.968 0.987 0.995  0.782 0.902 0.958 0.983 
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Referring to the tabulated results of Table 1, we note the following regarding dP :  
• The general rule of thumb to increase dP  requires a larger faP . This is 
evident by comparing dP  results between case1 ( 0.001faP = ) and case 2    
( 0.01faP = ). For every L and SNR1 combination in Table 1, case 2 always 
has a larger dP  value as compared to case 1. 
• Given the same faP  and 
2
Nσ , dP  is inversely proportional to the 
interference variance 2Iσ . This means that significant interference 
variances result in severe degradation in system performance. This is 
evident by comparing results between case 2 ( 2 0.1Iσ = ) and case 3 (
2 0.8Iσ = ). For every L and SNR1 combination in Table 1, case 2 always 
has a better dP  compared to case 3. 
• The different noise and interference variance values chosen for the first 
two cases do not affect the result, since it is their ratio ( 2 2I Nσ σ ) that 
matters. The ratio is the same in both cases. 
In the next section, the same averaging procedure is presented, but now we 
consider 1α  to be uniformly distributed between some range and keep the same 
distribution for the channel tap matrix RV.  
C. COMPUTATION OF THE AVERAGE PROBABILITY OF SIGNAL 
DETECTION dP  FOR ONE RX FOR A UNIFORM 1α DISTRIBUTION 
AND A CHI-SQUARED DISTRIBUTED 2 1 h  
In the previous section, the assumptions regarding 1α and 
2
1α distributions are 
rather extreme. A more reasonable approach that better approximates reality and is in 
accordance with the large scale effect of 1α  is the assumption that 1α  is uniformly 
distributed. For this case we have the following considerations. 
a.   Assumptions about 1h  and 
2
1
h remain the same as before. Vector 1h  is standard 




h is a RV which is the sum of the squares of L  independent standard 
 57 
normally distributed RVs. Therefore, this RV is distrubuted as a 2- densityχ function 
with 2L degrees of freedom. The 
2
1
h distribution is given by Equation (4.39). 
b.    The RV of 1α  is uniformly distributed between some positive values a , b  having a 
unity mean value. The choice of a  and b  values is important because this determines the 
variation of the uniform distribution. A denser 1α  uniform distribution has a smaller 
variance compared to that of a wider one. For example, we arbitrarily choose 0.8a =  
and 1.2b = . For illustration we first derive dP  with these values and then derive the 
general expression. Thus, we calculate the following:  
                                 
( )


























                                   (4.49)  
A general visualization of the 1α  uniform distribution is depicted in Figure 16. 
           
Figure 16.  General 1α uniform distribution with unity mean.  
c.      The two RVs are independent. 
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We once again make use of the distributions in subsections a and b to derive dP
for Rx1. Starting from Equation (4.28), we perform the same double averaging 
procedure. Letting 
2
1cµ = h , we get for Equation (4.28)  







                                   (4.50) 
Conditioned on a fixed 
2
1
h  we perform the first averaging procedure over the 
1α  pdf. Considering the pdf given in Equation (4.49), we have 





2.5  dP Q k Q k y dyµ α µ = − = −  ∫
h
E .                  (4.51) 
The double averaging analysis of Equation (4.51) is presented in Appendix E. The 
dP  for 0.8a =  and 1.2b =  is found to be 
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        (4.52) 
Appendix E also provides a general formula for dP  for arbitrarily chosen limits    
( a , b ) for the case of the uniform distribution of Figure 2. The general dP  given from 
Equation (E.17) is repeated here for convenience. 
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We can use numerical integration in Matlab to generate plots of Equation (4.53) 
similarly as in the previous section (Rayleigh 1α  distribution). We ran two different 
iterations, namely case 4 and case 5. Bearing in mind that in this case all integration 
intervals are from zero to infinity, we used the largest possible number of interval 
samples in performing this numerical integration in Matlab. In the end, the resolution (dy) 
and the chosen maximum upper limit of y dictate the computing resources required to 
perform the numerical integration. We used dy = 0.001 and a range for y between zero 
and one hundred. This combination yielded satisfactory dP  results. If we make some 
other choice for these integration variables, dP  exhibits very little difference. In other 
words, increasing the upper limit over 100 does not change dP  significantly. It was 
decided the parameters faP , 
2
Nσ  and 
2
Iσ  for cases 4 and 5 would have the same values as 
case 1 from earlier. For case 4 the dP  plots are shown in Figures 17 and 18. There, the 
dP  for even and odd L and for a very wide uniform distribution, 0.1a =  and 1.9b = , is 
presented. For case 5 we obtained Figures 19 and 20. In these figures, the dP  for even 
and odd L for a much denser uniform distribution, 0.98a =  and 1.02b = ,  are shown. 
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Figure 17.  Case 4: Average probability of signal detection vs. SNR1 in dB for even L
(number of antennas), 0.1a =  and 1.9b = . 
 
Figure 18.  Case 4: Average probability of signal detection vs. SNR1 in dB for odd L
(number of antennas), 0.1a =  and 1.9b = . 
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Figure 19.  Case 5: Average probability of signal detection vs. SNR1 in dB for even L
(number of antennas), 0.98a = and 1.02b = . 
 
Figure 20.   Case 5: Average probability of signal detection vs. SNR1 in dB for odd L
(number of antennas), 0.98a =  and 1.02b = . 
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As in the previous section, we utilize Figures 17 through 20 to generate Table 2. 
This table also contains dP  for case 1 of the previous section (Rayleigh 1α  distribution). 
This allows direct performance comparisons between the two different kinds of 
distributions. In Table 2, case 1 is depicted with the same color as in the previous section, 
case 4 is presented in red, and case 5 in purple. 
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Table 2.   Comparing probability of signal detection dP  between case 1 (Rayleigh 1α distribution) and cases 4 and 5 
(uniform 1α distribution). 
 Probability of signal detection ( dP ) 
Case 1 
                0.001faP• =  
              2 0.02Nσ• =  
              2 0.01Iσ• =  
1 α• Rayleigh distributed 
 Case 4 
    0.001faP• =  
                 2 0.02Nσ• =  
                 2 0.01Iσ• =  
1 α• uniformly distributed 
 0.1a• = , 1.9b =  
 Case 5 
    0.001faP• =  
   2 0.02Nσ• =  
  2 0.01Iσ• =  
1 α• uniformly distributed 
 0.98a• = , 1.02b =  
   S N R 1 
             (dB) 
       



























1 0.200 0.384 0.582 0.747 0.255 0.442 0.619 0.756 0.232 0.500 0.741 0.884 
2 0.373 0.603 0.786 0.898 0.448 0.648 0.793 0.889 0.483 0.803 0.951 0.990 
3 0.499 0.721 0.866 0.941 0.569 0.743 0.857 0.930 0.683 0.933 0.992 0.999 
4 0.589 0.789 0.904 0.959 0.644 0.794 0.890 0.950 0.819 0.979 0.999 1 
5 0.654 0.831 0.926 0.969 0.695 0.827 0.910 0.962 0.902 0.994 0.999 1 
6 0.703 0.860 0.940 0.975 0.731 0.850 0.925 0.971 0.949 0.998 1 1 
7 0.740 0.880 0.949 0.979 0.758 0.867 0.935 0.977 0.974 0.999 1 1 
8 0.769 0.896 0.956 0.982 0.779 0.880 0.944 0.981 0.987 0.999 1 1 
9 0.792 0.908 0.961 0.984 0.796 0.891 0.950 0.985 0.994 1 1 1 
10 0.812 0.917 0.965 0.986 0.810 0.900 0.956 0.988 0.997 1 1 1 
11 0.828 0.925 0.969 0.987 0.823 0.908 0.961 0.990 0.998 1 1 1 
12 0.841 0.931 0.972 0.988 0.833 0.914 0.965 0.992 0.999 1 1 1 
13 0.853 0.937 0.974 0.989 0.842 0.920 0.968 0.993 0.999 1 1 1 
14 0.863 0.941 0.976 0.990 0.851 0.925 0.971 0.994 0.999 1 1 1 
15 0.872 0.945 0.977 0.991 0.858 0.930 0.974 0.995 1 1 1 1 
16 0.879 0.949 0.979 0.992  0.864 0.934 0.976 0.996  1 1 1 1 
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Referring to the tabulated results of Table 2 we come to the following conclusions 
regarding dP : 




Iσ , L  and SNR1 the choice of a very dense 
uniform 1α  distribution results in better performance than with the 
Rayleigh 1α distribution , especially for 2L ≥ . Case 5 dP  results are 
overall better than those of case 1. This statement does not hold true for 
the very wide uniform 1α distribution of case 4 (worst case). What we can 
tell by observing the yellow-labeled dP  values for case 4 in Table 2 is that 
a very wide uniform 1α  distribution provides slightly worse performance 
as compared to the Rayleigh 1α  distribution for the mid-range SNR1 of 10 
to 18 dB and for higher L  order. Simply stated, the Rayleigh 1α  
distribution performs better than the worst case of uniformly distributed 
1α  only for the mid-range SNR1 and for very high L  values. Therefore, 
this shows that a narrow 1α  uniform distribution provides better 
performance results than a Rayleigh 1α  distribution. 
• A very narrow uniform 1α  distribution provides better performance as 
compared to a very wide one. Case 5 has larger dP  as compared to case 4. 
The only exception to this rule is for L=1 and only for the small SNR1 
range of 0 to 6 dB. We verify this from the yellow-labeled value of 0.232 
in Table 2 being slightly smaller than the corresponding 0.255 value of the 
wider case. 
According to the first of the two aforementioned statements, we have shown that 
in general the Rayleigh 1α  distribution does not match the performance of a narrow 
uniform 1α  case. The second statement, however, is not yet fully verified since we have 
only considered two extreme cases. The question is whether we can generalize this result 
(i.e., denser distributions lead to better performance than wider distributions in general). 
To verify this statement more accurately, we superimposed the results for two different a,
b ranges in one figure for direct quantitative comparison. In Figure 21 a dP  comparison is 
presented between two extreme uniform distributions: a very wide one for a =0.02 and    
b =1.98 and a very dense one for a =0.98 and b =1.02. The antenna diversity considered 
is L =1-4. Observing this figure, we can see that for the same L  the denser distribution  
(a =0.98, b =1.02) starts with a smaller dP  as compared to the wider one (a =0.02, b 
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=1.98), but since it exhibits a steeper slope, it rapidly intersects the wider one for some 
small or mid-range SNR1. Then it gradually outperforms the wider one until eventually 
leveling off to some large value for some very high SNR1. What we can also tell by 
observing the marked intersection points of Figure 21 is that, as L  increases, the 
intersection point moves higher and to the left, i.e, the intersection takes place for a 
smaller SNR1 value but for a higher dP .  
 
Figure 21.  dP  comparison: dP  vs. SNR1(dB) for 0.02a = , 1.98b =  and dP  vs. 
SNR1(dB) for 0.98a = , 1.02b = .  
As a verification step, we plot dP  considering several uniform distribution ranges 
all having a unity mean. A dP  comparison is illustrated in Figures 22 and 23 for  
L =1 with the uniform distribution ranging from 0 to 2, 0.02 to 1.98, 0.25 to 1.75, 0.5 to 
1.5, 0.75 to 1.25 and 0.98 to 1.02. In this case it is much easier to make comparisons 
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Figure 22.  dP  comparison for several a , b  ranges with  SNR1  in dB scale. 
Referring to Figure 23, we see that as the distribution gets gradually denser, the 
corresponding dP  line plot gets gradually steeper, albeit only after approximately an 
SNR1 of 6 dB. Furthermore, we see that the previous conclusion regarding the general 
trend in dP  results of denser distributions vs. wider ones is the same. In other words, even 
if our intuition leads us to state that in general denser distributions provide better dP  
performance as compared to wider ones, numerical results show that this actually is valid 
only for medium to high SNR1. For lower SNR1 (0 to 7 dB) this does not occur.  
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Figure 23.  dP  comparison for several a , b  ranges with SNR1  in dB scale. (Zoomed in). 
As a practical comment, if we consider the tradeoff between system performance 
and system complexity (and, therefore, cost), we can come to the conclusion that if the 
iα  distribution is narrow enough, a superb choice for our network system is that all RXs 
are comprised of at least two antenna elements and not more than four; in other words, 
2 4L≤ ≤  is a very good choice. 
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V. BIT ERROR RATIO COMPUTATION FOR VARIOUS 
MODULATIONS 
A. BER EXPRESSION DERIVATION 
In this chapter we derive an approximate expression for the bit error ratio or 
probability of bit error bP , considering various M-ary modulations. This derivation is 
based on a similar derivation performed in [2, Ch.10, pp. 578-581]. We begin by 
considering our network architecture (Figure 6). We assume the use of MRC in all M 
Rxs. MRC also assumes perfect channel estimation. Let us consider the pre-combining 
samples of N copies of an arbitrary transmitted symbol is  at the output of the MF. 
Recalling from Chapter II, we have for the first Rx  
                    1 1 1 1 1  l l i l ly h s n Iα= + +  ,     1, 2,...,l N= .                            (5.1) 
In Equation (5.1) and from now on we use the symbol I  to represent the 
interferences as opposed to using the symbol X  in Chapter II. In vector form, for Rx1 we 
have 1 1 1 1 1isα= + +  y h n I , where
T
1 11 12 1[ , ,..., ]Ny y y=y , 
T
1 11 12 1[ , ,..., ]Nh h h=h ,
T
1 11 12 1[ , ,..., ]Nn n n=n , 
T
1 11 12 1[ , ,..., ]NI I I=I . The sufficient statistic for coherent 
demodulation, after normalization with 1 h  is still preserved and is given by 












 .                                                       (5.2) 
Therefore, the MRC decision variable is 
               
H H H H H
1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 
  i is sα α= + + ⇔ = + +
    
    
 
    
h h h h hX h n I X h n I
h h h h h
.   (5.3) 
As we can see from Equation (5.3), α  only applies to the transmitted symbol 
(information), and the Rx’s noise and interference are effectively the system noise and 
interference floor. We next consider the noise and interference variances. Similarly as 
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before, we assume the noise to be complex and normally distributed. Therefore, 
( )H1 1 1   h h n  is also zero-mean CWGN. In other words 
                                               ( )
H
21
1   
1 







 ,                                     (5.4) 
where each of the received noise samples has a variance of 22 Nσ . The output interference
( )H1 1 1  h h I  is also zero-mean CWGN if the total interference is considered Gaussian. 
Therefore, the interference samples are uncorrelated and have a common variance of 
22 Iσ . We can write 
                                                       ( )
H
21
1   
1 







 .                              (5.5) 
We consider the mapping i is → s  for a complex variable of a two-dimensional 
vector (i.e., having an in-phase and a quadrature component). For the next step in the 
derivation, we use the concepts of pair-wise error probability, conditional bit error 
probability and minimum Euclidian distance mind . For a review of these topics and their 
definitions, the reader can refer to [2, Chapter 7, pp. 349-350]. The conditional pair-wise 
error probability between two vectors, 1 1  iα  h s  and 1 1  jα  h s  is 

















h s h s                          (5.6) 
As we can see from Equation (5.6), only the noise variance is accounted for, and 
we have an expression dependent only on SNR. We later have to modify the expression 
to incorporate the interference and, consequently, come up with an expression dependent 
on SINR. The conditional bit error probability is given by the approximation 
                                           ( ) 1 1 minb 1 1
2
















h ,                                       (5.7) 
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where nN  is the average number of symbols at mind or the average number of nearest 
neighbors, and M  is the number of finite-energy signals used depending on the type of 
modulation employed. Then, bP  is 

















E h E .                         (5.8) 
According to [2, Ch.10, pp. 578-581], we can simplify Equation (5.8) by 
considering β  being a positive modulation constant and β SNR  being the modulation-
factor scaled SNR defined as  
                                                       
2







SNR =                                              (5.9) 
Therefore, substituting Equation (5.9) into Equation (5.8), we get 











  ≈   
  
 E h SNR                                   (5.10) 
From Equation (5.10) we see that bP  is a function of two RVs; therefore, we have 
to average twice to obtain the final bP  expression. This is one key difference of how this 
derivation differs from the derivation of [2, Ch.10, pp. 578-581] and other similar works, 
in which a final bP  is derived after averaging only once over the 
2
1 
h pdf. Similarly, as 
in Chapter IV we make initial assumptions regarding the two pdfs. For this research, we 
assume 21α to be uniformly distributed and 
2
1 
h to be Nakagami-m distributed with 
every independent sub-channel having a normalized mean-squared value ( )2 1 1lh =E . 
This combination of distributions represents the most general fading statistics and is also 
reasonable. The two pdfs are defined as follows: 






    , a y b< < ,                                     (5.11) 
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with a , b  being positive numbers having a unity mean value and 
                       ( ) ( )21 
1
mL




    , 0y > ,                       (5.12) 
where L  now is the total antenna diversity order defined as t rL L L=  with tL
corresponding to Tx diversity and rL  corresponding to Rx diversity. Parameter m is 
defined as the distribution’s shape parameter. Physically this parameter determines the 
severity of fading. In this work we consider m to be an integer. Parameter m may also 
take on non-integer values and thus complicate the final bP  expression as presented in [2, 
Ch.10, pp. 578-581]. For m=1 the distribution reduces into the Rayleigh distribution, 
while as m gets larger ( )m → ∞ , the distribution approaches that of a nonfading AWGN 
channel [52].  
For the first averaging we follow the same procedure as in [2, Appendix 10B]. 
This derivation follows directly from the work in [53]. In the latter the authors present a 




pdf given in Equation (5.12) conditioned on 21α . Similarly as in [2, Appendix 10B], we 
consider the following parameters: a b m= = , 21c 2β α= SNR and 
2
1c 2a mβ α= SNR . 
We note that a , b  here are formula parameters not to be confused with a, b of the 
uniform 1α  distribution. Consequently, we end up with an expression similar to Equation 
(10B.7) of [2, Appendix 10B]. The average bP  conditioned on 
2
1α  for our case is 
approximated as follows: 






2 11  .



















Starting from Equation (5.13), we perform the second averaging by integrating 
the bP result with respect to the uniform 
2
1α pdf given in Equation (5.11) to derive the 
final bP : 
  
( ) ( )
1
02
2 1 1   .






kN y mP dy










Therefore, the expression in Equation (5.14) has reduced the bP  approximation 
into a single integral expression dependent on m, L, a , b and β SNR . Further 
manipulation of Equation (5.14) simplifies the approximation as follows: 
( ) ( ) ( )
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    ≈ −    − − + +    














For our detection purposes we utilize the minimum Euclidean distance criterion. 
Every M-ary modulation provides a different mind value which makes the difference in 
quantifying performance. In Equation (5.9) we are given the expression for β SNR  as a 
function of mind and 
2
Nσ . This formula does not take into account the added 
interference; therefore, we have to adjust it so that interference is also included. This is 
another difference that differentiates this research from [2, Ch.10, pp. 578-581] and other 
previous works. We can easily derive β SINR  as follows: 
                                                       
2







SINR =                                          (5.16) 
where T N Iσ σ σ= + . For convenience, we represent the interference and noise variance in 
terms of their coresponding spectral density, i.e., 
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                                               2 0 ,
2N
N
σ =                                                          (5.17) 
                                               2 0
2I
Iσ = .                                                          (5.18) 
Given Equation (5.16), bP  transforms into 
        
( ) ( )
1
02 2
2 1    .






kN N y mP dy









     (5.19) 
No closed-form expression for the integral of Equation (5.19) exists; thus, it can 
only be computed numerically in the same fashion as in Chapter IV. We simplify 
Equation (5.19) a little more by letting p mβ= SNR  and substituting for the binomial 
coefficient. By definition  
                                                                      







.                                                             (5.20) 
Therefore, Equation (5.19) becomes 






2 !p 1   .






kN N yP dy




 ≈ −   − + +   
∑∫   (5.21) 
Further effort to simplify Equation (5.21) was attempted but without success. 
Consequently, Equation (5.21) is the final approximate bP  expression. 
We now consider bP  vs. SNR for some given modulation. In this work we 
consider two widely used M-ary demodulation techniques used in communications, 
namely 16-ary quadrature amplitude modulation (16QAM) and quadrature phase-shift 
keying (QPSK). Before proceeding we initially need to compute the expression for 
β SINR  for each demodulation technique employed. For this purpose, we define s  as 
the symbol diversity energy, Es  as the symbol energy and bE as the bit energy. We also 
consider both Rx and Tx diversity (i.e., rL , tL  and t rL L L= ). This helps us expand the 
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derived performance results beyond our original SIMO scheme and enables us to quantify 
and compare the performance of various MIMO schemes.  
B. BER RESULTS AND PLOTS 
1. 16QAM Case 
For 16QAM we have 3nN = , 16M =  and 2log 4M = . It also holds that 
min 6 15sd =   with s  defined as b 2E E logs s t tL M L= = . Substituting Equations 
(5.17) and (5.18) into Equation (5.16), we get  
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SINR =        (5.22) 
Further manipulation of Equation (5.22) yields 
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SINR                                 (5.24) 
Using the approximate bP  expression of Equation (5.21) and the β SINR  for the 
16QAM case, we generate BER vs. Eb/No (dB) plots. In Figure 24 several performance 
curves for a SIMO 1x2 scheme for m = 1 and for a = 0.5 and b = 1.5 are depicted. We 
note that the choice of m = 1 actually represents Rayleigh fading. In Figure 24 a BER 
comparison for various Eb/Io (dB) ratios is depicted. Commenting on Figure 24, we note 
that the BER gets worse as the interference power is increased. For instance, the BER for 
Eb/Io = 0 dB is so degraded that it nearly flattens for Eb/No >10 dB. 
 75 
 
Figure 24.  Performance curves for 16QAM vs. Eb/No (dB) for SIMO 1x2 with m =1 
for various Eb/Io (dB).  
In Figure 25(a) the BER vs. Eb/No (dB) for a SIMO 1x2 scheme with Eb/Io = 0 dB, 
m = 1 and various a, b ranges is presented. The BER plot is displayed in Figure 25(b) for 
Eb/Io = 6 dB. The BER curves are depicted in Figure 25(c) as a function of increasing 
number of Tx antennas for m = 1, Eb/Io = 6 dB, a = 0.5 and b =1.5. The SIMO 1x2 
scheme is also included. Here we consider rL = 2 for all MIMO combinations since it is 
known that diversity in the Rx generally improves the BER. In Figure 25(d) the BER 
curves as a function of increasing number of Rx antennas for m = 1, Eb/Io = 6 dB, a = 0.5 
and b =1.5 are depicted. Similarly as before, tL = 2 is considered for all MIMO 
combinations. The MISO 2x1 and MIMO 4x4 plots are also incorporated to provide more 




Figure 25.   Performance curves for 16QAM vs. Eb/No (dB) and m = 1: (a)  SIMO 1x2, 
Eb/Io = 0 dB, various a, b ranges; (b)  SIMO 1x2, Eb/Io = 6 dB, various a, b 
ranges; (c)  SIMO 1x2 and various MIMO, Eb/Io =6 dB, a = 0.5 and b =1.5; 
(d)  MISO 2x1 and various MIMO, Eb/Io = 6 dB, a =0.5 and b =1.5. 
Commenting on these BER outcomes, we see that denser 21α uniform 
distributions outperform wider ones given that all other parameters are the same. We 
conclude that a certain amount of Tx diversity boosts performance, but after a certain tL  
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value we do not get significant BER improvement. For instance, the MIMO 5x2 and 
MIMO 6x2 schemes differ slightly and mostly for Eb/No >10 dB. This is the reason for 
considering tL = 2 in generating Figure 25(d). Accounting for the trade-off between BER 
performance and number of Tx antennas, we see that tL = 2 is clearly a good choice. 
Regarding Rx diversity, we conclude that the more Rx antennas we use, the better the 
BER is. Comparing MIMO 2x5 vs. MIMO 4x4, we see that for Eb/No  > 12 dB the latter 
gives better BER results, but for Eb/No < 12 dB, the MIMO 2x5 slightly outperforms 
MIMO 4x4. We also note that the formula used for the BER is an approximation. This 
result is a small drawback of this formula, where only a true Monte Carlo simulation can 
show how close this approximation is to the true BER.  
We now consider the BER curves for m = 2. According to [54], for m > 1 the 
fluctuations of the signal strength are reduced as compared to Rayleigh fading (m = 1). 
Therefore, we expect to produce slightly better BER results. In Figure 26(a) the BER vs. 
Eb/No (dB) for a SIMO 1x2 scheme with Eb/Io = 0 dB, m = 2 and various a, b ranges is 
presented. The BER plot is displayed in Figure 26(b) for Eb/Io = 6 dB. In Figures 26(c) 
and 26(d), the BER curves for the same Tx-Rx diversity combinations are shown as in 
Figures 25(c) and 25(d) but now m = 2. We draw the same conclusions as in the previous 
case. 
As a last case for 16QAM, we examine the BER behavior as a function of 
increasing m factor for a given Tx-Rx combination for two Eb/Io (dB) and a and b values. 
The BER is shown in Figure 27. In Figure 27(a) the BER for a SIMO 1x2 scheme given 
Eb/Io = 0 dB, a = 0, and b = 2 are presented. The BER for Eb/Io = 6 dB is presented in 
Figure 27(b). In Figures 27(c) and 27(d), the BER curves are depicted for a much denser 
2
1α uniform distribution, a = 0.99, b = 1.01. In all of the BER plots, m takes on the 
values 2, 4, 6, 10, 20, 40. Clearly, the higher the m-order, the better the BER is. We also 
note that, as expected, a larger Eb/Io (dB) generally improves BER. The BER for Eb/Io = 0 
dB are almost flat for the entire range of Eb/No (dB). We notice that this is common 
behavior no matter how wide or dense our 21α uniform distribution is; although, the 
denser one provides slightly improved BER. This statement is easily verified by 
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comparing Figures 27(b) and 27(d). For Eb/No >10 dB most of the BER curves for the 
denser 21α distribution are around 10
-2 or even lower, whereas the wider-distribution 
BER curves are larger than 10-2. 
 
Figure 26.   Performance curves for 16QAM vs. Eb/No (dB) and m = 2: (a)  SIMO 1x2, 
Eb/Io = 0 dB, various a, b  ranges; (b)  SIMO 1x2, Eb/Io = 6 dB, various a, b 
ranges; (c)  SIMO 1x2 and various MIMO, Eb/Io =6 dB, a = 0.5 and b = 1.5; 
(d)  MISO 2x1 and various MIMO, Eb/Io = 6 dB, a =0.5 and b =1.5. 
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Figure 27.   Performance curves for 16QAM vs. Eb/No (dB) for various m: (a) SIMO 1x2,  
Eb/Io = 0 dB, a = 0, b = 2;  (b)  SIMO 1x2, Eb/Io = 6 dB, a = 0, b = 2;           
(c)  SIMO 1x2, Eb/Io = 0 dB,  a = 0.99, b = 1.01;  (d)  SIMO 1x2, Eb/Io= 6 dB, 
a = 0.99, b = 1.01. 
In the next section we consider the widely used QPSK demodulation. We perform 
the same analysis as we did for the 16QAM case and produce corresponding BER plots. 
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2. QPSK Case 
For QPSK we have 2nN = , 4M =  and 2log 2M = . It also holds that 
( )min 2 sin  2 s sd Mπ= =   with b 2E E logs s t tL M L= = , and therefore, b2 Es tL= . 
Then, Equation (5.16) becomes 
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SINR =    (5.25) 
Further manipulation of Equation (5.25) yields 
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SINR                                      (5.27) 
Using the approximate bP  expression in Equation (5.21) and the β SINR  for the 
QPSK case, we are able to generate BER vs. Eb/No (dB) plots via numerical integration as 
we did for 16QAM. Several BER curves for a SIMO 1x2 scheme for m = 1 and for          
a = 0.5 and b = 1.5 are illustrated in Figure 28. In Figure 28, a BER comparison for 
various Eb/Io (dB) ratios is depicted. As expected, the BER gets worse as the interference 
power is increased. 
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Figure 28.  Performance curves for QPSK vs. Eb/No (dB) for SIMO 1x2 with m = 1,  
a = 0.5 and b = 1.5 for various Eb/Io (dB). 
The BER vs. Eb/No (dB) for a SIMO 1x2 scheme with Eb/Io = 0 dB, m = 1 and 
various a, b ranges is presented in Figure 29(a). In Figure 29(b) the BER plot is shown 
for Eb/Io = 6 dB. In Figure 29(c) the BER curves are depicted as a function of the 
increasing number of Tx antennas for m = 1, Eb/Io = 6 dB, a = 0.5 and b =1.5. In Figure 
29(d) the BER curves are depicted as a function of the increasing number of Rx antennas 
for m = 1, Eb/Io = 6 dB, a = 0.5 and b =1.5. Similarly as before, 2tL =  is considered for 
all MIMO combinations. We reach the same conclusions as we did for the 16QAM case 
and we once again point out the drawback that the BER formula is an approximation.  
 










































Figure 29.    Performance curves for QPSK vs. Eb/No (dB) and m = 1: (a)  SIMO 1x2, 
Eb/Io = 0 dB, various a, b  ranges; (b)  SIMO 1x2, Eb/Io = 6 dB, various a, b 
ranges; (c)  SIMO 1x2 and various MIMO,  Eb/Io =6 dB, a = 0.5 and b =1.5; 
(d) MISO 2x1 and various MIMO, Eb/Io = 6 dB, a =0.5 and b =1.5. 
We now consider m = 2. In Figure 30(a) the BER vs. Eb/No (dB) for a SIMO 1x2 
scheme with Eb/Io = 0 dB, m = 2 and various a, b ranges is presented. The BER plot for 
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Eb/Io = 6 dB is presented in Figure 30(b). In Figures 30(c) and 30(d) the BER curves for 
the same Tx-Rx diversity combinations are depicted as in Figures 29(c) and 29(d) but 
with m = 2.  
 
Figure 30.    Performance curves for QPSK vs. Eb/No (dB) and m = 2: (a)  SIMO 1x2, 
Eb/Io = 0 dB, various a, b  ranges; (b)  SIMO 1x2, Eb/Io = 6 dB, various a, b 
ranges; (c)  SIMO 1x2 and various MIMO, Eb/Io =6 dB, a = 0.5 and b = 1.5; 
(d)  MISO 2x1 and various MIMO, Eb/Io = 6 dB, a =0.5 and b =1.5. 
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With regard to the third case, we reach the same conclusions as we did in the 
previous case. A point of interest is that some discontinuities were observed in some of 
the BER curves in Figures 30(b), 30(c) and 30(d). Specifically, this happens for the BER 
curves for a = 0 and b = 2, for the MIMO 3x2 and for the MIMO 2x3 BER curves 
depicted in the aforementioned figures, respectively. The discontinuities may happen due 
to the approximations used in deriving Equations (5.13) through (5.21). A more 
reasonable explanation may be that this happens due to the method used for performing 
the numerical integration. The library pre-installed ‘QUAD’ function was used for 
deriving all figures of this chapter instead of using a user-defined function. Therefore, we 
are at the mercy of the limitations imposed by that library function.  
As a last case for QPSK, we examine the BER behavior as a function of 
increasing m factor for a given Tx-Rx combination for a fixed Eb/Io (dB) and different a 
and b. The BER results for this last iteration are presented in Figure 31. In Figure 31(a) 
the BER curves for a SIMO 1x2 scheme given Eb/Io = 0 dB, a = 0, and b = 2 are shown. 
The BER curves for Eb/Io = 6 dB are shown in Figure 31(b). In Figures 31(c) and 31(d) 
the BER curves are derived but for a much denser 21α uniform distribution where  
a = 0.99 and b = 1.01. In all of the plots the BER is plotted for increasing m, just as in the 
16QAM case. We reach the same conclusions as we did with the 16QAM case. It is 




Figure 31.   Performance curves for QPSK vs. Eb/No (dB) for various m:  (a)  SIMO 1x2, 
Eb/Io = 0 dB, a = 0, b = 2;  (b)   SIMO 1x2, Eb/Io = 6 dB, a = 0, b = 2;  
(c)  SIMO 1x2, Eb/Io = 0 dB, a = 0.99, b = 1.01;  (d)  SIMO 1x2, Eb/Io= 6 dB, 
a = 0.99, b = 1.01. 
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VI. CONCLUSIONS AND RECOMMENDATIONS 
In this thesis a SIMO antenna diversity network was introduced. Using the MF, 
statistics and matrix algebra theory, we derived the SINR expression for each individual 
Rx and then for the system as a whole. In the latter parts of this thesis, the SINR is the 
metric the combiner utilizes to perform four proposed adaptive beamforming SC 
techniques to derive the combined SINR (SINRC). The SINR is also the metric used to 
derive expressions to measure system performance, which is either signal detection dP  or 
BER when considering some modulation-demodulation techniques. 
A. CONCLUSIONS 
After explaining in detail the four proposed adaptive beamforming SC techniques, 
we come to the conclusion that the technique yielding the minimum number of taps while 
meeting an SINR threshold requirement is the one for which the combiner arranges in 
descending order all of the M N⋅  different antennas’ GCGFs and then sequentially adds 
together their corresponding SINRs according to the MRC rule until the SINR threshold 
requirement is met in a combined sense. By doing so, we eventually achieve an efficient 
solution for our problem, a satisfactory SINRC together with the least number of channel 
taps selected.   
Following the SC techniques, we use detection fundamendals and probability to 
derive the dP  expression for Rx1 (the result accounts for every Rx). This expression is 
not closed-form since it involves finding the expected value or average of the 
performance metric with respect to two of the SIMO network parameters, namely 2ih  
and 2iα . We consider these ( ih  and iα ) as being RVs. Hence, knowledge of the pdfs of 
the two RVs and of their squared norm RVs as well is required. Two different 
combinations of pdfs are suggested in this thesis, for which a double averaging is 
performed to derive the dP , followed by quantitative dP  vs. SNR1 plots and case 
comparisons. Numerical integration is used to derive all plots. First, we calculate and plot 
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. Next, we assume a chi-squared distributed 
2
1
h but a uniformly distributed 1α . For the 
first case we reach conclusions that verify the theory and existing literature. For example, 
to increase dP  we have to accept a larger faP , and significant interference variances result 
in severe degradation of dP . For the second case the results are more varied compared to 
the first case. This has to do with the 1α  uniform distribution in particular. A very 
narrow uniform 1α  distribution provides better performance as compared to a very wide 




Iσ , L  and SNR1, the choice of a very dense uniform 1α  distribution significantly 
outperforms the Rayleigh 1α distribution.  
In the last part of our research, we derived an approximate expression for the BER 
or bP  for various M-ary demodulation techniques. The derivation is based on existing 
literature with a similar derivation [2, Ch.10, pp. 578-581]. The approximate bP  
expression is not closed-form. Thus, we have to perform the same double averaging 
procedure as with dP . Now we assume 
2
1α to be uniformly distributed between the 
positive-valued range of a and b and 
2
1 
h to be Nakagami-m distributed with every 
independent sub-channel having a normalized mean-squared value ( )2 1 1lh =E . We 
derive a general approximate bP  expression which is also not closed-form. Following the 
bP  formula derivation, we consider the use of some modulation techniques and use 
numerical integration to plot bP  vs. SNR curves for the SIMO case and various MIMO 
cases using different values for the variables (a, b, Eb/Io or m). In this work we consider 
two M-ary modulation techniques used widely in communications, namely 16QAM and 
QPSK.  
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The conclusions from the results for 16QAM and QPSK BER performance are the 
following: 
• The BER gets worse (larger) as the interference power is increased. 
• The more Rx antennas we use, the better (smaller) the BER is. 
• Some Tx diversity in general is required since it boosts BER. A very large 
number of Tx yields an insignificant BER boost. 
• Denser 
2
1α uniform distributions outperform wider ones given that all 
other parameters are the same. 
• The higher the m-order, the better the BER is given that all other 
parameters are the same. 
To conclude, this thesis introduced four SINR combining techniques for a multi-
receiver system in interference-filled environment via adaptive beamforming. In addition 
we computed dP  when the channel taps and the receiver gains are considered random. 
Moreover, we performed a BER analysis when modulated signals are used. 
B. RECOMMENDATIONS FOR FUTURE RESEARCH 
In this thesis, several assumptions had to be made for most of the derivations. For 
example, we assumed noise and interference to be complex normally distributed and that 
all interference samples have the same variance (or power). Most of these assumptions 
are reasonable and provide some ease in deriving SINR and dP . Future research should 
consider different variance value for each interference component of the interference 
vector. This consideration will make SINR and dP  computations much harder but could 
possibly provide more accurate results. 
Another future research should focus on deriving and plotting dP  vs. SNR or 
BER vs. SNR considering other pdf combinations for the two RVs than the ones used in 
this thesis. Such research will still involve the rigorous double averaging procedure, and 
the researcher may still find equations that are not closed-form expressions and numerical 
analysis may again be required. On the other hand, the choise of other pdf combinations 
may provide a more accurate system/channel modeling than the pdf combinations 
considered in this thesis. Furthermore, a future researcher could perform his own 
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numerical integration for deriving BER results instead of using a library function with 
admitted limitations. 
While 16QAM and QPSK are used as case studies in this thesis, follow-on work 
should focus on other modulation techniques to derive BER results and make further 
comparisons. A more difficult research project would be to perform the same analysis 
and derive similar results for an OFDM/MIMO communication network.  
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APPENDIX A.   CALCULATION OF ( )H H1 1 1 1  ′ ′ 
 
 E n h h n  
In this appendix we present the calculation of ( )H H1 1 1 1  ′ ′ 
 
 E n h h n . For brevity we 
demonstrate just a couple of computations, but this is enough for the reader to understand 
the procedure. We have 
 
         
11 11 11 12 11 111
12H 12 11 12 12 12 1
1 1 11 12 1
1 1 11 1 12 1 1
        
        
     .
                           




N N N N N
h h h h h hh
h h h h h h h
h h h







    = =    
  






   

h h                  (A.1) 
Then, 
 
        ( ) ( ) ( ) ( )
11 11 11 12 11 1 11 
H 12 H 12 11 12 12 12 1
1 1 1 1 11 12 1  
1  1 11 1 12 1 1
        
        
    
                            




NN N N N
h h h h h h n
nh h h h h h
n n n





  ′ 
   ′   ′ ′ ′ ′ ′=    







   






   (A.2) 
The final result is a sum of terms, i.e., a number. We present only the first and last 
matrix computation in Equation (A.2) and then calculate its expected value. Finally, we 
have 
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      (A.3) 
We notice that some of the terms cancel out due to the fact that the channel taps 
values are uncorellated. Considering also that all ( )1  1  i iE n n
∗ ′ ′
   terms with 1< i < N are 
equal to 2Tσ , we end up with  
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APPENDIX B.    DERIVATION OF AN EQUIVALENT EXPRESSION   
FOR TSINR  
Starting from Equation (2.42), we have  
                   ( ) ( )H 21 H H 1=        .x x x− −=   T T T  T T T T T  T T TA H A H H A A  HSINR R R           (B.1) 
Using the expressions in Equations (2.36) through (2.41) we calculate 
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1 2   
2 2 2
 1 2   2 2 2 2 2 2
1 22 2 2 2 2 2
1 1 1
| | |  | | |
| | | |  | | | |   +     + | | | | .
j j M j
N N N
j j M j
M
j j jN I N I N I
h h h
x x xα α α
σ σ σ σ σ σ= = =
= +
+ + +∑ ∑ ∑T  SINR        (B.6) 
Applying Equation (2.33), which is derived in Chapter II for a single Rx, we can 
conclude by observing that the above summation is the summation of all Rx’s SINRs  
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APPENDIX C.  DERIVATION OF A dP  EXPRESSION USING A  
Q  FUNCTION APPROXIMATION 
A straightforward integration attempt of Equation (4.43) is carried out by 
considering the use of a Q  function approximation. By doing so, we are able to substitute 
the Q  function inside the integrand with an approximation formula yielding a double 
integration with respect to x , y . A very accurate approximation of the Q  function is 
                  ( )
( ) ( )
2
2   2 2
2




Q x e dt e




 = ≅  − + +  
∫             (C.1) 
where 1u π=  and 2v π= . Both the Q  function and the approximation formula of 
Equation (C.1) plotted in the same interval are depicted in Figure 32. We can see that this 
approximation formula is very close to the exact Q  function. 
      
Figure 32.  Q -function vs. one of its approximation formulas. 
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Then, for c  x k x y= −  Equation (C.1) becomes 
        ( )
( )( ) ( )
( )2 c 
2
2
1 1c   
2 1 c c 
k xy
Q k xy e






− − + − +  
  
  .   (C.2) 
Therefore, Equation (4.43) becomes  
                            ( )
( )
( ) ( ) ( )





2 1 ! 1 c c 
k xyx yL
d
y eP e dxdy
L u k xy u k xy vπ
− −+∞ +∞ − +−
≅
 − − − + − + 
 




APPENDIX D. DERIVATION OF TWO EQUIVALENT dP  
EXPRESSIONS FOR THE FIRST CASE  
For convenience we repeat Equation (4.46) 








.                                
We start by recalling three fundamental relationships:  the Q  function, the error 
function, defined as ( )erf x and its complementary ( )erfc x . They are: 
                    ( ) ( )1  Q x Q x= − − ,  ( ) ( )1erfc x erf x= − ,  ( ) 1 .
2 2
xQ x erfc  =  
 
       (D.1) 
The Q  function of Equation (4.46) transforms into 
                     ( ) ( ) 11 1 .
2 2
x kQ k x Q x k erfc µµ µ − − = − − = −  
 
                     (D.2) 
Let 2ε µ=  and 2z k= − , both being constants. Then, 
( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )
1 1 2 1 1 2 1
                  = 1 1 2 1 2 1 2 1 2 .
Q k x erfc x z erf x z
erf x z erf x z
µ ε ε
ε ε
− = − + = − − +
− + + = + +
                 
Therefore, 
                                      ( ) ( )1 1 .
2 2
Q k x erf x zµ ε− = + +                                      (D.3) 
Subtituting Equation (D.2) into Equation (4.46), we get 
        ( ) ( )
2 2 2
 2
1 0 0 0
2       . x x xdP Q k x x e dx x e dx erf x z x e dxµ ε
+∞ +∞ +∞





       (D.4) 
Regarding integral A, we have  
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2 2 2 2
0
0 0
   = 2 1 2  ,
1  .2
x x x xx e dx e e e
+∞+∞
− − − −
+∞
  − = − +    
=
∫=
                                      A
A
                           (D.5)                                                                 
Regarding the calculation of integral B, we can utilize the tabulated indefinite 
integral formula (43) in [50]. Considering 2b =1, the 43rd formula becomes 
   ( ) ( )
2
2 2 2 2  1
 2  2
2    1   .
1 1
z





+ = + + − + 
+ + 
∫    (D.6)             
Consequently, after multiplying this formula with 1 2  and considering the 
integration limits being zero and infinity, we derive a solution for integral B. 
   
( ) ( )
2
2 2 2 2    1
 2  2
 00  0
1  1    1     .
2 21 1
z





    + = + + − +     + +   
∫B =
   
(D.7)                       
                                                                                                 
As we can see from the respective plots of ( )erf x and ( )erfc x presented in 
Figure 33, we have ( )0erf = 0 and ( )erf ∞ = 1. Therefore, 
  
( ) ( ) ( )
2 2
2 2 2  2
    
 1  1
 2  2  2  0
1 1 1 1    +     










= ∞ − − ∞ 
+ + + 
B   (D.8) 
and
           
 
               ( )
2 2
 2  2   1  1
 2  2  2
  1    .
22 1 2 1 1
z z
e e zerf erf z
ε εε ε ε
ε ε ε
− −
+ +  
= − + 
+ + + 
B                 (D.9)     
 
Then, integral B  becomes 
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1   1 .
2 2 1 1
z
zerfc













= + −   + +  
B  

               (D.10) 
Thus, the final formula for B  is 




1     .
2 2 1 1
z





= +  
+ + 
B                           (D.11) 
 
Figure 33.  The erf(x) and erfc(x) functions. 
Using the derived results for integrals A  and B  in Equations (D.5) and (D.11), 
we get for Equation (D.4)  
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1 1  2    

















Since the following relations hold true: 
( ) ( ) ( ) ( )1 ,1erfc z erf z erfc z erf z= + = − + − and ( ) ( )erf z erf z= − − , then 
( ) ( ) ( )1 1erf z erf z erfc z+ = − − = −  and Equation (D.12) becomes  









1 1  .











= + +  
+ +  h
            (D.13) 
Summarizing, we have 










1  2     .













          (D.14) 
We recall that 1c = 2 λSNR , 2z k= − , 1( )fak Q P−=  , 2ε µ=  and 
2

































12 2           =  2 222
2 2



























−   + 
 
−   + 
 
 






  + −




 + + 
h
( ).erfc z−
            (D.15) 
Substituting for µ , we get 













c  c  1   .
























     (D.16) 
Recalling Equation (4.39) which is repeated for convenience 
   ( ) ( )21
11
1 !




,  0y ≥ ,                             




and average over its pdf  given in Equation (4.39). Thus, dP  is given by 
( ) ( ) ( )
2
 1  1 
0 0
2 
c 2c c1  





yy yy yP e erfc z dy e erfc z e dy
L Ly y
 
+∞ +∞  − −−
 − − +
 





.  (D.17) 
Integral C can be calculated by recalling the Gamma function ( )  1
0
 L yL y e dy
+∞
− −Γ = ∫ . 
Another definition using the factorial is ( ) ( )1 !L LΓ = −  . It then holds that 
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    ( ) ( ) ( ) ( )
( )
( )




1 1 1  ,










− = − = −
− − −∫ ∫

C =       (D.18) 
and finally, 
                                             ( )1 .2 erfc z= −C                                                (D.19) 
For the calculation of integral D we have 




1 c c      .
2 1 ! c 2 c 2
z
yL yy yy e e erfc z dy
L y y
 +∞ −   +− − 
 
=   − + + 
∫D           (D.20) 
Considering the equality ( ) ( )c c 2  1 2 c 2y y y+ = − + , we get an equivalent 
formula for integral D 




1 2 21  1  .
2 1 ! c 2 c 2
z
yL yy e e erfc z dy
L y y
 +∞ −   +− − 
 
= − −  − + + 
∫D       (D.21) 
We are able to solve this integral using the method of ‘substitution of variables’. 
Two similar substitution methods for this are attempted and discussed in the following 
sections. 
A. SOLUTION FOR INTEGRAL D USING SUBSTITUTION METHOD 1 
We set ( )1 2 c 2y x− + = ; therefore, 







                                                (D.22) 
Differentiating, we get 















=                        (D.23) 
Starting from Equation (D.22), we have  
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c 22 2c 2   ,





+ = − → =
− −
         (D.24) 








                                            (D.25) 
It is also easy to compute the new integration limits. We can easily find from 
Equation (D.22) that for 0 0y x= → =  and for  1y x= + ∞ → = . Therefore, we are now 
integrating between zero and one. Furthermore, solving Equation (D.22) for y , we get 








                                              (D.26) 
Finally, using Equations (D.22), (D.25) and (D.26), we get for Equation (D.21)  
          
( ) ( )
( ) ( ) ( )
( )
( ) ( )












2 1 ! c 1 c 1
1 2 1 1     .
( 1)! c c 1 1
L x
x x z
xL L x z
x
L
xx e e erfc z x dx
L x x
xx e erfc z x dx
L x x
−  
  − − 
 − − + −  − 
−
 
= −  − − − 




       (D.27) 
Equivalently, 
             ( )
( ) ( ) ( )
( )
( ) ( )
221 2  c 1
1  1 c 112
0
21 1  .
1 ! c
L x z x
xL L
L x x e erfc z x dxL
−  + − 
 −− − −  
−
= −
− ∫D      (D.28) 
B.  SOLUTION FOR INTEGRAL D USING SUBSTITUTION METHOD 2 
We set ( )1 2 c 2y x− + = ; therefore,   







                                       (D.29) 
Differentiating, we derive 
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=                         (D.30) 
Starting from Equation (D.29), we have 








c 22 4c 2   .





+ = − → =
− −
          (D.31) 
Substituting Equation (D.31) into Equation (D.30), we get an equivalent relation: 








                                            (D.32) 
We can easily find from Equation (C.29) that for 0 0y x= → = , and for 
 1y x= + ∞ → = . Therefore, we integrate between zero and one. Furthermore, solving 
Equation (D.29) for y  , we get 









                                            (D.33) 
Finally, using Equations (D.29), (D.32) and (D.33), we get for Equation (D.21)  
      
( ) ( )
( ) ( ) ( )
( )
( ) ( )















2   1
c 1
1 2 4   
2 1 ! c 1 c 1
2 2 1       .







x xx e e erfc z x dx
L x x
xx e erfc z x dx
L x
 −  











 − − − 




    (D.34) 
Equivalently, 
             ( )






2  c 1
  1  1 c 1   1 2  2
0





L x x e erfc z x dxL
 + − −  




− ∫D     (D.35) 
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C. COMPUTING THE TWO EQUIVALENT dP  EXPRESSIONS 
Summing together Equations (D.19), (D.28) and Equations (D.19), (D.35), we 
derive the two equivalent expressions for dP  as follows: 
   ( ) ( )
( ) ( ) ( )
( )







2   c 1
 
c 121 1 1   ,










  − − −  
+ −
−−
= − + −
− ∫         (D.36)                  
( ) ( )








  1 2 2
 
0
2  c 1
 
c 121 2 1   .
















= − + −
− ∫       (D.37) 
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APPENDIX E. DERIVATION OF dP  EXPRESSION FOR SECOND 
CASE 
We start with Equation (4.51) and follow a similar procedure as in Appendix D 
with 





c 2.5  .dP Q k Q k y dyα µ
  






E h             
Doing the same transformation as in Appendix D, we see that the Q function of 
Equation (4.51) transforms into 
                           ( ) ( ) 11 1 .
2 2
y kQ k y Q y k erfc µµ µ − − = − − = −  
 
                       (E.1) 
We set 2ε µ=  and 2z k= −  with both being constants. Recalling Equation 
(D.3) of Appendix D, we have  
                                      ( ) ( )1 1 .2 2Q k y erf y zµ ε− = + +                                    (E.2) 
Consequently, using Equation (E.2), we get for Equation (4.51)  
( ) ( ) ( ) ( )
( ) ( ) ( )









2.5  2.5 1 2  2.5 1 2  
          2.5 2 1 2.5 2  
          1.25 1.2 0.8 1.25  .
dP Q k y dy dy erf y z dy
dy erf y z dy




= − = + +
= + +











1  1.25  .
2d





                               (E.3) 
 109 
We calculate E using the ‘integration by parts’ method. We first calculate the 
anti-derivative for the indefinite integral and then calculate E: 
           ( ) ( ) ( ) ( ) ( )    .erf y z dy y erf y z dy y erf y z y erf y z dyy yε ε ε ε
∂ ∂
= + = + = + − +  ∂ ∂∫ ∫ ∫

F
E       (E.4) 
Starting from the definition of the error function
 




kerf y e dkπ −= ∫
 
the 
derivative of the error function with respect to y  is ( ) ( )  2  22 yerf y ey εε ε π −∂ =  ∂ . 
After substituting variables and applying the chain rule, we get  
                             ( ) ( )




− +∂= + =  ∂
F                            (E.5) 
Substituting Equation (E.5) into Equation (E.4), we obtain 
   ( ) ( ) ( ) ( ) ( )
2 2  2 2     .y z y zerf y z dy y erf y z y e dy y erf y z y e dyε εε εε ε ε
π π




To calculate integral G, we consider y zε τ+ = ; thus, we have 








=                                        (E.7)  
Then,    
              
( ) ( )
2 2 2 2
2 2 2
1 1  y z zy e dy z e d e d e dε τ τ ττ τ τ τ τ
ε ε ε
− + − − −= = − = −∫ ∫ ∫ ∫G .       (E.8) 




erf y e dτπ τ−= ∫ ;  hence, 




e d erf yτ τ π− =∫  and 
 2  2




( ) ( )








    1   
     ,
2 2 2
y z y z
y z
y z









 + ++   = = − − = − +∫G      (E.9) 
                   ( )







   
2
y z y z
y z
e z e erf y z







 + +  = = − +∫G ,           (E.10)   
with K  being the integration constant. Considering Equation (E.10), we get for Equation 
(E.6)  
 
( ) ( ) ( ) ( ) ( )( )
( )
( ) ( ) ( )( )








2 1    1  
2
  1
                              =   
   
                              = 
y z y z
y z y z
y z y z
erf y z dy y erf y z e z e erf y z K
e z e erf y z
y erf y z K



























+ + +   +
   (E.11) 
After some manipulations, we obtain the final form 
                   ( ) ( )
( )2    .




− + + = + + + + 
 ∫                      (E.12) 
Consequently, the definite integral of Equation (E.3) becomes 
                    















                            1.2 1.2























  + = + + +  
   
 = + + + 
 
 − + + − 
 
∫






1cz k z kε µ ε= − ⇔ = − h  and 
2
12 c 2ε µ= = h , then the 



















c   1.2 1.2
2c c
2


















   
   
+ = − + +   
   
  
   
   
− − + −   




























Given Equation (E.14) we can proceed with the averaging of Equation (E.3) over
( ) ( )21
11 ,
1 !




 0y ≥ . Deriving dP , we have 
            
( ) ( )
( ) ( )
2




 1  1
0 0
1 1.25 c  1.2 1.2   
2 1 ! 1 ! 2c 
2 1.25  1.25 c         0.8  0.8  
 c 1 ! 1 ! 2c 




k yP y e dy erf z y e dy
L L y
e k yy e dy erf z y e
L Ly yπ
+∞ +∞
− − − −
 
− +  +∞ +∞ 
− − − −
   
= + − +     − −   
   









2 1.25         ,





e y e dy
L yπ
 
− +  +∞  
− −−
− ∫
       (E.15) 
 


















1 1.25 c 1.2  1.2   
2 1 ! 2c 
2 1.25          
 c 1 !
1.25 c        0.8  0.8  
1 ! 2c 






k yP erf z y e dy
L y
e y e dy
L y










   
= + − +     −   
+
−
   










2 1.25   .
 c 1 !
y z
L ye y e dy
L yπ
 
− +  +∞  
− −−
− ∫
    (E.16)
 
 
The general formula for dP  given arbitrarily chosen limits a, b for the uniform 
distribution of Figure 22 can be computed as 













1 1 c   
2 2 1 ! 2c 
2 1         +  
 c 2 1 !
1 c         
2 1 ! 2c 







k yP b erf b z y e dy
b a L y
e y e dy
b a L y
k ya erf a z y e dy











   
= + − +     − −   
− −
   














L ye y e dy
a L y
 




















LIST OF REFERENCES 
[1] M. Jaloun and Z. Guennoun, “Wireless mobile evolution to 4G network,” 
Scientific Research: Wireless Sensor Network, no. 2, pp. 309–317, doi: 10.4236, 
2010. 
[2] T. T. Ha, “Fading channels,” in Theory and Design of Digital Communication 
Systems. New York: Cambridge University Press, ch.10, pp. 522–523, 2011. 
[3] P. Stavroulakis, “Interference analysis,” in Interference Analysis and Reduction 
for Wireless Systems. Boston, MA: Artech House, ch.5, pp. 213–273, 2003. 
[4] S. J. Kazemitabar, “Multi-user communication and interference cancellation,” 
in Coping with Interference in Wireless Networks. New York: Springer, ch. 2, pp. 
9–30, 2011. 
[5] W. Herbordt and W. Kellermann, Adaptive Beamforming for Audio Signal 
Acquisition. Berlin, Germany: Springer, p. 2, 2003. 
[6] C. A. Balanis and P. I. Ioannides, “Smart antennas,” in Introduction to Smart 
Antennas. San Rafael, CA: Morgan & Claypool, ch.4, pp. 33–68, 2007. 
[7] P. Svedman et al., “Opportunistic beamforming and scheduling for OFDMA 
systems,” IEEE Trans. Commun., pp. 941–52, May 2007. 
[8] C. A. Balanis, “Smart antennas,” in Antenna Theory Analysis and Design, 3rd ed. 
Hoboken, NJ: John Wiley & Sons, ch. 16, 2005. 
[9] A. E. Zooghby, Smart Antenna Engineering. Boston: Artech House, 2005. 
[10] J. Litva and T. K. Lo, Digital Beamforming in Wireless Communications.  
Norwood, MA: Artech House, 1996. 
[11] J. C. Liberti and T.S. Rappapoert, Smart Antenna for Wireless Communications 
Is-95 and Third Generation CDMA Applications. Upper Saddle River, NJ: 
Prentice-Hall PTR, 1999. 
[12] F. B. Gross, Smart Antennas for Wireless Communications with Matlab. New 
York: McGraw-Hill, 2005. 
[13] J. Li and P. Stoica, Robust Adaptive Beamforming. Hoboken, NJ: John Wiley & 
Sons, 2006. 
[14] K. Siwiak and Y. Bahreini, “Signals in multipath propagation,’’ in Radiowave 
Propagation and Antennas for Personal Communications, 3rd ed.,  
Norwood, MA: Artech House, ch. 8, pp. 258–275, 2007.  
 115 
[15] S. R. Saunders and A. Aragón-Zavala, “Adaptive antennas,” in Antennas and 
Propagation for Wireless Communication Systems, 2nd ed. Chichester, West 
Sussex, England: JohnWiley & Sons, ch. 18, pp.453–466, 2007.  
[16] H. D. Saglam, “Simulation performance of multiple-input multiple-output 
systems employing single carrier modulation and orthogonal frequency division 
multiplexing,” M.S. thesis, Dept. Elect.Eng., Naval Postgraduate School, 
Monterey, CA, 2004. 
[17] N. B. Sinha, M. C. Snai and M. Mitra, “Performance enhancement of MIMO-
OFDM technology for high data rate wireless networks,” Int. J. Comput. Sci. 
Applicat., pp. 122–128, 2010.  
[18] G. J. Foschini and M. J. Gans, “On limits of wireless communications in a fading 
environment when using multiple antennas,” Wireless Pers. Commun., vol. 6, no. 
3, pp. 311–335, March 1998. 
[19] S. Nema, A. Goel and R. P. Singh, “Integrated DWDM and MIMO-OFDM 
system for 4G high capacity mobile communication,” Signal Process.: An Int. J., 
vol. 3, no. 5, pp. 132–143, 2009.  
[20] B. Allen, M. Ghavami, Adaptive Array Systems Fundamentals and Applications.  
West Sussex, England: John Wiley & Sons, 2005. 
[21] J. Mietzner et al., “Multiple-antenna techniques for wireless communications – A 
comprehensive literature survey,” IEEE Commun. Surveys & Tutorials, vol. 11, 
no. 2, p. 88, Second Quarter 2009. 
[22] G. G. Fabrizio et al., “Adaptive beamforming for high-frequency over-the-horizon 
passive radar,” IET Radar, Sonar & Navigation, vol. 3, no. 4, pp. 384–405, 2009.  
[23]  M. A. Mazur, Sonar Implementation Concepts. Pennsylvania State Univ., 
Applied Research Laboratory [Online]. Available at: 
http://www.personal.psu.edu/faculty/m/x/mxm14/sonar/Mazur-
sonar_implementation.pdf (accessed July 21 2013). 
[24] J. R. Guerci, Space-Time Adaptive Processing for Radar. Norwood, MA: Artech 
House, 2003.  
[25] K. Greenwood, “Understanding passive beamforming networks,” Defence 
Electron. Mag., vol. 59, no. 14, pp. S18-S24, 2011.  
[26] R. A. Romero and N. A. Goodman, “Adaptive beamsteering for search-and-track 
application with cognitive radar network,” in IEEE Radar Conf., pp. 1091–1095, 
2011. 
 116 
[27] P. Vouras and B. Freburger, “Application of adaptive beamforming techniques to 
HF radar,” in IEEE Radar Conf., pp. 1–6, 2008. 
[28] J. J. Montesinose et al., “Adaptive beamforming for large arrays in satellite 
communications systems with dispersed coverage,” IET Communications 
Journals and Magazines, vol. 5, no. 3, pp. 350–361, 2011.  
[29] R. He and J. Reed, “A robust co-channel interference technique for current mobile 
phone system,” in IEEE 46th Veh. Technol. Conf., vol.2, pp. 1195–1199, 1996. 
[30] D. C. Popescu and C. Rose, Interference Avoidance for Wireless Systems. Rutgers 
WINLAB, NJ: John Wiley & Sons, 2003. 
[31] A. H. Nguyen and B. D. Rao, “User selection schemes for maximizing throughput 
of multiuser MIMO systems using zero forcing beamforming,” in Int. Conf. on 
Acoust., Speech and Signal Process., pp. 3380–3383, 2011. 
[32] J. Zhang and J. G. Andrews, “Adaptive spatial intercell interference cancellation 
in multicell wireless networks,” IEEE J. on Select. Areas in Commun., vol.28, no. 
9, pp. 1455–1468, Dec. 2010. 
[33] S.Kapoor, D. J. Marchok and Y. Huang, “Adaptive interference suppression in 
multiuser wireless OFDM systems using antenna arrays,” IEEE Trans. Signal 
Process., vol.47, no. 12, pp. 3381–3391, Dec. 1999. 
[34] Y.-H. Pan, K. B. Letaief and Z. Cao, “Dynamic spatial subchannel allocation with 
adaptive beamforming for MIMO/OFDM systems,” IEEE Trans. Wireless 
Commun., vol.3, no. 6, pp. 2097–2107, Nov. 2004. 
[35] N. Hu et al., “Transmitter design for MIMO downlink system using 
beamforming,” in Int. Conf. on Wireless Commun., Networking and Mobile 
Computing, pp. 333–337, 2007. 
[36] Y.-J. Hong, S. M. Kim and D. K. Sung, “Adaptive random beamforming with 
interference suppression and beam selection in cellular networks,” in IEEE 
Global Telecommun. Conf., pp. 1–6, 2009. 
[37] K. M. Ho et al., “Beamforming on the MISO interference channel with multi-user 
decoding capability,” in 44th Asilomar Conf. on Signals, Syst. and Compute.,  
Asilomar, CA, pp.1196–1201, 2010. 
[38] X. Sun, Q. Wang and L. Cimini, “ICI/ISI-aware beamforming for MIMO-OFDM 
wireless systems,” IEEE Trans. Wireless Commun., vol. 11, no.1, pp. 378–385,  
Jan. 2012. 
 117 
[39] R. A. Romero and T. T. Ha, “Discrete time modeling of complex spreading 
MIMO signals with orthogonal covering and applications-A tutorial in 
preparation,” unpublished.  
[40] C.-Y. Chiu et al., “Reduction of mutual coupling between closely-packed antenna 
elements,’’ IEEE Trans. Antennas and Propag., vol. 55, no.6, pp.1732–1738, 
June 2007. 
[41] J. A. Gubner, “Continuous random variables,” in Probability and Random 
Processes for Electrical and Computer Engineers. New York: Cambridge 
University Press, ch.4, pp. 149–152, 2006. 
[42] M. Tummala and C. W. Therrien, Probability and Random Processes for 
Electrical and Computer Engineers. Boca Raton, FL: CRC Press, 2012. 
[43] S. M. Kay, Fundamentals of Statistical Signal Processing, Vol. II: Detection 
Theory. Upper Saddle River, NJ: Prentice-Hall PTR, 1998. 
[44] D.G. Brennan, “Linear diversity combining techniques,” Proc. of the IEEE, vol. 
91, no. 2, pp. 333–337, Feb. 2003. 
[45] V. Papamichael and C. Soras, “Generalized selection combining diversity 
performance of multi-element antenna systems via a stochastic electromagnetic-
circuit methodology,” IET Microw., Antennas Propag., vol. 4, p. 837, 2010. 
[46] N. Kong and L. B. Milstein, “SNR of generalized selection combining with 
nonidentical Rayleigh fading statistics,” IEEE Trans. Commun., vol. 48, 
no.8, pp.1266–1271, Aug. 2000. 
[47] M.K. Simon and M.-S. Alouini, “A compact performance analysis of generalized 
selection combining with independent but nonidentically distributed Rayleigh 
fading paths,” IEEE Trans. Commun., vol. 50, no.9, pp. 1409–1412, Sept. 2002. 
[48] R. Irmer and G. Fettweis, “Combined transmitter and receiver optimization for 
multiple-antenna frequency-selective channels,” in 5th Int. Symp. on Wireless 
Pers. Multimedia Commun., vol. 2, pp.412–416, 2002.  
[49] S. W. Kim and E. Y. Kim, “Optimum receive antenna selection minimizing error 
probability,” in IEEE Wireless Commun. and Netw. Conf., vol.1, pp. 441–447, 
2003.  
[50] E. W. Ng and M. Geller, “A table of integrals of the error functions,” J. Res. Nat. 
Bureau of Standards-Bureau of Math. Sci., vol. 73B, no. 1, pp. 1–20, 1968. 
[51] E. W. Ng and M. Geller, “A table of integrals of the error functions. II. Additions 
and corrections,” J. Res. Nat. Bureau of Standards-Bureau of Math. Sci., vol. 
75B, nos. 3 and 4, pp. 149–163, 1971. 
 118 
[52] D. Zhang, “Wireless multiuser communication systems: diversity receiver 
performance analysis, GSMuD design, and fading channel simulator,” Ph.D. 
dissertation, Dept. Elect. Eng., Iowa State University, Ames, IA, p. 127, 2007. 
[53] T.Eng and L. B. Milstein, “Coherent DS-CDMA performance in Nakagami 
multipath fading,” IEEE Trans. Commun., vol.43, nos. 2–4, pp.1134–1143, 
February-April 1995.  
[54] J.P. M.G. Linnartz. JPL’s Wireless Communication Reference website, 1993, 
1995, 1999/Wireless Channels/Multipath fading [Online]. Available at: 
http://www.wirelesscommunication.nl/reference/chaptr03/ricenaka/nakagami.htm 
(accessed July 21 2013). 
  
 119 
                                    THIS PAGE INTENTIONALLY LEFT BLANK 
 120 
INITIAL DISTRIBUTION LIST 
1. Defense Technical Information Center 
 Ft. Belvoir, Virginia 
 
2. Dudley Knox Library 
 Naval Postgraduate School 
 Monterey, California 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 121 
