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FROM HEISENBERG UNIQUENESS PAIRS TO PROPERTIES OF
THE HELMHOLTZ AND LAPLACE EQUATIONS
AINGERU FERNA´NDEZ-BERTOLIN, KARLHEINZ GRO¨CHENIG, AND PHILIPPE JAMING
Abstract. The aim of this paper is to establish uniqueness properties of solutions
of the Helmholtz and Laplace equations. In particular, we show that if two solutions
of such equations on a domain of Rd agree on two intersecting d − 1-dimensional
submanifolds in generic position, then they agree everywhere.
1. Introduction
The aim of this paper is to bridge two topics: unique determination of measures
from restrictions of their Fourier transform and uniqueness properties of solutions of
Helmholtz and Laplace equations.
Our starting point is the recent notion of Heisenberg uniqueness pairs introduced by
H. Hedenmalm and A. Montes-Rodr´ıguez [HMR] that we slightly extended in [GrJ]:
Definition 1.1. Let M ⊂ Rd be a manifold and Σ ⊂ Rd be a set. We say that
(M,Σ) is a Heisenberg uniqueness pair if the only finite measure µ supported on M
with Fourier transform vanishing on Σ is µ = 0.
The main focus of [HMR] was 2-dimensional with M being a hyperbola and Σ a
discrete set. The setting was slightly more restrictive as the measure was supposed to
be absolutely continuous with respect to arc length. The property of being a Heisen-
berg uniqueness pair has then been established for various curves: P. Sjo¨lin [Sj1, Sj2]
considered the parabola and the circle, N. Lev [Le] the circle. Ph. Jaming and K. Kel-
lay [JK] introduced new geometric methods that allowed to treat many curves when
Σ consists of 2 intersecting lines. Those methods were used in [GS] to provide more
examples. For results in higher dimensions we refer to our previous work [GrJ]. For
links with the problem of determining point distributions in Rd (or more generally the
determination of finite measures on Rd) from their projections onto lower dimensional
spaces, we refer to [FBGJ].
So far all results on the subject treated Heisenberg uniqueness pairs as a topic in
Fourier analysis related to the uncertainty principle and with methodological input from
dynamical systems. In this work we change our point of view and study Heisenberg
uniqueness pairs from the perspective of partial differential equations. To explain the
connection to PDEs, we recall the results of N. Lev and P. Sjo¨lin [Le, Sj1] (see also
[JK]). To f ∈ L1(S1) (where Sd−1 is the unit sphere of Rd) we associate the measure
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on R2 given by ∫
ϕ dµ =
∫ 2π
0
ϕ(cos s, sin s)f(cos s, sin s) ds,
ϕ ∈ C(R2), i.e., µ is a measure supported on S1 and is absolutely continuous with
respect to arc length on S1. The Fourier transform of µ is then defined as
µ̂(ξ, η) =
∫
exp
(−i(xη + yξ))dµ(x, y).
Let θ1, θ2 ∈ R2 be two unit vectors and define θ = arccos 〈θ1, θ2〉. Assume that µ̂ = 0
on the lines θ⊥1 , θ
⊥
2 . The main result of [Le, Sj1] asserts that µ = 0 if and only if
θ /∈ πQ. The connection to partial differential equations is established by the following
observation. If supp µ ⊆ Sd−1, then u = µ̂ is a solution of the Helmholtz equation
∆u+ u = 0. The result of Lev and Sjo¨lin can be recast as follows: If a solution of the
Helmholtz equation is the Fourier transform of a measure and vanishes on two lines
whose angle of intersection is an irrational multiple of π, then the solution is identically
0. It turns out that this statement is a special case of an older result about nodal sets
by S.Y. Cheng [Ch, Thm. 2.5].
Theorem. (Cheng) Let h be a C∞ function on a domain Ω ⊂ R2. Let u be a solution
of (∆ + h)u = 0 and assume that two nodal lines of u intersect at a point x0 ∈ Ω, i.e.,
there exists two smooth curves Γ1,Γ2 such that u = 0 on Γ1 ∪ Γ2 with Γ1 ∩ Γ2 = {x0}.
Then the set of nodal lines through x0 forms an equiangular system. In particular, the
angle between the tangents of Γ1,Γ2 at x0 is a rational multiple of π.
Cheng’s proof is rather involved and is based on a subtle local representation formula
of solutions of elliptic equations due to L. Bers [Be]. One of our goals is to provide two
much simpler proofs of Cheng’s result in the particular case of the Helmholtz (k > 0)
and the Laplace (k = 0) equation ∆u + k2u = 0. These proofs are only marginally
more involved than the ones in [Le] and [Sj1] and work under much less restrictive
assumptions.
The first proof is simple and based on the Schwarz reflection principle for harmonic
and analytic functions and yields the following extension of the result of Lev and Sjo¨lin.
Theorem A. Let d ≥ 2 and Ω be a domain in Rd with 0 ∈ Ω. Let θ1, θ2 ∈ Sd−1 be such
that arccos 〈θ1, θ2〉 /∈ πQ. Let k ∈ R and let u be a solution of the Laplace-Helmholtz
equation on Ω
∆u+ k2u = 0 .
If u satisfies one of the following boundary conditions{
u = 0 on θ⊥1 ∩ Ω
u = 0 on θ⊥2 ∩ Ω , or
{
u = 0 on θ⊥1 ∩ Ω
∂nu = 0 on θ
⊥
2 ∩ Ω ,
then u = 0.
We remark that Theorem A covers general solutions of the Helmholtz equation, not
only solutions that are Fourier transforms of a finite measure. Furthermore, Theorem A
allows for a mixture of Dirichlet and Neumann conditions on the given hyperplanes.
Finally, the result is valid for higher dimensions for which part of Cheng’s argument is
not valid.
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It is natural to replace hyperplanes by more general manifolds. However, in that case,
the reflection principle becomes substantially more involved, as it requires not only a
point-to-point reflection, but also an additional integral operator (see, e.g., [EK, Sa]
and references therein). This is a major limitation to carry such a method to a more
general setting. To overcome this limitation, we pursue a second idea of proof based
on the fact that a solution of the Helmholtz equation ∆u + k2u = 0 (k 6= 0) in a
neighborhood of 0 has an expansion in spherical harmonics of the form
(1.1) u(rθ) ∼ (2π)1/2(kr)−(d−2)/2
∞∑
m=0
N(m)∑
j=1
am,jJν(m)(kr)Y
j
m(θ)
for r ≥ 0 and θ ∈ Sd−1. Here Jν is the Bessel function, ν(m) = m + (d − 2)/2 and
{Y jm}j=1,...,N(m) is a basis for the spherical harmonics of degree m in Rd. The solution
of the Laplace equation ∆u = 0 (k = 0) possesses a similar local expansion with rm in
place of the Bessel function (kr)−(d−2)/2Jν(m)(kr).
In dimension 2, we use this formula to show that two Robin conditions on curves
whose angle of intersection is an irrational multiple of π are essentially incompatible for
Laplace-Helmholtz equations (see Theorem 3.1 for the precise statement). In this con-
text, we prove a version of Cheng’s theorem for functions that have a Fourier expansion
in polar coordinates of the form
u(rθ) ∼
∞∑
m=−∞
cmϕ|m|(r)e
imθ ,
where the ϕk’s are a family of functions such that ϕk(r) ∼ rαk for some (strictly)
increasing sequence of non-negative reals. We call this result the non-crossing lemma
as it states that nodal lines of such functions cannot cross at an arbitrary angle. As
a corollary, we obtain a simpler proof of Cheng’s result for solutions of the equation
∆u + h(x)u = 0 for radial h (in particular for constant h, we obtain the Helmholtz-
Laplace equation). Exploiting explicit formulas for bases of spherical harmonics, this
proof extends to arbitrary dimension and yields the following statement.
Theorem B. Let d ≥ 3 and let Ω be a domain in Rd. Let M1,M2 be two d − 1
dimensional submanifolds of Rd that intersect at 0 and let θ1, θ2 be the normal vectors
to M1,M2 at 0. Assume that arccos 〈θ1, θ2〉 /∈ πQ.
Let k ∈ R and let u be a solution of ∆u+k2u = 0 on Ω such that u = 0 onM1∪M2.
Then u = 0 on Ω.
In other words, under the stated conditions on M1,M2 as above, (Sd−1,M1 ∪M2)
is a Heisenberg uniqueness pair.
Theorem B is a variation on the unique continuation of solutions of the Helmholtz
equation. It states that a solution of that equation is uniquely determined by its re-
striction to two generic (d−1)-dimensional intersecting submanifolds and can therefore
be continued to the full domain.
From the point of view of PDEs, it is perhaps more natural to say that a solution of
the Helmholtz equation can be uniquely continued from one side of the manifold M1
to the other (by some sort of reflection) and likewise forM2. Theorem B says that, in
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general, these continuations are not compatible and thus a solution vanishing on M1
and M2 vanishes everywhere.
This picture makes it plausible that the extension/continuation of a solution from
its restrictions to lower dimensional manifolds, though unique, is inherently unstable.
Indeed, we will prove several statements in this regard (see, e.g., Propositions 3.7 and
4.2).
The paper is organized as follows. In Section 2, we give two simple proofs of The-
orem A and prove the non-crossing Lemma and its corollaries. Section 3 treats the
more technical extension of the uniqueness properties under Robin-type conditions in
dimension 2. Section 4 is devoted to some results in higher dimensions.
2. Two simple proofs
2.1. Proofs using reflection principles. In this section we give a simple proof of
Theorem A based on the reflection principle for harmonic functions and its extension
to the Helmholtz equation. At the same time we remove the artificial condition in
[Le, Sj1, JK, GrJ] where the solution of the Helmholtz equation is assumed to be the
Fourier transform of a measure.
Theorem 2.1. Let d ≥ 2, k ∈ R, and Ω be a domain (an open, connected set) in Rd
with 0 ∈ Ω. Let θ1, θ2 ∈ Sd−1 be such that arccos 〈θ1, θ2〉 /∈ πQ. Let u be a solution of
the Laplace-Helmholtz equation on Ω
∆u+ k2u = 0
satisfying one of the following boundary conditions{
u = 0 on θ⊥1 ∩ Ω
u = 0 on θ⊥2 ∩ Ω or
{
u = 0 on θ⊥1 ∩ Ω
∂nu = 0 on θ
⊥
2 ∩ Ω .
Then u = 0.
Proof. Let r be such that the ball B(0, r) ⊂ Ω. As u is real analytic, it is enough to
show that u = 0 on B(0, r).
For j = 1, 2, let Rj be the reflection with respect to the hyperplane θ
⊥
j . The Schwarz
reflection principle (see, e.g., [DL]) implies that u(Rjx) = −u(x) in the case of the
Dirichlet condition u
∣∣∣
Hj
= 0 and u(Rjx) = u(x) in the case of the Neumann condition
∂nu
∣∣∣
Hj
= 0. It follows that u((R1R2)
2nx) = u(x).
In particular, if u = 0 on θ⊥1 ∩ B(0, r), then u
(
(R1R2)
2nx) = 0 for every x ∈
θ⊥1 ∩ B(0, r). But R1R2 is a rotation by the angle 2 arccos 〈θ1, θ2〉 in the affine plane
span(θ1, θ2). As the angle is an irrational multiple of π, the orbit of θ
⊥
1 ∩B(0, r) under
(R1R2)
2 is dense in B(0, r), thus u = 0 on a dense set and, as u is continuous, u = 0
everywhere. 
Theorem 2.1 assumes either two Dirichlet conditions or a mixture of Dirichlet and
Neumann conditions. For the case of two Neumann conditions it is not difficult to see
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that, if u is radial, then it satisfies two Neumann conditions,
{
∂nu = 0 on θ
⊥
1
∂nu = 0 on θ
⊥
2
on two
arbitrary hyperplanes θ⊥1 and θ
⊥
2 .
Moreover, in dimension 2, the above proof shows that only radial functions can occur.
It is then not difficult to see that u is constant if it satisfies the Laplace equation ∆u = 0
and that u is a constant multiple of J0(k|x|) if u is a solution of the Helmholtz equation
∆u+ k2u = 0.
2.2. The non-crossing lemma and applications. In the previous section we used
reflection principles to show that a solution of the Laplace and Helmholtz equation can
not vanish on two lines that intersect with irrational angle. When replacing lines by
more general curves, reflection principles become substantially more involved [EK, Sa].
In order to tackle that case, we develop an alternative proof that is based on Fourier
expansions in the angular variable in polar coordinates. The results will follow from
the following lemma.
Lemma 2.2 (Non-crossing lemma). Let Γ1,Γ2 be two C1-curves in the plane intersect-
ing at 0. Let γ′1 (resp. γ
′
2) be the vector tangent to Γ1 (resp. Γ2) at 0 and assume that
the angle between γ′1 and γ
′
2 is not a rational multiple of π, arccos 〈γ′1, γ′2〉 /∈ πQ.
Let km be a strictly increasing sequence of non-negative numbers and (ϕm)m≥0 be a
sequence of functions such that ϕm(r) = r
km
(
1+o(1)
)
uniformly in a fixed neighborhood
of 0. Let u be a function on R2 given by an expansion in polar coordinates of the form
u(r, θ) =
∑
m∈Z
cmϕ|m|(r)e
imθ,
with
∑
m∈Z |cm|r
k|m|
0 < +∞ for some r0 > 0.
If u vanishes on Γ1 and on Γ2, then u ≡ 0 in {z ∈ C : |z| < r0}.
Remark 2.3. The picture below illustrates the conditions in the lemma. Also, the
curves do not need to intersect, it is enough that they are rays emanating from the
origin. The lemma is typically applied to a function u that is real analytic in a domain
Ω and that has a representation of the above form in the neighborhood of 0. In that
case we can even conclude that u vanishes in all of Ω.
Ω
0
✁
✁
✁
✁
✁
✁✕γ
′
2
Γ2
✲
γ′1
Γ1
Figure 1. In this lemma γ′1 = (1, 0) and γ
′
2 = (1, 2).
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Proof. Without loss of generality, we may parametrize the curves in polar coordinates
by the radius r so that γ1(r) = (r, θ1(r)) and γ2(r) = (r, θ2(r)) with θ1(0) = 0, θ2(0) = η
and η = arccos 〈γ′1, γ′2〉. (If necessary, we shrink the given neighborhood of 0 so that
θj(t) is well-defined.) Since the curves intersect at the origin, we must have u(0, 0) =
c0 = 0.
Now assume that cm = 0 for m = 0,±1, . . . ,±(n− 1), then by induction we have
u(r, θ) =
∑
|m|≥n
cmϕ|m|(r)e
imθ =
(
cne
inθ + c−ne
−inθ
)
rkn
(
1 + o(1)
)
+
∑
|m|>n
cmϕm(r)e
imθ
=
(
cne
inθ + c−ne
−inθ
)
rkn + o(rkn)
In other words, we have
lim
r→0
u
(
r, θj(r)
)
rkn
= 0
for j = 1, 2, and the hypothesis implies that
(2.2)
{
cn + c−n = 0,
cne
inη + c−ne
−inη = 0.
This is a system of two equations with two unknowns, and the determinant of its
coefficient matrix is −2i sin(nη) 6= 0 since η /∈ πQ. Hence, c±n = 0 and by induction
we conclude that cn = 0 for all n ∈ Z, thus u = 0. 
Remark 2.4. The condition u = 0 on Γ2 may be replaced by ∂θu = 0 on Γ2. Then
∂θu(r, θ) =
∑
m∈Z imcmϕ|m|(r)e
imθ, and the system (2.2) is replaced by{
cn + c−n = 0
ncne
inη − nc−ne−inη = 0.
Since the determinant is −2n cosnη 6= 0 for n 6= 0, the induction procedure is the
same.
Corollary 2.5. Let Ω be a domain of R2. Let Γ1,Γ2 be two C1-curves in the plane
intersecting at some ω ∈ Ω. Let γ′1 (resp. γ′2) be the unit vector tangent to Γ1 (resp.
Γ2) at ω and assume that the angle between γ
′
1 and γ
′
2 is not a rational multiple of π,
arccos 〈γ′1, γ′2〉 /∈ πQ.
Let g be a continuous radial function and define h by h(x) = g(x − ω). Then the
only solution u of ∆u+ h u = 0 in Ω such that u = 0 on Γ1 ∪ Γ2 is u = 0 in Ω.
Proof. Without loss of generality, we may assume that ω = 0. As u is real-analytic, it
is enough to prove that u is 0 in a neighborhood of 0 in Ω. In such a neighborhood, u
has a Fourier expansion of the form
u(r cos θ, r sin θ) =
∑
m∈Z
cme
imθϕ|m|(r),
where ϕm is the unique normalized solution of
ϕ′′m(r) +
1
r
ϕ′m(r) +
(
h(r)− m
2
r2
)
ϕm(r) = 0
that is smooth at 0. It is not hard to see that ϕm(r) ≃ rm when r → 0. Thus the
non-crossing lemma applies and yields the stated conclusion. 
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3. Robin type conditions
We next study the Helmholtz equation with Robin-type conditions on two intersect-
ing curves Γ1 and Γ2 in R
2.
3.1. The main result. We write the solution of the Helmholtz-Laplace equation in
polar coordinates
up(r, θ) = u(r cos θ, r sin θ) .
Recall that the gradient in polar coordinates is given by ∇F = (∂rF, r−1∂θF ).
We parametrize the curves in polar coordinates as γ(r) = (r cos θ(r), r sin θ(r)) with
the radius r as the variable. By ∂tup and ∂nup we denote the tangential and normal
derivatives of up along a curve. A simple computation shows that
(3.3) ∂tup
(
r, θ(r)
)
= ∂rup
(
r, θ(r)
)
+ θ′(r)∂θup
(
r, θ(r)
)
and
(3.4) ∂nup
(
r, θ(r)
)
= −rθ′(r)∂rup
(
r, θ(r)
)
+
1
r
∂θup
(
r, θ(r)
)
.
We will work with Robin type conditions of the form αup + β∂tup + β˜∂nup = 0 on two
curves Γ1 and Γ2 and allow the coefficients α, β, β˜ to be functions of r.
Theorem 3.1. Let Ω ⊂ R2 be a domain with B(0, r0) ⊂ Ω for some r0 > 0. Let k ∈ R
and for j = 1, 2 let αj, βj , β˜j be C1-functions (−r0, r0)→ R.
When βj(0) = β˜j(0) = 0, we impose the following non-degeneracy: αj(0) 6= 0 and
βj(r) = β˜j(r) = o(r) when r → 0.
Next define ϕj = 0 if βj(0) = β˜j(0) = 0 and ϕj = arg
(
βj(0) + iβ˜j(0)
)
otherwise.
Let θ1, θ2 be two C1-functions (−r0, r0) → R and assume that ϕ1 − ϕ2 /∈
(
θ1(0) −
θ2(0)
)
Z + πZ. Let Γj = {(r cos θj(r), r sin θj(r)) : r ∈ (−r0, r0)} be the corresponding
curves in polar coordinates in Ω.
Let u be a solution of the Helmholtz-Laplace equation
(3.5) ∆u(x, y) + k2u(x, y) = 0, (x, y) ∈ Ω,
with Robin-type conditions
(3.6) αj(r)u
(
r, θj(r)
)
+ βj(r)∂tu
(
r, θj(r)
)
+ β˜j(r)∂nu
(
r, θj(r)
)
= 0
on Γj for j = 1, 2. If u(0, 0) = 0 then u = 0.
Remark 3.2. The condition ϕ1 − ϕ2 /∈
(
θ1(0) − θ2(0)
)
Z + πZ can be seen as either
excluding a countable set of initial conditions on ϕ1−ϕ2 or a countable set of directions
θ1(0)− θ2(0) at the origin. For instance, if β1(0) = β2(0) = 0 or β˜1(0) = β˜2(0) = 0 we
obtain the condition θ1(0)− θ2(0) /∈ Qπ.
The statement would be more natural with αj, βj , β˜j constants. However, in order to
apply Theorem 3.1 to the Helmholtz equation on manifolds, we need this more general
condition. Also, the non-degeneracy is then needed, since any solution of course satisfies
a Robin-type condition of the type (3.6).
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Proof. First note that, as u is real-analytic, it is enough to show that u = 0 in B(0, r0).
Case 1: k = 0. We first consider the case k = 0 corresponding to the Laplace equation.
Locally in a neighborhood of 0 and in polar coordinates, its solution has the following
series expansion [MF] (with up(r, θ) = u(r cos θ, r sin θ)):
(3.7) up(r, θ) =
∑
m∈Z
cmr
|m|eimθ.
Let us note right away that c0 = u(0, 0) = 0.
It follows that
∂rup(r, θ) =
∞∑
m=1
m
(
cme
imθ + c−me
−imθ
)
rm−1,
1
r
∂θup(r, θ) =
∞∑
m=1
im
(
cme
imθ − c−me−imθ
)
rm−1.
Now suppose that c−m0 = · · · = cm0 = 0 for some m0 ≥ 0. Then by looking at the
lowest order terms in r we see from (3.3) and (3.4) that
up
(
r, θj(r)
)
=
(
cm0+1e
i(m0+1)θj + c−(m0+1)e
−i(m0+1)θj
)
rm0+1 + o(rm0+1)(3.8)
∂tup
(
r, θj(r)
)
= (m0 + 1)
(
cm0+1e
i(m0+1)θj + c−(m0+1)e
−i(m0+1)θj
)
rm0 + o(rm0)
∂nup
(
r, θj(r)
)
= i(m0 + 1)
(
cm0+1e
i(m0+1)θj − c−(m0+1)e−i(m0+1)θj
)
rm0 + o(rm0).
It follows that
αj(r)up
(
r, θj(r)
)
+ βj(r)∂tup
(
r, θj(r)
)
+ β˜j(r)∂nup
(
r, θj(r)
)
= αj(r)
(
cm0+1e
i(m0+1)θj + c−(m0+1)e
−i(m0+1)θj
)
rm0+1
+ (m0 + 1)
(
βj(r) + iβ˜j(r))cm0+1e
i(m0+1)θjrm0
+ (m0 + 1)
(
βj(r)− iβ˜j(r))c−(m0+1)e−i(m0+1)θjrm0
+ o(rm0+1) + o
((
βj(r) + iβ˜j(r))r
m0
)
.
We now distinguish two cases:
– either
(
βj(0), β˜j(0)
) 6= (0, 0) and then κj := βj(0) + iβ˜j(0) 6= 0 so that
αj(r)up
(
r, θj(r)
)
+ βj(r)∂tup
(
r, θj(r)
)
+ β˜j(r)∂nup
(
r, θj(r)
)
= (m0 + 1)
(
cm0+1κje
i(m0+1)θj + c−(m0+1)κje
−i(m0+1)θj
)
rm0 + o(rm0),
– or
(
βj(0), β˜j(0)
)
= (0, 0), and then we assumed that βj(r)± iβ˜j(r) = o(r), thus
αj(r)up
(
r, θj(r)
)
+ βj(r)∂tup
(
r, θj(r)
)
+ β˜j(r)∂nup
(
r, θj(r)
)
= αj(0)
(
cm0+1e
i(m0+1)θj + c−(m0+1)e
−i(m0+1)θj
)
rm0+1 + o(rm0+1).
It follows that each Robin condition
αj(r)up
(
r, θj(r)
)
+ βj(r)∂tup
(
r, θj(r)
)
+ β˜j(r)∂nup
(
r, θj(r)
)
= 0
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implies that{
cm0+1κje
i(m0+1)θj(0) + c−(m0+1)κje
−i(m0+1)θj(0) = 0 if κj 6= 0,
cm0+1e
i(m0+1)θj (0) + c−(m0+1)e
−i(m0+1)θj(0) = 0 if κj = 0.
Now, if we impose two Robin conditions, then every pair c−(m0+1), cm0+1 is the solution
of one of the following linear systems.
(i) If
(
βj(0), β˜j(0)
) 6= (0, 0) for j = 1 and j = 2, then{
cm0+1κ1e
i(m0+1)θ1(0) + c−(m0+1)κ1e
−i(m0+1)θ1(0) = 0,
cm0+1κ2e
i(m0+1)θ2(0) + c−(m0+1)κ2e
−i(m0+1)θ2(0) = 0,
which has determinant 2iIm κ1κ2e
i(m0+1)(θ1−θ2) = 2i|κ1κ2| sin
(
ϕ1−ϕ2+(m0+1)
(
θ1(0)−
θ2(0)
)
. This determinant is never 0 by the assumption on θ1(0) − θ2(0). Therefore
cm0+1 = c−(m0+1) = 0.
(ii) If
(
βj(0), β˜j(0)
)
= (0, 0) for j = 1, 2, then{
cm0+1e
i(m0+1)θ1(0) + c−(m0+1)e
−i(m0+1)θ1(0) = 0,
cm0+1e
i(m0+1)θ2(0) + c−(m0+1)e
−i(m0+1)θ2(0) = 0.
Again the determinant of this system is 2i sin(m0 + 1)
(
θ1(0) − θ2(0)
) 6= 0 by our
assumption on θ1(0)− θ2(0). Therefore cm0+1 = c−(m0+1) = 0.
(iii) If
(
β1(0), β˜1(0)
)
= (0, 0) and
(
β2(0), β˜2(0)
) 6= (0, 0) (without loss of generality),
then {
cm0+1e
i(m0+1)θ1(0) + c−(m0+1)e
−i(m0+1)θ1(0) = 0,
cm0+1κ2e
i(m0+1)θ2(0) + c−(m0+1)κ2e
−i(m0+1)θ2(0) = 0,
which has determinant 2iImκ2e
i(m0+1)(θ1(0)−θ2(0)) = 2i|κ2| sin
(−φ2 + (m0 + 1)(θ1(0) −
θ2(0)
) 6= 0 by assumption on θ1(0)− θ2(0). Therefore cm0+1 = c−(m0+1) = 0.
In all three cases, we obtain that cm0+1 = c−(m0+1) = 0, and by induction, it follows
that cm = 0 for every m, thus u = 0.
Case 2: k 6= 0. We next treat the Helmholtz equation with Robin-type conditions
on two curves. After a change of variables, we may assume without loss of generality
that k = 1. Then in a neighborhood of 0, the solution written in polar coordinates
possesses a Bessel expansion of the form
(3.9) up(r, θ) =
∑
m∈Z
cmJ|m|(r)e
imθ,
where Jm is the Bessel function of the first kind and order m.
Since Jm(0) = 0 for m 6= 0, we obtain that c0 = u(0, 0) = 0.
Using the relation for the Bessel functions
m
r
Jm(r) =
1
2
(Jm+1(r) + Jm−1(r)),
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we obtain
1
r
∂θup(r, θ) =
∑
m≥1
(cme
imθ − c−me−imθ) im
r
Jm(r)
=
∑
m≥1
(cme
imθ − c−me−imθ) i
2
(Jm+1(r) + Jm−1(r))
=
i
2
∑
m≥0
(cm+1e
i(m+1)θ − c−m−1e−i(m+1)θ)Jm(r)
+
i
2
∑
m≥2
(cm−1e
i(m−1)θ − c−m+1e−i(m−1)θ)Jm(r)
=
i
2
(
c1e
iθ − c−1e−iθ
)
J0(r) +
i
2
(
c2e
2iθ − c−2e−2iθ
)
J1(r)
+
i
2
∑
k≥2
(
ck+1e
i(k+1)θ + ck−1e
i(k−1)θ
−c−(k−1)e−i(k−1)θ − c−(k+1)e−i(k+1)θ
)
Jk(r).
In the same way, using the relation for the Bessel functions
d
dr
Jm(r) =
1
2
(Jm+1(r)− Jm−1(r))
for m 6= 0, we obtain
∂rup(r, θ) =
1
2
∑
m≥1
(cme
imθ + c−me
−imθ)
(
Jm+1(r)− Jm−1(r)
)
= −1
2
(c1e
iθ + c−1e
−iθ)J0(r)− 1
2
(c2e
2iθ + c−2e
−2iθ)J1(r)
+
1
2
∑
k≥2
(−ck+1ei(k+1)θ + ck−1ei(k−1)θ
+c−(k−1)e
−i(k−1)θ − c−(k+1)e−i(k+1)θ)Jk(r).
Recall that Jm(r) =
rm
2mm!
+ o(rm) when r → 0. Suppose now that c−m0 = · · · =
cm0 = 0 for some m0 ≥ 0, then the terms of lowest order in r in (3.3) and (3.4) yield
up
(
r, θj(r)
)
=
1
2m0+1(m0 + 1)!
(
cm0+1e
i(m0+1)θj + c−(m0+1)e
−i(m0+1)θj
)
rm0+1 + o(rm0+1)
∂tup
(
r, θj(r)
)
=
−1
2m0+1m0!
(
cm0+1e
i(m0+1)θj + c−(m0+1)e
−i(m0+1)θj
)
rm0 + o(rm0)
∂nup
(
r, θj(r)
)
=
i
2m0+1m0!
(
cm0+1e
i(m0+1)θj − c−(m0+1)e−i(m0+1)θj
)
rm0 + o(rm0) .
Thus the terms of lowest order in r are exactly a fixed multiple of the terms in (3.8)
for the Laplace equation.
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Consequently the Robin condition (3.6) implies the same systems of equations as in
the previous case. Thus the remainder of the proof is exactly the same and we conclude
that u = 0. 
Remark 3.3. If we replace the exact condition
αj(r)u
(
r, θj(r)
)
+ βj(r)∂tu
(
r, θj(r)
)
+ β˜j(r)∂nu
(
r, θj(r)
)
= 0,
by an approximate one
αj(r)u
(
r, θj(r)
)
+ βj(r)∂tu
(
r, θj(r)
)
+ β˜j(r)∂nu
(
r, θj(r)
)
= o(rN),
and assume that (βj(0), β˜j(0)) 6= (0, 0), then we may still conclude that c−N−1 = · · · =
cN+1 = 0 in the decompositions (3.7)-(3.9). As a consequence, u(x) = o(|x|N+1).
The case of the Helmholtz equation on a manifold with Robin conditions can be
deduced by following Cheng’s argument.
Corollary 3.4. Let M be a two-dimensional C∞-Riemann manifold without boundary
and h ∈ C∞(M).
Let ω ∈M and γ1, γ2 be two geodesics on M that intersect at ω such that the angle
of their tangents at ω is an irrational multiple of π. Let a1, a2, b1, b2 ∈ R such that
(aj , bj) 6= (0, 0).
If u is a solution of the Helmholtz equation ∆u+ hu = 0 with u(ω) = 0 and satisfies
the two Robin conditions
(3.10) aju+ bj∂nu = 0 on γj , j = 1, 2,
then u = 0.
Proof. The proof follows the path of Cheng’s result on nodal domains [Ch, Thm. 2.2].
First, we use normal coordinates on M which allows us to restrict u to a small neigh-
borhood of 0, u(0) = 0, such that γ1, γ2 are two straight lines intersecting at 0 with
angle that is an irrational multiple of π.
Further, Bers’ result [Be] implies that we can write
u(x, y) = p(x, y) + (x2 + y2)m/2+ǫq(x, y)
where p is an harmonic polynomial of degree m and q is smooth. Further, u cannot
vanish to infinite order at 0 unless u = 0 uniformly. Thus we may assume that p 6= 0
if u 6= 0.
One then easily sees that the Robin condition (3.10) implies a Robin condition of
the type given by (3.6) with αj(0) = aj , βj(0) = 0 and β˜j(0) = bj . Moreover, if bj = 0
then βj(r) = β˜j(r) = 0 so that the non-degeneracy condition is satisfied.
Now, according to Remark 3.3, this Robin condition implies that u(x, y) = (x2 +
y2)m/2+ǫq(x, y) and p = 0. We thus conclude that u = 0. 
3.2. The condition u(0, 0) = 0. One may ask whether the condition u(0, 0) = 0 is
really needed in Theorem 3.1. This hypothesis was the basis for the induction and
therefore crucial to obtain u = 0 in the previous proof.
We now show that this condition may not always be removed, not even in the simple
case of constant coefficients in the Robin condition.
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Proposition 3.5. Let Ω ⊂ R2 be a domain with 0 ∈ Ω. Let k ∈ R and α1, α2, β1, β2 ∈
R with β1, β2 6= 0. Let θ1, θ2 ∈ R be such that θ1 − θ2 /∈ πQ. Let lθi = R(cos θj , sin θj)
be lines passing through 0. Then the space of solutions of the Helmholtz equation with
Robin boundary conditions:
(3.11)
 ∆u(x, y) + k
2u(x, y) = 0, (x, y) ∈ Ω,
α1u(x, y) + β1∂nu(x, y) = 0, (x, y) ∈ ℓθ1
α2u(x, y) + β2∂nu(x, y) = 0, (x, y) ∈ ℓθ2,
has dimension at most 1.
The solution space has dimension exactly one, if
θ1 − θ2
π
is badly approximable by
rationals in the sense that there is a c >
√
5 such that for all but finitely many integers
k, ℓ,
(3.12) |k(θ1 − θ2)− ℓπ| ≥ 1
ck
.
Remark 3.6. The condition c >
√
5 comes from Hurwitz’s theorem. If θ1 − θ2 is an
algebraic number of degree 2, then it is badly approximable by rationals.
As already noticed, if ∆u+ k2u = 0 and ∂nu = 0 on ℓθ1 and on ℓθ2, then u is radial.
It is well known that the only radial solutions of ∆u+k2u = 0 are constant when k = 0
and constant multiples of J0(k
√
x2 + y2) when k 6= 0. The above result extends this
to more general Robin conditions.
Proof. We only treat the case k = 1 and leave the scaling to obtain k 6= 0 and the
easier case k = 0 to the reader. Again, writing u in polar coordinates as up(r, θ) =
u(r cos θ, r sin θ), the solution to the Helmholtz equation is of the form
up(r, θ) =
∑
m∈Z
cmJ|m|(r)e
imθ.
The previous proof shows that the coefficients of J0 and J1 in the Robin boundary
condition for j = 1, 2 are given by
αjc0 +
iβj
2
(c1e
iθj − c−1e−iθj) = 0,(3.13)
αj(c1e
iθj + c−1e
−iθj ) +
iβj
2
(c2e
2iθj − c−2e−2iθj ) = 0,(3.14)
and, for m ≥ 2,
αj(cme
imθj + c−me
−imθj )
+
iβj
2
(
cm+1e
i(m+1)θj − c−m−1e−i(m+1)θj
+cm−1e
i(m−1)θj − c−m+1e−i(m−1)θj
)
= 0.(3.15)
Writing γj = 2i
αj
βj
, (3.13) implies that{
c1e
iθ1 − c−1e−iθ1 = γ1c0
c1e
iθ2 − c−1e−iθ2 = γ2c0 ,
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from which follows
c1 = −γ2e
−iθ1 − γ1e−iθ2
2i sin(θ1 − θ2) c0 , c−1 = −
γ2e
iθ1 − γ1eiθ2
2i sin(θ1 − θ2)c0.
Next, (3.14) implies{
c2e
2iθ1 − c−2e−2iθ1 = γ1(c1eiθ1 + c−1e−iθ1)
c2e
2iθ2 − c−2e−2iθ2 = γ2(c1eiθ2 + c−1e−iθ2) ,
that is {
c2e
2iθ1 − c−2e−2iθ1 = γ1i sin(θ1−θ2)
(
γ1 cos(θ1 − θ2)− γ2
)
c0,
c2e
2iθ2 − c−2e−2iθ2 = γ2i sin(θ1−θ2)
(
γ1 − γ2 cos(θ1 − θ2)
)
c0.
This may be written in the form{
c2e
2iθ1 − c−2e−2iθ1 = µ2sin(θ1−θ2)c0
c2e
2iθ2 − c−2e−2iθ2 = ν2sin(θ1−θ2)c0
,
with |µ2|, |ν2| ≤ (|γ1|+ |γ2|)2. It follows that
c2 =
µ2e
−2iθ2 − ν2e−2iθ1
2i sin(θ1 − θ2) sin 2(θ1 − θ2)c0 , c−2 = −
ν2e
2iθ1 − µ2e2iθ2
2i sin(θ1 − θ2) sin 2(θ1 − θ2)c0.
One can then write (3.15) in the form
cm+1e
i(m+1)θj − c−m−1e−i(m+1)θj = γj(cmeimθj + c−me−imθj )
−cm−1ei(m−1)θj + c−m+1e−i(m−1)θj ,
from which we get that c±(m+1) sin(m+ 1)(θ1 − θ2) is a linear combination of c±m and
c±(m−1) with coefficients bounded by max(1, γ1, γ2) so that
c±(m+1) =
κ±(m+1)∏m+1
k=1 sin k(θ1 − θ2)
c0,
with |κ±(m+1)| ≤ (2 + |γ1|+ |γ2|)m+1.
Further, the Bessel’s function satisfies the bound
(3.16) |Jm(r)| ≤ r
m
2mm!
.
Thus, if θ1−θ2
π
is badly approximable by rationals,(
m+1∏
k=1
sin k(θ1 − θ2)
)−1
= O
(
(m+ 1)!
)
so that
(3.17) u(r, θ) =
∑
m
cmJ|m|(r)e
imθ
converges to a solution u of the Helmholtz equation.

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We suspect that in some cases the series (3.17) diverges so that the solution space
is still of dimension 0. For instance, if α1 = 0, β1 = 1, θ1 = 0, that is if u satisfies
a Neumann equation on the x-axis, then the Schwarz reflection principle shows that
c−m = cm. Then, the Robin condition on ℓθ2 implies
γ2cm cosmθ2 = cm−1 sin(m− 1)θ2 + cm+1 sin(m+ 1)θ2.
We think that for some numbers θ2 (in particular when θ2/π is a Liouville number),
this would lead to a series (3.17) that is divergent.
3.3. Stability. A natural extension of Remark 3.3 would be to replace the Robin con-
dition by an approximate Robin condition and ask whether the corresponding solution
is small. In general this is not true. We illustrate the instability in the simplest case,
namely for the Laplace equation with Dirichlet conditions on lines.
Proposition 3.7. Let θ1, θ2 ∈ R, be such that θ1 − θ2 /∈ πQ, and let ε > 0.
There exist infinitely many n ∈ N such that the solution of the Laplace equation ∆u(x, y) = 0, (x, y) ∈ D(0, 1),u(r, θ1) = ε|r|n, |r| < 1,
u(r, θ2) = 2ε|r|n, |r| < 1,
satisfies ‖u‖L∞(D(0,1)) ≥ nε8 .
Proof. Write u in polar coordinates as
u(r, θ) =
∑
m∈Z
cmr
|m|eimθ = c0 +
∞∑
m=1
(cme
imθ + c−me
−imθ)rm.
Then each Dirichlet condition is equivalent to the set of equations
cme
imθj + c−me
−imθj = um,j,
where un,1 = ε, un,2 = 2ε and um,j = 0 if m 6= n.
For any m the resulting system of equations has determinant 2i sinm(θ1 − θ2) 6= 0.
If m 6= n, then cm = c−m = 0. For m = n we obtain
cn =
1− 2e−in(θ1−θ2)
2i sinn(θ1 − θ2)e
−inθ2ε , c−n = − 1− 2e
in(θ1−θ2)
2i sin n(θ1 − θ2)e
inθ2ε.
It follows that
u(r, θ) =
ε
sinn(θ1 − θ2)Im
(
(1− 2e−in(θ1−θ2))ein(θ−θ2)) rn.
But now, according to Dirichlet’s theorem, there exist infinitely many n, p ∈ Z \ {0}
such that ∣∣∣∣θ1 − θ2π n− p
∣∣∣∣ ≤ 1n,
and thus | cosn(θ1 − θ2)− cos pπ| ≤ π/n and | sinn(θ1 − θ2)− sin pπ| ≤ π/n.
Now choose θ such that n(θ − θ2) = π/2 and ein(θ−θ2) = i. Then for n > 6
|Im ((1− 2e−in(θ1−θ2))ein(θ−θ2)) = |Re (1− 2e−in(θ1−θ2))|
= |1− 2 cosn(θ1 − θ2)| ≥ |1− 2(−1)p| − π
n
≥ 1
2
.
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It follows that |u(r, θ)| ≥ n
2π
εrn, from which the result follows immediately. 
Proposition 3.7 implies that the reconstruction of a harmonic function from its re-
striction to two lines is always unstable. In particular, if u1 and u2 are harmonic
functions such that ‖(u1 − u2)|Γj‖∞ < ǫ, we cannot make any assertion on the error
‖u1 − u2‖L∞(D(0,1)).
Note that Dirichlet’s theorem allows to simultaneously approximate arbitrarily many
irrational numbers. Consider the Laplace equation{
∆u(x, y) = 0, (x, y) ∈ D(0, 1),
u(r, θj) = αjε|r|n, r ∈ R, j = 1, . . . , N.
For this system to have a solution, the αj’s must satisfy some compatibility condition.
Consequently, this system either has no solution, or, if the αj ’s are compatible, the
norm of the solution can be arbitrarily large.
4. Results in higher dimension
In this section we study possible extensions of the uniqueness property to higher
dimensions. The general problem is the following: For 1 ≤ m < d, let Γ1, . . . ,ΓN be
m-dimensional analytic submanifolds (or just linear subspaces) in Rd intersecting at 0.
Under which conditions is Γ1∪· · ·∪ΓN a set of uniqueness for solutions of ∆u+k2u = 0?
In other words, when is it true that u|Γ1∪···∪ΓN = 0 implies that u = 0.
We will treat the case of two hypersurfaces (m = d− 1) and give a counter-example
for an arbitrary finite collection of lines.
4.1. An extension of the results of Section 2.2. We will now extend some of the
results of Section 3 to higher dimensions.
Theorem 4.1. Let d ≥ 3 and let Ω be a domain in Rd. Let M1,M2 be two d − 1
dimensional submanifolds of Rd that intersect at 0 and let θ1, θ2 be the unit normal
vectors to M1 and M2 at 0. Assume that arccos 〈θ1, θ2〉 /∈ πQ.
If u is a solution of ∆u + k2u = 0 on Ω such that u = 0 on M1 ∪M2, then u = 0
on Ω.
Proof. We first describe a particular basis of spherical harmonics and fix some notation
taken from e.g. [DX].
First, we introduce the Gegenbauer polynomials
Cλn(x) =
⌊n/2⌋∑
k=0
(−1)k Γ(n− k + λ)
Γ(λ)k!(n− 2k)!(2x)
n−2k.
They satisfy the orthogonality relation
∫ π
0
Cλm(cos θ)C
λ
n(cos θ) sin(θ)
2λ dθ = 0 ifm 6= n.
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We use spherical coordinates in Rd,
x1 = r sin θd−2 · · · sin θ1 cosϕ
x2 = r sin θd−2 · · · sin θ1 sinϕ
x3 = r sin θd−2 · · · sin θ2 cos θ1
...
...
xd−1 = r sin θd−2 cos θd−3
xd = r cos θd−2
with r ≥ 0, θ := (θ1, . . . , θd−2) ∈ [0, π)d−2, ϕ ∈ [0, 2π).
After a suitable translation and rotation, we may assume that, in a neighborhood V
of 0, both M1 ∩ V and M2 ∩ V are parametrized as
Mj ∩ V =
{(
r, θ, ψj(r, θ)
)
: 0 < r < ε, θ ∈ [0, π)d−2}
where the ψj ’s are smooth functions. Moreover, if we define
ϕj = ψj(0, θ) = lim
r→0
ψj(r, θ)
(which does not depend on r), then our hypothesis onM1,M2 implies that ϕ1−ϕ2 /∈
πQ.
Next, we define a basis of spherical harmonics. For α ∈ N := Nd−20 × Z we set
Yα(r, θ1, . . . , θd−2, ϕ) = r
|α|eiαd−1ϕ
d−2∏
j=1
(sin θd−j)
|α|j+1Cλjαj (cos θj)
:= r|α|eiαd−1ϕY˜α(θ1, . . . , θd−2)
where |α|j = αj+ · · ·+αd−1 and λj = |α|j+1+(d− j−1)/2. Then {Yα : α ∈ N} forms
a basis of spherical harmonics on Rd. Further, for each n ≥ 1, the set
{Y˜β,m : (β,m) ∈ Nd−10 , |β|+m = n}
is linearly independent.
In a neighborhood of 0, an arbitrary solution u of the Laplace equation ∆u = 0 can
then be written in spherical coordinates in the form
(4.18) u(r, θ1, . . . , θd−2, ϕ) =
∑
α∈N
cαYα(r, θ1, . . . , θd−2, ϕ)
=
∞∑
n=0
rn
n∑
m=−n
( ∑
β∈Nd−2
0
|β|+|m|=n
cβ,mY˜β,m(θ1, . . . , θd−2)
)
eimϕ
The local solution of the Helmholtz equation ∆u+u = 0 can be written in the form [MF]
(4.19) u(r, θ1, . . . , θd−2, ϕ)
= r−
d−2
2
∞∑
n=0
Jn+ d−2
2
(r)
n∑
m=−n
( ∑
β∈Nd−2
0
|β|+|m|=n
cβ,mY˜β,m(θ1, . . . , θd−2)
)
eimϕ.
Now let u be a solution of the Laplace equation, thus given by (4.18).
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First c0 = u
(
0, θ, ϕj
)
= 0. But then
u
(
r, θ, ψj(r, θ)
)
= r
1∑
m=−1
( ∑
β∈Nd−2
0
|β|+|m|=1
cβ,mY˜β,m(θ)
)
eimψj (r,θ) + o(r).
As eimψj(r,θ) = eimϕj + o(1), we get
1∑
m=−1
( ∑
β ∈ Nd−20
|β|+ |m| = 1
cβ,mY˜β,m(θ)
)
eimϕj = 0.
Thus for all θ ∈ [0, π)d−2
(c0,1e
imϕj + c0,−1e
imϕj )Y˜0,1(θ) +
∑
β ∈ Nd−20
|β| = 1
cβ,0Y˜β,0(θ) = 0.
The linear independence of the Y˜β,m’s implies that cβ,0 = 0 when |β| = 1 and{
c0,−1e
−iϕ1 + c0,1e
iϕ1 = 0,
c0,−1e
−iϕ2 + c0,1e
iϕ2 = 0.
As the determinant of this system is 2i sin(ϕ2 − ϕ1) 6= 0 we get c0,−1 = c0,1 = 0.
Assume now that cβ,m = 0 for every β,m with |β|+ |m| ≤ n0−1 then, as previously
u
(
r, θ, ψj(r, θ)
)
= rn0
n0∑
m=−n0
( ∑
β ∈ Nd−20
|β|+ |m| = n0
cβ,mY˜β,m(θ)
)
eimϕj + o(rn0).
It follows again that
(4.20)
( ∑
β ∈ Nd−20
|β| = n0
cβ,0Y˜β,0(θ)
)
+
n0∑
m=1
( ∑
β ∈ Nd−20
|β|+m = n0
(cβ,me
imϕj + cβ,−me
−imϕj )Y˜β,m(θ)
)
= 0.
This implies that cβ,0 = 0 if |β| = n0 and that for each m = 1, . . . , n0 and each β with
|β| = n0 −m, {
cβ,−me
−imϕ1 + cβ,me
imϕ1 = 0,
cβ,−me
−imϕ2 + cβ,me
imϕ2 = 0.
The determinant of this system is 2i sinm(ϕ2 − ϕ1) 6= 0, thus cβ,−m = cβ,m = 0. We
have thus proved the result.
The case of u of the form (4.19) is similar.
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
4.2. Negative results. Finally we show that there is no unique continuation of the
Helmholtz equation for a finite set of intersecting lines.
Proposition 4.2. Let d ≥ 3 and k ∈ R. For every θ1, . . . , θN ∈ Sd−1 there exists a
non-zero solution of ∆u+ k2u = 0 such that u = 0 on Rθ1 ∪ · · · ∪ RθN .
Proof. It suffices to find a non-zero spherical harmonic Y of suitable degree m such
that Y (±θj) = 0, j = 1, . . . , N . Then the functions u(rθ) = rmY (θ) (for k = 0) and
u(rθ) = r−(d−2)/2Jm+(d−2)/2(kr)Y (θ) (for k 6= 0) vanish on the lines Rθj , j = 1, . . . , N ,
and thus the solution of the Helmholtz-Laplace equation is not uniquely determined
by its restriction to a finite number of lines.
Let Hdm denote the subspace of spherical harmonics of degree m in Rd. Its dimension
is
(
m+d−1
m
) ≥ 2m+ 1 for d ≥ 3.
Now consider the linear forms Lj : Hdm → C given by Lj(Y ) = Y (θj) for j = 1, . . . , N
and Lj(Y ) = Y (−θj) for j = N + 1, . . . , 2N . A dimension count yields
⋂
j kerLj ≥
dimHdm − 2N ≥ 1 for m large enough. So
⋂
j kerLj 6= {0} and there exists a Y ∈ Hdm
satisfying Y (θj) = 0 for j = 1, . . . , N .
Thus the solution of the Helmholtz equation is not uniquely determined by its re-
striction to any finite set of intersecting lines. 
We do not know what happens for restrictions of the Helmholtz equation to k-
dimensional subspaces when 2 ≤ k ≤ d− 2 and d ≥ 4.
Proposition 4.2 can be turned into a statement about Heisenberg uniqueness pairs.
Corollary 4.3. The sphere Sd−1 for d ≥ 3 and an arbitrary finite set Rθj , j = 1, . . . , N
of lines through the origin cannot be a Heisenberg uniqueness pair. There always ex-
ist two distinct finite positive measures such that µ+, µ− are supported on S
d−1 and
µ̂+|Rθj = µ̂−|Rθj for j = 1, . . . , N .
Proof. Let Y ∈ Hdm be a non-zero spherical harmonic such that Y (±θj) = 0 for j =
1, . . . , N and define two measures µ± by
µ± =
(
1± Y (θ)‖Y (θ)‖L∞(Sd−1)
)
dσ(θ).
Clearly µ± are positive and absolutely continuous with respect to the surface measure
on Sd−1. Furthermore, the Hecke-Funck Formula [SW] shows that ̂µ+ − µ−(rθ) =
cr−(d−2)/2Jm+(d−2)/2(r)Y (θ) where c is a non-zero constant. Thus µ̂+|Rθj = µ̂−|Rθj .

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