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In this dissertation I present advances in the studies of artificial lattices with
honeycomb topology, called artificial graphene (AG), in nano-patterned GaAs quan-
tum wells (QWs). AG lattices with very small lattice constants as low as 40 nm are
achieved for the first time in GaAs. The high quality AG lattices are created by op-
timized electron-beam (E-beam) lithography followed by inductively coupled plasma
reactive-ion etching (ICP-RIE) process. E-beam lithography is used to define a hon-
eycomb lattice etch mask on the surface of the GaAs QW sample and the optimized
anisotropic ICP-RIE process is developed to transfer the pattern into the sample and
create the AG lattices. Such high-resolution AG lattices with small lattice constants
are essential to form AG miniband structures and create well-developed Dirac cones.
Characterization of electron states in the nanofabricated artificial lattices is by
optical experiments. Optical emission (photoluminescence) yields a determination of
the Fermi energy of the electrons. A significant reduction of the Fermi energy is due
to the nano-patterning process. Resonant inelastic light scattering (RILS) spectra
reveal novel transitions related to the electron band structures of the AG lattices.
These transitions exhibit a remarkable agreement with the predicted joint density of
states (JDOS) based on the band structure calculation for the honeycomb topology.
I calculate the electron band structures of AG lattices in nano-patterned GaAs
QWs using a periodic muffin-tin potential model. The evaluations predict linear
energy-momentum dispersion and Dirac cones, where the massless Dirac fermions
(MDFs) appear, occur in the band structures. Requirements of the parameters of
the AG potential to achieve isolated and well-developed Dirac cones are discussed.
Density of states (DOS) and JDOS from AG band structures are calculated, which
provide a basis to interpret quantitatively observed transitions of electrons involving
AG bands.
RILS of intersubband transitions reveal intriguing satellite peaks that are not
present in the as-grown QWs. These additional peaks are interpreted as combined
intersubband transitions with simultaneous change of QW subband and AG band
index. The calculated JDOS for the electron transitions within the AG lattice model
provide a remarkably accurate description of the combined intersubband excitations.
Novel low-lying excitation peaks in RILS spectra, interpreted as direct transitions
between AG bands without change in QW subband, provide a more direct insight
on the AG band structures. We discovered that RILS transitions around the Dirac
cones are resonantly enhanced by varying the incident photon energies. The spec-
tral lineshape of these transitions provides insights into the formation of Dirac cones
that are characteristic of the honeycomb symmetry of the AG lattices. The results
confirm the formation of AG miniband structures and well-developed Dirac cones.
The realization of AG lattices in a nanofabricated high mobility semiconductor of-
fers the advantage of tunability through methods suitable for device scalability and
integration.
The last part of this thesis describes the growth of nanocrystalline single layer
and bilayer graphene on sapphire substrates by molecular beam epitaxy (MBE) with
a solid carbon source. Raman spectroscopy reveals that fabrication of single layer,
bilayer or multilayer graphene crucially depends on MBE growth conditions. Etch
pits revealed by atomic force microscopy indicate a removal mechanism of carbon
by reduction of sapphire. Tuning the interplay between carbon deposition and its
removal, by varying the incident carbon flux and substrate temperature, should enable
the growth of high quality graphene layers on large area sapphire substrates.
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At the beginning of 21st century, graphene, a single layer of carbon atoms arranged
in a honeycomb lattice, has attracted extraordinary interest due to its special elec-
tronic, optical, and mechanical properties[1–3]. While electronic band structures of
graphite/graphene have been studied for many years[4–6], graphene was thought to
be thermodynamically unstable in a free state[7, 8]. The initial experimental exfo-
liated isolations of graphene[9–11] created enormous interest in studies of graphene
and related materials.
Quantum Hall effect experiments on exfoliated graphene soon demonstrated that
charge carrier in graphene has a linear energy-momentum relation, which can be
described by massless Dirac equations[1, 2]. Fig. 1.1 demonstrates the honeycomb
lattice underlying graphene and its corresponding first Brillouin zone. The gap of
graphene vanishes near the K and K’ points of the Brillouin zone, forming the so-
called Dirac cones. The energies near the Dirac cones can be described as E = h̄vFk,
where h̄ is the reduced Planck constant, k is the quasiparticle momentum and vF is
the Fermi velocity.
The appearance of massless Dirac fermions (MDFs) around Dirac cones is a di-








Figure 1.1: (a) A honeycomb lattice representing graphene. a is the distance between
two nearest atoms. (b) First Brillouin zone of graphene. High symmetry points of
Brillouin zone are labeled.
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lattices, also known as “artificial graphene” (AG), can provide a tunable platform
for creating and manipulating MDFs and their topological and correlated phases in
semiconductors[12, 13]. Similar considerations apply to molecules on cold surfaces ,
cold atoms in optical lattices and photonic crystals[14].
AG systems allow access to quantum regimes which are not accessible in natural
graphene. For example, tuning the interplay of lattice constant and inter-site coupling
can continuously change the system from weakly coupled regime to strongly coupled
regime. It is also feasible to design AG lattices to probe the Hofstadter’s butterfly[15],
involving the interplay of the lattice constant and the magnetic length, which requires
unachievable large magnetic field in natural graphene. AG band structures can be
engineered to have features that are not possible in natural graphene. For example
a band gap at Dirac cones can be opened up by breaking the symmetry of two
neighboring sites. Another interesting example is the creation of tunable topological
insulators with the AG lattices imprinted on semiconductors with spin-orbit coupling
significantly stronger than in graphene[16].
Remarkable AG physics has been explored in experiment or theory for molecules
on metallic surfaces[17], cold atoms in optical lattices[18–20] and photonic crystals[21–
25]. It will be very promising to realize AG in semiconductor systems because ad-
vances in semiconductor fabrication methods will provide the means for a highly
adjustable, scalable system which can be integrated with other electronic compo-
nents.
Band engineering of semiconductors was proposed by Esaki and Tsu in 1970 by
introducing a modulating potential in one direction[26]. Following this work, nano-
patterned semiconductor QW with periodic lattice, also called lateral superlattice,
has been intensively studied in the late 1980s and 1990s [27–34]. However it is much
harder to create small periods (for instance 10 nm as proposed in Ref [26]) for lat-
eral lattice than that in the growth direction of the heterostructure. With lateral
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lattice periods of ≥300 nm[27, 28, 31–34], the band structures induced by the pe-
riodic external potential, also called minibands, will be too small to be resolved in
experiments.
Current state of the art molecular beam epitaxy (MBE) technology can grow
semiconductor QW with very high precision and nearly defect free to host ultrahigh
mobility charge carriers [35]. Advances in fabrication technologies demonstrated in
this thesis can greatly reduce the lattice period and thus enable us to enter the
regime to probe electron minibands of lateral lattices. A particular interest on nano-
patterned GaAs QW with honeycomb lattices arose recently in the pursuit of AG
physics[12–14, 36–40]. Park et al. [12] present the first theoretical analysis for AG
physics in nano-patterned semiconductors based on nearly free electron perturbation
theory while Gibertini et al. [13] use a plane-wave method to calculate AG bands with
photoluminescence spectra showing the impact of the honeycomb lattice. Nadvornik
et al. [39] study nano-patterned antidot system with triangular lattice. However those
prior realizations of AG lattices on nano-patterned semiconductor QWs [13, 36, 37, 39]
did not find direct evidence of AG electron band structures or Dirac cones because
of the relatively large lattice periods (≥130 nm). In those systems the minibands are
not well-defined due to the broadening effects from finite temperature and disorder.
In order to observe AG physics in nano-patterned semiconductor QW, it is es-
sential to increase the energy range of the linear dispersion near the Dirac cones by
reducing the AG lattice period and advancing the spatial uniformity. Since the en-
ergy scale is proportional to 1/a2, where a is the lattice constant as shown in Fig. 1.1,
reducing the lattice constant by a fractor of three (for example from 120 nm to 40
nm) will increase the energy scale to an order of magnitude. This provides strong
motivation to pursue artificial honeycomb lattices with small periods. An example
of calculated AG electron bands is shown in Fig. 1.2. The linear energy-momentum
dispersion is highlighted by a red circle.
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Figure 1.2: Calculated AG bands with a = 40 nm for nano-patterned GaAs QWs
(replicate of Fig. 5.3(b)). The Dirac cone is highlighted by a red circle. The detail of
this calculation can be found in Chapter 5.
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In this thesis, I report advances in the studies of AG lattices in nano-patterned
GaAs QWs. With current state of the art fabrication technologies, we are able to
achieve lattice constants as small as 40 nm. Resonant inelastic light scattering (RILS)
is used to probe the electron states in the AG systems. Transitions involving different
AG bands are observed in RILS spectra. Those transitions are successfully interpreted
within a theoretical model, in which joint density of states (JDOS) between different
bands are calculated. Transitions around the Dirac cones are resonantly enhanced by
changing the incident photon energies, and with these transitions we can demonstrate
experimental evidences related to the Dirac cones.
The last part of this thesis describes the graphene growth on sapphire substrate
by MBE with a solid carbon source as another approach to extent graphene physics
to industrial applications. Single and bi-layer of graphene are achieved on sapphire
substrate at high temperature (about 1300 ). The appearances of etch pits suggest
a strong interplay between carbon deposition and its removal, which should be helpful
to optimize the growth of graphene layers.
This dissertation is organized as follows:
Chapter 2 gives a brief introduction to key properties of a two dimensional (2D)
electron gas that are relevant to our studies. I discuss the realizations of such systems
by MBE on semiconductor heterostructures as well as the basic physics of 2D electron
gas. This chapter also describes the formation of subbands due to the confinement
of the GaAs QWs and relevant transitions between them. Density of states (DOS)
and joint density of states (JDOS) for different band structures are also calculated
as they will be used to understand the transitions relevant to AG band structures.
In Chapter 3, I discuss optical characterizations of GaAs QW nanostructures as
well as experimental considerations such as the optical setup. RILS is a powerful tool
to study those excitations in dilute 2D electron systems. In this thesis RILS is used
as a main tool to probe electron states in the AG lattices. The mechanism of RILS as
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well as polarization selection rules are discussed for both 3D and 2D electron systems.
Optical emission is used to estimate the Fermi energy of electrons in the QW. The
lineshape of optical emission spectra can also provide insight to the electronic bands
associated with optical transitions. Those optical characterization methods together
will be very powerful to study our AG systems.
In Chapter 4, I discuss the methods used in fabrication of small period AG lattices
in nano-patterned GaAs QWs. AG lattices with lattice constant as low as 40 nm
are achieved through optimized electron beam (E-beam) lithography and inductively
coupled plasma (ICP) reactive-ion etching (RIE): E-beam lithography is used to define
an etch mask with honeycomb geometry on the surface of the QW sample and the
ICP-RIE is used to transfer the pattern into the QW sample and create the AG lattice.
The impact of different fabrication parameters on the AG lattices are discussed and
the optimized fabrication procedure is capable to produce high quality AG lattices
with excellent spatial uniformity.
The calculation of AG electron bands for nano-patterned GaAs QWs is discussed
in Chapter 5. A simple theoretical model, called periodic muffin-tin potential, is
employed to calculate the band structures of AG lattices. The parameter space
for creating well-developed Dirac cones is analyzed and the energy range of linear
dispersion is also discussed here. DOS and JDOS between different AG bands are
calculated, and they provide the framework to interpret transitions involving AG
bands.
In Chapter 6, I discuss the spectra of AG patterns and provide interpretations
of these spectra. Optical emission spectra are used to estimate the Fermi energy
and modulation potential. Comparisons between weakly and strongly modulated
AG lattices provide insight on the impacts of the modulation potential. RILS of
intersubband transitions reveal intriguing satellite peaks, which are interpreted as
combined intersubband transitions with simultaneous change of QW subband state
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and the AG band. Low-lying excitation peaks in RILS spectra, interpreted as direct
transitions between AG bands without change in QW subband, provide a more direct
insight on the AG band structures. These transitions exhibit a remarkable agreement
with the predicted JDOS based on the band structure calculations for the honeycomb
topology. Different features in the RILS spectra are assigned to transitions of different
reciprocal space, where they can be resonantly enhanced at different incident photon
energies. For transitions around the K and K’ point, the spectral lineshape of RILS
is interpreted by calculated JDOS around the Dirac cones, where a constant slope
indicates the existence of Dirac cones. The formation of AG bands in nano-patterned
semiconductors provide a great tunable platform for studies of phenomenons related
to MDFs.
In Chapter 7, I discuss graphene growth on sapphire substrates by MBE. Growth
of nanocrystalline single- and bi-layer graphene is achieved on a sapphire (0001)
substrate by van der Waals MBE with a solid carbon source. Raman spectroscopy
reveals that the fabrication of single layer, bilayer or multilayer graphene crucially
depends on MBE growth conditions. Etch pits on the sapphire substrate indicate a
competition between carbon deposition and a carbon removal mechanism. Tuning the
interplay between carbon deposition and its removal, by varying the incident carbon
flux and substrate temperature, should enable the growth of high quality graphene
layers on large area sapphire substrates.
In Chapter 8, I discuss possible future works. While we have reached significant
milestones that demonstrate the formation of AG band structures experimentally, I
discuss three approaches to further advance these realms of research. At small lattice
constants such as a = 40 nm, fabricating etch masks for quantum dots with large
radius is essential to obtain well-developed Dirac cones. Triangular antidot lattices
can create similar linear energy-momentum dispersion as honeycomb lattice dots,
but with larger inter-dot distance than honeycomb lattice. It is especially useful
8
to use triangular antidot lattices to further increase the energy scale of electronic
minibands. Tuning the Fermi level of AG lattices through gating is important to
study the Dirac physics. Thus I present sample designs for gating for both honeycomb




2D Electron Gas in GaAs
Quantum Well
2.1 GaAs Quantum Well
When electron motion is restricted in one direction and is free on the other two
directions, a two dimensional (2D) electron gas is formed. The 2D electron gas is a
great platform to study novel phenomenon in physics such as the quantum Hall effect
(QHE) and the fractional quantum Hall effect (FQH)[41–43]. To confine electrons in
a 2D plane, we need potential barrier on both sides of the structure. A quantum well
(QW) is such a system that electrons are confined in a 2D plane by engineering the
band structures.
The 2D electron system used in this thesis occurs in GaAs/AlxGa1−xAs QWs. Due
to the small lattice mismatch between GaAs and AlxGa1−xAs, GaAs/AlxGa1−xAs
heterostructures can be grown by molecular beam epitaxy (MBE) with very little
strain and thus have nearly defect free interfaces. This technique can produce 2D
systems with ultra high electron mobility [35]. The difference of band gaps between
GaAs and AlxGa1−xAs is engineered to create various band profiles that confine charge
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carriers. The charge carrier type is determined by the dopant type. In this thesis
we limit most of discussions to n-doped QWs since our QW samples are n-doped.
The band gap of AlxGa1−xAs depends on Al concentration x and temperature T . For
small x (< 0.4), AlxGa1−xAs has a direct band gap approximately at low temperature
described by [44]:
Eg(eV ) = 1.519 + 1.155x+ 0.37x




This formula can be used to estimate the potential barrier height of GaAs QWs.
A typical layout of the n-doped QW sample used for the AG patterns is shown in
Fig. 2.1. An initial GaAs buffer layer(∼ 500 nm thick) and a superlattice of a few
hundred (∼ 330) periods of GaAs and AlGaAs (typically 3 nm and 10 nm thick
respectively) is grown before the QW layers to release the strain and improve sample
quality. The active region, the 25 nm GaAs layer denoted by the red region, is
sandwiched between two AlGaAs layers. The top AlGaAs layers are doped by one
atomic Si layer at a distance d = 30 nm from the QW. A capping GaAs layer of
10 nm is grown on the top to prevent reactions between the AlGaAs layers and the
environment. Electrons from the doping layer can migrate to the low energy states
in the QW, denoted by the green region of conduction band on the left panel of
Fig. 2.1. This δ-doping procedure, dopants concentrated on one atomic thin layer with
a distance from the QW, is known as modulation doping and provides a clean QW
without ionized dopants. This method can produce 2D electron gas with very high
mobility. Furthermore the doping layer in the AlGaAs barrier is usually over-doped
so electrons in the doping layer can screen the charge in the randomly distributed Si
ions. This will reduce the scattering of electrons by remote charges and increase the
mobility.
After nano-patterning, the AlGaAs layers in the QWs will be unavoidably exposed
































Figure 2.1: Layout of one-side modulation doped Al0.1Ga0.9As/GaAs QW typically
used in this thesis (not to scale). It has a 25 nm wide QW (in red) with a setback
(the distance between the QW and the doping layer) of 30 nm, followed by 70 nm
Al0.1Ga0.9As layer and 10 nm GaAs cap layer. The as-grown carrier density is 1.8×
1011 cm−2 with a mobility of 3.2×106 cm2/(V·s) at 4 K. Left panel is the corresponding
conduction band diagram. The energy range of electron gas is denoted in green. The
Fermi level is indicated by the dashed line.
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the low Al concentration (10%) in our samples. This ensures that the samples can
still maintain good quality after being nano-patterned with AG lattices.
The bandgap difference between GaAs and Al0.1Ga0.9As is 0.12 eV by Eq. 2.1,
and this energy difference splits into conduction band and valence band. A rule of
thumb about the split between conduction band and valence band is that 67% of
the bandgap difference will go into conduction band and the other 33% will go into
valence band [45]. So the potential barrier height for electron is roughly 0.08 eV in
GaAs/Al0.1Ga0.9As QW, and this can be used to calculate the energy levels due to
the confinement of the QW.
2.2 Electron Gas in GaAs QW
2.2.1 Electronic Band Structures of GaAs QW
In this subsection, I discuss the basic properties of electrons in the GaAs QW.
The electrons in the GaAs QW can be described by an envelope wavefunction
approximation[46], in which the wavefunction ψ(~r) for electrons is written as:
ψj,~q(~r) = uj(~r)e
i~q·~rχj(z) (2.2)
where ~q denotes wave vector in the x̂-ŷ plane and j is the index of states confined in ẑ
direction. χj(z) is the wavefunction related to confinement in ẑ direction. uj(~r) is the
periodic component in the Bloch function and varies fast in space uj(~r) = uj(~r + ~R)
for any Bravais lattice vector ~R. Under this approximation, the energy of electrons
Ej,~q in the quantum well can be described as:




where m∗ is the effective mass of the electron and Ej is the eigen energy related to





∇2 + V (z))χj(z) = Ejχj(z) (2.4)
with boundary conditions of continuity in χj(z) and
∂
m∗∂z
χj(z). Note that the effective
mass m∗ is different across the boundary and V (z) is the potential in z direction. m∗
can be approximated as independent of q when we restrict q to a small K space region
around the center (Γ point) of the Brillouin zone. A typical value for m∗ in GaAs is
0.067m0, where m0 is the rest mass of free electron. The range of k space that we
are interested in is 0 ≤ q ≤ kF , where kF is the wave-vector of electrons in the Fermi
level. In this work a typical 2D electron gas (2DEG) has density n = 1.8×1011 cm−2,
its Fermi wave-vector can be calculated as kF = (2πn)
1/2 ≈ 106 cm−1. It is much
smaller than the Brillouin zone size of GaAs which is about 2π/a ≈ 108 cm−1 and
a = 5.6 Å is the lattice constant of GaAs. As kF  108 cm−1, it is reasonable to
assume a constant effective mass for electrons in the GaAs QWs used in this thesis.
Using the simplest model, we can consider the confinement of the QW to be an




0 0 < z < L
∞ z < 0 or z > L
(2.5)















z) for 0 < z < L (j = 1, 2, 3...) (2.7)
In Eq. 2.6 and Eq. 2.7, j labels different bands counting from lowest band to higher
ones. We usually call these bands in the QW as different subbands. In this thesis, only

























Figure 2.2: Infinite deep square well confinement for electrons. (a)Potential profile
of such confinement with first two subbands indicated by red horizontal line. The
corresponding energies for these two bands, E1 and E2, are given by Eq. 2.6. (b)
Energy dispersion of the first two subbands. The energy separation for these two
bands is ∆12 = E2 − E1. (c) DOS of 2D electron gas in the QW. For each subband,
its DOS is a constant given by Eq. 2.11, so the total DOS has a stair-like shape which
jumps at Ej.
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QW confined states are shifted by Ej, as shown in Fig. 2.2(b), and its DOS has a
stair-like shape, shown in Fig. 2.2(c), which will be explained later in this chapter.
For a more realistic situation, the barrier for the QW has finite depth. In fact
it is not hard to solve the finite height square well problem. For a square well with
finite height of Vo and a constant effective mass m
∗ across the QW, its eigen energies



















The solutions from the combined Eq. 2.8 and Eq. 2.9 give the energies of the
states bond in the QW. To make the right hand side of Eq. 2.8 and Eq. 2.9 real,
the obvious requirement for a bond state is E < Vo. The numerical results can be
obtained given the value of Vo, with the help of a graphic plot as shown in Fig. 2.3.
One comment about the number of bonded states is that there is at least one bonded
state no matter how small the barrier is. A more detailed discussion of these solutions
can be found in Ref.[47].
A more accurate calculation needs to involve self-consistently the Coulomb in-
teraction. In the one-side modulation doped QW used in this thesis, the potential
barrier is asymmetric and is also bent due to spacial distribution of electrons. The
actual shape of the conduction band and eigenenergies can be numerically calculated
using a self-consistent approach with combined Schrödinger equation and Poisson’s
equation. A typical conduction band using self-consistent calculation[48] is shown in
Fig. 2.4.
Excitations between different subbands of the QW, called intersubband excita-
tions, can be studied by RILS to estimate the energy differences between different
16






















is denoted as θ, the cross points between black line
and red line are solutions of Eq. 2.8 and 2.9. In this simulation, I use parameters




= 3.5, this figure shows that
the QW has three bonded states.
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Figure 2.4: Conduction band of a 25nm wide one-side modulation doped QW from a
self-consistent calculation. Fermi level and the first two subbands are labeled.
18
subbands, such as ∆12 in Fig. 2.2(b), and many-body effect related to spin or charge
density. The mechanism of intersubband excitations will be discussed in Chapter 3.
2.2.2 Density of States and Joint Density of States
In this subsection I will discuss density of states (DOS) and joint density of states
(JDOS) of electrons in the GaAs QWs and other related systems.
Within the effective mass approximation, the 2D electron gas in our QW has a
constant DOS. Assuming electrons are moving in a large rectangle plane with length














In Eq. 2.10, the factor 2 comes from counting two spins in one k state. The DOS of


















This constant DOS comes from its dimensionality (2D in this case) and parabolic
shape of the energy-momentum dispersion. When the dimension is not 2D or the dis-
persion is not parabolic, the DOS will not necessarily remain constant. Comparisons
of DOS for different dimensions and energy-momentum dispersions are illustrated in
Fig. 2.5. In 1D and 3D cases with parabolic energy-momentum dispersions, the DOS
is not constant, quite different from the 2D case. On the other hand, for 2D electrons
with non-parabolic energy-momentum dispersion , such as electrons in graphene, DOS
is not constant either.
Another closely related concept is JDOS. When we consider transitions between
two bands E1(k) and E2(k), the intensity I(E) at transition energy E is proportional

















Figure 2.5: DOS for electrons in systems with different dimensions and energy-
momentum dispersions. Electrons confined in (a)1D, (b)2D and (c)3D space with
parabolic dispersion have different DOS. Electrons in graphene are confined in 2D
space but have linear energy-momentum dispersion, thus the DOS has constant slope
and vanishes around the Dirac cones as shown in (d).
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I(E) ∝ ||M ||2 × JDOS(E) (2.12)




δ(E2(k)− E1(k)− E)d2k (2.13)
where δ is the delta function which satisfies
∫
δ(x)dx = 1. As an example, consider
















where me and mh denote the effective mass of electron and hole in GaAs. Following












Again the constant JDOS is caused by combined effect of dimensionality (2D) and
parabolic dispersion of the energy difference between the two bands.
As we will encounter transitions involving the Dirac cones in later chapter (Chap-
ter 6), it would be very interesting to derive the JDOS between a linear dispersed
band and a parabolic band as shown in Fig. 2.6. The energy dispersion of two bands
can be described as:
E1(k) = h̄vFk (2.18)
















Figure 2.6: JDOS involving the Dirac cone. (a) Electron bands of a Dirac cone and
a parabolic band showing transitions between them. (b) JDOS around Dirac cone
showing vanishing magnitude with a constant slope.
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where vF is the Fermi velocity, ELC is the energy difference between the two bands
at k = 0, and m∗ is the effective mass of parabolic band. Transition energy E(k) and
JDOS(E) can be derived similarly as Eq. 2.17,




























A unique feature of this JDOS is the constant slope for transitions around Dirac
point as shown in Fig. 2.6(b). This is remarkably different from the constant JDOS
in the case of two parabolic bands. The importance of JDOS will be emphasized




Optical Characterizations of GaAs
Nanostructures
3.1 Introduction
Optical spectroscopy is very useful in studying electron states for a wide variety of
condensed matter systems. In this chapter I will discuss two optical characterization
methods that are employed in our studies of AG systems: resonant inelastic light
scattering (RILS) and optical emission. This chapter provides a conceptual framework
to understand the experimental data.
I begin with the discussion of experimental setup in Section 3.2. The experimental
requirements for the studies of the AG patterns such as low temperature, tunable
laser, and high resolution spectrometer, are described here.
RILS is a powerful tool to study weak excitations utilizing the resonant enhance-
ment. I discuss the resonance mechanism of RILS as well as selection rules that are
applicable in 2DEG in Section 3.3. The mechanisms of intrasubband and intersub-
band excitations are also discussed.
In Section 3.4, I discuss the mechanism of optical emission as well as its appli-
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cations. Optical emission can provide insights into the Fermi energy of the 2DEG
systems. Two examples are given for the as-grown samples and the AG nano-patterns.
3.2 Experimental Considerations
Most of the AG patterns were fabricated on a high-quality, single-side modulation-
doped GaAs/AlGaAs QW (sample L06-27-14 or similar) with electron density n =
1.8 × 1011 cm−2 and mobility µ = 3.2 × 106 cm2/Vs at 4 K. Details of the sample
layout can be found in Section 2.1. The samples were mounted in an optical cryostat
operated at temperatures in the range of 2-10 K. They were attached to a cold copper
finger via rubber cement and were in direct contact with helium gas or liquid. Only a
portion of the samples was attached to the cold finger and the other portion with AG
nano-patterns was in suspended state to minimize the strain caused by contraction
during the cooling process.
The layout of the optical experimental setup is schematically shown in Fig. 3.1(a).
A back-scattering configuration is used for both RILS and optical emission as shown
in Fig. 3.1(b). θ denotes the angle between the incident/scattered photon and the
normal to the sample surface. It is easy to show that the transfered in-plan wavevector
for the 2DEG is:
k = 2kLsin(θ) (3.1)
where kL = ωL/c is the wavevector of incident photon in vacuum. In the studies of
the AG lattices, no in-plane momentum is needed to be transfered to the 2DEG, so
the incident laser beam is almost perpendicular to the sample, and a small angular
deviation (about 6°) from perpendicular can be very useful to reduce stray light in
the low-lying RILS experiments.




































Figure 3.1: Schematic of optical experiment set-up for the studies of the 2DEG
systems. (a) Schematic of optical spectroscopy including laser, cryostat, spectrometer
and CCD. (b) Back-scattering geometry used in RILS and optical emission. Incident
photon and scattered photon in the air are label by ωL, kL and ωS, kS.
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tunable excitation source. It is optically pumped by an argon ion laser at 488 nm and
has emission range (740 nm - 850 nm) covering the fundamental optical gap of GaAs
QW (800 nm - 820 nm). The emission of Ti:sapphire laser is linearly polarized and
is rotated by a polarization rotator to be either parallel (polarized) or perpendicular
(depolarized) to the scattered light. The scattered light is focused on to AG patterns
by a spherical lens (with focal length of 20 cm) to a spot of around 100 µm diameter.
The typical power for RILS is 1 mW to avoid heating of electron gas at 4 K. For
optical emission, 0.1 µW - 1 mW is employed.
The scattered light is collected by one lens (with focal length of 8.5 cm) to be
focused onto the entrance slits of spectrometer. Light is collected from a finite solid
angle set by the cryostat’s F# (about 2). Focal lengths and lens sizes are determined
through matching the F#s of the cryostat, collection optics and spectrometer; and
setting the desired magnification of the collection path. The finite solid angle of the
collection defines an uncertainty in the wavevector transferred to the 2D system.
The light scattered from the sample is dispersed by a 0.85 m double grating
spectrometer (Spex 1404) which has holographic master gratings that minimize the
stray light. Then it is collected using a liquid nitrogen cooled charged coupled device
(CCD) with 2048×512 pixels of 13.5 µm pixel size (Spectrum One from Horiba).
The combined resolution of the system with entrance slits width of 30 µm is 16 µeV.
The response of the spectrometer is linearly polarized, so that spectra can be taken
with linear polarization of incident photons parallel or perpendicular to the scattered
photons’ polarization.
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3.3 Resonant Inelastic Light Scattering
3.3.1 Introduction
Resonant inelastic light scattering (RILS) is a useful tool to directly probe a variety
of fundamental properties of condensed matter systems. The discovery of Raman
scattering by Sir Chandrasekhara Venkata Raman [49] made light scattering popular
and widely used. The term “Raman scattering” traditionally means the inelastic light
scattering by optical phonon in crystal or by molecular vibration [50]. In this thesis,
I focus on inelastic light scattering by excitations of electrons in the 2DEG system in
AlGaAs/GaAs heterostructures and use inelastic light scattering and Raman scatter-
ing interchangeably to refer such applications. The history and basic theory of light
scattering can be found in Ref.[51].
Inelastic light scattering by electronic excitations involves several steps: the an-
nihilation of the incoming photon with frequency ωL, wavevector ~kL and polarization
êL; the creation or annihilation of an excitation with frequency ω and wavevector ~q;
and the creation of a scattered photon with frequency ωS, wavevector ~kS and polariza-
tion êS. The whole process conserves energy ωL = ωS ± ω for creation (annihilation)
of an excitation, but each step is a virtual process and does not need to conserve
energy. For a translational invariant system, the wavevector has to be conserved in
every step. Thus the wavevector q of the excitation must be equal to the transfered
in-plane wavevector ~k in Eq. 3.1: ~q = ~k. Disorder in the system can break trans-
lation symmetry and thus relax the wavevector conservation condition. In this case
momentum can be transfered through disorder.
If ωS < ωL, the process is called Stokes scattering. If ωS > ωL, an excitation
is annihilated and this process is called anti-Stokes scattering. The ratio of their










where RAS (RS) is a pre-factor that depends on incident photon frequency ωL, the
Stokes scattered photon frequency ωS and the anti-Stokes scattered photon frequency
ωAS; and n(ω) = (exp(h̄ω/kBT )− 1)−1 is the Bose-Einstein distribution function. In
non-resonant conditions, RAS ≈ RS, so the ratio becomes IAS/IS = exp(−h̄ω/kBT ).
When h̄ω  kBT which occurs at low temperature, the ratio IAS/IS  1 and anti-
Stokes intensity is normally negligible. In this thesis I mainly focus on Stokes scat-
tering.
Figure 3.2 shows the laser line, Stokes scattering, and anti-Stokes scattering in
both absolute energy scale and Raman shift scale. In absolute energy scale, the
horizontal axis is the photon energy. In Raman shift scale, the horizontal axis denotes
the photon energy difference with respect to the laser energy and, by convention,
Stokes scattering is on the positive side of the laser line.The advantage of plotting
light scattering spectra on both scales can help to distinguish inelastic light scattering
(two photon process) from optical emission (one photon process).
When the 2DEG system absorbs the incident photons by creation of electron-hole
pairs, photon emission can occur after relaxation of the pair into a state with an
allowed optical transition. As the final photon emission is only related to the relaxed
state, its energy is independent of incident photon energy ωL. Optical emission and
photoluminescence (PL) are used interchangeably in this thesis. Figure 3.3 shows that
on absolute energy scale Raman peaks shift while PL peaks stay at fixed energy when
incident laser energy ωL is tuned. On Raman shift scale, PL peaks shift while Raman
peaks stay. In Fig. 3.3, the intensity of Raman peaks get resonant enhancement when
incident laser energies is continuously tuned. This is called resonant inelastic light
scattering (RILS) and will be explained below.
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Figure 3.2: Schematic of Stokes scattering and anti-Stokes scattering on both scales:
(a) absolute energy scale (b) Raman shift scale. Stokes scattering has energy smaller
than laser energy while anti-Stokes scattering has energy larger than laser energy. On














































Figure 3.3: RILS by intersubband excitations (Sample # L06-27-14.1 Dev12, a = 50
nm pattern) at different laser energies showing both Raman and PL peaks. Spectra
are vertically shifted for clarity. (a) Spectra are plotted in absolute energy scale, PL
peak stays at fixed energy (vertical dashed line) while Raman peak shifts as incident
laser energy varies. (b) Spectra are plotted in Raman shift scale, Raman peak stays at
fixed energy shift (vertical dashed line) while PL peak shifts as incident laser energy
varies.
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3.3.2 Inelastic Light Scattering in 3D Systems: Mechanism
and Selection Rules
Inelastic light scattering in 3D systems is first discussed here, so it will provide back-
ground to discuss light scattering in 2D systems that is relevant to this work.
















VC(~ri − ~rj) (3.3)
where ~A(~r) is the vector potential for the photons, ~pi is the momentum operator of
the electron labeled by index i, ~ri is the electron position and VC represents electron-
electron interaction. The summations extend to all electrons. Magnetic field is ig-
nored here, but it can be considered by adding magnetic related terms in the vector
potential[52–54]. We can treat the system perturbatively by rewriting the Hamilto-
nian as:
H = H0 +Hint (3.4)


































int is a second order term in fields and therefore contributes to the light
scattering process described by first order perturbation theory. The H
(1)
int term is a
first order term in fields thus it appears in the second order terms of perturbation
theory for the calculation of the light scattering intensity.
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The scattering rate from an initial state |I〉 to a final state |F 〉 can be calculated






|HFI |2δ(EF − EI − h̄ω) (3.9)
where





〈F |Hint|li−1〉 〈li−1|Hint|li−2〉 · · · 〈l1|Hint|I〉
(EI − Elj−1)(EI − Elj−2) · · · (EI − El1)
(3.10)
for all i-step scattering processes where EI and EF are the energies of initial and final
state and Eli is the energy of the intermediate state |li〉. To get the total scattering
rate, 1/τFI is summed over all initial states and final states . Each i-step process
involves i corresponding matrix elements of Hint between initial, intermediate or final
states described by Eq. 3.10. Resonance enhancement can be achieved when one of
the denominator factor goes to zero, resulting a maximum of HFI . Only two-step and
three-step processes are relevant in this thesis and we will restrict our discussions to
two-step and three-step processes.












|MFI |2 δ(EF − EI − h̄ω)
〉
(3.11)
where MFI is the relevant matrix element, Ω is the solid angle and the angle brackets
indicate average over the initial states in thermal equilibrium.
We restrict discussion here to be light scattering via single electron states in a
semiconductor. Since light scattering is second order in vector potential, the lowest
order perturbation theory expansion of MFI is first order in H
(2)
int and second order in
H
(1)














Figure 3.4: Transition diagram showing intraband single-particle excitations from
two-step light scattering process in GaAs. The time ordering of transitions are in-
dicated by numbers. In step one, the incident photon ωL excites an electron from
the valence band (VB) to conduction band (CB) state above Fermi level, leaving a
hole in the valence band. In step two, an electron from the conduction band below
Fermi level recombines with the hole and emits a scattered photon ωS. These two
transitions are both virtual.
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where r0 = e
2/m∗c2 is the “classical” electron radius. α and β are labels for the
electron states, which are characterized by wavevector and spin sα; C
†
α and Cα are
the creation and annihilation operators for the single particle state |α〉. Coefficient
γαβ is given by:




Eβ − El + h̄ωL
+
〈α|jL|l〉 〈l|jS|β〉
Eα − El − h̄ωL
]
(3.13)
where jL(S) = êL(S) · ~pe±i
~kL(S)·~r/m∗. Eα(Eβ) is the energy of the single particle state
|α〉 (|β〉) and El is the energy of intermediate state |l〉. For intraband scattering and
scattering from free electrons, the second and third term in γαβ almost cancel each
other[52] thus the first term dominates. The first term comes from H
(2)
int and is clearly
non-resonant. The last two terms are linked to the second order contributions of ~p · ~A
term which is in H
(1)
int . For interband transitions the cancellation of the last two terms
in γαβ does not occur, so H
(1)
int is essential in light scattering of interband transitions.
The role of H
(1)
int can be significant when the resonant enhancement of light scattering
cross-section happens if the photon energy is close to the energy gap[52] and the
denominator approaches zero. In this case H
(1)
int is responsible for resonant effect, and
examples of such transitions are shown in Fig. 3.4. Electron-electron interaction Hee
plays is not relevant in the two-step light scattering processes described above, but
it is important in three-step processes.
To simplify the expressions of light scattering cross-section, we consider the elec-
tronic band structures of GaAs around zone center as this is our primary experimental
interest. Kane model[58] is an appropriate model to describe the band structures here
based on n-type III-V semiconductors with electrons occupying the Brillouin zone cen-
ter (the Γ-point). In the Kane model, the conduction band states are s-like and we
denote them as S ↑ and S ↓ where S denotes spatial part of wavefunctions and the
arrow denotes spin orientation. The valence band basis functions are p-like and are
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Table 3.1: Wavefunctions along kz for electron states of GaAs near zone center from
Kane model for conduction band (cb), heavy hole (hh), light hole (lh) and split-off
(so) valence bands. Electron states are labeled by total angular momentum J and its
z-component Jz.
denoted as X ↑, X ↓, Y ↑, Y ↓, Z ↑ and Z ↓. These basis can be combined into
states with good quantum number (total angular momentum J and its z-component
Jz) to produce zone center wavefunctions (along kz) listed in Table 3.1.
















B are tensors we will discuss their forms in the following sections.
They are linked to excitations with and without a change in spin state respectively.
In the following sections, we can see that light scattering from electrons in GaAs will
consist of two distinct components: one that is symmetric in the polarizations and
the other that is antisymmetric in the polarizations. In other words, one is maximized
when the polarization of the incident photon is parallel with the polarization of the
scattered photon while the other is maximized when their polarizations are perpen-
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dicular. Out of resonance, we have
↔
A ∝ ↔m∗−1, where ↔m∗ is the effective mass tensor,
so the first term is related only to charge density excitations. On the other hand,
the Pauli matrices in the second term show that it is related to excitations with a
change in the spin quantum number. This ability to differentiate between charge and
spin density excitations by using polarization selection rules is one powerful aspect
of inelastic light scattering.
3.3.2.1 Parallel Polarization


























A is the unit matrix, P = | 〈S|pz|Z〉 | is the interband matrix element of




3 are the gaps associated with the heavy, light
and split-off valence band from the Kane model[58]. In GaAs the heavy and light
valence bands are degenerate at the Γ-point and the split-off valence band is separated
by ∆0 shown in Fig. 3.5. At low temperature, E
∗
1 ≈ E∗2 ≈ E0 = 1.519 eV and
E∗3 = E0 + ∆0 = 1.859 eV[60]. This term in γαβ is symmetric in the incident and
scattered polarizations and will be maximized in parallel polarizations and minimized
in perpendicular polarizations.
3.3.2.2 Cross Polarizations





























Figure 3.5: Schematic of band structures of bulk GaAs. Heavy hole (HH) and light
hole (LH) bands are degenerate and split-off (SO) valence band is separated by ∆0.
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We can see here
↔
B → 0 as ωL → 0 which was discussed earlier in Eq. 3.13 and
as ∆0 → 0. The Pauli matrix 〈sα|~σ|sβ〉 term is only non-zero when |α〉 and |β〉
have different spin states, so this antisymmetric term is proportional to electron
density fluctuation for each value of spin[57]. This term is related to spin density
excitations and will be maximized in perpendicular polarization and vanish in parallel
polarization.
3.3.3 RILS in 2D Systems
We have discussed resonant inelastic light scattering in 3D electron systems, but our
main interest is in 2D electron systems. It turns out that most of the results in 3D
case are also applicable in 2D systems. If we examine the Hamiltonian describing the
in-plan behavior of the electrons in the 3D system, we can find that it is equivalent to
what is in the 2D systems with effective mass approximation. In particular the light
scattering mechanisms in 2D and 3D systems are similar and so are the polarization
selection rules[61]. However the exact matrix elements and selection rules for electron
transitions within a quantum well are more complicated due to the mixing of the
heavy and light holes in the valence band.
In fact it was initially thought that the intensities of inelastic light scattering
from 2D electron gases would be too weak to be observable. In 1978, Burstein and
Pinczuk[62] proposed that resonant enhancement should make light scattering sen-
sitive enough to observe electronic excitations of 2DEG with densities about 1011
cm−2. Soon after this proposal, experimental observations of intersubband excita-
tions of 2DEG were reported by Pinczuk et al. [63] and Abstreiter and Ploog[64]
using the resonant enhancement of the E0 + ∆0 gap.
Resonant inelastic light scattering spectroscopy in 2D systems are powerful be-
cause it can both probe and differentiate between collective and single-level excita-
tions. Moreover it can distinguish charge and spin excitations. This allows for the
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determination of energy level structures and electron-electron interaction energies
which are of key interests in these systems. In addition, it can access modes that are
extremely weak for other techniques, such as transmission or absorption.
Figure 3.6 shows the two step light scattering processes for intersubband excita-
tions as well as intrasubband excitations in 2D systems, similar to that in Fig. 3.4
for 3D systems. Intersubband excitations involve more than one subband while in-
trasubband excitations involve only one subband. Similar to the case of 3D systems,











where |I〉, |F 〉 and |l〉 are the initial state, final state and intermediate state. H(1)int
is the interaction Hamiltonian defined in Eq. 3.7. ωI and ωl are the energies of the
initial state and intermediate state respectively. From this equation we can clearly
see the resonance condition for this two-step light scattering as the denominator goes
to zero: ωI−ωl = ωL− (E0 +∆10) = ωS−E0 → 0, where E0 is the band gap between
conduction band and valence band, and ∆10 is the energy shift between subband 0
and subband 1. This expression shows that a resonance arises when the incident
photon energy matches E0 + ∆10 (called incoming resonance) or when the scattered
photon energy matches E0 (called outgoing resonance).
There are more complicated light scattering processes such as three-step process.
Figure 3.7 shows a Feynman diagram that describes a three-step Raman scattering
process. The first and last step are same steps as the two-step process just described
above. However the second step involves an electron-electron interaction which causes
a transition from the first intermediate state to a second intermediate state, resulting





















Figure 3.6: Transition diagram showing (a) intersubband excitation and (b) intrasub-
band excitation from two-step light scattering process in GaAs. The time ordering
of transitions are indicated by numbers. In step one, the incident photon ωL excites
an electron from the valence band (VB) to conduction band (CB) state above Fermi
level, leaving a hole in the valence band. In step two, an electron from the conduc-
tion band below Fermi level recombines with the hole and emits a scattered photon
ωS. The two steps involve different subbands for intersubband excitations while they





Figure 3.7: Feynman diagram showing a three-step inelastic light scattering process.
In step 1, the incident photon ωL, ~kL is annihilated and creates an electron-hole pair.
In step 2, the electron-hole pair interacts with the 2D system to emit a collective
excitation ω, ~q. In step 3, electron-hole pair is annihilated and emits the scattered
photon. Alternative time ordering might be possible.
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I(ω) ∝




In addition the same resonance related to l1 transition, the three-step process has a
second resonance condition associated with l2: ωI −ωl2 = ωL− (El2 +ω) = ωS −El2 ,
where El2 is the energy of the transition between |l2〉 and |I〉. Because this resonance
condition is determined by the overlap of the scattered photon energy with an optical
transition, it is referred as an outgoing resonance.
3.4 Optical Emission
Optical emission (or photoluminescence, PL) provides another useful way to probe
electronic band structures. In 2D electron systems, optical emission occurs when
electrons recombine with photo-excited holes. With respect to GaAs QWs, the line-
shapes of optical emission often give insight into the Fermi energy or electron density
of the system. Although it is often easier to get optical emission than light scattering,
it is sometimes harder to interpret optical emission. Thus only some preliminary dis-
cussions are devoted to optical emission and more discussion in depth can be found
in Ref.[65].
A schematic of optical emission in GaAs QW is shown in Fig. 3.8. An incident
photon with energy ωL can be absorbed if its energy is larger enough to excite an
electron from the valence band to a state above the Fermi level. This creates an
electron-hole pair as shown in Fig. 3.8(a). The electron-hole pair will thermalize to a
relaxed state via phonon scattering[66] as shown in Fig. 3.8(b). Photo-excited holes
form non-degenerate hole gas and can recombine with electrons in the conduction
band and emit a photon. The recombination occurring at the bottom of the con-
duction band has the minimum photon energy denoted by E1 shown in Fig. 3.8(c)
while the one occurring at Fermi level has the maximum photon energy denoted by
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E2 shown in Fig. 3.8(d). Assuming parabolic shape of both conduction band and





∆E = E2 − E1 (3.20)
where me and mh are effective masses of electron and hole of GaAs. Typical values
of effective masses are often used[69]: me = 0.068m0 and mh = 0.45m0, where m0 is
rest electron mass in vacuum.
The intensity of optical emission I(E) in a GaAs QW can be derived similarly to
Ref.[70]. When E < E1, optical emission is not allowed; when E ≥ E1, intensity can
be described as:
I(E) ∝ |M |2f(Ec(k))(1− f(Ev(k)))δ(Ec(k)− Ev(k)− E)d2k (3.21)
where M is the matrix element, f(E) = 1/(1 + e(E−EF )/kBT ) is the Fermi-Dirac
distribution function, Ec(k) (Ev(k)) is the conduction (valence) band energy, and
δ(Ec(k) − Ev(k) − E) represents the conservation of energy. The conservation of
momentum is implicitly included by using same k in the conduction and valence
band energies while the transferred in-plane momentum by phonon is ignored. Same








k2 − E1 (3.23)






















Figure 3.8: Schematic of optical emission from 2DEG in GaAs QW.(a) An incident
photon ωL is absorbed, resulting an electron-hole pair. (b)The electron-hole pair
thermalizes. Then it relaxes to a state where the emission of a photon can occur at
(c) bottom of conduction band with energy E1 or (d) occurring at Fermi level with










(E − E1)− E1 (3.25)
Equation 3.21 can be simplified using Eq. 3.22-3.25:
I(E) ∝ |M |2 1
1 + e(Ec−EF )/kBT
1















where several constant factors are dropped out in Eq. 3.27. |M | does not depend
on E when parabolic dispersion is applicable, thus it is constant in the evaluation of
I(E). The factor of 1
1+e−(Ev−EF )/kBT
in Eq. 3.26 represents the non-degenerate hole
gas distribution, the factor 1 in the denominator is ignored in Eq. 3.27 since the
exponential part is much larger than 1. The last term in Eq. 3.26 represent the joint
density of states between conduction band and valence band which is a constant for
parabolic shape band structure, thus it is ignored in Eq. 3.27.
The overall shape of optical emission is surprisingly determined by the non-
degenerate hole distribution as we can see in Eq. 3.27. It has exponential decay
as the energy increases, and the decay rate depends crucially on temperature.
The first term in Eq. 3.27, the Fermi-Dirac distribution, will only come to play
when energy is close to E2. Thus a cut-off will appear around E2.
Remarkably Eq. 3.27 describes the obtained optical emission spectra well, shown
in Fig. 3.9, except on the low energy range around E1. Ideally I(E) jumps from
zero to maximum value at E = E1, but broadening due to various effects, such as
fluctuation of QW thickness and defects, will smooth this step-function behavior and
form a tail on the low energy side. A smoothed step function, arctan(E−E1
Γ
)/π+ 1/2,
is employed here to fit the spectra and Γ is a fitting parameter that can determine the
smoothness of such step function. The complete fitting of optical emission, shown in
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E = E2 - E1
Figure 3.9: Optical emission from 2DEG in GaAs QW. Red curve is the best fit of
optical emission spectrum using Eq. 3.27 (described in text). E1 and E2 correspond
to transitions at the bottom of conduction band and at Fermi level respectively as
described in Fig. 3.8.
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 = 6.5 meV
Figure 3.10: Optical emission from as-grown and nano-patterned QW. The energy
difference between E2 and E1, ∆E, is labeled for each spectrum. There is a reduction
of Fermi energy for the nano-patterned samples, and the deeper etched sample has
larger reduction.
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Fig. 3.9, is in good agreement with experimental data for energies above E1 while it
also captures the low energy tail below E1. The sharp peak around 1.515 eV in optical
emission may be due to defect states and will not be discussed here. The two critical
energies E1 and E2, shown in Fig. 3.9, can be extracted from the fitting parameters to
calculate Fermi energy via Eq. 3.19. Additionally the electron temperature can also
be extracted from optical emission spectra, and this is especially useful when electron
temperature is shifted from the cold-finger temperature due to various effects such as
spacial gradient of temperature and heating effect by absorption of photons.
In this thesis, optical emission spectra are primarily used to monitor the Fermi
energy of electrons in the artificial lattices created in nano-patterned GaAs QWs. An
example is shown in Fig. 3.10. Optical emission of the as-grown sample is plotted
for comparisons with those from AG lattices on nano-patterned QW with different
etch depth. The energy difference between E2 and E1 (Eq. 3.20), ∆E, is indicated to
monitor the Fermi energies of each sample. We can clearly see a reduction of Fermi
energy in the nano-patterned samples. It is easy to see that the larger etch depth,
the more reduction of Fermi energy. For the as-grown sample, the Fermi energy is
calculated to be EF1 = 5.7 meV, via Eq. 3.19. As the AG potential modifies band
structures, the ratio of valence band contribution to ∆E is no longer a constant in
nano-patterned samples. As a rule of thumb, we deduct 10% from ∆E to estimate the
Fermi energy. The Fermi energies of the two nano-patterned samples are: FF2 = 3.4
meV, EF3 = 1.9 meV. Combined with RILS, optical emission provides unique access
to electron states in nano-patterned structures which will be described in Chapter 6.
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Chapter 4
Nano-fabrication of AG Lattices in
GaAs QWs
4.1 Introduction
The pioneering work on band engineering of semiconductors by Esaki and Tsu[26]
in 1970 proposed a one-dimensional periodic potential structure, or “superlattice”,
in which electron minibands can be formed. Lateral nano-patterned semiconductor
QWs with lateral periodic lattices were intensively studied in the late 1980s and
1990s [27–34].
Lateral nanopatterns offer great tunability for manipulation of electron states.
The external periodic potential can be controlled to generate different electron sys-
tems from weakly modulated 2D electron gas to isolated quantum dots. Both atom-
like single particle behavior and collective many-body effects were observed from such
systems[29–33]. However clear cut evidences of the electron miniband structures in
lateral superlattice systems were not observed, because the periods were relatively
large (>400 nm) due to fabrication limit. Large periods minibands are not resolved
due to the broadening effects from temperature and disorder. While periods of 10
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nm can be produced by MBE in the growth direction[26], such periods in the plane
perpendicular to growth directions are very difficult to achieve. Technologies used
in lateral patterning, such as electron beam (E-beam) lithography, depositions, and
etching, met challenges to produce structures with periods less than 100 nm.
As graphene attracts lots of interest, its linear energy-momentum dispersion de-
scribed by the Dirac equation, known as massless Dirac fermions (MDFs)[1, 2], is a
direct result of the lattice symmetry. Artificial graphene, engineered lattice in hon-
eycomb or triangle topology, is a platform to explore new physics that emerges from
the tunable interplay between topology and quasiparticle interactions[12–14, 17, 20].
AG physics has been studied for molecules on metallic surfaces[17], cold atoms
in optical lattices[18–20] and photonic crystals[21–25]. It would be promising to
realize AG in an engineered high-mobility semiconductor system such as that offered
by GaAs QWs, that is highly adjustable, scalable and can be integrated with other
electronic devices. Previous reports on nano-patterned GaAs QW find no evidence
of AG minibands or MDFs because its still relative large periods[13, 36, 37, 39]. To
have linearly-dispersed bands not washed away by broadening effect, AG lattices with
lattice constants well below 100 nm are required.
In this chapter we demonstrate small period AG lattices on nano-patterned GaAs
QWs with lattice constants as low as 40 nm. These results define the current state-
of-the-art in the field. We will go through the key steps required to achieve such
high resolution AG lattices in the following sections. These achievements makes the
observation of electron minibands and studies of Dirac physics possible.
4.2 Fabrication Methods
A periodic potential modulation of 2DEG can be achieved by either through a pat-
terned top gate[31–33, 71–74] or by etching the patterned surface, forming an array
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of nanowires or nanodots[13, 29, 30, 36, 37, 39]. In this thesis we employed the latter
approach as it creates strong modulation potential when the etch brings the surface
close to the QW. It is also easier to be implemented than the top gate approach
because electrode will lose contact to 2DEG when electrons are localized underneath
pillars.
The steps in nano-fabrication of AG patterns is illustrated in Fig. 4.1. It mainly
consists two segments. First a honeycomb array of etch mask is defined by E-beam
lithography. Then inductively coupled plasma (ICP) reactive-ion etching (RIE) is
used to etch away the material outside the mask. Different photoresists and processing
procedures are tested, and the optimized method for producing nanodots with large
diameter and superior uniformity is described below.
4.2.1 Metal Mask by E-beam Lithography
First the sample was spin-coated with a 40 nm-thick film polymethyl-methacrylate
(PMMA) of molecular weight 35K, to form the bottom layer as shown in Fig. 4.1, and
baked for 5 min at 180 °C. Then another 30 nm thick layer of 495K molecular weight
PMMA was spun and baked at 180 °C for 15 min. Since the sensitivity of PMMA is
higher for lower molecular weight, the bottom layer develops more rapidly than the
top layer, causing an undercut profile to form upon development, which facilitates
the subsequent metal lift-off.
The E-beam exposure was performed with a beam current of 400 pA and an
accelerating voltage of 80 kV. The 200 × 200 µm2 AG lattices were patterned by
exposing honeycomb arrays of circles with various lattice constants (40, 50, 60, and
70 nm). The diameter of the circles was varied as a function of period, and the
exposure dose ranged between 500 and 2500 C/cm2.
The resist was developed for 60 s in a solution of methyl isobutyl ketone : iso-
propanol (MIBK:IPA, 1:3 by volume) at 5 °C, applying ultrasonic agitation for in-
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Figure 4.1: Steps in of nano-fabrication of AG patterns. Six steps are outlined here:
(1) PMMA spin coating (2) E-beam writing (3) develop (4) deposition (5) lift off (6)
ICP-RIE etching. Details of each step are described in text. The Si doping layer and
QW is only indicated in (6) for clarity.
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creased resolution and contrast[75, 76], then rinsed in isopropyl alcohol. After the
development, the samples were under a 10 s oxygen plasma treatment (Diener Tetra
30 PC plasma cleaner, 0.25 mbar, 4 sccm O2 flow, 212 V DC bias, and 300 W RF
power at 13.56 MHz) to eliminate residual resist from within the developed features
and terminate the surface of the sample with hydroxyl groups, which can aid in
adhesion of the metal mask.
Electron beam evaporation was used to deposit 2 nm Ti (adhesion layer) followed
by 8 nm Au as shown in Fig. 4.1(4). The metal deposition was performed at a rate
of 0.5 Å/s while maintaining the chamber pressure below 5 ×107 mbar (Angstrom
EvoVac e-beam evaporator). The lift-off of the metal was accomplished by soaking
the sample for 12 h in Remover PG (MicroChem), solution containing N-methyl-2-
pyrrolidone (NMP), and then spraying acetone with a syringe for complete removal
of the resist and any metallic debris, followed by rinsing in IPA and water.
4.2.2 ICP RIE Etching
The honeycomb array of Au nanodisks was transferred to the GaAs QW wafer us-
ing the ICP-RIE etcher(Samco International RIE200iP) at the PRISM Micro/Nano
Fabrication Laboratory of Princeton University. This is the last step in Fig. 4.1.
The plasma conditions were controlled by means of two independent RF power
sources. The first RF source (RF1) was inductively coupled to the gas in the process
chamber (13.56 MHz, maximum power 1000 W), capable of generating a high density
of radicals and ions without applying a potential difference between the plasma and
the wafer surface. The second RF source (RF2) operates by applying a DC bias
between the chuck and the plasma (13.56 MHz, maximum power 300 W), as in the
case of traditional RIE, primarily affecting the ion energy. The advantages of using
ICP etching over conventional parallel plate RIE are well documented; of particular
importance to this work is the ability to adjust the plasma density and the ion energy
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separately, allowing for a better tuning of the degree of anisotropy of the etch.
Samples of GaAs QW with honeycomb patterns were mounted on a silica carrier
wafer with silicone-based vacuum grease, and the chuck temperature was maintained
at 50 °C during the etch. The gas employed was a mixture of 50 sccm Ar and 5
sccm BCl3, which has been shown to achieve nonselective etching of GaAs/AlGaAs
heterostructures with good degree of anisotropy[77, 78]. We independently varied the
power of the two RF sources within the range of 50-75 W in order to optimize the
vertical sidewall profile. The chamber pressure was set at 3.7 mbar in all the cases,
and the etch time was varied between 60 and 150 s.
Following the dry etching, it is possible to remove the gold mask by a few-second
immersion in a TFA gold etchant solution (Transene Company, Inc.) at room tem-
perature, which does not alter the patterned surface. Nevertheless the presence of the
gold nanodisks on top of the etched pillars, it is not expected to have an observable
effect on the electron density modulation of the 2DEG and the surface state filling
mechanism, since the density of states of these gold nanoparticles at the chemical
potential is very low due to their small size and to the electron confinement.
4.3 Results and Discussion
Our E-beam lithography method, which creates a metallic etch mask via lift-off, was
shown to be capable of achieving honeycomb lattices with period as small as 40 nm
and with excellent uniformity.
Figs. 4.2(a-d) show representative SEM micrographs of Au masks with lattice
period 50 and 70 nm and different disk diameters. The ability to vary the disk
diameter is critical for optimal tuning of the honeycomb potential that generates the
artificial graphene. Moreover, in reducing the scale, it is essential to maintain a high
lattice uniformity, i.e., homogeneous disk diameter and lattice period, as well as to
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Figure 4.2: SEM micrographs of honeycomb arrays of Au nanodisks constituting the
mask for the dry etching, with a variation in the lattice period and disk diameter.
(QW sample # L06-27-14.1) (a) 50 nm period and 40nm diameter, (b) 70nm pe-
riod and 60nm diameter, (c) 50nm period and 25nm diameter, and (d) 70nm period
and 35nm diameter. Lower magnification images in (e) and (f) show defect-free ar-
rays with excellent uniformity over tens of unit cells for 40 nm and 50 nm period,
respectively. Inset: low magnification image of the entire 200 × 200 µm2 array.
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avoid lattice defects, such as missing or misplaced sites. Lower magnification SEM
images of honeycomb lattices with 40 and 50 nm period can be seen in Figs. 4.2(e-f),
respectively, for which these requirements are met over dozens of unit cells.
We note that the achievement of high-resolution and uniform arrays over large
areas (up to 200 × 200 µm2 in this work) by electron beam lithography and lift-off
becomes increasingly challenging as the feature size and period are decreased. This is
especially true for relatively high atomic number substrates such as GaAs (Z = 32),
where the backscattering intensity is about 40% higher than on Si[79]. The process
we have developed is both high resolution and low contrast, enabling us to achieve
uniform honeycomb lattices with periods as small as 40 nm.
After etching, the samples were examined in a Hitachi S4700 SEM, with 65° tilt
angle, acceleration voltage 20 kV and current 10 µA. The two AG lattices shown
in Fig. 4.3 had identically patterned hard-masks but were etched with two different
processes, as described in Subsection 4.2.2 on ICP RIE etching. One can see how
the lattice in Fig. 4.3(a), which underwent an etch with higher ICP RF power (75
W) and lower bias-inducing RF power (50 W), presents evidence of lateral etching,
resulting in the collapse of some pillars. Modification of the process leads to an
optimal combination of ICP and bias inducing RF powers (50 and 75 W, respectively),
which resulted in straight sidewalls as shown in Fig. 4.3(b). The increase of the
physical bombardment due to the higher ion energy, and the reduced chemical etching
due to a lower plasma density, did not significantly alter the selectivity of the RIE
process; in fact, in both cases, the gold nanodisks are still observable as brighter dots
on top of the etched pillars.
It is worth noting that in all cases, we observed a reduction in the diameter
of the metallic nanodisks overlying each pillar following the etch. SEM images are
presented in Fig. 4.4, which shows 50 nm period AG lattices patterned for different
etching times, from 60 to 110 s, using the optimized etch process. The height of the
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Figure 4.3: SEM micrographs (65° tilt) of AG lattices (QW sample # L06-27-14.1)
with 50 nm period for different etch conditions (disk diameter 20 nm; pillar height
60 nm. Gas mixture: 50 sccm Ar, 5 sccm BCl3; chamber pressure 3.7 mbar). (a) RF
power (RF2) = 50 W; ICP RF power (RF1) = 75 W. (b) RF2 = 75 W; RF1 = 50
W.
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Figure 4.4: SEM micrographs (65° tilt) of artificial graphene lattices (QW sample
# L06-27-14.1) with 50 nm period for different etch times. (a) 60 s (etch depth =
45 nm); (b) 80 s (etch depth = 55 nm); (c) 95 s (etch depth = 62 nm); and (d)
110 s (etch depth = 75 nm). In (c) and (d), the metal mask is still present; this
was taken into account for the evaluation of the depth of the etch. The sidewall
profile is almost vertical in all cases; only the deepest etch presents a certain degree
of undercut. The AG lattice in (d) was etched to within 5 nm from the Si doping
layer, which constitutes the limit.
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Figure 4.5: (a) SEM image of a 40nm pitch honeycomb array of gold nanodisks
obtained using the metal hard-mask method. (b) The same sample after annealing
at 450°C for 2 h. The edge roughness of the Au disks noticeably improves. (c) Detail
of the mask after annealing. The disk diameter is approximately 15nm. (d) The
resulting AG lattice after a 50nm-deep etch with the optimized process (the metal
mask is still present). The average width of the pillars isabout 10nm, resulting in an
aspect ratio of 5. (QW sample # L06-27-14.1)
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pillars determines the intensity of the effective periodic potential and the final degree
of modulation of the electron density of the 2DEG; therefore, it is important to control
the etch depth with nanometer accuracy. For 110 s etch time, shown in Fig. 4.4(d),
the measured depth was about 75 nm, only 5 nm above the Si d-doping layer. This
should give the strongest potential modulation and well-defined AG minibands with
linear dispersion. The verticality of the etch profile decreases with increasing etch
time; nevertheless, the mechanical stability of the pillars appears to be unaffected.
The aspect ratio of the fabricated pillars in Fig. 4.4(d) is 3.5.
As noted above, the challenges related to proximity effects and the reliability of
the lift-off can be managed using the hard mask method we described here. The hard
mask actually allows a slight underexposure of the honeycomb pattern, resulting in
minimal broadening of the features, increasing the process window and the ultimate
resolution achievable. The O2 plasma etching process produces an undercut in the
resist that eases the lift-off. Furthermore, the complete removal of the resist residue
and the hydrophilization of the surface facilitate the adhesion of the metal, promoting
defect-free arrays with excellent long range order. A disadvantage of the hard mask
method is an increase in the edge roughness of the metal nanodisks, resulting from
the irregularity of the grains of the metal coating the border of the developed resist
features. This can affect the uniformity of the lattice, as can be seen in Fig. 4.5(a) for
a 50 nm period array. One possible way to overcome this drawback is to anneal the
sample, causing each metal disk to melt and form a smoother droplet, as displayed in
Figs. 4.5(b-c), in which case the annealing has been performed on a hot plate at 450 °C
for 2 h. Another consequence of the use of a metal hard mask and high temperature
annealing is that the nanodisks are smaller. The hard mask in fact narrows the
diameter of the apertures, and the annealing turns disks into nanoparticles, shrinking
their in-plane cross-section. This method can be used to achieve very narrow pillars,




High resolution electron beam lithography and reactive ion etching were used to create
artificial honeycomb lattices with lattice constants as small as 40 nm on GaAs/Al-
GaAs quantum wells hosting a two dimensional electron gas. The aim is to replicate in
a tunable manner the massless Dirac fermion physics which is a hallmark of graphene.
The use of bilayer PMMA, metal deposition, and lift-off enables the achievement of
patterns with high resolution, excellent uniformity, and long range order. By per-
forming a postdevelopment oxygen plasma descum protected by a metal hard mask,
and postprocessing annealing of the etch mask, it is possible to obtain AG lattices
with higher aspect ratio. The optimized etch process yields nearly vertical sidewalls,
with no evidence of pillar collapse. By probing the electron states of these devices,
we expect to be able to observe for the first time a graphenelike band structure in an
artificial semiconductor lattice.
Part of the results presented in this chapter are published in Ref.[80].
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Chapter 5
Electronic Band Structures of AG
Lattices in GaAs QWs
5.1 Introduction
Electrons moving in a periodic potential can be described by Bloch wavefunctions[81].
Thus we can create artificial crystals to manipulate electron states. Calculations of
electron band structures in artificial lattices with different potential configurations,
such as lattice symmetry, lattice constant and potential magnitude, can provide in-
sights for fascinating physics such as massless Dirac fermions (MDFs).
Charge carriers in graphene may have a unique linear energy-momentum disper-
sion [1, 2, 4], which arises from the symmetry of the honeycomb lattice. MDFs can
be described by relativistic Dirac equations and exploration of MDF physics attracts
great interest. To replicate MDFs in a highly tunable manner, nano-patterned semi-
conductor with honeycomb topology has been proposed [12–14, 38–40].
This chapter presents evaluations of electron band structures of honeycomb lat-
tices on nano-patterned GaAs QWs. The calculations confirm that linear energy-
momentum dispersion are realized around the Dirac cones at the K and K’ points of
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the Brillouin zone. The parameter space for creating well-developed Dirac cones is
analyzed and the energy range of linear dispersion is also discussed here. In order
to interpret experimental results presented in Chapter 6, we consider here the DOS
and JDOS defined in Subsection 2.2.2 for transitions between different AG bands.
The parameters used in the analysis are based on experimental realizations and the
results provide key insights for the design of nano-patterns that manifest intriguing
physics that emerges in artificial graphene lattices.
5.2 Modeling of AG Lattices in GaAs QWs
The potential modulation in nano-patterned GaAs QWs created by shallow etch-
ing is provided by periodic electrostatic potential given by the non-screened ionized
donors [82] as shown in Fig. 5.1(a).
Such periodic electrostatic potential in the QW does not have a simple analytic
form, so we use a simplified model for the purpose of calculating AG band structures.
I use a periodic muffin-tin potential: it has a constant value V0 under the pillars
arranged in a honeycomb lattice pattern and has a value of zero outside the pillars
as shown in Fig. 5.1(b). The radius of the potential circles is r. Due to the surface
states on the side walls of the pattern, r is smaller than the radius of AG pillars
r0. The distance between adjacent pillars is a. This model is simple yet powerful
and was used in the previous studies[13, 38] with excellent results. Other forms of
potential such as triangular lattice muffin-tin potential[12] and potential described by
smooth functions[39] give similar band structures. A more realistic potential should
be smooth near the boundaries of the pillars as schematically depicted in Fig. 5.1(c).
The most important aspect for calculations of AG band structures is the lattice
symmetry instead of exact potential. The AG band structures and conclusions of my
























Figure 5.1: (a) Schematic of AG pillars showing ionized donors which provide periodic
electrostatic potential in the QW. (b) Muffin-tin potential arranged in honeycomb
lattice. (c) A more realistic potential for our AG systems indicated by black solid
line. It is smoother than Muffin-tin potential indicated by red dashed line. (d) The
Brillouin zone of honeycomb lattice. High symmetry points Γ, K and M are labeled.
~K1 and ~K2 are reciprocal lattice vector basis.
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employed. Fig. 5.1(d) shows the Brillouin zone and reciprocal lattice vectors for the
honeycomb lattice.
Within the envelope wavefunction approximation[46], or effective mass approxi-
mation, the electrons in GaAs QW under periodic muffin-tin potential V (~r) can be




∇2 + V (~r))ψ(~r) = Eψ(~r) (5.1)
V (~r) =

V0 if there exists ~R such that |~r − ~R| < r
0 elsewhere
(5.2)
where me = 0.067m0 is the effective mass of electrons in GaAs with m0 being the rest
mass of electron. ψ(~r) is the wavefunction of electrons and ~r is position vector in the
plane of 2D electron gas. ~R is the Bravais lattice vector in real space. Using Bloch’s










(~k − ~K)2 − E~k)c~k− ~K +
∑
~K′






where ~K and ~K ′ are reciprocal lattice vectors. All reciprocal lattice vectors ~K can
be described as ~K = n1 ~K1 + n2 ~K2 with n1, n2 being integers, and ~K1, ~K2 being the
reciprocal lattice vector basis shown in Fig. 5.1(d)[81]. Solving Eq. 5.4, it is equivalent




(~k − ~K)2 − E~k)δ ~K, ~K′ + V ~K′− ~K || = 0 (5.6)
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In principle we need to consider an infinite number of reciprocal lattice vectors ~K
in Eq. 5.6. However we are only interested in the first several electron bands, where
the linear dispersion happens. A finite number of ~K can be used to get accurate
results for the lowest few bands (48 ~K are used in my calculations). To give an
idea of how to construct this Hamiltonian matrix, I list the first seven ~K used in my


















































The off diagonal elements of Hamiltonian matrix can be calculated as the Fourier
components of the AG potential, and they have analytic form for muffin-tin potential:









where ~Kx is the x component of ~K and | ~K| is the magnitude of ~K. J1(x) is the first-
order Bessel function. r is the circle radius and a is the distance between neighboring
circle centers. The Matlab code (see Appendix C) is used to calculate the Hamiltonian
matrix and to solve Eq. 5.6.
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5.3 Results and Discussion
5.3.1 Impact of the Size of the Basis
To investigate the accuracy of my calculation, first I consider the impact of using a
finite plane wave basis. The first three bands are calculated by using different number
of basis as shown in Fig. 5.2. The minimum of the first electron band is shifted to
zero for comparison. It is easy to see that the calculations converge with 18 plane
waves. The band structures calculated with 18 basis and 48 basis are almost identical
as shown in Fig. 5.2(d). In subsequent calculations, 48 plane wave basis are used to
ensure accuracy.
One note about choosing the basis is that we need to preserve symmetry for the
set of basis used in the calculation. It means all degenerate states at K and K’ points
should be included for solving the eigenvalue problem. Otherwise the electron bands
may have a band gap at K and K’ points due to calculation errors from inappropriate
set of plane wave basis.
5.3.2 Impact of Potential Period, Radius, and Magnitude
on AG Band Structures
The energy scale of electron bands of AG lattices can be characterized by the free elec-
tron kinetic energy at the corners of the Brillouin zone, which is 8π2h̄2/(27mea
2) ∝
1/a2, so reducing lattice constant will enlarge the energy scale of electron band
structures. The electron band structures for different lattice constants are shown
in Fig. 5.3. The energy range of linear dispersion near the K points increase an order
of magnitude from a = 130 nm to a = 40 nm. Since we have achieved AG lattices
with a = 40 nm as discussed in Chapter 4, I will focus most of my calculations on
AG lattices with a = 40 nm.
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 Figure 5.2: The impact of finite number of plane waves basis used in the calculation
of electron bands. The number of plane wave in the basis used in each calculation
is (a)3, (b)6, (c)12 and (d)18. The electron bands calculated with 48 plane wave
basis are plotted as red dashed lines for reference. The calculation converges with 18
plane wave in the basis, the band structures calculated with 18 basis and 48 basis are





























a = 130 nm
(a)
Figure 5.3: Electron band structures calculated for two different lattice constants.
The linear dispersion regions around Dirac cones are highlighted by red circles and
it has significantly increased from a = 130 nm to a = 40 nm. The parameters used
in the calculations are (a) a = 130 nm, r = 39 nm, V0 = −0.6 meV, (b) a = 40 nm,
r = 12 nm, V0 = −6.0 meV.
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might be washed away by broadening effects. For example, at a temperature of 4.2 K,
the thermal broadening is roughly kBT ≈ 0.4 meV. In order to get a linear dispersion
range of 0.4 meV, the lattice constant needs to be around 40 nm with a potential
depth larger than 5 meV. Other broadening effects from nano-fabrication and random
distribution of ionized donors can still come into play. Thus in order to successfully
observe AG band structures, it requires QW with minimal defects and fabrication
protocals that yield patterns with high uniformity.
We limit our discussions of Dirac cones to the first two AG bands for simplicity.
Pinning the Fermi level to Dirac cones will need two electrons per unit cell, corre-
sponding to an electron density of 2/(3
√
3)a−2. For AG lattices with a = 40 nm, the
required areal electron density is 6.2×1010 cm−2, which is typical in our experiments.
To study Dirac physics, we seek to have only linearly dispersed electron states in
the states close to the Fermi level. To create such isolated Dirac bands, we require
values of the appropriate radius r and the potential depth V0.
First we consider the appropriate range for the potential depth V0. Electron bands
with different potential are calculated in Fig. 5.4. The lattice constant and radius
used in the calculation are parameters achieved in experiment: a = 40 nm and r = 8.0
nm. Fig. 5.4(a) is the empty lattice case, and AG bands are just parabolic bands
folded in the reciprocal space of AG lattices. At a potential depth of V0 = −4 meV a
Dirac cone is formed as shown in Fig. 5.4(b), however it is not isolated because there
are other states with same energy indicated by the horizontal dashed line. If the
Fermi level is at the Dirac cone point, there will be mixed states of massless electrons
and massive electrons. With V0 = −10 meV, an isolated Dirac cone is well-developed
as shown in Fig. 5.4(c).
To monitor the emergence of isolated Dirac cones, and a linear dispersion range,
we study as a “figure of merit” the energy difference between states at M point and at





























































Figure 5.4: Calculated AG bands for a = 40 nm, r = 8.0 nm with different potential
depth V0 (a) V0 = 0 meV, (b) V0 = −4 meV and (c) V0 = −10 meV. Energy gap
at M point ∆EM (see text) is indicated in (c). (d) ∆EM as a function of potential
depth |V0|. ∆EM can approximately represent the linear dispersion range. The
threshold potential to have isolated Dirac cones, corresponds to positive ∆EM , is
V0 = Vth = −5.5 meV. At V0 = Vmax = −13 meV, ∆EM reaches its maximum.
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Fig. 5.4(c). Isolated Dirac cones are formed when ∆EM is positive, and ∆EM is also
a good estimate for the linear dispersion range in the Dirac cones. Fig. 5.4(d) shows
the calculated values of ∆EM as function of the potential depth. The threshold of
V0 to form isolated Dirac cones, Vth, is - 5.5 meV and the maximum value of ∆EM is
reached at V0 = Vmax = −13 meV. Fig. 5.4(d) provides guidance on the range of V0
that yields well-developed Dirac cones.
Values of ∆EM have a crucial dependence on the quantum dot radius r as shown
in Fig. 5.5. It is worth pointing out that the radius used in modeling is actually
smaller than the physical radius of pillars due to surface states on the side walls. In
order to be consistent between AG lattices with different periods, we use the ratio of
radius over lattice constant:
ratio = r/a (5.9)
as the horizontal coordinate in Fig. 5.5. As we can see, isolated Dirac cones are
formed above the ∆EM = 0 horizontal line. This implies that for fixed potential used
here (V0 = −6 meV), the threshold ratio is 0.19 to form isolated Dirac cones.
A complete map of ∆EM as a function of potential depths and ratios for AG
lattices with a = 40 nm is plotted in Fig. 5.6. Different colors represent different
magnitude of ∆EM . The red dashed line indicates the threshold parameters required
to form isolated Dirac cones. On the upper right side of the red dashed line, isolated
Dirac cones are formed while there are no isolated Dirac cones on the bottom left
side. Since the potential magnitude can experimentally achieve the as-grown Fermi
energy (about 6 meV in our sample)[36, 37], it requires a threshold ratio of 0.19 to
form isolated Dirac cones. A large ratio such as 0.35, which should be experimentally
desirable, will provide a reasonable large linear dispersion range (about 0.4 meV).
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a = 40 nm
V0 = -6 meV
Figure 5.5: Evaluation of ∆EM at different ratios for a = 40 nm and V0 = −6 meV.
Isolated Dirac cones are formed above the horizontal line ∆EM = 0 indicated in the
figure.
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Figure 5.6: Map of ∆EM at different ratios and potential depth for AG lattices with
a = 40 nm. The threshold to form isolated Dirac cones is indicated by the red dashed












































Figure 5.7: (a)Illustration of spatial separation of electrons and holes in the AG
lattices. The electrons, denoted by the red circles, accumulate in the positions of
the pillars, while holes, denoted by the blue circles, accumulate outside of the pillars.
The ground state areal density is calculated for (b) electrons and (c) holes from an
AG lattice with a = 40 nm, V0 = −6 meV and ratio = 0.25.
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5.3.3 Spatial Separation of Electrons and Holes
Another consequence of the AG potential is that spatial distributions of electrons
and holes are modified. Due to different charge types of electrons and holes, they
are spatially separated as shown in Fig. 5.7(a). Electrons will be attracted under AG
pillars while holes will be repelled away by such pillars. A typical spatial distribution
of electrons and holes is shown in Fig. 5.7(b)(c). The electron and hole density is
normalized to the uniform distribution case. We can clearly see the accumulation of
electrons under pillars and the opposite case for hole.
A careful comparison of distributions of electrons and holes reveals a stronger
localization for holes. This is in contradiction to the intuition that electrons should
be more localized because AG pillars are separated while etched regions are connected.
A simple explanation to this contradiction is the different effect masses of electrons
and holes. Since heavy holes have much larger (a factor of 7) effective mass (0.45m0)
than electrons (0.067m0), the kinetic portion in Hamiltonian is smaller for heavy
holes. Thus the hole wavefuction does not extend far into potential barrier.
Due to this spatial separation of electrons and holes, the overlap between electron
and hole envelop functions is reduced. Thus the optical emission at the bottom of the
conduction band in the AG lattices has diminished intensity. This spatial indirect
transitions should be considered in the determination of band gap though optical
emission in Chapter 6[29, 30].
5.3.4 DOS and JDOS of AG Band Structures
DOS and JDOS have been discussed in Subsection 2.2.2 for parabolic band structures
(Eq. 2.17) and linearly dispersed band structures (Eq. 2.21). This section will evaluate
the DOS and JDOS of calculated AG band structures.
Figure 5.8 shows the calculated DOS of AG lattices with a = 40 nm, V0 =
−6.1 meV, and two ratios: 0.17 and 0.30. The reason to use two different ratios
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is to compare the DOS between mixed states around Dirac cone and isolated, well-
developed Dirac cone. For AG lattice with a ratio of 0.17, there are mixed states
around the energy of Dirac cone, so the DOS does not reduce to zero as see in
Fig. 5.8(a). The DOS does not change linearly with energy above the Dirac cone,
which indicates the Dirac cone is not well-developed. The DOS also has a large portion
of constant value, which is similar to the DOS of 2D free electron. In contrast, the
AG lattice with a ratio of 0.3 has isolated and well-developed Dirac cones as seen
in Fig. 5.8(d). In consequence the DOS reduces to zero at the energy of Dirac cone
and change linearly with energy. By changing the Fermi level via gating, experiments
measuring DOS, such as conductance measurements, can provide direct evidences of
MDFs.
Using RILS methods introduced in Chapter 3, we are able to detect the formation
of AG miniband structures optically. Different types of transitions involving AG
miniband structures are possible.
Fig. 5.9 discusses inter-AG-band transitions and intersubband transitions from
AG lattices. Inter-AG-band transitions are direct transitions with change in AG
band index and no change in QW subband index. The initial and final states of
the electron are both in the first (lowest) subband of the QW that supports the AG
lattices. In intersubband transitions there is a change in QW subband. There are also
“combined” intersubband transitions in which there is also a simultaneous change in
AG band index. The initial and final states are in the first and second subband of the
QW respectively. Combined intersubband excitations do not exist on the as-grown
GaAs QWs.
Electron bands calculated with periodic muffin-tin model are labeled by two in-
dexes in sequence, subband index and AG band index. The two index count from
the lowest band starting from zero. For example, the first AG band in the ground
subband is c00 and the first AG band in the second subband is labeled as c10. Inter-
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Figure 5.8: DOS of AG band structures for a = 40 nm, V0 = −6.1 meV, (a) ratio =
0.17 and (b) ratio = 0.30 (ratio defined in Eq. 5.9). The corresponding AG bands are
in (b) and (d). The AG lattice with ratio = 0.17 does not have an isolated Dirac cone
as seen in (c), thus the DOS does not reduce to zero and shows non-linearity around
the energy of the Dirac cone as seen in (a). In contrast, the AG lattice with ratio of
0.30 has an isolated, well-developed Dirac cones, and the DOS diminished linearly to
zero around the energy of the Dirac cone shown in (b)(d).
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Figure 5.9: (a) Schematic description of transitions between AG minibands. (b)
Schematic of intersubband transitions involving AG minibands. JDOS of transitions
indicated in (a) and (b) are calculated in (c) and (d) respectively. The parameters
used in modeling are: a = 40 nm, r = 8.0 nm, V0 = −6.1 meV, EF = 2.7 meV
except in (c) where JDOS with EF = 2.4 meV is also calculated. Transitions directly
between AG minibands can be seen in (a) and (c), while AG lattices will result several
satellite peaks in intersubband transitions illustrated in (b) and (d).
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AG-band transitions, transitions between AG minibands in the same subband, are
only involving the first subband while intersubband transitions involve the first two
subbands. In Fig. 5.9, parameters used in the modeling are close to those in our
samples: a = 40 nm, r = 8.0 nm, V0 = −6.1 meV, and EF = 2.7 meV. Only vertical
transitions are considered here as the in-plane momentum transfered from photons is
negligible in our experiment setup.
Figure 5.9(a) illustrates transitions between AG minibands. Electrons from states
below Fermi level are excited to states above the Fermi level, as indicated by vertical
arrow from c01 to c02. In a simplified description, the transition intensity is propor-
tional to the JDOS between these two bands. Transitions from c00 to c02 are also
possible, however they do not form sharp peaks due the small JDOS between these
oppositely dispersed bands. On the other hand, AG bands c01 and c02 are nearly
parallel and contribute large JDOS with sharp peaks.
Fig. 5.9(c) displays the calculated JDOS related to the transitions indicated by
vertical arrows in Fig. 5.9(a). In the JDOS we can clearly identify a sharp peak
formed around 1.0 meV and a broad continuum with maximum around 1.9 meV.
The reciprocal space for allowed transitions between c01 and c02 is determined by
the Fermi level, thus the lineshape of the JDOS will depend on Fermi energy. The
JDOS with a different Fermi energy, EF = 2.4 meV, is shown as the dashed line
for comparison with the JDOS with EF = 2.7 meV. Besides the reduced intensity,
the peak originally around 1.9 meV shifts to higher energy at 2.1 meV, showing a
large impact of the Fermi energy on the lineshape of the JDOS. Optimization of AG
band structures can give the best fit between JDOS and experimental data, and it is
discussed in Subsection 5.3.5.
Combined intersubband transitions provide direct evidence for the formation of
AG miniband structures, and they also allow additional transitions that are not pos-
sible in inter-AG-band transitions. Figure 5.9(b) shows possible transitions involving
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the first two subbands, and corresponding JDOS are calculated in Fig. 5.9(d). Tran-
sitions involving same AG band index, indicated by black arrow in Fig. 5.9(b), have
a large JDOS as shown in Fig. 5.9(d). Transitions from lower AG band index to
higher AG band index, indicated by blue arrow in Fig. 5.9(b), appear as blue shift
satellite peaks on the JDOS as shown in Fig. 5.9(d). A close observation reveals that
the shape of this blue shifted peaks EB is identical to the one from inter-AG-band
transitions as shown in Fig. 5.9(c). However the energy is shifted by the E01, the
energy difference between the first two subbands. Transitions from higher AG band
index to lower AG band index, which are not allowed in inter-AG-band transition, are
labeled by red arrows in Fig. 5.9(c). These transitions, from c01 to c10, contribute to
the red shift peak ER in JDOS as shown in Fig. 5.9(d), and provide powerful tool to
probe electron states in the AG lattices.
5.3.5 Optimization of AG Band Structures
The JDOS functions provide an excellent tool to interpret RILS spectra involving
AG band structures. In a simplified description, RILS spectra involving AG bands
are proportional to the JDOS between these bands. The calculation of JDOS is
based on the AG band structures, thus is determined by the parameters used in the
muffin-tin potential model. A rough estimate of these parameters is obtained through
experimental results, but fine-tuning such parameters will give the best fit between
JDOS and RILS spectra.
Figure 5.10 shows the optimization of parameters in the AG lattice for the best
fit of the RILS spectra with the JDOS. In Fig. 5.10(a), the upper panel displays
the RILS spectra of intersubband transitions from an AG lattice with a = 40 nm.
The strong main peak around 20.8 meV is due to intersubband excitations without a
change in AG band index. The energy is due to confinement in the QW, interpreted
as E01 in Fig. 5.9(b). The full scale of peak E01 is not displayed here to better show
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Figure 5.10: Optimization of AG band structures to fit the RILS spectra. (a) RILS
spectra of intersubband transitions in parallel polarization configuration from an AG
lattice with a = 40 nm. The RILS spectra are fitted by multiple Lorentzian-shape
peaks to identify the energy positions of satellite peaks. The JDOS in the lower panel
is from optimized AG band structures to match the energy positions of satellite peaks
in the RILS spectra. The agreement between JDOS and RILS spectra is very good.
The parameters used in the calculation of the JDOS are: a = 40 nm, ratio = 0.20,
V0 = −6.1 meV, and EF = 2.7 meV. The impacts of tuning parameters on JDOS are
shown for (b)ratio, (c)V0 and (d) EF .
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the satellite peaks on the shoulder, which are more interesting as they are combined
excitations that involve a change of AG band index. To identify the energies of
these satellite peaks, the RILS spectra are fitted by multiple Lorentzian peaks. The
JDOS in the lower panel of Fig. 5.10(a), similar to the one in Fig. 5.9(d), is from the
optimized AG band structures and shows excellent agreement of peak positions with
the RILS spectra above. Thus these satellites peaks are well explained by the JDOS
from combined transitions discussed in Subsection 5.3.4. A more detailed discussion
of such intersubband transitions can be found in Subsection 6.2.2.
The impacts of tuning different parameters on the JDOS are shown in Fig. 5.10(b-
d). Since the resonance enhancement of the RILS is not taken into account, we focus
on the changes of peak positions of the JDOS rather than the changes of intensities.
Tuning ratio r/a, V0, or EF has different impacts on the JDOS, as the peaks located
around 20.3 meV and 21.8 meV only change energies with different ratio or V0 while
the peak located around 22.7 meV only changes energy with different EF . Equiva-
lently a change of Fermi energy, according to this calculation, will only change the
energy of the peak around 22.7 meV. Such unique dependence enables us to fit the
parameters separately, resulting a more stable optimization of AG band structures.
The optimization of AG band structures not only provides an excellent agreement
between the RILS spectra and the calculated JDOS, it also deeps our understanding
of the AG band structures. By varying the desire of the AG lattices, such as changing
the ratio or Fermi energy, the RILS spectra should display distinct features on the
energies of the satellite peaks.
5.4 Summary
We use a simple yet powerful muffin-tin model to study electron states in AG lattices
on nano-patterned GaAs QW. The accuracy and convergence are demonstrated by
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changing the finite number of plane waves basis used in the calculation. Other forms
of potential[12, 39] or inclusion of electron-electron[38, 40] interaction does not change
our results qualitatively. Small periods of AG lattices (sub 100 nm) are required to
have large linear dispersion range around Dirac cones. The impacts of potential V0
and radius r on AG bands are discussed and the threshold to have isolated Dirac cones
is demonstrated. One result of AG lattice is the spatial separation of electrons and
holes, which are discussed by calculating the density distributions of electrons and
holes. DOS of non-isolated Dirac cones and isolated Dirac cones have been calculated
for comparison. A direct measurement of DOS at different energies should provide
evidences of MDFs. Possible transitions involving AG minibands are discussed and
corresponding JDOS are calculated. The optimization of AG band structures provides
the best fit between the JDOS and relevant RILS spectra. These modelings provide
means to interpret our experimental spectra and also give guidance on designing
optimal samples.




Formation of AG Electronic Band
Structures
6.1 Introduction
In this chapter, I will discuss the results of optical spectroscopy measurements of the
AG lattices with small lattice constants (as low as 40 nm) on nano-patterned GaAs
QWs.
Optical emission is used to determine the Fermi energy of electrons in the AG
lattices. A reduction of Fermi energy due to nano-patterning is clearly observed. I
will present evidences of formation of AG electron band structures that are seen in
RILS spectra. Intersubband transitions from the AG lattices reveal satellite peaks
that are interpreted as combined electronic transitions between subbands of the QW
confinement with a change in the AG band index. RILS of low-lying transitions, on
the other hand, reveal transitions between different AG electron bands within the
same subband. These transitions, both involving AG bands, exhibit a remarkable
agreement with the predicted JDOS based on the band structure calculations for the
honeycomb topology. The results offer evidence of the occurrence of the Dirac bands
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and MDFs in artificial lattices on semiconductors.
The ability to create small period AG lattices in semiconductors opens new and
highly tunable pathways for the exploration of fundamental condensed matter science,
including access to novel topological phases in semiconductors with strong spin-orbit
coupling[16].
6.2 Results and Discussion
We have demonstrated AG lattices on nano-patterned modulation doped GaAs QW
with AG lattice constants as small as 40 nm (see Chapter 4 and Ref. [80]). In this
chapter, I take advantage of this milestone to explore formation of AG electron bands
in small period honeycomb lattices. Results from AG lattices with a = 40 nm and
a = 50 nm are presented.
For the convenience of the reader I recall the concept of AG lattices discussed
in previous chapters. Figure 6.1 describes the methods for the realizations of AG
lattices in a GaAs QW. The fabricated AG lattices are superimposed on a two-
dimensional electron gas confined within a 25 nm-wide one-side modulation-doped
GaAs/Al0.1Ga0.9As QW (Fig. 6.1(a)). The QW is positioned 110 nm below the surface
and 30 nm below the Si δ-doping layer. The as-grown electron density is 1.8 × 1011
cm−2, with low-temperature mobility of 3.2 × 106 cm2/(Vs). High-resolution electron
beam lithography is used to create 200×200 µm2 honeycomb arrays of metallic nano-
disks, which serve as masks for etching. ICP-RIE is used to etch the samples to a
depth of around 70 nm. Details of the fabrication procedure and optimization can be
found in Chapter 4 and Ref.[80]. The resulting pillars are arranged in a honeycomb
lattice, shown in Fig. 6.1(b). The pillars act as attractive potentials V0 for electrons
in the GaAs QW. Sufficiently small feature size, a, is necessary here because the


















































a = 40 nm
a = 120 nm
Figure 6.1: Principle of realization of artificial graphene. (a) Cross-section schematic
of the nano-patterned QW sample. The radius of potential used in modeling, r, is
smaller than the physical radius of pillars, r0, indicated here. (b) SEM image of a AG
pattern with a = 40 nm. A hexagon is drawn for eye guidance. (c)(d) Calculated AG
bands for different periods (c) a = 40 nm, r = 11 nm, V0 = −6.0 meV (d) a = 120
nm, r = 34 nm, V0 = −0.67 meV. The Dirac cones at K and K’ points are indicated
by circles. For smaller period, the energy range of the linear dispersion around Dirac
points is larger.
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calculated AG band structures for two different lattice periods, where the energy scale
increases one order of magnitude when the lattice constant decreases from a = 120
nm to a = 40 nm. The band structure calculation in Figs. 6.1(c)(d) is performed
using a muffin-tin potential discussed in Chapter 5.
6.2.1 Optical Characterization of the Fermi Energy
The Fermi energy of electrons in the AG lattices is one of the key parameters. We can
estimate the electron density from the Fermi energy and the number of electrons per
unit cell. The Fermi energy is also critical to understand the occupation of states near
the Dirac cones. Another use of Fermi energy is to monitor the lateral modulation
potential. In our sample design, a minor reduction in Fermi energy from that of the
as-grown wafer usually indicates a weak lateral potential modulation.
Optical emission spectra from transitions between conduction and valence sub-
bands are used to determine the Fermi energy for the unpatterned GaAs quantum
well as discussed in Section 3.4. Figure 6.2(a) shows the optical emission spectra from
the unpatterned QW and compares it with spectra from AG lattices with a = 50 nm
of different etch depths. Fig. 6.2(b)(c) shows corresponding SEM images of the AG
lattices. The energy difference between optical emissions occurring at the bandgap
and at the Fermi level, ∆E, are indicated in the figure. The Fermi energy of the






where me and mh are effective masses for conduction and valence bands, respectively.
The Fermi energy of the as-grown QW is EF1 = 5.7±0.3 meV, which is in agreement
with Fermi energy of 6.3± 0.15 meV estimated from transport measurements (there
might be slight difference of Fermi energy across the whole QW wafer, the transport




etch depth: 56 nm
etch depth: 75 nm
Figure 6.2: Determination of Fermi energy from optical emission. (a) Optical emission
spectra from as-grown QW and AG lattices with different etch depths. The lattice
constant of AG lattices is a = 50 nm. ∆E(see Eq. 3.20) is labeled for each spectrum
to determine the Fermi energy. SEM images are shown for AG lattices with etch
depth of (b) 56 nm and (c) 75 nm. There is some undercut in the side profile of the
deeper etch (75 nm) sample, but we can still observe evidences of AG electronic band
structures which will be discussed in the following Subsections 6.2.2 and 6.2.3.
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 etch depth: 56 nm
 etch depth: 75 nm
Figure 6.3: Optical emission spectra from the as-grown QW and the off-pattern area
of AG samples in Fig. 6.2. From the red spectrum, the sample with etch depth of
56 nm, the off-pattern QW (not shown) is partially depleted, indicating a weak AG
potential. The absent of any optical emission from the off-pattern of the AG sample
with etch depth of 75 nm indicates a full depletion of electron density outside the AG
























Figure 6.4: Power dependence of optical emission spectra from the AG lattice with
a = 50 nm. The AG lattice is from the same sample with deep etch depth (75 nm)
in Fig. 6.2 and Fig. 6.3. The insert sketches the conduction and valence bands of the
AG lattices in real space. The spatial separation of electrons and holes are indicated.
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The Fermi energy of AG lattices can not be simply derived from Eq. 6.1 as
parabolic band dispersion assumption is not applicable for AG lattices. In AG lat-
tices, electron minibands are formed as well as hole minibands. However the hole
minibands are very flat due to the much larger effective hole mass[13], thus ∆E can
still be used to estimate the Fermi energy. The determination of the onset of optical
emissions from AG lattices takes into account that such emissions are indirect in real
space[29, 30], as discussed in Fig. 5.7. The Fermi energies of AG lattices are estimated
to be 0.9∆E by contributing 10% of ∆E to valence band curvatures. Thus the Fermi
energies of the AG lattices with shallower etch depth (56 nm) and deeper etch depth
(75 nm) are estimated to be: EF2 = 3.4 ± 0.4 meV and EF3 = 1.9 ± 0.3 meV. This
is consistent with our intuition that the deeper etch, the more depletion of electrons
in the AG lattices.
We can clearly see the reduction of the Fermi energy in AG lattices and the impact
of etch depth on such Fermi energy reduction. Moreover we can use the reduction
of the Fermi energy outside of AG patterns, as shown in Fig. 6.3, to estimate the
depth of the AG potential. It shows the optical emission spectra from off-pattern
area corresponds to the samples in Fig. 6.2. For the sample with etch depth of 56
nm, the electron density outside of AG lattices is partially reduced as shown in the red
spectrum, and this partial reduction indicates a weak AG potential (less than 5 meV).
The peak around 1.522 eV in the spectrum may be due to Fermi edge singularity[84].
On the other hand, the optical emission from the sample with etch depth of 75 nm
is absent, which indicates a full depletion of electron density outside AG patterns.
Thus the AG potential in this fully depleted case is estimated to be about 6 meV,
the Fermi energy of the as-grown sample [13, 37].
Strikingly, the optical emission spectra from the AG lattices have strongly power
dependent shapes, as shown in Fig. 6.4. The optical emission onset becomes more
apparent with increasing power, which can be explained by the difference in con-
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finement for conduction and valence states under the AG potential as shown in the
inset to Fig. 6.4. While the electron wavefunction has higher amplitude under the
AG pillars, the hole wavefunction has higher amplitude away from the pillars. Thus,
electrons and holes tend to be spatially separated, and the overlap of their wave func-
tions is very small at the bandgap, resulting in a diminished onset. Higher excitation
power generates non-equilibrium holes in high-energy states with larger overlap with
electrons, giving rise to stronger optical recombination. The strong power depen-
dent shape of optical emission spectrum can be used as an indication of a strong AG
potential.
6.2.2 Intersubband Excitations
Combined intersubband excitations observed in RILS spectra such as those consid-
ered in Subsection 5.3.4 offer a powerful tool for probing the electron states produced
by the AG lattices. In Subsections 5.3.4 and 5.3.5 I evaluated the JDOS of intersub-
band excitations from AG band structures. In this subsection I will present RILS of
intersubband excitations from AG lattices and the interpretation of these data via
calculated JDOS for AG lattices.
Intersubband excitations deriving from changes in the confinement in the QW are
illustrated in Fig. 6.5 for the as-grown sample. Collective modes have well-defined
polarization selection rules[85]. The spin density excitations (SDE) are strong in the
cross polarization configuration while the charge density excitations (CDE) are strong
in the parallel polarization configuration. The single particle excitations (SPE), at
energy 21.8 meV (denoted by E001 in Fig. 6.5), are independent of the polarization
configuration and it is a good measurement of the energy separation between the first
two subbands as shown in the inset of Fig. 6.5. The intersubband excitations from

























Figure 6.5: Intersubband transitions of the as-grown QW. SDE and CDE (explained
in text) have polarization selection rules while SPE denoted by E001 is present on both
polarization configurations.
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Figure 6.6: Intersubband transitions of an AG lattice with a = 50 nm under weak
modulation (sample# M10-20-14.1 dev2). Spectra are plotted in Raman shift scale
for (a) cross (b) parallel polarization configurations. They are vertically shifted for
clarity. The corresponding spectra under absolute energy scale are in (c) and (d).
SDE and CDE are labeled in (a) and (b), showing a resonant enhancement profile.
Optical emission (PL) peaks are indicated by vertical line at energy denoted by PL1
in (c) and (d).
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We first examine the case of weakly modified electron band structures by weak
potentials in the AG lattices as shown in Fig. 6.6. It is weakly modulated because
electrons are not fully depleted outside of the AG patterns. Intersubband excitations
and optical emission spectra (not shown here) clearly indicate the presence of electrons
outside the AG lattices. So the modulation potential should be less than 5 meV as
discussed in Subsection 6.2.1.
Figure 6.6 shows intersubband excitations with different incident photon energies
from an AG lattice with a = 50 nm under two polarization configurations. Fig-
ure 6.6(a) and (c) are both obtained under cross polarization configuration, but plot-
ted in Raman shift scale and absolute energy scale respectively, while Fig. 6.6(b)
and (d) are under parallel polarization configuration. In Raman shift scale, light
scattering features, such as SDE and CDE in Fig. 6.6(a)(c), stay at constant energy
when incident photon energies are changed. The resonant enhancements of SDE and
CDE are clearly shown. On the other hand, in absolute energy scale, optical emis-
sion peaks, such as the one around 1535 meV labeled by PL1 in Fig. 6.6, stay when
the incident photon energies are changed. X denotes features that are due to CCD
artifacts and will not be discussed further.
This QW (sample# M10-20-14.1) is very similar to the one (sample# L06-27-
14.1) used in most of this thesis except for a thinner top layer (50 nm instead of 70
nm) above the QW (see Appendix B for details). The optical emission spectra and
intersubband excitations from this sample are also similar to those from sample#
L06-27-14.1. The discussions and conclusions from one QW sample is also applicable
to the other similar QW samples.
One obvious difference in the intersubband excitations between the weakly modu-
lated AG lattices and the as-grown sample (not shown here) is the energy separation
between SDE and CDE. The SDE-CDE energy separation in the as-grown sample
is about 2.3 meV in Fig. 6.5, while it reduces to only 1 meV in the AG lattice as
97
shown in Fig. 6.6. This energy separation is closely related to many-body effects[85]
and we can use it to estimate the electron density. In first order approximation, we
have E2CDE −E2SDE ∝ n, where ECDE denotes the energy of CDE, ESDE denotes the
energy of SDE and n is the electron density. Given the as-grown electron density of
1.8× 1011 cm−2, we can estimate the electron density of the AG lattice to be 8× 1010
cm−2. Thus there are approximately 5 electrons per unit cell, which are more than
the optimal case of 2 electrons per unit cell. A deeper etch not only increases the
potential magnitude, but also reduces electron density. This will be discussed later
in the strongly modulated situation.
The impact of AG lattices can be seen through the lineshapes of intersubband
transitions. In Fig. 6.6(a) we can see some light scattering signal on the high energy
shoulder of SDE denoted by ES, as these signals do not overlap with optical emission
peaks shown in Fig. 6.6(c). The light scattering continuum ES has maximum that
overlap with CDE, which is surprising. The frequent leakage of the CDE signal due to
the break down of the selection rule can not explain the relatively large intensity of ES.
Similar light scattering signals, that appear under cross polarization configuration but
overlap with the CDE, have been observed in other weakly modulated samples. In
the interpretation of the peak ES we assume that electron minibands are formed and
combined intersubband transitions involving a change of AG band index contribute
to the additional peak. However this does not explain the overlap of such satellite
signals with CDE and the absent of such peaks on the high energy side of CDE. One
possible explanation is that the Hartree term of the Coulomb interaction just nearly
cancels out the exchange correlation term, resulting a minor shift of CDE compared
to SPE. As the electron density reduces due to nanopatterning, the Hartree term
collapses faster than the exchange correlation[86, 87]. Thus ES might be SPE which
has minor energy shift from CDE.
Intriguingly it is easier to interpret the intersubband transitions from strongly
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Figure 6.7: RILS spectra of intersubband transitions involving AG bands. (a) Cross
and (b) parallel polarization configurations for RILS spectra from the a = 40 nm
pattern, the incident photon energies are indicated. The peaks are interpreted as
transitions between subbands indicated in (c), the band structure calculated with
parameters a = 40 nm, r = 8.0 nm, V0 = −6.1 meV, Fermi energy EF = 2.7 meV.
The vertical lines indicate transitions between subbands. The combined intersubband
transitions with change of subband and AG band are indicated in blue and red.
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modulated AG lattices. We present RILS spectra of intersubband excitations from
two AG lattices, one with a = 40 nm and one with a = 50 nm, both showing
interesting satellite peaks that also manifest the impact of the value of the lattice
constant.
Figures 6.7(a)(b) shows RILS spectra of intersubband excitations of the AG pat-
tern with a = 40 nm. The spectra display a strong peak at 20.9 meV denoted by
E01 accompanied by several weaker clearly defined satellite peaks. The strong peak
E01 is present in both polarizations. While many-body Coulomb interactions may
have an impact on RILS spectra, E01 is interpreted as the single particle transition
between the first two subbands of the QW confinement. It is red-shifted from E001 in
Fig. 6.5 due to a decrease of the 2DEG electron density after etching. The satellite
peaks, only present in the etched AG sample, are interpreted in terms of combined
transitions between subbands of QW confinement and electron states created by the
periodic potential of the AG lattice as schematically shown in Fig. 6.7(c). In these
combined transitions, the change in the AG band index provides insight into physics
associated with honeycomb topology.
In a simplified description, the RILS spectra in Figs. 6.7(a)(b) are interpreted
as proportional to the JDOS for combined intersubband transitions with AG band
index change, such as those shown in Fig. 6.7(c). More features of JDOS have been
discussed in Subsection 2.2.2 for general band structures and in Subsections 5.3.4
and 5.3.5 for AG band structures. The JDOS calculation (Fig. 6.8) includes different
possible transitions in the energy range close to E01 and consists of both red-shifted
and blue-shifted transitions. The JDOS is broadened by a Gaussian function with
full width at half maximum (FWHM) of 0.2 meV [88]. The calculated JDOS is
based on calculated band structures shown in Fig. 6.7(c) and does not take into
account the energy dependence of RILS matrix element. The parameters used in
calculation, r, V0 and Fermi energy EF , are first estimated from experiments and
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then slightly adjusted for the best fit of JDOS as discussed in Subsection 5.3.4. As
we mentioned in Chapter 5, the radius of potential used in modeling, r, is smaller
than the physical radius of pillars, r0, indicated in Fig. 6.1(a). Nevertheless this
simplified model provides a rather good interpretation of the satellite peaks.




B, we fit the spectra
with multiple Lorentzian peaks. The results of the fit are shown in Fig. 6.8. The
calculated JDOS has maxima at energies that overlap with those of the satellite peaks.
The strong peak of JDOS at E01 (black curve in the lowest panel of Fig. 6.8) arises
from transitions between subbands with same AG band index (such as transitions
from c00 to c10 and from c01 to c11 in Fig. 6.7(c)), which involves parallel bands with
a high JDOS. The red-shifted satellites E1R and E
2
R are from transitions between c01




B are from transitions between c01 and
c12. The lowest energy signal E
2
R (shaded in red in the JDOS in Fig. 6.8) can be
resonantly enhanced at lower incident photon energy, such as the top spectrum of
Fig. 6.7a.
The results from the AG lattice with a = 50 nm are shown in Fig. 6.9. The
red-shifted peak E1,2R is resolved at lower incident photon energy while the blue-
shifted peak E1,2B is resolved at higher photon energy, due to the selective resonant
enhancement at different incident photon energies. The smaller energy scale, due
to the larger lattice constant, results in more narrowly spaced features in the JDOS
and single broader RILS satellite peaks E1,2R and E
1,2
B (Fig. 6.9) rather than separate
peaks seen for the a = 40 nm pattern (Fig. 6.8). The results clearly demonstrates
the impact of the lattice constant on AG band structures.
6.2.3 Inter-AG-band Transitions
Inter-AG-band transitions, direct transitions between AG bands within the same
subband of the QW, are discussed in this subsection. The transitions around Dirac
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Figure 6.8: Interpretation of RILS spectra in Fig. 6.7 as combined intersubband
transitions for the a = 40 nm patterns as explained in the text. The calculated JDOS
(bottom curves) are for the transitions indicated in Fig. 6.7(c). The central peak,
shown in black, is rescaled for clarity. Combined intersubband transitions are shown
in blue and red. The peak positions in the RILS spectra (top curves) agree with the
peaks observed in the JDOS. The parameters used for the calculation of JDOS are
a = 40 nm, r = 8.0 nm, V0 = −6.1 meV, EF = 2.7 meV.
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Figure 6.9: RILS spectra of intersubband transitions for the a = 50 nm pattern, the
incident photon energies are indicated. The combined intersubband transitions are
shown in blue and red. The calculated JDOS is shown in the bottom panel. The
blue and red curves in the JDOS have maxima at energies overlap the positions of
the measured intersubband transitions. The parameters used for calculation of JDOS
are a = 50 nm, r = 8.5 nm, V0 = −6.4 meV, EF = 1.7 meV.
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cones are probed in these spectra.
RILS spectra of low-energy excitations from the AG lattice with a = 50 nm are
shown in Fig. 6.10(a). The light scattering signal overlaps with relatively weak PL,
which is due to the optical emission between Fermi level and light hole states and
provides an outgoing resonance mechanism. To extract the lineshapes of the low-lying
excitations, the weak PL is subtracted as shown in Fig. 6.10(b). Typical spectra after
removal of the PL are shown in Fig. 6.10(c), where a clearly identifiable narrow peak
(FWHM ≈ 0.21 meV) near 0.85 meV is labeled as EL (similar to E1B in Fig. 6.8).
A weaker and broader peak located near 1.3 meV is labeled as EH (similar to E
2
B
in Fig. 6.8). These RILS spectra are interpreted as arising from transitions between
states belonging to different AG energy bands, specifically from the band c01 to the
band c02, indicated in Fig. 6.10(d). Low-lying excitations from the AG lattice with
a = 40 nm is not available due to the deterioration of samples after exposure to air.
RILS spectra of the inter-AG-band transitions, shown in Fig. 6.10 (no change
in QW subband state), are expected to be proportional to the JDOS for vertical
transitions (no wave vector change) as discussed in Subsections 2.2.2 and 5.3.4. The
calculated JDOS peak shown in Fig. 6.10(c), which very precisely overlaps the peak
EL, is largely due to transitions in the regions of the wave vector space marked as
1 and 2 in Fig. 6.10(c) and (d). This agreement indicates that disorder-induced
broadening plays a minor role, a crucial condition for the appearance of MDFs. In
region 1, the c01 and c02 bands are nearly parallel, which results in a maximum in the
JDOS. Transitions in region 2 of the JDOS are from the Dirac cones formed at the
K and K’ points. Transitions in region 3 are mainly transitions around the M point
in the Brillouin zone where the c01 and c02 bands have fairly different k-dispersion,
generating the broader peak EH . The excellent agreement between the RILS spectra
and the calculated JDOS is strong evidence of the energy-dispersion of the AG bands
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Figure 6.10: Spectra of inter-AG-band transitions from a 50 nm lattice constant AG
lattice. (a) Spectra of low-lying excitations at different incident photon energies . The
RILS signal overlaps with the PL background. (b) Subtraction of the background PL
(red) reveals the RILS signal (blue). (c) RILS spectra for different incident photon
energies after the removal of the PL background. Two peaks are identified at EL =
0.85 meV and EH = 1.3 meV. The calculated JDOS of the inter-AG-band transitions
between the c01 and c02 bands is in agreement with the observed spectra. The
different contributions to the JDOS are explained in (d). (d) Illustration of the
electronic transitions associated with the observed RILS spectra. The AG bands are
calculated with a = 50 nm, r = 8.5 nm, V0 = - 6.4 meV. The Fermi energy used
in the calculation of the JDOS is 1.7 meV. The linear dispersion range in c00 and
c01 bands is highlighted by a dashed circle. Three regions of the reciprocal space are
identified with different colors in (d), and the transitions in each region are related
to the corresponding energy range of the JDOS in (c).
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In fact, the peaks EL and EH in Fig. 6.10 occur in combined intersubband tran-
sitions E1,2B in Fig. 6.9. The red shifted satellite peaks in intersubband transitions
E1,2R are not allowed in this low-lying excitations because they are from higher AG
band index to lower AG band index. The agreements of interpretations between in-
tersubband transitions and inter-AG-band transitions provides convincing evidences
of formation of AG miniband structures. Further more, the absence of the strong
main peak E01 allows us to clearly identify the lineshapes of signals related to the
AG lattices thus to selectively resonant enhance transitions at different k spaces.
Transitions from region 2 are of particular interest since they originate from the
segments of the reciprocal lattice Brillouin zone near the K and K’ points, where
MDFs are formed. In order to gain further insight into the contribution from transi-
tions within this region to the EL peak, we take advantage of the resonance enhance-
ment of RILS, shown in Fig. 6.11. At lower incident photon energies, the asymmetric
EL peak is dominant, as seen in the upper spectrum in Fig. 6.11(a). Region 2 tran-
sitions occur at the high-energy cutoff of the EL peak (Fig. 6.11(a)). At this lower
incident photon energy, the EL peak mainly results from the resonantly enhanced
transitions around the Dirac points as shown in the inset to Fig. 6.11(b). The low-
energy tail of the EL peak (grey area) likely arises from non-vertical transitions due
to the impact of residual disorder as indicated in the inset to Fig. 6.11(a). The sharp
cutoff of the EL peak at the high energy is interpreted as the cutoff of the JDOS due
to Dirac cones at the K and K’ points. These results provide evidence of well-defined
MDFs.
6.3 Summary
In summary, we have realized artificial graphene in a modulation-doped AlGaAs/-





































































Figure 6.11: Dependence of the RILS on the incident photon energy. (a) RILS
spectra at two different incident photon energies as labeled (in meV). The inset
shows vertical (∆k = 0) and non-vertical (∆k 6= 0) transitions between the c01 and
c02 AG bands. The upper spectrum taken at h̄ωL = E
R
L (see inset to (b)) largely
derives from transitions close to the K and K’ points. It shows an asymmetric EL
peak with a sharp cutoff on the high-energy side. The contribution to the JDOS from
transitions near the K and K points (red curve) accurately describes the line shape
of the high-energy cutoff due to the vanishing DOS at the Dirac point. The signal
at lower energy (gray area) is explained by non-vertical transitions due to residual
disorder (see the inset). The lower spectrum, taken at higher and showing peaks at
EL and EH , is interpreted with the JDOS (in red) with contributions from a larger
range of k space (regions 1, 2 and 3 in Fig. 6.10(c,d)). (b) Integrated intensities





band diagram (not to scale) showing transitions from the valence band (v) to the
conduction bands produced by the AG potential that explains the observed resonant
enhancement maxima at ERL and E
R
H as a function of the incident photon energy.
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long-range order, short-range uniformity and anisotropic etching profile. RILS spec-
tra of intersubband transitions reveal combined transitions involving changes of both
QW subbands and AG band index while low-lying excitations reveals direct tran-
sitions between AG bands. Such transitions have remarkable agreement with the
calculated JDOS based on band structures of the AG lattices.
RILS spectra of inter-AG-band transitions around the Dirac cones have a unique
lineshape that is linear around the high energy cut-off. This is a signature resulting
from the linear energy-momentum dispersion of the Dirac cones and can be used as
an optical method to identify MDFs. The RILS spectra presented in this chapter
provide strong evidence of formation of AG electron bands and shine light on of
MDFs realized in semiconductor systems.
The observation of MDFs on a macroscopic region of a nanofabricated semicon-
ductor system opens new research opportunities. The ability to alter the lattice period
and inter-site coupling by tuning the design of the artificial structure can enable the
exploration of changes in Fermi velocity of MDFs and the possibility of opening of a
bandgap by removing the inversion symmetry of the lattice. The realization of AG
lattices in a nanofabricated high-mobility semiconductor system offers the advantage
of great tunability through nanofabrication methods suitable for device scalability
and integration. The ability to select the strength of the spin-orbit coupling by mod-
ifying the semiconductor system creates venues for seeking novel phenomena linked
to opposite propagation of states with reversed spins and emergence of MDFs with
intriguing topological character[89]. The implementation of such AG lattice in ma-
terials with strong spin-orbit coupling should enable the exploration of topological
insulating states with great tunability[16]. The tunable parameters also make AG lat-
tices a new realm for investigations of fractal quantum physics beyond the Hofstadters
butterfly[15] studies in semiconductors and in natural graphene[73, 90–92].





Graphene Growth by MBE
7.1 Introduction
Graphene attracts much current interest because of its intriguing 2D electron
physics[1, 2] and the significant potential of graphene layers as a material system
for novel applications[94]. While mechanical exfoliation method provides high qual-
ity graphene[9], the area size is limited to tenth of micrometer size. Creation of
reliable epitaxial methods for growth of high quality large area graphene layers is
of great importance. Early work was focused on selective evaporation of Silicon in
SiC[95]. Growth of graphene by chemical vapor deposition (CVD) on Cu as a catalyst
requires a transfer step from the Cu to a suitable substrate for further processing and
characterization[96, 97].
Molecular beam epitaxy (MBE), a highly controllable growth method with atomic
precision, is a promising alternative for fabrication of large area graphene layers di-
rectly on dielectric substrates. MBE methods emerged in the late 1960s[98] and
became very successful for growing semiconductor quantum wells hosting high mo-
bility charge carriers. In the ultra-high vacuum (10−9 Torr) MBE chamber, atoms or
molecules are deposited on the substrate directly. The deposition rate is very low,
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thus the thickness of the grown structures can be controlled with the accuracy of
one atomic layer. Usually the optimal growth condition is achieved by tuning the
substrate temperature and the deposition rate.
Successful growth of graphene layers on diverse dielectric substrates by MBE has
been reported recently[99–105]. In graphene MBE the weak van der Waals coupling
between the first grown layer and the substrate is a crucial feature that enables
graphene growth on a substrate with a different lattice constant. While hexagonal
Boron Nitride (h-BN) is an ideal substrate for graphene growth by MBE[101], high
quality h-BN substrates are only available as micron-size flakes.
To achieve large area growth of graphene layers by MBE, the choice of substrate is
important. c-plane (0001) oriented sapphire is a highly suitable substrate because its
atomically flat surface remains stable at relatively high temperatures[99, 102, 104].
This enables us to explore larger temperature range to optimize the growth condi-
tions. Moreover c-plane sapphire substrates with large size (> 1 cm) are available
commercially.
This chapter reports the fabrication of nanocrystalline graphene layers on sapphire
substrates by MBE. The growth of single- and bi-layer graphene is achieved with a
solid carbon source in a unique molecular beam system that has design features to
allow large gradients of incident carbon flux and of substrate temperature. The vari-
ations of the incident carbon flux and substrate temperature enable the identification
of growth parameters that are suitable for fabrication of single layer graphene and
multilayer graphene. A removal mechanism of carbon by reduction of sapphire, called
“carbo-thermal reduction”[106], is discovered to have a large impact on the graphene
growth. The interplay between carbon deposition and its removal drives the growth
of graphene layers on sapphire substrate by MBE[107].
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7.2 Results and Discussion
In our research we uncovered a striking competition between carbon deposition and
its removal by reduction of sapphire in this work[107]. The effect is clearly seen in
atomic force microscopy (AFM) images that reveal a significant density of etch pits
in graphene layers grown at higher substrate temperature (around 1200 ). The etch
pits are regarded as signatures of carbon removal from chemical reaction with oxygen
in sapphire (Al2O3). Such reduction of sapphire will create etch pits in atomic layers
of graphene by releasing CO in a process known as carbo-thermal reduction[106].
Etch pits similar to those reported here in graphene grown by MBE on sapphire have
been reported in direct CVD growth of graphene on sapphire[108], a result that indi-
cates that impact of carbo-thermal reduction that we discovered occurs in processing
of graphene layers on oxygen containing substrates. The etch rate by carbo-thermal
reduction of sapphire substrates has a step-like temperature dependence in the MBE
growth chamber: for temperatures T < To (To ≈ 1100 ), the carbo-thermal reduc-
tion is negligible[107]. This is a remarkable finding which indicates that carbo-thermal
reduction of sapphire substrates can be prevented. Suitable choices of the growth con-
ditions - substrate temperature, incident carbon flux and growth chamber pressure -
would allow growth without etch pits and achieve high quality graphene.
Single graphene layers occur in growth at higher substrate temperature (about
1200 ) and higher carbon flux (about 0.05 nm/min)[107]. The layers consist of
aggregates of domains with a lateral dimension that is likely to be limited by the
spacing between etch pits (about 100 nm). These graphene layers display superior
crystallinity as revealed by phonon Raman bands that are consistently sharper than
Raman bands reported in prior MBE growth of graphene on sapphire[107]. The
Raman bands reported here have widths comparable to those seen in high quality
single layer graphene that is directly grown by CVD on sapphire. The presence of











































Figure 7.1: (a) Schematic description of the growth geometry showing the solid carbon
source, the substrate, and the heater, (b) incident carbon flux as a function of vertical
position on the substrate. Normalized flux values are indicated for three positions and
(c) three regions A, B, and C having different growth are highlighted. The respective
lengths (not to scale) and temperature are indicated. The markedly distinct growths
in regions A, B, and C are described in the text.
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attributed to contributions from the edges of the relatively dense random array of
etch pits.
In our experiments graphene layers are grown in a homemade molecular beam
system with a solid carbon source in an ultra-high vacuum (UHV) environment with
a base pressure of 10−9 Torr[109]. Prior to growth the sapphire substrate was annealed
for 1h at about 450  for degassing. The substrate temperature was then raised to
the target temperature for growth which is kept within the range between 1100  to
1200 . The maximum incident carbon flux is about 0.05 nm/min. During growth
the chamber pressure increased to 10−7 Torr. The growth time is 4 h 47 min. After
completion of growth the substrate was slowly cooled down (2 /min) in the growth
chamber.
Figure 7.1(a) sketches the MBE geometry. The distance between the solid carbon
source and the sapphire substrate is 11 mm. This relatively short distance allows for
a significant gradient of incident carbon flux on the substrate[101]. The estimated
gradient of carbon flux is outlined in Fig. 7.1(b). The (0001) oriented sapphire (c-
plane) substrates have area of 10 Ö10 mm2. A heater is positioned at the back
of the substrate along its diagonal. Figure 7.1(c) describes the relative positions
of the substrate, the heater, and the carbon source. The substrate temperature
was measured with an optical pyrometer and the substrate holder temperature was
monitored with a thermocouple.
In the growth configuration described in Fig. 7.1, radiation from the hot carbon
source creates a temperature gradient along the substrate. The gradients in tem-
perature and in carbon flux create three different regions marked as A, B, and C in
Fig. 7.1(c). The substrate temperature is estimated to be 1200  in region A and
1100  in region C. The minimum flux in region C is estimated to be about 0.3 times
of the maximum carbon flux incident on region A (see Fig. 7.1(b)). The three re-
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Figure 7.2: (a) Raman map of integrated intensity ratios of I2D = IG in regions A,
B and SH of Fig. 7.1(c). The absence of Raman signal in regions B (see Fig. 7.4(a))
and SH indicates that there is no graphene growth in these regions. The x-axis
is approximately along the direction of the carbon source and the y-axis is along
the heater direction (see Fig. 7.1(c)), (b) higher spatial resolution Raman map from
position 3 in panel (a), (c) Raman spectra obtained from positions 1 and 2 in panel
(a) and (d) Lorentzian fits of Raman 2D bands from positions 1 and 2 in panel (a).
The spectrum from position 1 is fitted by a single Lorentzian while the best fit of the
spectrum from position 2 requires four Lorentzians. These fits reveal SLG in position
1 and BLG in position 2 as described in the text.
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(SLG) with some areas of bi-layer-graphene (BLG). We find no evidence of graphene
growth in region B while there is growth of graphene multilayers in region C. The
absence of graphene in region B and the reappearance of graphene growth in region
C is an unexpected finding that is attributed to a marked temperature dependence of
carbo-thermal reduction of sapphire. This temperature dependence suggests that the
impact of carbo-thermal reduction of sapphire could be tuned to achieve the growth
of large area graphene layers on sapphire substrates.
The topography of the grown graphene layers is recorded in tapping mode AFM
measurements under ambient conditions. Raman spectroscopy, a powerful tool to
study the properties of graphene layers, was employed to monitor crystallinity and
the numbers of layers[110–114]. The room temperature Raman measurements were
performed in a Renishaw in-via Micro-Raman instrument. The spectra were excited
by the 532 nm (2.41 eV) laser emission. The laser spot has a diameter of less than
1 µm at a low laser power of less than 3 mW. Backgrounds that occur in Raman
spectra were removed prior to fitting the phonon bands with Lorentzian line shape
functions.
Figure 7.2 shows Raman data of graphene layers in region A. The four bands
labeled D, G, D’ and 2D shown in Fig. 7.2(c) are characteristic Raman features
of graphene. The G peak is a zone center optical phonon and the 2D peak is a
second-order two-optical-phonon band. The intensity and width of the 2D band is a
measure of crystallinity[110–112]. The D and D’ peaks are due to large wave vector
optical phonons that are activated by lattice imperfections that break the translation
symmetry of the honeycomb lattice[110, 111]. Figure 7.2(a) is a Raman map of the
ratio I2D/IG of the integrated intensities of the 2D and G Raman bands (the ratio
is set to zero where there is no graphene growth). The map covers a 2Ö2 mm2 area
of the sample in which each pixel has a relatively large area 0.1Ö0.1 mm2. The
significant features in this Raman map are two areas of no graphene growth. In the
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area labeled SH the substrate holder blocks the carbon flux. The remarkable absence
of graphene growth in region B reveals the impact of parameters such as substrate
temperature and incident carbon flux on growth. Figure 7.2(b) shows a small area
(19Ö19 µm2) micro Raman map with small pixel of 1 µm2 centered at position 3 in
the map shown in Fig. 7.2(a). The map reveals nearly position independent Raman
spectra that suggest there is uniform growth of graphene on a 10 µm scale.
Figure 7.2(c) shows typical Raman spectra from two positions in region A that
are labeled 1 and 2. Strong D and D’ peaks are due to large wave vector optical
phonons that are activated by imperfections indicate significant presence of defects.
The likely origin of the imperfections will be briefly discussed below. Figure 7.2(d)
shows an analysis of the spectral lineshape of the 2D Raman bands in Fig. 7.2(c) as
a superposition of Lorentzian functions. The fitting parameters for Raman spectra
from position 1 are shown in Table 7.1. The full width at half maximum (FWHM) of
Raman bands in region A (position 1 in Fig. 7.2(c)) are compared with recent results
for MBE graphene grown on sapphire[99, 102, 104].
The spectral decompositions of the 2D Raman band in Fig. 7.2(d) in conjunction
with the measured integrated intensities ratio I2D/IG yield determinations of the
number of graphene layers[112]. In Fig. 7.2(d) the Raman spectrum from position 1 is
adequately fitted by a single Lorentzian. In contrast, the best fit of the spectrum from
position 2 is obtained with four Lorentzians. In Figs. 7.2(c) and (d) the symmetric
shape of the 2D band from position 1 as well as large I2D/IG ratio (2.7) are strong
evidence of single layer graphene[112]. The lineshape of the 2D Raman band and the
smaller I2D/IG ratio (2.0) suggests that bilayer graphene growth occurs at position
2[112, 113].
Figure 3(a) is an AFM image obtained in region A near position 2 in Fig. 7.2(a).
The image reveals a rather high density of etch pits (about 80 µm-2). The average

















Figure 7.3: (a) AFM image (2 × 2 µm2) in region A near position 2 in the Raman map
in Fig. 7.2(a). The image shows numerous etch pits. Hexagonal (dashed green circles)
and triangular (solid blue circles) etch pits are highlighted. Inset: a cartoon showing
morphologies of etch pits and (b) height profiles along two lines across selected etch
pits.
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nanocrystalline graphene. The loss of translation invariance near etch pits may be a
reason for the observation of intense D and D’ Raman bands in spectra from region A.
As already mentioned, the etch pits are attributed to major influence of carbo-thermal
reduction of sapphire in the presence of a carbon flux. Some of the etch pits have well
defined shapes. Selected etch pits are identified by dashed green circles (hexagons)
and solid blue circles (triangles) in Fig. 7.3(a). The hexagonal and triangular shapes
are consistent with reported shapes of etch pits on c-plane sapphire[115].
The shallower etch pits can have depths in the range between 0.3-0.4 nm, that is
comparable to the thickness of single layer graphene. The deeper pits can have depth
as large as 2-3 nm that go deep into sapphire. Figure 3(b) displays height profiles for
shallow and deep etch pits. The profile along the line LL’ displays two etch pits with
depth of 0.34 nm and 0.82 nm which could occur in bilayer graphene. The height
profile along the line MM’ reveals an etch pit with depth of 2.5 nm. Given that the
growth in region A consists largely of single layer and bilayer graphene, the etch pit
found along the MM’ line must go deep into the sapphire substrate. Despite of high
density of etch pits, Fig. 7.3(a) shows a flat graphene surface in the areas without
etch pits, which is consistent with the good crystallinity that is associated with sharp
Raman bands. The inset of Fig. 7.3(a) shows schematic descriptions of shallow and
deep etch pits that are consistent with the AFM imaging results.
Figure 7.4 displays results from region B. The unexpected absence of graphene
related peaks in the Raman spectrum shown in Fig. 7.4(a) indicates that there is no
growth of graphene for the values of incident carbon flux and substrate temperature
in region B. Figure 7.4(b) is an AFM image captured in region B. The image in
Fig. 7.4(b) and the height profile along the PP’ line in Fig. 7.4(c) show that in region
B the shallow and deep etch pits present in region A have been replaced by a set of
nearly periodic parallel stripes that are highlighted by dashed lines in Fig. 7.4(b). The

























Figure 7.4: (a) A Raman spectrum from region B revealing that there are no graphene
related Raman bands, (b) AFM image from an area (1.3 × 1.1 µm2) in region B. The
image shows nearly parallel stripes and absence of etch pits and (c) the height profile
along line PP’ in (a) indicates ridges with a periodicity of around 50 nm.
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and (c) are similar to those reported in sapphire annealed at temperature of about
1100 , as sapphire tends to form surface steps when annealed at temperature over
1000[116].
Figure 7.5 shows a typical Raman spectrum from region C. In contrast to findings
in region B, here there is growth of graphene layers. The spectra, however, reveal
growths that are quite different from the single layer and bilayer graphene found in
region A. All the Raman bands are broader in region C. FWHM of 2D band increased
from 41 cm-1 (position 1 in Fig. 7.2(c)) in region A to 67 cm-1 (Fig. 7.5) in region C.
The smaller I2D/IG Raman intensities ratio of about 0.5 in region C is an indication
of multilayer graphene growth that is similar to those reported in prior growth of
graphene layers MBE on sapphire substrates[99, 102, 104]. The inset to Fig. 4 is a
1 Ö1 mm2 Raman map of I2D/IG ratio in region C, in which spectra were obtained
at every 0.1 mm. In this Raman map the small variation of the I2D/IG ratio, from
about 0.5 to about 0.6, indicates quite a uniform growth in region C.
As indicated in Figs. 7.1(b) and 1(c), regions A, B, and C have different substrate
temperatures and incident carbon flux. The unexpected results in Fig. 7.5 show that
while region C has the smallest incident carbon flux, in the range of 0.3I0 - 0.6I0,
multi-layer graphene is formed in this region. In contrast, while region B has a larger
incident carbon flux (0.6I0 - 0.9I0), it shows no graphene growth at all. It is even more
surprising to find the reappearance of graphene growth in region A with marginally
larger incident carbon flux. These surprising results are interpreted in terms of the
competition between the rate of carbon deposition, the amount of carbon sticking to
substrate surface per unit time per unit area, and of carbon removal due to carbo-
thermal reduction of sapphire.
The proposed interplay between carbon deposition and carbon removal rates is
schematically shown in Fig. 7.6. The horizontal axis denotes the distance from the
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Figure 7.5: A Raman spectrum from the center of region C. The inset shows a Raman
map of integrated intensity ratios of I2D/IG indicating a variation of about 25% in
the uniformity of the layers.
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Table 7.1: FWHM Γ of Raman bands reported for MBE growth of graphene on
sapphire.
ΓD ΓG ΓD’ Γ2D
cm−1 cm−1 cm−1 cm−1
this worka 24 21 13 41
Oliveira et.al.b 33.7 29.2 16.9 54.2
Liu et.al.c - 38 - 60
Jerng et.al.d 61.1 65.1 33.8 85.2
a Fitting parameters are from spectrum 1 in Fig. 7.2(c); b Ref. 12; c Ref. 10; d Ref. 8;
carbon deposition rate is the result reported in Ref[101]. Both carbon deposition
and carbon removal rate decrease from region A to region C. This is due to the two
gradients of incident carbon flux and substrate temperature. However the rate of
carbon removal needs to be larger than the carbon deposition rate in region B while
the opposite occurs in region A and region C due to the fact that graphene is only
formed in region A and region C. In addition no etch pits are formed in region C,
revealing a much reduced carbon removal rate in region C as indicated by the red
line in Fig. 7.6 .
In this interpretation the appearance of three distinct growth regions A, B and C
requires that the rate of carbo-thermal reduction of sapphire should have a very rapid
temperature dependence in the relatively narrow temperature interval between 1100
and 1200  indicated in Fig. 7.1(c). This is a very sharp, step-like, temperature
dependence which is shown in Fig. 7.6: carbo-thermal reduction is negligible in region
C (around 1100 ), then it increases rapidly in region B at temperature close to 1150
 to become nearly constant at higher temperature. Such a remarkable step-like
temperature dependence for carbo-thermal reduction of sapphire at around 1100 
is consistent with the reported step-like temperature dependence of carbo-thermal
reduction of alumina[117, 118].
The step-like temperature dependence of carbo-thermal reduction of sapphire has
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Figure 7.6: Interplay of carbon deposition and carbon removal rate that results in
three distinct regions for growth of graphene on sapphire by MBE. The horizontal axis
d denotes the distance from the substrate holder, as shown in Fig. 7.1, in the diagonal
of the sapphire substrate. The blue line is the carbon deposition rate determined from
experiment. The red line is the proposed removal of carbon by carbo-thermal reduc-
tion of sapphire. No graphene is formed in region B because the carbon deposition
rate is below the carbon removal rate.
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a significant role on MBE growth of graphene on sapphire substrates. It is reasonable
to conjecture that carbo-thermal reduction could be controlled by suitable tuning of
substrate temperature, growth chamber pressure and of carbon flux. Similar consid-
erations would apply for graphene growth on other large area substrates containing
oxygen such as SiO2.
7.3 Summary
In conclusion, single- and bi-layer graphene have been grown by MBE on a c-plane
sapphire substrate. Sharp optical phonon Raman bands from single- and bi-layer
graphene reveal the good crystallinity of grains of nanoscale dimensions. The depen-
dence of growth on substrate temperature and incident carbon flux suggests a model
for MBE graphene growth on sapphire in which there is competition between carbon
deposition and carbon removal by reduction of sapphire that has a sharp step-like
temperature dependence. Control and suppression of carbo-thermal reduction model
could enable the growth of high quality graphene on a diverse class of substrates
containing oxygen.




This dissertation presents advances of studies of AG lattices on nano-patterned GaAs
QWs. The milestone I achieved here opens up new realms of study that are to be
explored further. In this chapter I propose some future lines of research that are
inspired by my research.
8.1 Optimization of the AG Potential
The major challenges in our AG lattices design are from nano-fabrication. AG lattices
with a lattice constant smaller than 40 nm are not successfully obtained at this stage.
Further optimizations in nano-fabrication could reach smaller lattice constants (such
as a = 35 nm). However tuning other parameters of the AG potential may be easier.
To achieve well-developed Dirac cones, the impacts of other parameters, potential
height V0 and ratio r/a, are explored as shown in Fig. 5.6. The Fermi energy (about
6 meV) sets the range for the potential height [13, 36], so the room left for further
tuning is the ratio r/a.
For AG lattices with a = 40 nm and V0 = −6 meV, the threshold of the ratio
r/a to obtain isolated Dirac cones is 0.19. Obtaining a ratio of 0.3, corresponds to a



































Figure 8.1: Two methods to achieve large potential radius: (a) large metal disks as
etch mask and etch recipe with vertical side wall profile, (b) small metal disks as etch
mask and etch recipe resulting cone shape profile, (c) a SEM image of AG pillars
with a = 50 nm showing the proposed side profile of (b).
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shown in Fig. 5.6. As I discussed in Chapter 5, due to the surface states on the side
wall of the AG pillars, the potential radius is smaller than the geometrical radius of
the AG pillars. This requires that the geometrical radius of the AG pillars, especially
on the bottom portion, to be larger than 12 nm, say 15 nm. Two ways of achieving
large ratio are suggested in Fig. 8.1. The first one is to create large metal disks
which act as the etch mask. This is a straight forward method, but the lift-off is easy
to fail with large radius. The second one is to change the ICP-RIE recipe to have
cone-shape AG pillars as shown in Fig. 8.1(b). A preliminary work is displayed in
Fig. 8.1(c), which shows a SEM image of AG pillars with a = 50 nm. The diameter
of the bottom portion of the AG pillars is significantly larger than the etch mask on
the top, and this will be very helpful to create AG band structures with large linear
dispersion range around the Dirac cones.
8.2 Antidots with Triangular Lattice
Working with small lattice constant such as a = 40 nm is at the limit of equipments.
Any improvement, if possible, needs significant efforts on optimizations of each fab-
rication step. A way to work around this is to design antidots arranged in triangular
lattice. Instead of making nano disks of etch mask, antidots are making nano holes
in the etch mask. Since honeycomb lattice dots and triangular lattice antidots have
the same underlying Bravais lattice, linear dispersion also appears in the triangular
lattice antidots. The advantage of using antidots is that the distance between nearest
neighboring holes is a′ =
√
3a for the same Bravais lattice where a is the distance
between nearest dots in the honeycomb lattice as shown in Fig. 8.2(a)(c). The red
regions in these two figures represent the etch mask and everywhere else are etched
to appropriate depths to create potential modulations.











Figure 8.2: Comparison of honeycomb lattice dots and triangular lattice antidots.
(a)(c) shows the etch mask (red regions) of honeycomb lattice dots and triangular
lattice antidots. For the same underlying Bravais lattice, the inter-dot distance for
honeycomb lattice is a while the inter-hole distance is a′ =
√
3a for the triangular
lattice. (b)(d) are corresponding band structures for the honeycomb lattice dots and
triangular lattice antidots with parameters: (b)a = 40 nm, V0 = −6 meV, ratio = 0.20
(b)a′ = 69 nm, V0 = −6 meV, ratio = 0.20.
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ing antidots is a′ = 69 nm, which is much easier for fabrication. Figures 8.2(b)(d)
display the band structures of corresponding honeycomb lattice dots and triangular
lattice antidots for a = 40 nm and a′ = 69 nm. The potential magnitude and ratio of
radius over inter-site distance are the same in both cases: |V0| = 6 meV, ratio = 0.2.
The linear dispersion does appear in the triangular lattice antidots band structure,
similar to the honeycomb lattice case. In fact, the linear dispersion range is larger in
the triangular lattice antidots. An example of the triangular antidot etch mask with
a′ = 60 nm is shown in Fig. 8.3.
Working with large inter-site distance, as in the case of triangular lattice antidots,
will make the fabrication optimization much easier. On the other side, triangular
lattice antidots will also enable us to create much smaller periods. For example,
it is not hard to fabricate a triangular antidot lattice with a′ = 40 nm with current
equipments. This antidot lattice is equivalent to a honeycomb lattice with a = 23 nm,
which is very challenging to make directly.
8.3 Changing the Fermi Level
With our shallow etch methods, the potential height V0 and Fermi energy EF of AG
lattices are strongly coupled. They are both modified by the etching profile of the
AG lattices and can not be tuned separately. It is very hard to achieve both of them
exactly right to have isolated MDFs. Adding another independent control would be
essential to have a highly tunable AG system.
Figure 8.4 shows possible designs to tune the Fermi level by applying an external
voltage through a metal gate. Fig. 8.4(a) shows a backgate design for honeycomb
lattice dots. A heavily doped n+ layer is located about 1µm below the QW and
a voltage is applied between the QW and n+ layer. The contact to the n+ layer
could be accessed from the substrate while the contact to the 2DEG in the QW could
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Figure 8.3: Triangular antidot lattice with a′ = 60 nm. The bright parts are etch
mask (PMMA coated by Au) while the dark parts are open area that can expose the








































Figure 8.4: Tuning Fermi level by applying a gate. (a) A back gate design for hon-
eycomb lattices. A heavily doped n+ GaAs layer is located 1 µm below the QW. A
voltage is applied between the 2DEG in the QW and the n+ layer. (b) Gate design
for triangular lattice antidots. An voltage is applied between a similar n+ layer below
the QW and an additional semitransparent conducting layer (blue regions) deposited
on the surface. It has the advantage of tuning the system when 2DEG in the QW is
not conducting.
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be achieved by AuGe/Ni/Au ohmic contact[119]. The same back gate design can be
applied to the triangular lattice antidots as well (not shown in the figure). This design
does not work well when electrons in the QW are localized under AG patterns in the
weakly coupled systems, because the contact to 2DEG will be lost. This problem can
be solved in the antidot case by a front gate using semitransparent metal layers such
as NiCr[31, 71] on the top as shown in Fig. 8.4(b). This design allows further tuning
of Fermi level even when the 2DEG in the QW is not conducting.
There are lots of more related designs and experiments that can be conducted
such as applying magnetic field and/or doing transport measurements. New insights





In this dissertation I have presented recent advances in studies of artificial graphene
on nano-patterned GaAs QWs. State of the art fabrication technologies used here
opens up the possibility to integrate fascinating AG physics into semiconductor de-
vices. The AG lattices provide highly tunable platforms to study Dirac fermions and
related phenomena such as topological states linked to spin-orbit coupling. Graphene
growth on dielectric substrate by MBE provides an alternative fabrication method of
graphene, which has the potential to integrating graphene layers with semiconductor
industry directly.
Small lattice constants (sub 100 nm) for AG lattices are essential to create well-
developed Dirac cones, which impose challenges on fabrication technologies. We
demonstrate the realizations of AG lattices with lattice constant as small as 40 nm on
nano-patterned GaAs QWs. The high quality AG lattices with long range uniformity
are achieved by optimized E-beam lithography and ICP-RIE dry etching as discussed
in Chapter 4. The realizations of small period AG lattices on semiconductors provide
venues for intriguing fundamental physics as well as applied science such as device
integrations.
AG lattices mimic the lattice symmetry of graphene, which results in a linear
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energy-momentum dispersion at the K and K’ points of the Brillouin zone. I use a
periodic muffin-tin potential to study electron states around Dirac cones as discussed
in Chapter 5. The parameters required to create isolated, well-developed Dirac cones
are discussed as well as the impact of individual parameter on the linear dispersion
range. DOS and JDOS are calculated for AG band structures as well as the opti-
mization of AG band structures. These calculations provide a basis to understand
our RILS spectra as well as guidance to optimize sample design.
Optical spectra are powerful tools to probe electron states in our AG systems. In
Chapter 6, optical emission and RILS are employed to characterize the AG systems.
Optical emission spectra provide estimates for Fermi energy as well as potential mag-
nitude. RILS of intersubband transitions reveal intriguing satellite peaks that is not
present in the as-grown QWs. These additional peaks are interpreted as combined
intersubband transitions with a change of AG band index, showing a remarkable
agreement with calculated JDOS. In additional, RILS spectra find low-lying excita-
tion peaks that are interpreted as direct transitions between AG bands within the
same subband. Transitions around Dirac cone are selectively resonant enhanced by
varying incident photon energies and the lineshape provides insights on the forma-
tion of Dirac cone. The results confirm the formation of AG miniband structures and
well-developed Dirac cones.
Growth of nanocrystalline single layer and bilayer graphene has been achieved on
sapphire substrate by MBE with a solid carbon source as discussed in Chapter 7.
Raman spectroscopy reveals that fabrication of single layer, bilayer or multilayer
graphene crucially depends on MBE growth conditions. Formation of etch pits, re-
vealed by AFM, is regarded as evidence for a removal mechanism of carbon by reduc-
tion of sapphire. Tuning the interplay between carbon deposition and its removal,
by varying the incident carbon flux and substrate temperature, should enable the
growth of high quality graphene layers on large area sapphire substrates.
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CDE charge density excitation
DOS density of states
FWHM full width at halft maximum
ICP inductively coupled plasma
JDOS joint density of states
MBE molecular beam epitaxy




RILS resonant inelastic light scattering
SDE spin density excitation
SPE single particle excitation






























Figure B.1: Layout of GaAs QW used in this dissertation.
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sample# n µ Width(nm) SB(nm) TL(nm)
L06-27-14.1 1.80 3.2 25 30 70
L02-12-16.2 1.90 1.5 25 30 70
L04-04-16.1 1.67 3.6 25 30 70
L04-05-16.1 1.79 3.9 25 30 70
L06-18-13.2 1.70 4.5 25 30 100
L06-13-13.1 0.93 9.9 25 60 100
L10-20-14.1 2.08 0.71 25 20 50
L10-20-14.2 1.58 2.3 25 30 50
M11-11-14.1 3.00 4.8 25 30 40
M11-11-14.2 4.50 0.98 25 20 40
M11-21-14.1 2.30 4.56 25 30 40
Table B.1: List of samples used for the studies of AG lattices. Our results show that
sample L06-27-14.1 is most suitable for investigations of AG lattices (sample L02-12-
16.2, L04-04-16.1, L04-05-16.1 are duplicates of L06-27-14.1, the density and mobility
slightly vary due to different MBE chamber conditions). The electron density is listed
in units of 1011cm−2 and the mobility is listed in units of 106cm2/(Vs). Width, SB,
TL are defined in Fig. B.1.
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Appendix C
Matlab code for Calculating AG
Bands






















22 %% define reciprocal lattice vector in unit of b
23 K n=48;













36 K r(9,:)=K r(3,:)+K r(5,:);
37 K r(10,:)=K r(5,:)+K r(7,:);
38 K r(11,:)=K r(7,:)+K r(6,:);
39 K r(12,:)=K r(6,:)+K r(4,:);
40 K r(13,:)=K r(4,:)+K r(2,:);
41
42 K r(14,:)=K r(2,:)*2;
43 K r(15,:)=K r(3,:)*2;
44 K r(16,:)=K r(4,:)*2;
45 K r(17,:)=K r(5,:)*2;
46 K r(18,:)=K r(6,:)*2;
47 K r(19,:)=K r(7,:)*2;
48
49 K r(20,:)=K r(5,:)+K r(9,:);
50 K r(21,:)=K r(5,:)+K r(15,:);
51 K r(22,:)=K r(3,:)+K r(15,:);
52 K r(23,:)=K r(2,:)+K r(15,:);
53 K r(24,:)=K r(2,:)+K r(8,:);
54 K r(25,:)=K r(2,:)+K r(14,:);
55 K r(26,:)=K r(2,:)+K r(13,:);
56 K r(27,:)=K r(2,:)+K r(16,:);
57 K r(28,:)=K r(4,:)+K r(16,:);
58 K r(29,:)=K r(4,:)+K r(12,:);
59 K r(30,:)=K r(6,:)+K r(12,:);
60 K r(31,:)=K r(6,:)+K r(18,:);
61 K r(32,:)=K r(6,:)+K r(11,:);
62 K r(33,:)=K r(7,:)+K r(11,:);
63 K r(34,:)=K r(7,:)+K r(19,:);
64 K r(35,:)=K r(7,:)+K r(10,:);
65 K r(36,:)=K r(7,:)+K r(17,:);
66 K r(37,:)=K r(5,:)+K r(17,:);
67
68 K r(38,:)=K r(5,:)+K r(20,:);
69 K r(39,:)=K r(5,:)+K r(21,:);
70 K r(40,:)=K r(5,:)+K r(22,:);
71 K r(41,:)=K r(3,:)+K r(22,:);
72 K r(42,:)=K r(3,:)+K r(23,:);
73 K r(43,:)=K r(3,:)+K r(24,:);
74 K r(44,:)=K r(2,:)+K r(24,:);
75 K r(45,:)=K r(2,:)+K r(25,:);
76 K r(46,:)=K r(2,:)+K r(26,:);
77 K r(47,:)=K r(2,:)+K r(27,:);
78 K r(48,:)=K r(4,:)+K r(27,:);
79
80
81 %% calculate interaction elements
82
83 M=zeros(K n,K n);
84
85 for i =1:K n
86 for j=i+1:K n
87
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127 for y=0:dl1:len1 % from Gamma to M point
128
129 for i=1:K n











141 for x=0:dl2:len2 % from M to K point
151
142
143 for i=1:K n
















160 for i=1:K n












173 result=result-result(1);%set bottom of bands to zero
174








183 % set figure labels and range
184 ylabel('Energy(meV)');
185 title([num2str(anm),'nm pattern',' V 0=',num2str(V0),' meV ...
ratio=',num2str(ratio)]);
186 set(gca,'XTickLabel',{'';'M';'K';''},'XTick',[0,0.866,1.366,2.366]);
187 ylim([0,6]);
188 xlim([0,2.366]);
189 box on;
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