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Abstract 
In this thesis fractal grids as a new type of turbulence generators for premixed combustion 
applications are investigated. Fractal grids produce turbulence fields which differ from 
those formed by regular turbulence grids such as perforated plates or meshes. Fractal grids 
generate high turbulence intensities over an extended region downstream of the grid at 
relatively low blockage ratios ( ≈ 35%). Additionally, the integral scale of the flow 
remains almost constant downstream of the grid. 
This thesis examines the effect of fractal grid generated turbulence on the structure 
of premixed flames using a set of four different fractal square grids and one regular square 
grid which acts as a reference case. It is found that for flames stabilised at the same 
downstream position, flames in the turbulence field of fractal grids show more intense 
corrugation, a higher flame surface density and a larger turbulent burning velocity 
compared to flames in regular grid generated turbulence. This is the direct result of the 
increased turbulence level produced by the fractal grids and demonstrates the potential 
benefit of using fractal grids for applications in premixed combustion. 
As an example for possible applications, fractal grids are used as turbulence 
generators to investigate the geometric alignment between flames and the principal strain-
rate axes of a turbulent flow. The statistical analysis reveals that turbulence-flame 
alignment strongly depends on the distance between the flame surface and the location 
where the strain-rate field is evaluated. This dependency also helps to interpret findings of 
previous alignment studies. 
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3  angle between flamelet normal and compressive strain-rate 
  gas density 
p  seed particle density 
  blockage ratio 
2  variance 
  heat release parameter 
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Greek Symbols 
  time delay 
r  fluid time scale 
k  Kolmogorov time scale 
,L  integral time scale of flow 
p  particle response time 
r  time of reaction 
  vorticity 
  reaction rate 
,0.5  axis normal to 5.0c  iso-surface 
i

 direction of principal strain-rate axes 
 OH-PLIF crossing angle 
ij  rotation-rate tensor 
Σ  flame surface density 
 
 
 
Abbreviations 
r.m.s. root-mean-squared 
A/D analog/digital 
AR anti-reflective 
BSP British standard pipe 
CCD charge-coupled device 
CMOS complementary metal oxide semiconductor 
CPIV conditioned particle image velocimetry 
CTA constant temperature anemometry 
DNS direct numerical simulation 
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Abbreviations 
FFT fast Fourier transformation 
FG fractal square grid 
FSD flame surface density 
HRR heat release rate 
MP megapixel (one million pixels) 
NLD non-linear diffusion 
PLIF planar laser induced fluorescence 
PDF probability density function 
PIV particle image velocimetry 
RG regular square grid 
ROI PIV interrogation window 
SPIV stereoscopic PIV 
HW hot-wire anemometry 
 
 
 
 
  
Chapter 1Equation Chapter (Next) Section 1 
Introduction 
1.1 Motivation 
The ever increasing demand for energy and electricity is one of the key challenges for 
generations to come. At the same time, politics in form of the Kyoto protocol demand the 
reduction of greenhouse gases such as carbon dioxide and other harmful exhaust gases. 
Those two trends combined are the main drivers for the design and development of future, 
more energy efficient combustion systems. 
The development of combustion systems requires research facilities which are able 
to study future, more powerful combustors. However, the use of industrial-scale 
combustion systems is often not possible on a laboratory scale, except for specialised 
research institutes such as the recently opened Gas Turbine Research Centre in Cardiff, 
UK, or the German Aerospace Centre DLR in Cologne, DE. Thus, only down-scaled 
versions of industrial combustion systems are frequently used in research laboratories. Two 
of the main types of laboratory-based (premixed) burners often used in combustion 
research are swirl burners and bluff-body stabilised burners. In swirl burners the flame is 
stabilised by creating a helical vortex which spreads downstream until a vortex break-down 
occurs. The break-down creates a central recirculation zone of hot exhaust gases which is 
used as an ‘aerodynamic’ anchor for the flame. The strong helical structure of the vortex 
induces a three-dimensional flow field which results in complex three-dimensional flame-
flow interactions. Those interactions are often difficult to measure using sheet-based, two-
dimensional measurement techniques such as particle image velocimetry or laser induced 
fluorescence. In fact, many flame studies are concerned with the relation between three- 
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and two-dimensional measurement techniques and their application to three-dimensional 
flows [1-5]. As a consequence, the second type of laboratory-based burner evolved during 
the years. In bluff-body stabilised burners the flame is anchored using a two-dimensional 
or axis-symmetric recirculation zone of hot exhaust gases. This can be achieved, for 
example, by using a wire, rim or conically shaped bluff-body. The predominantly two-
dimensional flow field of these burners is better suited for sheet-based optical 
measurement systems because it is assumed that the out-of-plane motion of the flow (and 
the flame) is negligible compared to the in-plane motion. From this point of view, bluff-
body stabilised burners would be the preferred model combustor for most flame studies. 
However, the main drawback of bluff-body stabilised burners is the rather small 
range of turbulence levels achieved with this type of burner. Whereas in swirl stabilised 
flames turbulence is primarily caused by the vortex break-down and easily varied by 
changing the tangential flow velocity of the unburnt gases, bluff-body stabilised burners 
have to resort to aerodynamic turbulence generators upstream of the flame to ensure a 
certain level of turbulence. Often grid-based turbulence generators, such as meshes or grids 
are used. Compared to the turbulence levels induced by the vortex break-down, grids or 
meshes produce turbulence levels of only 1-3% at the location of the flame [6, 7], unlike 
what is commonly observed in industrial combustion systems. 
1.2 Objectives and approach 
The objective of this thesis is to find a way of how to increase the power density of state-
of-the-art industrial burners without having to make significant changes to the design of 
those burners. 
 When studying the design of industrial burners it is striking to see, that even in the 
most powerful and sophisticated combustion system ordinary meshes or grids are used to 
condition the flow of air into the combustion chamber. In the vast majority of cases those 
grids are conventional turbulence grids, such as grids consisting of horizontal and vertical 
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bars. The aim of those grids is primarily to create a homogeneous velocity profile, but, at 
the same time, those grids also create a certain level of turbulence. However, those levels 
are small and thus do not contribute to the overall level of turbulence in the burner. By 
finding alternative turbulence generators which would create larger turbulence intensities 
than those currently used in combustion systems, and, if possible, in the vicinity of the 
flame, it might be possible to create even more powerful burners. 
In this work the search for alternative turbulence generators focuses on grid-based 
turbulence generators because this allows for easy modifications of the burner. Moreover, 
existing laboratory-scale burners such as the ones mentioned above could easily be 
modified by changing the turbulence grid. The new turbulence generator could then be 
studied using the laboratory-scale burners and optimized for the industrial application at 
hand. 
One approach for finding a suitable alternative to current turbulence generators may 
be as follows: Once a possible alternative to current turbulence generators is identified, its 
isothermal flow field needs to be measured and possible differences to the turbulence field 
of the current turbulence generators need to be investigated. Then, the effect of the new 
turbulence field on the structure of the flame needs to be studied to assess possible benefits 
of using the new kind of turbulence generator. Depending on the result of this comparison, 
the new turbulence generator could then be applied to an existing burner and used in 
studies of combustion applications. 
Based on the approach outlined above, the thesis is structured as follows. First, a 
literature review is given (chapter 2) which provides the reader with the necessary 
background knowledge for the subsequent chapters. The review is divided into four parts. 
The first two parts summarize the concepts used to characterize turbulent flows and 
turbulent premixed flames. The third part reviews current, grid-based turbulence generators 
and introduces fractal grids as a new type of turbulence generators for combustion 
applications. The fourth part provides the reader with background knowledge on 
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turbulence-flame alignment. This was one example of premixed combustion applications 
where fractal grids were used as turbulence generators. 
The experimental methods used for the comparison of fractal and regular grid 
generated turbulence are then explained in chapter 3. There, also the experimental setup for 
the investigations of turbulence-flame alignment is described in more detail. Part of the 
work on flame comparison was also related to develop a test curve which allowed it to find 
the optimal smoothing parameters for digitised flame contours subject to pixelation noise. 
The test curve is explained in chapter 4. The isothermal flow fields and the structure of 
flames in fractal and regular grid generated turbulence are then compared in chapter 5. 
There, also potential benefits of using fractal grids as turbulence generators in premixed 
combustion applications are assessed and discussed. As an example of fractal grids in 
premixed combustion applications, chapter 6 finally presents the results of the alignment 
investigations. The thesis ends with a summary and recommendations for future work.  
  
Chapter 2Equation Chapter (Next) Section 2 
Literature review 
The literature review is divided into four parts: Turbulent flows, turbulent premixed 
combustion, grid-based turbulence generators for combustion applications and turbulence-
flame alignment. 
2.1 Turbulent flows 
Perhaps the first description that springs into mind when talking about turbulent flows is 
chaos. Unlike laminar flows, which possess a kind of sheet-like structure, turbulent flows 
are characterised by disorder, three-dimensional flow structures and a large degree of 
randomness. 
One prominent feature of turbulent flows is their highly irregular velocity field 
which varies both in time and space. In 1884 Reynolds suggested to use statistical methods 
to describe turbulent flows. His idea was to decompose the velocity field, ),,( txu  into its 
mean value, ),(xu  and fluctuations, ),,( txu  
 ).,()(),( txuxutxu   (2.1) 
This approach is commonly referred to as Reynolds decomposition [8]. The temporally 
fluctuating component can be averaged, 
 ,),()( 2 txuxu   (2.2) 
to give the root-mean-squared velocity fluctuations of the flow. The value u  is the square 
root of the variance of the velocity distribution, ,
2222 uuu   and can be interpreted 
as the average velocity fluctuations of the flow around its mean value. The root-mean-
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squared velocity fluctuations are also employed to define a number of quantities used to 
describe turbulent flows, such as the local turbulence intensity of the flow,  
 ,
u
u
Tu

  (2.3) 
which is the ratio of local velocity fluctuations to the local mean value, or the turbulent 
Reynolds number,  
 .Re t

Lu
  (2.4) 
Usually, values of 1Ret   are used to demarcate the transition from laminar to turbulent 
flow behaviour. 
The quantity L in Eq. 2.4 is the integral length scale of the flow and characterizes 
the size of the largest structures present in the turbulent flow field. It can be determined 
experimentally from the autocorrelation function of the velocity [8], 
 .
),(),(
),(),(
),,(
ji
ji
ij
txutxu
trxutxu
rxR 






  (2.5) 
Equation 2.5 gives the general definition of the autocorrelation function which is a function 
of both time and space. Usually, either the temporal autocorrelation function is calculated, 
),,0,(ij xR

 from a time signal of the velocity data (section 3.3.1), or the two-point 
autocorrelation function, ),0,,(ij rxR

 is calculated from spatial measurements of the 
velocity field (section 3.4.3). Both approaches are used in this work and detailed 
information about the calculation procedures can be found in the respective sections. The 
temporal and spatial autocorrelation can be linked using Taylor’s hypothesis of frozen 
turbulence [9], 
 ,
x
u
t 




 (2.6) 
which makes use of the fact that turbulence is ergodic [10], i.e. flow properties obtained in 
time or space are equal. 
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 The integral length scale is not just the largest coherent structure present in the 
turbulent flow. Assuming homogeneous and isotropic turbulence, it is also the scale at 
which kinetic energy of the flow, ,23 2uk   is injected into the turbulence. According to 
Richardson’s concept of energy cascade [11], turbulence consists of a range of differently 
sized eddies, all characterised by a certain length, l, and velocity, .lu  In his view, the 
largest eddies are unstable, eventually break up and transfer their energy to smaller eddies, 
until the smallest eddies are stable enough to finally dissipate their energy into heat 
(through viscous effects) [8]. This classical picture of turbulence was further refined by 
Kolmogorov in 1941 [12, 13] who considered a flow with a very large Reynolds number. 
Due to high turbulence a separation of scales occurs between the largest eddies containing 
most of the kinetic energy and the smallest dissipative eddies. According to the theory, the 
largest eddies are anisotropic as their orientation is mainly determined by the geometric 
boundaries of the flow. During the process of energy transfer this directional information 
gets lost and, as a consequence, the smallest eddies become locally isotropic. This allows 
them to be treated as a universal feature of the flow. Their statistics therefore no longer 
depend on boundary conditions of the flow but solely on the kinematic viscosity of the 
fluid, , and the energy transfer rate (equal to the energy dissipation rate, ) which was 
passed down to them by the larger eddies. Based on scaling rules, Kolmogorov then 
assumed that the smallest dissipative eddies should have a size of, 
 .
4/1
3









  (2.7) 
He also assumed that in between the largest and smallest length scales, there are eddies 
which are large enough not to be affected by dissipation and small enough to be treated as 
locally isotropic. In this region interaction is determined only by inertial forces and not by 
viscous effects. Hence, he termed this region the inertial subrange. Based on scaling rules, 
he then showed that the energy spectrum function, E(k), and the wavenumber of the eddy, 
,2 lk   are related by, 
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 ,)( 3532  kkE   (2.8) 
which is the famous -5/3-decay usually observed in the velocity spectrum of a turbulent 
flow. In addition to the power-law decay of turbulence, he also suggested that during the 
energy transfer process the rate of energy dissipation, , is proportional to the ratio of the 
kinetic energy content, ,2u  to the time scale, ,uL   of the largest eddies. This was 
motivated by the fact that the largest eddies were responsible for producing turbulence in 
the first place. The energy dissipation rate is thus, 
 .
3
L
u
  (2.9) 
In practice, Eq. 2.9 is often written in the form of LuC 3  , where C  is considered a 
constant, independent of the Reynolds number. Equation 2.9 and the assumption 
constant3  uLC   were instrumental in developing a modern picture of turbulence. 
Kolmogorov’s assumptions are still widely used today, for example in the k- model [8] or 
turbulence studies [6]. 
In addition to the integral and Kolmogorov length scale, one can also define a third 
length scale which is called the Taylor microscale, . Although there is no physical 
interpretation for , the Taylor microscale is often used to characterize the size of eddies 
present in the inertial subrange. As with the integral length scale, the Taylor microscale is 
readily accessible through the autocorrelation function of the velocity. Detailed procedures 
for the temporal and spatial autocorrelation function can be found in sections 3.3.1 and 
3.4.3, respectively. With the help of the Taylor microscale, one can define a Taylor-based 
Reynolds number, 
 .Reλ

u
  (2.10) 
The Taylor-based Reynolds number is often used to calculate the energy dissipation rate 
without assumptions based on large-scale properties of the flow, 
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 .30
2
2


u
  (2.11) 
By combining Eq. 2.7 and 2.11, one arrives at, 
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a commonly used equation to obtain the Kolmogorov length scale. 
So far, the statistical description of the flow only provided mean turbulence 
quantities. It did, however, not characterize the dynamics of the flow field. The dynamics 
are better described by the velocity gradient tensor, ,ji xu   of the flow. Usually, the 
gradient tensor is decomposed into its symmetric and anti-symmetric part [8],  
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where 
ijS  is the fluid-dynamic strain-rate tensor and ij  is the rotation-rate tensor. The 
latter comprises the kth component of the vorticity vector, ,u

   
 .ijkijk    (2.14) 
Here, 
kij  is the Levi-Civita symbol or permutation symbol. The decomposition of the 
velocity gradient field in strain-rate and vorticity has proven to be particular helpful in 
explaining small-scale motions of turbulence [14, 15]. 
The strain-rate tensor can also be represented in terms of its eigenvalues, ,i  and 
eigenvectors, .i

 The shear-strain is zero after the transformation, which is why the 
eigenvalues can be interpreted as the principal strain-rates of the flow field. The 
corresponding eigenvectors represent their direction. When the eigenvalues are ranked 
according to decreasing values, ,321    the largest eigenvalue is called the most 
extensive principal strain-rate and the smallest eigenvalue is called the most compressive 
principal strain-rate. 2  is usually referred to as the intermediate strain-rate. The alignment 
between the most extensive principal strain-rate axis and the vorticity vector helped, for 
example, to explain the effect of vortex stretching [16, 17]. 
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2.2 Turbulent premixed combustion 
Premixed combustion occurs when the fuel and oxidizer are fully mixed before combustion 
takes place. In premixed combustion the mixture fraction is constant, unlike in non-
premixed combustion where the mixture fraction is constantly changing, depending on the 
diffusivity of the gases and local turbulence properties of the flow. Turbulent premixed 
combustion is widely used in technical combustion systems due to its higher power density 
and lower emissions compared to non-premixed combustion. Applications of turbulent 
premixed combustion can be found, for example, in petrol-fuelled internal combustion 
engines and land based gas turbines. 
 One of the main differences between premixed and non-premixed combustion is 
flame propagation. Premixed flames consist of unburnt reactants on one side and burnt 
products on the other side. Their very nature is therefore to propagate towards the reactants 
in order to consume the unburnt mixture. Non-premixed flames, on the other hand, cannot 
propagate as they are established at the stoichiometric interface between fuel and oxidizer 
which may only move due to convection or turbulent motion of the gases [18]. The 
propagation speed of a planar laminar premixed flame towards a quiescent mixture of 
combustible gases is called unstretched laminar burning velocity, .
0
ls  It can be calculated 
analytically using a simple flame model based on conservation equations for mass and 
temperature [19],  
 .
r
0
l

a
s   (2.15) 
According to this model, the flame propagation depends on the diffusivity of the unburnt 
gases, a, (thermal or mass diffusivity as 1 DaLe  was assumed) and a characteristic 
time of reaction, .r  As such, 
0
ls  is a function of temperature, pressure and mixture 
composition. Experimental measurements of the unstretched laminar burning velocity are 
inherently difficult as it has to be ensured that the flame under investigation is subject to an 
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ideal one-dimensional flow field. Different experimental approaches such as the heat flux 
method, counterflow burners or combustion bombs are commonly used. 
Another useful laminar flame quantity is the unstretched laminar flame thickness, 
.
0
l  This quantity describes the width of the reaction zone and can either be defined as,  
 ,
l
0
l
s
a
  (2.16) 
using the analytical flame model described above or it is defined as, 
 ,
|max
unburntburnt0
l,T
T
TT


  (2.17) 
using the temperature increase across the reaction zone. Equation 2.17 usually yields larger 
values for 
0
l  than Eq. 2.16 as it takes into account the preheat zone of the flame as well. 
0
l,T  is therefore also called the unstretched thermal flame thickness. Both the reaction 
zone thickness and thermal thickness depend on the mixture composition and 
thermochemical properties of the unburnt gases. For clarity, in the following l  and ls  
denote the unstretched laminar flame properties. 
 The interaction between a turbulent flow field and an initially laminar premixed 
flame is manifold. The differently sized eddies of the turbulent flow interact with the 
planar flame and induce strain, causing it to wrinkle and eventually increase the flame 
surface area. This also leads to an increase in burning rate, as more unburnt mixture can be 
consumed in the same time. In order to understand the mechanisms of turbulence-flame 
interaction, it is necessary to classify turbulent premixed flames using a set of 
dimensionless variables which relate the properties of the laminar flame to the properties 
of the turbulent flow. One useful quantity is the Damköhler number,  
 ,Da
r
L
ll 





s
uL
 (2.18) 
which is the ratio of the integral time scale of the flow, ,L  to the chemical time scale of 
the reaction, .r  In cases where chemical reactions are much quicker than the turbulent 
motion of the flow, ,1Da   the flow field consists of either burnt or unburnt gases. The 
 Literature review 37 
 
interface between the two states is called ‘flamelet’. For 1Da   the chemical reactions are 
slow compared to the turbulence time scale. The turbulence is so high that unburnt and 
burnt regions can no longer be distinguished and the regime is similar to a perfectly stirred 
reactor. The flamelet regime can be characterised further by comparing the size of the 
smallest dissipative eddies, , with the size of the thermal flame thickness. This 
comparison is expressed in the Karlovitz number,  
 
 
 
,Ka
2/1
ul
2/3
l
k
r
DLs
su



 (2.19) 
which is the ratio of the chemical time scale to the Kolmogorov time scale. uD  is the 
diffusivity of the unburnt gases. Equation 2.19 uses the definition given by [20]. Similar 
definitions for Ka can be found in [18, 21]. For 1Ka   the smallest eddies are larger than 
the preheat zone of the flame which is why they cannot interfere with the chemical 
reactions. The flamelet is only strained by turbulence but retains its sheet like structure. 
Depending on the turbulence intensity, the flamelet is either ‘wrinkled’ or ‘corrugated’. For 
1Ka   eddies can penetrate the preheat zone of the flame and start to modify the kinetics 
of the chemical reaction. This initiates the transition from an initially ‘thin flamelet’ to a 
‘broken reaction zone’. It is believed that the broken reaction zone regime does not start 
until 10Ka  , which can be explained by the fact that the smallest eddies might still be 
larger than the size of the actual reaction zone, causing disruptions in the preheat zone, but 
not inside the inner structure of the flamelet. Because of this phenomena, sometimes a 
modified Ka number is defined, ,Kaδ  which is based only on the chemical time scale of 
the reaction zone. The transition from thin flamelets to broken reaction zones is then 
demarcated by the so-called ‘thin reaction zone’ or ‘broadened preheat zone’ regime [21, 
22]. 
The different regimes are summarized in the Borghi-Peters diagram [18, 21, 23], 
which is shown schematically in Fig. 2.1. The x-axis represents the integral length scale of 
the flow, L, normalized by the thermal flame thickness, ,l  and the y-axis is the root-mean-
squared velocity fluctuations of the flow, ,u  over the laminar burning velocity, .ls  
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Fig. 2.1 Borghi-Peters regime diagram for turbulent premixed combustion [18, 21, 23]. 
One way to model turbulent premixed flames is the laminar flamelet concept by 
Bray, Moss and Libby [24]. This model assumes that chemical reactions are sufficiently 
fast compared to the time scales of the flow such that turbulent motion and chemical 
reactions can be decoupled from one another. The structure of the flame then retains that of 
a thin, sheet-like flamelet which behaves locally like a laminar flame. The flamelet is 
characterised by the reaction progress variable, c, which is zero in the unburnt region and 
equal to unity in the burnt region. The reaction progress variable is defined based on the 
mass fraction of the fuel, ,fY  or (if the Lewis number is close to unity) the temperature, T,  
 .
unburntburnt
unburnt
unburntf,burntf,
unburntf,f
TT
TT
YY
YY
c





  (2.20) 
The quantity c is therefore often referred to as a dimensionless temperature. In Fig. 2.2 the 
flamelet of a ducted turbulent premixed flame is shown. The flamelet propagates with a 
laminar burning velocity, ,ls  towards the fresh gas mixture. The propagation speed of the 
flamelet is somewhat different from the (ideal) unstretched laminar burning velocity, ,
0
ls  
as strain and curvature affect the propagation of the flame. Usually, ls  and 
0
ls  are linked 
via the Markstein number which describes the effect of flame stretch (strain plus curvature) 
on the effective propagation speed of the flamelet [25-27]. 
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Fig. 2.2 Schematic of a ducted turbulent premixed flame in the corrugated flamelet 
regime [21, 28]. 
Analogue to the laminar burning velocity, one can define a turbulent burning 
velocity, .ts  This quantity does not only take into account flame straining and wrinkling, 
but also the overall flame surface area of the flamelet, .tA  The turbulent burning velocity 
can thus be understood as the effective propagation speed of the “turbulent flame brush 
relative to the reactants” [18]. In 1940 Damköhler derived a theoretical expression for the 
turbulent burning velocity. Assuming conservation of mass, he deduced that the mass flux 
through the laminar flamelet and the turbulent ‘brush’ must be identical,  
 .tunburnttlunburnt AsAs    (2.21) 
As this balance is based on the density of the unburnt gases, which is assumed to be 
constant inside the control volume, Eq. 2.21 can be simplified to, 
 .t
l
t
A
A
s
s
  (2.22) 
Equation 2.22 is Damköhler’s famous expression for the turbulent burning velocity, which 
states that the increase of flame propagation in a turbulent flow, ,lt ss  is proportional to 
the increase of effective flame surface area, .t AA  Damköhler also distinguished between 
two possible mechanisms of turbulence-flame interaction, which he termed large-scale and 
small-scale turbulence interaction [21]. For large-scale turbulence interaction he assumed 
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that the inner structure of the flamelet remains untouched by the turbulent eddies and the 
interaction between flow field and flame is purely kinematic. The turbulent burning 
velocity should therefore depend only on the root-mean-squared velocity fluctuations of 
the flow, .llt suss   This regime of turbulence-flame interaction is now identified with 
the corrugated flamelet regime. For small-scale turbulence interaction (identified with the 
thin reaction zone regime) he suggested that rate of transport between unburnt gases and 
the reaction zone of the flame is increased. Thus, the turbulent burning velocity should 
depend not only on the velocity ratio, ,lsu  but also on the turbulence length scale of the 
flow, L. Damköhler proposed to use the relation     2/1ll
2/1
ltlt ' sLuDDss  , where 
LuD 't   and lll sD   are the turbulent and laminar diffusivity of the flow, respectively.  
 Over the last decades a number of studies were dedicated to investigate the effect of 
turbulence on the turbulent burning velocity. Articles by Bray [29], Bradley [30] and 
Abdel-Gayed [31] reviewed the experimental data that was available to them and discussed 
the many physical parameter that effect the burning rate of a flame, such as the Karlovitz 
[32], Markstein [20], Zeldovich [32] and Lewis numbers [21]. In aiming towards a more 
fundamental description of the turbulent burning velocity, many authors during the 80’s 
and 90’s noticed the self-similar appearance of the flame surface [33] and proposed that 
Damköhler’s flame surface area ratio may be expressed in terms of an outer and inner 
length scale of the flow,   2iot
f 
D
AA  , with fD  as the fractal dimension [34]. By 
choosing the integral scale, L, as the outer cut-off frequency and the inner cut-off 
frequency as either the Kolmogorov scale,  [35], or the Gibbson scale, G  [22], a large 
number of correlations of the turbulent burning velocity [29, 32, 33, 36] evolved as a 
function of two dimensionless quantities: the turbulent Reynolds number, Lu'Ret  , 
and the velocity ratio, .' lsu  One prominent result of this theoretical approach is the 
correlation by Gülder [36],   .'Re62.01 2/1l
4/1
tlt suss   Although Gülder [37] later 
concluded that fractal theory is not suitable for a description of the turbulent burning 
velocity, which is widely accepted today, the turbulent Reynolds number and the velocity 
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ratio, ,' lsu  nowadays still remain two of the most important dimensionless quantities used 
for the prediction of the turbulent burning velocity. Often the equation, 
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 (2.23) 
is used for semi-empirical correlations of the turbulent burning velocity. n is an adjustable 
parameter with a value close to 0.5 [20, 23] and C depends either on the length scale ratio, 
,lL  as originally proposed by Damköhler [38] and theoretically argued by Peters [39], or 
C is expected to be proportional to the turbulent Reynolds number, .LuC   The 
current FLUENT code, for example, uses the empirical correlation 
  2/1l
4/1
tlt 'Re1 suCss   based on ref. [40]. 
2.3 Grid-based turbulence generators for combustion 
applications 
In non-swirl stabilised flames turbulence is usually generated using turbulence grids such a 
perforated plates or meshes. These passive turbulence generators often consist of bars or 
rods arranged in a cross-like configuration to yield a regular pattern of openings and 
obstructions. Such regular grids can be characterised using a single length scale only, 
which is why they can be also referred to as single-scale turbulence generators. Often the 
mesh size, M, is used as the characteristic length scale of the grid based on suggestions by 
Taylor [41]. Regular grids are usually placed at distances of 20-40 mesh sizes [8, 42] 
upstream of the flame in order to ensure a sufficiently homogeneous and isotropic 
turbulence field. Although such grids can generate turbulence intensities of 25% or higher 
near the grid [43], the turbulence decays quickly with downstream distance following a 
power-law decay, ,nyu   and as a consequence, the resulting flames are exposed to 
rather low turbulence intensities %)31( Tu  [6, 7]. 
In the past several attempts were made to produce homogeneous isotropic 
turbulence with turbulence intensities considerably higher than those of regular grids. One 
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approach which dates back to the late 60’s, was the development of active grids. Those 
grids were designed to actively inject kinetic energy into the flow using jets or vibrating 
elements [44, 45]. More recently, Makita [46] used this idea and designed a grid consisting 
of triangular shaped flaps which were actuated by individual stepper motors to actively 
‘stir’ the turbulent flow. With this kind of active turbulence grid homogeneous isotropic 
turbulence with turbulence intensities of 16% could be achieved at .30My  Similar 
turbulence intensities were also reported by Mydlarski and Warhaft [47] and Kang et al. 
[48] using similar grids. Although the use of active grids seems beneficial for combustion, 
it is questionable whether the sophisticated design can be used in the harsh environment of 
combustion applications. 
A completely different approach to achieve nearly homogeneous and isotropic 
turbulence at high turbulence intensities was recently reported by Hurst and Vassilicos 
[49]. They proposed fractal grids with a low blockage ratio %)3525(   as a new class 
of turbulence generators. In their wind-tunnel studies they tested a series of planar grids 
originating from three different geometries: a cross, an ‘I’ and a square. The term ‘fractal’ 
was used in order to highlight that their grids consisted of structures with multiple length 
scales rather than a single length scale. Each time the scale of the geometry was decreased, 
the geometry multiplied itself by a factor of four. This process was iterated N times 
(usually three to five times), until a space-filling fractal geometry was achieved. In order to 
better illustrate the geometry of fractal grids, Fig. 2.3 shows an example of the structural 
element used to create a fractal square grid. Each length scale iteration j is defined by the 
length, ,jl  and width, ,jt  of the bars which form the basic geometry. Their width and 
length is related to the iteration, j-1, by 1-jlj lRl   and ,1-jtj tRt   with lR  and tR  the bar-
length and bar-width ratio, respectively. According to Hurst and Vassilicos [49], the 
geometry is space-filling when the fractal dimension of the grid, ,)log()4log( lf RD   
approaches its maximum value of 2. Note that, for this case ,5.0l R  i.e. the length of the 
bars is halved between two successive iterations.  
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Fig. 2.3 Structural element of the fractal square grid [49]. 
Hurst and Vassilicos [49] also found that for 2f D  the turbulence field showed the least 
inhomogeneities. A summary of necessary design parameters of fractal grids is given in 
Tab. 2.1. 
Tab. 2.1 Necessary design parameters of fractal grids. 
Parameter Description 
N number of fractal iterations 
fD  fractal dimension (usually 2) 
00 , tl  length and width of largest bar 
1-N1-N , tl  length and width of smallest bar 
lR  bar-length ratio (usually 0.5) 
tR  bar-width ratio 
 
The blockage ratio, , of the grid, i.e. the ratio between the area occupied by the grid and 
the enclosing duct area ,2T  can be derived from the geometrical dimensions of the grid 
using, 
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Based on the various fractal geometries tested, fractal square grids proved to be the 
most interesting as they produced the highest turbulence intensities at nearly homogeneous 
and isotropic turbulence. Fractal square grids were thus the preferred geometry for almost 
all subsequent turbulence investigations [50-52]. Hurst and Vassilicos [49] also found that 
fractal square grids produced a downstream development of turbulence which was 
previously unknown for grid generated turbulence. Turbulence initially builds up in a 
distinct turbulence production region until it peaks at a certain downstream position, ,peaky  
and then decays further downstream. The downstream position of the maximum turbulence 
intensity is determined by the blockage ratio and the ratio between the sizes of the largest 
and the smallest structures of the grid. It was reported that for the same blockage ratio, 
fractal grids produce more than 30% higher turbulence intensities than regular grids over a 
large distance downstream of the grid. It was also found that the rate of turbulence decay 
was significantly lower than that observed in regular grid generated turbulence. Seoud and 
Vassilicos [50] additionally reported that in the turbulence decay region the integral length 
scale and Taylor microscale remained almost constant whereas the root-mean-squared 
velocity fluctuations decayed. This was interpreted as a fundamental departure from the 
classical turbulence picture put forth by Richardson and Kolmogorov. Specifically, the 
validity of the widely accepted Eq. 2.9 and the assumption constant3  uLC   were 
questioned. In a later study by Mazellier and Vassilicos [53], the turbulence decay was 
therefore termed ‘turbulence without Richardson-Kolmogorov cascade’. 
Mazellier and Vassilicos [53] introduced a wake-interaction length scale, 
,0
2
0
* tly   based on the dimensions of the largest square, to demarcate the turbulence 
build-up region from the turbulence decay region. According to their explanation, the 
turbulence production region is the result of the interaction between the differently sized 
wakes produced by the various bars, as shown schematically in Fig. 2.4. 
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Fig. 2.4 Wake-interaction behind a fractal square grid (courtesy of [53]). Reproduced 
with permission on 08/11/13. 
Smaller wakes reach their maximum turbulence intensity closer to the grid (as their width 
is yt j~ ) and the turbulence intensity would decay further downstream, if it were not for 
the next larger wakes to mix with these and help to increase turbulence. When all the 
differently sized wakes have finally mixed the turbulence intensity reaches its maximum 
value at .peaky  Based on their experimental data they showed that the location of peak 
turbulence intensity and the wake-interaction length scale are related by, .45.0
*
peak yy   In 
an earlier attempt to characterize fractal grids using a single length scale only Hurst and 
Vassilicos [49] introduced an effective mesh size, ,effM  based on the perimeter, P, and 
blockage ratio, , of the grid, 
 .1
4 2
eff 
P
T
M  (2.25) 
Note that, unlike regular grids, fractal grids consist of various length scales which is why 
the definition in Eq. 2.25 appears to be arbitrary. However, Eq. 2.25 returns the mesh size, 
M, when applied to regular grids. effM  was also used to compare the turbulence decay of 
fractal grids with that of regular grids. There are, however, doubts as to whether a single 
length scale such as 
*y  or effM  are suitable to characterize the downstream behaviour of 
fractal grids. Further discussions regarding the comparison between fractal and regular grid 
generated turbulence can be found in refs. [51, 52, 54-56]. There, also the aspect of non-
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classical turbulence decay is addressed in great detail as this is currently the main focus of 
research. 
 The characteristics of fractal grid generated turbulence together with the fact that 
the onset of turbulence decay can be tailored to the application at hand might have great 
potential for technical combustion applications because larger flame surfaces per unit 
volume (i.e. power densities) can be achieved due to the higher turbulence intensity. 
Moreover, the increase in turbulence intensity with increasing distance from the grid seems 
attractive because this implies larger turbulent flame speeds at some distance from the grid 
than with a regular grid. 
It should be mentioned though that Mazellier et al. [57] recently reported similar 
turbulence characteristics to those of the mentioned fractal grids using an arrangement of 
multiple perforated plates with blockage ratios of 50% to 70%. These so-called multi-scale 
injectors produced turbulence levels comparable to fractals grids, although at a much 
higher cost in terms of pressure drop. 
2.4 Turbulence-flame alignment 
Flame propagation is greatly affected by turbulence-flame interaction. The turbulent flow 
interacts with the flame by inducing tangential strain on the flame, causing it to wrinkle, 
directly affecting scalar gradients that are associated with the flame surface [58]. One key 
mechanism of turbulence-flame interaction is the geometric alignment between the flame 
surface normal direction, ,n

 and the principal axes of the fluid-dynamic strain-rate tensor, 
.ijS  This interaction is illustrated in Fig. 2.5. Depending on the orientation of the principal 
strain-rate axis with the flame surface normal direction, scalar gradients are either 
increased or decreased. This key mechanism was first observed in the interaction of non-
reacting flows with passive scalar gradient fields [59]. 
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Fig. 2.5 Schematic of turbulence-flame alignment. The orientation between the flame 
surface normal direction, ,n

 and the principal strain-rate axis of the fluid-
dynamic strain-rate tensor is responsible for the increase or decrease of scalar 
gradients. 
Because of its relevance to turbulence-flame interaction, the geometric alignment 
mechanism forms also part of the recently reported transport equation for the scalar 
dissipation rate, ).(c ccN    Here, c is the reaction progress variable, and  is its 
diffusivity. The transport equation for cN  is given by [60, 61], 
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In Eq. 2.26 the left-hand side denotes the temporal and convective changes of the scalar 
dissipation rate. The changes of cN  are balanced by the terms given on the right-hand side. 
The first term describes the diffusive flux of .cN  The second term represents the molecular 
dissipation. The third term is the production of scalar dissipation due to chemical reactions 
and the fourth term is the dilatation of the flow field, ,ii xu   due to the heat release of the 
flame. The turbulence-flame interaction term is represented by the fifth and last term, 
.jiji xcSxc   Using the definition of the flame surface normal direction, ,ccn 

 
the interaction term can also be written as,  
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From Eq. 2.27 it is apparent that the turbulence-flame interaction term can be interpreted as 
a flame normal strain-rate (N) [62, 63]. The dilatation term (D) and turbulence-interaction 
term (N) can be combined to yield the tangential strain-rate, 
   ,
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i
t unnu
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which is commonly used in closure models employing the flame surface density [62, 64]. 
As such, the tangential strain-rate represents the changes of flame surface area through the 
combined effects of dilatation and turbulence-flame alignment. 
 In studies of passive scalar-turbulence interaction in non-reacting flows [59, 65-70] 
it was reported that the dissipation layers tend to align perpendicular to the most 
compressive strain-rate axis, i.e. the surface normal aligns in parallel with the most 
compressive strain-rate axis. In such an alignment the distances between dissipation layers 
are decreased as the layers are pushed together. As a result, scalar gradients are increased. 
 However, in recent DNS studies [63, 71, 72] concerning the turbulence-flame 
alignment it was reported that the flame surfaces tend to align perpendicular to the most 
extensive strain-rate axis, i.e. the flame surface normal aligns in parallel with the most 
extensive strain-rate axis. In such an alignment scalar gradients would be destroyed as the 
dissipation layers are pulled apart by turbulence. Similar results were reported by Hartung 
et al. [73] based on experimental investigations in bluff-body stabilised flames. 
The idea that turbulence effectively destroys scalar gradients in flames seems 
counter-intuitive. Usually, turbulence is associated with the increase of flame surface area, 
i.e. a positive tangential strain is exerted on the flame. As a result, scalar gradients 
associated with the flame surface should be increased rather than destroyed. Of course, as 
the tangential strain-rate is the combined effect of dilatation and turbulence-flame 
alignment, the increase of flame surface area due to positive tangential strain does not 
elucidate the interaction between dilatation-related effects and turbulence-related affects. 
However, as noted by Chakraborty and Swaminathan [63] the parallel alignment between 
the flame surface normal direction and the extensive strain-rate axis was more pronounced 
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towards the product side of the flame brush. Also, the parallel alignment was observed 
throughout most of the flame brush for flames with ,1Da   whereas the parallel alignment 
was only observed near the region of intense heat release for flames with .1Da   Both 
alignment characteristics can be interpreted as the result of an increasing effect of 
dilatation caused by the heat release of the flame. Dilatation is more pronounced near the 
product side of the flame brush and, as Chakraborty and Swaminathan [72] demonstrated, 
it also scales with the Damköhler number. Additionally, in the DNS studies [63, 71, 72] the 
turbulence-flame interaction was investigated near the instantaneous heat release zone of 
the flame, where dilatation-related strain exceeds turbulence-related strain. Thus, it is 
possible that the reported alignment was mainly caused by dilatation and not by 
turbulence-flame interaction. 
The fact that dilatation may have influenced the alignment characteristics of [63, 
71-73] was recently noticed by Steinberg et al. [58], who investigated turbulence-flame 
alignment experimentally in premixed Bunsen type flames. In their studies dilatation-
related effects were avoided by investigating the turbulence-flame alignment only at flame 
surfaces that were shifted immediately upstream of the dilatation-related region. By using 
this approach they showed that the flame surface normal direction predominantly aligned 
perpendicular to the most extensive strain-rate axis. The reported alignment was therefore 
similar to the passive scalar-turbulence alignment in non-reacting flows. 
The contradicting reports in literature show that the mechanism of turbulence-scalar 
alignment in reacting flows is currently unclear. A further investigation is necessary to 
elucidate the alignment characteristics of turbulent premixed flames. Specifically, the 
effect of heat release on the turbulence-flame alignment needs further investigation. 
 
 
  
Chapter 3Equation Chapter (Next) Section 2 
Experimental methods and setups 
In this chapter the various measurement techniques and experimental setups used for this 
work are explained. 
Turbulence was produced using a set of different fractal and regular square grids. 
The investigated grids are introduced in section 3.1. A square duct burner was used to 
establish premixed flames in the turbulent flow field of the grids. The burner is described 
in section 3.2. The turbulent flow fields were characterised using hot-wire anemometry 
(HW) and two-component particle image velocimetry (PIV). In the geometric alignment 
study stereoscopic PIV (SPIV) was used together with planar laser-induced fluorescence of 
OH radicals (OH-PLIF). A brief description of all measurement techniques is provided in 
section 3.3. The experimental setups used for the investigation of fractal-grid generated 
turbulence and geometric turbulence-flame alignment are then described in sections 3.4 
and 3.5, respectively. In the fractal grid experiment the topography of the flame was 
extracted from the PIV seed particle images using the conditioned particle image 
velocimetry technique (CPIV), whereas in the geometric alignment setup OH-PLIF images 
were used as flame marker. In both cases different sets of filters were applied to extract the 
flame front contours. A detailed description of the image processing steps is provided in 
section 3.6, which also forms the end of the chapter. 
3.1 Investigated grids 
Turbulence was created by four fractal square grids (FGs) and one regular square grid 
(RG). The grids were designed specifically for this study in order to investigate the effect 
of different design parameters of fractal grids on the structure of premixed flames. The 
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geometry of the FGs was similar to Hurst and Vassilicos [49]. All grids were designed to 
fit into a rectangular duct of width T, i.e. .
2
0 i
1
0 i 





N
i
N
i
tlT  During the design process 
three grid parameters were varied independently from each other: the blockage ratio, , the 
bar-width ratio, ,tR  and the number of fractal iterations, N. The design guidelines are 
summarized in Fig. 3.1.  
 
Fig. 3.1 Guidelines for the parametric study of fractal grid generated turbulence. The 
design parameters , tR  and N were varied independently from each other. 
The fractal square grid FG2 formed the basis of this study. The grid was designed with a 
blockage ratio of  = 34% and a bar-width ratio of .43.0t R  Based on the FG2, three 
more fractal grids were designed. In the FG3 the blockage ratio was increased by 10%, in 
the FG1 the tR  value was increased by 30% and in the FG4 the number of fractal 
iterations, N, was increased from three to four. Additionally, the wake-interaction length 
scale, ,0
2
0
* tly   of the FG4 was similar to that of the FG2 in order to ensure a similar 
downstream decay of turbulence, as will be shown in chapter 5. Schematics of the fractal 
grids are shown in Fig. 3.2. The FGs are arranged in the same order as in Fig. 3.1. 
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Fig. 3.2 Schematics of the investigated fractal square grids: (a) FG3, (b) FG4, (c) FG2, 
(d) FG1. The grids are arranged in the same way as presented in Fig. 3.1. 
All FGs with three fractal iterations had a rather large opening near the centre of the grid. 
The open area near the centre caused variations of the velocity profile across the grid (see 
chapter 5). The gap in the centre was considerably smaller when four iterations were used. 
It should be noted, however, that the smallest bar width, ,1-Nt  of the fractal grid with four 
iterations (FG4) was just about 0.26 mm. This is the current manufacturing limit for this 
type of geometry. It was thus not possible to perform a parametric study using grids with 
four iterations only. 
As a reference case for the parametric study, a regular square grid was designed. 
The main task for the design of the regular grid was to achieve turbulence intensities 
similar to those of the FGs. This would allow a back-to-back comparison between the 
flames stabilised in the turbulence fields of both types of grids. However, turbulence 
decays quickly downstream of a regular grid, whereas there exists a distinct turbulence 
production region downstream of a fractal grid. Similar turbulence intensities for both 
types of grids can therefore only be achieved by following one of two possible approaches, 
as illustrated in Fig. 3.3.  
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Fig. 3.3 Possible ways to achieve similar turbulence intensities for fractal (FG) and 
regular grid (RG) generated turbulence. 
Approach 1: the flames are stabilised at the same downstream position. This means that in 
the case of the RG, flames are stabilised in a downstream region of homogeneous isotropic 
turbulence, usually between 20-40 mesh sizes downstream of the grid [8, 42]. Flames in 
the turbulence field of the FGs are stabilised in the turbulence built-up region. In this 
region the differently sized eddies are still mixing. A largely inhomogeneous and non-
uniform flow field is expected, which is why this region is usually avoided [50, 51, 53].  
Approach 2: the flames are stabilised at two different downstream positions. In the case of 
the FGs, flames are stabilised anywhere downstream of the turbulence peak, preferably in a 
region of high turbulence. In the case of the RG, flames are stabilised closer to the grid in a 
region where the turbulence intensity is similar to that of the FGs further downstream. In 
Approach 2 the turbulence field of the RG may not be perfectly developed and lack some 
degree of homogeneity. But given that the first approach will probably not yield 
satisfactory results, the second approach is the only possible way to achieve similar 
turbulence intensities with both types of grids. 
A regular square grid (RG) was thus designed with a blockage ratio of 60% and a 
mesh size of M = 7.75 mm, similar to the effective mesh size of the FG1-FG3 (see Tab. 
3.1). The grid produced turbulence intensities of around 10% at downstream regions of 
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around 9 mesh sizes with a reasonable level of homogeneity and isotropy (see chapter 5). 
The same turbulence level was produced by the FGs at around 24 mesh sizes downstream 
of the grids. This was well beyond the turbulence peak. All grids had a thickness of 
1.5 mm and were manufactured from stainless steel (Romminger Edelstahltechnik, DE). In 
Tab. 3.1 a summary of the relevant design parameters of all five investigated grids is given. 
Tab. 3.1 Summary of relevant design parameters for the fractal grids FG1-FG4 and 
the regular square grid RG. 
Parameter FG1 FG2 FG3 FG4 RG 
N 3 3 3 4 1 
fD  2 2 2 2 2 
T, mm 62 62 62 62 62 
mm,0l  38.13 38.57 38.88 35.88 7.75 
mm,0t  3.03 3.84 4.22 3.27 1.45 
mm,1-Nl  9.53 9.64 9.72 4.49 7.75 
mm,1-Nt  0.95 0.71 0.78 0.26 1.45 
mm,effM  7.7 7.5 7.3 3.5 7.75 
mm,*y  479 387 358 393 - 
LR  0.5 0.5 0.5 0.5 0.5 
tR  0.56 0.43 0.43 0.43 1 
 0.34 0.34 0.37 0.34 0.6 
 
A back-to-back comparison on the basis of similar pressure drops,  ,5.0 2Δp upC   
with p  the pressure drop of the grid and   the density of the fluid, was not considered. 
The reason for this is, that unlike what is known for regular grid generated turbulence, 
where the turbulence intensity is proportional to the square root of the pressure drop [42], 
in fractal grid generated turbulence the turbulence intensity is uncoupled from the pressure 
drop. For example, grids with different bar-width ratios, ,tR  have different turbulence 
intensities but the same pressure drop [49]. A back-to-back comparison between FGs and 
RGs on the basis of similar pressure drops would thus be problematic. 
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Similarly, a back-to-back comparison on the basis of similar blockage ratios, , is 
not suitable either, because regular grids with blockage ratios similar to those of the 
studied fractal grids ( ≈ 35%) produce root-mean-squared velocity fluctuations in the 
range of the laminar burning velocity, .1l  su  At such small velocity fluctuations many 
of the correlations for flames in turbulent flows cannot be applied and the application 
should therefore be avoided [21]. 
As follows from the foregoing, a back-to-back comparison between FGs and RGs 
on the basis of similar turbulence intensities seems a suitable and reasonable approach, 
even though this means that the blockage ratio of the two types of grids may be different 
(see Tab. 3.1). 
3.2 Square duct burner 
All experiments were carried out in the square duct burner shown in Fig. 3.4. The burner 
consisted of a duct upstream of the turbulence grid and four interchangeable downstream 
ducts of different lengths. All ducts had an inner width of T = 62 mm. The flames were 
stabilised on a 1.02 mm wire across the burner outlet. The upstream and downstream part 
of the burner were bolted together to ensure a tight seal between the two ducts. Two 
centering pins were used for the exact (re-)positioning of the turbulence grids with respect 
to the ducts. 
Fuel and air were mixed in a manifold upstream of the burner (not shown in Fig. 
3.4). The mixture entered the burner through four 3/8 BSP hose tails, one at each corner of 
the duct. A perforated plate with 1 mm holes was placed immediately above the inlets. 
Three layers of glass beads with 10 mm diameter were placed on top of the plate and acted 
as flow straightener. 350 mm downstream of the burner inlet a conditioning section was 
located which consisted of a second perforated plate with 1 mm holes and a 50 mm long 
honeycomb structure to generate a large spatially homogenous velocity profile across the 
majority of the burner outlet. The entire upstream section was 500 mm long. 
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Fig. 3.4 Schematic of the burner and flame holder with coordinate system referenced to 
the position of the turbulence grid. 
The downstream length of the burner could be changed by introducing the different 
downstream ducts. This allowed measurements to be taken at various downstream 
positions of the grid with a similar distance of the flame holding wire from the burner 
mouth. The four downstream ducts had a length of 30 mm, 100 mm, 150 mm and 200 mm. 
The burner was fixed in a frame allowing for height adjustments and precise vertical 
alignment. The flame stabilizing wire was adjusted using a dedicated flame holder. The 
wire could be moved along the downstream duct with the help of a compression joint. 
Different inlay discs allowed for the use of various wire diameters. In this study a 1.02 mm 
Kantal A-1 wire (Sandvik Materials Technology, SE) was used, positioned along the z-
axis. The fuel and air mass flow rates were adjusted by two mass flow controllers 
(Bronkhorst Ltd., GB) and set to a bulk flow velocity of 4 m/s for both the non-reacting 
and the reacting cases, resulting in a flow Reynolds number of 16,000 based on the 
characteristic width of the duct of 62 mm and cold flow physical properties. 
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3.3 Background on measurement techniques 
3.3.1 Hot-wire anemometry 
The isothermal flow fields were characterised with the help of a one-component hot-wire 
anemometer operated in constant temperature mode (CTA). The basic principles of this 
technique are extensively explained elsewhere [74-76], which is why only technical details 
are given here. 
 The measurements were performed with a CTA-system of DANTEC Measurement 
Technology, US. Signal conditioning and A/D conversion was performed by a DANTEC 
Streamline 90N10 bridge system. A square wave test of the balancing bridge revealed a 
cut-off frequency of 22kHZ at the standard -3dB limit. The sensing probe was a DANTEC 
55P11 type with a 5 m diameter platinum-plated tungsten wire and a sensing length of 
1.25 mm. The voltage output of the probe was calibrated before and after each run with the 
built-in DANTEC calibration unit, using a fourth-order polynomial fit based on 20 
measurement points. An additional temperature probe was connected to the bridge and 
used for temperature monitoring and temperature drift compensation. The probe was 
connected to a three axis precision translation stage for accurate (re-)positioning of the 
probe. The analogue signal was low-pass filtered to avoid aliasing effects of higher 
frequencies and then sampled by a 16bit A/D-adaptor card (PCI-6013, National 
Instruments, US) at a sampling frequency of 20kHz, which is about 5 times the estimated 
Kolmogorov frequency ).2/(  uf   For each measurement 2
21
 data points were 
recorded. This corresponded to a total run time of about 2 minutes or approximately 50,000 
integral time scales, long enough to obtain converged statistics of the flow fields. 
From the velocity signal the temporal autocorrelation of the streamwise velocity 
fluctuations was calculated, ,)()()()(
2tututuf    with temporal separations . 
Figure 3.5 shows an example of the autocorrelation function obtained on the centreline of 
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the burner downstream of the fractal grid FG4 for correlation times between ms10
and ms.10  The integral time scale, ,TL  was calculated by integrating )(f  from zero 
to the first zero crossing, as indicated by the grey area in Fig. 3.5.  
 
Fig. 3.5 Temporal autocorrelation function,  f , measured for the fractal grid FG4. 
The grey area beneath the curve was used to calculate the integral length 
scale. An osculating parabola was fitted to the origin of the autocorrelation 
function to obtain the Taylor microscale [8]. 
It was checked that the first zero crossing was at least 5 times the integral time scale of the 
flow in order to take into account the full decay of the autocorrelation function. Due to the 
rather long measurement time, the autocorrelation function decayed to zero in the majority 
of cases (99%). In cases where )(f  did not decay to zero, for example due to noise, the 
autocorrelation function was integrated up to the last data point. The Taylor microscale, 
,T  was obtained by fitting an osculating parabola to the origin of the autocorrelation 
function [8], 
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f
. (3.1) 
The time scales thus obtained were then transformed into length scales, L and , using the 
local mean velocity of the flow, ,u  according to Taylor’s hypothesis of frozen turbulence.  
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3.3.2 Particle image velocimetry 
Particle image velocimetry (PIV) was used to assess flow homogeneity and isotropy during 
the fractal grid investigations (see chapter 5). Specifics of the PIV system used for the 
investigation can be found in section 3.4.2. The PIV seed particle images were also used to 
extract the flame front location. The necessary processing steps are explained in section 
3.6.1. In this section a brief description of the PIV technique is given. More detailed 
information can be found in [77, 78]. 
In PIV the velocity field is measured by tracking the displacement of small tracer 
particles within a certain time difference, .t  Usually, a double-pulsed laser is used to 
illuminate a plane of the flow twice with a small time difference between the two pulses. 
The Mie scattered light of the particles are recorded using CCD or CMOS cameras and 
stored as image-pairs on two separate frames, one frame for each illumination. The 
velocity of the flow is obtained from the displacement vector, X

 , of the tracer particles 
between the two frames within the time interval, t , using, 
  
tM
X
wvuu





,, . (3.2) 
Here, M is the optical magnification of the camera system. In order for the PIV technique 
to work reliably, it is assumed that the tracer particles follow the local flow velocity 
without slip. Usually, the Stokes number (St) is used to assess whether the no-slip 
assumption is satisfied. The Stokes number is defined as, 
 
f
p
St


 , (3.3) 
and describes the ratio of particle relaxation time (or particle response time), ,p  to the 
turbulence time scale of the fluid, .f  The particle response time p  can be deduced from 
the Stokes drag [8] as,  
 

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
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p
d
 , (3.4) 
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where 
p  is the particle density, pd  is the particle diameter and   is the dynamic viscosity 
of the surrounding fluid. The particle follows the local velocity of the flow with acceptable 
accuracy, if the Stokes number is considerably smaller than unity. Thus, tracer particles 
follow the small-scale features of the flow, if their particle response time, 
p , is much 
smaller than the fluid dynamic time scale of the smallest eddies, k . Assuming isotropic, 
homogeneous turbulence, k  can be determined from scaling rules for the intertial 
subrange of turbulence [8],  
 
u





30
1
k , (3.5) 
where  is the Taylor microscale and u  are the root-mean-squared velocity fluctuations of 
the flow. Based on Eq. 3.4 and 3.5 the seed particle diameter is adjusted to satisfy the 
Stokes number criterion (St << 1). 
 The evaluation of the velocity field is performed in small sub-divisions of the 
particle raw images, so-called interrogation windows (ROIs). Size and overlap of the ROIs 
define the resolution of the calculated velocity field. In each ROI the velocity is measured 
by tracking characteristic seed particle patterns as they move between the two laser pulses 
using cross-correlation algorithms. This has been proven to be more efficient than tracking 
individual particles. The cross-correlation function is calculated using,  
 ,),(),(),(
0 0
2121 
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
N
i
N
j
II yjxiIjiIyxR  (3.6) 
where ),(1 yxI  and ),(2 yxI  are the signal intensity of the first and second frame, 
respectively. Equation 3.6 is the discrete formulation of the cross-correlation function. In 
order to reduce processing time, the images are usually transformed into frequency space 
using a Fast Fourier Transformation (FFT) before calculating the correlation coefficient 
[79]. With this method only NN 2
2 log  instead of 4N  operations are used [80]. Possible 
drawbacks of this technique, for example the restriction of the sampling size to multiples 
of 2, can be found in [78]. 
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The accuracy and vector resolution of the velocity field thus obtained can be 
improved by using adaptive interrogation schemes. Many of these state-of-the-art 
techniques are explained in [78] and the references therein. Here, only the frequently used 
multi-pass interrogation schemes with constant and decreasing window size are briefly 
explained, as they will be used throughout the work. During the multi-pass interrogation 
with constant window size, the cross-correlation function is calculated multiple times not 
just once using ROIs of the same size. The displacement vector obtained from the first pass 
is used as a predictor step for the second pass. The ROI of the second pass is shifted by the 
displacement vector calculated in the first pass and the cross-correlation is performed again 
on the shifted ROI. This technique improves the uncertainty in the displacement vector and 
increases the signal-to-noise ratio [78, 79]. In Fig. 3.6 a schematic of the technique is 
shown. In the multi-pass interrogation scheme with decreasing window size, the size of the 
ROI is additionally halved in every consecutive pass. As the size of the ROI decreases 
between the passes, the resolution of the final velocity grid is considerably higher than that 
of the initial pass. The multi-pass scheme with decreasing window size is especially useful 
for flows with large velocity gradients or a high dynamic range of velocities, as in the case 
of the turbulent flows studied here. 
 
Fig. 3.6 Multi-pass interrogation scheme with constant window size [79]. 
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The cross-correlation technique requires fast double-shuttered cameras to store the 
pair of particle images on two separate frames. In this study CMOS high-speed cameras 
(HSS5, HSS6 and HSS8, LaVision, DE) were used. This type of camera is not equipped 
with an internal shutter. In order for the CMOS cameras to be operated in double-frame 
mode, the cameras were triggered at twice the frequency of the PIV laser, .PIVf  In Fig. 3.7 
the timing sequence of the CMOS high-speed camera is shown. The exposure time of each 
frame was  PIV21 f  (minus twice the inter-frame time). The first laser pulse, Q1, was 
triggered close to the end of the exposure of the first frame, whereas the second laser pulse, 
Q2, was triggered just after the beginning of the exposure of the second frame. This way 
the time separation between the two laser pulses, ,t  could be adjusted independently 
from the recording rate of the camera. The minimum pulse separation between the two 
laser pulses is determined by the inter-frame time of the camera. Pulse separations shorter 
than the inter-frame time of the camera will result in dropped frames. For the HSS5 the 
minimum time separation is 6 s and for the HSS6 and HSS8 the minimum time separation 
is 1.5 s (internal communication with LaVision). 
 
Fig. 3.7 Trigger sequence of CMOS camera (LaVision, DE) for operation in double-
frame mode [81]. 
One of the crucial parameters in PIV is the time separation, t , between two 
consecutive laser pulses. On the one hand, the time separation has to be large enough so 
that the particles are allowed to traverse a sufficient distance between the two pulses. This 
 Experimental methods and setups 63 
 
way, the correlation peak can be detected more easily and the accuracy of the cross-
correlation algorithm increases [78]. On the other hand, if t  is too large, the particles 
could eventually leave the light sheet and no correlation peak is detected. In practice, the 
particle shift should be at least half a pixel and not more than a quarter of the ROI in order 
for the cross-correlation algorithm to work reliably [78]. For a given magnification of the 
camera system and an estimated mean flow velocity, u , the minimum and maximum time 
separations can be estimated using,  
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. (3.7) 
Additionally, the percentage of first choice vectors as a function of various time 
separations can be used to optimize t  further. 
Finally, possible error sources need to be considered when dealing with the PIV 
technique. Systematic errors left aside, uncertainties of the PIV technique can be divided 
into errors associated with the correlation peak detection itself (r.m.s. errors) and errors 
associated with the degree of over- or underestimation of the particle displacement shift 
(bias error) [78]. The uncertainty in locating the correlation peak depends on the various 
methods used. Usually, three-point estimators with Gaussian or parabolic peak-fitting 
algorithms are used to determine the displacement peak at a sub-pixel level [78, 82, 83]. 
Accuracies in the order of 1/20
th
 of a pixel are reasonable for a 32 x 32 ROI [78, 84]. Bias 
errors can occur for example in images with large displacement gradients. Here, the 
correlation peak evaluation is biased to smaller velocities as particles with larger velocities 
are more likely to leave the second ROI. This effect is also known as the in-plane loss-of-
pairs [85]. Similarly, any out-of-plane motion of the flow also contributes to a bias error, as 
the loss of through-plane particles is more likely for particles with higher velocities. 
Another bias error is the effect of peak locking. This is an error biased towards integer 
values of the estimated velocity. Peak locking is related to the particle image size. If the 
particle image diameter is smaller than 2 pixels, the three-point peak estimators can no 
longer detect the correlation peak and integer displacement shifts occur more frequently 
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[78]. Possible ways to avoid peak locking are by choosing a different peak estimator, pre-
processing of the particle raw images or slightly defocusing the particle image. 
Additionally, when calculating velocity gradients from PIV velocity fields, as done 
for example in chapter 6, the vector resolution of the PIV measurements, which is defined 
by the interrogation window size (ROI), determines the smallest (physical) length scale 
resolvable by the PIV measurement system. Any turbulent structures which are smaller 
than the length scale of the PIV measurements cannot be resolved. As a consequence, 
spatial “filtering” of the PIV causes an additional measurement uncertainty, a so-called 
filtering error, which adds to the above-mentioned r.m.s. and bias errors (see section 3.5.8). 
In reacting flows two further possible error sources exist in context with PIV: 
thermophoretic effects on tracer particles and beam steering. Thermophoresis describes the 
effect of temperature-gradient related forces on tracer particles. Thermophoretic forces act 
against the direction of the temperature gradient and under certain circumstances cause the 
seeding particles to depart from their ideal streamlines. In regions of high temperature 
gradients, such as in the preheat zone of the flame, the thermophoretic force can be 
significant and lead to erroneous velocities as reported by [86, 87]. Thermophoretic effects 
are usually avoided by evaluating the velocity field outside the intense heat release zone of 
the flame. Beam steering can be caused by refractive index gradients across the flame 
zone. These gradients occur due to changes in fluid density caused by the heat release of 
the flame. Beam steering was investigated experimentally by [88, 89] on Rayleigh images 
obtained in a turbulent non-premixed methane jet flame. Using a ray tracing approach on 
the scattered light, they showed that the rays spread on the sub-pixel scale as they traversed 
across the probe volume. This indicates that beam steering is often a negligible effect in 
laboratory-scale flames. 
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3.3.3 Stereoscopic particle image velocimetry 
The stereoscopic particle image velocimetry (SPIV) technique was used during the 
investigation of flame-flow alignment (see chapter 6). The technique was used to capture 
all three components of the velocity field and the in-plane gradients of the through-plane 
velocity, 13 xu   and .23 xu   SPIV uses the same fundamental principles as the PIV 
technique, except the flow field is imaged by two cameras instead of just one camera. Both 
cameras image the flow field under different viewing angles, . The angle between the two 
cameras is called the stereo-angle. If the stereo-angle is known, the perspective distortion 
of the displacement vector can be used to reconstruct the third (through-plane) velocity 
component. An introduction to the stereo-PIV technique can be found in [78, 90, 91]. 
Depending on experimental requirements, there are two possible camera 
arrangements for the stereo-PIV setup: the backward-forward arrangement where both 
cameras are mounted on the same side of the light sheet and the dual-forward arrangement 
where both cameras are mounted on opposite sides of the light sheet. Generally, the 
backward-forward arrangement is used when there is access from only one side of the light 
sheet, whereas the dual-forward configuration is used to increase signal intensity by 
recording only the forward scattered light of the tracer particles [92]. 
In any of the configurations the oblique viewing angle of the camera causes image 
distortions. These distortions can be accommodated by tilting the backplane of the camera 
with respect to the optical axis of the camera lens, such that the image plane, lens plane 
and object plane all cross in one common line (Scheimpflug condition) [93]. In Fig. 3.8 a 
dual-forward camera arrangement which satisfies the Scheimpflug condition is shown. The 
Scheimpflug angle is denoted by , the oblique viewing angle is denoted by , and the 
stereo-angle can be calculated using 180°-2. During the geometric alignment work a 
dual-forward configuration similar to Fig. 3.8 was used with a stereo-angle of 90°. 
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Fig. 3.8 Dual-forward stereoscopic imaging configuration with tilted backplane in 
Scheimpflug condition [94]. Scheimpflug angle is denoted by  and off-axis 
angle of the cameras (viewing angle) is denoted by . 
The perspective distortion of the image results in a non-constant magnification 
across the field of view of the camera. This requires a special calibration procedure that 
maps the camera pixels onto real-world coordinates: First, a two-plane calibration target 
with predefined marks and plane separation is imaged by both cameras. Second, the 
different field of views are mapped onto a common coordinate system using higher order 
mapping functions such as pinhole models (camera triangulation) or polynomial curve fits 
[95, 96]. Third, any skew between the calibration target and the actual light sheet is 
corrected using a self-calibration procedure introduced by Wieneke [97]. This procedure is 
readily implemented in state-of-the-art stereo-PIV system, such as the one used for this 
study, and correlates the position of the PIV seed particles from the first camera with those 
from the second camera. If the calibration target was aligned perfectly with the light sheet, 
the position of the particles on both dewarped camera images would be identical and the 
cross-correlation would be equal to unity. In case there was a misalignment, the particles 
would appear at different locations on the two images and the disparity vector that 
connects both locations would be non-zero. The disparity vector map is calculated for the 
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entire image and used to recover the true position of the light sheet with respect to the 
calibration plate. The mapping functions can then be corrected accordingly. 
Once the camera system is calibrated, the three-dimensional velocity fields are 
reconstructed using evaluation algorithms as discussed in [98]. 
3.3.4 Planar laser-induced fluorescence of OH radicals 
Planar laser-induced fluorescence of OH radicals (OH-PLIF) was used during the 
geometric alignment study as flame zone marker (see chapter 6). The specifics of the OH-
PLIF systems used can be found in section 3.5. The processing steps to extract the flame 
front contours are explained in section 3.6.2. Here, a brief background description of the 
OH-PLIF technique is given.  
Fluorescence can be described as the spontaneous emission of radiation from an 
electronically excited energy level [99]. Excitation can occur through photons, electrons or 
molecules. In the vast majority of cases species are excited by the use of a laser source 
whose wavelength is tuned to excite a specific electronic transition of the species of 
interest [100]. Laser-induced fluorescence (LIF) can therefore also be described as a laser-
induced “absorption process followed by light emission” [101]. By tuning the photon’s 
energy to the energy of the transition, the electronically excited state gets populated. After 
some time, depopulation occurs and light is emitted at the same wavelength (resonance 
fluorescence) and different, usually longer, wavelengths (fluorescence). Depending on the 
collisional energy transfer in the excited state, the radiative emission originates either from 
a single transition or a variety of transitions which are observed as broadband emission. 
Other non-radiative processes which compete with the radiative decay are, for example, 
collisional quenching or predissociation. An excellent description of the LIF technique can 
be found in [99] and the various LIF techniques available are reviewed in [101]. 
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LIF of OH radicals is frequently used as flame zone markers in turbulent premixed 
combustion. OH radicals exist in large quantities in hydrocarbon flames and are only 
consumed by slow three-body collision reactions [102], which is why they can exist longer 
throughout the flame zone than other possible flame zone markers such as CH [103, 104] 
or CHO radicals [105, 106]. Near the actual flame zone OH radicals exist at 
superequilibrium concentration, as measured by [107] in laminar premixed flames and 
confirmed with Monte Carlo simulations in non-premixed flames by [102]. The 
distribution of OH concentration can be used to extract the reaction zone location using 
OH gradient-based digital image processing techniques, as will be explained in section 
3.6.2. 
For OH-PLIF usually Nd:YAG pumped dye lasers (Rhodamine 6G) are used. The 
wavelength of the dye laser is tuned to excite a specific absorption line of the A
2+- X 2 
(1,0) transition. The capital letters are called term symbols and describe the transition from 
the electronic ground state, X 
2, to the first excited electronic state, A2+, of the OH 
radical. Explanations of the term symbols can be found in [108]. The numbers in brackets 
behind the term symbols describe the transition from the vibrational ground state to the 
first excited vibrational state. In Fig. 3.9 the energy diagram of the A
2+-X 2 (1,0) 
transition is shown schematically. The potential energy curves depict the electronic 
ground, X 
2, and first excited state, A2+. Vibrational energy levels are indicated by 
heavy lines, rotational energy levels are not shown for clarity reasons. The upward arrow 
indicates the absorption at the laser wavelength of around 283 nm, which populates the 
first electronic state. Various depopulation mechanisms occur such as rotational and 
vibrational energy transfer (not shown) or resonance fluorescence (dashed downward 
arrow). Broadband fluorescence from the (1,1) and (0,0) transitions, usually imaged at 
around 308 nm using bandpass filters, is shown by the broad downward arrows. Typical 
absorption lines used for the A
2+- X 2 (1,0) transition are, for example, the Q1(6) [105, 
109], Q1(7) [110, 111] or Q1(8) [103] line. The corresponding excitation wavelengths can 
be found in the absorption spectrum of OH as shown in Fig. 3.10.  
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Fig. 3.9 Potential energy curves for the electronic ground state (X 
2 ) and the 
electronic excited state (A
2+) according to [101]. For clarity no rotational 
states are shown. Absorption at the laser wavelength of around 283 nm is 
indicated by the upward arrow and resonance fluorescence by the dashed 
downward arrow. Broadband fluorescence from the (1,1) and (0,0) transitions 
at around 308 nm is indicated by the hatched downward arrows. 
 
Fig. 3.10 Absorption spectrum of OH (A-X system) at 1860K, calculated using [112]. 
The absorption spectrum was calculated using [112]. Other excitation and detection 
approaches can be found in [101, 113]. 
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3.4 Fractal grid experiment 
In this section the experimental setup is presented which was used to investigate the effect 
of fractal grid generated turbulence on the structure of premixed flames. Data produced 
with this setup is used in the analysis of chapter 5. 
3.4.1 HW measurement locations 
HW measurements were performed at various positions inside and outside of the burner to 
capture the inflow conditions and the downstream development of turbulence. In Fig. 3.11 
the locations of the HW measurements are summarized. Note that, the coordinate system is 
referenced to the position of the turbulence grid. The inflow conditions of the burner were 
characterised at the position of the turbulence grids by measuring the transverse velocity 
profiles along the x- and z-axis. Five data points in x- and z-direction were measured using 
the upstream duct of the burner only without any turbulence grid. 
 
Fig. 3.11 Locations of HW measurements. 
The probe was placed 5 mm inside the duct to minimize errors arising from air 
entrainment. The sampling frequency for these measurements was 15kHz. 2
18
 data points 
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were recorded for each measurement location. This data was used only for the calculation 
of mean velocity and root-mean-squared velocity fluctuations across the duct. The 
downstream development of turbulence was characterised on the centreline of the burner 
between y = 50 mm and y = 300 mm, in 10 mm increments. During these measurements 
the three downstream ducts with a length of 100 mm, 150 mm and 200 mm were used. 
Every time the duct was changed, the new set of measurements started 50 mm inside the 
duct and ended 50 mm outside the duct. The use of the differently sized ducts resulted in 
an overlap of five measurement points for each duct. This overlap was used to double-
check the readings obtained from the various ducts. For the 200 mm duct readings between 
y = 150 mm and y = 300 mm were recorded. The entire “sweep” of downstream 
measurements was performed with one velocity calibration. Great care was taken not to 
damage the HW probe when changing the ducts. The readings were stored using a custom-
written Labview® program and processed using Matlab®. 
3.4.2 PIV system 
The PIV system used in this study was a diode-pumped, dual-cavity, solid state Nd:YAG 
laser (IS-6IIDE, Edgewave, DE) and a Photron Fastcam SA1.1 (HSS6, LaVision, DE). The 
camera is equipped with a CMOS sensor and capable of imaging up to 5400 double-frame 
images per second in full-frame mode (1024 x 1024 pixels). The laser, which could 
produce 532 nm double-pulses at repetition rates of up to 10kHz, was operated at 2kHz 
producing 3 mJ/pulse (6 W average power on each channel) with an approximate pulse 
duration of 7.5 ns. The high-speed laser was shared at the time, set up about 4 m away 
from the burner. In order to arrive with a sufficiently small laser beam at the measurement 
location, the beam of approximately 5 mm by 3 mm was first collimated using a telescope 
(f1 = -50 mm and f2 = 150 mm). The beam was then formed into a light sheet by means of a 
concave cylindrical lens (f = -150 mm) and focused with a convex cylindrical lens 
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(f = 750 mm). The beam waist at the centre of the measurement location was measured to 
0.7 mm. The usable height of the light sheet was approximately 45 mm at the centreline of 
the burner, gradually increasing across the burner outlet. The pulse separation between the 
two PIV pulses was set to 20 s. The pulse separation was well between the maximum and 
minimum t calculated based on Eq. 3.7 using a-priori calibration of the camera system 
and an estimated mean flow of 4 m/s for the non-reacting case and 8 m/s for the reacting 
case. In both cases a pulse separation of 20 s also gave the highest yield of first choice 
vectors. 
The Mie scattered light of the seed particles was imaged under 90°. This camera 
arrangement was preferred over oblique viewing angles in order to avoid optical 
aberrations. Although the signal intensity in forward scattering direction is larger compared 
to the applied 90° angle [92], signal intensity was not a problem because high seed 
densities had to be used for the CPIV technique. The camera was equipped with a Sigma 
105 mm camera lens (f/2.8) with the f-stop set to f/5.6. The camera, which had a 12-bit 
dynamic range, was operated in double-frame mode at 2000 fps (see Fig. 3.7), i.e. 4000 
frames per image or 2000 double-frame images per second. Due to the double-frame 
operation of the camera, the exposure time of each frame was fixed to 250 s. Because of 
the short exposure time, chemiluminescence was not a problem during the flame 
investigations and no filters had to be used. Thanks to the 8GB on-board memory between 
2100 and 2728 double-frame images were stored. This corresponded to a total run time of 
more than 1 second. 
The field of view of the camera was adjusted to capture both branches of the flame 
and started just downstream of the flame stabilizing wire to avoid reflections. During the 
isothermal flow measurements no wire was attached. The field of view of the PIV 
measurements is shown in Fig. 3.12. 
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Fig. 3.12 Field of view for isothermal and reacting flow measurements. 
A two-plane calibration target (Type 7, LaVision, DE) was used for image 
mapping, calibration and dewarping. The two-dimensional velocity fields were calculated 
using the commercial LaVision Davis 7.2 software package. A multi-pass cross-correlation 
algorithm with a ROI size decreasing from 64 x 64 pixels to 32 x 32 pixels and a 50% 
overlap was used. This resulted in an interrogation region of 1.6 mm and a vector spacing 
of 0.8 mm. Less than 2% of spurious vectors were calculated in the reactant and product 
regions. 
As mentioned in section 3.3.2, the use of appropriately sized seeding particles is a 
necessary prerequisite for the successful application of the PIV technique. In this 
experiment Aluminium oxide particles (Alfa Aesar, US) with a nominal particle diameter 
of 3 m were used. By using 3
p mkg900,3  as the density of the seed particles and 
smkg102 5  as the dynamic viscosity of the flow, the particle response time 
(Eq. 3.4) equates to 98 s. With a Taylor microscale of around 3.6 mm and root-mean-
squared velocity fluctuations of 0.75 m/s, as measured by HW in the region of largest 
turbulence intensity, the smallest time scales of the flow (Eq. 3.5) were around 0.88 ms. 
The Stokes condition, 1St fp   , was thus met. The particles were seeded to the air 
flow using a custom-made cyclone seeder. The seeding density was adjusted during the 
measurement to achieve a balance between the highest percentage of first choice vectors in 
the burnt and unburnt regions. In Tab. 3.2 a summary of the PIV parameters are given.  
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Tab. 3.2 PIV parameters. 
Parameter Value 
PIV recording rate 2000 Hz 
Time separation between laser pulses 20 s 
Camera resolution 1024 x 1024 )( yx  
Field of view 45 mm x 45 mm )( yx  
PIV interrogation region 1.6 mm 
Vector spacing 0.8 mm 
Seed material Al2O3 
Nominal seed diameter 3 m 
Stokes number 0.11 
3.4.3 Calculation of turbulence length scales 
Flow homogeneity in the region of the flame was assessed by the transverse profiles of the 
integral length scale and Taylor microscale. 
The integral length scale, L, was obtained from the two-point autocorrelation 
function of the streamwise velocity fluctuations, ,u  for streamwise separations, r, in 
streamwise direction (y-axis) as defined by [8],  
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The integral scale was defined as the streamwise distance where the autocorrelation 
function first crossed zero. Due to the limited field of view, )(rf  did not always decay to 
zero, in which case L was defined as the integral of )(rf  over the entire range of 
streamwise distances. The Taylor microscale, , was obtained by fitting an osculating 
parabola at the origin of the streamwise autocorrelation function [8],  
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The integral scale and Taylor microscale calculated from the PIV data matched those 
calculated from the HW data within 20%. The integral scale and Taylor microscale were 
calculated for each column of the PIV images in order to obtain the transverse profile of 
the turbulence length scales across the burner outlet (see section 5.2.4). 
3.4.4 Measurement uncertainty 
As discussed in section 3.3.2, the errors associated with the PIV technique can be broken 
down into errors associated with the PIV evaluation algorithm (peak finding, displacement 
shift evaluation), errors associated with physical/experimental parameters (light sheet 
thickness, pulse separation, quality of seeding) and bias errors (in-plane loss of pairs, out-
of-plane motion, particle image diameter). Whereas great care was taken to choose the 
right experimental parameters such as a thin light sheet, optimal pulse separation and 
appropriately sized tracer particles, the effect of bias errors could not be quantified 
entirely. This is mainly because with the two-component PIV system the out-of-plane 
velocity and with it the effect of potential particle drop-out was not accessible. The overall 
two-dimensional flow profile of the burner (see section 5.2.1) and the position of the light 
sheet in the direction of mean flow, however, should have minimised the effect of particle 
drop-out and therefore no significant errors from out-of-plane motion of tracer particles 
were expected. The large percentage of first choice vectors (> 97%) also attests to this. 
Similarly, no bias errors were expected from the in-plane loss-of-pair or peak locking. The 
uncertainty of the PIV measurements was thus mainly caused by the PIV evaluation 
algorithm itself. For state-of-the-art multi-pass interrogation schemes with a final vector 
resolution of 32 x 32 pixels, as used here, the error is in the order of 1/20
th
 of a pixel [78, 
84]. With an average pixel shift of 2 pixels in the unburnt and 4 pixels in the burnt regions 
the uncertainty in the velocity measurements equates to 2.5% and 1.25%, respectively. 
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3.5 Geometric alignment experiment 
This section explains the experimental setup used for the study of turbulence-flame 
alignment. The experiment was set up and performed together with Dr. Isaac Boxx in his 
laboratory at the German Aerospace Centre DLR in Stuttgart, Germany. In this experiment 
one high-speed stereo-PIV system and two high-speed OH-PLIF systems were used 
simultaneously. The optical measurement equipment was provided by DLR, for which I 
am entirely grateful. The investigated flames were stabilised in the turbulence field of the 
fractal square grid FG3 using the duct burner described in section 3.2. Data produced with 
this setup is used in the analysis of chapter 6. 
3.5.1 General idea 
In the experiment the geometric alignment of 3D flame surfaces with the principal strain-
rate axes of a turbulent flow was measured using cinematographic stereo-PIV and 
cinematographic crossed-plane OH-PLIF. All systems were operated at a repetition rate of 
3kHz which was high enough to capture the dynamics of the flame-flow interaction. A 
photograph of the experimental setup is shown in Fig. 3.13. 
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Fig. 3.13 Photograph of the experimental setup showing the square duct burner in the 
centre, the two SPIV cameras (gray) and the two OH-PLIF camera systems 
(blue). 
The stereo-PIV system was used to measure the three-dimensional velocity field of the 
turbulent flow together with the in-plane components of the strain-rate tensor. The SPIV 
sheet was aligned vertically in the direction of the mean flow. The structure of the V-
shaped flames was characterised using two OH-PLIF systems in crossed-plane 
configuration. The first OH-PLIF sheet (PLIF1) was aligned with the SPIV sheet and used 
to capture the movement of the flame within the SPIV plane. The second OH-PLIF sheet 
(PLIF2) was rotated 48° with respect to the PLIF1 plane to capture out-of-plane movement 
of the flame along the line of intersection of the two PLIF sheets. The beam of the second 
OH-PLIF system entered the probe volume from the opposite side of the burner, i.e. in 
counter-propagating direction to the PLIF1 and SPIV sheets. In Fig. 3.14 a schematic of 
the laser diagnostics setup is shown and Fig. 3.15 illustrates the crossed-plane 
configuration in more detail. The field of view of the SPIV and PLIF1 system are shown in 
Fig. 3.16. Note that, the coordinate system is referenced to the exit plane of the burner. The 
wire was positioned 10 mm downstream of the burner exit. 
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Fig. 3.14 Schematic of the laser diagnostics setup. The PLIF1 sheet was superposed with 
the SPIV sheet. The PLIF2 sheet was tilted 48° with respect to the PLIF1 plane 
to detect 3D flame orientation at the line of intersection of the two sheets. 
 
Fig. 3.15 Crossed-plane configuration of the two PLIF systems in 3D (left) and projected 
into the yz-plane (right). The crossing-angle, , was 48°. 
 
Fig. 3.16 Field of view of the PLIF1 (gray) and SPIV (red) system. 
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3.5.2 SPIV system 
A dual-forward configuration was employed to maximise signal intensity of the Mie 
scattered light [92]. A photograph of the stereo-system is shown in Fig. 3.17. The cameras 
were mounted on opposite sides of the burner with a 45° angle to the laser light sheet, 
forming a 90° stereo-angle between them. The oblique viewing angle caused image 
aberrations which required the cameras to be placed on separate Scheimpflug mounts 
(Version 4, LaVision, De). The focus across the image was adjusted by tilting the 
backplane of the camera while the camera lens was fixed. This way the field of view of the 
camera did not change while adjusting the Scheimpflug angle. Magnification and field of 
view of the two cameras were adjusted by placing the Scheimpflug mounts on separate 
rails screwed onto separate lab jacks. The calibration procedure is explained in more detail 
in section 3.5.7. 
 
Fig. 3.17 SPIV system in dual-forward configuration. 
 The cameras used were a Photron Fastcam SA1.1 (HSS6, LaVision, DE) and a 
Photron Fastcam SA5 (HSS8, LaVision, DE). Both cameras are equipped with a CMOS 
chip and capable of imaging of up to 5400 or 7500 double-frame images per second in full-
frame mode (1024 x 1024 pixels), respectively. The HSS8 is a slightly newer model than 
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the HSS6 and had a slightly higher maximum frame rate which is why it was slaved to the 
HSS6. The frame rates of both cameras were adjusted to 6kHz, i.e. a PIV recording 
frequency of 3kHz. In the case of the HSS6 this was achieved by cropping the field of view 
in vertical direction by 32 pixels, which resulted in an effective camera resolution of 
1024 x 992 pixels. A diode-pumped, dual-cavity, solid state Nd:YAG laser (IS-6IIDE, 
Edgewave, DE) was used to produce 3000 double-PIV pulses per second. The laser model 
used for this experiment was identical to the one described in section 3.4.2 which is why 
no further details are given here. The pulse separation was adjusted to 20 s. The pulse 
timing was tested against larger and shorter pulse separations based on the percentage of 
first choice vectors. The laser beam was formed into a collimated light sheet by a set of 
concave (f = -38 mm) and convex (f = 250 mm) cylindrical lenses and then focused to a 
beam-waist of 0.6 mm at the centreline of the burner using a third cylindrical convex lens 
(f = 700 mm). The sheet thickness was measured by translating a knife edge through the 
beam and recording the spatial distribution of light intensity with a photodiode. 
 Around 6-vol% of the air flow were passed through a fluidized bed seeder designed 
similarly to [78] and seeded with Titanium dioxide particles (Kronos, US) with a nominal 
diameter of 500 nm. The seeding was initiated by operating a pneumatic valve which 
opened the pipe to the seeder. The seeding density was adjusted by changing the 
volumetric flow rate through the seeder. This was done before every set of measurements 
to maintain similar seed densities between different runs. By using 3
p mkg200,4  as 
the density of the seed particles and smkg102 5  as the dynamic viscosity of the 
flow, the particle response time (Eq. 3.4) equates to 3 s, which is well below 0.88 ms, the 
previously estimated smallest time scales of the flow (see section 3.4.2). Thus, the Stokes 
condition, 1St fp   , was comfortably met. 
 The Mie scattered light of the particles was imaged onto the CMOS chip through a 
pair of 200 mm Nikon AF Micro Nikkor lenses (f/4.0) with the f-stop set to f/11.0. Both 
cameras were operated at 6kHz which equates to an exposure time of 167 m for each 
frame and hence no bandpass chemiluminescence filters had to be used. 12 sets with 2048 
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double-frame images were recorded resulting in over 24,000 images and about 96GB of 
data. 
The velocity fields were evaluated with the LaVision Davis 7.2 software package 
employing a multi-pass interrogation scheme with Gaussian sub-pixel estimator and 
Whittaker reconstruction. The window size decreased from 64 x 64 to 32 x 32 pixels with 
50% overlap (Gaussian weighting). The accuracy of the vector fields was further improved 
by using two passes on the initial ROI and three passes on the final ROI. The final vector 
spacing was 0.4 mm with an interrogation region of 0.8 mm. The SPIV parameters are 
summarized in Tab. 3.3. 
Tab. 3.3 SPIV parameters. 
Parameter Value 
SPIV recording rate 3000 Hz 
Time separation between laser pulses 20 s 
Stereo-angle 90° 
Camera resolution HSS8 1024 x 1024 )( yx  
Camera resolution HSS6 1024 x 992 )( yx  
Field of view 25 mm x 21 mm )( yx  
SPIV interrogation region 0.8 mm 
Vector spacing 0.4 mm 
Seed material TiO2 
Nominal seed diameter 0.5 m 
Stokes number 0.003 
3.5.3 OH-PLIF system producing vertical sheet (PLIF1) 
The PLIF system producing the vertical UV sheet is similar to the system described in 
[110]. 
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 The system consisted of a dye laser (Credo with additional amplifier, Sirah, DE) 
and a frequency-doubled, diode-pumped solid-state Nd:YAG laser (IS-8IIE, Edgewave, 
DE). The pump laser was operated at 3kHz producing 532 nm pulse with a pulse energy of 
approximately 3.6 mJ/pulse (10.8 W average power). The dye laser contained 0.09 g/l of 
Rhodamin 6G dissolved in ethanol. The emitted light of the dye solution (566 nm) was first 
frequency-doubled in a temperature controlled BBO crystal and then separated from the 
fundamental frequency by a four-prism separator. The average power output of the dye 
laser at 283.2 nm was around 390 mW which corresponded to a pulse energy of around 
130 J/pulse. The UV pulses were triggered between the first and second SPIV pulse using 
an external pulse generator (9520 series, Quantum Composers, US). As with the SPIV 
setup, the UV beam was first formed into a collimated light sheet using a set of two 
cylindrical lenses (f = -38 mm and f = 250 mm) and then focussed to around 300 m with a 
cylindrical convex lens (f = 500 mm). The sheet thickness was measured using the same 
procedure as employed for the SPIV system. The PLIF1 sheet was then overlapped with 
the SPIV sheet using a dichroic mirror which was transmittive for 532 nm. The two sheets 
were overlapped in the near- and far-field using a procedure explained in section 3.5.5. 
The wavelength of the dye laser was tuned to the Q1(7) line of the A
2+-X 2 (1,0) 
transition at around 283.2 nm. The wavelength was checked daily by passing the beam 
through a laminar reference flame. OH fluorescence of the flame was separated using a 
monochromator (Jobin-Yvon H10-UV, Horiba, JP) and then detected with a UV sensitive 
photomultiplier tube. The OH fluorescence signal was recorded with a CMOS high-speed 
camera (HSS5, LaVision, DE) and an external two-stage intensified relay optics (HS-IRO, 
LaVision, DE). Details of the intensifier can be found in [110]. The camera had a 10bit 
dynamic range and was operated at a recording frequency of 3kHz (single-frame mode). 
During each set of measurement 1024 single-frame images in full-frame mode 
(1024 x 1024 pixels) were stored. A 100 mm Halle AR-coated UV lens (f/2.0) was used to 
collect broadband fluorescence from the A
2+-X 2 (1,1) and (0,0) transitions at around 
308 nm. The intensifier was gated at 200 ns to reduce background luminosity and a high-
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transmission bandpass filter (custom fabrication, Laser Components GmbH, DE) was used 
to block resonance fluorescence at around 283 nm. 
3.5.4 OH-PLIF system producing slanted sheet (PLIF2) 
Specifics of the second OH-PLIF system can be found in [114]. 
 The dye laser (Cobra-Stretch, Sirah, DE) used was originally not suited for high-
repetition rates, but subsequently modified with a high flow rate dye pump and dye cooling 
system to achieve repetition rates of up to 5kHz [114]. The dye laser was pumped by a 
frequency-doubled diode-pumped Nd:YLF laser (IS-8IIE, Edgewave, DE). The pump laser 
was operated at 3kHz and produced laser pulses of around 5.5 mJ/pulse (16.5 W average 
power). The fundamental frequency of the dye (566 nmm) was frequency-doubled in a 
BBO cystral and separated from the first harmonic (283 nm) by a four-prism separator 
similar to the one used in the PLIF1 system. The output of the dye laser was tuned to 
283.2 nm using the same combination of laminar reference flame, monochromator and 
photomultiplier as used for the PLIF1 system. At 3kHz and 283 nm the dye laser produced 
pulses with a pulse energy of 260 J/pulse, or an average power of 0.78 W. 
 The light sheet was formed using three cylindrical lenses (f = -25 mm, f = 250 mm 
and f = 750 mm) and guided into the measurement location from the opposite side of the 
burner, i.e. in counter-propagating direction to the SPIV and PLIF1 sheets. The three 
lenses were mounted on adjustable lens holders which could be tilted around the vertical 
axis (see Fig. 3.18). The light sheet was tilted by rotating the lenses 48° around the vertical 
axis. Great care was taken to pass the beam through the centre of the lenses in order to 
ensure that the light sheet was aligned with the optical axis of the lenses. The exact 
procedure is described in section 3.5.5. The tilted light sheet was then guided into the 
measurement location using a final turning mirror (dichroic) which was reflective for 
283 nm and transmittive for 532 nm. 
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Fig. 3.18 Cylindrical lenses tilted 48° to produce slanted light sheet. 
The second dichroic was necessary in order to prevent the SPIV sheet from reflecting back 
into the PLIF2 laser. A beam dump behind the second dichroic was used to block the SPIV 
sheet. The dichroic was also used to align the tilted light sheet with the vertical light sheets 
(SPIV and PLIF1) following a procedure described in section 3.5.5. Reflections of the UV 
sheets from the two dichroics were kept at a minimum by using beam blocks around the 
measurement location and cameras. The beam-waist of the PLIF2 sheet was measured to 
500 m in the probe region with the translating-knife-edge technique.  
Broadband fluorescence of the second PLIF sheet was imaged with another CMOS 
camera (HSS5, LaVision, DE) attached to another intensified relay optics (HS-IRO, 
LaVision, DE). Camera settings, camera lens and bandpass filter were the same as for the 
PLIF1 sheet. Camera and intensifier were mounted on a rail at an angle of 48° to the 
horizontal axis, such that the camera was oriented perpendicular to the PLIF2 light sheet 
(see Fig. 3.19). The perpendicular alignment between the PLIF2 camera and the PLIF2 
light sheet was checked daily using the calibration procedure described in 3.5.7. The 
second intensified relay optics was gated at 400 ns and the PLIF2 laser pulse was triggered 
2 s after the PLIF1 laser pulse to avoid ghosting effects from the PLIF1 sheet. 
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Fig. 3.19 PLIF2 camera system mounted 48° with respect to the horizontal axis. 
3.5.5 Alignment of OH-PLIF sheets 
The alignment of the slanted UV sheet (PLIF2) with the vertical UV sheet (PLIF1) is 
crucial to this experiment and required a complex procedure described as follows. 
First, the PLIF1 sheet had to be overlapped with the SPIV sheet using a translating 
paper target attached to a rail across the burner outlet (see Fig. 3.20). The paper target 
could be slid over a distance of more than 1.5 m. Any movement of the PLIF1 light sheet 
by more than 1 mm over the entire distance of 1.5 m was regarded as not satisfactory and 
the PLIF1 light sheet had to be adjusted accordingly. 
Once the PLIF1 sheet was overlapped with the SPIV sheet, the PLIF2 sheet could 
be aligned with the PLIF1 sheet. First, the tilt angle of 48° was adjusted coarsely on all 
three cylindrical lenses using the marks provided on the lens holders. All three lenses were 
mounted on separated rail carriers attached to a rail of 2 m length. A paper target attached 
to a rail carrier was placed on the rail, downstream of the third cylindrical (focussing) lens 
and before the final turning mirror. The paper target could be translated freely by more 
than a meter. The tilted light sheet produced a fluorescent line on the paper target. The tilt 
of the three lenses was adjusted until the fluorescent line and the vertical axis on the paper 
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target formed an angle of 48° between them. The paper target was then translated along the 
rail and any horizontal or vertical movement of the line by more than 1 mm required 
adjustments by the three cylindrical lenses. By following this procedure it was ensured that 
the light sheet was aligned with the optical axis of the three lenses at a tilt angle of 48°. 
 
Fig. 3.20 Alignment of the two OH-PLIF sheets. 
The paper target was removed and the light sheet was reflected back from the last 
turning mirror into the probe region. The turning mirror was adjusted until the tilted light 
sheet aimed at the paper target which was used for the alignment of the PLIF1 sheet with 
the SPIV sheet. At this time the SPIV laser was switched off and only the two dye lasers 
were firing. As both UV light sheets entered the probe volume from opposite sides of the 
burner, i.e. in counter-propagating direction, the two light sheets produced two lines on the 
paper target which were visible from both sides of the paper target. The last turning mirror 
was adjusted until the tilted (PLIF2) and the vertical (PLIF1) line crossed roughly centre. 
As with the alignment of the PLIF1 with the SPIV sheet, the paper target was then 
translated across the burner exit over the entire distance of 1.5 m and any movement of the 
crossing point by more than 1 mm required adjustments by the final turning mirror. 
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The procedure described lasted around two hours and was performed daily before 
the measurements. It was noted that the alignment procedure was performed quickest when 
the laser systems were fully thermalised. This way any movement of the laser beams 
during the alignment procedure was kept at a minimum.  
3.5.6 Imaging of crossing-angle and line of intersection 
The calculation of the 3D flamelet normal vector relies on the accurate knowledge of the 
crossing-angle between the two PLIF sheets. Although the angle was checked daily with 
the help of the paper targets, it was desirable to achieve a more precise measurement of the 
crossing-angle. For this reason a custom-made CCD light sheet profiling device was built 
which monitored the two fluorescent lines on the paper target during the alignment of the 
laser sheets. The device consisted of a commercial 1.3 MP CCD camera (USB Webcam, 
PC Line, US) with removable lens, similar to the design by Pfadler et al. [115]. The CCD 
chip was mounted onto a conventional Sigma 105 mm camera lens (f/2.8). The distance 
between the image plane and the camera lens was additionally increased using an 
adjustable custom-made extension tube to achieve macro resolution. A custom-written 
Labview® program was used to control exposure time, white balance, frame-rate and pixel 
resolution of the CCD camera. The angle between the two light sheets was calculated by 
fitting Gaussians to the intensity profiles of the two fluorescent lines. The fitting procedure 
was performed in real-time while the paper target was translated across the burner exit. 
Minor corrections of the tilt angle of the three lenses were performed until the crossing-
angle was 48° in the far- and the near-field. With the help of the CCD beam profiling 
device, also the alignment of the PLIF2 sheet with the PLIF1 sheet was monitored and 
minute adjustments of the final turning mirror were performed accordingly. 
 Calculation of the 3D flamelet normal direction requires the exact knowledge of the 
location of the line of intersection in the PLIF1 and PLIF2 camera images. For this reason 
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both PLIF sheets were narrowed down to approximately 4 mm using irises which were 
placed downstream of the two dichroics. The burner was lit, producing a turbulent V-
shaped flame. One of the two UV beams was blocked and the OH fluorescence of the 
flame was imaged by both cameras simultaneously. As the light sheets were narrowed 
down, only a thin streak of the reaction zone was imaged by the cameras. Figure 3.21 
shows the mean reaction zone images recorded by the PLIF1 camera (left) and the PLIF2 
camera (right) using the narrowed down PLIF1 sheet. 
 
Fig. 3.21 Average reaction zone images of the PLIF1 (left) and PLIF2 (right) camera 
system using the narrowed down PLIF1 sheet. The reaction zones appear 
narrower on the PLIF2 image due to the oblique viewing angle between the 
PLIF2 camera and the PLIF1 sheet. The location of the line of intersection was 
found by fitting Gaussian distributions to the columns of the images. 
The PLIF1 camera was aligned perpendicular to the PLIF1 sheet. Therefore, no optical 
aberrations occurred during the recording of the reaction zones produced by the PLIF1 
sheet. In the case of the PLIF2 camera, the 48°-tilt resulted in an oblique viewing angle 
between the camera and the PLIF1 sheet. Thus, only a projection of the reaction zone 
could be imaged. This is the reason why the reaction zone appears narrower on the PLIF2 
image compared to the PLIF1 image, although both cameras imaged the same flame at the 
same time. 
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The average reaction zone images thus obtained were then used to find the location 
of the line of intersection in both camera images. Gaussian distributions were fitted to the 
columns of the mean reaction zone images. The centre points of the Gaussians were 
defined as the location of the line of intersection. It was noted that the position of the line 
of intersection varied by less than three pixels (120 m) from left to right. The same fitting 
procedure was performed on the mean reaction zone images produced by the narrowed 
down PLIF2 sheet. The location of the line of intersection obtained from the PLIF1 sheet 
and the PLIF2 sheet varied by less than two pixels (80 m). It is thus felt that the 
alignment of the two PLIF sheets was good enough. 
 It should be mentioned that the optical paths of the narrowed down light sheets 
were also visualised with the help of an acetone filled vapour cell which was placed on top 
of the burner mouth. In that case, the line of intersection was visible across the entire width 
of the image and not just in the region of the flame zone. By using the acetone-PLIF 
images, the same location of the line of intersection as in Fig. 3.21 was obtained for the 
PLIF1 camera. However, in the case of the PLIF2 camera the metal frame of the acetone 
vapour cell obstructed the field of view of the camera. It was thus not possible to record 
any acetone-PLIF images with the PLIF2 camera. 
3.5.7 Camera calibration and image mapping 
Calibration of the two SPIV cameras was done by a double-sided two-level calibration 
target (Type 7, LaVision, DE). The double-sided target had two planes of dots on both 
sides of the target including two reference marks on each side of the target which were 
essential for the SPIV calibration. The target was aligned such that the SPIV sheet 
skimmed the outer plane of dots on one side of the calibration target. The field of view of 
the camera which faced the same side of outer dots was adjusted first. The camera was 
then focused onto the dots and the Scheimpflug adapter was adjusted to obtain maximum 
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focus across the entire field of view. The field of view of the first SPIV camera served as a 
reference for the second SPIV camera. The second SPIV camera was adjusted until the two 
fields of view were roughly identical. Due to the finite thickness of the target (5 mm 
between the two outer planes) the second field of view was slightly different from the first 
field of view. The second camera was then focused on the outer plane of dots on its side of 
the target. Again, the finite thickness of the camera resulted in a slightly different 
magnification for the second SPIV camera. The distorted images of both cameras were 
corrected and assigned to the same coordinate system using the pinhole camera model 
provided by the commercial LaVision Davis 7.2 calibration package. Any remaining 
translational and rotational errors, which were caused by the finite thickness of the 
calibration target, were corrected using the SPIV self-calibration routine (see section 
3.3.3). The disparity vector map of the particle images was calculated for two different 
ROIs (512 x 512 pixels and 256 x 256 pixels) to obtain optimal correction performance for 
large and small particle displacements. Once the self-calibration was performed, particles 
from simultaneously recorded camera images appeared at the same pixel position, i.e. 
particles were assigned the same physical position in the measurement plane. 
 The Type 7 target used for the SPIV calibration was also used for the calibration of 
the PLIF1 camera. A standard 2D pinhole camera model was applied to the images. 
Calibration of the tilted PLIF2 camera was performed using a separate one-level 
calibration target (Type 5, LaVision, DE). This target was attached to a two-axis 
translation stage which was mounted onto a rational stage. The target was inserted into the 
probe region and aligned such that the PLIF2 sheet skimmed the surface of the target (see 
Fig. 3.22). The images were corrected using a standard 2D pinhole camera model.  
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Fig. 3.22 Type 5 calibration target with PLIF2 camera system. 
The calibration procedure was performed daily before the measurements. It should 
be mentioned that the calibration targets (Type 7 and Type 5) were recorded by all four 
cameras at the same time. Thus, the PLIF1 camera also recorded images of the slanted 
Type 5 calibration plate and the PLIF2 camera also recorded images of the vertical Type 7 
plate. These images were not used for the actual camera calibration and merely taken out 
of convenience. Nevertheless, the images can be used for a cross-check of the crossing-
angle between the two PLIF sheets. Thus, the calibration of the PLIF1 camera should give 
angles of around 48° when the Type 5 images are used. Equally, the calibration of the 
PLIF2 camera should give angles of around 48° when the Type 7 images are used. The 
results of this simple test are listed in Tab. 3.4.  
Tab. 3.4 PLIF crossing-angle based on camera calibrations using the Type 5 and 
Type 7 calibration target. 
Calibration Value 
PLIF1 with Type 5 48.69° 
PLIF2 with Type 7 48.11° 
 
The calibrations of the PLIF1 and PLIF2 camera using the Type 5 and Type 7 targets, 
respectively, produced crossing-angles of around 48° with deviations of less than 1°. It is 
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thus felt that the alignment of the two PLIF camera systems and the laser sheets was 
satisfactory. 
 The Type 7 calibration target was also used to map the field of view of the PLIF1 
system with that of the SPIV system. This is possible as the Type 7 target was recorded by 
both camera systems simultaneously. Both camera systems also used the same Type 7 
target for image correction and image dewarping. The dewarped Type 7 images therefore 
image the same physical coordinates. The coordinate systems of the two camera systems 
were mapped onto one another by fitting circles to the dot marks of the dewarped Type 7 
images. The spatial coordinates of the centre points were stored separately for each camera 
system and the coordinate system of the PLIF1 camera was then shifted with respect to the 
SPIV system until the average deviation of the two sets of coordinates was minimal. With 
this approach the two camera systems could be mapped with an average deviation 
)])()[(( 2122 yx   of 85 m across the entire field of view (21 mm x 25 mm) of the 
SPIV system. The average deviation was less than 0.2 vector spacings of the SPIV vector 
field and thus negligible. The coordinate transformation was stored in a matrix and then 
applied to the PLIF1 images. 
 Direct, target-based mapping of the fields of view of the two PLIF systems was not 
possible. Although both cameras imaged the same target simultaneously, different target 
images were used for image correction and image dewarping. Additionally, the Type 5 
(Type 7) image obtained by the PLIF1 (PLIF2) camera was strongly distorted. This created 
huge uncertainties when the dot marks were mapped directly. The different fields of view 
were thus mapped using the OH fluorescence images of the flame. The idea behind it is as 
follows: Both cameras imaged the same flame at the same time but under different viewing 
angles, defined by the position and orientation of the two PLIF sheets. At the line of 
intersection the two measurement planes represented the same physical coordinates in 
space. Thus, at the line of intersection the locations of the mean reaction zones obtained by 
both camera systems were assigned identical coordinates. Based on this idea the sum of 
two Gaussians was fitted to each mean reaction zone image at the line of intersection. The 
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centre point between the reaction zones was then defined as the common origin of the two 
coordinate systems. 
3.5.8 Measurement uncertainty 
Measurement uncertainties were primarily caused by the uncertainties of the SPIV 
technique. Further errors which could have arisen from the inaccurate alignment of the two 
PLIF light sheets, the insufficient determination of the crossing -angle or the line of 
intersection, were assumed to be negligible because of the elaborate alignment and 
imaging routines described in section 3.5.5 and 3.5.6. Errors associated with image 
aberrations due to the oblique viewing angle of the SPIV cameras were minimized using 
camera lenses with a large focal length (200 mm) and a high f-number (f/11) to increase 
the depth of field of the cameras. Errors arising from the misalignment between the 
calibration target and the light sheet were compensated by performing the elaborate camera 
calibration procedure described in section 3.5.7. Thus, any remaining measurement errors 
were primarily caused by two factors: (1) the r.m.s. error, ,r.m.s.e  in the determination of 
the velocity components using the angular stereoscopic system, and (2) the filtering error, 
,filtere  due to the finite vector resolution of the SPIV system. The latter error only applies 
to velocity gradients. 
Concerning the r.m.s. error, ,r.m.s.e  Mullin and Dahm [116, 117] reported an error 
of 6.5% for the in-plane velocity components and 10.5% for the through-plane velocity 
component. The errors were obtained by imaging a measurement plane of a turbulent flow 
with two independent stereo camera pairs and calculating the average r.m.s. errors in the 
velocity component differences. This procedure allowed it to objectively assess the r.m.s. 
error of true angular particle imaging with finite-thickness light sheets, as opposed to using 
off-axis imaging of synthetic particle images. Errors similar those of Mullin and Dahm 
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[116, 117] were also reported by Lawson and Wu [118] and by Hartung et al. [73] using a 
single SPIV system similar to the one used in this study. 
Concerning the filtering error, ,filtere  Worth et al. [119] recently performed a study 
on the accuracy of PIV gradient fields for various finite vector resolutions. The authors 
evaluated velocity gradient fields obtained from direct numerical simulation (DNS) data 
and compared the (ideal) DNS gradient field with gradient fields obtained for vector 
resolutions ranging from 1 to 10 Kolmogorov length scales. The authors reported local 
errors of velocity gradients of 20% to 80% for vector resolutions of 1 to 10 Kolmogorov 
length scales, respectively. The local errors were calculated as the modulus of the 
difference between ideal and “filtered” gradient fields at each point in the DNS domain, 
summed and normalized by the mean ideal gradient field. The vector resolution of the 
SPIV measurements in this study is 380 m, which is approximately 3 Kolmogorov length 
scales ( = 120 m). For a similar vector resolution Worth et al. [119] reported a local 
filtering error of up to 40%. Slightly smaller filtering errors of about 30% were reported by 
Lavoie et. al [120] for a PIV vector resolution of about 5 Kolmogorov length scales. Those 
errors were determined based on a correction of the power spectral density function of the 
measured velocity gradients, which means that those errors were average errors. This also 
explains the slightly smaller values for the filtering error compared to the errors reported 
by Worth et al. [119]. 
Based on values for the average r.m.s. error of 6.5% to 10% and an average 
filtering error of about 30%, the total error, ,
2
filtering
2
r.m.s.total eee   for the in-plane 
velocity gradients, 1i xu   and ,2i xu   is expected to be between 30.7% and 31.6%.  
3.6 Reaction zone location and description 
The study of flame-flow interaction requires accurate knowledge of the topography of the 
flame. In this work the reaction zone location was obtained from OH-PLIF images and PIV 
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seed particle images. The necessary image processing steps for each technique are 
explained below. 
3.6.1 Reaction zone location in PIV seed particle images 
The flame front was located in PIV particle images by observing the seeded gas density as 
it passed through the flame front. In isothermal flows the gas density is constant and so is 
the number density of the PIV tracer particles (apart from minor statistical variations as can 
be seen in Fig. 3.23(a)). In reacting flows the gas density changes due to the heat release of 
the flame. This in turn causes the particle number density to drop, which is also reflected in 
the PIV particle images (see Fig. 3.23(b)). The location of the flame front was found by 
tracking the step change in particle number density. The method is based on the procedure 
explained in [106, 121, 122] and required two additional image processing steps. 
 
Fig. 3.23 Particle raw image of (a) isothermal flow and (b) reacting flow. The intensity 
histogram is used to extract the flame front contour (white). 
First, a spatial averaging filter was applied to the light-sheet corrected and 
dewarped particle raw images. A sliding average filter with a filter size of three to five 
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pixels was chosen, depending on the seed density of the flow and illumination of the 
camera chip. The filter was necessary to avoid high-frequency noise from isolated seed 
particles and removed local intensity variations of the seeded gas. Second, the intensity 
histogram of the Mie scattered light was calculated on the spatially filtered regions. For 
premixed flames in the thin flamelet regime, the flame front can be regarded as an 
infinitely thin line separating burnt and unburnt regions. In this case the intensity 
distribution has two distinct maxima, as shown in Fig. 3.23(b). The location of these 
maxima corresponds to the average intensity of the Mie scattered light in the unburnt and 
burnt regions. The flame front contour was found by applying a threshold-intensity to the 
locally smoothed regions. The threshold-intensity was defined as the location of the 
minimum between the two maxima of the intensity histogram. According to the thin flame 
regime, all regions with intensities larger or smaller than the threshold-intensity were 
defined as unburnt or burnt regions, respectively. The interface between the unburnt and 
burnt regions was identified as the flame front contour. 
The flame front location and topography obtained with this method were found to 
be sufficiently similar for the present purposes to those measured from local heat release 
rate distributions via CH-PLIF [123] or CH2O/OH-PLIF [106]. Successful application of 
this technique was also demonstrated by [115, 124] in rod stabilised flames and by [125-
127] in Bunsen-type flames. 
3.6.2 Reaction zone location in OH-PLIF images 
The flame front was located in OH-PLIF images in the regions of highest gradient of OH. 
The position of highest gradient coincides sufficiently well with the location of highest 
heat release, as will be shown in chapter 6 based on Chemkin simulations. The close 
proximity of highest gradient of OH to the actual heat release zone was also confirmed 
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experimentally by the simultaneous measurement of OH-PLIF and heat release rate 
distributions via CH2O/OH-PLIF [106]. 
In this study the flame front was extracted using the image processing steps as 
shown in Fig. 3.24. The procedure is similar to [73, 128-131]. First, a background image 
was acquired in the absence of the flame and subtracted from the raw PLIF images. 
Inhomogeneity of the intensifier sensitivity was normalized using an ensemble average of 
2000 images of a uniformly illuminated white target. Figure 3.24(a) shows an 
instantaneous image recorded with the PLIF1 camera which was corrected for background 
noise and intensifier inhomogeneities. As can be seen, the intensity decreased towards the 
upper end of the image. This was caused by the inhomogeneous illumination of the laser 
sheet. As a consequence, a light sheet correction was performed. An acetone filled vapour 
cell was placed on top of the burner exit. The cell consisted of four quartz glass windows 
which were inserted into a cubical metal frame. 1000 acetone-PLIF images were recorded 
and the average image was used for normalization. The result of the second processing step 
is shown in Fig. 3.24(b). 
 
Fig. 3.24 OH-PLIF image processing steps: (a) black- and white-image corrected PLIF1 
image, (b) laser light sheet correction (c) Gaussian convolution filter, (d) NLD 
filter, (e) contour of Canny edge detection filter superposed on gradient of 
NLD filter, (f) contour of Canny edge detection filter superposed on laser sheet 
corrected PLIF image. All images are intensity normalized. 
 Experimental methods and setups 98 
 
In section 3.5.6 it was mentioned that the field of view of the PLIF2 camera was obstructed 
by the metal frame of the acetone vapour cell. Therefore, no acetone-PLIF image could be 
recorded with the PLIF2 camera. Nevertheless, inhomogeneities in the PLIF2 illumination 
sheet could be normalized by multiplying the OH-PLIF images with a user-defined 
gradient function along the columns of the PLIF2 images. Top parts were multiplied by a 
factor of 1 which ensured that the intensity was not changed in these regions, and bottom 
parts were multiplied by a factor > 1, gradually decreasing from bottom to top of the 
image. This way the bright top part of the images remained unchanged, whereas the dark 
bottom parts were brightened up. The result of this “manual” light sheet correction can be 
seen in Fig. 3.25. It was found that the light sheet correction improved the detection of 
flame front contours in the bottom region of the PLIF2 images but did not affect the top 
part of the image, which was otherwise not possible. Only one gradient function was used 
for all PLIF2 images. 
 
Fig. 3.25 Manual light sheet correction for PLIF2 images using an intensity gradient 
function from bottom to top of image: (a) black- and white-image corrected 
PLIF2 image, (b) image after light sheet correction. 
After the images had been corrected for illumination inhomogeneities, a third 
processing step was used where the images were subjected to a Gaussian low-pass filter. 
Similar to the sliding average filter in section 3.6.1, the Gaussian filter performed a local 
smoothing to the intensity variations of the image and removed high-frequency pixilation 
noise, as can be seen in Fig. 3.24(c). The Gaussian filter was preferred as it is an isotropic 
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filter, unlike the sliding average filter. It was also more effective in removing pixilation 
noise and pre-conditioning the images for the next filter operation. 
In a fourth step, a non-linear diffusion filter (NLD) was applied to enhance the 
flame edges by locally smoothing regions with small intensity gradients. This filter was 
originally proposed by [132, 133] as an edge detection algorithm for image reconstruction, 
but subsequently adopted by Malm et al. [130] to identify the reaction zone location in 
OH-PLIF images. Malm et al. [130] also give a good explanation of the filter mechanism: 
In regions of small intensity gradients, such as in regions far away from the flame front, the 
filter performs a local smoothing of the intensity. In regions of high intensity gradients, 
such as regions close to the flame front, the filter performs little or no smoothing. This 
way, flame contours are enhanced and burnt/unburnt regions are smoothed. The filter can 
also be understood as a diffusion filter with its diffusivity adapted to the local intensity 
gradient of the image. In regions of low intensity gradients the diffusivity is high and thus 
the noise gets smoothed. In regions of large intensity gradients the diffusivity is zero and 
no smoothing is performed. A good review of NLD filters can be found in [134]. 
The parameters of the NLD filter were optimized by running a parametric study 
with the aim to achieve adequate smoothing and sufficient edge enhancement at the same 
time. It was found that the filter performance depended mainly on three factors: the 
sensitivity of the filter towards edges, the kernel size of the smoothing and the number of 
iterations performed on the image. Based on a parametric study, values of 0.05 for the filter 
sensitivity, 4 for the smoothing kernel and 25 for the iterations were found to produce an 
acceptable filter performance while keeping the computational costs at a justifiable level. 
The result of the NLD filter is shown in Fig. 3.24(d). 
In a fifth step, a Canny edge detection filter [135] with a kernel size of 0.2 mm was 
used to detect the maximum gradient of the NLD image. As shown in Fig. 3.24(e), the 
contour is well centred at the position of highest gradient. The Canny filter was preferred 
over other edge detection algorithms as it performs a Gaussian convolution before the edge 
detection. This makes the filter less susceptible to noise and creates less spurious contours 
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which would have to be removed or linked at a later stage of the image processing 
procedure, as described in [131]. A subsequent morphological thinning algorithm [136] 
was used to remove any contours which were wider than one pixel. On average less than 
1% of all contours were affected, which can mainly be attributed to the good performance 
of the Canny filter. 
Finally, Fig. 3.24(f) shows the flame front contour superposed upon the light sheet 
corrected PLIF1 image (image Fig. 3.24(b)). As seen, the interface between the unburnt 
and burnt regions is accurately captured by the algorithm. All contours were judged by eye 
and filter settings were adopted accordingly, if necessary. 
3.6.3 Parametric description of flame contours 
The flame front contours extracted from both sets of images were determined by the 
infinitely thin line between the unburnt and burnt regions. In this work the interface is 
described as,  
      kszjsyisxf

 , (3.10) 
where x, y, z are the Cartesian coordinates of the interface, s is the path length parameter 
(curvilinear coordinate) of the interface and kji

,,  are the unit vectors. In the case of a 
vertical interrogation plane, such as for the PLIF1 plane, z = 0 and the surface is described 
by x and y only. In the case of differently oriented interrogation planes, such as the PLIF2 
plane, a coordinate transformation had to be applied to Eq. 3.10 (see section 6.3). 
 Flame quantities that require spatial derivatives of the flame surface, such as 
tangential or normal vectors, were calculated from derivatives of the path length parameter, 
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Thus, vectors tangential to the flame contour were found by  )(),( sysxt 

 , vectors 
normal to the contour were found by  )(),( sxsyn 

  and curvatures of the contour were 
calculated using [137, 138], 
 
  2/322 )()(
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


 . (3.12) 
By convention, curvatures were defined to be positive when the flame front was convex to 
the reactants, i.e. flamelet normal vectors pointed towards the unburnt region. The correct 
orientation of the flamelet normal vector could be achieved by orientating the vectors 
towards decreasing values of OH fluorescence or increasing values of Mie scattered light. 
With the help of gradient filters, such as the NLD filter, this information was readily 
accessible. 
 
  
Chapter 4 
A theoretical test curve for the analysis of 
digitised flame front contours 
Large parts of this work were obtained during the supervision of Mr Junyi Lee’s Final 
Year Project with the title “Project to analyse flame front characteristics of premixed 
flames using advanced image processing algorithms“. In this work I mainly assisted in 
developing the test curve and gave advice to combustion related questions. In this chapter I 
prepared most of the manuscript. I used most of Mr Lee’s illustrations and edited them to 
fit the format of this thesis. 
4.1 Introduction 
Flame front contours obtained from digitised flame images such as PIV particle images, 
OH-PLIF images or Rayleigh images are subject to digitisation noise. As a consequence, 
originally smooth contours become less smooth after digitisation. Pixelation is not a 
problem when the contour itself is used, but gradients of this contour are directly affected. 
As such, flame front normal vectors (chapter 6) and flame front curvatures (chapter 5) are 
subject to errors. 
 The pixelation problem is well-known [139-142] and inherent to the digitisation 
process during recording. Usually, pixelation noise is reduced by performing a spatial 
smoothing of the contour before the calculation of the gradients. Filters often used are the 
Savitzky-Golay filter [141], Fourier filters [143] or polynomial curve fits [106, 142, 144]. 
In each case the filter parameters such as the kernel size of the Savitzky-Golay filter or the 
order and length of the polynomials have to be adjusted appropriately, as these affect the 
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accuracy and range of gradients obtained [145]. If the filter size is too large, the spatial 
filtering might underestimate small scale gradients. Equally, if the filter size is too small, 
the pixelation noise is not removed and gradients might be overestimated. 
The filter settings most appropriate for smoothing digitised flame front contours 
can be found by creating a pixelated version of an artificially created contour with known 
analytical solution of the first and second derivative, a so-called test curve. Smoothing is 
applied to this artificial contour and the derivatives obtained from the smoothed curve are 
compared with the theoretical values. The best filter settings are defined as those which 
give the least deviation from the analytical values over the entire range of values assessed. 
This procedure has been established in the context of curvature measurements, since this 
flame quantity is derived from first and second order derivatives of the flame front contour 
(see Eq. 3.12) and thus inherently affected by pixelation noise. 
4.2 Current test curves 
To date, three test cases are widely used for optimizing the spatial filter settings: a circle 
[141], a sine wave [139] and a rosette [145]. The rosette test curve can be described as a 
circle with a single sinusoidal corrugation, as shown in Fig. 4.1. It is described 
mathematically as,  
  BARR sin0  , (4.1) 
and was suggested by Chrystie et al. [145] in an attempt to achieve highly accurate 
curvature values of flame front contours obtained from OH-PLIF images. 0R  in Eq. 4.1 is 
the mean radius and A and B are the amplitude and frequency of the sine wave, 
respectively. 
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Fig. 4.1 Rosette test curve by Chrystie et al. [145] with 02.0 RA   and .8B  
The rosette test curve is notably the most accurate test curve to date because it has several 
advantages over other test cases: Firstly, it represents the undulating shape of a real flame 
front with convex and concave bulges capturing negative and positive curvatures alike, 
unlike the circle test case which yields only one (positive) curvature value. Secondly, each 
section of the rosette is pixelated in a different way. Thus, sections of the rosette that yield 
the same curvature value are subjected to a different pixel distortion. This ensures that 
spatial smoothing of the same curvature value is averaged over random distortion effects. 
In the sine wave test case, for example, the same curvature values are pixelated in an 
identical or symmetrical way. Certain curvature values may therefore be smoothed in the 
same or a similar way. This means that the obtained (smoothed) curvature values are 
biased towards a certain pixel distortion. 
 Despite these advantages, the rosette test case also has some drawbacks. For 
example, the sinusoidal shape of the rosette test curve causes a rate of change of curvature, 
,dsd  which is offset by 90° with respect to . This can be clearly seen in Fig. 4.2(a), 
which shows the normalized curvature, ,max dd  and rate of change of curvature, 
,)()( maxdsddsd   along the curvilinear coordinate of the rosette, s. As can be seen, 
each curvature value of the rosette test case is assigned only one dsd  value. 
Furthermore, the maximum curvature value always appears at ,0dsd  and zero 
curvatures appear at maximal values of .dsd  
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Fig. 4.2 Normalized curvature, max dd  ( ), and rate of change of curvature, 
max)()( dsddsd   ( ), along the curvilinear coordinate of the rosette test 
curve, s. A constant phase shift is clearly visible. 
It has been shown by Chrystie et al. [145] that the value of dsd  has a significant impact 
on the performance of the curve fit. In particular, it has been demonstrated that the 
sensitivity towards a particular filter setting increases when the value of max)( dsd  
increases. In their study the optimal filter parameters shifted to polynomials with a smaller 
half length when the maximum dsd  value was increased from -2mm2  to .mm6 -2  It 
would thus be of advantage to have a test case which covers more than one dsd  value 
for one curvature value. 
The rosette test curve also produces a probability density function (PDF) of 
curvatures where large curvature values appear more frequently than small curvatures, as 
can be seen in Fig. 4.2(b)). This curvature PDF is different from the usually observed 
Gaussian-like distribution in premixed flames. As Chrystie et al. [145] have shown, large 
curvature values require smaller filter widths to achieve appropriate spatial smoothing, 
without systematically underestimating the theoretical curvature values. The shape of the 
rosette test curve therefore favours smaller filter sizes as those filter sizes perform better 
for large  and dsd  values. This in turn could cause overestimation of small curvature 
values when applied to real flames. 
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4.3 Proposed new test curve 
As a consequence, a new test case was designed in an attempt to overcome shortcomings 
of current test cases available in literature. The proposed test case is created by modifying 
the rosette test curve and using a sum of sine waves instead of just one sine wave. The new 
test case is mathematically described as,  
  


m
i
BARR
1
iii0 sin  , (4.2) 
where R is the radius, 0R  is the mean radius and ,iA  iB  and i  are the amplitude, 
frequency and phase, respectively, of the ith sine wave. 
As with the rosette test case, values for ,0R  ,iA  iB  and i  are chosen by the user to 
match certain criteria: First, the range of curvature values captured by the artificial contour 
should be similar to what is expected in real flames. This range can be approximated by 
assuming that the true (physical) curvature value cannot be larger than the inverse of the 
(thermal) flame front thickness, as this is the largest curvature value the flame can 
withstand. Secondly, a reasonable value for the curvilinear rate of change of curvature has 
to be chosen, as it was shown that the choice of max)( dsd  has an influence on the 
performance of the fit [145]. There are no experimental results available for the rate of 
change of curvature, ,dsd  in real flames. It is thus necessary to calculate preliminary 
values using an initial guess for the best filter parameters as proposed by [145]. Thirdly, it 
is important that the pixelated test curve is represented using the same pixel resolution as 
used during the actual experiment. Otherwise, the artificial flame contour may not be 
pixelated in the same way and this could lead to different optimal filter settings. And 
fourthly, the test curve has to be large enough to generate a sufficient number of points 
with the same curvature value. This is necessary to obtain meaningful statistical results 
from the test curve. 
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One way to find the appropriate test curve is by using a trial and error method. 
However, this approach will lead to a large number of trials until the desired shape is 
obtained. Therefore, a more systematic approach is required. 
As already mentioned, the curvature PDF in real flames is typically Gaussian-like 
[105, 146, 147]. Similarly, most boundary-free turbulent flows have a Gaussian-like 
velocity distribution [8, 148]. Thus, one way to find reasonable values for iA  and iB  is to 
follow concepts which have been successfully applied in turbulent flows. One of these 
concepts is the eddy dissipation concept proposed by Richardson and Kolmogorov (see 
section 2.1). The cornerstone of this model is the energy transfer between differently sized 
eddies of the inertial subrange. According to Kolmogorov, the energy is transferred from 
larger eddies to smaller eddies following a -5/3-decay, which is expressed in the energy 
spectrum function (see Eq. 2.8). Kolmogorov’s expression for the energy spectrum 
function is part of the more general power-law spectrum [8], 
 
pkCkE )( , (4.3) 
where C  and p are constants. This power law expression can be used for the new test 
curve to model the relation between the energy content of the various sine waves, 
expressed by ,
2
iA  and their corresponding frequencies, .iB  Thus, Eq. 4.3 is adapted to, 
 
p
BCA
 i
2
i
. (4.4) 
The values for ,C  p and iB  are chosen by the user to obtain the required curvature and 
dsd  values for the test case. Again, one way to find suitable values for iB  is by 
following the idea of the eddy dissipation concept. According to Kolmogorov’s theory, the 
inertial subrange is marked off by a minimum and maximum wave number, mink  and maxk  
[8],  
 
6
2
min
L
k

 , (4.5) 
 
 A theoretical test curve for the analysis of digitised flame front contours 108 
 
 


60
2
max k , (4.6) 
where L is the integral and  is the Kolmogorov length scale of the flow. Thus, the 
minimum frequency of the sine waves can be set to, ,)2(0minmin RkB   and the maximum 
frequency can be set to, .)2(0maxmax RkB   It must be noted however, that Eq. 4.5 and 4.6 
are not essential for creating the test case. In principal, any other minimum and maximum 
frequency can be used to obtain a suitable range of curvature values. 
Once the minimum and maximum frequency are chosen, the values of C  and p 
will be tuned to obtain the required range of curvatures and rates of change of curvature. 
The amplitude of the sine waves, ,iA  is a function of iB  and calculated from Eq. 4.4. The 
phase of the sine waves, ,i  is selected to be a random value between – and . Based on 
the relation given by Eq. 4.4 and a sufficient number of sine waves, m, the new test curve 
is created using Eq. 4.2. An example of the new test curve is shown in Fig. 4.3. 
 
Fig. 4.3 The new test curve with m = 10, ,003.0 0min RB   ,007.0 0max RB   
0000,158 RC   and .35p  
Similar to the rosette test curve, the new test curve is a continuous curve which oscillates 
around the mean radius, .0R  But unlike the rosette, this oscillation is no longer a cyclically 
sinusoidal pattern, but a rather more random pattern with different amplitudes and 
frequencies. As a result, in the new test each curvature value will be assigned a range of 
different dsd  values not just one value, as can be seen in Fig. 4.4(a). This way, the 
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smoothing of certain curvature values is no longer biased towards a specific dsd  value, 
as in the case of the rosette, but smoothing is the result of various dsd  values. The new 
test case also produces a Gaussian-like distribution of curvature values similar to real 
flames, as can be seen in Fig. 4.4(b). The optimal smoothing parameters will therefore be 
determined by the majority of small curvatures. This is more appropriate for real flames. 
 
Fig. 4.4 (a) Normalized curvature, max dd  ( ), and rate of change of curvature, 
max)()( dsddsd   ( ), along the curvilinear coordinate of the new test 
curve, s. (b) Curvature distribution of the new test case. 
4.4 Comparison with the rosette test curve 
In the following, the new test case will be compared with the rosette test case by Chrystie 
et al. [145]. 
 For the study the new test curve was produced with maximum usable curvature 
values between ,mm5.1 -1  identical to the range of curvatures assessed by the rosette. In 
the new test curve large curvature values occur less frequently than zero curvature values 
(see Fig. 4.4(b)), the test curve was thus constructed using an overall maximum curvature 
of 
-1mm3  and all values between -1mm5.1  and -1mm3  were discarded for the best 
fit analysis. This was done in order to ensure statistically meaningful results even for the 
largest curvature values. Values of ±1.5 mm
-1
 also correspond to curvature values typically 
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observed in turbulent premixed flames. Additionally, the test curve was tuned to produce a 
maximum rate of change of curvature of ,mm7 -2  which is similar to the maximum 
dsd  value of -2mm6  for the rosette test curve. 
The required test curve was found by choosing 10 sine waves, ,35p  
,003.0 0min RB   0max 007.0 RB   and varying C  in Eq. 4.4 only. Due to the shape of the 
new test case, the number of symmetrically unique points was significantly lower 
compared to those of the rosette test case. As a consequence, the new test case was rotated 
six times and points for all rotated cases were considered in finding the optimal tuning 
parameters. 
As proposed by Chrystie et al. [145], the performance of the curve fit can be 
assessed by calculating the deviation of the measured curvature values from the theoretical 
values. The deviation is binned in terms of theoretical curvature values (bin width i ) 
and the arithmetic mean deviation in each bin, i , is calculated. The optimal filter settings 
are those which give the smallest mean deviation,  , across all curvature values assessed, 
)( 1nbins   , using,  
 
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 . (4.7) 
Figure 4.5(a) shows the deviation from theoretical curvature values for the new test curve 
(solid lines) in comparison with the rosette test curve (dashed lines) based on three second 
order polynomials with different half lengths. As can be seen, in both test cases the 
deviation from theoretical curvature is lowest for small curvatures and increases with 
increasing curvature values. The increase is more pronounced for polynomials with a 
larger filter size, as can be seen by comparing the curves for 6[2], 9[2] and 15[2]. The 
reason for this trend has been described by Chrystie et al. [145]: Polynomials with a larger 
filter size, for example 15[2], perform more spatial smoothing of the contour and therefore 
cause systematic underestimation of high curvatures. When the filter size is reduced, the fit 
performance improves and the error for high curvature values decreases accordingly. If the 
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polynomial half length is too short, for example 6[2], too few points are used for the 
smoothing and pixelation noise causes large errors across all curvature values. 
 
Fig. 4.5 Comparison between the new test case (solid lines) and the rosette test case 
(dashed lines): (a) Deviation from theoretical curvatures using a second order 
polynomial with a half length of 6 pixels, 6[2] ( ), 9 pixels ( ) and 15 
pixels ( ). (b) Curvature-averaged deviation, ,  as a function of polynomial 
half length. 
However, there is a notable difference between the results for the new test curve and the 
rosette test curve. In the new test curve, polynomials produce significantly smaller errors, 
especially at large curvatures. As a consequence, fits to the new test curve also exhibit 
smaller overall deviations, ,  than fits of the same half length applied to the rosette. This 
is illustrated in Fig. 4.5(b), which shows the overall deviations from theoretical curvature 
values as a function of polynomial half length. The decrease in error occurs across all 
polynomial half lengths. In fact, the new test curve has a minimal overall error which is 
60% smaller compared to the rosette. The reduction of overall error is a result of the wider 
range of dsd  values covered by each curvature value. By comparing the  and dsd  
curves in Fig. 4.2(a) and Fig. 4.4(a), it is found that the maximum dsd  value occurs less 
frequently in the new test curve compared to the rosette. Thus, despite having a larger 
max)( dsd  value than the rosette (
-2mm7  compared to -2mm6 ), the majority of 
dsd  values along the contour are found to be lower in the new test curve. This 
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observation is caused by the fact that in the rosette test curve the curvature values change 
from global maximum to global minimum within one oscillation of the sine wave. As a 
consequence, the rate of change of curvature reaches its maximum value during every 
cycle of the sine wave (or during every corrugation of the contour). In the new test curve 
the change of dsd  from global maximum to global minimum is avoided. As a result, 
local maxima of dsd  do not only occur at the change of  from global maximum to 
global minimum ( = 0), but at various  values. With this approach a much more random 
relation between  and dsd  is ensured, closer to what is observed in real flames. 
 Based on the discussion above, the shape of the rosette test curve favours fit 
parameters which perform better for cases with high  and dsd  values as these values 
cause larger deviations from the theoretical curvature values (see Fig. 4.5(a)). Additionally, 
in the rosette test case large curvatures occur more frequently than small curvatures (see 
Fig. 4.2(b)). As a consequence, the rosette test curve leads to selecting filter parameters 
which favour smaller filter sizes, as it was found that smaller filter sizes perform better for 
high  and dsd  values. This can be seen for example in Fig. 4.5(b), where the filter size 
with the smallest overall deviation obtained with the rosette test curve is shifted to smaller 
half lengths compared to the new test curve. In the new test case the bias towards large  
and dsd  values is avoided using the superposition of different sine waves. Additionally, 
small curvature values occur more frequently than large curvature values (see Fig. 4.4(b)). 
The optimal filter parameters obtained with the new test case are therefore shifted to larger 
filter sizes. 
The effect of the shift towards larger filter sizes can be seen more clearly in Fig. 
4.6, where the PDF of the theoretical curvature values is compared with measured 
curvature values based on the best filter parameters obtained with the rosette (6[2]) and the 
new test curve (9[2]). As can be seen, a curve fit with the optimal filter settings obtained 
from the new test curve yields curvature values which are similar to the analytical values. 
This indicates that polynomials with a half length of 9 pixels accurately measure the range 
of curvatures assessed with the test curve. The best performing fit obtained from the rosette 
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test curve however causes overestimation of larger curvature values, which can be clearly 
seen by comparing the red and black curves. A polynomial half length of six pixels is 
therefore not recommended. This result suggests that the use of the rosette test curve 
systematically over-predicts large curvature values. The use of a different test curve is 
therefore essential in finding the optimal smoothing parameters.  
 
Fig. 4.6 Comparison between PDFs of theoretical curvature ( ) and measured 
curvature using the optimal filter parameters obtained from the new test case, 
9[2] ( ) and the rosette test case with ,mm6)( -2max dsd  6[2] ( ). 
4.5 Conclusions 
Pixelation noise is inherent to digitised flame front contour images and directly affects first 
and second order derivatives associated with the contours. Usually, the digitised flame 
fronts are smoothed to remove pixelation noise. The best smoothing parameters are found 
using artificial flame front contours with known analytical solutions of the derivatives. 
In this work a study of available test curves was performed. It was found that even 
the most sophisticated test curve to date, a circle with sinusoidal corrugation (rosette) 
proposed by Chrystie et al. [145], suffers some systematic drawbacks in that it produces a 
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curvature distribution which overestimates large curvature values and it is biased towards 
large  and dsd  values by introducing a constant phase shift between the curvilinear 
profiles of  and dsd . All these characteristics result in selecting smoothing parameter 
which are better suited for small curvature values. As a consequence, the selected 
smoothing parameters overestimate small curvature values and underestimate large 
curvature values. 
 Based on current test cases, a new test curve was proposed which uses the 
advantages of the rosette and tries to overcome its drawbacks. The new test curve is 
produced by a sum of sine waves with different amplitudes, ,iA  and frequencies, ,iB
instead of just one sine wave with fixed amplitude and frequency. The amplitudes were 
chosen such that the energy content of the sine waves follow a power-law decay, 
p
BCA
 i
2
i
, which is typically observed for turbulent flows. As a consequence, sine 
waves with smaller frequencies (equivalent to small wave numbers or large eddies) are 
assigned larger amplitudes (larger energy content) than sine waves with higher frequencies. 
The immediate result is a Gaussian-like distribution of curvature values where smaller 
curvature values are more likely than larger curvature values.  
A direct comparison between the rosette test case and the new test case was 
performed in order to assess possible improvements. It could be shown that the new test 
curve removes the bias towards large values of  and dsd  by avoiding a constant phase 
relation between the curvilinear profiles of  and dsd . As a consequence, the obtained 
best smoothing parameter no longer favour large curvature values. This avoids 
overestimation of small curvature values and underestimation of large curvature values. 
The new test curve is thus more appropriate for real flames. 
The new test curve was finally used to find the optimal smoothing parameters for 
digitised flame front contours obtained from PIV seed particle images and OH-PLIF 
images. In each case, the pixel resolution of the test curve was adjusted to the pixel 
resolution of the flame images in question. The new test curve was applied to obtain 
curvature values (chapter 5) and flamelet normal vectors (chapter 6) with the least error in 
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terms of magnitude and direction. This was necessary as in both cases quantitative results 
had to be obtained. 
 
  
Chapter 5 
Flames in fractal grid generated 
turbulence 
A large part of the results in this chapter is about to be submitted to Combustion and 
Flame under the title “The structure of flames in fractal and regular grid generated 
turbulence”. In this work I performed most of the experiments and the subsequent data 
analysis. I also prepared the manuscript and produced the illustrations included. 
5.1 Introduction 
This chapter investigates the effect of fractal grid generated turbulence on the structure of 
premixed flames. It tries to assess potential benefits of using fractal grids as a new type of 
turbulence generators in premixed combustion applications. The chapter is organized as 
follows. 
First, the isothermal flow fields were characterised using HW anemometry and 
PIV. Differences between the two types of turbulence are discussed in section 5.2. Then, 
the structures of premixed methane-air flames, which were stabilised in the turbulent flow 
fields of the two types of grids, were compared. The comparison can be found in section 
5.3. 
The flames were stabilised on a 1.02 mm diameter wire across the duct outlet. In a 
first set of measurements, the wire was positioned 180 mm downstream of the grids. This 
set of measurements is referred to as FG1 to FG4 (fractal grids 1-4) and RG-180 (the 
regular grid with the wire positioned 180 mm downstream of the RG). In a second set of 
measurements the wire was positioned 50 mm downstream of the regular grid. At 50 mm 
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the turbulence intensity, ,uu  produced by the RG was similar to those produced by the 
FGs at 180 mm, as will be shown later. This allowed a back-to-back comparison between 
the flames stabilised in the turbulence fields of both types of grids. The second set of 
measurements is thus referred to as RG-50. The comparison of the flames was performed 
in terms of flame surface density, flame brush thickness, flame front curvature and 
turbulent burning velocity. The normalized turbulent burning velocity, 
lt ss , were also 
correlated with the normalized velocity fluctuations of the flow, 
l' su , and the obtained 
semi-empirical correlations were used to validate existing correlations for turbulent 
burning velocity. The findings are discussed and suggestions are given as to how current 
correlations of turbulent burning velocity could potentially be improved. The chapter ends 
with a summary and tries to answer the question whether fractal grids are beneficial for 
premixed combustion applications. 
5.2 Isothermal flow field characteristics 
5.2.1 Inflow conditions at grid location 
Hot-wire measurements were performed in the exit plane of the burner (xz-plane) with no 
turbulence grid in place to assess the inflow conditions of the burner. Measurements along 
the x- and z-direction were performed to characterize the flow in terms of the mean flow 
velocity, u , and the local free stream turbulence, uu , using the local mean velocity. The 
mean flow velocity averaged over the exit plane was measured to be 4.01 m/s with a 
standard deviation of 0.15 m/s. The free stream turbulence intensity in the same 
measurement plane was 3.2% on average with a standard deviation of 0.6%. Profiles of the 
mean velocity, u , and the turbulence intensity, uu , along the x- and z-direction are 
shown in Fig. 5.1. A good agreement between the two profiles is observed with deviations 
below the standard deviation of the respective quantity, as indicated by the dashed lines. 
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Based on these measurements the burner provided the sufficiently homogeneous flow field 
and low free stream turbulence which was necessary for the subsequent grid investigations. 
 
Fig. 5.1 Mean streamwise velocity, u , and local turbulence intensity, uu , profiles 
along the x-axis ( ), and z-axis ( ) for a downstream position of y = 0 mm. 
Dashed lines indicate the standard deviation of 0.15 m/s and 0.6%, 
respectively, as calculated from 25 measurement points in the (x,0,z) plane. 
5.2.2 Downstream development of turbulence 
Figure 5.2 shows the downstream evolution of local turbulence intensity, uu , of the four 
fractal grids (FG1-FG4) and the regular square grid (RG) between y = 50 mm and 
y = 300 mm. For clarity, the overlapping measurement points resulting from the use of the 
various downstream ducts are not shown. As can be seen, the RG, which had more than 
double the blockage ratio of the FGs, produced the largest turbulence intensity at around 
50 mm downstream of the grid. However, the turbulence intensity decayed rapidly as the 
value of the downstream distance increased, following a power law decay, ,nyu   
which is as expected for regular grid generated turbulence [6]. In contrast, the turbulence 
intensity of the FGs first increased over a large range of streamwise distances until it 
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peaked and then decayed at a rate which was different from that of the conventional 
turbulence grid.  
 
Fig. 5.2 Downstream development of the turbulence intensity, uu , for the regular 
grid RG ( ) and the fractal grids FG1 ( ), FG2 ( ), FG3 ( ) and FG4 
( ). 
The position of maximum turbulence intensity could be shifted downstream by decreasing 
the blockage ratio, , or increasing the bar-width ratio, tR , as can be seen by comparing 
the graphs for the FG1, FG2 and FG3. Similarly, the value of maximum turbulence 
intensity could be increased by increasing the blockage ratio and decreasing the bar-width 
ratio of the fractal grid. Thus, with the appropriate design parameters, a peak turbulence 
intensity similar to that of a regular grid could be achieved but significantly further 
downstream of the grid. These observations are similar to those obtained in previous wind 
tunnel experiments [49, 50, 53] for much larger grids. 
 The existence of the distinct turbulence production region is the result of the wake 
interaction behind the differently sized bars of the fractal grid, as described in section 2.3. 
The downstream position of maximum turbulence intensity, ,peaky  was compared with the 
wake-interaction length scale, ,0
2
0
* tly   introduced by Mazellier and Vassilicos [53], 
who showed that .45.0
*
peak yy   The location of maximum turbulence intensity is slightly 
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over-predicted when using this relation, which can be attributed to the different size of 
their grids. However, the trend is predicted correctly. This can be seen by comparing the 
distributions for the FG2 and the FG4 in Fig. 5.2. Both grids were designed to have a 
similar *y  value (see Tab. 3.1) and also produced the largest turbulence intensity at a 
similar downstream position. 
 The downstream development of the integral scale and Taylor microscale is shown 
in Fig. 5.3 for a fractal grid and a regular grid. For clarity, only data of FG2 and RG are 
shown. Both the integral and the Taylor length scale of the RG increased with increasing 
values of the downstream position. This is common for regular grid generated turbulence 
[6]. The two length scales of the FG2, on the other hand, were almost constant over the 
entire range of streamwise distances. 
 
Fig. 5.3 Downstream development of (a) the integral scale, L, and (b) the Taylor 
microscale, , for the fractal grid FG2 ( ) and regular grid RG ( ). 
As both length scales remained constant while the turbulence intensity decayed 
downstream, the downstream development of the turbulent Reynolds 
number, /'Ret Lu , as well as the Taylor-based Reynolds number,  /'Re u , had 
the same distinct rise and decay as observed for the turbulence intensity. This is interesting 
for two reasons. Firstly, a decaying turbulence at a constant length scale (either integral or 
Taylor) implies a direct departure from what is generally known for decaying 
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homogeneous isotropic turbulence where the energy dissipation rate, , is calculated via 
LuC /'3  with constC  [149]. This has been first noticed by Hurst and Vassilicos 
[49] and is extensively discussed in [51, 53]. Secondly, and maybe more important for 
combustion applications, it means that in principle the level of turbulence intensity can be 
chosen independently of the length scale of the flow by moving to different locations 
downstream of the fractal grid. This could be especially beneficial for combustion 
technology as will be explained later. 
5.2.3 Non-classical decay of turbulence 
One way to describe the non-classical behaviour of turbulence decay is the so-called “self-
preserving single-length scale decay” [150, 151]. According to this concept, the energy 
spectra obtained at two different downstream positions (or two different Reynolds 
numbers) can be collapsed using one turbulence length scale (either Taylor or integral) as 
opposed to two turbulence length scales (i.e. the integral and Kolmogorov) in the case of 
regular grid generated turbulence [12]. This particularity was pointed out in refs. [49, 50] 
and more recently by Valente et al. [51] using extensive wind tunnel measurements. In an 
attempt to demonstrate whether this behaviour can also be observed in the data presented 
here, the approach by Valente et al. [51] was followed. Figure 5.4 shows the one-
dimensional energy spectra for the RG and FG2. The energy spectra were normalized with 
u  and  for the downstream locations of 150 mm and 210 mm which are denoted by 1 
and 2, respectively. At these two downstream locations the ratio of the Taylor-based 
Reynolds number was similar for both types of grids,   4.1ReRe
RG21
  compared 
to   3.1ReRe
FG21
 , which indicates a similar decay of turbulence between 150 mm and 
210 mm. The one-dimensional energy spectra, E(k), were calculated using [8],  
 

dkfukE 


0
2 )cos()('
2
)( . (5.1) 
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It can be seen that, in the case of the RG (Fig. 5.4(a)) the energy spectra collapsed 
reasonably well for smaller frequencies but showed an increasing discrepancy towards 
larger frequencies. This is in line with Richardson-Kolmogorov turbulence where an outer 
and inner length scale is required to collapse both the large-scale and the small-scale 
frequencies of the turbulence spectra [12]. The one-dimensional frequency spectra of the 
FG2 (Fig. 5.4(b)), on the other hand, showed a good collapse across all frequencies. This is 
in agreement with previous measurements of fractal grid generated turbulence [49-51, 53] 
and indicative of a single length-scale decay [150, 151].  
 
Fig. 5.4 Compensated one-dimensional energy spectra normalized with u  and  at two 
different downstream positions (  150 mm,  210 mm) for (a) the RG and 
(b) the FG2. 
Recently however, Valente [56] pointed out that a purely visual validation of the concept is 
not sufficient to prove a single length-scale decay of turbulence. In investigating the 
downstream decay of fractal grid generated turbulence with more scrutiny, he even finds 
that the use of two sets of length scales, L and , may be more adequate to describe the 
turbulence decay behind fractal grids. Thus, to date it is unclear how the non-classical 
turbulence decay behind fractal grids should be described correctly. The fact remains 
however, that the downstream decay of FGs is fundamentally different to what is currently 
known for grid generated turbulence produced by regular turbulence generators. It would 
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thus be interesting to investigate how this novel and unique flow field affects the structure 
of premixed flames. 
When comparing the flames it is however important to not only characterize the 
flow field at the centreline of the burner, as done before, but across the entire region of the 
flame. This is necessary as the differences between the flames, or lack thereof, could be - 
for example - due to an inhomogeneous velocity profile or due to variations of the integral 
length scale. In order to address these possibilities, the isotropy and homogeneity of the 
isothermal flow fields were investigated across the entire flame region which was used for 
the subsequent flame analysis. 
5.2.4 Large-scale isotropy and homogeneity 
To differentiate between the terms “isotropy” and “homogeneity” one may resort to 
definitions given in [8]: 
“A statistically homogeneous field is, by definition, statistically invariant under 
translations (i.e. shifts in the origin of the coordinate system). If the field is also 
statistically invariant under rotations and reflections of the coordinate system, then it is 
(statistically) isotropic.” 
Based on the definitions given above, one way to assess isotropy of a flow field is 
by comparing velocities measured at the same location but in different directions of the 
flow (i.e. rotations of the coordinate system). Consequently, one way to assess 
homogeneity of a flow field is, for example, by comparing velocities measured at different 
locations (or times) but in the same direction of the flow (i.e. translation of the coordinate 
system). 
In this study isotropy of the flow fields was assessed by comparing the root-mean-
squared velocity fluctuations in longitudinal (streamwise), u , and transversal direction, .v  
The ratio, ,vu   is called the isotropy factor of the flow, and usually used to quantify 
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large-scale isotropy of the flow. For an isotropic flow vu   should be equal to one [8]. 
Homogeneity of the flow fields was assessed by measuring the transverse profiles of the 
mean velocity, ,u  the root-mean-squared velocity fluctuations, ,'u  and the turbulence 
intensity, .uu  
Previous measurements of the isotropy factor in the wake of fractal grids showed 
values of 1.1 to 1.2 [49, 51, 56, 152] for downstream distances, ,peakyy  similar to those in 
this study. Those measurements were predominantly performed on the centreline of the 
grid. In Fig. 5.5 the isotropy factors of the FG2, FG4 and the regular grid RG-50 are shown 
over the entire region (xy-plane) of the flame measurements (45 mm x 45 mm). Note that, 
the field of view started at the position of the flame stabilising wire, i.e. for the FG2 and 
FG4 at mm180wire y  and for the RG-50 at .mm50wire y  The isotropy factors thus 
obtained were between 0.9 to 1.2 for most of the field of view and similar to the centreline 
measurements, except for a small region in the lower left corner of the FG2 where the 
isotropy factor was larger than 1.2. This exception was probably caused by slightly 
inhomogeneous inflow conditions. Compared to the FG2, the flow field of the FG4 was 
more isotropic. This was expected as the FG4 had a larger number of fractal iterations 
which increased the homogeneity of the flow [49]. The RG-50, which is shown for 
comparison, had a similar level of isotropy, but compared to the FGs was somewhat less 
homogeneous across the duct. This was probably caused by the fact that the field of view 
was only 7 mesh sizes away from the grid, which was necessary to achieve turbulence 
intensities similar to those of the FGs further downstream (see Fig. 5.2). As a consequence, 
at 7 mesh sizes downstream of the RG-50, the flow field might not have been fully 
developed. A more homogeneous distribution of the isotropy factor was observed for the 
RG-180. 
Overall, the isotropy factor measured in the turbulence fields produced by the grids 
was between 0.9 and 1.2, which is a deviation of about 10-20% from a statistically 
isotropic flow field. 
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Flow homogeneity behind fractal grids was previously investigated by Mazellier 
and Vassilicos [53] who compared velocities behind the openings of the grid with 
velocities behind the bars of the grid. The authors concluded that any inhomogeneities 
arising from the inhomogeneous distribution of the openings and the bars become 
negligible as soon as the flow enters the decay region of turbulence. This is in agreement 
with Valente et al. [51] who reported that in the entire decay region of turbulence, the 
streamwise rate of change of turbulence length scales was small compared to the length 
scales themselves, LzL  . 
In Fig. 5.5 the transverse profiles of the mean velocity, ,u  the root-mean-squared 
velocity fluctuations, ,u  and the turbulence intensity, ,uu  are shown for a downstream 
position of 10 mm above the flame stabilizing wire, as indicated by the dashed lines in the 
contours of the isotropy factor. This position was just upstream of the flame brush and also 
used to measure the flame properties later on. In all cases the velocity profiles were 
symmetric. The RG-50 had a flat mean velocity profile with some minor inhomogeneities 
due to the short distance away from the grid. The velocity profiles of the FGs showed a 
mild maximum on the centreline of the burner. This was due the inhomogeneous 
distribution of openings and bars across the grid which caused a smaller pressure drop in 
the centre of the grid. The mild maximum could be decreased by increasing the number of 
fractal iterations, as done in the case of FG4 where the overshoot of centreline velocity was 
significantly reduced. Integrating the velocity profiles across the entire duct yielded the 
bulk velocity of 4 m/s. 
Apart from a purely visual inspection of the velocity profiles, the homogeneity of 
the flow fields was further quantified by a homogeneity value. The homogeneity value was 
calculated from the difference between the maximum and minimum mean velocity across 
the duct, ,minmax uuu   divided by the bulk velocity of 4 m/s. Hence, smaller 
homogeneity values indicate a more homogeneous velocity distribution across the duct. 
Following this approach, the homogeneity value of the FG2 was calculated to be 26%, 
compared to just over 10% produced by the RG-50, which was owed to the more 
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homogeneous geometry of the regular grid. However, the homogeneity value could be 
decreased to about 17% for the FG4 by increasing the number of fractal iterations from 
three to four. 
 
Fig. 5.5 Assessment of flow isotropy and homogeneity in the region of the flame 
investigations for the FG2 (three fractal iterations), the FG4 (four fractal 
iterations) and the RG-50. The field of view started at mmy 180wire   
downstream of the grid for the FG2 and FG4 and at mmy 50wire   for the 
RG-50. The transverse profiles of the isotropy factor, vu   ( ), the integral 
scale, L ( ), the Taylor microscale,  ( ), the mean velocity, u  ( ), the 
root-mean-squared velocity fluctuations, 'u  ( ), and the turbulence intensity, 
uu'  ( ), were extracted 10 mm downstream of the flame stabilizing wire, 
indicated by the dashed line. 
Additionally, transverse profiles of the integral length scale, L, and the Taylor microscale, 
, were measured for the same downstream position, i.e. 10 mm downstream of the flame 
stabilizing wire. Despite the more inhomogeneous velocity distribution produced by the 
FGs, there was only little variation of the integral and Taylor length scale observed across 
the duct. Especially in the case of the integral length scale, this variation can be attributed 
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to the limited correlation length and the fact that the autocorrelation function did not 
always decay to zero, as already mentioned in section 3.4.3. The Taylor microscale, which 
was calculated by fitting a parabola at the origin of the correlation function, was thus less 
affected by the limited field of view, and hence was more uniform across the duct. Again, a 
more homogeneous profile was achieved by increasing the number of fractal iterations as 
can be seen by the profiles of the FG4. The transverse profiles of the RG-50 were again 
uniform. 
In summary, it is noted that both types of grids produced a similar level of large-
scale isotropy and flow homogeneity across the investigated field of view of 
45 mm x 45 mm. Flow homogeneity downstream of the FGs could be further improved by 
increasing the number of fractal iterations, as shown for the FG4. It would have been 
desirable to use FGs with four iterations only, but due to the small burner width of 62 mm 
and manufacturing limitations this was not possible in this study. 
5.3 Structure of premixed flames 
5.3.1 Investigated flames and flame regime 
The first set of flame measurements was performed using the 150 mm long duct with the 
flame stabilizing wire positioned 30 mm downstream of the burner mouth, i.e. 180 mm 
downstream of the grids. This position was chosen so that the flame was established in the 
turbulence decay region of the FGs to ensure a sufficiently homogeneous and isotropic 
flow field and reasonably high turbulence intensity for the RG at the same time. However, 
at 180 mm the turbulence intensity of the RG was less than half of that produced by the 
FGs at the same downstream position, although the blockage ratio of the RG was almost 
twice as large. The RG-180 flames were therefore in a different combustion regime 
compared to the FG flames. This can be also seen from the combustion regime diagram 
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[21, 39] in Fig. 5.6, where the normalized velocity fluctuations, ,' lsu  are plotted against 
the normalized integral length scales, lL , of the flow for all investigated flames.  
 
Fig. 5.6 Borghi-Peters diagram of RG-50 ( ), RG-180 ( ), FG1 ( ), FG2 ( ), 
FG3 ( ) and FG4 ( ) flames. The three data points of each grid from top 
to bottom belong to  = 0.7, 0.8 and 0.9, respectively. 
Note that, the laminar burning velocities m/s,15.0l s  0.25 m/s and 0.33 m/s were 
obtained from Rozenchan et al. [153] and the thermal flame thickness mm,68.0l   
0.55 mm and 0.48 mm from Lafay et al. [154] for  = 0.7, 0.8 and 0.9, respectively. The 
velocity values for u  and u  were taken from the non-reacting PIV data, 10 mm 
downstream of the position of the wire. The integral length scale was taken from the 
centreline hot-wire measurements in non-reacting flow at the same downstream position. 
The three points of each grid from top to bottom correspond to  = 0.7, 0.8 and 0.9, 
respectively.  
In a second set of measurements the 30 mm long duct was used and the flame was 
stabilised 20 mm downstream of the burner mouth, i.e. 50 mm downstream of the RG. At 
this downstream position the level of turbulence intensity was similar to that of the FGs at 
180 mm (see Fig. 5.2). By stabilizing the flames 50 mm downstream of the RG, the RG-50 
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flames were in the same combustion regime as the FG flames, i.e. in or near the corrugated 
flamelet regime. Note that, due to the smaller integral length scale, the RG-50 flames were 
further to the left in the Borghi-Peters diagram. 
In the next sections the structures of the premixed flames are compared in terms of 
flame surface density, flame brush thickness, flame front curvature and turbulent burning 
velocity. The comparison was performed for flames with an equivalence ratio of  = 0.7, 
except for the comparison of turbulent burning velocities where all data was used to 
generate more data points for correlations of turbulent burning velocity. The data used for 
the comparison is summarized in Tab. 5.1.  
Tab. 5.1 Parameters used for the flame comparison ( = 0.7). The laminar burning 
velocity is sms /15.0l   [153] and the thermal flame front thickness is 
mm68.0l   [154]. The velocity values u  and u  were taken from the non-
reacting PIV data, 10 mm downstream of the wire. The integral length scale 
L was taken from the centreline hot-wire measurements in non-reacting flow 
at the same downstream position. 
Parameter RG-50 RG-180 FG1 FG2 FG3 FG4 
mm,wirey  50 180 180 180 180 180 
m/s,u  3.87 4.04 4.28 4.15 4.14 4.11 
lsu  3.25 1.32 2.62 2.87 3.10 2.84 
lL  5.89 9.92 11.34 11.00 12.05 12.22 
tRe  130 89 204 215 254 236 
 
5.3.2 Flame surface density and flame brush thickness 
The mean flame surface density (FSD), ,Σ  describes the flame surface area per unit 
volume. In a predominantly two-dimensional flame, the FSD can be calculated from the 
mean flame perimeter within a two-dimensional interrogation window as outlined in [155, 
156]. The mean FSD was calculated from the planar CPIV images by integrating the 
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continuous path length variable, s, of the flame contours across an interrogation window of 
0.8 mm by 0.8 mm, averaged over 2100 images. 
 In Fig. 5.7 the two-dimensional distributions of the mean FSD are shown for the 
RG-180 and FG2.  
 
Fig. 5.7 Two-dimensional distributions of mean FSD, ,Σ  of the RG-180 flame (left) and 
the FG2 flame (right). Both flames were stabilised 180 mm downstream of the 
turbulence grids. 
In the case of the FG2 a broad distribution of the FSD was observed with a width of around 
5 mm near the flame anchor, rapidly increasing further downstream. The broad distribution 
of the FG2 indicates the large level of flame corrugation within the entire field of view of 
the CPIV measurements due to the high level of turbulence produced by the fractal grid. 
Compared to the FG2, the mean FSD distribution of the RG-180 flame appeared more 
confined throughout the entire field of view. Thus, it is noted that the FG2 produced a 
much more corrugated flame compared to the RG-180. This, however, was expected as the 
normalized velocity fluctuations, ,lsu  of the FG2 at 180 mm downstream of the grid 
were 2.87, compared to 1.32 for the RG-180 (see Tab. 5.1). 
 In a next step, transverse profiles of the mean FSD were extracted for all six flames 
(FG1-FG4, RG-180 and RG-50). Thus, the FG flames were also compared with the RG-50 
flame which was subjected to normalized velocity fluctuations, ,lsu  of 3.25, similar to 
those of the FG flames of around 3 (see Tab. 5.1). The profiles were extracted 10 mm 
 Flames in fractal grid generated turbulence 131 
 
downstream of the flame anchor, which is the position where the turbulence field were 
characterised (see Fig. 5.5 and Tab. 5.1). The profiles were extracted normal to the 5.0c
 iso-surface to account for different flame angles and shifted along the normal axis, ,0.5  in 
order for the FSD peaks to coincide at the same transverse position. The results for the left 
branch of the flame are shown in Fig. 5.8(a).  
 
Fig. 5.8 Profiles of FSD, ,Σ  for the RG-50 ( ), RG-180 ( ), FG1 ( ), FG2 ( ), 
FG3 ( ) and FG4 ( ) flames as function of (a) the coordinate normal to 
the brush, ,0.5  and (b) the mean reaction progress variable, .c  The profiles 
were extracted 10 mm downstream of the flame stabilizing wire. 
It is noted that the peak value of mean FSD distribution, ,maxΣ  decreased with increase in 
normalized velocity fluctuations, ,' lsu  as produced by the grids (see Tab. 5.1), and the 
mean FSD distributions broadened, which indicates an increased level of flame corrugation 
due to the higher levels of turbulence. This trend is well known for V-shaped flames and 
was previously reported by [156-160]. In Fig. 5.8(b) mean FSD profiles as a function of 
the mean reaction progress variable, ,c are shown as well. As can be seen, maxΣ  decreased 
as the profiles widened, which is commonly observed for V-shaped flames [20, 158]. 
Interestingly though, for similar values of ,' lsu  the flame produced by the FG3 and 
the flame produced by the RG-50 showed similar transverse profiles of mean FSD, in 
terms of the coordinate normal to the brush, ,0.5  and in terms of the mean reaction 
progress variable, .c  This was surprising as it was expected that the unique turbulence field 
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of the FGs and their interesting downstream development of the integral length scale may 
cause a different flame structure, for example by producing a larger FSD or an increased 
flame brush. This was clearly not the case. 
However, the comparison performed so far was only at one downstream position 
and did not account for any evolution of the flames. As a consequence, in the next step the 
downstream development of the flame brush was investigated for all six flames. The flame 
brush thickness describes the average movement of the flame around its mean value and 
determines the spatial boundaries over which the turbulent flamelets are located. A 
different flame brush therefore implies a different length scale of the flow which might 
also be associated with a different turbulent burning velocity of the flame. In order to 
quantify the downstream development of flame brush thickness, transverse profiles of the 
mean FSD distribution similar to those in Fig. 5.8(a) were extracted normal to the 5.0c  
iso-surface for both branches of the flame every 3 mm downstream of the flame anchor 
and fitted to the sum of two Gaussian distributions. The brush thickness, ,T  was then 
defined as the average of the widths of the two Gaussian distributions. Other authors [147, 
161] have chosen to define the brush thickness as the perpendicular width between the 
1.0c  and the 9.0c  iso-surfaces: at any rate, use of this alternative definition does not 
affect the conclusions reported here. 
In Fig. 5.9(a) the downstream development of brush thickness is shown for all six 
flames as a function of downstream distance above the wire. Similar to what was observed 
in the mean FSD images (see Fig. 5.7), the RG-180 flame had the smallest flame brush 
with a width of around 2.5 mm just above the wire. The brush increased linearly as the 
flame spread downstream of the anchor. A similar development was also observed for the 
FGs and the RG-50 flames, although their brush thicknesses were considerably larger than 
that of the RG-180 flame. The width of the brush also increased with increasing values of 
normalized velocity fluctuations, ,' lsu  similar to what was observed in Fig. 5.8 for the 
widths of the FSD profiles. 
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Fig. 5.9 Downstream development of mean brush thickness for the RG-50 ( ), 
RG-180 ( ), FG1 ( ), FG2 ( ), FG3 ( ) and FG4 ( ) flames: (a) 
Tδ  
as a function of downstream distance from wire. (b) Dimensionless brush 
thickness, ,LδT  as a function of dimensionless time,  .uLt   The solid line 
represents Taylor’s theory of turbulent diffusivity (Eq. 5.2). 
 The downstream development of brush thickness has been studied by many authors 
before, such as by refs. [161-163] in V-shaped flames, refs. [162, 164] in Bunsen type 
flames and refs. [165-167] in freely propagating spark ignition flames. All these references 
report an increase of flame brush with increasing distance from the flame anchor or 
increasing time from the ignition event, similar to Fig. 5.9(a). Recently, the data on flame 
brush was reviewed by Lipatnikov et al. [23] who concluded that Taylor’s theory of 
turbulent diffusivity [8] is an adequate way to describe the growth of the brush thickness,  
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In Eq. 5.2, t is the time from the ignition event, L is the integral length scale of the flow 
and u  its root-mean-squared velocity fluctuations. For stationary flames, such as V-
shaped flames, refs. [20, 23] pointed out that t can be replaced by the convective time, 
,uyt   according to Taylor’s hypothesis. 
Taylor’s theory of turbulent diffusivity was applied to the mean flame brush data of 
the investigated flames and Fig. 5.9(b) shows the dimensionless brush thickness, ,LδT  as 
a function of the dimensionless time,  .uLt   The mean flame brush data obtained from 
the six different flames collapsed to a more or less common development. The solid line, 
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which represents the best fit of Eq. 5.2 to the data, predicted very well the growth of the 
flame brush with increasing distance from the flame holder for all six flames. It is also 
noted that, the shape of the solid line is almost a straight line which implies that the flame 
brush grew linearly with time. This behaviour was reported by other authors as well (see 
for example [23] and references therein) and reflects the limiting case of convective times, 
,uyt   considerably less than the large eddy turnover time, .uL   For this case, Eq. 5.2 
reduces to tu'T   and the growth of the brush no longer depends on the integral scale of 
the flow [20, 23]. 
 So far, according to data for mean FSD, flame brush thickness and its development 
downstream of the flame anchor, the fractal grid generated turbulence does indeed generate 
a more corrugated flame. However, the increase in flame corrugation can be described 
within the current framework of turbulent premixed flames. Therefore, the question 
remains whether the unique flow field has any additional unnoticed effect on the flame. In 
this respect it would be wise to not only look at the large scale corrugation of the flame, as 
done before, but to investigate the entire range of length scales present in the corrugated 
flame front. The next section therefore focuses on local flame front wrinkling. The 
question is whether for the same level of turbulence, flames in fractal generated turbulence 
cover the same range of wrinkles as flames in regular grid generated turbulence.  
5.3.3 Local flame front wrinkling 
Local flame front wrinkling is best expressed in terms of flame front curvature, , as this 
quantity covers the whole spectrum of wrinkles observed in flames and not just large-scale 
wrinkles which account for most of the flame’s corrugation. Additionally, the flame front 
curvature is calculated from instantaneous flame front contours and not by spatially 
averaging over a number of contours as in the case of mean FSD and flame brush. The 
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flame front curvature therefore holds the potential to gain more insight into the local 
structure of flames and thus potentially reveals more subtle differences between them. 
 Curvatures were calculated from the first and second order derivatives of the 
curvilinear coordinate, s, of the flame front contour according to Eq. 3.12. Digitisation 
noise was minimized by applying spatial smoothing to the digitised contours. The filter 
size chosen was based on the optimal filter settings obtained from the artificial test curve 
described in chapter 4. It was ensured that the test curve was pixelated using the same size 
pixels as used during the recording of the flame images to reduce systematic errors arising 
from the use of such artificial test curves. Based on the test curve a second order 
polynomial curve fit with a half length of 9 pixels was chosen. The overall deviation of the 
curve fit from the theoretical curvature values of the test curve was below 0.11 mm
-1
. 
Figure 5.10 shows the curvature distributions of the six investigated flames 
( = 0.7) which were calculated from more than 4,000 contours. The bin size of the 
histograms is 0.1 mm
-1
. In all six cases a symmetric distribution with a zero mean 
curvature was observed. The curvature distributions showed only a small bias towards 
positive curvature values (increasingly so for smaller values of ),' lsu  which indicates that 
the flames were subject to a negligible effect of flame cusping [146]. The width of the 
distribution increased with increasing values of .' lsu  Equally, the number of zero 
curvature values decreased with increasing values of l' su  which can be seen by 
comparing the curvature distributions of the weakly turbulent RG-180 flame with the 
intensely turbulent FG and RG-50 flames. The maximum absolute curvature values ranged 
from 1 mm
-1
 for the RG-180 flame to 2 mm
-1
 for the RG-50 and FG flames. This 
corresponds to flame radii of around 0.5 mm, which are in the region of the magnitude of 
the laminar flame thickness, .l  
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Fig. 5.10 Probability density functions (PDF) of the flame front curvature, , for the 
RG-50 ( ), RG-180 ( ), FG1 ( ), FG2 ( ), FG3 ( ) and FG4 ( ). 
Finally, it was also noted that PDFs of the RG-50 and FG3 flames were similar across the 
entire range of curvatures, except for some minor discrepancies around zero curvatures 
which were probably caused by remaining digitisation noise. The result in Fig. 5.10 clearly 
shows that the spectrum of small-scale wrinkling was not affected by the presence of 
fractal grid generated turbulence, as long as the level of normalized velocity fluctuations, 
,' lsu  was similar. 
Additionally, in Fig. 5.11 the frequency spectrum of total flame length is shown for 
all six flames. The spectra were calculated from the time series of the flame images. For 
each image the total length of the flame, S, was calculated by integrating the curvilinear 
coordinates, s, of all contours within the entire field of view of the measurements. The time 
series was then converted into frequency space using Welch’s modified periodogram [168] 
with a Hamming window size of 64 ms and 50% overlap. It can be seen, that the total 
length of the flame was similar for the RG-50 and FG flames across the entire range of 
frequencies assessed. The RG-180 flame, on the other hand, had a considerably smaller 
length due to the lower turbulence level of the flow. As there was no significant 
discrepancy observed between the frequency spectra of the RG-50 and the FG flames, it 
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can be concluded that both types of flames also cover the same frequency range of small-
scale wrinkles. 
 
Fig. 5.11 Power spectral density of total length of flame, S, for the RG-50 ( ), RG-180 
( ), FG1 ( ), FG2 ( ), FG3 ( ) and FG4 ( ). 
 Thus, based on profiles of mean FSD distribution, downstream evolution of flame 
brush thickness and local flame front wrinkling, it is found that for a similar level of 
turbulence, the spatial appearance of flames in regular and fractal grid generated 
turbulence is in fact very similar. As a final parameter for investigating the possibility of a 
difference between flames in fractal and regular grid generated turbulence, the turbulent 
burning velocity of all flames investigated here was compared. 
5.3.4 Turbulent burning velocity 
The turbulent burning velocity, ts , characterizes the rate at which reactants are consumed 
by the flame, larger values of ts  indicating higher burning rates of the flame. In this study, 
the turbulent burning velocity of 18 V-shaped flames, stabilised in the turbulence field of 
four fractal grids and one regular grid (at two downstream positions), were measured. The 
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normalized turbulent burning velocity, lt ss , was evaluated as a function of the 
normalized velocity fluctuations of the flow, lsu , and correlations of turbulent burning 
velocity were found. 
 As pointed out in section 2.2, a suitable semi-empirical correlation of turbulent 
burning velocity is [21],  
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which is a modification of Damköhler’s theory [38], ,ltlt AAss   and one of several 
possible expression that have been derived during the years. The parameter n is determined 
from a best fit of Eq. 5.3 to the experimental data and expected to be close to 0.5 [20, 23]. 
The parameter C is expected to be proportional to lL  [39] or a function of the turbulent 
Reynolds number [20, 23], as explained in section 2.2. If Eq. 5.3 represents a suitable 
correlation of turbulent burning velocity, then a least-square fit of Eq. 5.3 to the 
experimental values of lt ss  should show a reasonably good collapse for flames in regular 
and fractal grid generated turbulence. 
 Based on this idea the turbulent burning velocity was determined from the mean 
half-angle of the V-shaped flame, , and the local mean velocity of the approaching flow, 
u , using, sint us   [21]. The mean flame angle was determined as that between the 
5.0c  iso-surfaces of the left and the right branch of the flame and the mean velocity was 
taken from the average velocity profiles just ahead of the flame brush as given in Tab. 5.1. 
The data was then normalized with the laminar burning velocity, as given by Rozenchan et 
al. [153], and a least-square fit of Eq. 5.3 was applied to the experimental data. 
In Fig. 5.12(a) the turbulent burning velocity of all 18 investigated flames shows 
that the burning velocity ratio, ,lt ss  increased with .lsu  The experimental data could be 
collapsed using   ,59.41 49.0llt suss   which represents the best fit of Eq. 5.3 to the 
data and is indicated by the solid line in Fig. 5.12(a). The exponent of the correlation was 
close to Damköhler’s proposed value of 0.5, which was expected, and the parameter C was 
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a constant. It is also noted that no length scale dependency was needed to collapse the data, 
as can be seen in Fig. 5.12(b) more clearly.  
 
Fig. 5.12 (a) Normalized turbulent burning velocity, lt ss , as a function of the 
normalized velocity fluctuations of the flow, lsu , for the RG-50 ( ), RG-180 
( ), FG1 ( ), FG2 ( ), FG3 ( ) and FG4 ( ). Points from right to 
left are for  = 0.7, 0.8 and 0.9, respectively. The solid line shows the best fit of 
Eq. 5.3 to the experimental data. (b) Normalized turbulent burning velocity as 
a function of the best fit. 
In fact, when choosing a correlation with the two dimensionless groups tRe  and lsu , the 
experimental data was best represented by   ,Re75.61 5.0l
08.0
tlt suss 

 which implies 
that lsu  was the dominant factor in the correlation and the length scale dependency was 
negligible in the flames investigated here. A similar trend was observed when the Taylor-
based Reynolds number, ,Reλ  or the length scale ratio lL  were chosen instead of .Ret  
Then, the best correlations were   52.0l
11.0
lt Re75.61 suss 

  and 
    ,43.61 45.0l
12.0
llt suLss 

  respectively. Moreover, by choosing a Reynolds 
number dependency such as   ,Re1 l
25.0
tlt
n
suAss   as for example suggested by 
Guelder [35, 36], the experimental data did not collapse. 
 It is interesting that the experimental data of turbulent burning velocity could be 
collapsed without the length scale information of the flow field. Therefore, a literature 
review was performed as to the role of the integral scale, L, in current correlations of 
turbulent burning velocity. In the review paper by Lipatnikov [23], one section is dedicated 
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to this topic. He finds that various authors [36, 169-171] use different expressions for the 
turbulent burning velocity as a function of the integral scale, ranging from 
17.0
t Ls   to 
.5.0t Ls   He concludes that, due to the large scatter of correlations, the influence of L on 
ts  is currently unclear and he therefore recommends a more thorough investigation. 
Driscoll [20] comes to a similar conclusion and assumes the discrepancy is partly due to 
the experimental procedure by which the correlations are established. For example, often 
the integral length scale cannot be changed without changing other parameters as well, 
such as the level of turbulence. Moreover, often the length scale is only measured at one 
specific location of the experiment, such as the exit plane of the burner or the centre of an 
ignition bomb, and not at the location of the actual flame brush. 
 When it comes to correlations of turbulent burning velocity, they are generally two 
ways to measure the turbulent burning velocity as a function of the reactants’ flow field. 
One way is to use a combustion bomb [21] where the turbulent flow field inside the bomb 
is created with the help of two or four mutually opposed fans. A flame is initiated by a 
spark in the centre of the vessel and the subsequent propagation of the spherical flame is 
monitored. The rate of change of flame diameter is then defined as the turbulent burning 
velocity. Advantages of the combustion bomb are, apart from needing no explicit method 
of anchoring the flame, the ability of studying transient flame phenomena, flame 
propagation under elevated pressure and the possibility of covering a large range of length 
scales. The latter is particularly useful for correlations of the turbulent burning velocity, 
which is why many of the databases [30, 31, 35, 172] contain a considerable amount of 
experimental data obtained from combustion bombs. One disadvantage of the combustion 
bomb is, however, the determination of the turbulence length scale. It is usually inferred 
from the rotational speed of the fan based on a previously recorded calibration, which has 
been established at a specific point inside the combustion bomb [173]. The spatial 
distribution of the turbulence length scale is often not known and the length scale, which 
has been assigned to the turbulent burning velocity, might therefore deviate from the length 
scale at the position of the actual flame brush. A second disadvantage of the combustion 
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bomb is that the turbulence length scale cannot be changed independently from the root-
mean-squared velocity fluctuations of the flow, ,u  as both quantities are determined by 
the rotational speed of the fan. The length scale dependency of the turbulent burning 
velocity might therefore as well be the combined effect of L and .u  
 A second way to determine correlations of turbulent burning velocity is the 
investigation of stationary flames, such as stagnation plane flames, rim stabilised flames or 
V-shaped flames, which have been stabilised in a turbulent flow field. Usually, grids or 
perforated plates are used to produce a turbulent flow field with well-defined parameters. 
In grid generated turbulence, the integral scale is proportional to the mesh size of the grid 
and does not depend on the mean flow through the grid, whereas the root-mean-squared 
velocity fluctuations of the flow change with changing mean flows. Therefore, in grid 
generated turbulence, the integral length scale can in principle be varied independently 
from the root-mean-squared velocity fluctuations. The influence of L on ts  could, for 
example, be investigated by recording the turbulent burning velocity for various mean flow 
rates over a series of grids. However, previous designs of turbulence grids allowed for only 
a small change of L in sufficiently turbulent flows, .lsu   Previous authors [174-176], 
who used regular grids as turbulence generators for correlations of turbulent burning 
velocity, varied the turbulence length scale between 1 mm and 2 mm, as opposed to 20 mm 
or 30 mm in the case of combustion bombs. For example, Smith [176] used two sets of 
grids which produced integral scales of 0.6 mm and 1.6 mm and reported a length scale 
dependency of 
5.0
t Ls   (although during his analysis he used the turbulent Reynolds 
number Lu'  instead of L itself). Shepherd et al. [175] used two grids, which produced a 
turbulence length scale of 3.1 mm and 4.7 mm, and reported a decrease of ts  by L when u  
was kept constant. And Li et al. [174] used two meshes with a mesh size of 4 mm and 
6 mm and reported an increase of ts  by L, although no specific exponent was given. A 
wider range of turbulence length scales (between 5 mm and 18 mm) was finally studied by 
Liu [43]. He investigated a total of seven perforated plates with orifice diameters ranging 
from 1 mm to 18 mm and reported a dependency of the turbulent burning velocity on u  
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only, despite the large variation of the integral scale. It should be noted, however, that the 
root-mean-squared velocity fluctuations were below the laminar burning velocity of the 
flame, lsu  , in the case of large integral scales. 
 In the present experiments, the integral length scale varied between 4 mm (RG-50) 
and 8.3 mm (FG4), which is a wider range of length scales than most of the previous 
studies where turbulence grids were used. Therefore, it is interesting that the experimental 
data can be collapsed without the length scale information of the flow, despite varying 
widely the flow length scales. 
Based on the findings and the literature review presented above, it has to be noted 
that the influence of the turbulence length scale on the turbulent burning velocity is 
currently unclear, unlike the influence of the normalized velocity fluctuations, l' su , where 
an exponent of 0.5 is usually reported [23, 30, 36] and was also measured here. A more 
specific investigation of the effect of L on ts  is therefore required. 
It must be mentioned though that the turbulent burning velocity is not the only flame 
parameter in the present investigations where the integral length scale had no (obvious) 
effect. For example, the downstream development of the flame brush thickness did not 
show a length scale dependency either, as can be seen by the almost linear shape of the 
solid line in Fig. 5.9(b), which indicates a linear growth of the flame brush thickness with 
the root-mean-squared velocity fluctuations, ,T tu  independent of L. Similarly, the 
curvature distributions (see Fig. 5.10) of the RG-50 ,25.3'( l su  L = 4 mm) and FG3 
,10.3'( l su L = 8.2 mm) were almost identical, although both flames were subjected to 
very different integral scales. It would thus be interesting to investigate the reasons behind 
this apparently negligible effect of the length scale on certain flame parameters. Whether 
this is caused by the fact that the turbulence field was created by a fractal grid or whether 
there is some general, previously unnoticed reason. 
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5.4 Conclusions and further discussions 
The effect of fractal grid generated turbulence on the structure of premixed methane-air 
flames was investigated. In the study a set of four low blockage ( ≈ 35%) fractal square 
grids was designed and certain design parameters such as the blockage ratio, the bar-width 
ratio or the number of fractal iterations were changed. For comparison also a regular 
square grid with 60% blockage ratio was designed. 
Isothermal flow measurements revealed that fractal grids produced more intense 
turbulence over a large range of streamwise distances compared to a regular grid with 
almost twice the blockage ratio. Moreover, by increasing the blockage ratio or by 
decreasing the bar-width ratio of the fractal grid even larger turbulence intensities at a 
given downstream position could be achieved. 
Flames that were stabilised in the turbulent flow field of the fractal grids showed 
more intense corrugation, more flame front wrinkling and a larger turbulent burning 
velocity compared to flames stabilised at the same downstream position in regular grid 
generated turbulence. This demonstrates the potential benefits of using fractal grids as a 
new type of turbulence generators in premixed combustion. 
When compared for the same turbulence level, it was found that the flames in 
fractal grid generated turbulence had a similar degree of flame corrugation, similar flame 
front wrinkling and similar turbulent burning velocities compared to flames in regular grid 
generated turbulence. In particular, it could be demonstrated that the mean flame brush 
thickness as well as its growth downstream of the flame holder can be predicted by 
Taylor’s theory of turbulent diffusivity. The mean flame surface density profiles as well as 
the probability density functions of the local flame front wrinkling were similar for similar 
levels of turbulence. It could also be shown that the increase in turbulent burning velocity 
can be explained by Damköhler’s theory of premixed flame propagation. The best fit to the 
experimental data on the turbulent burning velocity was   49.0llt '59.41 suss   and 
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revealed no length scale dependency of the turbulent burning velocity for the flames 
studied here. 
A literature review was performed to evaluate the role of the integral scale in 
relation to the turbulent burning velocity. The review showed that the influence of the 
integral scale on the turbulent burning velocity is currently unclear, unlike the influence of 
the normalized velocity fluctuations, l' su , where an exponent of 0.5 is usually reported 
[23, 30, 36] and was also measured. Moreover, many of the existing correlations which 
infer a length scale dependency of the turbulent burning velocity are based on experimental 
data obtained in combustion bombs where the influence of the length scale can only be 
investigated in terms of the turbulent Reynolds number, ,'Ret Lu  and not in terms of 
the integral scale, L, itself. 
In light of these findings the use of turbulence grids for studies of the turbulent 
burning velocity seems a promising approach, because the length scale of the flow can be 
changed independently of the root-mean-squared velocity fluctuations of the flow, .u  
Previous grid designs, however, could not generate a large range of integral length scales 
for a sufficiently turbulent flow, as opposed to the combustion bomb. In this context, 
fractal grids seem to be helpful as they produce a high level of turbulence and cover a wide 
range of turbulence length scales at the same time. Moreover, the geometry of the fractal 
grids allows for more optimization flexibility compared to current grid designs. Thus, 
fractal grids which are particularly suited for the investigation of ts  as a function of L can 
be designed. Another potential advantage of fractal grids is the fact that the turbulence 
length scales remained almost constant over a large distance downstream of the grid (see 
Fig. 5.3) whereas u  varied according to the turbulence intensity (see Fig. 5.2) and showed 
an increase and decrease downstream of the grid. The effect of the integral scale on the 
turbulent burning velocity could therefore also be investigated by stabilizing the flame at 
different downstream positions of the grid. 
Based on the experimental findings and the discussions above the use of fractal 
grids as a new type of turbulence generators is proposed for premixed combustion 
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applications. Fractal grids produce larger turbulence levels than regular grids over a well-
defined downstream region and at a relatively low cost in terms of pressure drop. 
Moreover, theories which were established based on conventional grids are readily 
applicable to flames in fractal grid generated turbulence. Thus, fractal grids could pave the 
way for future, more power dense combustors. 
 
  
Chapter 6 
Statistics of turbulence-flame alignment 
A large part of the results in this chapter will be used for a submission to the 35th 
International Symposium on Combustion. A manuscript is under preparation. In this 
work the experimental measurements were performed together with Dr. Isaac Boxx from 
the German Aerospace Centre DLR in Stuttgart. I performed most of the subsequent data 
analysis. I also prepared the manuscript for this chapter and produced the illustrations 
included. 
6.1 Introduction 
In this chapter the geometric alignment between 3D flame surfaces and the principal strain-
rate axes of a turbulent flow is investigated. There have been controversial reports in 
literature as to whether the turbulence-flame alignment is fundamentally different to the 
alignment mechanisms observed in passive scalar-turbulence interaction of non-reacting 
flows. A careful investigation is thus necessary to shed more light on alignment 
mechanisms present in reacting flows. 
The results presented below are based on the experimental data obtained from the 
crossed-plane OH-PLIF and SPIV setup explained in section 3.5. During the experiment 
turbulence was generated using the fractal square grid FG3. Fractal grids were preferred 
over regular grids as they produce significantly larger turbulence intensities away from the 
grid, creating a more turbulent flow near the flame and thus are better suited for the study 
of turbulence-flame interaction. Additionally, in chapter 5 it could be shown that the 
physics of flame-flow interaction is not altered when using fractal grids. The geometric 
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alignment experiment is therefore a typical example of laboratory-based experiments that 
could benefit from using this kind of novel turbulence generators.  
When studying flame-flow interaction one important aspect is the accurate 
knowledge of the flame’s topography together with the velocity gradients present in the 
flow. In section 3.6.2 it could be shown that the OH-PLIF technique is suitable to 
accurately track the infinitely thin interface between the unburnt and burnt regions of the 
combustible gas mixture using elaborate image processing techniques. Equally important is 
the correct calculation of the velocity gradient of the turbulent flow, as this directly affects 
the values obtained for the tangential and normal strain-rate as well as the principal strain-
rate axes. The first section of this chapter thus presents the differencing schemes applied to 
calculate the velocity gradients of the flow fields. Secondly, the strain-rate field was 
calculated from a 2D measurement technique applied to a 3D flow field, which is why it 
had to be ensured that the 2D information of the strain-rate field was a good estimate of the 
nine-component strain-rate tensor, .ijS  This, however, can be assumed as long as the 
investigated flow field is predominantly two-dimensional because in these cases the 
derivatives in through-plane direction, are small compared to the derivatives within the 
measurement plane. It was thus necessary to apply appropriate restrictions to the data 
analysis so that the strain-rate field was calculated only in the case of negligible 3D effects. 
The data restriction was performed using the two crossed planes of OH-PLIF and is 
described in section 6.3. 
With the help of the restricted data set and accurate knowledge of flame orientation 
and fluid-dynamic strain-rate field, a statistical analysis of the geometric alignment 
between the two was performed in a turbulent premixed V-shaped flame of methane and 
air ( = 0.8). Instantaneous measurements of the flame-flow interaction are presented in 
section 6.4 and results of the statistical analysis can be found in section 6.6, along with 
possible explanations as to what caused the debate about turbulence-flame interaction in 
the first place. Based on the geometric alignment characteristics obtained for the methane-
air flame ( = 0.8), section 6.8 then compares the results with those observed in methane-
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air ( = 0.9) and propane-air ( = 0.9) flames. The set of three flames allowed it to study a 
change in Lewis number and laminar burning velocity, two quantities which seem likely to 
have an influence on the alignment characteristics. Conclusions as to the effect of both 
quantities are presented in section 6.8.2 along with discussions about what this means for 
the comparison with scalar-turbulence interaction in non-reacting flows. The chapter ends 
with a summary and outlook. 
6.2 Calculation of velocity gradients upstream of flame 
Measurement of the fluid-dynamic strain-rate field requires accurate knowledge of the 
velocity gradients present in the turbulent flow field. Both the tangential, ,ta  and normal 
strain-rate, N, are directly computed from the velocity gradients as shown by [62], 
  unnuNua

t , (6.1) 
with n

 as the flame surface normal vector. In this study velocity gradients were calculated 
based on finite differencing of the instantaneous velocity fields. For calculating the in-
plane velocity gradient fields a second-order central differencing scheme was employed 
[78], 
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and a 2-point forward or backward differencing scheme was used [78], 
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at the edges of the velocity fields. A Gaussian smoothing filter with a 3 pixel kernel size 
( = 1) was applied before the calculation of the velocity gradient fields. According to the 
study of Worth et al. [119] a Gaussian smoothing helps to reduce the noise level of the PIV 
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and tends to improve the accuracy of the velocity gradient fields. The Gaussian smoothing 
filter was also used to avoid additional errors arising from noise in the velocity vector 
fields, given the already high filtering error, ,filtere  of about 30% for the calculation of the 
velocity gradient fields due to the finite vector resolution of the PIV (see section 3.5.8). 
Additionally, if evaluated near the heat release zone of the flame, temperature and 
velocity gradients can cause significant lag to the seed particles which may lead to 
erroneous velocities as shown by [86, 87]. Tangential and normal strain-rates were thus 
only calculated upstream of the flamelet, shifted towards the unburnt region of the flame 
along its surface normal direction. In order to identify the shift distance necessary to arrive 
at the leading edge of the temperature increase, Chemkin (GRIMech 3.0) simulations were 
performed for all three flames investigated here. As an example, in Fig. 6.1 normalized 
profiles of temperature, T, axial gas velocity, u, density, , and heat release rate, HRR, are 
shown for the methane-air flame with an equivalence ratio of 0.8. The normalized profile 
of OH radicals is shown as well, as it was used to identify the flame surface location based 
on the largest gradient of OH (see section 3.6.2). As seen, upon approaching the flame 
front, the temperature increases due to the heat release of the flame. This in turn causes the 
gas density to drop which leads to dilatation of the flow field, identified with the increase 
of axial velocity. The normalized velocity profile closely follows the temperature profile. 
The distance between the location of largest OH gradient and maximum heat release is 
around 40 m. Given the uncertainty of around 1-2 pixels in the determination of the 
largest OH gradient, the flame surface is located about 80-120 m towards the burnt region 
of the flame. This is consistent with experimental data obtained from simultaneous 
measurements of OH-PLIF and local heat release rate distributions via CH2O/OH-PLIF 
[106].  
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Fig. 6.1 Normalized profiles of temperature, T ( ), velocity, u ( ), heat release, 
HRR ( ), gas density,  ( ), and OH mole fraction ( ) for a premixed 
methane-air flame ( = 0.8) using Chemkin (GRIMech 3.0). The horizontal 
axis is referenced to the position of largest OH gradient. 
Based on the normalized profiles of OH and temperature, a minimum distance of 
1.2 mm upstream of the flame surface is necessary to arrive at the leading edge of the 
temperature increase, indicated by the dot in Fig. 6.1. At this location, temperature and 
velocity gradients are too small to cause any significant lag to the seed particles. Moreover, 
at this location the velocity gradient associated with dilatation is less than 40 s
-1
, which is 
negligible compared to velocity gradients produced by turbulence (see section 6.4). As 
such, tangential and normal strain-rates should not be subject to dilatation effects caused 
by the heat release of the flame. This has to be kept in mind when interpreting the results 
of the turbulence-flame alignment, as will be shown later. 
It was noted that a distance of 1.2 mm was sufficiently upstream of the dilatation-
related flame zone in all three cases investigated. This is consistent with the fact that the 
methane-air ( = 0.9) and propane-air ( = 0.9) flame have smaller laminar thermal flame 
thicknesses (see Tab. 6.2) and, as a consequence, dilatation effects occur closer to the 
flame front. 
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6.3 Identification of 3D effects in 2D measurements 
As mentioned earlier, with the SPIV technique only the in-plane gradients of the velocity 
field, 1i xu   and ,2i xu   are accessible. Therefore, only four components 
),,( 21122211 SSSS   of the strain-rate tensor,  ijjiij 21 xuxuS  , could be 
measured directly using the SPIV technique. Additionally, a fifth component could be 
calculated in the dilatation-free regions using the continuity equation )).(( 221133 SSS   
The remaining four components which involve the out-of-plane derivatives of the three 
velocity components ),( 23321331 SSSS   could not be calculated without additional 
velocity information, such as from a second SPIV plane [124]. It was therefore important 
to restrict the data to events where the flame-flow interaction predominantly occurred 
within the measurement plane of the SPIV system, such that the planar measurements of 
the strain-rate field were an accurate representation of the three-dimensional flow. 
One way to do so is by selecting regions where the out-of-plane velocity 
component is below a certain threshold [58, 73], ,3 uu

  this way avoiding regions 
of large through-plane convection. However, by applying this restriction to the flows 
investigated here little or no effect on the usable data was observed due to the 
predominantly two-dimensional flow field of the burner. In fact, on overage through-plane 
velocities of less than 0.2 m/s ( 04.0 ) were measured across the entire field of view of 
the SPIV measurements, which means that only structures of less than 5.0  could convect 
between two consecutive frames. As the smallest strain-rate structures have a size of 
around 6  [177-180], through-plane convection was negligible in the flows investigated 
here and, hence the restriction above was redundant. Another approach is to extract 
segments only when the in-plane derivatives of the through-plane velocity, 13 xu   and 
,23 xu   are small compared to the 2-norm of the corresponding strain-rate component 
[125], i.e. for example .3113 Sxu   With this restriction in place data is selected only 
when the unresolved components of the strain-rate tensor are small compared to the 
resolved components. The determination of a suitable value for , however, requires 
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knowledge of the full nine-component strain-rate tensor and the restriction could thus not 
be applied to this data set. 
In both cases the restrictions described above implicitly selected events where the 
flame-flow interaction occurred predominantly within the measurement plane of the strain-
rate field. As the out-of-plane orientation of the flame was not known, this was however 
inferred from the restrictions placed on the velocity data. In the present study the out-of-
plane motion of the flame is inferred directly from the three-dimensional orientation of the 
flame surface normal direction using the two crossed planes of OH-PLIF. Thus, three-
dimensional effects can be excluded from the data analysis without using restrictions 
placed on the velocity field. The flame surface normal direction was calculated at the line 
of intersection between the two PLIF sheets, as this is the only location where the three-
dimensional orientation of the flame surface can be determined from these measurements. 
As such, only flame front contours which were crossing the line of intersection were 
analysed. First, the vector tangent to the flamelet was determined for each OH-PLIF plane 
using the procedure explained in section 3.6.3. Then, the tangential vector in the PLIF2 
(slanted) plane was mirrored. This was necessary because both PLIF cameras imaged the 
same flame from opposite sides (see Fig. 3.14). The coordinates of the mirrored PLIF2 
vector were then referenced to the coordinate system of the PLIF1 plane using a simple 
coordinate transformation based on Fig. 6.2,  
 )).sin(),cos(,(),,(  yyxzyx   (6.5) 
The crossing-angle, , between the two PLIF sheets was measured to 48° (see section 
3.5.6). The three-dimensional flame surface normal direction, n

, was finally calculated 
from the cross-product of the two tangential vectors [137].  
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Fig. 6.2 Coordinates of the two PLIF systems. The crossing angle, , is 48°. 
In Fig. 6.3 the PDFs of the flame surface normal direction are shown for the 
methane-air flame with an equivalence ratio of 0.8. The horizontal component of the 
surface normal, ,xn  shows a symmetric distribution around zero with probabilities largest 
for values of .1x n  The symmetry of the distribution is caused by the field of view of 
the PLIF systems which captured both branches of the V-shaped flame, whereby positive 
values correspond to the right branch of the flame and negative values correspond to the 
left branch. Both the positive and negative values of xn  had almost identical mean values 
which illustrates that the flame burnt evenly on both sides of the flame stabilizing wire. 
The distribution of 
yn  is skewed to negative values, which is expected as the flame burnt 
towards the unburnt gases, i.e. in negative direction of the y-axis (see Fig. 3.16). The PDF 
of zn  resembles a Gaussian distribution with zero mean value. This indicates that the flame 
fluctuated around the xy-plane, which is the SPIV measurement plane. Based on the 
orientation of the flame surface normal direction the angle between the normal and the 
SPIV plane, i.e. the out-of-plane angle of the flame, was calculated, as shown in the 
bottom-right part of Fig. 6.3. The data analysis was then conditioned on events where the 
out-of-plane angle was below a certain threshold. Various values between 12° and 36° 
were tested and the flame-turbulence alignment was calculated for each of these values. It 
was found that for small out-of-plane values the results became increasingly noisy as too 
much data was excluded from the data analysis. Additionally, in these cases temporal 
segments were becoming increasingly interrupted which is why it was not possible to 
perform any temporally resolved measurements of the alignment in these cases. Based on 
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these considerations the data analysis was conditioned on out-of-plane angles of less than 
36°. With this restriction in place around 83% of all data points at the line of intersection 
(53,000 data points) could be used and time sequences of around 12 consecutive images 
could be extracted.  
 
Fig. 6.3 Probability density functions of the flame surface normal direction and its 
angle with the SPIV plane. The PDFs were calculated at the line of intersection 
of the two OH-PLIF sheets for the methane-air flame ( = 0.8). 
6.4 Turbulence properties and flame parameters 
The isothermal flow field was characterised at the position of the flame stabilising wire 
(y = 10 mm) using a one-component HW anemometer. From the auto-correlation function 
the integral length scale, L, was measured to 9 mm and the Taylor microscale, , to 
3.9 mm. The Kolmogorov length scale, , was estimated from the root-mean-squared 
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velocity fluctuations of the flow, ,u  and the Taylor microscale according to Eq. 2.12. A 
summary of the turbulence properties can be found in Tab. 6.1. Three different flames 
were investigated. Flame 1 was a methane-air flame with an equivalence ratio of 0.8. 
Flames 2 and 3 were selected to change both the laminar burning velocity and Lewis 
number. To do so, the equivalence ratio of Flame 2 was increased to  = 0.9 and for 
Flame 3 propane was used instead of methane. Flame 3 also had the largest laminar 
burning velocity while having the same heat release parameter, , as Flame 2. The flame 
were characterised in terms of the Damköhler and Karlovitz number using the definitions 
given in Eq. 2.18 and 2.19. In all three cases the integral length scale was large compared 
to the thermal flame thickness, ,l  and the diffusivity of the unburnt gases, ,uD  placing 
the flames in the corrugated flamelet regime, according to the Borghi-Peters diagram. The 
flame properties are summarized in Tab. 6.2. 
Tab. 6.1 Turbulence parameters at the flame stabilizing wire (y = 10 mm). 
Parameter Value 
u  5.5 m/s 
u  0.75 m/s 
L 9 mm 
 3.6 mm 
 0.12 mm 
Tab. 6.2 Properties of the three investigated flames. 
Flame Fuel  mm,l
1
 m/s,ls
2
  3 Le 
4 
Da Ka 
1 CH4 0.8 0.55 0.25 5.8 1.01 5.45 0.83 
2 CH4 0.9 0.48 0.33 6.3 1.01 8.25 0.49 
3 C3H8 0.9 0.45 0.36 6.4 1.83 9.6 0.42 
1
 [154], 
2
 [153, 181], 
3
 [182],
4
 [183] 
 
In the following, the alignment characteristics of Flame 1 are presented along with 
a detailed discussion about the effect of heat release. The observed alignment 
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characteristics are then compared with those of Flames 2 and 3 in section 6.8. There, also 
the flames are characterised in more detail. 
6.5 Instantaneous strain-rate images and typical results 
Typical results are shown for Flame 1. Similar results were also observed for Flame 2 and 
Flame 3. 
Figure 6.4 shows a time sequence of eight consecutive strain-rate images 
corresponding to a time-span of 2.31 ms.  
 
Fig. 6.4 Typical time sequence observed in Flame 1. Flame front contours (black) are 
superimposed upon most extensive principal strain-rate in false colours. The 
strain-rate was largest in the vicinity of the flame front due to the heat release 
of the flame. 
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The instantaneous flame front contour is represented by the black line superimposed upon 
the most extensive principal strain-rate field, ,1  in false colours. The mean flow of the 
unburnt gases is from bottom to top with products and reactants indicated by P and R, 
respectively. As can be seen, the flame front contours were convected downstream in the 
direction of the mean flow; some of the contours eventually left the field of view of the 
camera. During all times the strain-rate was largest in the vicinity of the flame front where 
heat release accelerated the gases and induced extensive strain on the velocity field. At the 
bottom row of the time series this can be seen, for example, by the formation of a large 
blob of high strain-rate near a convex shaped flame wrinkle. 
In Fig. 6.5(a) the first image of the time sequence is shown together with the 
direction of the most extensive principal strain-rate, indicated by the black arrows.  
 
Fig. 6.5 First image of the time sequence shown in Fig. 6.4: (a) Direction of the most 
extensive principal strain-rate (black arrows) superimposed upon most 
extensive principal strain-rate field in false colours. The flame front contour is 
represented by the white line. (b) Close-up with flame surface normal vectors 
shown as white arrows. The length of the normal vectors is 1.2 mm. 
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At first glance, no particular systematic can be deduced from the orientation of the black 
arrows, unlike what is perhaps expected. However upon close inspection, one can make out 
regions where the strain-rate field showed a specific orientation with respect to the flame 
front. One of these regions is shown in Fig. 6.5(b) which is a close-up of Fig. 6.5(a) 
indicated by the black rectangle. Figure 6.5(b) additionally shows the flame surface normal 
direction indicated by the white arrows to better illustrate the orientation of the strain-rate 
field with respect to the flame front. As can be seen, the orientation of the strain-rate field 
depends on its distance from the flame front contour. Far upstream of the flame front, 
towards the reactants, no particular alignment could be observed and the arrows looked 
more randomly distributed. At distances of about 1.2 mm, which is the length of the white 
arrows, the majority of the strain-rate field were oriented at large angles with the flamelet 
normal vector, indicating a perpendicular alignment with the normal vectors. Even closer 
to the flame front, the orientation of the strain-rate field suddenly rotated and the black 
arrows aligned almost parallel with the flamelet normal vectors. 
As mentioned earlier, at distances smaller than 1.2 mm dilatation effects become 
more dominant due to the vicinity of the heat release zone of the flame. The heat release 
causes dilatation of the velocity field which is predominantly in flamelet-normal direction, 
the preferred direction of gas expansion. Dilatation accelerates the flow field, which is 
equivalent to a high extensive strain-rate, thus causing the principal strain-rate axis to 
rotate from an almost perpendicular alignment to nearly parallel alignment within one or 
two vector spacings. 
 However, this phenomenon was deduced from observations based on one 
instantaneous strain-rate image only and thus cannot be generalized. In fact, in Fig. 6.5(a) 
one can find many regions where the alignment characteristics are less pronounced or 
indeed different. A more fundamental approach is therefore required to investigate the 
alignment characteristics of turbulence-flame interaction. For this, a statistical analysis was 
performed using all 24,000 images of the methane-air ( = 0.8) flame. 
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6.6 Alignment statistics 
The analysis was evaluated for various distances upstream of the flame front, shifted 
towards the unburnt region, to differentiate between turbulence-flame interaction and 
dilatation-related effects. Following an Eulerian approach, distances between 0.8 mm and 
3.6 mm at single vector spacing intervals (0.4 mm) were investigated. The distance of 
0.8 mm was chosen specifically to illustrate the effect of dilatation on the orientation of the 
principal strain-rate axis with respect to the flame surface, as will be shown later. 
The results of the statistical analysis can be found in Fig. 6.6, which shows the 
PDFs of the angle between the most extensive principal strain-rate direction and the flame 
surface normal direction, ,1  for each of the investigated distances upstream of the flame.  
 
Fig. 6.6 Probability density functions (PDF) of angle between direction of most 
extensive principal strain-rate and flame surface normal direction for various 
distances upstream of the flame surface. Dashed lines indicate PDFs of 
statistically independent images. The results are presented for Flame 1. 
Overall, the same trend as in Fig. 6.5(b) is observed. For distances between 3.6 mm and 
2.8 mm, the PDFs resembled a horizontal line, indicating that all angles between 0° 
(parallel alignment) and 90° (perpendicular alignment) were equally likely. Thus, no 
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preferred orientation was observed in this region. At a distance of around 2.4 mm 
alignment angles larger than 45° became more likely than others. This can be interpreted as 
the onset of a preferential alignment. The probability of angles larger than 45° further 
increased for distances between 2.0 mm and 1.6 mm and hence the preferential alignment 
became more pronounced. At 1.6 mm alignment angles of 90° were almost twice as likely 
as 0°. This clearly indicates a perpendicular alignment between the direction of the 
extensive strain-rate axis and the flamelet normal direction. At distances smaller than 
1.6 mm the perpendicular alignment became less pronounced and even rotated to a parallel 
alignment at a distance of 0.8 mm. 
The reason for the change of alignment is the close proximity of the heat release 
zone and the increasing influence of dilatation-related effects. Judging from the shape of 
the PDF at 1.2 mm and the decrease in probability for large alignment angles, it seems as if 
dilatation started to affect the alignment statistics already 1.2 mm upstream of the flame. 
At this location velocity gradients associated with dilatation were small compared to those 
associated with turbulence (see Fig. 6.1). However, at 1.2 mm the calculation of the strain-
rate field involved 50% of vectors which had a distance of 0.8 mm from the flame front. At 
this location dilatation-related velocity gradients were in the order of 100 s
-1
, which is in 
the range of those measured in the turbulent flows (see Fig. 6.4). It is therefore likely that 
the decrease of alignment angle at a distance of 1.2 mm was caused by the onset of 
dilatation, affecting about 50% of the vectors used to calculate the strain-rate field at this 
location. At 0.8 mm all vectors were within the dilatation-related region, hence the 
predominantly parallel alignment between the extensive strain-rate axis and the flame 
surface normal direction. This alignment was however measured in the dilatation-related 
region and should not be associated with the turbulence-flame interaction usually observed 
on the “cold” side of the fluid-dynamic strain-rate field. In the opinion of the author this is 
the main reason why flame-turbulence alignment is believed to be different to alignment 
mechanisms observed in passive scalar-turbulence interaction. In all cases where a 
predominant parallel turbulence-flame alignment was reported [63, 71-73], the alignment 
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statistics was evaluated inside or near the dilatation-related region. Recently, this was 
noticed by Steinberg et al. [58]. He showed that the alignment is predominantly 
perpendicular if evaluated outside the dilation-affected region, consistent with what was 
measured here. It therefore seems that upstream of the heat release zone turbulence-flame 
interaction is in fact very similar to scalar-turbulence interaction of non-reacting flows [69, 
184, 185], in that in both cases the scalar-gradient direction preferentially aligns 
perpendicular to the extensive strain-rate axis. This indicates that turbulence increases 
scalar gradients rather than destroys them, even in the flames investigated here. 
It should be noted that the location of the most extensive principal strain-rate is also 
the location of the most compressive principal strain-rate. As the strain-rate tensor was 
formed by a 22  matrix, the two principal strain-rates axes, which constitute the two 
eigenvectors of the matrix, are by definition perpendicular to each other. Thus, the 
geometry of turbulence-flame alignment could in principle also be discussed based on the 
angle, ,2  between the flame surface normal direction and the most compressive principal 
strain-rate axis. In that case, the geometric alignment between the flame surface normal 
direction and the most extensive principal strain-rate, presented in Fig. 6.6, can readily be 
transformed into the geometric alignment between the flame surface normal and the most 
compressive principal strain-rate axis using the transformation .90 12    
 It must further be mentioned that the statistical analysis presented in Fig. 6.6 was 
based on the evaluation of 12 sets of 2048 images using high-speed data with a temporal 
resolution of 0.3 ms. The integral time scale of the flow was around 2.2 ms, which means 
that only every 7
th
 image was statistically independent. The statistical analysis was 
therefore also performed using every 7
th
 image only. The results of this analysis are 
indicated by the dashed lines in Fig. 6.6. As can be seen, the same trend was observed 
using statistically independent images, except for the noisier curves as only 2/7
th
 of the 
data could be used. 
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6.7 Dilatation, flame normal strain and tangential strain 
The increasing effect of dilatation during approach of the flame zone can be better 
illustrated using the divergence of the flow field, ,31   u

 which involves the sum 
of the most extensive and compressive principal strain-rates. It was noted that for distances 
of 0.8 mm the effect of dilatation was most apparent, decreased for distances larger 0.8 mm 
and eventually became negligible at a distance of 1.6 mm for the flame investigated here. 
This trend becomes more apparent in Fig. 6.7 where the PDFs of 
31,   and u

  are 
shown for the distances of 0.8 mm, 1.2 mm and 1.6 mm upstream of the flame. The PDFs 
were normalized using the laminar flame properties 
l and .ls  
 
Fig. 6.7 Probability density functions of most extensive, ,1  and most compressive, ,3  
principal strain-rate as well as dilatation, ,u

  for distances of 0.8 mm ( ), 
1.2 mm ( ) and 1.6 mm ( ) upstream of Flame 1. Data was normalized 
using laminar flame properties. 
At a distance of 0.8 mm the mean value of the PDF of ll su

  was positive, indicating 
net positive flow divergence or dilatation of the velocity field. At this location the 
divergence of the velocity field was mainly due to the extensive strain-rate, as can be seen 
by the positive mean value of the PDF of .1  The compressive strain-rate was almost zero 
as the majority of the strain was caused by the acceleration of the flow field due to the 
presence of the heat release zone, which is equivalent to a high extensive strain. Upon 
moving away from the flame zone, the PDFs of ll su

  were shifted to smaller mean 
values illustrating a decrease in dilatation as the influence of the heat release zone became 
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less dominant. Equally, at larger distances the extensive strain-rate was shifted to smaller 
mean values as the flow field was accelerated less further away from the flame zone. The 
compressive strain-rate, on the other hand, gained in magnitude as the turbulence effect 
became increasingly important outside the heat release zone. At a distance of 1.2 mm the 
mean value of the PDF of ll su

  was close to zero, indicating that at this location the 
effect of dilatation was almost negligible. However, as the mean value is still positive there 
was still some remaining influence of the heat release zone even at 1.2 mm, which is 
consistent with the results in Fig. 6.6 and the fact that at 1.2 mm 50% of the vectors were 
still inside the heat release zone. At 1.6 mm the dilation effects finally diminished as can 
be seen by the zero mean value. The alignment is therefore no longer influenced by the 
heat release of the flame but caused by the turbulence-flame interaction which is why at 
this location the perpendicular alignment was also more pronounced (see Fig. 6.6). 
 From the angle between the flame surface normal direction and the principal strain-
rate axes, 
1  and ,3  the PDFs of the flame normal strain, ,N  and tangential strain, ,ta  
can be calculated using [63], 
   )(cos i
2
i  unnN

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 (6.7) 
In Fig. 6.8 the PDFs are shown for distances of 0.8 mm, 1.2 mm and 1.6 mm upstream of 
the flame. The tangential strain is the result of the combined effects of dilatation and flame 
normal strain which is why in Fig. 6.8 also the PDF of u

  is shown. All PDFs were 
normalized using the laminar flame properties. The result for the flame normal strain 
shows the same trend as observed for the dilatation. The average values increased as the 
flame zone was approached. 
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Fig. 6.8 Probability density functions of dilatation, ,u

  flame normal strain, N, and 
tangential strain, ,at  for distances upstream of Flame 1 of 0.8 mm ( ), 
1.2 mm ( ) and 1.6 mm ( ). Data was normalized using laminar flame 
properties. 
The result is consistent with earlier studies [63, 72] and the direct result of the heat release 
of the flame which causes acceleration of the flow in flame normal direction, the preferred 
direction of gas expansion. Close to the flame zone the alignment of the flame surface 
normal direction was predominantly with the extensive strain-rate axis (see Fig. 6.6). As a 
consequence, positive values of the flame normal strain-rate were measured. The mean 
values decreased upon leaving the heat release zone as can be seen by the PDF for a 
distance of 1.2 mm. At this distance the alignment was more perpendicular than parallel 
with the extensive strain-rate axis (see Fig. 6.6). However, dilatation still had an effect on 
the alignment (see Fig. 6.7) which is why the flame normal strain was still slightly positive 
at this location. At a distance of 1.6 mm, which was outside the dilatation-related region, 
the alignment was predominantly perpendicular with the extensive strain-rate axis. The 
flame normal strain therefore showed a slightly negative mean value. 
 The PDFs of tangential strain-rate, ,t Nua 

 were almost constant, showing 
positive mean values for all three distances upstream of the flame. A positive mean value is 
equivalent to producing flame surface density, thus increasing scalar gradients due to 
turbulence-flame interaction. This is consistent with the fact that outside the dilatation-
related region the alignment was predominantly perpendicular with the direction of most 
extensive principal strain-rate. Inside the dilatation-related region the alignment however 
rotated to a predominantly parallel alignment. For such an alignment scalar dissipation rate 
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is destroyed and as a consequence the mean tangential strain-rate should be slightly 
negative. At first glance, the result for ta  might therefore seem counter-intuitive. However, 
upon closer inspection, it is noted that the PDFs of dilatation, ,u

  and flame normal 
strain, N, had similar mean values. As the tangential strain-rate is the combined effect of 
dilatation and flame normal strain, the similar shape of the PDFs of u

  and N yielded 
almost identical PDFs for ta  inside and outside the heat release zone. 
6.8 Comparison of different flames 
In this section the alignment characteristics observed in Flame 1 are compared with those 
of Flames 2 and 3. 
6.8.1 Characterisation of flames 
In order to understand possible differences between the alignment behaviour of the three 
flames, further characterisation of the flames is required. In Fig. 6.9 the mean reaction 
progress variable field of each flame is shown between 20 mm and 40 mm downstream of 
the burner exit. Note that, the flame stabilising wire was positioned 10 mm above the 
burner exit. Flame 1 (methane-air,  = 0.8) had the smallest flame angle as it was also the 
slowest burning flame with a laminar burning velocity of 0.25 m/s (see Tab. 6.2). In Fig. 
6.9 the flame angle increases from left to right indicating the increase in burning velocity 
from Flame 1 to Flame 3. Additionally, the contour lines of Flame 3 are slightly more 
curved which can be attributed to the larger Lewis number compared to Flames 1 and 2. 
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Fig. 6.9 Mean reaction progress variable field, ,c  of Flame 1, Flame 2 and Flame 3 
with iso-contour lines from 1.0c  to .9.0c  The dashed line indicates the 
line of intersection of the two PLIF sheets, which is where the analysis was 
performed. 
The increase in burning velocity also yielded a larger flame brush as can be seen in Fig. 
6.10(a), where the profiles of c  are plotted as a function of the traverse axis (x-axis) of the 
flow. The profiles were extracted at the line of intersection of the two PLIF sheets, 
indicated by the dashed line in Fig. 6.9, which was the slice where the alignment analysis 
was performed. Both Flame 2 and 3 had a significantly larger flame brush than Flame 1, 
with Flame 3 having the largest, although only marginally, due to the slightly larger 
burning velocity. Figure 6.10(b) shows profiles of the mean flame surface density (FSD) 
for the same slice as in Fig. 6.10(a). The mean FSD was calculated using the procedure 
explained in [155, 156] with an interrogation box size of 0.4 mm by 0.4 mm, which is the 
vector resolution of the PIV measurements. As can be seen, the maximum value of mean 
FSD, ,maxΣ  was smallest for the flame with the widest flame brush, which is expected in 
V-shaped flames and consistent with earlier studies [20, 158]. Again, Flame 2 and 3 had 
similar profiles but much smaller 
maxΣ  values than Flame 1. 
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Fig. 6.10 Profiles of various flame parameters at the line of intersection of the two PLIF 
sheets for Flame 1 ( ), Flame 2 ( ) and Flame 3 ( ): (a) Mean reaction 
progress variable, ,c  in traverse direction. (b) Flame surface density as a 
function of the mean progress variable. 
6.8.2 Alignment statistics 
The alignment between the flame surface normal direction and the most extensive principal 
strain-rate axes was compared for all three flames using the same procedure as described in 
section 6.6. 
Figure 6.11 shows the PDFs for distances between 0.8 mm and 3.6 mm upstream of 
the flame surfaces. It can be clearly seen that Flames 2 and 3 consistently produced larger 
alignment angles than Flame 1, outside the heat release zone of the flame (distances larger 
0.8 mm). Thus, in Flames 2 and 3 the perpendicular alignment between the flame surface 
normal direction and the extensive strain-rate axis was even more pronounced than in 
Flame 1. As soon as the heat release zone was entered, the alignment rotated and became 
predominantly parallel with the extensive strain-rate axis. The reason for this is the 
increase of extensive strain in the vicinity of the flame due to dilatation (see section 6.7 
and explanations therein). For Flames 2 and 3 the parallel alignment was however less 
pronounced than in Flame 1. This is due to the fact that in Flames 2 and 3 the thermal 
preheat zone is more confined around the flame than in Flame 1, which can be seen by the 
smaller thermal flame thickness of both flames compared to Flame 1 (see Tab. 6.2). At 
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0.8 mm the alignment of Flames 2 and 3 was therefore less affected by the vicinity of the 
flame zone than it was in Flame 1. As a consequence, the flame with the smallest thermal 
flame thickness, Flame 3, was less aligned with the extensive strain-rate axis than flames 
with a larger thermal flame thickness, Flames 1 and 2. Additionally, Flame 3 also had the 
largest Lewis number of the three flames studied here. 
 
Fig. 6.11 Probability density functions (PDF) of angle between direction of most 
extensive principal strain-rate and flame surface normal direction for Flame 1 
( ), Flame 2 ( ) and Flame 3( ). 
In a study about the effect of Lewis number on the alignment characteristics of turbulence-
flame interaction Chakraborty et al. [186] showed that the preferential alignment with the 
extensive strain-rate axis decreased as the value of Le was increased, due to the decrease in 
dilatation strength. The measurements for Flame 3 in the vicinity of the heat release zone 
are thus consistent with earlier findings. 
Upstream of the heat release zone, at distances larger 0.8 mm, the situation is 
however completely different. Both Flames 2 and 3 showed larger alignment angles with 
the extensive strain-rate axis than Flame 1. As the analysis was performed outside the heat 
release zone, temperature effects can be excluded. Recently, Steinberg et al. [58] reported 
the same trend in preferential alignment outside the heat release zone for turbulent 
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premixed Bunsen-type flames. The authors investigated methane-air flames of three 
different stoichiometries and found that the flame with the smallest laminar burning 
velocity showed the least preferential alignment, while the faster burning flames showed 
the strongest preferential alignment. The trend became more explicit when they plotted the 
mean alignment angles as a function of laminar burning velocity. 
In following his approach, Fig. 6.12 shows the measured mean values of 
1  and 
)cos( 1  versus ls  for distances of 1.2 mm and 1.6 mm upstream of the flame surface. As 
can be seen, in both cases the faster burning flames, Flame 2 and Flame 3, had consistently 
larger alignment angles than Flame 1. Although the trend is more apparent for 1.2 mm 
where the increase in 
1  was almost linear with ,ls  it was noted earlier that at this location 
Flame 1 was still affected by dilatation which eventually caused the alignment angle to 
decrease slightly. At 1.6 mm the increase in mean alignment angle was about 3°, which, at 
first glance, does not seem much. But it has to be kept in mind that the overall mean value 
is simply the arithmetic mean over all alignment angles measured. The mean value does 
therefore not account for the increase in probability between 0° and 90°, which can be seen 
more clearly in the actual PDFs (see Fig. 6.11). It that context, the mean alignment angle is 
probably not the best way to indicate the increase of preferential alignment. 
 
Fig. 6.12 Mean values of turbulence-flame alignment versus laminar burning velocity for 
Flame 1, Flame 2 and Flame 3 (from left to right). 
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Nevertheless, it is interesting to see that the flames investigated here show the same 
trend as reported by Steinberg et al. [58]. According to the authors the trend is indicative 
for a behaviour only present in turbulence-flame interaction and not known for passive 
scalar-turbulence interaction of non-reacting flows, which is why they termed it a flame-to-
turbulence interaction. They explain the additional effect by the fact that if the alignment 
characteristics were purely determined by passive scalar-turbulence interaction, than 
slower burning flames could conform more readily to the geometry of turbulence and thus 
larger alignment angles would be measured. However, as their results showed, the opposite 
was the case, which is also what was measured here. 
The question therefore remains how the presence of the flame effectively changed 
the alignment characteristics of the flow. Some evidence towards the mechanism was 
given by Steinberg et al. [58] who tracked blobs of strain-rate structures as they 
approached the flame front. The analysis showed that flames with larger burning velocities 
were more effective in rotating the strain-rate structures upstream of the flame, i.e. the 
degree to which the direction of the strain-rate structures changed was larger for flames 
with larger burning velocities. Also the distance at which the interaction started was larger 
in flames with larger burning velocities. Thus, in faster burning flames the onset of a 
preferential alignment was observed further upstream of the flame compared to slower 
burning flames. This can also be seen in the flames investigated here. Both Flames 2 and 3 
had a preferential alignment already 3.6 mm upstream of the flame surface, whereas the 
preferential alignment started at only 2.4 mm for Flame 1. The resemblance with the 
results reported by Steinberg et al. [58] is even more interesting as in both studies two 
completely different analyses were used. While in Steinberg et al. [58] a Lagrangian 
method was used to track the alignment upstream of the flame, in this study an Eulerian 
approach was preferred. Both studies however show the same overall trends. 
 Lastly, it is noted that the change in Lewis number had no obvious effect on the 
alignment characteristics outside the heat release zone of the flames studied here, unlike 
inside the heat release zone [186]. Both Flames 2 and 3 had different Lewis number but 
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similar alignment characteristics. It is thus felt that outside the heat release zone the 
alignment is more affected by a change in laminar burning velocity than by a change in 
Lewis number. This is consistent with the fact that Le primarily changes the dilatation rate 
of the flow, which becomes increasingly negligible upstream of the flame’s heat release 
zone. 
6.9 Conclusions and further discussions 
The geometric alignment between the flame surface normal direction and the principal 
strain-rate axes of a turbulent flow was studied in turbulent premixed V-shaped flames of 
methane and air and propane and air using cinematographic crossed-plane OH-PLIF and 
stereoscopic PIV. Following an Eulerian approach, a statistical analysis of the alignment 
characteristics was performed for various distances upstream of the flame front, shifted 
towards the unburnt region. This was necessary in order to isolate dilatation-related effects 
from the turbulence-flame interaction outside the heat release zone of the flame. 
The statistical analysis of the collected data revealed that the alignment strongly 
depends on the distance between the flame surface and the location where the strain-rate 
field is evaluated. As expected, no preferential alignment was observed far upstream of the 
flame surface. Very close to the flame front, in the region of actual heat-release, the flame 
normal direction primarily aligned with the extensive strain-rate axis, whereas outside the 
heat release zone the alignment was preferentially perpendicular to the extensive strain-rate 
axis. It could be shown that the change of alignment characteristics is caused by dilatation 
of the flow field due to the heat release of the flame. Dilatation acts normal to the flame 
front, which is equivalent to a high extensive strain-rate and caused the rotation from a 
perpendicular alignment outside the heat release zone to a parallel alignment inside the 
heat release zone. This change in alignment characteristics also helps to explain why in 
previous alignment studies [63, 72], where measurements were taken inside the high 
dilatation rate zone, a predominantly parallel alignment was reported. From the results it 
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was concluded that turbulence destroys scalar gradients in flames. This however was due 
to the combined effects of dilatation and turbulence-flame interaction. If the dilatation-
related region is avoided, a predominantly perpendicular alignment is measured, which is 
also consistent with a recent study [58] of alignment measurements outside the dilatation 
region. As a consequence, the present results suggest, along with the recent study [58], that 
turbulence produces scalar gradients in flames rather than destroys them. 
In this respect, the turbulence-flame interaction seems to be similar to what is 
known for scalar-turbulence interaction in non-reacting flows [69, 184, 185]. However, as 
mentioned by [58] an additional mechanism is active in turbulence-flame interaction which 
is currently not known for non-reacting flows. This so-called flame-to-flow effect causes 
strain-rate structures to rotate as they approach the flame front. It was observed that the 
degree of rotation is larger for flames with a larger laminar burning velocity. Also, the 
distance over which this interaction is active was larger for fast burning flames. This 
behaviour is the opposite of what is expected from scalar-turbulence interaction purely 
based on kinematics. In that case, slower propagating flames would have a stronger 
alignment as they adjust better to the geometry of turbulence. 
Evidence for the flame-to-flow interaction can also be found in the present 
measurements, where it was shown that flames with a larger laminar burning velocity 
produced consistently larger alignment angles upstream of the heat release zone. 
Additionally, the onset of a preferential alignment was observed further upstream for faster 
burning flames, which indicates a larger extent over which the interaction is active. 
Further investigations as to the reason for the flame-to-flow interaction are however 
necessary. A temperature effect can be ruled out as in both studies the mechanism was only 
observed outside the heat release zone where dilatation is negligible compared to 
turbulence effects. Also, the alignment characteristics upstream of the heat release zone 
were not affected by a change in Lewis number, unlike inside the flame zone where the 
increase of Le showed a decrease in preferential alignment. 
  
Chapter 7 
Summary and recommendations for 
future work 
In this work the use of fractal grids as a new type of turbulence generators for premixed 
combustion applications was investigated. Fractal grids produce turbulence fields different 
from those formed by regular turbulence generators such as perforated plates or meshes. 
Turbulence initially builds up in a distinct turbulence production region until it peaks at 
some distance downstream of the grid and then decays at a rate much smaller compared to 
regular grid generated turbulence. As a result, fractal grids produce larger turbulence 
intensities over a wide range of streamwise distances downstream of the grid. Additionally, 
the integral scale of the flow does not change downstream of the grid. The location of peak 
turbulence intensity can also be shifted by changing certain design parameters of the grid 
which makes it possible to tune the downstream development of turbulence. 
The unique characteristics of fractal grid generated turbulence together with the 
design flexibility of turbulence decay have great potential for technical combustion 
applications because larger flame surfaces per unit volume (i.e. power densities) could be 
achieved. The aim of the work was therefore to investigate the effect of this unique 
turbulence field on the structure of premixed flames. 
In the study a set of four different low blockage ( ≈ 35%) fractal square grids was 
designed where certain design parameters such as the blockage ratio, the bar-width ratio or 
the number of fractal iterations was changed. A regular square grid with a blockage ratio of 
60% acted as reference for the study. First, the turbulence fields of the grids were 
compared. Then, the structure of premixed flames stabilised in the turbulent flow fields of 
the grids were investigated. 
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Part of the work on flame comparison was also related to the development of a new 
test curve which allowed it to find the optimal smoothing parameters for digitised flame 
contours subject to pixelation noise. The best smoothing was then applied to the digitised 
flame contours to obtain curvature values and flamelet normal directions with the least 
error in terms of magnitude and orientation. This was necessary as quantitative results had 
to be obtained for the flame comparison. 
The performed isothermal flow field measurements showed that fractal grids 
produce more intense turbulence over a large range of streamwise distances compared to 
regular grids with almost twice the blockage ratio. As a consequence, flames stabilised in 
these flow fields showed more intense corrugation, a larger flame surface density and a 
larger turbulent burning velocity than flames in regular grid generated turbulence stabilised 
at the same downstream position. This demonstrates the potential benefits of using fractal 
grids as a new type of turbulence generators. 
When compared for the same turbulence level, it was however found that flames in 
fractal grid generated turbulence had the same degree of corrugation, a similar flame 
surface density and a similar turbulent burning velocity than flames in regular grid 
generated turbulence. In particular, it could be shown that the flame brush as well as its 
downstream development can be predicted by Taylor’s theory of turbulent diffusivity. 
Also, the increase of turbulent burning velocity could be predicted using Damköhler’s 
theory of premixed flame propagation. Thus, flames in fractal grid generate turbulence 
seem to pursue the same fundamental principles as flames in regular grid generated 
turbulence. 
 However, a best fit to the experimental data on turbulent burning velocity revealed 
no length scale dependency of the turbulent burning velocity. Other flame parameters such 
as the flame brush thickness or the local flame front wrinkling were not affected by the 
integral scale either. A literature review concerned with the role of the integral scale in 
correlations of turbulent burning velocity revealed that the influence of L on ts  is currently 
unclear. Also, many existing correlations which infer a length scale dependency of the 
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turbulent burning velocity are based on experimental data obtained in combustion bombs 
where the influence of L can be measured only in terms of the turbulent diffusivity, ,Lu  
and not in terms of L itself. Based on the literature review and the experimental findings of 
this work, it seems there is potential for a misconception regarding the role of L in relation 
to certain flame parameters. A further study regarding the influence of L on the structure of 
premixed flames is therefore necessary. 
 In this context the use of fractal grids could be helpful, as it was shown that fractal 
grids cover a wider range of integral length scales than conventional grids for sufficiently 
high turbulence levels, .lsu   Moreover, the integral scale remained almost constant over 
a long distance downstream of the grid, whereas the root-mean-squared velocity 
fluctuations showed the same distinct rise and decay as the turbulence intensity. Thus, the 
isolated effect of L on certain flame parameter could be investigated by stabilizing the 
flame at different downstream positions of the grid. Based on the experimental findings in 
this work and the necessity for further investigations regarding the influence of L in 
premixed flames, fractal grids as a new type of turbulence generators can be proposed for 
combustion applications. 
 Finally, fractal grids were used in studies of turbulence-flame alignment to produce 
turbulence intensities of more than 14% at distances of around 15 mesh sizes downstream 
of the grid. The turbulence-alignment studies were motivated by the fact that there is 
currently a debate in literature as to whether turbulence-flame alignment is fundamentally 
different to the alignment characteristics observed in non-reacting flows. In these flows the 
alignment is usually such that scalar gradients are increased, whereas it seems that in 
flames the alignment is such that scalar gradients are destroyed. 
The experimental results in this work demonstrated that the alignment between the 
flame surface normal direction and the principal strain-rate axes of the turbulent flow 
strongly depends on the distance between the flame front and the actual location where the 
strain-rates are evaluated. Thus, far away from the flame front no preferential alignment 
was observed. Very close to the flame, near the location of actual heat release, the 
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alignment was predominantly perpendicular to the most extensive strain-rate axis. Just 
upstream of the flame, outside the dilatation-related region, the alignment was 
perpendicular to the most compressive strain-rate axis. It could be shown that the reason 
for the rotation of alignment is the effect of heat release on the strain-rate field. Heat 
release is equivalent to a high extensive strain-rate acting in flame-normal direction. As a 
result, near the flame, inside the heat-release zone, the alignment was such that scalar 
gradients were destroyed, whereas outside the heat-release zone, the alignment was such 
that scalar gradients were increased. Based on these investigations it seems that turbulence-
flame alignment in dilatation-free regions is indeed similar to passive scalar-turbulence 
alignment in non-reacting flows. 
There are, however, reports by Steinberg et al. [58] of an additional flame-to-flow 
mechanism which is only active in reacting flows. This mechanism causes strain-rate 
structures to rotate as they approach the flame front which results in a more pronounced 
alignment for faster burning flames. Some evidence for this mechanism could also be 
presented in this work where it was shown that the mean alignment angle was consistently 
larger for flames with a larger burning velocity. Also, the predominantly perpendicular 
alignment occurred further upstream of the flame surface for flames with a larger burning 
velocity. This indicates that the turbulence-flame interaction was active over a larger 
distance upstream of the flame. 
 
Lastly, some recommendations for future work are given. The recommendations are 
broken down into the three main results chapters presented in this work: 
 
Theoretical test curve for digitised flame front contours: The sensitivity of the new test 
curve to certain design parameters has to be further investigated. Clearly, the current 
choice of values cannot be justified other than by saying the test curve covers the range of 
curvature values usually observed in real flames (although this is exactly how other authors 
justified their test curves). A more systematic investigation is necessary. For example, a 
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analysis could be performed were the decay parameter, p, and the range of frequencies, 
minB  to ,maxB  are varied independently from each other while the maximum values for  
and dsd  are kept constant. 
 
Flames in fractal grid generated turbulence: The effect of the integral scale on certain 
flame parameters has to be further elucidated. Was the apparently negligible influence of L 
because fractal grids were used as turbulence generators or was it because the integral scale 
is simply not the appropriate length scale to describe the interaction studied here? An 
investigation specifically related to the influence of L on ts  and other flame parameter is 
recommended by stabilizing flames at various distances downstream of the grid. 
Additionally, the current flame investigations were concerned with stationary flames. As 
mentioned by Driscoll [20] those flames are ‘geometry-dependent’. As such, flame front 
wrinkling, flame brush and turbulent burning velocity depend on the geometry of the 
burner. Also the downstream development of the flame depends on the burner. He calls the 
geometry dependence a ‘memory effect’ of the flame. It is thus possible that different 
results are obtained in freely propagating flames where the flame has no ‘memory’. By 
using freely propagating flames, the experiment would also be more comparable to 
turbulence studies. Those studies are usually performed in wind-tunnels where turbulence 
is not attached either. Another advantage of freely propagating flames is the fact that 
interaction with turbulence can be captured over a much larger distance downstream of the 
grid. Thus, possible differences between the flames could become more apparent. Finally, 
the turbulence intensity of the flow should be further increased, for example by using grids 
with a higher blockage ratio. This however requires a change of burner geometry. 
 
Turbulence-flame alignment: Most of the results presented by Steinberg et al. [58] could 
be confirmed using a completely different analysis. Also a different flame marker (OH-
PLIF instead of CPIV) was used and a different type of flame (V-shaped flame instead of 
Bunsen-type flame) was investigated. The obtained results can therefore be seen in a wider 
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perspective: The perpendicular alignment seems the underlying mechanism for turbulence-
flame interaction. As such turbulence-flame alignment in reacting flows is similar to the 
alignment of passive scalars in non-reacting flows. However, it is currently unclear 
whether the mentioned flame-to-flow mechanism is really a flame-to-flow or rather a flow-
to-flame mechanism. Further investigations are necessary. For a start, it would be wise to 
track blobs of strain-rate structures as they approach the flame front, similar to what 
Steinberg et al. [58] did in their analysis. This way, their findings could be validated which 
puts them on a more solid basis. Additionally, there is currently no physical explanation as 
to why the rotation of strain-rate structures occurs. Maybe this is due to the turbulent flux 
upstream of the flame or due to the pressure field ahead of the flame. At the moment, those 
mechanisms are pure speculation and require thorough investigations. In this context, the 
available data obtained with the crossed-plane OH-PLIF and SPIV setup can provide the 
basis for further studies. However, in hindsight the lack of full 3D strain-rate data seems 
unfortunate. For example, it is likely that enstrophy (the relative alignment between 
vortical structures and strain-rate structures), ,jiji  S  has an effect on turbulence-flame 
alignment, as both types of structures directly affect the orientation of the flamelet. Thus, 
further investigations are necessary to elucidate the alignment mechanisms also in 3D 
flows. Lastly, there is currently no experimental data available for Ka>1 or Da<1 flames, 
whereas there is some data available based on DNS simulations [63, 71, 72, 186]. 
Although DNS is broadly speaking considered to tell the ‘truth’, it is always wise and 
sometimes even necessary, to validate the findings based on DNS simulations. Thus, both 
the simulation community and (maybe more so) the experimentalists should strengthen 
their efforts to provide more data on turbulence-flame alignment. Because one man once 
said: “There is more than meets the eye”. 
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