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Abstract
The lack of large-scale, continuously evolving empirical data usually limits the study of networks
to the analysis of snapshots in time. This approach has been used for verification of network evo-
lution mechanisms, such as preferential attachment. However, these studies are mostly restricted
to the analysis of the first links established by a new node in the network and typically ignore
connections made after each nodes initial introduction. Here, we show that the subsequent actions
of individuals, such as their second network link, are not random and can be decoupled from the
mechanism behind the first network link. We show that this feature has strong influence on the
network topology. Moreover, snapshots in time can now provide information on the mechanism
used to establish the second connection. We interpret these empirical results by introducing the
‘propinquity model’, in which we control and vary the distance of the second link established by
a new node, and find that this can lead to networks with tunable density scaling, as found in
real networks. Our work shows that sociologically meaningful mechanisms are influencing network
evolution and provides indications of the importance of measuring the distance between successive
connections.
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INTRODUCTION
The explosion in network research has been largely driven by the availability of big social
data, the analysis of social systems, and by studying the mechanisms behind the emergence
of behavioral networks[1–10]. Network generation methods are central in modeling network
evolution and have helped us understand many properties of these systems, even when only
a static snapshot is available. There exists a large variety of mechanisms which have been
proposed and verified[11], such as the famous preferential attachment principle [12], where
nodes connect with higher probability to higher connected nodes. Different requirements
may be imposed, such as requiring an unbiased configuration [13], and the mechanisms are
usually adapted to the empirical systems that they attempt to explain.
In a typical network evolution model, new nodes are introduced into the system and they
become connected to existing nodes according to certain rules. It is also possible that further
changes can take place in the network, such as redirection of existing links, introduction of
new links among existing nodes, etc. Recently, for example, Redner et al. [14, 15] studied
a copying model, which is based on duplication-divergence mechanisms [16], and showed
that a new node that inherits a fraction of connections from its first link can give rise to a
diversity of topologies, mainly in terms of network density.
In the majority of these models, the rules for attaching a node specifically target the
identification of the first connection. When a new node creates more than one connection
then the same rules are typically applied to identify each one of those connections, e.g., a node
connects to m nodes via preferential attachment [12]. However, in a real evolving system
the agents continue adding links for a long time after they are introduced in the network
and it is highly unlikely that the processes of initial introduction are simply replicated
over the complete lifespan of a node. This process of adding additional links is probably
too complicated to observe in real networks or to model accurately. However, there is a
tractable important question about the distance between the first m connections of a new
node which has not been explicitly addressed, even though it may be a key factor in defining
central network properties, such as the network density.
Here, we present a first step that considers mechanisms that influence the choice of the
second connection for newly introduced nodes. We suggest a model that can quite accurately
capture the behavior of real-world evolution in empirical networks. The mechanism that we
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introduce here restricts the distance between the first and second connections of a new node,
as measured prior to the node’s introduction. As we show, the resulting network topology
depends on the proximity of these two connections; we therefore call this the ‘propinquity
model’.
As a first demonstration that this metric can provide meaningful insight, we show that
this distance does not behave trivially in empirical networks (Fig. 1). The network evolution
in the three presented networks is known and we are therefore able to measure the distance
between the first two connections for each new node just prior to the node’s introduction.
The resulting distance distribution cannot be characterized by a uniform distribution within
the network, i.e. the distance of the second connection is not a randomly chosen quan-
tity. On the contrary, each network seems to have its own characteristic distribution for
these distances. In social networks, for example, shorter distances seem to be significantly
preferred.
Using the underlying concept of our propinquity model, in this paper we explain the
observed distance distributions in Fig. 1 and use this insight to propose proximity as a novel
metric for characterizing the ongoing social dynamics of evolving networks in meaningful
behavioral ways. We show how this characterization can lead to a systematic variation of
network density, and we can use this metric to distinguish between network structures even
when quantities such as the degree distribution and clustering coefficient seem identical.
MODEL DESCRIPTION
Local network density
The underlying principle of network theory is that link structure among nodes provides
more information than could be learned by examination of the nodes in isolation [20]. In
other words, connectivity is the main factor that determines the network behavior and re-
sponse. Typical methods used to estimate the organization of links include, e.g., modularity
or community detection [21], fractal properties [22], transport properties [23], percolation
properties [24–26] etc. Surprisingly, little work has been done on direct measurements of
link density in real networks (see e.g. the concept of n-tangle density [27]). However, the
above approaches are mainly descriptive rather than predictive and there is currently no
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FIG. 1. Probability that the second link connects to a node at a distance r from the first node. We
measure the probability distribution (top) and the cumulative distribution (bottom) of the distance
r between the first two neighbors of a new node in a network. Left to right: online social network
in UC Irvine[17] (N = 1893), High School friendship[18] (N = 180), and Facebook wall messages
[19] (N = 43953). Symbols represent the empirical results. The red lines correspond to the case
where the second node would be selected in random (q = 0 in the propinquity model, see Fig.
2). The exponents q in the propinquity model that give the best fit to the real data are shown in
blue and represent the tendency of the distance to be smaller than random. Note that propinquity
does not explain well the dynamics driving the Facebook wall messaging network for r = 1 and
r = 2, but works well for larger r. The origin for this could be that initiation into a wall message
network may be impacted more strongly by influence external to the online network (i.e. alternative
means of communicating with friends, and need for communication with friends-of-friends, apart
from Facebook wall messages) and thus slightly skewing the results. Notice however that the total
probability for r ≤ 2 is still consistent with the model prediction. Propinquity nevertheless offers
meaningful and valuable insight as r increases.
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generic framework to detect potential mechanisms that explain the variation of local densi-
ties, especially at different system scales.
In terms of characterizing emergent density properties, there are two main families of
growing network models. The most common mechanisms add a constant number of links
for each node and, as a result, the link density is also constant, easy to calculate, and is
rarely given any further consideration (this is e.g. the case of the preferential attachment
mechanism [12]). The second family of models uses a probabilistic mechanism of adding new
links and can lead to either sparse or dense networks depending on the model parameters
(such as duplication-divergence models [28]). In contrast to these two general cases, the
propinquity model leads to networks that have a known global density, but (in contrast to
earlier models) simultaneously enables a systematic variation of local density at different
scales, as observed in real networks.
By focusing on the time-ordered behavior of local links and the resulting local density,
and how this varies at different scales within the network, we can explain the emergence of
communities and understand differences in the types of social dynamics that we observe in
real-world networks. To quantify this local link density, scale is determined by the number
of nodes, n, in a connected subgraph of the network. Formally, the link density ρ in a graph
with N nodes and L links is defined as the fraction of the number of links over the maximum
possible number of links [29], i.e. ρ = L/[N(N − 1)/2]. To measure the local link density
we consider an induced connected subgraph of n nodes, where we take into account all the
en existing links between all pairs of nodes in the subgraph. We then define the local link
density as,
ρn =
en
n(n−1)
2
. (1)
This allows us to study scaling of local link density as we vary the size of the subgraph,
n. As explained in detail in the SI, the behavior of this quantity is highly influenced by
a trivial property. This is because we restrict ourselves to connected subgraphs of size n,
which by definition requires all the subgraphs to have at least n − 1 links for connectivity.
The simple solution that has been suggested is to subtract n− 1 links from the numerator
in Eq. (1) [27]. In real networks the density has been shown to scale inverse linearly with
the network size, i.e. ρn ∼ n−1 +O(n−2) [30, 31]. This means that en ∼ n+O(1 +n−1) and
the linear term dominates the behavior of en. For sparse networks where the prefactor of n
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is close to 1, if we simply subtract these links from en, the density behavior will now depend
on the higher-order terms, which may scale in a different way than ρn. We therefore apply
here the recently defined metric [27] for the local n-tangle (Topological Analysis of Network
subGraph Link/Edge) density, tn, as
tn =
en − (n− 1)
n(n−1)
2
− (n− 1) . (2)
The key feature in this definition is the removal of the n−1 links that are necessarily present
in an induced subgraph to ensure connectivity. We also remove the same number of links
in the denominator, so that tn remains properly normalized and ranges from tn = 0 in the
case of a loopless tree subgraph to tn = 1 for a fully connected subgraph.
The predictive power of the propinquity model
For the model to be useful as a predictive tool, we must be able to validate hypotheses
about the ways in which new nodes choose to connect to the network by agreement with
observations of real-world network structures. There is already a large variety of network
growing models in the literature [12, 32–35]. Typically, starting from a seed network, new
nodes are introduced and attach themselves according to certain rules, e.g. by connecting
preferentially to the most connected nodes. However, in many real systems nodes have a
restricted freedom or ability to reach all the available connections [36], thus the ability to
create meaningful, behavioral-hypothesis driven growing models would vastly expand our
toolkit for understanding the mechanisms of ongoing social dynamics.
To model the varying strength of preference as a function of the network distance, we
start with a small seed network of e.g. m nodes connected to each other (indeed, any possible
configuration of a connected network does not influence the results). The network grows by
the introduction of a new node i at each time step, when i creates m links towards the existing
network. The first link is created randomly by choosing a node j (either preferentially or
uniformly). The new node i then creates m − 1 additional links, where a node h is now
selected to be connected to node i with probability r−qjh . The distance rjh denotes the shortest
distance in the existing network between nodes j and h, and q is a parameter that controls
how close the new connections will remain to the first choice. A schematic description of the
algorithm is shown in Fig. 2a. In Figs. 2(b)-(d) we present some typical structures resulting
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from this algorithm for m = 2, as we vary the value of q. The random character of the
network at q = 0 starts to break as we increase q, and fewer large-scale loops remain. For
large values of q the new nodes attach only to neighboring nodes, and the linear character
of the network is preserved, with no long-range loops, see Fig. 2d.
This model can describe a number of realistic situations. For example, new members
that are invited into a social network will most likely connect to the close neighborhood
of the member who invited them, and in spatially embedded networks, cost optimization
makes shorter links preferable. Similarly, in co-purchase networks, if two items are frequently
bought together, there is a larger probability that a buyer will prefer a new item in the same
category [37], which will remain within the extended neighborhood of these items. In this
way, we assume that new connections favor to remain close to already existing connections of
the same node (hence, ‘propinquity’). Even beyond the realms of association as individual
choice, biological networks result from the gradual accrual of small mutations that alter
functional pathways one change at a time. Altering the viability of an organism one mutation
at a time can similarly be considered as a propinquity-driven process with the potential to
explain dynamics of conserved complexes [38] and offer novel, foundational frameworks for
consideration of such network behaviors for applications including developmental biology
[39] and drug discovery [40].
The limiting cases q = 0 and q = ∞ correspond to random selections over the entire
network and strictly neighboring selections, respectively. As q increases we expect that the
model will result in an increasingly modular structure, since the links remain local and there
are very few links that connect distant parts of the network. At the same time, the value of
q controls the local density scaling, with direct impact on network topology.
RESULTS
Results of the model
We have studied two main variants of the model, which differ in the attachment mech-
anism of the first connection. In the first variant, a new node selects its first connection
randomly, while in the second variant, the selection is preferential, i.e. proportional to the
degree of an existing node. It is quite straightforward to calculate the degree distribution for
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FIG. 2. The propinquity model. (a) The propinquity model can create networks with varying link
density at different scales. The network grows via the successive addition of nodes (green) which
link to a randomly selected existing node (thick line). The green node then selects a new node
with probability r−q, where r is the distance from the previously selected neighbor. The network
topology is controlled by varying the value of the parameter q. (b-d) Examples of small networks
(N = 130) created by varying the parameter q in the propinquity model. The seed network includes
30 nodes in a line, which are shown in red, and 100 nodes are added, shown in green, according to
the propinquity strategy with m = 2 links. The structural differences are evident as we increase q
from q = 0 (random recursive network) to larger values, such as q = 8 (where new nodes remain
locally connected and always form a triangle with two existing neighbors).
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the limiting cases of both variants (see Supporting Information). For random attachment,
the distribution of the degree k goes from exponential at q = 0, P (k) ∼ (1 + 1/m)−k, to
a power-law distribution P (k) ∼ k−λ with an exponent λ = 2m + 1, i.e. P (k) ∼ k−(2m+1),
for large q. For preferential attachment, the degree distribution remains a power-law with
an exponent changing from λ = 2m + 1 at q = 0 to an exponent λ = 3 at large values of
q (where the propinquity model becomes similar to a growing Barabasi-Albert model [12]).
Notice that for m = 1 the exponent is λ = 3, i.e. the propinquity model generalizes the BA
network generation method. Critically, even though the two variants (random first selection
with q = 8 and preferential first selection with q = 0) lead to the exact same degree distri-
bution they are structurally different. In the first case, we select a random node and the
second selection connects to a neighbor of the first node, which leads to an effective prefer-
ential attachment mechanism for the second choice, where the network evolves by forming
new triangles leading to a large clustering coefficient. In the second case, the first node
is selected preferentially and the second node is selected randomly, so that the number of
triangles (and therefore the clustering coefficient) is practically zero. In this example, the
global link density and the degree distribution are identical, so the clustering coefficient can
be used to separate these two cases. However, the clustering coefficient only counts loops
of 3 nodes and by varying q we can find examples where loops of larger sizes are favored
over triangles, while the clustering coefficient is still very close to 0. The networks in this
case seem statistically similar under most of the standard network measures, masking their
fundamental differences in local density.
In the current study, we calculate the dependence of ρn and tn (Eqs. (1) and ( 2)) on the
sample size, n, by randomly sampling different parts of the network and averaging over the
samples (see SI for details). We studied the possible scaling of 〈tn〉 vs n and found that,
typically, we recover a power-law behavior. This power law form is described by the value
of the exponent, x, in
〈tn〉 ∼ An−x. (3)
This scaling is more prominent for smaller values of n, when the subgraph size is signif-
icantly smaller than the network size, N . This is since our approach, due to the attractive
interaction between successive links, is sensitive to local topologies where n  N . As we
increase n, there is a crossover point after which 〈tn〉 decays much faster with n, typically as
〈tn〉 ∼ n−1. This approximate pattern is true for most cases that we studied, but the exact
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behavior of 〈tn〉 can vary depending on the structure.
Equation (3) describes how the density of links changes as we increase the scale of obser-
vation, through the value of the exponent x. If x is close to 0, this means that the n-tangle
density remains constant at any size, while for larger values of x the density decays faster
suggesting that larger areas of the network tend to become more tree-like. The variation
of the exponent makes it also possible to monitor a possible transition of the structure in a
given scale, from a tree to a denser graph, or vice versa. Notice that the magnitude of the
density is controlled by the value of the prefactor, A, independently of the scaling with the
size.
The calculation of the exponent x is straightforward for simple structures, such as ER
networks and lattices (see SI). In ER networks, there is no variation of the density with n,
so that x = 0. In lattices, as we discuss in the next section, the asymptotic value of the
exponent is x = 1. In general, the exponent x can vary between 0 and 1, and therefore the
lattice and the random network are representative of two extreme behaviors of how density
can scale with size. Clearly, this means that we can characterize networks in this way as
being closer to, or further from, particular structures, such as in the case of lattice or random
networks[28]. Notice that using the standard definition of local density ρn in Eq. (1), we
always retrieve the trivial behavior ρn ∼ n−1, which does not carry any useful information
on local density.
We used the case of m = 2 links per new node. As expected, when q = 0 the connections
are all random and we recover the result for random ER networks, where tn does not change
significantly with n. As we increase the value of q the density starts to change systematically
with n, following a power law behavior (Fig. 3a). This is reflected in the value of the exponent
x which starts at x = 0 when q = 0 and increases monotonically until it reaches values close
to x ∼ 1 (Fig. 3b).
Interestingly, while the local density changes drastically with q, and we can therefore
deduce that large structural changes take place, we would not be able to observe these
changes by using standard network measures, such as clustering and distances. In Fig. 3c,
the clustering coefficient remains almost 0 for values between q = 0 to q ∼ 4, but the local
density behavior is drastically different, as can be seen in the results of Fig. 3a and the
slope calculations in Fig. 3b. Similarly, the network diameter remains unchanged in the
range of q from 0 to 4 (Fig. 3d). In the same q range, the slope of the density increases
10
a) b)
c) d)
n
10
-1
10
0
10
-2
10
-4
10
-3
10
-5
10
0
10
1
10
2
10
3
10
4
0 1 2 3 4 5 6 7 8
q
0
10
25
20
15
0.0
0.2
0.4
0.6
0.8
0 1 2 3 4 5 6 7 8
q
S
lo
p
e
 x
1.0
q=0
q=8
     n
tn
Lmax
0.0
0.2
0.4
0.6
0.8
0 1 2 3 4 5 6 7 8
q
C
lu
s
te
ri
n
g
c
o
e
ff
ic
ie
n
t
1.0
UCI
HS
FB
HS
FB
UCI
5
HS
FB
UCI
FIG. 3. Results for the propinquity model. Here, the first link of a new node attaches preferentially
to the existing network. (A) Scaling of n-tangle density as a function of n. From bottom to top, the
value of q increases from 0 to 8 in steps of 1. Dashed lines correspond to regular density 〈ρn〉, where
there is no observable effect of q (the slope remains constant). (B) Calculation of the exponents x
for the lines in panel (b), as a function of q. The green circles indicate the corresponding values
for the empirical networks analyzed in Fig. 1. (C) Clustering coefficient as a function of q. (D)
Even though the exponent x increases with q, the network diameter (as well as the clustering) in
the propinquity model remains constant up to q = 4, and increases only for larger values of q.
from 0 to 0.6. These results show that even though the relative distances remain constant,
the links reorganize themselves in a systematic way with larger local densities at small
subgraphs. The local link density exponent can therefore be used to characterize changes
in network structures that cannot be predicted by the study of the clustering coefficient or
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shortest paths. When q assumes large values, both the clustering coefficient and the network
diameter increase significantly as a result of highly localized connections and the removal of
practically all network shortcuts. However, in this range there is very little variation in the
local density, tn, see Fig. 3b.
Real networks
In real systems, when a node creates a new link there are obviously many possible mech-
anisms in action, e.g. homophily and collective action [41], consensus dynamics [42], etc.
The propinquity model, however, allows us to isolate the influence of neighbor’s proximity
to network density. It then provides a simple model by which to predict the variation of link
density at different scales, even though the use of the typical link density definition would
falsely indicate that the extent of the propinquity concept (through the parameter q) should
have no influence on the results.
In Fig. 4 we calculate the n-tangle density scaling for the three empirical networks an-
alyzed in Fig. 1. Each network leads to a different slope, x. Using the optimal value for q
from Fig. 1 and the exponent x from Fig. 4, we can compare the propinquity metrics for
these networks. Of course, as mentioned above, the empirical data cannot be assumed to
be fully described by one mechanism alone. However, it is clear from Fig. 3b that there is a
consistent trend in both the model and in empirical data that larger local density variations
appear at larger q values. This observation is important because it provides a link between
the analysis of a static network snapshot and the network generation mechanism, which is
difficult to observe directly. In practice, we have shown that measurements of the scaling
of local link density provide a systematic way to understand network growth mechanisms
which are based on the distance between two nodes, added one after another as friends.
As a comparison, network properties such as the clustering coefficient or the network
diameter (shown in Figs. 3c-d) do not suggest any clear trends with q. However, this may
also be attributed to the small size of these networks, such as the High School network,
which only contains 180 students and is an unusual, dense network.
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FIG. 4. Density scaling of the real networks in Fig. 1. The exponent, x, that characterizes
the density scaling in the empirical networks of Fig. 1 is consistent with the propinquity model
exponents q. These exponents (x=0, 0.16, and 0.5) are shown in Fig. 3c and follow the same trend,
increasing with q, as the propinquity model in that plot.
DISCUSSION
Our work demonstrates the importance incorporating mechanisms of attachment that
allow the tailoring of local network densities to achieve realistic network structures in gen-
erative growing models. We have studied the simple case where the second link depends
on the in-network distance and we have shown that this leads to very different topologies.
This finding was confirmed by studying the distance between the first two neighbors of new
nodes in empirical networks.
We establish a family of network generation models where the subsequent connections
depend on the distance between two nodes. To detect the influence of this mechanism on
topology we study the scaling of local density. If we use the standard definition of local
density then the scaling is dominated by a trivial structure. However, we show that a re-
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definition of local density, Eq. (2), provides a direct way of studying this scaling and the
local density can probe the structure at different scales.
From a theoretical point of view, the power-law behavior in Eq. (3) can also be seen
as the definition of a new fractal dimension for complex networks, albeit within the range
from x = 0 to x = 1. The traditional definition of a fractal object detects how the mass
scales with distance. In complex networks, this definition becomes problematic because of
the natural restriction of distances in usually just one decade. For example, the maximum
distance in the three empirical networks used in Fig. 1 ranges from 4 to 19, which does
not allow a reliable evaluation of network dimensions (see also related discussion in the SI).
There are many methods in the literature that have introduced possible modifications on
how fractal features can be measured in networks [43, 44] , but even then there are many
non-fractal networks (e.g. Erdos-Renyi networks) whose structural differences cannot be
captured by fractal dimension. As an alternative to these methods, the present link density
method can provide a natural interpretation of the self-similar properties of a network. In
this definition, the important quantity is the ‘mass’ of the links instead of the number of
nodes (see also [12]), while the ‘length’ corresponds to the number of nodes, instead of a
distance metric. Self-similarity in this study shows how the fraction of the excessive links
scales with the number of nodes. A small exponent means that any part of the network
will have similar link density, independently of the sampled size, but a large exponent shows
that larger samples of the network become sparser. The rate at which the density decreases
is then determined by this fractal exponent x.
In conclusion, the propinquity model provides a new class of generative models, rooted in
features of real networks and is leading to understanding how individuals become integrated
into communities at different scales. It enables us to test meaningful hypotheses about
which scales of social interactions are important in an evolving network as a metric for
isolated analysis and comparison between systems. Most importantly, it allows us to make
behaviorally-driven predictions about the emergent structure of networks based on single
snapshot observations.
We acknowledge support by the National Science Foundation (NSF) under Grants CNS-
1646856 (to L.K.G.) and CNS-1646890 (to N.H.F.). S.H. acknowledges financial support
from US/Israel Binational Science Foundation (NSF/BSF) No. 2015781; Israel Science
Foundation (ISF); Office of Naval Research (ONR) Grant N62909-14-1-N019; the Israel
14
Ministry of Science and Technology with the Italian Ministry of Foreign Affairs; the Israel
Ministry of Foreign Affairs with the Japan Science Foundation; and the Army Research Of-
fice. H.E.S. and S.H. acknowledge financial support from Defense Threat Reduction Agency
(DTRA) Grant HDTRA-1-14-1-0017.
[1] R. Cohen and S. Havlin, Complex Networks: Structure, Robustness and Function (Cambridge
University Press, 2010).
[2] S. Boccaletti, V. Latora, Y. Moreno, M. Chavez, and D. U. Hwang, Physics Reports-Review
Section of Physics Letters 424, 175 (2006).
[3] A. Barrat, M. Barthelemy, R. Pastor-Satorras, and A. Vespignani, Proceedings of the National
Academy of Sciences of the United States of America 101, 3747 (2004).
[4] F. Liljeros, C. R. Edling, and L. A. N. Amaral, Microbes and Infection 5, 189 (2003).
[5] D. Helbing, Nature 497, 51 (2013).
[6] R. Pastor-Satorras and A. Vespignani, Evolution and structure of the Internet: A statistical
physics approach (Cambridge University Press, 2007).
[7] F. Radicchi, S. Fortunato, and C. Castellano, Proceedings of the National Academy of Sciences
105, 17268 (2008).
[8] G. Bonanno, G. Caldarelli, F. Lillo, and R. N. Mantegna, Physical Review E 68, 046130
(2003).
[9] A. Bashan, R. P. Bartsch, J. W. Kantelhardt, S. Havlin, and P. C. Ivanov, Nature Commu-
nications 3, 702 (2012).
[10] D. Li, B. Fu, Y. Wang, G. Lu, Y. Berezin, H. E. Stanley, and S. Havlin, Proceedings of the
National Academy of Sciences 112, 669 (2015).
[11] G. Ghoshal, L. Chi, and A.-L. Barabsi, Scientific reports 3, 2920 (2013).
[12] A. L. Barabasi and R. Albert, Science 286, 509 (1999).
[13] P. van der Hoorn, G. Lippner, and D. Krioukov, Journal of Statistical Physics 173, 806
(2018).
[14] R. Lambiotte, P. Krapivsky, U. Bhat, and S. Redner, Physical review letters 117, 218301
(2016).
[15] U. Bhat, P. Krapivsky, R. Lambiotte, and S. Redner, Physical Review E 94, 062302 (2016).
15
[16] A. Vzquez, A. Flammini, A. Maritan, and A. Vespignani, Complexus 1, 38 (2003).
[17] T. Opsahl and P. Panzarasa, Social networks 31, 155 (2009).
[18] J. Fournet and A. Barrat, PloS one 9, e107878 (2014).
[19] B. Viswanath, A. Mislove, M. Cha, and K. P. Gummadi, in Proceedings of the 2nd ACM
workshop on Online social networks (ACM) pp. 37–42.
[20] Y.-Y. Ahn, J. P. Bagrow, and S. Lehmann, nature 466, 761 (2010).
[21] M. E. Newman, Proceedings of the national academy of sciences 103, 8577 (2006).
[22] H. D. Rozenfeld, L. K. Gallos, C. Song, and H. A. Makse, “Fractal and transfractal scale-free
networks,” in Encyclopedia of Complexity and Systems Science (Springer, 2009) pp. 3924–
3943.
[23] L. K. Gallos, C. Song, S. Havlin, and H. A. Makse, Proceedings of the National Academy of
Sciences 104, 7746 (2007).
[24] R. Cohen, K. Erez, D. Ben-Avraham, and S. Havlin, Physical review letters 85, 4626 (2000).
[25] R. Cohen, K. Erez, D. Ben-Avraham, and S. Havlin, Physical review letters 86, 3682 (2001).
[26] D. S. Callaway, M. E. Newman, S. H. Strogatz, and D. J. Watts, Physical review letters 85,
5468 (2000).
[27] L. K. Gallos and N. H. Fefferman, EPL (Europhysics Letters) 108, 38001 (2014).
[28] R. V. Sol, R. Pastor-Satorras, E. Smith, and T. B. Kepler, Advances in Complex Systems 5,
43 (2002).
[29] T. F. Coleman and J. J. Mor, SIAM journal on Numerical Analysis 20, 187 (1983).
[30] P. J. Laurienti, K. E. Joyce, Q. K. Telesford, J. H. Burdette, and S. Hayasaka, Physica A:
Statistical Mechanics and its Applications 390, 3608 (2011).
[31] N. Blagus, L. ubelj, and M. Bajec, Physica A: Statistical Mechanics and its Applications 391,
2794 (2012).
[32] P. Erdos and A. Rnyi, Publ. Math. Inst. Hung. Acad. Sci 5, 17 (1960).
[33] D. J. Watts and S. H. Strogatz, nature 393, 440 (1998).
[34] S. N. Dorogovtsev and J. F. Mendes, Advances in Physics 51, 1079 (2002).
[35] J. Leskovec, J. Kleinberg, and C. Faloutsos, in Proceedings of the eleventh ACM SIGKDD
international conference on Knowledge discovery in data mining (ACM) pp. 177–187.
[36] S. Mossa, M. Barthelemy, H. E. Stanley, and L. A. N. Amaral, Physical Review Letters 88,
138701 (2002).
16
[37] J. Leskovec, L. A. Adamic, and B. A. Huberman, ACM Transactions on the Web (TWEB)
1, 5 (2007).
[38] E. Hirsh and R. Sharan, Bioinformatics 23, e170 (2007).
[39] A. H. L. Fischer and J. Smith, Integrative and Comparative Biology 52, 842 (2012),
http://oup.prod.sis.lan/icb/article-pdf/52/6/842/1634538/ics112.pdf.
[40] J. Mestres, E. Gregori-Puigjane, S. Valverde, and R. V. Sole, Nature biotechnology 26, 983
(2008).
[41] L. K. Gallos, D. Rybski, F. Liljeros, S. Havlin, and H. A. Makse, Physical Review X 2, 031014
(2012).
[42] Q. Lu, G. Korniss, and B. K. Szymanski, Journal of Economic Interaction and Coordination
4, 221 (2009).
[43] C. Song, L. K. Gallos, S. Havlin, and H. A. Makse, Journal of Statistical Mechanics: Theory
and Experiment 2007, P03006 (2007).
[44] D. Li, K. Kosmidis, A. Bunde, and S. Havlin, Nature Physics 7, 481 (2011).
17
Supplementary Information for: Propinquity drives
the emergence of network structure and density
EMPIRICAL NETWORKS
The study of second links in real networks requires knowledge of their complete time evo-
lution. There are very few available datasets in the literature which fulfill this requirement.
The three networks that we used in this work are as follows:
- UC Irvine. We downloaded this dataset from http://toreopsahl.com/datasets/
#online_social_network . This network has been studied in detail in Ref. (17). The
dataset describes interactions, in the form of online messages in a Facebook-like setting,
between students at the University of California, Irvive. These messages are timestamped
and so we were able to reconstruct the order by which this network was built. The network
includes 1893 nodes and 13835 links.
- High School. This dataset was downloaded from http://www.sociopatterns.org/
datasets/high-school-dynamic-contact-networks and contains the temporal evolution
of contacts between students in a High School in Marseilles, France, over a 5 day period in
November 2012 (18). The network includes 180 nodes and 8145 links.
- Facebook wall. This dataset was downloaded from http://socialnetworks.mpi-sws.
org/data-wosn2009.html . The data contain the evolution of the link structure in the
Facebook New Orleans networks (19). The links represent communication through the wall
feature of Facebook. The network includes 43953 nodes and 182384 links.
THE PROBLEM WITH DENSITY MEASUREMENTS
The basic quantity that we study in this work is the link density. We are mainly interested
in determining the behavior of local link density, and how this varies at different scales within
the network. The scale is determined by the number of nodes, n, in a connected subgraph
of the network (which itself frequently represents a subsampled graph of a larger network).
Formally, the link density ρ in a graph with N nodes and L links is defined as the fraction of
the number of links over the maximum possible number of links, i.e. ρ=L/[N (N -1)/2]. To
measure the local link density we consider an induced connected subgraph of n nodes, where
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we take into account all the en existing links between all pairs of nodes in the subgraph [this
subgraph closely resembles the outcome of typical BFS sampling methods]. We then define
the local link density as
ρn =
en
n(n−1)
2
. (4)
How does the density scale with the number of nodes? The answer should be particularly
simple in, e.g., ER networks, where we know that the structure is homogeneous and there are
diminishing fluctuations of the density in any part of the network. The subgraph size should
not influence the density measurement, and any subgraph should yield similar link density.
To measure such a quantity there are traditionally two approaches which are considered fully
equivalent to each other. First, we can create ER networks of different size N and measure
how the density scales with N. As shown in Fig. S1a, this is a trivial computation where ρ
is constant, independently of the size N. The second approach is to consider a large network
of N nodes and randomly sample smaller connected subgraphs of n nodes, and proceed by
varying n. In this case, however, the density is no longer constant, but decays roughly as
n -1 (Fig. S1b), before reaching its asymptotic expected value as in Fig. S1a. This means
that if we did not know anything about this network and we were only sampling small parts
of it, we would not be able to deduce that these subgraphs were parts of an ER network.
This behavior is due to the fact that choosing randomly n nodes from an N -nodes graph
(n<<N ) yields subgraphs that are below the percolation threshold, and therefore the num-
ber of links in such a subgraph should be less than n, i.e. the subgraph cannot be connected.
Thus, the sampling process applied here is biased, i.e., it always provides connected sub-
graphs, which means that significant correlations are introduced. If we were sampling a real
network, we would not be able to know in advance the minimum sampling size required for
the given density, since the global density remains unknown unless we can have access to
the entire network. The scaling of the subgraph density with the size would then mislead
us to conclude that we were sampling a non-random network, where density is not constant
at different scales.
The simple solution that we suggest here is to subtract these n-1 links in the tree structure
that introduce artificial correlations. The snowball sampling method and the definition of
the connected subgraph require all the subgraphs to have at least n-1 links for connectivity.
As mentioned above, in real networks the density has been shown to scale inverse linearly
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FIG. 5. The problem with link density across networks and within a network. (a)
When we construct ER networks of different size, N , with the same link density, ρ, (here ρ=3
10-2), then the observed link density trivially remains constant independently of the network size
N , as expected. The same is trivially true for scale-free networks, or any other model structures
where the global network density is fixed by the model parameters. Notice that it is not possible
to construct a connected network with size smaller than 1/ρ (so here, N>33). (b) In contrast, the
link density in connected subgraphs of size n, within a network of size N , decays inversely linearly
with n when the subgraphs are sampled from a larger network, before reaching its asymptotic
value. In the plot, we sample subgraphs from an ER network of N=105 nodes, where the global
link density of the network is also equal to ρ=3 10-2.
with the network size, i.e. ρn ∼ n−1 + O(n−2). This means that en ∼ n + O(1 + n−1) and
the linear term dominates the behavior of en. If we simply subtract these links from en, the
density behavior will now depend on the higher-order terms, which may scale in a different
way than ρn. We therefore apply here the recently defined metric for the local n-tangle
(Topological Analysis of Network subGraph Link/Edge) density, tn, as
tn =
en − (n− 1)
n(n−1)
2
− (n− 1) (5)
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The key feature in this definition is the removal of the n-1 links that are necessarily
present in an induced subgraph to ensure connectivity. We also remove the same number of
links in the denominator, so that tn remains properly normalized and ranges from tn=0 in
the case of a loopless tree subgraph to tn=1 for a fully connected subgraph.
In the current study, we calculate the dependence of ρn and tn on the sample size, n,
by randomly sampling different parts of the network and averaging over the samples. In
practice, we start by fixing the number of nodes n. We select a random node and add it to
the subgraph. We then create a list that includes all the links of this node and randomly
select one of these links. The node at the other end of the link is added to the subgraph
and its links are added to the candidate list. We repeat this process until the subgraph
includes n nodes. Finally, we add all the links between the subgraph nodes that appear in
the original network, creating thus the induced subgraph. We calculate the number of links
en in this subgraph and convert it to ρn and tn according to equations [1] and [2]. We repeat
this procedure and build the corresponding distributions, which finally yield the average
values 〈ρn〉 and 〈tn〉. We can then change the value of n and generate subgraphs of different
size.
We studied the possible scaling of 〈tn〉 vs n and found that, typically, we recover a power-
law behavior. This power law form is described by the value of the exponent, x, in
〈tn〉 ∼ An−x. (6)
This scaling is more prominent for smaller values of n, when the subgraph size is signif-
icantly smaller than the network size, N. As we increase n, there is a crossover point after
which 〈tn〉 decays much faster with n, typically as 〈tn〉˜n -1. This approximate pattern is
true for most cases that we studied, but the exact behavior of 〈tn〉 can vary depending on
the structure.
Equation [3] describes how the density of links changes as we increase the scale of obser-
vation, through the value of the exponent x. If x is close to 0, this means that the n-tangle
density remains constant at any size, while for larger values of x the density decays faster
suggesting that larger areas of the network tend to become more tree-like. The variation
of the exponent makes it also possible to monitor a possible transition of the structure in a
given scale, from a tree to a denser graph, or vice versa. Notice that the magnitude of the
density is controlled by the value of the prefactor, A, independently of the scaling with the
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size.
The calculation of the exponent x is straightforward for simple structures, such as ER
networks and lattices. In ER networks, there is no variation of the density with n, so that
x=0. In lattices, as we discuss in the next section, the asymptotic value of the exponent is
x=1. In general, the exponent x can vary between 0 and 1, and therefore the lattice and
the random network are representative of two extreme behaviors of how density can scale
with size. Clearly, this means that we can characterize networks in this way as being closer
to, or further from, particular structures, such as in the case of lattice or random networks.
CALCULATION OF SUBGRAPH DENSITY IN ERDOS-RENYI NETWORKS
We consider n-nodes in an induced connected subgraph of a larger Erdos-Renyi network.
We denote the probability for any link to exist in this network as p. The total number of
possible links in the subgraph is n(n-1)/2. Since the subnetwork is connected, there are
already at least n-1 links in the subgraph. Each of the remaining n(n-1)/2-(n-1) possible
links appears with probability p. As a result, the total number of links in the subgraph, en,
is the sum of these two quantities, i.e.
en = (n− 1) + p
(
n(n− 1)
2
− (n− 1)
)
. (7)
Using the definitions in Eqs. (1) and (2) of the main text, it is easy to show that Eq. [4]
yields the following results:
〈tn〉 = p , 〈ρn〉 = p+ 2(1− p)
n
. (8)
The key idea in this calculation is that the definition of a connected subgraph already
imposes the existence of n-1 links.
DENSITY MEASUREMENTS IN MODEL AND REAL NETWORKS.
We first study the behavior of density in simple model network structures, where we
already have an intuition for how links are organized. In Fig. S2a we show the dependence
of both the regular and the n-tangle density, as a function of the subgraph size n, for ER
networks of varying global densities. It is clear that in all ER networks there is almost
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no change of the tn density for any value of n, i.e. the exponent x=0, independent of
the network density. The value of tn is trivially equal to the average density of the global
network. As noticed above, the regular definition of density leads to a power-law decay
with exponent x=1, instead, and constant density is recovered only asymptotically. The
exact calculation of these densities in ER networks (Eq. [5]) shows that these two quantities
behave differently, but this difference is not a universal feature. For example, in regular
square lattices (Fig. S2b) the behavior of both measures is the same, and they both scale
as n-1. It is quite simple to explain why this happens: a subgraph of n nodes in a lattice
includes 2n links out of a maximum possible of n2, yielding a dependence of 1/n. Except
for very small values of n, when we subtract the n-1 links we only modify the prefactor of
the ratio, but not the scaling. This also corresponds to our intuition that larger lattices are
more diluted since the number of links increases linearly with the number of nodes, but the
number of possible links is proportional to the square of this number, so that the density
vanishes asymptotically with increasing size.
In scale-free networks (Fig. S2c) we find that the n-tangle density 〈tn〉 remains roughly
constant for small values of n, and asymptotically it decays inversely linearly with n. The
constant value is significantly higher than the global density, which here was 3 10-6, indicating
that there is a larger concentration of links in smaller regions, at least when the degree
exponent γ is smaller than 3.0. This is a result of the inhomogeneous character of the scale-
free structure, as can be understood by the presence of hubs with higher probability and the
increased number of links around them. In other words, a sampling process that discovers
new nodes by following links, tends to over-estimate the presence of hubs because they are
selected more often. The regular density 〈ρn〉, however, scales as a power-law for the entire
range of n. A comparison of the scale-free results with the ER results demonstrates that
〈ρn〉 cannot separate the two cases, since they both decay in a similar way. The n-tangle
density, 〈tn〉, on the other hand, does not change in ER networks, but for scale-free networks
it is larger in small scales compared to its value at larger scales.
For larger values of the degree exponent γ>3, the n-tangle density is significantly smaller
than the global network density, because the hubs are much weaker and the structure is
much closer to a tree topology. In this case, there are very few excessive links and Eq. (2)
indicates that 〈tn〉 can only have small values, which vanish for a tree structure.
We finally studied a model of explicit modularity. We created networks of largely isolated
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modules of M nodes each, where a node in the module had 0.99 probability of creating
connections within the module and 0.01 between modules. The density 〈tn〉 describes this
structure very accurately, remaining constant until n is equal to the number of nodes, M,
in the module. After that, the behavior changed abruptly towards a power-law decay, until
n=N where the n-tangle density becomes equal to the global density used here, ρ=4 10-4.
Therefore, a change in the behavior of density at different scales can also be used as a
detection method for modularity and for estimating typical module sizes. The link density
〈ρn〉 exhibits a transition at the same point, but it cannot capture the constant density
within a module, similar to the case of ER networks.
We also calculated the local density dependence on n for a number of real networks.
These include: i) the Internet at the AS level (Caida project) in four different years, ii) the
Amazon co-purchase network at three different dates, iii) the Gnutella sharing network, and
iv) the Facebook friendship network of US Universities in 2005.
These real networks present a range of different behaviors. For example, the scaling of
the n-tangle density in the AS Internet (Fig. S3a) behaves similarly to that of a modular
structure, with a roughly constant density up to n˜1000 and an inversely linear decay at
larger sizes. We studied four different structures, separated by one year between 2004 and
2007, and there was very little variation in the density scaling, even though the structure
itself has changed over this time period. The 〈ρn〉 density presents a small transition range,
which indicates that the absolute value of the density changes abruptly, but retains the same
scaling behavior for the whole range of n.
Surprisingly, all Amazon co-purchase networks (Fig. S3b) have density features similar
to that of spatial networks, such as the square lattices of Fig. S2b. These networks are still
scale-free with a broad degree distribution, so spatial embedding in low dimensions is not
evident. Even though certain classes of scale-free networks have been shown to be spatially
embeddable under certain circumstances, the majority of complex networks are difficult
to embed and a high degree of organization is required for a network to have features
similar with a low-dimension structure. It is puzzling, then, that in a network of this size
(N ∼ 400, 000) with a broad degree distribution, the density would scale similarly with a
lattice structure. This scaling indicates a well-organized configuration of links, as we vary
the size of a subgraph. This regularity can be explained by the nature of the connections.
In the co-purchase network, two products, e.g. two books, are connected when they are
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FIG. 6. Variation of the average n-tangle density 〈tn〉 (continuous lines) and the average
link density 〈ρn〉 (dashed lines), as a function of n, for typical network structures. The
black lines are used as a guide to the eye for a slope equal to -1. (a) Results for ER networks of
size N = 105 and link densities (top to bottom):3x10-2, 10-3, 3x10-3, and 10-4. (b) Results for two-
and three-dimensional lattices. (c) Results for scale-free networks, created with the configuration
model, with a degree exponent (top to bottom): γ=2.5, 2.75, 3.0, and 3.5. The network sizes are
N=106 and the global density is ρ ˜3 10-6. (d) Results for the modular model, for networks of
N=105 nodes and modules with (top to bottom): M =250, 1000, and 10000 nodes. Notice that
the n-tangle density remains constant until we reach the size of the module. The behavior then
changes and 〈tn〉 decays almost inversely linearly. The crossover value in each line can be used to
estimate the typical size of the modules in the structure.
frequently bought together. This leads to a significantly modular network, where books
are highly connected within their own category, e.g. fiction books, technical books, etc,
and much less across categories. This reflects the purchase habits of consumers, who tend
to be interested in items of just a few categories rather than buying items with a uniform
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FIG. 7. Density scaling in real networks. (a) AS Internet connectivity at four different dates,
from 2004 to 2007, (b) Amazon co-purchase network at four different dates, (c) Gnutella sharing
network at four different dates, and (d) Facebook friendship networks in 5 US Universities in 2005.
Solid lines represent 〈tn〉, and dashed lines represent 〈ρn〉.
probability from among all categories. Our results indicate that there is a large degree of
order at all scales in the structure, and links tend to remain local (like in a lattice), with very
few long-range shortcuts. This is in analogy with spatial link arrangements, where larger
subgraphs become significantly more diluted and most links remain local.
The Gnutella p2p networks (Fig. S3c) exhibit a behavior reminiscent of the random scale-
free networks in Fig. S2c. At small values of n, we recover either a constant value of 〈tn〉 or
a small decay, i.e. x˜0.2. Asymptotically, this decay becomes faster and the local density
reaches much lower values. This variation of the decay can be attributed to the strongly
inhomogeneous character of the structure, similarly with the case of the scale-free networks.
The hubs lead to an increased local density, but the average density of the network as a
whole is significantly lower.
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Finally, in Facebook friendship networks (Fig. S3d), the networks that we studied show
a decay with the subgraph size n, with moderate exponents in the range x=0.3-0.5. When
we randomly rewired the connections among nodes in these networks, keeping the degree of
all nodes intact, we found that the density remains constant with n and all exponents are
very close to x=0, as we would expect from a random un-organized network.
CALCULATION OF THE DEGREE DISTRIBUTIONS IN THE PROPINQUITY
MODEL
We studied two variations of the propinquity model. In the first case, a node attaches
randomly to an existing node and then uses the propinquity principle to find its second
connection. In the second case, the new node selects its first connection preferentially, i.e.
with a probability that depends linearly on the existing degree of each node. Using the
standard technique of rate equations we can easily calculate the degree distribution for the
extreme cases of q = 0 and q → ∞. In the following, we assume a growing network which
starts at time t = 0 without any nodes. Let N(k, t) be the number of degree k nodes at time
t and N(t) the total number of nodes in the network. At every time step, a new node is
added to the network, so that N(t) = t. Every new node connects to m existing nodes, where
the first node is selected either randomly or preferentially and the remaining m − 1 nodes
are selected depending on their distance from the first node, according to the propinquity
model. The probability that a node has degree k at time t is then: pk(t) = N(k, t)/N(t).
a) Random selection of the initial node and q=0
This model corresponds to a new node which connects to m random nodes in the network.
The probability to select a node is independent of the degree or the network distance and
it is equal to 1/t. The number of links that connect to nodes of degree k at time step t, is
equal to this probability multiplied by the number of nodes with degree k, Npk(t) and the
number of links, m:
1
t
Npk (t)m = mpk (t)
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The master equation for the system then becomes:
(N + 1)pk(t+ 1) = Npk(t) +mpk−1(t)−mpk(t), k > m
(N + 1)pm(t+ 1) = Npm(t) + 1−mpm(t), k = m
pk(t) = 0, 0 ≤ k ≤ m− 1
The left part of the equation counts the number of nodes with degree k at time t + 1.
This number is equal to the number of nodes with degree k at time t (first term) plus the
number of nodes whose degree increases from k − 1 to k (second term) minus the number
of nodes whose degree increases from k to k + 1 (third term).
For t→∞, the stationary state is pk(t+ 1) = pk(t), and the equations above become:
pm =
1
1+m
pk =
(
m+1
m
)m
1
m+1
(
m+1
m
)−k
, k > m
This confirms the well-known exponential decay with k in random recursive networks,
where e.g. for m=1 we have pk = 2
−k and for m=2 the distribution becomes pk = (3/4)1.5−k.
b) Preferential selection of the initial node and q=0
Here we select the first node with probability proportional to its degree, and the remaining
m− 1 nodes are selected randomly. The number of links that point to nodes with degree k
are then:
k
2mt
+
m− 1
t
since every node has 2m links. The number of new links that connect to degree k nodes
becomes: (
m− 1
t
+
k
2mt
)
Npk (t) =
(
m− 1 + k
2m
)
pk (t) .
With similar arguments as above, the master equation is then:
(N + 1)pk(t+ 1) =
Npk(t) + (m− 1 + k−12m )pk−1(t)− (m− 1 + k2m)pk(t) k > m
(N + 1) pm (t+ 1) =
Npm (t) + 1−
(
m− 1 + m
2m
)
pm (t) k = m
pk(t) = 0 0 ≤ k ≤ m− 1.
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The solution of the stationary state gives:
pm =
2
(2m+1)
pk =
2
2m+1
A(A+1)...(A+2m)
(A+k−m)(A+k−m+1)...(A+k+m) , k > m
where A = m(2m − 1). Asymptotically, this distribution assumes the power-law form of
k−(2m+1), i.e. it decays much faster as we increase m. The dependence of the exponent on
m shows that despite the preferential attachment rule for the first link, the network quickly
behaves similar to a random structure. For m=2, for example, we get
pk =
12096
(4 + k) (5 + k) (6 + k)(7 + k)(8 + k)
, k > 2
which behaves as k-5.
c) Random selection of the initial node and q →∞
For very large values of q, the m−1 connections after the initial selection almost certainly
point to a neighbor of the first selected node. The probability to select such a node then
is proportional to its degree, since this is equivalent to following the links of the first node.
This probability can be written as
1
t
+
k(m− 1)
2mt
and the number of new links that connect to degree k nodes becomes:(
1
t
+
k (m− 1)
2mt
)
Npk (t) =
(
1 +
k (m− 1)
2m
)
pk (t) .
With similar arguments as above, the master equation is then:
(N + 1) pk (t+ 1) = Npk (t) +
(
1 + (k−1)(m−1)
2m
)
pk−1 (t)−
(
1 + k(m−1)
2m
)
pk (t), for k > m
(N + 1) pm (t+ 1) = Npm (t) + 1−
(
1 + m(m−1)
2m
)
pm (t), for k = m
pk(t) = 0, for0 ≤ k ≤ m− 1.
The solution of the stationary state for m=2 has the same form as case (b) above, i.e.
when one link connects through preferential attachment and one is selected randomly which
gives a degree distribution k−5. We can see therefore that the distribution changes from
exponential at q = 0 to a weak power-law at large values of q.
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FIG. 8. Degree distributions for the propinquity model. The symbols represent simulations
of growing networks and the lines correspond to the exact solutions. Notice that an initial random
selection with q = 8 gives the exact same distribution as an initial preferential selection with q = 0.
d) Preferential selection of the initial node and q →∞
This case is the same as selecting m nodes preferentially, i.e. the standard Barabasi-
Albert model. The known result is:
pk =
2m(m+ 1)
k(k + 1)(k + 2)
which asymptotically is a power-law k−3 with exponent 3. The effect of increasing q leads to
a broader tail in the degree distribution, and signifies the changes in local density that take
place as we change the preferential distance of the m-1 links, following the initial attachment.
The degree distributions for these cases are shown in Fig. S4 for m = 2.
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FRACTAL DIMENSION IN THE PROPINQUITY MODEL
The concept of fractal dimension provides an efficient method for studying network struc-
ture. Typically, a network is partitioned into the smallest possible number of boxes, Nbox
so that within a box the maximum distance is less than rbox. By varying the distance
rbox, we can determine if the structure has fractal features, through the exponent, db, of a
possible power-law decay: Nbox ∼ r−dbbox . If this relation decays faster than a power-law, or
equivalently for finite networks if the exponent has a large value, then the network is not
fractal.
In Fig. S5 we calculated the fractal behavior of the three empirical networks shown in
Fig. 1 and we found that their structure is largely non-fractal. For example, the UC Irvine
network has an approximate slope of db ∼ 6 while the Facebook network does not exhibit a
power law behavior at any significant range of rbox.
In the case of the propinquity model, network distances remain in general small, especially
for small values of q. This leads to a fast logarithmic drop in the number of boxes for larger
values of rbox which is an indication of non-fractal behavior. At larger q values there is a
more prominent power-law behavior, which has a fractal dimension db ∼ 3 and does not
depend strongly on q. As a result, the fractal dimension cannot be used to distinguish
networks created by the propinquity model with different q values.
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FIG. 9. Fractal behavior of the propinquity model. The left panel shows the dependence of
the minimum number of boxes Nbox on the maximum distance within the box, rbox for the three
networks shown in the legend. The right panel shows the same dependence for different q values
of the propinquity model (q values are shown in the box) for networks of size N = 105.
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