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ABSTRACT
Modeling the Spatially Varying Point Spread Function of the Kirkpatrick-Baez
Optic
Nathan N. Adelman
Lawrence Livermore National Laboratory's (LLNL) National Ignition Facility (NIF)
uses a variety of diagnostics and image capturing optics for collecting data in High
Energy Density Physics (HEDP) experiments. However, every image capturing system causes blurring and degradation of the images captured. This degradation can be
mathematically described through a camera system's Point Spread Function (PSF),
and can be reversed if the system's PSF is known. This is deconvolution, also called
image restoration. Many PSFs can be determined experimentally by imaging a point
source, which is a light emitting object that appears innitesimally small to the camera. However, NIF's Kirkpatrick-Baez Optic (KBO) is more dicult to characterize
because it has a spatially-varying PSF. Spatially varying PSFs make deconvolution
much more dicult because instead of being 2-dimensional, a spatially varying PSF
is 4-dimensional. This work discusses a method used for modeling the KBO's PSF
by modeling it as the sum of products of two basis functions. This model assumes
separability of the four dimensions of the PSF into two, 2-dimensional basis functions. While previous work would assume parametric forms for some of the basis
functions, this work attempts to only use numeric representations of the basis functions. Previous work also ignores the possibility of non-linear magnication along
each image axis, whereas this work successfully characterizes the KBO's non-linear
magnication. Implementation of this model gives exceptional results, with the correlation coecient between a model generated image and an experimental image as
high as 0.9994. Modeling the PSF with high accuracy lays the groundwork to allow
for deconvolution of images generated by the KBO.
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Chapter 1
INTRODUCTION

1.1 Point-Spread Functions
An image captured from a camera is never a perfect reproduction of the phenomena
being imaged. Every camera or optical system used for imaging has its own characteristic function, often referred to as a Point Spread Function (PSF), which describes
how the optical system blurs or otherwise deforms the image. Mathematically, the
PSF resembles a 2-dimensional impulse response, and can be described as such. Many
1-dimensional time series systems can be described as being linear and time-invariant
(LTI), where time-invariant means that the system's behavior does not change with
time. A similar PSF for a camera would be linear and spatially-invariant: the system's characteristic function does not change based on the location of the source
with respect to the camera. For a camera or optical system with a given PSF, any
image captured is the convolution of the object to be imaged (source) and the PSF.
Formalized mathematically:

I(x, y) = S(x, y) ∗ P (x, y)

(1.1)

and expanded into integral form:

ZZ
I(x, y) =

S(u, v)P (x − u, y − v) du dv

(1.2)

where S is the source (also referred to as the object), I is the blurred/deformed image
that is captured, and P is the camera PSF.
A spatially invariant PSF can be analyzed and understood using the numerous
tools applicable to 2-dimensional LTI systems. However, when the PSF is not spatially
1

invariant, but rather spatially varying, those tools can no longer be applied [3]. A
spatially varying PSF is now a 4-dimensional term. Now the relation between the
blurred image and the source can no longer be written as a proper convolution.
Instead, the relation between the two is only described by the double integration of
the PSF and the source, which will be referred to as the blurring function:

ZZ
I(x, y) =

S(u, v)P (u, v, x, y) du dv

(1.3)

Now there is a need to discern between the source plane and the image plane.
The terms x and y are coordinates in the image plane and the terms u and v are
coordinates in the source plane. This is a formalization of perspective projection.
Also, this description is accurate for continuous space, but in all computational implementations this convolution is carried out in discrete space. Thus it should be
more accurately written as:

I(x, y) =

XX
u

S(u, v)P (u, v, x, y)

(1.4)

v

In this case, the PSF is also dependent on the location of the source plane with
respect to the image plane. A 4-dimensional PSF is now signicantly more dicult
to successfully model and characterize.

1.2 LLNL, NIF, and the Kirkpatrick-Baez Optic
Lawrence Livermore National Laboratory (LLNL) is a national, federal funded laboratory and the leading national laboratory for nuclear science research. The National
Ignition Facility (NIF) is a large, multi-billion dollar nuclear fusion research facility
based at LLNL that advances scientic knowledge by creating and studying fusion
events, referred to as "shots". Many diagnostic tools, including X-ray imaging devices, are used to gather data from NIF shots. The Kirkpatrick-Baez Optic (KBO,
2

also called KB Microscope or KBM) is one of the imaging devices used for x-ray data
capture [12]. The NIF KBO is constructed as two nearly at mirrors placed one after
another and at a 90◦ angle to each other. The mirrors are actually spherical in shape,
but the sphere that denes their shape has a very large radius (∼30m), resulting
in mirrors that appear at. The weak spherical shape of the mirrors allows for all
incoming x-rays to be focused in one axis by each mirror. The mirrors also have a
reective coating designed to selectively lter for specic photon energies, resulting
in a narrowband energy response of the microscope. However, the energy response of
the microscope is not relevant to the issues presented in this work.

Figure 1.1: The KBO mirror conguration
While the KBO is used to capture data, like any optical system it has its own
point-spread function which results in blurring and deforming of the resulting captured image. There are dierent options available for calibrating and characterizing
the KBO, and the most straightforward option is to use experimental data. The most
direct experimental method for determining the PSF of the KBO is by using a point
source and capturing an image with the KBO. The resulting image would be the PSF
because a point source is analogous to a delta (δ ) function along both dimensions.
However, the KBO's PSF is spatially varying, which means a single experimental
image capture does not accurately describe the 4-dimensional PSF. Instead, an algorithmic approach must be devised for modeling the PSF after capturing data with the
3

source in multiple locations, so as to capture the PSF's spatially varying characteristics. This signicantly increases the diculty of calibration by using experimental
data and requiring possibly hundreds of calibration experiments in a well controlled
environment. An even greater limitation for experimental characterization is that
NIF's calibration facility does not have a small enough X-ray source. While an x-ray
source sucient for the KBO (< 1 µm spot size) could be purchased, its x-ray ux is
correspondingly reduced (experiments/calibrations takes too long), its energy range
would be limited (too narrowband), and the spot size would be elliptical. Instead,
when performing the rst calibration of the KBO, a larger source was used along with
a grid placed in front of the source [12]. NIF's team attempted to derive the PSF from
the edge spread functions resulting from the grid. While eective at providing some
initial characteristics of the KBO, it was not an eective method for determining the
PSF.

1.3 XRayTracer
XRayTracer (XRT) is a python software library for ray tracing and wave propagation
in x-ray regime. It is primarily meant for modeling advanced optical systems. At NIF,
XRT is used for simulating many dierent optical systems, including the KBO. This
project uses XRT to simulate the optic in lieu of experimental data for a variety of
reasons: the ease of use, the ability to analyze the eects of optic misalignments and
structural defects, and to perform analysis on an optic that has better performance
than experimental diagnostics can currently measure.
Using XRT, the KBO output can be simulated for a given optic conguration as
well as a predened source. XRT functions as a Monte Carlo style simulation by ring
an x-ray photon from a source with a user dened probability distribution for both
angle of emission (in x and z axis, with the y axis as the beamline) as well as energy
4

of the photon. These simulations allow for generation of the PSF at dierent source
locations, providing the necessary data for an algorithm to attempt to characterize
the 4-dimensional characteristics of the PSF. In this manner, XRT is used in this
work to generate the data used for characterization of the KBO PSF.

5

Chapter 2
LITERATURE REVIEW

In this work we are interested in characterizing the 4-D PSF of the KBO. The motivation for this is image restoration, to be able to take a blurred experimental image
from the KBO and determine the true, non-blurred image. Most literature is ultimately concerned with image restoration, also called deconvolution. Deconvolution
with spatially varying PSFs can be done in one of two ways: blind deconvolution or
non-blind deconvolution. Blind deconvolution is an approach that assumes the PSF
of a system is ill-dened or unknown, and attempts to perform convolution anyway.
Non-blind deconvolution attempts to perform deconvolution when the PSF is known,
or at least some aspects of it are known. This review of literature will consider nonblind deconvolution, and specically how the various techniques attempt to model
spatially varying PSFs.
The methods and papers presented here will be separated according to their "box
transparency". It is common to consider systems as block diagrams, as black box
systems. However, dierent approaches to modeling PSFs have a varying degree to
which they assume or know aspects of the physical system they model. The dierent
methods will be categorized in this chapter as black box, gray box, or white box.
The black box approach makes no assumptions and knows nothing of the physical
system. It treats the camera or optic purely as an input-output device. In this case,
the user cannot look inside the box. The white box approach uses a camera or optic
which is completely known. The entirety of the system is analytically dened, and
the determination of the PSF can be made using this information. The gray box approach has some information of the physical system. Certain assumptions are made
about the physical system, or some equations exist that model specic aspects of the

6

physical system.
Also worth noting is the areas of science in which these methods are being applied. With few exceptions, image restoration and PSF modeling is primarily used for
astronomy and medical imaging. Much of the literature refers to performing image
restoration for images from the Hubble Space Telescope (HST), or for images from
Computed Tomography (CT) or Positron Emission Tomography (PET) scanning.

2.1 The White Box Approach
An early white box approach, applied for CT scanners, was to completely analytically
model the x-ray beam prole of the optical system [13]. This process is simplied
because of the radial symmetry in the optic being characterized. However, the analytical model only describes the x-ray beam prole in 1 dimension, so it was necessary
to instead t the optics 2-D x-ray beam prole to a parametric model. In this specic approach the parametric model used is a gaussian function, which is the most
commonly used parametric form for modeling microscope PSFs. This was completed
using experimental measurements and using an iterative nonlinear least square t
(Levenberg-Marquardt) to determine the parameters of the gaussian function.
Another white box approach, applied for "push-broom" optical sensors, uses
wavelet frame regularization to perform image restoration [6]. This method solves a
convex optimization problem using an iterative algorithm called the forward-backward
algorithm. However, a "push-broom" optical sensor is only spatially varying in 1 dimension, signicantly simplifying the process. This allows for the PSF to be modeled
using the telescopes pupil transmission function and its optical aberration. Certain
assumptions are also made to simplify this model, such as only considering monochromatic light.
There are not many PSF modeling approaches that could be classied here as
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white box. This could be due to the diculty in condently determining an analytical model of a given optical system. More likely, it is due to the lack of generality of
a white box style solution. The two approaches described here are very application
specic, and would be of little use when attempting to model the PSF of the KBO.

2.2 The Gray Box Approach
One approach that is very common is to have a partially known PSF where the
spatially varying component is assumed to be known [3, 10]. This approach is often
combined with a PSF model that assumes the PSF is invariant within a small region of
the image. The spatial variance component is analytically modeled in dierent ways,
such as using a stochastic model for phase of the optic or by assuming a radially
symmetric nature of the optic. The specic model for the spatial variance depends
on how the PSF and optical system are being mathematically represented. In [3], for
example, the PSF kernel for a given location in the image is analytically dened as:

s[φ] = |F −1 (peiφ )|2

(2.1)

where φ is a phase function (dening spatial variance due to location in image), p
denotes the pupil, or aperture function (known), and i is the imaginary number. Despite the notation implying a continuous description of the PSF, this method actually
splits the image into having a nite number of localized PSFs. A major drawback of
this method is that it makes a number of assumptions on what analytical descriptions dene the form of the PSF (p, φ, s). A more generalized formation of this
technique (nite localized PSFs), [10], instead decomposes the PSF into orthogonal
basis functions:

8

P (u, v, x, y) =

X

ai (u, v)pi (x, y)

(2.2)

i

where ai (u, v) describes the spatial varying component of the PSF, and the summation of weighted pi (x, y) allows for construction of various shapes and forms of a
localized, spatially invariant PSF. By using ai (u, v) as weights for pi (x, y), dierent
localized, spatially invariant PSFs can be constructed. It's interesting to note that
these methods are possible due to the fact that the spatially varying component and
the local spreading component are assumed to be separable.
Other techniques that could be classied as "gray box" also use the common approach of tting the spreading function to gaussians [2, 5]. This approach is very popular for medical imaging, because CT and PET scanners have approximately gaussian
PSFs. The methods typical for medical scanners is not very attractive for applying
to the KBO because medical scanners have radial symmetry (unlike the KBO) and
they are often working with 3-D images, rather than 2-D. It is much more likely that
the approaches for PSF modeling used in astronomy will be more applicable for the
KBO.

2.3 The Black Box Approach
The black box approaches solely use the output images of an optical system to determine the nature of the PSF. One method claims that a spatially varying PSF can be
determined, and the true image restored, using sharp edge detection [8]. This method
uses a special calibration pattern, a type of rounded checkerboard, to determine the
PSF. Because the grid pattern is known mathematically, capturing an image of the
pattern allows for the PSF to be determined in a ne grid across the image. This is
possible because the blurred image captured is known to be the convolution (locally)
of the true grid shape and the local PSF. The local PSF can then be estimated us9

ing a Bayesian framework with the maximum a posteriori (MAP) technique. This
procedure was done for visible light, and applied for standard DSLR consumer use
cameras, whereas all other papers cited in this work are concerned with medical or
astronomical imaging. This is the only paper reviewed that covers consumer use
imaging equipment.
Another black box approach uses Principle Component Analysis (PCA) to construct the PSF [7]. This paper rst compares PCA's ability to model the PSF to
methods using wavelets and shapelets, and nds PCA to be a signicantly better tool
for PSF modeling. This is convenient because of the simplicity of PCA. The PSF is
modeled by using an astronomical image with many small stars and isolating each
star into 31x31 pixel observations. In astronomy, it is typical to use small stars as
localized PSFs, because the stars are eectively point sources. The star observations
are then individually stored as a vector, then all of the observations are placed into a
large matrix. This matrix is MxN in size, with M = 31x31 = 961, and N = 870 (N is
the number of stars observed). The eigenvectors of interest are found by performing
Singular Value Decomposition (SVD) on the covariance matrix of the MxN observation matrix. These eigenvectors can be used to represent all the localized PSFs by
weighting them appropriately. These weights can be determined by attempting to
reconstruct all the observed stars. Additionally, these weights that vary across the
image can then be t to a 5th order polynomial to allow for localized PSF reconstruction anywhere in the image. Using a polynomial tting to allow for interpolation was
the standard practice. Eventually, the methods of interpolation that have the best
performance were investigated [4]. It was determined that Kriging interpolation and
Delaunay triangulation have signicantly better performance than simple polynomial
tting.

10

2.4 Method of Choice
In determining which methodology would be the best foundation for modeling the
KBO, we must consider the advantages and disadvantages of the dierent "box"
approaches. A white box approach would be most likely to give the best result for a
specic system. However, the white box methods reported here are for more simple
systems (spatially varying in only one dimension, radially symmetric spreading). The
white box method is also specic to the system being modeled. It would be more
advantageous for NIF if the method was more generalized, so that it could be leveraged
for the many other optical systems used by NIF. For this reason, gray box and black
box approaches are much more attractive. The gray box approaches that use localized,
spatially invariant PSFs could be applicable if the KBO PSF spatial variance is slow
enough, or if enough localized PSFs can be determined to accurately describe the
KBO PSF. One issue with those methods is that both papers reviewed parameterize
some aspect of the PSF. It is greatly desired to have a generalized method, which
would require a black box implementation. Considering the black box methods, the
sharp edge detection has some major drawbacks. First, the specialized grid cannot be
easily recreated using XRT, the simulation tool that is available for generating data.
Also, this method requires fairly high resolution images (many pixels) to achieve
acceptable results, whereas the KBO will not be able generate the high resolution
necessary. The PCA approach, however, is non-parameterized and the necessary data
can be generated using the tools available while at LLNL. Thus, the most applicable
methods for the KBO PSF modeling [7, 10] cast the PSF into dierent basis functions
and use simple point source observations to determine these basis functions. This
work will use these concepts of decomposition into basis functions and using point
source observations for input data as the foundation for modeling the KBO PSF.
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Chapter 3
DATA ACQUISITION

The algorithmic approach to characterization of the KBO PSF in this work requires
two sets of data: source data and image data. The algorithm uses the location of
a source in xy space as well as the KBO captured image of that source. However,
the algorithm requires a large (∼100s) set of source-image pairs to fully capture the
spatially-variant nature of the PSF. This data set of source-image pairs must be
collected conveniently enough that it is practical to test the PSF model using varying
types and amounts of data.

3.1 Acquisition Method: Simulation or Experiment
For data acquisition, there are two possible approaches: experimental data or simulated data. For NIF, experimental data collection is an unattractive option because
the theoretical resolution of the optic exceeds the resolution of both the detector and
the source available at NIF's calibration facility. While an x-ray source sucient in
size for the KB could be purchased (< 1 micrometer spot size), this source has a number of limitations. The energy range would be limited to that of a tungsten anode,
with emission lines at 8.4 keV, 9.6 keV, 10 keV and 11.7 keV. While this would likely
be sucient for the KB, many other NIF optics require a more broad range of photon
energies. The x-ray ux (# of photons emitted) would be lower, resulting in slow
calibrations and experiments. Also, the spot size of the source would be elliptical,
which would require it to be smaller than an equivalent circular or square source in
order to better imitate a point source. NIF has many imaging diagnostics and to
date none of them require this type of source. If such a source were purchased, it
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would only be used for the KB, and so funds could not reasonably be allocated for
purchasing this source. For this reason, experimental data collection is not viable.
Simulation is the other option for data collection. Among some of the benets
of using simulation is the ability to develop the characterization algorithm using
exactly known inputs. Simulation allows for easy adjustment of source geometries,
which is advantageous when designing a method for optic characterization. The NIF
calibration facility does not have this degree of freedom with source geometries.
Also, the simulated data can be sampled on a much ner grid than might be
reasonable experimentally. This can be used to determine how many sample points
are sucient when experimental measurements become viable. For example, sampling
of the PSF is done iteratively, either with experimentation or with simulation, using
point sources at dierent locations in a grid format. Each point in that grid is
costly to sample both for simulation and experimentation. However, the cost for each
point is much higher with experimentation because it takes signicantly longer than
simulation. As such, it is benecial to know the minimum sized source grid necessary
for PSF characterization. This can be determined using simulation much faster and
thus much cheaper.
Additionally, the use of simulation allows for testing the eects of mis-alignments,
optic gure error, coating errors, and other errors. In this case, optic gure error is
the dierence between the designed mirror and the manufactured mirror, and coating
error refers to undesirable impurities in the specialized coating used by the mirrors.
Overall, the use of simulation allows for a great degree of autonomy in developing the optic characterization methodology. If it is determined that another set of
data would be useful for developing the algorithm, a simulation can simply be run
overnight with no laboratory oversight. Simulation also allows for a greater degree
of control over all variables and data. The algorithm can be implemented in a sim13

plied environment, and then complications can be incrementally introduced to the
workspace to test the algorithm.
With all the above under consideration, simulation is the chosen method of data
acquisition for this project.

3.2 XRT
The XRayTracer package implemented in the Python scripting language is chosen to
perform simulation of the KBO. XRT allows for the user to implement a wide array
of optics congurations, using mirrors, lens, gratings, and other optical elements. It
also robustly handles the energy reection and absorption characteristics of dierent
surfaces and materials, which can be user dened. This allows for XRT to accurately
trace photons of varying energies through a user dened optical conguration. This
functionality allows for a Monte-Carlo style simulation of a given optic, such as the
KBO. The user is also able to dene "screens" at any location in the optical conguration. These screens do not interact with photons, but record the location and energy
of all photons that pass through the screen. The data of all the photons passing
through a screen is then output as an image, a representation of what an ideal detector would capture if it had the location of that screen in the optical conguration.
In this fashion, XRT can use simulation to determine how the KBO would image a
known, well dened object.
The inner workings of XRT are not signicantly relevant to this work. NIF has a
working model of the KBO already built using XRT. For the purpose of this thesis,
XRT can mostly be considered a black box, where the input will a point source's
location in xy space and the output is the KBO's simulated image of that point
source (refer to Fig. 3.1 below).
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Figure 3.1: "Black Box" approach to XRT
3.3 Data Collection
Using XRT, data is collected by simulating the images captured by the KBO when
the object is a point source. Because the PSF is spatially-varying, images must be
captured for point sources that are placed at the edges of the KBO's Field of View
(FOV), and everywhere in between. For this work, we focus on a narrow FOV (100 to 100µm in both x and y directions) over which the KBO's PSF variance is less
severe. To collect the necessary data, XRT simulations were run using a conguration
of point sources in a grid format, as seen below.

Figure 3.2: A representation for the grid format of simulated point sources
Despite the grid representation shown in Fig 3.2, each source is simulated separately. Each individual source simulation results in a blurred image, or more specifically an image with a uniquely blurred spot somewhere in the image plane. After
every source has been simulated, the resulting blurred spots are all compiled into
15

a single image. So long as the sources are adequately spaced, the resulting blurred
spots will not overlap or interfere with each other. This allows for a single image
(which is 1024x1024) to contain all the data from multiple simulated sources images.
An example of the resulting blurry spot image from the 5x5 source grid in Fig. 3.2 is
shown below in Fig. 3.3.

Figure 3.3: Simulated output image from a 5x5 grid of point sources
The XRT simulation is set to output these blurred images as a matrix placed in a
`.mat' le. This type of le is used by
can be used in the

Matlab to save and import/export data that

Matlab environment.

3.4 Data Pre-Processing
When the `.mat' le generated by the XRT simulation is read into

Matlab, the data

contains all the necessary information to begin the process of PSF characterization.
At this point forward, all data manipulation and processing is completed in

Matlab.

In addition to the image generated from the simulation, Table 1 below shows
additional elds carried by the `.mat' le, their purpose, and their typical values.
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Number of photons incident

Intensity

on the screen
Number of photons used in

nRaysAll

simulation

S_positionsX

S_positionsY

xlimits

ylimits

Source positions in X dimension (mm)
Source positions in Y dimension (mm)
Bounds on output image in
X dimension (mm)
Bounds on output image in
Y dimension (mm)

60 × 106

72 × 106

-0.1, -0.05, 0, 0.05 0.1

-0.1, -0.05, 0, 0.05 0.1

-51.69, -41.45

-51.69, -41.45

Table 3.1: Values reported in XRT's output le
These elds and their respective values will provide the necessary information to
place the source and image planes in physical space, among other uses. The location
of the image in physical space is oset by ∼45mm, as shown in the `xlimits' and
`ylimits' elds. This lateral shifting is a result of where the optic focuses the image in
space. This shifting is not necessary to track for the PSF modeling algorithm used,
but the physical dimensions of the image (width and height) must be known and can
be determined from these quantities. The most important information in the `.mat'
le is the output image generated by the simulation.
Referring to Figure 3.3, the blurred image output by XRT has many isolated
blurry spots, and each individual spot will be referred to as spreading functions.
Each spreading function must be isolated and stored individually as a small subimage M xM (typically M = 15) in size. The most simple and robust method for
isolating the spreading functions is by using
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Matlab's Image Processing Toolbox to

locate objects in a binary image. By converting the output image into a binary image
(all pixels with nonzero value = 1),

Matlab's bwconncomp function can be used to

nd all the isolated spreading functions in the binary image. The indexes dening the
locations of the binarized blurred image can then be used to cut out the individual
spreading functions from the non-binarized blurred image for storage.
The last step of preparing the data for use is the zero-padding of the isolated
spreading functions. It will be important for the characterization that all the spreading functions, isolated into smaller sub-images, are the same size. In all data reported
in this work, the sub-image size of the spreading functions is padded to achieve a size
of 15x15 pixels (M = 15), unless otherwise noted. The size chosen for the sub-images
is only relevant to the computation time for generating the model, so long as it is
large enough to capture the largest spreading function.
One issue with this method is that it is possible for some spreading functions to
have a single nearby bin that is not directly adjacent (8-connected) to the primary
spot but is nonzero. An example of this with an articially brightened unconnected
photon pixel is shown below in Figure 3.4.

Figure 3.4: An example of an unconnected photon for a single spread
function
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This indicates a photon was slightly separate from the primary spot. Using
the automated spreading function isolation method described above, this singular
photon/low-intensity bin will be identied as an entire spreading function. When
implemented, these singular, small area spots are identied as image artifacts and
not considered as individual spreading functions.
Unconnected photons, while a nuisance when nding the locations of spreading
functions in the image, are usually not lost when generating the PSF model. The
spreading function in the blurred image is extracted by drawing a box around the
entire spreading function, and storing the pixels in this box. As long as the unconnected photons are only 1 or 2 pixels disconnected from the spreading function, they
will most likely be inside the extraction box.
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Chapter 4
ALGORITHM IMPLEMENTATION

The goal of this work is to characterize the PSF of the KBO. This rst requires
the decomposition of the PSF into more simple and solvable terms. A method for
implementing the 4-D blurring function with this decomposed PSF must be devised.
This chapter describes this process of decomposition and blurring.

4.1 PSF Modeling Overview
As mentioned in Chapter 1, the blurred image resulting from capturing an image with
some optical system is the convolution of the `true' image with the optical system's
PSF. Because in this case it is a spatially varying PSF, it cannot be written as a true
convolution. Instead it must be written as the double integration in Equation (1.3):
ZZ
I(x, y) =
S(u, v)P (u, v, x, y) du dv
(1.3)
where (x, y) are coordinates in the image plane and (u, v) are coordinates in the source
plane. In practical applications, computational implementations require the discrete
version, the double summation in Equation (1.4)

I(x, y) =

XX
u

S(u, v)P (u, v, x, y)

(1.4)

v

This work aims to characterize P by making the assumption that P(u,v,x,y) can be
dened as the sum of products of two basis functions [10]:

P (u, v, x, y) =

X

ai (u, v)pi (x − u, y − v)

(4.1)

i

In this case, each basis function is two dimensional, with one basis describing the
varying nature of the PSF due to the source plane, and the other basis function
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describing the variance of the PSF due to the image plane. This form assumes that
these two properties of the 4-D PSF are separable. By combining Equations (4.1)
and (1.4) we get:

I(x, y) =

XX
u

S(u, v)

hX

v

ai (u, v)pi (x − u, y − v)

i

(4.2)

i

This form is not very convenient for computational implementation. It has three
summations and two dierent coordinate systems. Also, the pi (x − u, y − v) term
could allow for the system to collapse into a proper convolution. And nally, the S
and ai terms dene elds in the source plane, whereas pi denes elds in the image
plane. Attempting to multiply them directly makes little sense in terms of physical
units and space. This issue will be explored more in depth later in this chapter. In
an attempt to simplify this system, if wi (u, v) is dened as:

wi (u, v) = S(u, v)ai (u, v)

(4.3)

then Equation (4.2) can be rewritten as:

I(x, y) =

XXX
u

v

wi (u, v)pi (x − u, y − v)

(4.4)

i

This form is more compact by combining the terms in the blurring function that
are dependent upon coordinates in the source plane. However, wi and pi cannot
be multiplied because they are in dierent coordinate systems. We must transform

wi (u, v) into the same coordinate system and plane as pi :
wi (u, v) ⇒ wi (x0 , y 0 )

(4.5)

Now Equation (4.4) can be written as:

I(x, y) =

XXX
x0

y0

wi (x0 , y 0 )pi (x − x0 , y − y 0 )

i
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(4.6)

This is a formal 2-D convolution, and can be abstracted as:

I(x, y) =

X

wi (x, y) ∗ pi (x, y)

(4.7)

i

With this representation, the PSF is now described as two separate 2-D terms, with
one representing PSF spreading due to the source plane and the other representing
PSF spreading due to the image plane. First, one must determine how to solve for
the pi and ai (and by extension, wi ) terms, and then resolve a method for actually
implementing the blurring function using these terms (a task which is more dicult
than it may appear).

4.2 Solving for the PSF Model
Characterization of the PSF requires solving for ai and pi . Using Equation (4.2),
there are four terms of interest: I , S , ai , and pi . Thus, to solve for ai or pi , we must
know I , S , and either ai or pi . With data that has been collected, a system with
known I and S can be manufactured, but ai and pi are still indeterminate. Instead,
we will assume values for pi , and use that to nd a solution to ai . This means that
the model of the PSF generated will not be a unique solution, though it will still
accurately model the system.

4.2.1

Arranging Knowns and Unknowns

Rearranging Equation (4.2) we get:

I(x, y) =

XXX
u

v

S(u, v)ai (u, v)pi (x − u, y − v)

(4.8)

i

If we dene Qr,c (x, y) as the image resulting from a point source (δ ) at location ur , vc
(also referred to as a spreading function in Chapter 3), then we can write Equation
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(4.8) as:

Qr,c (x, y) =

XXX
u

v

δ(ur , vc )ai (u, v)pi (x − u, y − v)

(4.9)

i

Figure 4.1: Data gathered from XRT is a grid of spreading functions, Q2,2 .
Here the spreading function in row 2, column 2 of the grid is labeled.
However, because of the sifting property of delta functions, Equation (4.9) simplies
to:

Qr,c (x, y) =

N
X

ai (ur , vc )pi (x − ur , y − vc )

(4.10)

i

with N being the number of spreading functions in the available data (typically
a 13x13 grid = 169 spreading functions). With Equation (4.10) the S term has
been eliminated, which simplies the problem somewhat. Now ai and pi must be
determined.

4.2.2

Solving for

pi

Equation (4.10) again demonstrates that there is not enough information available for
a unique solution to the system. Instead, values for pi will be assigned. It is important to choose an eective basis set for pi , as choosing poorly will limit the systems
ability to accurately model the KBO PSF. With this in mind, pi will be dened as:

pi (x, y) =

N
X
j
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Eji Qj (x, y)

(4.11)

where Eji is component j of an eigenvector Ei , and N is again the number of individual spreading functions. The eigenvectors E encode the variance of the spreading
functions in a manner suitable for building the basis set pi . The eigenvector Ei is
built by rst creating an image matrix ivecji using vectorized forms of each spreading
function Qr,c (x, y). For this implementation, it is more convenient to use dierent
notation for the vectorized versions of Q. In this case, the spreading function Qj
is the j -th spreading function and Qji denotes the i-th pixel of the j -th vectorized
spreading function. Using this method of data formatting, the spreading functions
can be compiled as all the rows in a matrix, ivecji .



Q11 Q12 . . . Q1i







Q21 Q22 . . . Q2i 


ivecji =  .

.
.
.
. . .
 .
.
.
.
.
.
.
.




Qj1 Qj2 . . . Qji

(4.12)

Then the covariance matrix of ivecji transposed is found:

C = cov(ivecT )

(4.13)

The desired set of eigenvectors, E , is the eigenvector decomposition of this covariance
matrix C . Eigenvectors Ei are sorted in order of descending signicance, with larger
eigenvalues corresponding to lower index i.
Now the basis function pi has been constructed. Its assignment is arbitrary because the system does not have a unique solution, but pi has been constructed in
a way that encodes relevant information from the data available. It is worthwhile
to note the shape of pi . It is constructed using a summation of spreading functions

Q multiplied by scalars extracted from the matrix E . The spreading functions are
M xM in size (typically M = 15 pixels), so the pi terms are each a M xM matrix.
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They could be visualized or understood as the various shapes that additively contribute to the spreading nature of the entire PSF. These shapes, visualized below in
Figure 4.2, could be referred to as `eigen-images'. Each image in Figure 4.2 uses a
scaled coloring scheme, with black being the minimum and white as the maximum.
As such, eigen-images 1 and 2 demonstrate a faintly 2-D gaussian shape, whereas
both eigen-images 5 and 10 have clear minimums and maximums.

Figure 4.2: Eigen-images that describe the PSF are M xM in size. These
are p1 , p2 , p5 , and p10
Until this point, the pi terms have been abstracted as an arbitrary assignment
to allow for later solving of the ai terms. However, viewing the eigen-images allows
for a better understanding of what pi actually represents in the PSF model. Each
eigen-image pi contributes varying types of shapes to a given spreading function with
varying signicance (the magnitude of signicance is dened by ai ). The eigen-images
tend to discriminate between each other based o of their spatial frequency content.
Figure 4.2 shows that the rst eigen-image, p1 , is a very simple approximation of the
PSF across the KBO's entire FOV. However, eigen-image 5 and 10 appear to have
a greater amount of high spatial frequency content. This is due to the method with
which the eigen-images were constructed, where the lower order pi terms were dened
using the more signicant eigenvectors of the matrix E (E being sorted in descending
magnitude). This is consistent with the idea that all the spreading functions across
25

the FOV of the KBO have at least a vague gaussian shape. This also indicates that
the later, less signicant eigen-images begin to encode noise and not the signal. In
many ways the basis of pi is similar to a Fourier series decomposition of a 1-D time
signal, with higher frequency sinusoids only representing noise on the signal.

4.2.3

Solving for

ai

Referring again to Equation (4.10), both Q and pi are known, and ai can now be
determined. It is worthwhile to consider expanding the summation of Equation (4.10):

Qr,c (x, y) =

N
X

ai (ur , vc )pi (x − ur , y − vc ) = a1 p1 + a2 p2 + ...aN pN

(4.14)

i

where the ai terms are scalar coecients and the pi terms are M xM matrices. This
is consistent with the size of Q, which is a M xM image. This expansion of the
summation shows that the spreading function Q is simply the summation of weighted
eigen-images, where the ai terms are the weights. To solve for all ai , if Q and pi are
rearranged from M xM matrices to M 2 x1 column vectors (with subscripts denoting
matrix size):

QM 2 x1 = (pM 2 xN 2 )(aN 2 x1 )

(4.15)

then a solution for ai can be found using the the pseudoinverse of pi :

ai = (pTi pi )−1 pTi Qr,c

(4.16)

While solving for the ai terms is made more practical by viewing ai as a column
vector, it is worthwhile to consider what the ai terms actually represent. Each ai term
solved for is actually all ai values (i = 1 to i = N ) at the coordinates (ur , vc ). To solve
for all ai terms across all points (u, v), this calculation must be completed using every
available spreading function Qr,c (x, y). In its entirety, ai (u, v) is a set of N images,
each one N xN in size. Considering Equation (4.14) again, these values of ai (ur , vc )
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are scalar weights for the eigen-images pi . Eectively, each ai (u, v) value determines
the signicance of each eigen-image pi in modeling the PSF at each location in the
source plane (u, v).
Figure 4.3 below shows typical images for the ai elds. Again, these images have a
scaled coloring scheme, with black as the minimum value and white as the maximum.
These images can be understood as depicting the signicance for the i-th eigen-image
in determining the shape of the output for a source in particular place in the (u, v)
plane. In other words, the a1 eld has a peak in the center. This means that p1 in
Figure 4.2 strongly contributes to the PSF in the center of the KBO FOV, where
the spreading is less shaped and more circular. On the contrary, the a2 eld has a
minimum in the center, but is large in magnitude at the edges. This means that p2
from Figure 4.2 strongly contributes to the PSF at the edges of the KBO FOV, where
the spreading is more elongated.

Figure 4.3: Spatially Varying Fields ai .
Now that both ai and pi have been determined, the full model of the PSF is
known.
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4.3 Implementing the Blurring Function with the PSF Model
Consider Equations (4.2), (4.3), and (4.7) again (with the summation count over i
now known to be N , the number of spreading functions):

I(x, y) =

XX
u

S(u, v)

v

N
hX

ai (u, v)pi (x − u, y − v)

I(x, y) =

(4.2)

i

(4.3)

wi (u, v) = S(u, v)ai (u, v)
N
X

i

wi (x, y) ∗ pi (x, y)

(4.7)

i

Equation (4.2) is the blurring function when substituting the real 4-D PSF for the
modeled PSF. This equation is unwieldy, and not convenient for implementation in

Matlab or any other coding language. However, Equation (4.3) collapses together

the two terms in the blurring function that are both in the source plane, S and ai .
This is possible because S can be moved inside the summation over i. Here wi can be
considered the term that will weight all of the eigen-images based o of the location
in the source plane while performing convolution. Thus wi is referred to as the
spatial weighting term. Equation (4.7) collapses the blurring function from Equation
(4.2) into a convolution. This is the convolution that must be performed to use the
functionality of the PSF model. This is a convenient form for implementation of the
blurring function except that it must be perform convolution N times. Using this
form, one can take advantage of pre-built 2-D convolution functions in any language
of choice to simplify the process of implementing the 4-D blurring function. Figure
4.4 below visualizes this process.
The implementation of Equation (4.7) requires careful consideration of the physical meaning of S , ai , wi , pi , and I . S and ai are in the source plane but pi and I are
in the image plane, and they have dierent sizes in physical space. This is expressed
in a dierence of binning (µm/px). For the KBO, typical dimensions and binning are
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Figure 4.4: Implementation of the blurring function
shown below:

Term

Typical Binning

Size (µm x µm)

Plane

(µm/px)

S

1

200 x 200

Source

ai

15.38

200 x 200

Source

pi

10

150 x 150

Image

I

10

2640 x 2240

Image

Table 4.1: Binning and sizes of blurring function terms
The size and binning of S can be anything that is the size of the source grid
used for modeling the PSF, or smaller. For example, in this work the grid of sources
used to characterize the PSF is 200 x 200 µm in size, so S can be 200 x 200 µm
or smaller. The size of ai follows the same rules as S , but the binning is dependent
on N because each spreading function Qr,c (x, y) solves for the value of a(ur , vc ). For
Table 4.1, N = 132 . The binning of pi is determined by the binning of the data
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used for characterization of the PSF. For this work, XRT's output image is binned
at 10 µm/px. The size of pi is an adjustable parameter (M xM pixels), but is best
suited being the smallest size that can entirely capture the largest spreading function

Q. The binning of I will be the same as the binning for pi , but the size is more
complicated. When simulating a source grid that is 200 x 200 µm, the KBO will
capture an image that is approximately 2600 x 2200 µm. This indicates that there is
some magnication from source plane to image plane, and it is not the same for each
dimension. This magnication must also be taken into account in the PSF model.
If Equation (4.7) states that I is the result of convolving w with p, then the size
of I is determined by the number of pixels in w and p (w pixels + p pixels - 1).
However, w is dened as the product of ai and S , though S could be smaller than ai
(by pixel count and/or physical size) and most likely has a smaller binning. All of
this to demonstrate that some amount of resizing and interpolation must be done to
complete the convolution while maintaining proper units and physical meaning.
First, ai must be interpolated to achieve the same binning as S . Then, wi can be
determined as the product of S and ai (point-by-point). From Table 4.1 the typical
binning and size of wi would be 1 µm/px and 200 x 200 µm, which would be 200 x
200 pixels. In order to convolve wi and pi and maintain physical meaning, wi must
be transformed from the source plane to the image plane, and match the binning of

pi . This transformation describes the magnication in each dimension from source
plane to image plane.
The transformation is completed by tracking the locations of the source grid used
for characterization, mapping each source to its location in the simulated output
image. Because each source creates a large (15x15 pixel) spreading function, an anchor
point for each spreading function is arbitrarily chosen to allow for consistent mapping
from source to image plane. In this work, the bottom right corner of every 15x15
spreading function is the anchor point. If the magnication of the source is uniform
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along a given dimension then the equation that maps a source plane coordinate to an
image plane coordinate is a line:

ximage = αxsource

yimage = βysource

(4.17)

where α and β are scalars that dene the amount of magnication in each dimension.
In this case, the data points gathered would allow for the solving of α and β , completely describing how to transform wi into the image plane. However, Figures 4.5
and 4.6 below show that this is not the case for the KBO.

Figure 4.5: Mapping from source plane to image plane along x
Figure 4.5 and 4.6 show a single column and row of sources being mapped to
their respective spreading function. The plots show a nonlinear curve for the data,
compared to the expected perfect line if the magnication was uniform (constant
slope) from source plane to image plane. Though slight, there is a visible dierence
between the data and the desired linear mapping. At the center of the FOV, the
data deviates from the expected by 30 µm in the image plane, which is 3 pixels.
Fortunately, the magnication varies slowly enough from the center of the FOV to
the edges that the distortion can be accurately characterized with the locations of the
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Figure 4.6: Mapping from source plane to image plane along y
spreading functions. Using the spreading function locations allows for N data points
to create a 2-D mapping of the magnication from source to image plane across the
entire FOV. Using this mapping, wi can be transformed from source to image plane.
With wi and pi both in the image plane and with the same binning, the convolution
described in Equation (4.7) can be performed. Thus the image for a given source is
numerically determined.

4.4 Application of Principle Component Analysis
Equation (4.7) requires a convolution to be completed N times to determine the image
resulting from a given source. In addition to performing N convolutions, the process
also requires transforming N wi elds from source plane to image plane. The number
of wi elds (or the number of w components) is determined by the number of spreading
functions available in the data, N . However, it is very likely that N components are
not necessary for accurately modeling the KBO PSF. Because the N convolutions and

N transformations necessary for solving the system can be computationally expensive,
it is worthwhile to investigate how many components K are needed to accurately
model the PSF. This is an application of Principle Component Analysis (PCA).
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Looking at what terms are dependent upon N , where N denotes the number of
components used, Equations (4.7), (4.11), and (4.14) are the most relevant.

I(x, y) =

pi (x, y) =
Qr,c (x, y) =

N
X
i
N
X
i
N
X

wi (x, y) ∗ pi (x, y)

(4.7)

Eij Qi (x, y)

(4.11)

ai (ur , vc )pi (x − u, y − v)

(4.14)

i

Equations (4.11) and (4.14) are used for modeling the PSF, while Equation (4.7) is
used when solving for a blurred image. Replacing N with K , where K << N , could
signicantly speed up both processes. Implementation of PCA is simple enough:
only iterate the summations K times, dropping the least signicant components i =

K + 1, K + 2, ..., N . Analysis on the impact of PCA is discussed in the next chapter.
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Chapter 5
RESULTS & CONCLUSION

5.1 Precision and Accuracy of Model
The success of this process in modeling the KBO PSF can be determined by attempting to generate a blurred image using the same source(s) that XRT used to generate
an image. For example, the script written to run XRT simulations is already set
up to easily simulate source grids with varying N , such as N = 132 or N = 172 .
Because of this, a reasonable test of the model would be to generate the PSF model
using one grid (N = 132 ), and simulate another grid (N = 52 ). Then the PSF model
will be used to generate an image with the same N = 52 source grid. A comparison
of the two N = 52 images, generated by the ray-trace and the PSF model, can be
done by correlating the images and extracting the correlation coecient. If the PSF
model results in perfect recreation of the simulated image, the correlation coecient
between the two will be 1.

Figure 5.1: Simulation and Model Result for N = 52 Source Grid
As shown in Figure 5.1, the simulated result and the model generated result are
34

visually similar. The correlation coecient (r) for these two images is 0.983, so they
are 98.3% similar. The model of the PSF generated has a few possible parameters
that can be adjusted, such as the number of spreading functions used N , number
of components P C (when applying PCA), size of the captured spreading functions

M , and the number of photons (Rays) used in the Monte Carlo simulation of the
multi-source image used to model the PSF. Rays is reported per spreading function,
to eliminate any possible confusion from variance due to change in N . For the test
shown in Figure 5.1, N = 132 , P C = 70, M = 15, and Rays = 2.88 × 106 . The

r = 0.983 of this test denes the accuracy of the PSF model. However this is only the
accuracy for a single recreated image. It is more useful to consider the accuracy using
a set of images. Table 5.1 shows the accuracy for a typical PSF model (N = 132 ,

P C = 70, M = 15, and Rays = 2.88 × 106 ) when tested against a variety of test
images, each resulting from a dierent source grid.

N of Test Image

Accuracy (r)

52

0.9830

72

0.9988

132

0.9994

Table 5.1: Accuracy of N = 132 , P C = 70, M = 15, and Rays = 2.88 × 106
PSF Model for Varying N Test Images
The results of Table 5.1 are consistent with expectations. When using the PSF model
to recreate images with a source grid as input, the accuracy of the output image
increases as the source grid tested approaches the same geometric shape as the grid
used for modeling. This is because the ai terms, when interpolated, do not deviate
very far in space. This allows for the interpolated ai values to be very close to the ai
values that were solved.
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It is also worthwhile to consider another method of testing, which will attempt
to determine if the error is due to the PSF model or due to the implementation of
the convolution using the model. When modeling the PSF, the exact locations of
the spreading functions are known, and those are the exact locations for which ai is
solved. Thus the image can be reconstructed by solving for each spreading function
and placing them appropriately in the image plane. Both ai and pi were solved for
using Equation (4.10), and this method of testing simply plugs ai and pi back into
the equation to solve for Q. Correlating this image with the simulated image used
to solve Equation (4.10) should result in perfect correlation if no information has
been lost while solving for ai and pi . Indeed, this does occur (r = 1). However,
if PCA is applied, and not every component is used, then some information is lost.
When using P C = 70 for modeling, correlation between the simulated image used to
generate the model and the image created with this shortcut testing method results
in r = 0.9995. This will be referred to as the precision of the model, because it
is the maximum correlation that the model could achieve. Such a high correlation
coecient, even when using less than half the available components, indicates that the
majority of the error introduced to the output image is a result of the transformations
and interpolations performed in order to complete the convolution process.

5.2 Sources of Uncertainty
There are multiple sources of uncertainty in the process of modeling the PSF. Uncertainty can come from either the PSF model or from the unique method of performing
convolution using the model.

36

5.2.1

Uncertainty Due to PSF Model

The model makes the assumption that the 4 dimensional PSF can be represented
using a sum of basis functions. Dierent aspects of the PSF are encoded into each
one of the basis functions and theoretically there need not be any loss of information.
Recall Equation (4.10):

Qr,c (x, y) =

N
X

ai (ur , vc )pi (x − ur , y − vc )

(4.8)

i

This is the equation used to determine the basis functions for the model. If N = ∞,
even with arbitrarily choosing pi there exists some ai which perfectly models the
PSF. This is because there is an innite number of spreading functions available.
With N = ∞, the entire FOV of the image can be characterized. In other words, ai
is a continuous eld. This also means there is an innite number of components i to
both pi and ai . it is not computationally possible for this model to have N = ∞. As
such, it is reasonable to expect that some amount of error is introduced by using nite

N . However, it is unlikely that this is a major source of error, as is demonstrated
by the use of PCA. The impact of nite N (PCA) is shown in a later section of this
chapter.
The above assumption that the PSF could be perfectly modeled also requires the
assumption that the spreading function Q is a perfect representation of how the KBO
would capture a point source at a given location. This is not the case. The spreading
function Q is the result of the XRT simulation of the KBO. Therefore some of the
error in the PSF model is a function of the accuracy of XRT. The sources of error in
XRT come primarily from Monte Carlo noise and error in the surface of the mirror
as implemented into XRT.
The mirror error, often referred to as optic gure error, can contribute to inac37

curacies of the simulation (and the PSF model) in representing the actual KBO as
constructed at NIF. However, this error will not carry over in a way that can easily
be detected without experimental data from the NIF KBO itself. This is because
the gure error only changes the nature of the optic being simulated, but does not
produce error in the simulation. As far as XRT is concerned, it will (almost) perfectly
simulate the optic that is dened in the Python scripts used to run XRT.
The Monte Carlo noise from XRT is the byproduct of it being a Monte Carlo
style simulation. Monte Carlo simulations are dependent upon the number of samples used, in this case the number of photons red from the source. A Monte Carlo
simulation that perfectly represents the KBO would require an innite number of
photons red from every source. Obviously, this is not practical. But Monte Carlo
style simulations have an error function that scales as [9]:

Error ∼ √

1
samples

(5.1)

With this ratio, quadrupling the number of samples will half the amount of error.
Using a suciently large amount of samples, a Monte Carlo simulation can be very
accurate. With this in mind, for this work XRT was set to simulate using 2.88 × 106
photons per spreading function. This was deemed a large enough number of samples
to make the Monte Carlo simulation a minimal contributor to the error of the PSF
model. Table 5.2 below shows the precision and accuracy measured while adjusting
the number of photons red in the XRT simulation. Choosing the number of photons
to be red in the XRT simulation is mostly a choice of trading o accuracy for
time. While ring more photons is desirable, at some point the accuracy of the
simulation improves marginally, whereas the time taken to perform the simulation is
still increases signicantly. Table 5.2 shows the performance (accuracy and precision)
of PSF model when using images from XRT with diering number of photons red
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in the simulation. Each measurement uses N = 132 , P C = 70, and M = 15. The
time taken to perform the simulation is also shown.
Photons Fired

Precision

Accuracy

Time (seconds)

1.94 × 108

0.9983

0.9793

1193

2.92 × 108

0.9987

0.9809

1716

3.89 × 108

0.9992

0.9822

2195

4.86 × 108

0.9995

0.9830

2740

5.84 × 108

0.9991

0.9823

3013

Table 5.2: Precision and Accuracy of Model by Monte Carlo Sample Count

5.2.2

Uncertainty Due to Blurring Function

Though the model of the PSF that is derived can inject some error into the images
it is used to create, Section 5.1 demonstrates that this error is not very signicant.
When solving for the output image with an arbitrary source, the majority of the error
is from the implementation of the blurring function that is necessary to utilize the
PSF model.
Referring back to Section 4.3, there are multiple interpolations necessary to transform ai and wi in order to complete the 4-D convolution. There is the interpolation
of ai to allow for point-by-point multiplication of ai and S . Then there is the interpolation of wi to achieve the same binning of pi , thus allowing for the convolution of

wi and pi . Also there is the transformation of wi into the image plane, which itself is
not an interpolation but is a source of error.
The interpolation of ai is completed using

Matlab's interp2 function. The inter-

polation method for this work is cubic interpolation, though the choice of interpolation
method was found to have no impact on correlation performance. This would indi39

cate that this interpolation contributes very little error to the blurring function. This
result is not surprising, because the ai elds for the more signicant pi components
tend to be slowly varying. With slowly varying surfaces, all forms of interpolation
including linear are likely to do a good job of estimating the surface values between
available data points.
The transformation of wi to the image plane is described in Section 4.3. It creates
some error because only N data points can be used for determining how the nonuniform magnication of the KBO distorts each dimension. It would be convenient
and possibly more accurate to t a model to the type of distortion that the KBO
creates, however the distortion is not sheye (barrel distortion) nor any other easily
recognizable distortion, nor even a radially symmetric distortion. Because the KBO
spreads all point sources, it is dicult to determine the exact nature of the nonlinear
magnication present in the KBO. Thus it is very dicult to attempt to minimize or
mitigate the error coming from this distortion.
The interpolation of wi to the appropriate binning in the image plane also contributes some error. This interpolation is signicantly more computationally dicult
than the interpolation of ai . This is because after transforming wi to the image plane,
the locations of bins do not create an even grid. Interpolation without an even grid
is completed using

Matlab's scatteredInterpolant class. This class uses Delaunay

triangulation to perform interpolation [1]. This style of interpolation is computationally expensive and is the slowest step of the blurring function. It is also very dicult
to determine if the degradation in accuracy is due to this interpolation or due to the
transformation of wi described above, as the two processes are very closely linked.
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5.3 Impact of PCA
When modeling the PSF, PCA can be used by limiting the number of components
of ai and pi . In theory, more components is desirable for encoding information,
but in practice more components is not unilaterally better. At some number of
components, an insignicant additional amount of information is captured whereas
the time necessary to generate and use these components continues to increase. This
is demonstrated with Figures 5.2 and 5.3 below.

Figure 5.2: Correlation Coecient for Typical PSF Model for Varying P C

Figure 5.3: Computation Time for Typical PSF Model for Varying P C
As can be seen, the correlation coecient stops improving past ∼70 components,
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whereas the time taken to model the PSF and perform the 4-D convolution continues
to increase linearly. Taking these results into account, the optimal number of components P C to use is 70 because past this point there is no more gain in accuracy
whereas there is still an increase in computation time.

5.4 Conclusion & Future Work
In this work we have demonstrated a method for modeling a spatially varying point
spread function, specically tailored to model the NIF KBO PSF. This method models a spatially varying PSF as two basis functions, with one basis function describing
the spreading due to the image plane and one basis describing the spreading due to
the source plane. This model does not have a unique solution but can be numerically
modeled without requiring any parametric forms or making assumptions about the
optical system being characterized. A method for determining the blurred image captured by the optic of an arbitrary source using the PSF model was also developed. We
have demonstrated the precision of the model and its accuracy when determining the
resultant image from an arbitrary source. The accuracy of this model is exceptional,
with the correlation coecient between a model generated image and an experimental
image as high as r = 0.9994, and only as low as r = 0.9830. This is all achieved in
addition to applying PCA to reduce computation time while not sacricing accuracy.
This work primarily operates as a proof-of-concept, demonstrating the mathematical validity of the model which depends upon the separability of the PSFs four
dimensions. A PSF model with this degree of accuracy could allow for very accurate
image restoration with forward-tting deconvolution algorithms, such as the LucyRichardson algorithm. While this model was developed using data from the NIF
KBO, in theory this model could be applied to any optical system. This is because it
uses a black box approach, and the only information necessary for modeling a given
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optic is an image captured using a grid of point sources.
There are many aspects of the model and implementation that could be improved
in future work. Namely, the interpolations and transformations necessary to generate
a blurred image using the model could both be improved. Simplistic interpolation
methods are used by the model implemented in this work, and much could be done
to improve the distortion correction performed when transforming from source plane
to image plane. Also, work could be done to improve the selection of the arbitrarily assigned basis function pi . Better selection of the basis could allow for similar
or better results while requiring less data, possibly even removing the necessity for
a uniform grid of spreading function data. Improved basis function selection also
reduces the number of components necessary to characterize the PSF, which would
reduce the computation time for generating the PSF model. More rigorous analysis
could be performed to determine the sources of error and uncertainty in the model.
The results generated in this work indicate that the primary source of error is transformation from source plane to image plane, but it is possible that the Monte Carlo
noise contributes more than was estimated. Finally, this model should be tested in
a noisy system. Noise was ignored in this work to facilitate the development and
testing of the model as a proof-of-concept. However, every real signal will have noise.
This PSF model will most likely treat any noise as a signal, but it is possible that
the application of PCA could eliminate some high frequency noise.
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