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Seznam uporabljenih simbolov 
SoC – sistem na čipu (ang. system on chip) 
FPGA – vezje programabilne logike (ang. field-programmable gate array) 
LE – logični element – osnovni gradnik FPGA vezij (ang. logic element) 
HPS – procesorski sistem (ang. hard processor system) 
IEEE – inštitut inženirjev elektrotehnike in elektronike (ang. Institute of 
Electrical and Electronics Engineers) 
MMU – enota za nadzor nad pomnilnikom (ang. memory management unit) 
WB – sinhrono paralelno vodilo (WISHBONE) 
AMBA – napredno sinhrono paralelno vodilo (ang. advanced 
microcontroller bus architecture) 
AXI – različica naprednega sinhronega paralelnega vodila AMBA (ang. 
advanced extensible interface)  
SDRAM – sinhroni dinamični pomnilnik (ang. Synchronous Dynamic 
Random Accress Memory) 
FLASH – električno izbrisljiv programirljiv bralni pomnilnik (ang. non-
volatile memory) 
ECC – varnostna koda oz. mehanizem za preprečevanje napak (ang. Error 
Correctin Code) 
SFP+ – tip optičnega vmesnika (ang. small form-factor pluggable 
transceiver) 
PHY – fizični sloj (ang. physical layer) 
PLL – fazno sklenjena zanka (ang. phase-locked loop) 
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MAC – vmesnik za nadzor dostopa do medija (ang. medium access 
control) 
IP – internetni protokol (ang. internet protocol) 
IPv4 – internetni protokol verzije 4 (ang. internet protocol version 4) 
TCP/IP – standardiziran sklad protokolov, na katerem temelji internet (ang. 
transmission control protocol)  
UDP – nepovezani protokol transportnega sloja v protokolnem skladu 
TCP/IP (ang. user datagram protocol) 




Pri razvoju sodobnih, več gigabitnih omrežnih naprav se pogosto srečamo z 
izzivom njihovega testiranja in karakterizacije. V sklopu diplomskega dela je 
predstavljen razvoj omrežne testne naprave od začetnih tehnoloških zahtev, izbire 
ključnih komponent, pa vse do končne implementacije in testiranja. 
Integrirano vezje Arria V ST SoC FPGA, proizvajalca Altera, predstavlja 
osrednji gradnik sistema. Samo integrirano vezje spada v družino sistemov na čipu, ki 
poleg programabilne logike (FPGA) vsebuje tudi procesorski del (ang. hard processor 
system HPS), zasnovan okoli dvojedrnega procesorja ARM Cortex-A9. Vezje 
omogoča razvoj hibridnih rešitev, kjer časovno kritične funkcije implementiramo v 
programabilni logiki, procesorski del pa skrbi za sistemsko delovanje. 
V našem primeru so v programabilnem delu vezja implementirani 10 Gbps 
Ethernet vmesnik, logika za sestavljanje in preverjanje paketov ter vmesnik za 
posredovanje paketov procesorskemu delu. Procesorski del izvaja programsko kodo, 
ki skrbi za konfiguracijo perifernih naprav, programabilne logike in zagon 
operacijskega sistema Linux. Le-ta nam preko Ethernet vmesnika, implementiranega 
v programabilnem delu vezja, omogoča povezljivost naprave v omrežje in izvajanje 
programa za konfiguracijo ter kontrolo paketnega generatorja. 
Kontrolni program omogoča izvajanje dveh testov. Prvi test izvaja meritev 
propustnosti in zakasnitve testiranega sistema. Drugi test je namenjen testiranju 
stabilnosti testiranega sistema. 
Praktični prikaz delovanja testne naprave je izveden na testni plošči Arria V SoC 
FPGA Development Board, proizvajalca Altera.  
 
 
Ključne besede: omrežna testna naprava, Altera, Arria V ST SoC FPGA, FPGA, 






The development of multi-gigabit network devices often brings about challenges 
concerning their validation and characterization. The present thesis describes the 
development of a network test device from initial device requirements, the selection 
of the main building blocks to the final implementation and testing. 
The Altera Arria V SoC FPGA integrated circuit, manufactured by Altera, is the 
system's main building block. It belongs to the family of the so-called System on a 
Chip (SoC) integrated circuits which integrate FPGA fabric and an ARM-based hard 
processor system (HPS) on the same die. Integrated circuit allow us to develop the so-
called hybrid solutions where timing-critical functions are implemented in the FPGA 
fabric and processor take care of system operation. 
In our case, the 10 Gbps Ethernet controller, the logic for assembling and 
verifying test packets and the interface for forwarding packets to the processor are 
implemented in the FPGA portion of the integrated circuit. The HPS part uses the 
Linux operating system for controlling peripheral devices and execution of control 
software that configures and controls the packet generator. The Ethernet controller 
implemented in the FPGA part of the integrated circuit enables the processor to 
connect to the network. 
The control software allows us to execute two types of tests. The first test 
measures tested system bandwidth and latency. The second test verifies tested system 
stability. 
The Altera Arria V Soc FPGA Development Board was used for demonstration. 
 
Key words: network test equipment, Altera, Arria V ST SoC FPGA, FPGA, 




1  Uvod 
Prvo vezje FPGA je leta 1985 izdelalo podjetje Xilinx. To vezje XC2064 je 
vsebovalo 64 logičnih blokov. V približno treh desetletjih so se iz vezij, namenjenih 
predvsem implementaciji povezovalne logike razvila vezja FPGA z več milijoni 
logičnimi bloki, tisočimi hitrimi množilniki, vgrajenimi serijskimi vmesniki in 
enotami za računanje s števili v plavajoči vejici ter vgrajenimi gigaherčnimi procesorji. 
Danes najdemo vezja FPGA v najrazličnejših aplikacijah od medicinske tehnike 
(ultrazvočne naprave, rentgeni, magnetne resonance itd.), kot prototipe vezij ASIC, v 
merilni tehniki, pa vse do raznih telekomunikacijskih naprav. 
 
Podjetje Beyond Semiconductor med drugim razvija in proizvaja linijo omrežnih 
šifrirnih naprav Xiphra. Med razvojem Xiphra Core Encryptor se je izkazala potreba 
po testiranju in karakterizaciji implementirane rešitve. Zaradi visokih zmogljivosti 
šifrirne naprave (propustnost 10 Gbps in veliko število sočasnih IPSec povezav), se je 
večina testne opreme izkazala kot pomanjkljiva. Na podlagi tega smo se odločili za 
razvoj lastne testne naprave. Diplomsko delo predstavlja razvoj in implementacijo 
testne naprave Ethernet, ki prikazuje zmogljivosti sodobnih vezij FPGA. 
 
Razvoj vsake elektronske naprave poteka v več fazah. V sledečih poglavjih so 
podane nekatere izmed njih. 
Drugo poglavje opisuje tehnološke zahteve in z njimi povezan izbor glavnih 
gradnikov sistema, izmed katerih sta ključna procesor in vezje FPGA, ki ju tudi najprej 
izberemo. Predstavljene so razlike pri izvedbi končne rešitve z vezjem SoC ali z 
ločenima procesorjem in vezjem FPGA ter kriteriji, na podlagi katerih je bilo izbrano 
vezje SoC. Pri vezjih SoC so podane glavne značilnosti in razlike med integriranimi 
vezji Altera Arria V ST SoC FPGA, Xilinx Zynq-7000 in Microsemi SmartFusion2. 
Navedeni so tudi razlogi oz. kriteriji, na podlagi katerih je bilo izbrano integrirano 
vezje Altera Arria V ST SoC FPGA. 
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V tretjem poglavju so predstavljeni ključni deli načrtovanja in implementacije 
testne naprave Ethernet v programabilnem delu vezja od nastavitve procesorskega 
dela, generiranja HPS instance, implementacije 10 Gbps Ethernet vmesnikov, logike 
za sestavljanje, preverjanja vsebine paketov do končne sinteze in generiranja 
nastavitvenih datotek, potrebnih za generacijo prvostopenjskega zagonskega 
programa. HPS vmesnik z vgrajenim vodilom AMBA AXI4 omogoča komunikacijo 
med procesorskim delom in FPGA delom vezja. Ethernet vmesnika oddajata in 
sprejemata testne pakete, ki jih sestavlja logika za sestavljanje paketov. Le-ta generira 
testne pakete, skladne z internetnim protokolom verzije 4, kjer je kot nosilec podatkov 
uporabljen UDP protokol. Zgradba glave testnega paketa, ki vsebuje zaporedno 
številko paketa, indeksa konfiguracije in dolžine ter časovno znamko, omogoča logiki 
za preverjanje vsebine paketov odkrivanje napak, do katerih bi lahko prišlo pri prenosu 
paketa, npr. izguba paketa, spremenjen vrstni red paketov, napaka vsebine paketa. 
Časovna znamka v glavi testnih paketov omogoča meritev zakasnitve testiranega 
sistema. Izračun le-tega se izvede na podlagi časa oddaje, ki se v testni paket vpiše v 
Ethernet vmesniku tik pred oddajo in časom sprejema paketa. Omogočena sta sočasen 
sprejem in oddaja paketov na obeh vmesnikih. 
 
Četrto poglavje pokriva programski del implementacije od generiranja 
prvostopenjskega zagonskega programa, zagona operacijskega sistema Linux do 
uporabniškega programa za nadzor testne naprave. Kontrolni program omogoča 
izvajanje dveh tipov testov. Test propustnosti in zakasnitve testiranega sistema na 
podlagi spreminjanja med-paketne vrzeli spreminja hitrost pošiljanja testnih paketov. 
Implementirani algoritem spreminja vrednost med-paketne vrzeli na podlagi statusa 
sprejetih paketov: v primeru sprejema brez napake jo zmanjšuje, v primeru napak pa 
vrednost med-paketne vrzeli povečuje. Test stabilnosti testiranega sistema pošilja 
testne pakete z vnaprej definirano hitrostjo ter preverja njihovo vsebino. 
 
 V petem poglavju so predstavljeni rezultati dveh meritev propustnosti in 
zakasnitve. Rezultati meritve sklenjene zanke prikazujejo zmogljivost naprave same, 
saj med seboj povežemo vmesnika naprave brez vmesnih naprav. Rezultati meritve 
prepustnosti in zakasnitve zaporedne vezave dveh Beyond Xiphra Core Encryptor-jev 
ter njihova primerjava s testno napravo IXIA NGY-NP 10GbE podjetja IXIA 
prikazujejo natančnost testne naprave.
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2  Tehnološke zahteve ter izbor glavnih gradnikov sistema 
2.1  Tehnološke zahteve 
Razvoj vsake elektronske naprave se prične s seznamom tehnoloških zahtev, ki 
naj bi jih le-ta v čim večjem obsegu izpolnjevala. Pri razvoju testne naprave Ethernet 
so bile podane sledeče zahteve: 
 Hitrost prenosa podatkov do 10 Gbps. 
 Skladnost Ethernet vmesnikov z IEEE 802.3-2012 standardom. 
 Uporaba optičnih SFP+ vmesnikov. 
 Skladnost testnih paketov z IEEE 802.3.20012 standardom. 
 Možnost nastavljanja hitrosti oddaje paketov od nekaj kbps do 10 Gbps. 
 Možnost nastavljanja vseh glavnih parametrov paketa: naslov prejemnika (ang. 
destination MAC address – DMAC), naslov pošiljatelja (ang. source MAC 
address – SMAC) ter IP naslov prejemnika in pošiljatelja (ang. destination IP 
address, source IP address). 
 Možnost pošiljanja ter sprejema paketov od 64 bajtov do 1536 bajtov. 
 Preverjanje vsebine prejetih paketov na bit natančno. 
 Možnost dostopa in upravljanje naprave preko Ethernet omrežja. 
 Nastavitev parametrov testnih paketov preko nastavitvenih datotek. 
 Samodejno generiranje testnih poročil. 
 Možnost shranjevanja nastavitvenih datotek in testnih poročil na napravi. 
 Dva načina delovanja: 
o Meritev propustnosti in zakasnitve testiranega sistema. 
o Test stabilnosti testiranega sistema. 
 Možnost implementacije na prosto dosegljivi testni plošči. 
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2.2  Izbor glavnih gradnikov sistema 
2.2.1  Procesor in vezje FPGA 
Procesor in vezje FPGA predstavljata osrednji gradnik sistema, zato ju na 
podlagi podanih tehnoloških zahtev izberemo najprej.  
Glede na to, da je ena izmed tehnoloških zahtev dostopnost naprave preko 
Ethernet omrežja, potrebujemo procesor, ki je zmožen izvajati operacijski sistem z že 
vgrajenim omrežnim skladom (ang. IP stack). Zaradi lažjega razvoja in široke 
podprtosti izberemo odprtokodni operacijski sistem Linux, ki predstavlja prvo sito pri 
izboru procesorja. Operacijski sistem Linux pri svojem delovanju uporablja navidezni 
pomnilnik, zato potrebujemo procesor z vgrajeno enoto za nadzor nad pomnilnikom 
(MMU). Aplikacijski procesorji proizvajalca ARM z vgrajeno enoto MMU so zaradi 
svoje razširjenosti, dosegljivosti razvojnih orodji ter že implementiranih programov 
logična izbira. 
Pri izbiri vezja programabilne logike (FPGA) upoštevamo predvsem hitrost 
prenosa podatkov do 10 Gbps, kar posledično pomeni, da je potrebno izbrati vezje 
FPGA z vgrajenimi dovolj hitrimi serijskimi vmesniki. 
Ko dobimo grobo predstavo o tem, kakšen procesor potrebujemo – primerni so 
predstavniki družine Cortex-A proizvajalca ARM – in kakšno vezje FPGA, se moramo 
odločiti, katero izmed dveh možnosti implementacije bomo izbrali: 











Slika 1: Procesor in vezje FPGA kot samostojni integrirani vezji. 
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 Sistem na čipu (SoC), kjer sta procesor in vezje FPGA implementirana v 






Slika 2: Sistem na čipu (SoC). 
 
Pri odločitvi o izboru ene ali druge možnosti upoštevamo sledeče kriterije: 
 Zmogljivost. V primeru izbora vezja SoC sta procesor in vezje FPGA 
povezana interno (povezave so izvedene znotraj samega integriranega 
vezja), kar omogoča večje število hitrejših povezav med njima. 
 Velikost končnega izdelka oz. tiskanega vezja. Ponavadi se izkaže, da je 
izbira vezja SoC boljša. Namesto dveh integriranih vezij imamo samo eno, 
prav tako odpadejo tudi vse povezave med njima. Glede na zahteve končne 
aplikacije lahko združujemo tudi druga integrirana vezja, npr. oscilatorje, 
pomnilniška vezja (SDRAM, FLASH) ipd. 
 Poraba. Odvisna je predvsem od končne aplikacije. V določenih primerih 
se izkaže, da so vezja SoC bolj učinkovita, še posebno v primerih, ko je 
potrebno prenašati velike količine podatkov med procesorjem in vezjem 
FPGA, saj interne povezave porabijo manj energije kot povezave med 
dvema integriranima vezjema. Tudi možnost združevanja perifernih vezij 
(SDRAM, FLASH, oscilatorji) manjša porabo celotnega sistema. 
 Cena. Pogosto se izkaže, da je rešitev z izborom vezja SoC zaradi manjšega 
števila komponent in manjšega tiskanega vezja cenejša. 
 
Zaradi večje zmogljivosti povezav med procesorjem in vezjem FPGA, ki jih 
pogojuje tehnološka zahteva po dostopnosti naprave preko Ethernet omrežja in s tem 
povezano posredovanje paketov med vezjem FPGA ter procesorjem, je izbira vezja 
SoC bolj smiselna. Prav tako je končna implementacija enostavnejša, saj ni potrebe po 
implementaciji vodila med procesorjem ter vezjem FPGA. 
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 Po pregledu tržišča, kjer se omejimo na vezja SoC, ki so bila dobavljiva v 
januarju 2015,  ugotovimo, da vezja SoC  izdelujejo trije proizvajalci: Altera [1], 
Xilinx [2] in Microsemi [3]. Tabela 1 prikazuje glavne značilnosti procesorskega dela 
integriranih vezij omenjenih proizvajalcev. Tuje terminologije v tabeli zaradi 
zagotavljanja uporabe ustrezne strokovne terminologije ni bilo smiselno prevajati, zato 
smo obdržali prvotni vir. 
 
 Altera SoC FPGAs Xilinx Zynq-7000 EPP Microsemi 
SmartFusion2 
Processor ARM Cortex-A9 ARM Cortex-A9 ARM Cortex-M3 
Processor Class Application processor Application processor Microcontroller 
Single or Dual Core Single or Dual Dual Single 
Processor Max. 
Frequency 
1.05 GHz 1.0 GHz 166 MHz 
L1 Cache Data: 32 KB 
Instruction: 32 KB 
Data: 32 KB 
Instruction: 32 KB 
No data cache 
Instruction: 8 KB 
L2 Cache Unified: 512 KB, with 
error correction code 
(ECC) 
Unified: 512 KB Not available 
Memory Management 
Unit (MMU) 




Yes Yes Not available 
Acceleration Coherency 
Port (ACP) 
Yes Yes Not available 




64 KB, with ECC 256 KB, no ECC 64 KB, no ECC 
Direct Memory Access 
Controller 
8-channel ARM 
DMA330 32 peripheral 
requests (FPGA + hard 
processor system) 
8-channel ARM 
DMA330 4 peripheral 
requests (FPGA only) 











LPDDR, DDR2, DDR3 
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External Memory ECC 16 bit, 32 bit 16 bit 8 bit, 16 bit, 32 bit 
External Memory Bus 
Max. Frequency 
400 MHz (Cyclone® V 
SoC), 533 MHz 
(Arria® V SoC) 
533 MHz 333 MHz 
Processor Peripherals 1x quad SPI controller 
with 4 chip selects 1x 
NAND controller 
(singleand multilevel 
cell - MLC or SLC) 2x 
10/100/1G Ethernet 




controller 2x UART 4x 
I2C controller 2x CAN 
controller 2x SPI 
master, 2x SPI slave 
controller 4x 32 bit 
general-purpose timers 
2x 32 bit watchdog 
timers 
1x quad SPI or dual 
quad SPI controller 
with 2 chip selects 1x 
static memory 
controller (NAND-
SLC, NOR, or 
SSRAM) 2x 10/100/1G 
Ethernet controller 2x 
USB 2.0 OTG 
controller 2x SD/SDIO 
controller 2x UART 2x 
I2C controller 2x CAN 
controller 2x SPI 
controllers (master or 
slave) 2x 16 bit triple-
mode timer/counters 1x 
24 bit watchdog timer 
1x 10/100/1G Ethernet 
controller 2x USB 2.0 
OTG controller 2x 
UART 2x I2C 
controller 1x CAN 
controller 2x SPI 2x 
general-purpose timers 
1x watchdog timer 1x 
real-time clock (RTC) 
FPGA Fabric Cyclone V, Arria V Artix-7, Kintex-7 Fusion2 
FPGA Logic Density 
Range 
25 K to 462 K LE 28 K to 444 K LC 6 K to 146 K LE 
Hardened Memory 
Controllers in FPGA 
Up to 3, with ECC Not available Not available 
High-speed 
Transceivers 






Analog Mixed Signal 
(AMS) 




Boot Sequence Processor first, FPGA 
first, or both 
simultaneous 
Processor first Processor boot, FPGA 
nonvolatile 
Tabela 1: Primerjava Altera SoC FPGAs, Xilinx Zyneq-7000 EPP in Microsemi SmarFusion2, vir [4]. 
 
Ker operacijski sistem Linux pri svojem delovanju uporablja navidezni 
pomnilnik, potrebujemo procesor z vgrajeno MMU enoto. Integrirano vezje 
proizvajalca Microsemi nima vgrajene enote MMU, zato ni primerno za našo 
aplikacijo (glej Tabela 1). 
Podjetje Altera proizvaja vezja SoC FPGA v dveh različicah: Altera Cyclone V 
SoC FPGA in Altera Arria V SoC FPGA. Glavna razlika med njima je v FPGA delu 
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vezja. Cyclone V SoC FPGA predstavlja vstopni model vezij SoC, pri katerih je 
najvišja hitrost serijskih vmesnikov omejena na 5 Gbps, velikost samega vezja FPGA 
pa na 110.000 LE. Hitrost serijskih vmesnikov, vgrajenih v Altera Arria V SoC FPGA 
je omejena na 10 Gbps, velikost vezja FPGA pa na 460.000 LE. Zasnova 
procesorskega dela je v obeh vezjih enaka, razlike so samo v hitrostih delovanja 
procesorja in DDR krmilnika (Cyclone V SoC FPGA CPU 925 MHz, DDR 400 MHz, 
Arria V SoC FPGA CPU 1.05 GHz, DDR 533 MHz). Vezje Cyclone V SoC FPGA je 
dobavljivo tudi v različici s samo enim procesorskim jedrom. 
Glede na to, da je hitrost prenosa podatkov 10 Gbps tehnološka zahteva, vezje 
Altera Cyclone V SoC FPGA izločimo. 
 
Produkta podjetij Altera in Xilinx sta si navidezno zelo podobna. Procesorski del 
je pri obeh zasnovan okoli aplikacijskega procesorja ARM Cortex-A9, čigar najvišja 
ura delovanja je skoraj enaka (1.05 GHz Altera, 1.0 GHz Xilinx). Prav tako ni 
bistvenih razlik tudi pri izboru in številu perifernih enot. Slika 3 in Slika 4 predstavljata 
blokovna diagrama integriranih vezij Altera Arria V SoC FPGA in Xilinx Zynq-7000. 
 
Slika 3: Altera Arria V SoC FPGA, vir [5]. 
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Slika 4: Xilinx Zynq-7000, vir [6]. 
Pri izboru enega izmed vezij Altera Arria V SoC FPGA ali Xilinx Zynq-7000 
upoštevamo naslednje kriterije: 
 Zmogljivost sistema. 
 Zanesljivost in fleksibilnost. 
 Cena. 
 Poraba energije. 
 Prihodnji načrti oz. napovedana integrirana vezja. 
 Razvojna orodja. 
Nekatere izmed naštetih kriterijev natančneje raziščemo v naslednjih 
podpoglavjih. 
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2.2.2  Primerjava Altera Arria V SoC FPGA in Xilinx Zynq-7000, povz. po [4] 
2.2.3  Zmogljivost sistema 
Odločilni vpliv na zmogljivost sistema ima hitrost oz. učinkovitost prenosov 
podatkov med procesorjem in vezjem FPGA, med procesorjem in vezji SDRAM ter 
med vezjem FPGA in vezji SDRAM. 
Učinkovitost prenosa podatkov med procesorjem in vezjem FPGA je določena 
z arhitekturo podatkovnih vodil med njima. Pri tem nas zanimajo predvsem njihovo 
število, širina in tipi, npr. visoko zmogljiva vodila ali vodila z majhno zakasnitvijo. 
Običajno potrebujemo visoko zmogljiva vodila za prenos podatkov ter vodila z nizko 
zakasnitvijo za nadzor nad napravo. V primeru, da sta ti dve vodili implementirani kot 
eno, lahko pridemo do primerov, ko nastavitveni dostopi blokirajo podatkovne in 
obratno. Lastnosti vodil, vgrajenih v integrirani vezji Altera Arria V SoC FPGA in 
Xilinx Zynq-7000, so podane v sledeči tabeli. Tuje terminologije v tabeli zaradi 
zagotavljanja uporabe ustrezne strokovne terminologije ni bilo smiselno prevajati, zato 
smo obdržali prvotni vir. 
 
Function/Feature Altera Arria V SoC FGPA Xilinx Zynq-7000 
High-Bandwidth 
Processor/FPGA Interconnect 
1x 32/64/128 bit AXI (CPU to 
FPGA) 1x 32/64/128 bit AXI 
(FPGA to CPU) 
2x 32 bit AXI (CPU to FPGA) 
2x 32 bit AXI (FPGA to CPU) 
Low-Latency Processor/FPGA 
Interconnect 
1x 32 bit AXI (CPUÆFPGA) Must utilize one of the high-
bandwidth busses 
Bandwidth 10.8 GB/s 4.8 GB/s 
Processor/FPGA Interconnect 
Data Width 
x32, x64, or x128 Fixed x32 
Processor/FPGA Transaction 
Buffers 
16 writes + ECC 16 reads + 
ECC 
8 writes 8 reads 
Tabela 2: Primerjava vodil med procesorjem in vezjem FPGA Altera, Xilinx, povz. po [4], [7] in [8]. 
Samo Altera Arria V SoC FPGA (glej Tabela 1) ima ločeni podatkovni (v tabeli 
označeno kot High-Bandwidth Processor/FPGA Interconnect) in nastavitveni (v tabeli 
označeno kot Low-Latency Processor/FPGA Intercconect) vodili, kar predstavlja pri 
določenih aplikacijah prednost. Prav tako je tudi propustnost vodila pri Altera Arria V 
SoC FPGA več kot dvakrat večja.  
Učinkovitost prenosa podatkov med procesorjem in vezji SDRAM ter vezjem 
FPGA in vezji SDRAM je odvisna predvsem od zasnove krmilnika za dostop do 
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spomina, števila le-teh, podprtih tipov vezij SDRAM, širine vodila do vezja SDRAM 
ter najvišjega takta delovanja. Sledeča tabela prikazuje glavne značilnosti krmilnikov 
za dostop do vezij SDRAM, vgrajenih v integrirani vezji Altera Arria V SoC FPGA in 
Xilinx Zynq-7000. Tuje terminologije v tabeli zaradi zagotavljanja uporabe ustrezne 
strokovne terminologije ni bilo smiselno prevajati, zato smo obdržali prvotni vir.  
 
Function/Feature Altera Arria V SoC FGPA Xilinx Zynq-7000 
Hardened External Memory 
Controller for Processor System 
Yes Yes 
Maximum Supported Address 
Space 
4G 1G 
Memory Types Supported LPDDR2, DDR2, DDR3L, 
DDR3 
LPDDR2, DDR2, DDR3L, 
DDR3 










Integrated ECC Support 16 bit, 32 bit 16 bit 
External Memory Bus 
Maximum Frequency 
533 MHz 533 MHz 
Tabela 3: Primerjava značilnosti krmilnikov za dostop do vezij SDRAM, vgrajenih v Altera, Xilinx 
povz. po [4], [7] in [8]. 
Altera Arria V SoC FPGA ima širše naslovno vodilo (glej Tabela 3), kar nam 
omogoča uporabo večjih pomnilniških vezij (v tabeli označeno kot Maximum 
Supported Address Space), kar se izkaže kot prednost pri pomnilniško potratnih 
aplikacijah. Prav tako nam krmilnik, vgrajen v Altera Arria V SoC FPGA omogoča 
večjo fleksibilnost pri izbiri spominskih vezji, saj podpira vezja širine 8, 16 in 32 bitov. 
Možnost uporabe vezij z 8-bitnimi vodili nam poenostavi načrtovanje tiskanega vezja.  
Na zmogljivost sistema vpliva tudi prisotnost vgrajenih krmilnikov za dostop do 
vezij SDRAM v FPGA delu vezja. Vezje Arria V SoC FPGA proizvajalca Altera ima 
do tri vgrajene krmilnike, medtem ko jih Xilinx Zynq-7000 nima, tako da je potrebno 




28 2  Tehnološke zahteve ter izbor glavnih gradnikov sistema 
 
2.2.4  Zanesljivost in fleksibilnost 
Pri zanesljivosti in fleksibilnosti vezij SoC nas zanima predvsem: 
 ECC zaščita pomnilnika. Tako Altera Arria V SoC FPGA kot tudi Xilinx 
Zynq-7000 imata vgrajeno podpro za vezja ECC SDRAM, pri čemer ima 
Altera Arria V SoC FPGA dodano ECC podporo tudi na krmilnikih 
NAND, SD/MMC/SDIO, DMA, Ethernet in USB. 
 Nedovoljeni dostopi. Možnost preprečitve dostopov do nedovoljenih 
naslovov v primeru, ko si procesor in vezje FPGA delita vezje SDRAM. 
Obe integrirani vezji imata vgrajeno zaščito, ki preprečuje nedovoljene oz. 
neželene dostope. 
 Vpliv ponastavitve (ang. reset) procesorja na vezje FPGA. Xilinx Zynq-
7000 vedno na novo konfigurira FPGA del vezja, pri vezju Altera Arria V 
SoC FPGA pa je konfiguracija odvisna od nastavitev, kar omogoča 
neprekinjeno delovanje FPGA dela vezja tudi kadar pride do ponastavitve 
procesorja. 
 Vrstni red zagona (ang. power up) procesorja ter vezja FPGA. V vezju 
Xilinx Zynq-7000 se vedno prvi zažene procesor, ki nato konfigurira FPGA 
del vezja. Vezje Altera Arria V SoC FPGA omogoča različne vrstne rede 
zagona, kar pomeni, da se lahko prvi zbudi procesor, vezje FPGA ali pa se 
oba zbudita neodvisno. Možnost neodvisne konfiguracije oz. zbujanja ter 
zmožnost, da se vezje FPGA konfigurira prvo, je uporabno predvsem v 
primerih, ko imamo stroge zahteve glede časa zbujanja (npr. PCI Express). 
 Tipi vodil med procesorjem in vezjem FPGA. Vezje Xilinx Zynq-7000 
ima na voljo samo vodilo AMBA AXI4. Vezje Altera Arria V SoC FPGA 
pa omogoča izbiro med vodili AMBA AXI4, Avalon-MM ter Avalon-ST. 
Možnost uporabe različnih vodil se pokaže kot prednost predvsem tam, kje 
želimo uporabiti že obstoječe FPGA module. 
 
Za implementacijo testne naprave Ethernet je bilo izbrano vezje Altera Arria V 
SoC FPGA predvsem zaradi vgrajenih ločenih podatkovnih in nastavitvenih vodil, 
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2.2.5  Vezje Altera Arria V SoC FPGA 
Vezje Altera Arria V SoC FPGA je dobavljivo v dveh različicah. Procesorski del 
in vezje FPGA sta pri obeh enaka, razlikujeta pa se v številu ter hitrosti vgrajenih 
serijskih vmesnikov, tipu ohišja itd. 
Sledeča tabela predstavlja razlike med SX in ST različico vezja SoC. Tuje 
terminologije v tabeli zaradi zagotavljanja uporabe ustrezne strokovne terminologije 
ni bilo smiselno prevajati, zato smo obdržali prvotni vir. 
 
Feature Arria V SX SoC Arria V ST SoC 
Processor Dual-core ARM CortexTM-A9 MPCoreTM 
Processor Performance 1.05 GHz 
Logic Density Range 350 – 462K LE 
Embedded Memory 23 Mb 
18x19 Multipliers 2,180 
Max Transceivers (6 Gbps/10 
Gbps) 
30/0 30/16 
Max Transceiver Data Rate  
(Chip to Chip) 
6.5536 Gbps 10.3125 Gbps 
Memory Devices Supported 
(Hard Memory Controllers) 
x1 32 bit, 533 MHz DDR3 w/ ECC – HPS 
x3 32 bit, 533 MHz, DDR3 – FPGA 
Hard Protocol IP x2 10/100/1000 EMAC – HPS 
x2 PCIe® Gen2 x8 – FPGA 
Tabela 4: Primerjava Arria V SX SoC in Arria V ST SoC, povz. po [9]. 
 
Zaradi tehnološke zahteve glede hitrosti prenosa podatkov do 10 Gbps je 
primerna ST-različica Altera Arria V SoC FPGA vezja. 
 
Z ozirom na tehnološko zahtevo po implementaciji testne naprave na prosto 
dosegljivi testni plošči se tu izbor komponent konča. V primeru razvoja lastnega 
tiskanega vezja bi bilo med drugim potrebno določiti še: 
 Tip in velikost RAM pomnilniških vezij. Pri izboru se omejimo na vezja, 
ki jih podpira DDR krmilnik. Izbiramo lahko med naslednjimi tipi vezij: 
DDR3, DDR2, DDR II+, QDR II, QDR II+, RLDRAM II, RLDRAM 3, 
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LPDDR in LPDDR2. Končni izbor je odvisen predvsem od aplikacije same. 
V primeru, da je pomembna predvsem poraba energije, so najprimernejša 
spominska vezja LPDDR2; v primeru, da je glavna zahteva propustnost 
spominskih vezij, pa izbiramo med spominskimi vezji DDR3 in RLDRAM 
3. 
 Tip in velikost FLASH pomnilnika. Altera Arria V SoC FPGA omogoča 
zbujanje iz različnih medijev. Izbiramo lahko med NAND flash, SPI flash in 
SD/MMC kartico. Končni izbor je odvisen predvsem od aplikacije. 
 Oscilatorji ter vezja za generiranje ure. 
 Napajalna vezja. 
 
2.2.6  Izbor testne plošče 
Glavna kriterija pri izboru testne plošče sta: 
 Zasnovanost testne plošče okoli vezja Altera Arria V ST SoC FPGA. 
 Možnost vstavite dveh 10 Gbps SFP+ modulov. 
Testna plošča Arria V SoC FPGA Development Board proizvajalca Altera 
ustreza zgoraj naštetim kriterijem. 
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Slika 5: Altera Arria V SoC FPGA Development Board, vir [10]. 
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3  FPGA implementacija 
V FPGA delu vezja implementiramo vse časovno kritične funkcije in periferne 
enote, ki niso na voljo v procesorskem delu integriranega vezja. V našem primeru so 
v FPGA delu vezja implementirani naslednji moduli, na sliki označeni s kraticami v 
oklepajih (glej Slika 6): 
 Procesorski vmesnik (HPS). 
 Modul za generiranje ponastavitvenih (ang. reset) in urnih signalov 
(CLKGEN). 
 Vmesnik za pretvorbo vodila AMBA AXI4 v vodilo WISHBONE (AXI2WB). 
 Naslovni dekoder in povezovalna matrika (BIC). 
 Vmesnika za posredovanje Ethernet paketov procesorju (ETH_IF0 in 
ETH_IF1). 
 Ethernet vmesnika MAC (ETH0 in ETH1). 
 Ethernet fizična vmesnika PHY (PHY0 in PHY1).  
 Paketna generatorja (PG0 in PG1). 
 Modula za preverjanje paketov (PC0 in PC1).  
 Pomnilnik (ETH0_MEM in ETH1_MEM). 
 
Blokovni diagram (glej Slika 6) prikazuje FPGA implementacijo, na kateri belo 
obarvana okenca označujejo že vgrajene module v Altera Arria V SoC FPGA vezje: 
procesorski del na sliki označen kot HPS, fazno sklenjena zanka (ang. PLL) kot 
CLKGEN ter serijska vmesnika kot PHY0 in PHY1. Modro obarvana okenca 
označujejo module, ki so implementirani v programabilni logiki oz. logičnih elementih 
(LE) ter blokovnih RAM-ih. Smer puščic predstavlja smer prenosa Ethernet 
paketov/podatkov, smer proženja prekinitvenih signalov ali smer podatkovnih vodil. 














               
               f2h_irq
   f2h_sdram_axi
              h2f_axi
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Slika 6: Blokovni diagram FPGA implementacije. 
 
Vmesnik za pretvorbo vodila AMBA AXI4 v vodilo WISHBONE, naslovni 
dekoder in povezovalna matrika, vmesnik za posredovanje Ethernet paketov 
procesorju ter Ethernet vmesnik (MAC) so last podjetja Beyond Semiconductor d.o.o. 
V sklopu diplomskega dela sta bila razvita paketni generator in modul za preverjanje 
paketov, izvedena je bila tudi sistemska integracija vseh zgoraj navedenih modulov. 
3.1  Opis delovanja testne naprave 
Opis delovanja testne naprave (glej Slika 6) najbolj nazorno predstavimo z 
opisom dveh najpogostejših potekov oddaje in sprejema Ethernet paketov: 
 Oddaja in sprejem Ethernet paketov, ki so namenjeni operacijskemu sistemu 
oz. jih le-ta sestavi. 
o Oddaja paketov: 
 Operacijski sistem (procesor) shrani vsebino paketa v zunanji 
SDRAM pomnilnik, nato pa preko vodila AMBA AXI4 
(f2h_axi) vpiše njegovo dolžino skupaj s pomnilniškim 
naslovom v registre vmesnika za posredovanje Ethernet 
paketov procesorju (ETH_IF0 in ETH_IF1). 
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 Vmesnik za posredovanje paketov procesorju preko vodila 
AMBA AXI4 (f2h_sdram_axi) prebere vsebino paketa iz 
SDRAM pomnilnika ter jo skupaj z dolžino posreduje 
paketnemu generatorju (PG0 in PG1). 
 Paketni generator vsebino paketa skupaj z informacijo o 
njegovi dolžini shrani v interni pomnilnik (ETH_MEM0 in 
ETH_MEM1). 
 Ethernet vmesnik MAC (ETH0 in ETH1) prebere vsebino 
paketa iz internega pomnilnika, jo ovije tako, da ustreza 
zgradbi Ethernet paketa ter jo posreduje preko XGMII vodila 
Ethernet fizičnemu vmesniku (PHY0 in PHY1). 
 Ethernet fizični vmesnik z implementiranim 10GBASE-R 
PHY preko diferencialnega izhoda podatke posreduje SFP+ 
optičnemu modulu. 
o Sprejem paketov: 
 Operacijski sistem (procesor) »rezervira« prostor za pakete v 
SDRAM pomnilniku, pomnilniški naslov pa vpiše v registre 
vmesnika za posredovanje Ethernet paketov procesorju 
(ETH_IF0 in ETH_IF1). 
 Optični SFP+ modul preko serijskega diferencialnega signala  
posreduje podatke Ethernet fizičnemu vmesniku (PHY0 in 
PHY1), ki serijske podatke pretvori v paralelne ter jih preko 
XGMII vodila posreduje Ethernet vmesniku MAC (ETH0 in 
ETH1).  
 Ethernet vmesnik paket odvije ter preveri, če je pravilen in  
namenjen testni napravi. Če je paket pravilen, ga skupaj z 
informacijo o času sprejema in dolžino shrani v interni 
pomnilnik (ETH_MEM0 in ETH_MEM1). 
 Modul za preverjanje paketov (PC0 in PC1) prebere vsebino 
paketa iz internega pomnilnika in ga v primeru, da ne gre za 
testni paket, posreduje vmesniku za posredovanje Ethernet 
paketov procesorju (ETH_IF0 in ETH_IF1). 
 Vmesnik za posredovanje paketov procesorju preko vodila 
AMBA AXI4 (f2h_axi) vsebino paketa shrani v SDRAM 
pomnilnik na pomnilniško lokacijo, ki jo je določil 
operacijski sistem v prvem koraku; informacijo o dolžini 
paketa pa shrani v registre. 
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 Operacijski sistem (procesor) prebere informacijo o prejetem 
paketu iz registrov vmesnika za posredovanje paketov 
procesorju, vsebino paketa pa iz SDRAM pomnilnika. 
 Oddaja in sprejem testnih paketov. 
o Oddaja paketov: 
 Kontrolni program (procesor) vpiše nastavitve paketov 
(MAC naslovi, IP naslovi, dolžina) ter način delovanja 
paketnega generatorja preko vodila AMBA AXI4 (f2h_axi) v 
registre paketnega generatorja (PG0 in PG1). 
 Paketni generator sestavlja pakete ter njihove podatke skupaj 
z informacijo o dolžini paketa shrani v interni pomnilnik 
(ETH_MEM0 in ETH_MEM1). 
 Ethernet vmesnik MAC (ETH0 in ETH1) prebere vsebino 
paketa iz internega pomnilnika. Na mesto časovne znamke 
(ang. time stamp) vstavi čas oddaje paketa ter paket ovije  
tako, da ustreza zgradbi Ethernet paketa. Le-tega preko 
XGMII vodila posreduje Ethernet fizičnemu vmesniku 
(PHY0 in PHY1). 
 Ethernet fizični vmesnik z implementiranim 10GBASE-R 
PHY preko diferencialnega izhoda podatke posreduje SFP+ 
optičnemu modulu. 
o Sprejem paketov: 
 Kontrolni program (procesor) vpiše nastavitve paketov 
(MAC naslovi, IP naslovi, dolžina) in način delovanja modula 
za preverjanje vsebine paketov preko vodila AMBA AXI4 
(f2h_axi) v registre modula za preverjanje vsebine paketov 
(PC0 in PC1). 
 Optični SFP+ modul preko serijskega diferencialnega signala  
posreduje podatke Ethernet fizičnemu vmesniku (PHY0 in 
PHY1), ki serijske podatke pretvori v paralelne ter jih preko 
XGMII vodila posreduje Ethernet vmesniku MAC (ETH0 in 
ETH1).  
 Ethernet vmesnik paket odvije ter preveri, če je paket pravilen 
in namenjen testni napravi. V primeru pravilnosti ga skupaj z 
informacijo o času sprejema ter dolžino shrani v interni 
pomnilnik (ETH_MEM0 in ETH_MEM1). 
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 Modul za preverjanje paketov (PC0 in PC1) prebere vsebino 
paketa iz internega pomnilnika in ga preveri v primeru, če gre 
za testni paket. Modul preveri vsa polja paketa. V primeru 
napake se poveča ustrezni števec napak. 
 
3.2  Opis posameznih modulov 
3.2.1  HPS 
Za pravilno delovanje celotnega sistema, procesorskega in FPGA dela vezja, je 
potrebno procesorski del (HPS) pred sintezo primerno nastaviti.  
Nastavimo: 
 Število, širino ter tip vodil, ki bodo uporabljena za komunikacijo med 
FPGA in procesorskim delom (FPGA to HPS) ter med procesorskim in 
FPGA delom (HPS to FPGA). 
 Število in širino vodil med FPGA delom ter SDRAM krmilnikom, 
vgrajenim v procesorski del vezja. 
 Tip ponastavitvenih (ang. reset) signalov med procesorjem ter FPGA 
delom vezja in obratno. 
 Prekinitvene (ang. interrupt) signale. 
 Uporabljene periferne naprave v procesorskem delu in določitev lokacije 
njihovih priključkov. 
 Frekvenco referenčnih ur procesorskega dela, takt delovanja procesorskega 
jedra in perifernih enot. 
 Frekvenco delovanja vodil med procesorjem in FPGA delom vezja. 
 Tip vezij SDRAM in njihove parametre (frekvenca delovanja, velikost, 
konfiguracija, zakasnitve …). 
 
Glede na to, da je za implementacijo končne rešitve uporabljena testna plošča 
Altera Arria V SoC FPGA Development Board, si pri nastavitvah pomagamo z 
nastavitvami referenčne implementacije [11], ki jo spremenimo do te mere, da ustreza 
našim zahtevam. Nastavimo sledeče (glej Slika 6): 
 Omogočimo samo eno vodilo med procesorjem in FPGA delom vezja. 
To 32-bitno vodilo AMBA AXI4 (h2h_axi) se uporablja za dostop do 
modulov v FPGA delu vezja. Vodil med FPGA delom vezja ter 
procesorjem ne potrebujemo, zato jih onemogočimo. 
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 Omogočimo dve 32-bitni vodili AMBA AXI4 (f2h_sdram_axi) med 
FPGA delom vezja in SDRAM krmilnikom, vgrajenim v procesorski del 
vezja, ki ju uporabljata vmesnika za posredovanje Ethernet paketov 
procesorju. 
 Omogočimo prekinitvene linije med FPGA delom vezja in procesorjem 
(f2h_irq). Dve liniji uporabljata vmesnika za posredovanje Ethernet 
paketov procesorju. 
 Frekvenco vodila med procesorjem in FPGA delom vezja nastavimo na 
125 MHz. 
 
Konfiguracijo procesorskega dela vezja izvedemo s pomočjo programa Qsys, ki 
je del programskega paketa Quartus II. Slika 7 prikazuje konfiguracijo procesorskega 
dela vezja (HPS). 
 
Slika 7: Konfiguracija procesorskega dela. 
 
3.2.2  Modul za generiranje ponastavitvenih signalov in sistemske ure 
V modulu je implementirana logika za generiranje ponastavitvenih (ang. reset) 
signalov in PLL, ki generira sistemsko uro. PLL je vgrajen v FPGA del vezja, za 
pravilno delovanje pa ga je potrebno ustrezno nastaviti, kar naredimo s pomočjo 
programa MegaWizard, ki je del programskega paketa Quartus II. Slika 8 prikazuje 
konfiguracijo PLL. Kot vhodne parametre podamo frekvenco referenčne ure, ki je 100 
MHz ter nastavimo izhodno frekvenco 125 MHz. 
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Slika 8: Konfiguracija sistemskega PLL. 
 
V vezju so prisotne tri ure: sistemska ura ter dve uri Ethernet vmesnikov (ETH0 
in ETH1), ki sta generirani v Ethernet fizičnih vmesnikih (PHY0 in PHY1). Vsaka ura 
ima pripadajoč ponastavitveni signal. Pri generiranju teh signalov upoštevamo status 
zaklepa PLL. Ponastavitveni signal je aktiven, ko PLL ni zaklenjen. 
 
Za sinhronizacijo eno-bitnih signalov, ki prehajajo iz ene časovne domene v 
drugo ter za sinhronizacijo asinhronih vhodnih signalov uporabimo vezje, ki ga tvorita 
dva zaporedno vezana D flip-flopa. Sinhronizacija več-bitnih signalov je izvedena s 
FIFO pomnilnikom. Kazalci za branje in pisanje so implementirani z Grayevimi števci, 
pri katerih se pri štetju vedno spremeni samo en bit. 
 
3.2.3  Vmesnik za pretvorbo vodila AMBA AXI4 v vodilo WISHBONE 
Za dostop do modulov, implementiranih v FPGA delu vezja procesor uporablja 
vodilo AMBA AXI4. Zaradi uporabe že obstoječih modulov, manjšega števila 
signalov in lažje implementacije se kot sistemsko vodilo v vezju uporablja vodilo 
WISHBONE, zaradi česar med vodiloma potrebujemo vmesnik. 
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Vodilo AMBA AXI4 je sestavljeno iz dveh povsem ločenih vodil – pisalnega in 
bralnega. 
Pisalno vodilo (glej Slika 9) vsebuje tri ločene kanale: naslovni kanal (Write 
address channel), podatkovni kanal (Write data channel) ter kanal za odgovor (Write 
response channel).  
 
Slika 9: Pisalni del vodila AMBA AXI4, vir [12]. 
 




awid_i Identifikacijska številka dostopa. 
awaddr_i Naslov dostopa. 
awlen_i Število podatkov v dostopu – število pisalnih dostopov. 
awsize_i Število bajtov – če je število manjše od širine vodila, 
potem signal določa število veljavnih bajtov. 
awburst_i Tip zaporednih dostopov – določi način, kako se 
povečuje naslov pisalnih dostopov. Upošteva se, kadar je 
awlen_i večji od 0. 
awlock_i Uporaba pri atomarnih dostopih. Zahteva za omejitev 
dostopa do določenega modula. 
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awcache_i Uporabno pri dostopih do pomnilnika. Definira, kako se 
mora operacija izvesti.  
awprot_i Določa tip dostopa: navaden, privilegiran, varen, 
podatkovni, inštrukcijski. 
awvalid_i Logična enica definira veljavnost ostalih signalov. 
awready_o Logična enica pomeni, da je sprejemnik izvedel 
operacijo. 
Podatkovni kanal 
wid_i Identifikacijska številka dostopa. 
wdat_i Podatki. 
wstrb_i Signal definira veljavnost posameznega bajta na vodilu. 
wlast_i Zadnji podatek. 
wvalid_i Logična enica definira veljavnost ostalih signalov. 
wready_o Logična enica pomeni, da je sprejemnik izvedel 
operacijo. 
Kanal za odgovor 
bid_o Identifikacijska številka dostopa. 
bresp_o Odgovor pove, kako se je operacija izvedla (0x0 – 
dostop se je izvedel brez napake, 0x1 ekskluzivni dostop 
se je izvedel brez napake, 0x2 – napaka pri prejemniku, 
0x3 – napaka na povezavah (dekodirnik, arbiter). 
bvalid_o Logična enica definira veljavnost ostalih signalov. 
bready_i Logična enica pomeni, da je sprejemnik izvedel 
operacijo. 
Tabela 5: Pisalni del vodila AMBA AXI4, povz. po [13]. 
Bralno vodilo (glej Slika 10) vsebuje dva kanala: naslovni kanal (Read address 
channel) in podatkovni kanal, ki vsebuje tudi informacijo o dostopu (Read data 
channel). 
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Slika 10: Bralni del vodila AMBA AXI4, vir [12]. 
 




arid_i Identifikacijska številka dostopa. 
araddr_i Naslov dostopa. 
arlen_i Število podatkov v dostopu – število bralnih  operacij. 
arsize_i Število bajtov – če je število manjše od širine vodila, 
določa število veljavnih bajtov. 
arburst_i Tip zaporednih dostopov – določi način, kako se 
povečuje naslov bralnih dostopov. Upoštevamo ga, kadar 
je arlen_i večji od 0. 
arlock_i Uporaba pri atomarnih dostopih. Zahteva za omejitev 
dostopa do določenega modula. 
arcache_i Uporabno pri dostopih do pomnilnika. Definira način 
izvedbe operacije. 
arprot_i Določa tip dostopa: navaden, privilegiran, varen, 
podatkovni, inštrukcijski. 
arvalid_i Logična enica definira veljavnost ostalih signalov. 
arready_i Logična enica pomeni, da je sprejemnik izvedel 
operacijo. 
Podatkovni kanal 
rid_o Identifikacijska številka dostopa. 
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rdata_o Prebrani podatki. 
rresp_o Odgovor pove, kako se je operacija izvedla (0x0 – 
dostop se je izvedel brez napake, 0x1 ekskluzivni dostop 
se je izvedel brez napake, 0x2 – napaka pri prejemniku, 
0x3 – napaka na povezavah (dekodirnik, arbiter). 
rlast_o Zadnji podatek. 
rvalid_o Logična enica definira veljavnost ostalih signalov. 
rready_o Logična enica pomeni, da je sprejemnik izvedel 
operacijo. 
Tabela 6: Bralni del vodila AMBA AXI4, povz. po [13]. 
 
Vodilo WISHBONE uporablja enotne signale tako za bralne kot tudi za pisalne 
dostope. Implementiran je klasičen tip dostopov. Sliki v nadaljevanju prikazujeta 
bralni dostop (Slika 11) in pisalni dostop (Slika 12): 
 
Slika 11: Bralni dostop WISHBONE, vir [14]. 
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Slika 12: Pisalni dostop WISHBONE, vir [14]. 
 
Opis posameznik signalov prikazuje Tabela 7: 
 
Signal Opis 
stb_o Logična enica definira veljavnost dostopa oz. veljavnost signalov we_o, 
bte_o, cti_o, sel_o, adr_o in dat_o. 
cyc_o Logična enica definira veljavnost dostopa oz. veljavnost signalov we_o, 
bte_o, cti_o, sel_o, adr_o in dat_o. 
we_o Logična enica pomeni pisalni dostop, ničla pa bralnega. 
bte_o Tip zaporednih dostopov. Določi način, kako se povečuje naslov 
naslednjega dostopa. 
cti_o Tip dostopa: enojen, več dostopov, zadnja dostop v nizu. 
sel_o Logična enica definira veljavnost podatkov na vodilu (bajta). 
adr_o Naslov. 
dat_o Pisalni podatki. 
ack_i Odgovor. Logična enica definira veljaven dostop. 
rty_i Odgovor. Logična enica pomeni, da je potrebno dostop ponoviti. 
err_i Odgovor. Logična enica pomeni, da je prišlo med dostopom do napake. 
dat_i Prebrani podatek. 
Tabela 7: Vodilo WISHBONE, povz. po [14]. 
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Širina vodil AMBA AXI4 in WISHBONE je 32 bitov. Podprt je samo en 
istočasen dostop na vodilu AMBA AXI4, torej pisalni ali bralni. Delovanje vmesnika 
























Slika 13: AXI2WB avtomat prehajanj stanj. 
 
Logika končnega avtomata čaka v mirovnem stanju (IDLE) na AMBA AXI4 
dostop. V primeru pisalnega dostopa se izvede WISHBONE pisalni dostop (WB WR 
ACCESS), kjer je število dostopov podano s signalom AMBA AXI4 aw_len_i. Po 
končanih WISHBONE dostopih logika posreduje status dostopov preko ABMA AXI4 
kanala za odgovor (AXI WRITE RESPONSE). V primeru bralnega dostopa se 
izvedejo WISHOBNE bralni dostopi (WB RD ACCESS). Po vsakem WISHBONE 
dostopu sta preko AMBA AXI4 podatkovnega kanala posredovana prebran podatek in 
status dostopa. Število bralnih dostopov je definirano s signalom ar_len_i. 
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3.2.4  Naslovni dekoder in povezovalna matrika 
V modulu z oznako BIC (glej Slika 6) sta implementirana naslovni dekoder in 
povezovalna matrika. Dekoder primerja osem zgornjih naslovnih bitov 
(wb_adr_i[31:24]) z vnaprej definiranimi vrednostmi, ki predstavljajo naslove 
posameznih  modulov. V primeru dostopa z naslovom, ki ni definiran, modul vrne 
napako (wb_err_o). 
 
Tabela 8 vsebuje naslove posameznih modulov, ki so označeni na Slika 6: 
 
Naslov Modul 
0xF0000000 Vmesnik za posredovanje Ethernet paketov 
procesorju (ETH_0). 
0xF2000000 Vmesnik za posredovanje Ethernet paketov 
procesorju (ETH_1). 
0xE0000000 Ethernet vmesnik MAC (ETH0). 
0xE2000000 Ethernet vmesnik MAC (ETH1). 
0xEA000000 Paketni generator (PG0). 
0xEB000000 Paketni generator (PG1). 
0xEC000000 Logika za preverjanje paketov (PC0). 
0xED000000 Logika za preverjanje paketov (PC1). 
Tabela 8: Naslovi modulov. 
 
3.2.5  Vmesnik za posredovanje Ethernet paketov procesorju 
Operacijski sistem preko modula za posredovanje Ethernet paketov procesorju 
pošilja in sprejema Ethernet pakete. Programski model modula (nastavitveni in 
statusni registri ter pomnilnik za shranjevanje parametrov paketa in pomnilniških 
naslovov) je kompatibilen z Beyond MAC 10/100/1000 Ethernet Controller [15], kar 
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Slika 14: Vmesnik za posredovanje Ethernet paketov procesorju. 
 
Opis delovanja posameznih pod-modulov je podan na primeru pošiljanja in 
sprejemanja paketa.  
 Pri pošiljanju Ethernet paketa je postopek sledeč: 
o Procesor preko vodila AMBA AXI4 (h2f_axi, Slika 6), ki se v 
vmesniku za pretvorbo vodila AMBA AXI4 v vodilo WISHBONE 
(AXI2WB, Slika 6) pretvori v vodilo WISHBONE, omogoči 
delovanje oddajnega dela modula z vpisom v nastavitvene  registre 
(CFG, Slika 14). 
o Procesor vpiše vsebino paketa v SDRAM pomnilnik. 
o Procesor vpiše dolžino paketa, kontrolne bite ter naslov v SDRAM 
pomnilniku v pomnilnik za shranjevanje parametrov paketa 
(TX_BD, Slika 14). 
o Kontrolna logika za oddajo paketov (TX_CTRL, Slika 14) 
neprestano preverja vsebino pomnilnika za shranjevanje parametrov 
paketa. V primeru veljavnega paketa parametre posreduje modulu za 
dostop do pomnilnika (RD AXI MASTER IF, Slika 14). 
48 3  FPGA implementacija 
 
o Preko vodila AMBA AXI4 se vsebina paketa prebere iz SDRAM 
pomnilnika ter vpiše v interni FIFO pomnilnik (FIFO, Slika 14). 
o Logika za posredovanje paketov (TX IF, Slika 14) prebere vsebino 
iz FIFO pomnilnika in jo skupaj z dolžino paketa posreduje modulu 
za generiraje paketov (PG0/PG1, Slika 6). 
o Kontrolna logika za oddajo paketov vpiše v pomnilnik za 
shranjevanje parametrov paketa informacijo o tem, da je bil paket 
poslan. 
o V primeru, da so prekinitve omogočene, kontrolni modul (CFG, Slika 
14) sproži prekinitev (f2h_irq, Slika 6). 
 Pri sprejemu Ethernet paketa je postopek sledeč: 
o Procesor (operacijski sistem) omogoči delovanje sprejemnega dela 
modula z vpisi v nastavitvene registre (CFG, Slika 14). 
o Procesor (operacijski sistem) »rezervira« prostor za paket v SDRAM 
pomnilniku ter vpiše pomnilniški naslov skupaj s kontrolnimi biti za 
veljavnost vnosa v pomnilnik za shranjevanje parametrov paketa 
(RX_BD, Slika 14). 
o Modul za preverjanje vsebine paketov (PC0/PC1, Slika 6) posreduje 
vsebino paketa skupaj z njegovo dolžino in kontrolnimi biti modulu 
za vpis v FIFO pomnilnik (RX IF, Slika 14). 
o Modul za dostop do pomnilnika (WR AXI MASTER IF, Slika 14) 
prebere vsebino iz FIFO pomnilnika ter vpiše podatke paketa preko 
vodila AMBA AXI4 v SDRAM pomnilnik). 
o Kontrolna logika za sprejem paketov (RX_CTRL, Slika 14) vpiše 
informacijo o dolžini paketa skupaj s kontrolnimi biti v pomnilnik za 
shranjevanje parametrov paketa. 
o V primeru, da so prekinitve omogočene, kontrolni modul (CFG, Slika 
14) sproži prekinitev (f2h_irq, Slika 6). 
 
3.2.6  Ethernet vmesnik (MAC)  
Ethernet vmesnik implementira 10 Gbit vmesnik za nadzor dostopa do medija 
(ang. media access control MAC), ki je skladen z IEE 802.3-2012 specifikacijo [17]. 
Vmesnik skrbi za ovijanje ter odvijanje podatkov v oz. iz paketa, katerega struktura je 
določena v tretjem poglavju specifikacije IEE 802.3-2012 (Media Access Control 
(MAC) frame and packet specification) in za posredovanje Ethernet paketov Ethernet 
fizičnemu vmesniku (PHY) preko XGMII vodila. 
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Tabela 9 prikazuje strukturo Ethernet paketa: 
 
 Sinhronizacijski podatki     
(ang. preamble).  
 
 Začetek paketa (ang. start of 
frame delimeter - SFD).  
 
 Podatki (ang. payload).    
 Razširitev (ang. pad).  
 Polje cikličnega preverjanja 
(ang. cyclic redundancy check). 
 
Tabela 9: Zgradba Ethernet paketa, povz. po [17].  
Razlaga posameznih polj: 
 Sinhronizacijske podatke (ang. preamble) predstavlja niz sedmih zaporednih 
bajtov z vrednostjo 0x55 (01010101), katerih namen je sinhronizacija 
sprejemne ure.  
 Začetek paketa (ang. start of frame delimer - SFD)  z vrednostjo 0xD5 označuje 
konec sinhronizacijskih podatkov in začetek podatkovnega dela paketa. 
 Podatki poljubne dolžine predstavljajo vsebino paketa. 
 Razširitev (ang. pad) predstavlja opcijsko polje. Njegov namen je podaljšanje 
paketa, tako da njegova velikost ustreza najmanjši dovoljeni velikosti (64 B). 
 Polje cikličnega preverjanja skrbi za odkrivanje napak, do katerih bi lahko 
prišlo pri prenosu paketa. 
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 Slika 15 prikazuje zgradbo Ethernet vmesnika: 
ETH_MEM
MAC RXMEM IF FIFO RX IF









Slika 15: Blokovni diagram Ethernet vmesnika. 
Kontrolni modul (CFG, Slika 15) z implementiranim vodilom WISHBONE 
vsebuje vse nastavitvene in statusne registre, potrebne za delovanje Ethernet vmesnika. 
Preko registrov je možno: 
 Onemogočiti ali omogočiti oddajni in sprejemni del. 
 Določiti MAC naslov naprave – naslov prejemnika (ang. destination 
MAC address), ki se uporabi v sprejemnem delu za ugotavljanje, če je 
paket namenjen testni napravi. 
 Onemogočiti ali omogočiti način delovanja, pri katerem se sprejmejo vsi 
paketi, ne glede na njihov naslov. 
 Določiti minimalno ter maksimalno dovoljeno dolžino paketa, ki se 
sprejme. 
 Nastaviti hitrost MDIO vmesnika. 
 Pisanje in branje nastavitvenih ter statusnih registrov SFP+ modula preko 
MDIO vmesnika. 
 
Modul serijske komunikacije (SMI, Slika 15), z implementiranim MDIO 
vodilom omogoča branje in pisanje nastavitvenih ter statusnih registrov zunanjega 
SFP+ modula. Vmesnik sestavljata dva signala: 
 Signal ure. Nadzor nad njim ima vedno vezje FPGA. 
 Signal podatkov. Glede na fazo dostopa in operacijo (branje ali pisanje) 
ima nadzor nad signalom bodisi vezje FPGA ali vezje PHY. 
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Komunikacija med vezjem FPGA ter SFP+ modulom se izvaja na paketnem 
nivoju.  
 
Slika 16 prikazuje pisalni in bralni dostop: 
 
Slika 16: Pisalni in bralni MDIO dostop, vir [19]. 
Zgradba paketa: 
o Sinhronizacija 32 bitov, z vrednostjo logične enice. 
o Začetek, dvo-bitna sekvenca 01. 
o Tip dostopa, dvo-bitna sekvenca, pisanje 01, branje 10. 
o Naslov SFP+ modula (PHY address, Slika 16). 
o Naslov registra v SFP+ modulu (reg. address, Slika 16). 
o Prevzem vodila, sprememba gospodarja nad vodilom. 
o Podatki 16 bitov (register data, Slika 16). 
 
Oddajni del vsebuje sledeče pod-module: 
 Vmesnik za dostop do internega pomnilnika (TX MEM IF, Slika 15). Vmesnik 
prebere podatke paketa in njegovo dolžino iz internega pomnilnika 
(ETH0_MEM oz. ETH1_MEM, Slika 6) ter jih shrani v FIFO pomnilnik. 
 FIFO pomnilnik (TX FIFO, Slika 15) skrbi za sinhronizacijo podatkov iz 
sistemske ure na oddajno uro. 
 Vmesnik za posredovanje podatkov (TX MAC IF, Slika 15) prebere podatke 
iz FIFO pomnilnika in jih posreduje oddajnemu končnemu avtomatu. 
 Oddajni končni avtomat (MAC TX, Slika 15) sestavi Ethernet paket in ga 
preko XGMII vodila posreduje Ethernet fizičnemu vmesniku (ETH_PHY0 oz. 
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Slika 17: Ethetnet vmesnik - oddajni končni avtomat. 
 
Sprejemni del vsebuje sledeče pod-module: 
 Sprejemni končni avtomat (MAC RX, Slika 15) z implementiranim 
XGMII vodilom opravlja naslednje funkcije: 
o Odstranitev sinhronizacijskih podatkov in podatka, ki označuje 
začetek paketa. 
o Primerjavo MAC naslova prejemnika. Paket se zavrže v primeru, 
ko je naslov različen od MAC naslova, vpisanega v kontrolnih 
registrih, pa tudi različen od skupnega MAC naslova (ang. 
broadcast address). 
o Preverjanje dolžine paketa. Paket se zavrže v primeru, ko je 
dolžina paketa manjša od 64 B oz., ko je dolžina paketa večja od 
1536 B. 
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o Izračun in preverjanje vrednosti cikličnega preverjanja (ang. 
cyclic redundancy check CRC). V primeru napake se paket 
zavrže. 
o Določitev časa sprejema – časovne znamke (ang. time stamp). 
o Posredovanje veljavnih paketov vmesniku za dostop do FIFO 
pomnilnika. 
  
54 3  FPGA implementacija 
 




























Slika 18: Ethernet vmesnik - sprejemni končni avtomat.  
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 Vmesnik za dostop do FIFO pomnilnika (RX MAC IF, Slika 15) skrbi 
za vpis podatkov v FIFO pomnilnik. 
 FIFO pomnilnik (RX FIFO, Slika 15) skrbi za sinhronizacijo podatkov 
iz sprejemne ure na sistemsko uro. 
 Vmesnik za dostop do internega pomnilnika (RX MEM IF, Slika 15). 
Vmesnik prebere podatke paketa in njegovo dolžino iz FIFO pomnilnika 
ter jih shrani v interni pomnilnik (ETH0_MEM oziroma ETH1_MEM, 
Slika 6). 
 
3.2.7  Ethernet fizični vmesnik (PHY) 
Ethernet fizični vmesnik (PHY) implementiramo s pomočjo sprejemno oddajnih 
modulov (ang. transceiver), implementiranih v vezje Altera Arria V SoC FPGA. Pred 
uporabo je potrebno module primerno nastaviti. Izbiramo lahko med že definiranimi 
nastavitvami za znane protokole ali pa modul nastavimo poljubno. Glede na to, da je 
ena izmed tehnoloških zahtev uporaba SPF+ optičnih modulov, izberemo 10GBASE-
R PHY IP Core, skladen z IEEE Standard 802.3 Clause 45. 10GBASE-R PHY IP Core 
pretvori paralelno 72-bitno XGMII vodilo, ki deluje s frekvenco 156,25 MHz v serijski 
diferencialni izhodni signal s hitrostjo 10,3125 Gbps in obratno. 
 
Slika 19 prikazuje interno zgradbo: 
 
Slika 19: Altera 10GBASE-R PHY, vir [16]. 
Funkcije 10GBASE-R PHY: 
 64 b/66 b kodiranje in dekodiranje. 
 Kompenzacija frekvence sprejemnega signala. 
 Pretvorba 10,3215 Gbps linije v paralelno vodilo in obratno. 
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Za pravilno delovanje je potrebno 10GBASE-R PHY pred sintezo primerno 
nastaviti. Določiti je potrebno: 
 Število kanalov. 
 Način delovanja, kjer lahko izbiramo med sprejemom in oddajo, samo 
sprejemom ali samo oddajo. 
 Tip PLL vezja, uporabljenega v PHY-u. 
 Frekvenco referenčne ure. 
Konfiguracijo izvedemo s pomočjo programa Altera MegaWizard, ki je del 
programskega paketa Altera Quartus II. Slika 20 prikazuje konfiguracijo 10GBASE-
R PHY: 
 
Slika 20: Altera 10GBASE-R PHY MegaWizard konfiguracija. 
 
3.2.8  Paketni generator 
Modul paketnega generatorja, ki skupaj z modulom za preverjanje vsebine 
paketov predstavlja osrednji gradnik testne naprave, opravlja dve glavni funkciji: 
posredovanje paketov, ki izvirajo iz vmesnika za posredovanje Ethernet paketov 
procesorju (posredovanje paketov, ki jih pošilja operacijski sistem) in sestavljanje 
testnih paketov.  
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Slika 21: Blokovni diagram paketnega generatorja. 
Kontrolni modul (CFG, Slika 21) z implementiranim vodilom WISHBONE 
vsebuje vse nastavitvene in statusne registre, potrebne za delovanje paketnega 
generatorja. Preko registrov je možno nastaviti: 
 Parametre sestavljenih paketov: 
o Vsebino Ethernet glave, IP glave in UDP glave. Število različnih 
konfiguracij je potrebno vpisati v SIZE register. 
o Dolžino paketov. Število različnih dolžin paketov je potrebno 
vpisati v SIZE register. 
Paketi se sestavljajo v sledečem vrstnem redu: paket s prvo 
konfiguracijo in prvo dolžino P[1][1] 
(paket[konfiguracija][dolžina]), paket z drugo konfiguracijo in prvo 
dolžino P[2][1], P[3][1]…,  paket z zadnjo konfiguracijo in prvo 
dolžino P[SIZE][1], paket s prvo konfiguracijo in drugo dolžno 
P[1][2], P[2][2], P[3][2]…, P[SIZE][SIZE], P[1][1] itd. 
 Način delovanja: 
o Modul sestavi določeno število paketov. Željeno število paketov 
je potrebno vpisati v CNT_MSB in CNT_LSB registra. 
o Modul sestavlja pakete določen čas. Čas sestavljanja se nastavi z 
vpisom v SEC_VAL register. 
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Dovoljen je vpis samo enega izmed njiju: število paketov ali čas 
sestavljanja.  
 
Tabela 10 prikazuje nastavitvene in statusne registre. Vsi registri so 32-bitni, 
naslovni dekoder pa uporablja spodnjih 20 bitov WISHBONE naslova. 
 
 Register Naslov Opis 
MODE 0x00 Nastavitveni register (ang. mode register): 
[31:2] – rezervirano 
[1] – ponastavi bralni kazalec RAMa dolžine paketov 
[0] – omogoči delovanje paketnega generatorja 
SIZE 0x04 Število različnih dolžin paketov in število različnih 
konfiguracij paketov: 
[31:16] – število dolžin paketov 
[15: 0] – število različnih konfiguracij paketov 
UDP_PORTS 0x10 Porti UDP protokola: 
[31:16] – pošiljateljev port 
[15: 0] – prejemnikov port 
PCNT_MSB 0x14 Števec sestavljenih paketov – 64-bitni: 
[31: 0] – števec [63:32] 
PCNT_LSB 0x18 Števec sestavljenih paketov – 64-bitni: 
[31: 0] – števec [31: 0] 
IPGT 0x1C Med-paketna vrzel (ang. inter packet gap): 
[31: 0] – vrednost definira število urinih ciklov med 
dvema poslanima paketoma 
IPGT – definira hitrost pošiljanja paketov 
CNT_MSB 0x20 64-bitna vrednost, ki definira število paketov, ki jih 
generator sestavi: 
[31: 0] – število paketov [63:32] 
CNT_LSB 0x24 64-bitna vrednost, ki definira število paketov, ki jih 
generator sestavi 
[31: 0] – število paketov[31: 0] 
SEC_VAL 0x28 Vrednost definira čas delovanja paketnega generatorja: 
[31: 0] – čas delovanja [s] 
SEC_CUR 0x2C Vrednost predstavlja trenutni čas delovanja: 
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[31: 0] – trenutni čas delovanja generatorja, kjer se števec 
briše, ko je generator onemogočen 
DMAC_MSB 0x10000-
0x10FFC 
Ethernet naslov prejemnika (ang. destination MAC 
address): 
[31: 0] – naslov prejemnika, bajti od 0 do 3 
DMAC_LSB 0x20000-
0x20FFC 
Ethernet naslov prejemnika (ang. destination MAC 
address): 
[31:16] – rezervirano 
[15: 0] – naslov prejemnika, bajta 4 in 5 
SMAC_MSB 0x80000-
0x80FFC 
Ethernet naslov pošiljatelja (ang. soruce MAC address): 
[31: 0] – naslov pošiljatelja, bajti od 0 do 3 
SMAC_LSB 0x90000-
0x90FFC 
Ethernet naslov pošiljatelja (ang. source MAC address): 
[31:16] – rezervirano 
[15: 0] – naslov pošiljatelja, bajta 4 in 5 
DIP 0x30000-
0x30FFC 
IPv4 naslov prejemnika: 
[31: 0] – naslov 
SIP 0x40000-
0x40FFC 
IPv4 naslov pošiljatelja: 
[31: 0] – naslov 
SEQ_NUM_MSB 0x50000-
0x50FFC 
Zaporedna številka zadnjega sestavljenega paketa, 
implementirana kot 64-bitni števec: 
[31: 0] – števec paketov [63:32] 
SEQ_NUM_LSB 0x60000-
0x60FFC 
Zaporedna številka zadnjega sestavljenega paketa, 
implementirana kot 64-bitni števec: 




[31:16] – rezervirano 
[15: 0] – dolžina paketa v bajtih 
Tabela 10: Registri paketnega generatorja. 
 
Registri DMAC_MSB, DMAC_LSB, SMAC_MSB, SMAC_LSB, DIP, SIP, 
SEQ_NUM_MSB in SEN_NUM_LSB so implementirani kot blokovni RAM in 
omogočajo shranjevanje različnih konfiguracij paketov. Število konfiguracij definira 
SIZE register. 
LEN register je implementiran kot blokovni RAM in omogoča shranjevanje 
dolžin paketov. SIZE register definira število dolžin. 
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Multiplekser 2 na 1 (MUX, Slika 21) glede na krmilni signal, ki ga določi 
avtomat prehajanja stanj (FSM, Slika 21), vpiše v pomnilnik posredovani ali 
sestavljeni paket. Posredovani paketi imajo višjo prioriteto. Pred pričetkom 
sestavljanja novega testnega paketa FSM preveri stanje ETH_IF vodila. V primeru 
veljavnosti paketa, le-tega izbere. 
Modul paketnega generatorja (PG, Slika 21) sestavlja Ethernet pakete skladne 
z internetnim protokolom verzije 4. Kot nosilec podatkov je uporabljen UDP protokol. 
 





IP glava          
(ang. IP header). 




generatorja    
(ang. PG header). 
Podatki          
(ang. payload). 
Tabela 11: Zgradba testnega paketa – protokoli. 
 
Zgradba testnega paketa je podana v naslednjih štirih tabelah: 
 
Polje Dolžina [bajt] Vrednost 
MAC naslov prejemnika     
(ang. destination MAC 
address). 
6 Pri sestavi paketa se uporabita vrednosti, vpisani 
v DMAC_MSB in DMAC_LSB registra. 
MAC naslov pošiljatelja     
(ang. source MAC address). 
6 Pri sestavi paketa se uporabita vrednosti, vpisani 
v SMAC_MSB in SMAC_LSB registra. 
Tip paketa (ang. type). 2 Konstanta 0x800 – paket, skladen z internetnim 
protokolom verzije 4. 
Tabela 12: Ethernet glava testnega paketa. 
 
 
Polje Dolžina [bajt] Vrednost 
Različica protokola ter dolžina 
glave (ang. version, header 
length). 
1 Konstanta 0x45 – IPv4 protokol, dolžina glave 
20 bajtov. 
Vrsta storitve (ang. type of 
service). 
1 Konstanta 0x0 – prioriteta paketa ni določena. 
Skupna dolžina, glava in 
podatki (ang. total length). 
2 Izračuna se pri sestavi paketa. Vrednost = 
vrednost LEN registra – 14 (dolžina Ethernet 
glave) – 4 (CRC) . 
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Identifikacija                        
(ang. identification). 
2 Konstanta 0x0 – nefragmentiran paket. 
Kontrolne zastavice in številka 
pod-paketa (ang. IP flags and 
fragment offset). 
2 Konstanta 0x40 – fragmentacija paketov med 
prenosom ni dovoljena. 
Življenjska doba                   
(ang. time to live). 
1 Konstanta 0x40. 
Protokol (ang. protocol). 1 Konstanta 0x11 – UDP protokol. 
Kontrolna vsota                     
(ang. checksum). 
2 
Izračuna se pri sestavi paketa v modulu za 
izračun kontrolne vsote (CS, Slika 21).  
IP naslov pošiljatelja           
(ang. source IP address).   
4 Pri sestavi paketa se uporabi vrednost, vpisana v 
SIP register. 
IP naslov prejemnika          
(ang. destination IP address).  
4 Pri sestavi paketa se uporabi vrednost, vpisana v 
DIP register. 
Tabela 13: IP glava testnega paketa. 
 
 
Polje Dolžina [bajt] Vrednost 
Izvorni port                               
(ang. source port). 
2 Pri sestavi paketa se uporabi vrednost, vpisana v 
UDP_PORTS register. 
Naslovni port                            
(ang. destination port). 
2 Pri sestavi paketa se uporabi vrednost, vpisana v 
UDP_PORTS register. 
Skupna dolžina                       
(ang. total length). 
2 Izračuna se pri sestavi paketa. Vrednost = 
vrednost LEN registra – 14 (dolžina Ethernet 
glave) – 20 (IP glava) - 4 (CRC). 
Kontrolna vsota                        
(ang. checksum). 
2 Konstanta 0x0 – kontrolna vsota se ne računa. 
Tabela 14: UDP glava testnega paketa. 
 
 
Polje Dolžina [bajt] Vrednost 
Zaporedna številka                   
(ang. sequence number). 
8 Implementirana kot števec, ki se poveča za vsak 
zgrajen paket.  
Indeks konfiguracije           
(ang. configuration index). 
2 Indeks konfiguracije. 
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Indeks dolžine                      
(ang. length index) 
2 Indeks dolžine. 
Časovna znamka (ang. time 
stamp). 
8 Pri sestavi paketa se vpiše 0x0, Ethernet vmesnik 
pred pošiljanjem paketa na to mesto vpiše 
vrednost TS-števca (Slika 6). 
Tabela 15: Testna glava testnega paketa. 
 
Vsebina podatkovnega polja paketa (ang. payload) je enaka vrednosti prosto 
tekočega 8-bitnega števca. 
Kontrolna vsota IP glave se izračuna v modulu za izračun kontrolne vsote (CS, 
Slika 21). Izračun poteka po naslednjem postopku: 
 IP-glavo razdelimo na 16-bitne besede. 
 Polje kontrolne vsote postavimo na 0x0. 
 Izračunamo vsoto 16-bitnih besed. 
 V primeru, da pri izračunu pride do prenosa, prenos prištejemo spodnjim 
16 bitom rezultata. 
Eniški komplement predstavlja kontrolno vsoto. 
 
3.2.9  Modul za preverjanje paketov 
Modul za preverjanje paketov opravlja dve funkciji: preverjanje vsebine testnih 
paketov in posredovanje paketov modulu za posredovanje paketov procesorju 
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Slika 22: Blokovni diagram modula za preverjanje paketov. 
 
Končni avtomat (FSM, Slika 22) na podlagi tipa Ethernet paketa, IP protokola 
in UDP porta z nastavitvijo multipleksa (MUX, Slika 22) določi, ali se vsebina paketa 
posreduje modulu za preverjanje vsebine paketov (PC, Slika 22) ali pa se paket preko 
modula za posredovanje (FWD, Slika 22) posreduje modulu za posredovanje paketov 
procesorju.  
Preverja se samo vsebina paketov, ki ustrezajo sledečim pogojem: 
 Ethernet tip je enak 0x800 (IPv4). 
 Različica in dolžina IP glave je enka 0x45 (IPv4, dolžina glave 20 
bajtov). 
 IP protokol je enak 0x11 (UDP). 
 Izvorni in prejemni UDP port sta enaka vpisani vrednosti v UDP_PORTS 
registru. 
Pri preverjanju paketa se iz paketa najprej izluščita indeksa konfiguracije in 
dolžine. Indeksa se nato uporabita za dostop do kontrolnih registrov. Vrednosti 
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Ethernet, IP, UDP in testne glave paketa se primerjajo z vrednostmi, vpisanimi v 
registrih. V primeru napake se poveča ustrezen števec napak. Preveri se tudi vsebina 
paketa (ang. payload). V primeru, da vrednost ni enaka 8-bitnem števcu, se poveča 
ustrezen števec napak. 
Kontrolni modul (CFG, Slika 22) z implementiranim vodilom WISHBONE 
vsebuje vse nastavitvene in statusne registre, potrebne za delovanja modula. Vsi 
registri so 32-bitni, naslovni dekoder pa uporablja spodnjih 21 bitov WISHBONE 
naslova. 
 
Register Naslov Opis 
MODE 0x00 Nastavitveni register (ang. mode register): 
[31:1] – rezervirano 
[0] – omogoči delovanje logike za preverjanje paketov 
UDP_PORTS 0x10 Porti UDP protokola: 
[31:16] – pošiljateljev port 
[15: 0] – naslovnikov port 
FSM primerja vrednosti UDP portov prejetega paketa 
ter vrednost, vpisano v register. V primeru enakosti in 
ustreznosti tudi ostalih, prej navedenih pogojev, se 
paket posreduje logiki za preverjanje paketov. 
PCNT_MSB 0x14 Števec preverjenih paketov – 64-bitni: 
[31: 0] – števec [63:32] 
PCNT_LSB 0x18 Števec preverjenih paketov – 64-bitni: 
[31: 0] – števec [31: 0] 
DMAC_MSB 0x010000-
0x010FFC 
Ethernet naslov prejemnika (ang. destination MAC 
address): 
[31: 0] – naslov prejemnika, bajti od 0 do 3 
DMAC_LSB 0x020000-
0x020FFC 
Ethernet naslov prejemnika (ang. destination MAC 
address): 
[31:16] – rezervirano 
[15: 0] – naslov prejemnika, bajta 4 in 5 
SMAC_MSB 0x030000-
0x030FFC 
Ethernet naslov pošiljatelja (ang. source MAC 
address): 
[31: 0] – naslov pošiljatelja, bajti od 0 do 3 
SMAC_LSB 0x040000-
0x040FFC 
Ethernet naslov pošiljatelja (ang. source MAC 
address): 
[31:16] – rezervirano 
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[15: 0] – naslov pošiljatelja, bajta 4 in 5 
DIP 0x050000-
0x050FFC 
IPv4 naslov prejemnika: 
[31: 0] – naslov 
SIP 0x060000-
0x060FFC 
IPv4 naslov pošiljatelja: 
[31: 0] – naslov 
SEQ_NUM_MSB 0x070000-
0x070FFC 
Zaporedna številka zadnjega preverjenega paketa, 
implementirana kot 64-bitna vrednost. Zaporedna 
številka se vpiše v register po tem, ko se vsebina 
paketa preveri. 
[31: 0] – zaporedna številka [63:32] 
SEQ_NUM_LSB 0x080000-
0x080FFC 
Zaporedna številka zadnjega preverjenega paketa, 
implementirana kot 64-bitna vrednost. Zaporedna 
številka se vpiše v register po tem, ko se vsebina 
paketa preveri. 
 [31: 0] – zaporedna številka [63:32] 
LEN 0x090000-
0x090FFC 
Pričakovana dolžina paketa: 
[31:16] – rezervirano 
[15: 0] – dolžina 
SEQ_NUM_ERR 0x0A0000-
0x0A0FFC 
Števec napak zaporednih številk. Števec se poveča v 
primeru, da zaporedna številka, vpisana v prejeti paket 
ni enaka vrednosti registrov {SEQ_NUM_MSB, 
SEQ_NUM_LSB} + 1. 
[31: 0] – število napak 
CNT_MSB 0x0B0000-
0x0B0FFC 
Števec preverjenih paketov – 64-bitni: 
[31: 0] – števec [63:32] 
CNT_LSB 0x0C0000-
0x0C0FFC 
Števec preverjenih paketov – 64-bitni: 
[31: 0] – števec [31:0] 
SDMAC_ERR 0x0D0000-
0x0D0FFC 
Števec napak Ethernet MAC naslovov. Ethernet 
naslova prejetega paketa se primerjata z vrednostmi, 
vpisanimi v {DMAC_MSB, DMAC_LSB} in 
{SMAC_MSB, SMAC_LSB} registre. 
[31: 0] – števec napak 
SDIP_ERR 0x0E0000-
0x0E0FFC 
Števec napak IP naslovov. IP naslova prejetega paketa 
se primerjata z vrednostmi, vpisanimi v DIP in SIP 
registra. 
[31: 0] – števec napak IP naslova prejemnika (DIP) 
[15: 0] – števec napak IP naslova pošiljatelja (SIP) 
ETHIPH_ERR 0x0F0000-
0x0F0FFC 
Števec napak IP glave in vsebine paketa: 
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[31:16] – števec napak IP glave, preverjajo se vsa 
polja razen SIP in DIP 
[15: 0] – števec napak podatkov paketa 
TS_MIN 0x100000-
0x100FFC 
Minimalna vrednost zakasnitve paketa. Vrednost se 
izračuna na podlagi časa prejema paketa in časa 
oddaje paketa, ki je vpisan v testno glavo paketa. 
Zakasnitev paketa = čas prejema – čas oddaje. 
[31: 0] – zakasnitev paketa (pred uporabo je potrebno 
v register vpisati 0xFFFFFFFF, logika preveri, če je 
trenutna zakasnitev manjša od vrednosti v registru) 
TS_MAX 0x110000-
0x110FFC 
Maksimalna vrednost zakasnitve paketa. Vrednost se 
izračuna na podlagi časa prejema paketa in časa 
oddaje paketa, ki je vpisan v testno glavo paketa. 
Zakasnitev paketa = čas prejema – čas oddaje. 
[31: 0] – zakasnitev paketa (pred uporabo je potrebno 
v register vpisati 0x0, logika preveri, če je trenutna 
zakasnitev večja od vrednosti v registru) 
Tabela 16: Registri modula za preverjanje vsebine paketa. 
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3.3  Sinteza 
Zadnji korak pred konfiguracijo FPGA dela vezja je sinteza implementacije, ki 
jo izvedemo z uporabo programskega paketa Altera Quartus II. Verilog opis 
implementacije, nastavitvene datoteke že vgrajenih modulov v vezju FPGA (HPS, 
transceiver itd), lokacije vhodnih in izhodnih priključkov z njihovimi standardi 
delovanja ter specifikacija vhodnih in internih ur v vezju predstavljajo vhodne podatke 
sinteze. Slika 26 prikazuje korake sinteze oz. podprograme programskega paketa 







                                                        Slika 23: Sinteza FPGA. 
 
Sinteza se prične z zagonom programa quartus_map. Le-ta najprej ustvari 
podatkovno bazo, v kateri so shranjene vse datoteke, ki opisujejo implementacijo. Vsi 
nadaljnji koraki uporabljajo ustvarjeno podatkovno bazo. V naslednjem koraku 
program quartus_map preveri sintaktično pravilnost implementacije in izvede 
transformacijo le-te v FPGA strukture (flip-flope, avtomate prehajanj stanj itd.). 
Izvede se tudi logična optimizacija. 
Program quartus_fit optimizirani implementaciji priredi ustrezne logične 
elemente, izbere njihove lokacije in jih med seboj poveže (ang. place and route). Pri 
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izbiri lokacije posameznih elementov se upoštevajo časovne zahteve signalov ter 
lokacije vhodnih in izhodnih priključkov. 
Program quartus_sta opravi časovno analizo končne implementacije, kjer se 
upoštevajo vse zakasnitve, do katerih pride pri propagaciji signala (zakasnitve logičnih 
elementov, povezav). V primeru, da končna implementacija ne ustreza podanim 
časovnim zahtevam, je potrebno implementacijo spremeniti oz. spremeniti časovne 
zahteve. 
Program quartus_asm prevede končni rezultat sinteze v datoteko, primerno za 
konfiguracijo vezja FPGA. V tem koraku se ustvarijo tudi datoteke, potrebne za 
konfiguracijo prvostopenjskega zagonskega programa, ki vsebujejo informacije o 
nastavitvah PLL-jev, uporabljenih HPS perifernih enotah, lokacijah in funkcijah HPS 
vhodov in izhodov (ang. pin mux). 
 
Dokončno nastavitev prvostopenjskega zagonskega programa izvedemo s 
pomočjo programa bsp-editor proizvajalca Altera. Slika 24 prikazuje konfiguracijo 
prvostopenjskega zagonskega programa.  
 




4  Programska implementacija 
Poglavje programske implementacije zajema programski vidik testne naprave. 
V tem poglavju je opisan potek zagona programske kode od prvostopenjskega 
zagonskega programa (ang. boot loader) preko zagona operacijskega sistema Linux do 
uporabniškega programa za kontrolo testne naprave. 
4.1  Izvajane programske kode (ang. boot flow) 
Zagon programske opreme na procesorskem delu vezja se izvede v več korakih. 
Vsak izmed teh korakov je poleg izvajanja lastne funkcionalnosti (npr. nastavitev 
vmesnikov, konfiguracija ure, konfiguracija krmilnika DDR spomina) zadolžen za 
nalaganje programske kode naslednjega koraka. Najpogostejši potek zagona 
programske opreme je prikazan na naslednji sliki: 
 
Slika 25: Potek zagona programske opreme, vir [18]. 
 
Ob zagonu (ang. power up) ali ob ponastavitvi (ang. reset) procesor začne 
izvajati programsko kodo iz zagonskega bralnega pomnilnika (Boot ROM, Slika 25), 
ki se nahaja na ponastavitvenem naslovu (ang. reset vector). Zagonski bralni 
pomnilnik vsebuje programsko kodo, ki prebere vrednosti nastavitvenih vhodov. Le-
ti definirajo vmesnik preko katerega se naloži programska koda naslednjega koraka 
(BOOTSEL) in nastavitev vezja za konfiguracijo ure (CLKSEL). V naslednjem 
koraku se izvede nastavitev procesorja: 
 Omogoči se pomnilnik za inštrukcije (ang. instruction cache). 
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 Omogoči se vezje za napovedovaje skočnih inštrukcij (ang. branch 
prediction). 
 Glede na vrednost CLKSEL vhodov se nastavita sistemski in periferni PLL. 
 Glede na vrednost BOOTSEL vhodov se nastavijo vrednosti multipleksov, 
ki definirajo funkcionalnost vhodov in izhodov. 
Sledi branje programske kode naslednjega koraka (Preloader, Slika 25) iz 
zunanjega pomnilnika ter shranjevanje le-te v interni pomnilnik (ang. on-chip 
RAM). 
Preloader, v našem primeru U-Boot SPL, izvede sledeče: 
 Konfiguracijo SDRAM krmilnika. 
 Konfiguracijo vhodov in izhodov procesorskega dela vezja. 
 Konfiguracijo sistemskega in perifernega PLL-ja. 
 Branje programske kode naslednjega koraka (U-Boot, Slika 25) in 
shranjevanje le-te v SDRAM pomnilnik. 
U-Boot pa izvede naslednje: 
 Konfiguracija FPGA dela integriranega vezja Altera Arria V SoC FPGA. 
 Branje programske kode operacijskega sistema Linux in shranjevanje le- 
te v SDRAM pomnilnik. 
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Slika 26 prikazuje zagon programske opreme: 
Slika 26: Zagon programske opreme. 
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4.2  Kontrolni program ippgc_ctrl 
Kontrolni program ippgc_ctrl preko branja in pisanja nastavitvenih ter statusnih  
registrov paketnega generatorja in modula za preverjanje vsebine paketov omogoča 
izvajanje dveh tipov testov: test stabilnosti testiranega sistema in meritev propustnosti 
ter zakasnitve testiranega sistema. 
Kontrolni program je implementiran v programskem jeziku C, za končno 
prevajanje programa v strojno kodo procesorja ARM pa je uporabljen prevajalnik gcc. 
Program izvaja sledeče: 
 Branje nastavitvenih datotek ter shranjevanje njihove vsebine v interne 
programske strukture, ki vsebujejo celotno konfiguracijo – vse registre, bodisi 
paketnega generatorja bodisi modula za preverjanje vsebine paketov. Število 
nastavitvenih datotek, ki jih podamo programu kot parameter ob zagonu, je 
odvisno od tega ali izvajamo enosmeren test (promet generiramo na enem 
vmesniku ter ga preverjamo na drugem) – v tem primeru potrebujemo samo 
eno nastavitveno datoteko – ali pa izvajamo dvosmeren test (promet 
generiramo na obeh vmesnikih in ga na obeh tudi preverjamo) – v tem primeru 
potrebujemo dve nastavitveni datoteki. Nastavitvena datoteka vsebuje vse 
potrebne informacije za sestavljanje in preverjanje vsebine testnih paketov.  
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Slika 27 prikazuje vsebino nastavitvene datoteke: 
Slika 27: Nastavitvena datoteka kontrolnega programa. 
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Glede na definiran način delovanja se izvedeta meritev propustnosti in zakasnitve 
testiranega sistema ali test stabilnosti testiranega sistema: 
 Meritev propustnosti in zakasnitve testiranega sistema opravi sledeče: 
o Nastavitev paketnega generatorja in modula za preverjanje paketov. 
o Nastavitev začetne vrednosti med-paketne vrzeli (ang. inter packet 
gap). Začetna vrednost je enaka vrednosti, podani v nastavitveni 
datoteki, korak spreminjanja pa se nastavi na eno polovico le-te. 
o Omogočita se modul za preverjanje vsebine paketov in modul 
paketnega generatorja. 
o Program čaka, da se pošljejo vsi paketi: branje MODE registra 
paketnega generatorja in preverjanje vrednosti enable bita. Program 
čaka, dokler je bit postavljen. 
o Branje statusnih registrov modula za preverjanje vsebine paketov. 
o V primeru, da pri sprejemu ni bila odkrita napaka (sprejeti so bili vsi 
poslani paketi, njihova zgradba je pravilna), se vrednost med-paketne 
vrzeli zmanjša za vrednost koraka spreminjanja le-te. V primeru napake 
se vrednost med-paketne vrzeli poveča za vrednost koraka. 
Test se izvaja dokler je: 
 Korak spreminjanja med-paketne vrzeli večji od 1. 
 Vrednost med-paketne vrzeli večja od 0. 
Test se ponovi za vsako vrednost dolžine paketa, podano v nastavitveni 
datoteki. 
Vrednost propustnosti sistema se izračuna iz časa delovanja testa, 
števila poslanih paketov ter njihove dolžine. Minimalna in maksimalna 
vrednost zakasnitve testiranega sistema se prebere iz statusnih registrov 
modula za preverjanje vsebine paketov. 
 Test stabilnosti testiranega sistema opravi sledeče: 
o Konfiguracija paketnega generatorja in modula za preverjanje paketov. 
o Omogočita se modul za preverjanje vsebine paketov in modul 
paketnega generatorja. 
o Program čaka, da se pošljejo vsi paketi (branje MODE registra 
paketnega generatorja in preverjanje vrednosti enable bita). Program 
čaka, dokler je bit postavljen. 
o Branje statusih registrov modula za preverjanje vsebine paketov. 
      Test se izvaja do prekinitve. 
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Slika 28: Test stabilnosti. 




Slika 29: Zajem testnih paketov. 
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5  Meritve in rezultati  
5.1  Nastavitev testne plošče 
Pred prvo uporabo je potrebno testno plošča Altera Arria V SoC FPGA 
Development Kit proizvajalca Altera ustrezno nastaviti. Določiti je potrebno: 
 Vmesnik, preko katerega se izvede nalaganje programske kode (BOOTSEL). 
 Začetno konfiguracijo sistemskega in perifernih PLL-jev (CLKSEL). 
 Referenčno uro, ki se uporablja za sprejem in oddajo Ethernet paketov. 
5.2  Meritve 
5.2.1  Meritev propustnosti in zakasnitve sklenjene zanke 
Prva meritev, ki jo izvedemo, je meritev tako imenovane sklenjene zanke (ang. 
loop back). Pri tej meritvi povežemo skupaj oba vmesnika naprave. Dobljeni rezultati 
predstavljajo propustnost in zakasnitev testne naprave. Tabela 17 in Slika 30 
prikazujeta rezultate meritve: 
 




100 5970,4 472 472 
150 7292,4 472 472 
200 7592,0 472 472 
250 8044,0 472 472 
300 8332,8 472 472 
350 8604,4 472 472 
400 8768,0 472 472 
78 5  Meritve in rezultati 
 
450 8924,4 472 472 
500 8896,0 472 472 
550 8945,2 472 472 
600 9033,6 472 472 
650 9126,0 472 472 
700 9212,0 472 472 
750 9300,0 472 472 
800 9337,6 472 472 
850 9397,6 472 472 
900 9309,6 472 472 
950 9386,0 472 472 
1000 9416,0 472 472 
1050 9450,0 472 472 
1100 9447,6 472 472 
1150 9531,0 472 472 
1200 9542,4 472 472 
1250 9580,0 472 472 
1300 9536,0 472 472 
1350 9525,0 472 472 
1400 9553,6 472 472 
1450 9593,0 472 472 
1500 9612,0 472 472 
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Slika 30: Propustnost sklenjene zanke. 
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 5.2.2  Meritev propustnosti in zakasnitve Beyond Core Encryptor 
Naslednja meritev, ki jo izvedemo, je meritev zmogljivosti realnega sistema. V 
našem primeru za testirani sistem izberemo zaporedno vezavo dveh Beyond Core 
Encryptor-jev. Meritev izvedemo dvakrat: prvič z uporabo testne naprave, razvite v 
sklopu diplomskega dela (na grafu propustnosti označeno kot IPPGC) in drugič z 
uporabo testne naprave IXIA NGY-NP 10GE (na grafu propustnosti označeno kot 
IXIA).  
 
Tabela 18, Tabela 19 in Slika 31 prikazujejo rezultate meritve: 
 




100 1601,6 7,5 10,0 
150 2230,8 7,9 8,8 
200 2840,0 8,5 11,2 
250 3254,0 8,8 9,7 
300 3638,4 9,3 10,3 
350 4163,0 9,7 10,8 
400 4460,8 10,1 10,9 
450 4762,8 10,8 11,9 
500 5120,0 11,3 12,2 
550 5412,0 11,8 12,9 
600 5678,4 12,3 13,6 
650 5969,6 12,8 14,3 
700 6199,2 13,2 14,4 
750 6414,0 13,6 17,4 
800 6617,6 14,1 15,5 
850 6847,6 14,6 15,9 
900 6984,0 15,3 16,8 
950 6900,8 15,6 16,9 
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1000 7126,0 16,2 18,0 
1050 7165,2 16,6 18,3 
1100 7629,6 17,3 19,0 
1150 7442,8 17,5 19,3 
1200 7689,6 18,0 19,7 
1250 7880,0 18,8 21,3 
1300 7997,6 19,3 21,2 
1350 8024,4 19,9 21,7 
Tabela 18: Propustnost in zakasnitev testiranega sistema izmerjeno z IPPGC. 
 




100 1537,5 9,8 10,6 
150 2228,5 10,3 11,7 
200 2746,5 10,6 11,6 
250 3266,5 11,2 12,6 
300 3646,5 11,7 13,3 
350 4092,0 12,0 12,9 
400 4445,5 12,5 16,5 
450 4786,5 13,1 14,1 
500 5128,5 13,6 119,6 
550 5368,0 14,0 15,1 
600 5706,5 14,6 15,9 
650 5932,5 15,0 16,2 
700 6222,0 15,5 107,1 
750 6431,5 15,9 23,8 
800 6549,5 16,3 18,0 
850 6859,0 16,9 18,1 
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900 6975,0 17,4 18,7 
950 6998,0 17,8 19,0 
1000 7272,5 18,4 64,1 
1050 7189,0 18,8 20,2 
1100 7663,5 19,3 21,2 
1150 7421,0 19,6 21,1 
1200 7700,5 20,2 21,9 
1250 7871,5 20,7 22,5 
1300 7926,5 21,2 22,8 
1350 8078,5 21,9 23,8 
Tabela 19: Propustnost in zakasnitev testiranega sistema izmerjeno z IXIA. 
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6  Zaključek 
Namen diplomskega dela je bil prikazati zmogljivost sodobnih programabilnih 
vezij SoC ter njihovo uporabnost pri razvoju hibridnih rešitev. 
Skozi diplomsko delo je prikazan potek razvoja testne naprave Ethernet od 
podanih tehnoloških zahtev, FPGA implementacije, programske implementacije, pa 
do uporabniškega programa za nadzor nad napravo. 
Kot je razvidno iz meritev propustnosti testne naprave v konfiguraciji sklenjene 
zanke, bi bilo potrebno FPGA implementacijo še izboljšati, saj pri krajših paketih 
naprava ne deluje s polno hitrostjo. Razlog je predvsem v fiksni zakasnitvi pri 
pošiljanju paketov v Ethernet vmesniku. Logika za ovijanje paketov je implementirana 
tako, da je med dvema paketoma minimalna zakasnitev 6-urnih ciklov. 
Rezultat meritve realnega testiranega sistema kaže na uporabno vrednost 
naprave, saj dobljeni merilni rezultati samo malenkostno odstopajo od rezultatov, 
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