In this paper, the L 2 × L ∞ → L 2 and L 2 × L 2 → L 1 boundedness of bilinear Fourier multiplier operators is discussed under weak smoothness conditions on multipliers. As an application, we prove the L 2 × BM O → L 2 and L 2 × L 2 → H 1 boundedness of bilinear operators with multipliers of limited smoothness satisfying vanishing conditions.
Introduction
For m(ξ 1 , ξ 2 ) ∈ L ∞ (R n ×R n ), the bilinear Fourier multiplier operator T m is defined by
for f 1 , f 2 ∈ S(R n ). In the framework of multipliers which are smooth away from the origin, it is well known that if m satisfies
, (ξ 1 , ξ 2 ) = (0, 0), for sufficiently many multi-indices α 1 , α 2 ∈ N n 0 = {0, 1, 2, . . . } n , then the corresponding bilinear operator T m is bounded from L p 1 × L p 2 to L p for 1 ≤ p 1 , p 2 ≤ ∞ satisfying 1/p 1 + 1/p 2 = 1/p, where L p is replaced by the weak L p space if p 1 = 1 or p 2 = 1, and by BMO if p 1 = p 2 = ∞. These fundamental results were given by Coifman-Meyer [3, 4] , Kenig-Stein [13] , and Grafakos-Torres [12] . In the last decade, the research on bilinear (multilinear) multipliers of limited smoothness has been developed by several authors; here we mention Tomita [20] , Grafakos-Si [11] , Grafakos-Miyachi-Tomita [9] , Miyachi-Tomita [15] , and Park [17] .
To explain the results of [9, 15] , we shall introduce some notations. Let X 1 , X 2 , and Y be function spaces on R n equipped with (quasi-)norms · X 1 , · X 2 , and · Y , respectively. If there exists a constant A such that
then, with a slight abuse of terminology, we say that T m is bounded from X 1 × X 2 to Y . The smallest constant A of (1.2) is denoted by T m X 1 ×X 2 →Y . For s 1 , s 2 ∈ R and m ∈ S ′ (R n × R n ), the product type Sobolev norm m W (s 1 ,s 2 ) is defined by m W (s 1 ,s 2 ) = y 1 s 1 y 2 s 2 m(y 1 , y 2 ) L 2 (R n y 1 ×R n y 2 )
where y i = (1 + |y i | 2 ) 1/2 , i = 1, 2, and D ξ 1 s 1 D ξ 2 s 2 m(ξ 1 , ξ 2 ) = 1 (2π) 2n (R n ) 2 e i(ξ 1 ·y 1 +ξ 2 ·y 2 ) y 1 s 1 y 2 s 2 m(y 1 , y 2 ) dy 1 dy 2 .
Let Ψ be a function in S(R d ) satisfying
For m(ξ 1 , ξ 2 ) ∈ L ∞ (R n × R n ) and j ∈ Z, we set (1.5) m j (ξ 1 , ξ 2 ) = m(2 j ξ 1 , 2 j ξ 2 )Ψ(ξ 1 , ξ 2 ), (ξ 1 , ξ 2 ) ∈ R n × R n ,
where Ψ ∈ S(R 2n ) is as in (1.4) with d = 2n. The results of [9, 15] state that if s 1 , s 2 > n/2, 1 ≤ p 1 , p 2 , p ≤ ∞, and 1/p 1 + 1/p 2 = 1/p, then
where L p i is replaced by H 1 if p i = 1, and L p is replaced by BMO if p 1 = p 2 = ∞.
(See [15] for the result in the full range 0 < p 1 , p 2 , p ≤ ∞.) One of the purposes of this paper is to find an L 2 × L ∞ → L 2 estimate sharper than (1.6) . It should be mentioned that the L 2 ×L ∞ → L 2 boundedness is a starting point to prove the L p 1 ×L p 2 → L p one for general p 1 , p 2 , p in many problems; see e.g., [15] . Moreover, we want to estimate T m L 2 ×L ∞ →L 2 by the quantity which allows us to use a duality argument. To use duality, we need to treat the map, m(ξ 1 , ξ 2 ) → m * 2 (ξ 1 , ξ 2 ) = m(ξ 1 , −ξ 1 − ξ 2 ) (see Subsection 4.2) . However, it is impossible to control this map by the product type Sobolev norm, (1.3) , that is, m * 2 W (s 1 ,s 2 ) cannot be estimated by m W (s 1 ,s 2 ) . Instead of (1.3), we introduce the norms m W (s 1 ,s 2 )
, m W (s 1 ,s 2 )
, where s 1 , s 2 ∈ R. Given s 1 > 0 and s 2 > n/2, we can take s 1 and s 2 satisfying ) and can be modified on a set of zero measure so that the resulting function is continuous (see Remark 3.5).
The first main result of this paper reads as follows.
Theorem 1.1. Let s 1 > 0 and s 2 > n/2. Then
By the Sobolev embedding theorem, for each s 1 , s 2 ∈ R and ǫ > 0,
) .
Hence, if s 1 , s 2 > n/2, s 1 > 0, and s 1 + n/2 < s 1 , then
This means that Theorem 1.1 is an improvement of (1.6) for the case (p 1 , p 2 ) = (2, ∞), (2, 2) . By symmetry, we also have
where s 1 > n/2 and s 2 > 0. Combining this with Theorem 1.1, we see that if s 1 , s 2 > n/2 and s 1 , s 2 > 0, then
In [16] , it was also shown that if s 1 , s 2 > n/2, then
However, we cannot compare these two results. A related result can be also found in Grafakos-He-Honzík [8] .
Coifman-Lions-Meyer-Semmes [2, Theorem and Remark V.1] proved that if m is a smooth multiplier satisfying (1.1) and m(ξ 1 , ξ 2 ) = 0 for (ξ 1 , ξ 2 ) ∈ R n ×R n \ {(0, 0)} with ξ 1 + ξ 2 = 0, then T m is bounded from H p 1 × H p 2 to H p , p 1 , p 2 , p > n/(n + 1), 1/p 1 + 1/p 2 = 1/p. This result was extended to the full range 0 < p 1 , p 2 ≤ ∞ and 0 < p ≤ 1 by Grafakos-Nakamura-Nguyen-Sawano [10] under the suitable vanishing conditions. Another purpose of this paper is to give related results in this direction for multipliers of limited smoothness, and the second main result reads as follows. Theorem 1.2. Let s 1 > 0 and s 2 > n/2.
(1) If m(ξ 1 , 0) = 0 for ξ 1 ∈ R n \ {0}, then
By (1.7), we have the following as a result of Theorem 1.2.
(2) If m(ξ 1 , ξ 2 ) = 0 for (ξ 1 , ξ 2 ) ∈ R n × R n \ {(0, 0)} satisfying ξ 1 + ξ 2 = 0, then
The contents of this paper are as follows. In Section 2, we recall some preliminary facts. In Section 3, we give basic properties of W (s 1 ,s 2 ) i -norms. In Sections 4 and 5, we prove Theorems 1.1 and 1.2, respectively. In Appendix, we give the proofs of the lemmas cited in Section 2.
Preliminaries
For two nonnegative quantities A and B, the notation A B means that A ≤ CB for some unspecified constant C > 0, and A ≈ B means that A B and B
A. For a ≥ 0, the notation [a] means the integer part of a. We denote by 1 S the characteristic function of a set S.
Let S(R n ) and S ′ (R n ) be the Schwartz space of rapidly decreasing smooth functions on R n and its dual, the space of tempered distributions, respectively. We define the Fourier transform F f and the inverse Fourier transform
For a function σ(x, ξ) ∈ L ∞ (R n × R n ), we define the linear pseudo-differential operator σ(X, D) by
In particular, if σ is an x-independent symbol, then we denote by σ(D) the corresponding linear Fourier multiplier operator. The Hardy-Littlewood maximal operator M is defined by
where f is a locally integrable function on R n . Let F (ξ 1 , ξ 2 ) be a function on R n ×R n . We denote the L p 2 ξ 2 (L p 1 ξ 1 )-norm and L p 1
with usual modifications if p 1 = ∞ or p 2 = ∞. In the case p 1 = p 2 , we simply write
consists of all f ∈ S ′ (R n ) such that
We recall the definitions and some properties of Hardy spaces H p and the space BMO on R n (see, e.g., [18, Chapters 3 and 4] ). Let 0 < p ≤ ∞, and let φ ∈ S(R n ) be such that R n φ(x) dx = 0. Then the Hardy space
It is known that H p (R n ) does not depend on the choice of the function φ, H 1 (R n ) is continuously embedded into L 1 (R n ), and H p (R n ) = L p (R n ), 1 < p ≤ ∞. The space BMO(R n ) consists of all locally integrable functions f on R n such that
where f Q is the average of f on Q and the supremum is taken over all cubes Q in R n . It is known that the dual space of H 1 (R n ) is BMO(R n ).
The following two lemmas are essentially the same as [16, Lemma 3.3] and [9, Lemma 3.2], but we give their proofs in Appendix for the reader's convenience.
3. Basic properties of W (s 1 ,s 2 ) i
-norms
Let ψ ∈ S(R n ) be as in (1.4) with d = n, and set ψ 0 (ξ) = 1 − ∞ k=1 ψ(ξ/2 k ) and ψ k (ξ) = ψ(ξ/2 k ), k ≥ 1. Then supp ψ 0 ⊂ {|ξ| ≤ 2}, supp ψ k ⊂ {2 k−1 ≤ |ξ| ≤ 2 k+1 }, k ≥ 1, and k∈N 0 ψ k (ξ) = 1, ξ ∈ R n . We denote by ∆ k , k = (k 1 , k 2 ) ∈ N 2 0 , the Littlewood-Paley operator of product type, namely,
For s = (s 1 , s 2 ) ∈ R 2 , we introduce the Besov type norms by
The more general definition of Besov spaces of product type can be found in Sugimoto [19, Definition 1.2] . Roughly speaking, the following proposition says that the two norms · W (s 1 ,s 2 ) i and · B (s 1 ,s 2 ) i are essentially equivalent (since s i can be chosen arbitrarily close to s i ).
Proof. By symmetry, it is sufficient to consider the case i = 2 in (3.1). We first prove the latter inequality in (3.1). Let ψ 0 , ψ be such that
Then, by integration by parts,
where N i is a positive integer satisfying N i > n for i = 1, 2, and consequently
Hence, it follows from (3.2), (3.3), and Young's inequality with mixed norm ([1, Part II, Theorem 1]) that
By the assumption s i < s i , i = 1, 2, this implies the latter inequality in (3.1). We next consider the former inequality in (3.1). The function ∆ k m can be written as
Since (3.3) has been proved without any assumption on s i , and ψ k i is essentially the same as ψ k i , we have
Therefore, by Young's inequality with mixed norm,
which gives the former inequality in (3.1).
Remark 3.2. In the same way as in the proof of Proposition 3.1, we can prove that
for each s 1 , s 2 ∈ R. (Similar assertions also hold for the W (s 1 ,s 2 ) 1
-norm by symmetry.) In fact, for the former assertion, instead of (3.2) we write
. For the latter assertion, we write
Making a slight modification on the proof of [ 
where s i is a positive number for i = 1, 2, we can prove the following.
and define m j by (1.5). Then the following hold.
(
(2) For each s i > s i ≥ 0, i = 1, 2,
where m j+k is defined by (1.5) and Φ j (ξ) = Φ(2 j ξ) Ψ(ξ). Hence, by (3.6) ,
Therefore, combining this with
for the first inequality), we have the assertion (1). By using the facts s i > s i and s i > 0, it follows from Proposition 3.1 and the assertion (1) that
which gives the assertion (2).
In the proof of Theorem 1.1, we shall derive the L 2 × L 2 → L 1 estimate from the L 2 × L ∞ → L 2 estimate by using duality (see Subsection 4.2). To do this, we introduce
and prove the following. (2) For each s i > s i ≥ 0, i = 1, 2,
Proof. By symmetry, it is sufficient to consider the estimate for m * 2 . Moreover, we may assume that each function of {ψ k i } k i ∈N 0 appearing in the definition of ∆ k is even, namely ψ k i (y i ) = ψ k i (−y i ). By a change of variables,
We decompose the function inside the L ∞ ξ 1 (L 2 ξ 2 )-norm in the right hand side of the above inequality as
It follows from the support property of ψ k i that if y 1 ∈ supp ψ k 1 and y 2 ∈ supp ψ k 2 ,
Thus, we can restrict the above sums to
By the Fourier inversion formula,
where we used the assumption s 1 > 0 in the second inequality. Therefore, we have the assertion (1) . As a result of it, the assertion (2) can be proved in the same way as in the last part of the proof of Lemma 3.3.
We end this section by giving the following remark mentioned before Theorem 1.1.
Hence, it follows from Proposition 3.1 that m L ∞ m W (s 1 ,s 2 )
2
. Moreover, the above inequality says that ∆ k m L ∞ < ∞. Combining this with the fact that each ∆ k m(ξ 1 , ξ 2 ) is continuous, we see that m(ξ 1 , ξ 2 ) coincides with a continuous function on R n × R n almost everywhere.
Proof of Theorem 1.1
In this section, we shall prove Theorem 1.1. We first consider the L 2 × L ∞ → L 2 boundedness, and next prove the L 2 × L 2 → L 1 one by duality. 4.1. The boundedness from L 2 × L ∞ to L 2 . The goal of this subsection is to show that if s 1 > 0 and s 2 > n/2, then
where m j is defined by (1.5). By duality, this follows from the estimate
We first observe that it is sufficient to consider the case where supp m is included in a cone. If (ξ 1 , ξ 2 ) belongs to the unit sphere Σ of R n × R n , then at least two of the three vectors ξ 1 , ξ 2 and ξ 1 + ξ 2 are not equal to 0 as elements of R n . By the compactness of Σ, this implies that there exists a constant c > 0 such that Σ is covered by the three open sets
and take functions Φ i on R n × R n \ {(0, 0)} such that each Φ i is homogeneous of degree 0, smooth away from the origin, supp Φ i ⊂ Γ(V i ), and 2 i=0 Φ i (ξ 1 , ξ 2 ) = 1, (ξ 1 , ξ 2 ) = (0, 0). Then, the multiplier m can be written as
and it is sufficient to prove the boundedness of each T mΦ i . In fact, if we can prove (4.2) with s i and m replaced by s i − ǫ and mΦ i , where ǫ > 0 is a sufficiently small number such that s 1 − ǫ > 0 and s 2 − ǫ > n/2, then it follows from (3.7) that
which is (4.1). Hence, writing simply m instead of mΦ i , we may assume that supp m is included in one of Γ(V i ).
In any case, we decompose m as
where Ψ ∈ S(R 2n ) is as in (1.4) with d = 2n and m (j) (ξ 1 , ξ 2 ) = m j (2 −j ξ 1 , 2 −j ξ 2 ). Thus,
Hereafter, let us consider the three cases separately. The cases supp m ⊂ Γ(V i ), i = 0, 1, can be handled in the same way as in [16] , and we need a new idea only for the case supp m ⊂ Γ(V 2 ). We use the following notations: A 0 denotes the set of even functions ϕ ∈ S(R n ) for which supp ϕ is compact and ϕ = 1 on some neighborhood of the origin; A 1 denotes the set of even functions ψ ∈ S(R n ) for which supp ψ is a compact subset of R n \ {0}.
The case supp m ⊂ Γ(V 0 ). In this case, if (ξ 1 , ξ 2 ) ∈ supp m (j) , then |ξ 1 | ≈ |ξ 2 | ≈ |(ξ 1 , ξ 2 )| ≈ 2 j . Hence, using appropriate functions ϕ ∈ A 0 and ψ ∈ A 1 , we can write
This gives
Since m (j) (ξ 1 , ξ 2 ) = m j (2 −j ξ 1 , 2 −j ξ 2 ), it follows from Lemma 2.1 that
where ζ j (x) = 2 jn (1 + 2 j |x|) −2s 2 . Then, by Schwarz's inequality,
Changing the order of integrals, and using Plancherel's theorem, we have
where we used (3.4) in the last inequality. Thus, since ψ is a Schwartz function whose support is a compact subset of R n \ {0}, the quantity concerning f 1 in the right hand side of (4. On the other hand, by using the inequality |ϕ(2 −j D)g| ζ j * |g|, it follows from Lemma 2.2 that the quantity concerning f 2 and g in the right hand side of (4.3) is estimated by
Therefore, (4.2) is obtained.
The case supp m ⊂ Γ(V 1 ). In this case, if (ξ 1 , ξ 2 ) ∈ supp m (j) , then |ξ 1 | ≈ |ξ 1 + ξ 2 | ≈ |(ξ 1 , ξ 2 )| ≈ 2 j . Hence, using an appropriate function ψ ∈ A 1 , we can write
It follows from Lemma 2.1 and the inequality (ζ j * |f
Then, instead of (4.3), we have
Since the quantity concerning f 1 in the right hand side of the last inequality is the same as before, and the quantity concerning g is estimated by g L 2 , we have (4.2).
The case supp m ⊂ Γ(V 2 ). In this case, if (ξ 1 , ξ 2 ) ∈ supp m (j) , then |ξ 2 | ≈ |ξ 1 + ξ 2 | ≈ |(ξ 1 , ξ 2 )| ≈ 2 j . Hence, using appropriate functions ϕ ∈ A 0 and ψ ∈ A 1 , we can write
By Lemma 2.1,
We divide the L 2 ξ 2 -norm concerning f 1 in the right hand side of the last inequality into
In the rest of the proof, we assume that sup j∈Z m j W (s 1 ,s 2 ) 2 = 1 for the sake of simplicity.
For the former term in the right hand side of (4.4), the quantity we have to consider is
but we can easily handle this. In fact, since
where we used (3.4) for the second inequality, it follows from Schwarz's inequality that the above quantity is estimated by
, and this is estimated by the right hand side of (4.2) from Lemma 2.2. For the latter term in the right hand side of (4.4), the quantity we have to consider is
By Schwarz's inequality, this is estimated by
Then, the remaining task is to show that the term concerning f 1 in the last line is estimated by f 1 L 2 , and this is done by proving (4.5) sup
Indeed, once (4.5) is obtained, by changing the order of integrals, and applying Plancherel's theorem to the L 2 x -norm, we have
We shall prove (4.5), and this follows from the estimate
where 0 < ǫ < s 1 . It is easy to estimate the left hand side of (4.6) from above by |2 −j ξ| −1 . In fact, since ϕ is rapidly decreasing, it is estimated by
In order to estimate it by |2 −j ξ 1 | ǫ , we decompose τ j as
where {ψ k } k∈N 0 is the same as in the beginning of Section 3, and prove
Once this is obtained, the left hand side of (4.6) is estimated by
where we used the fact ǫ < s 1 and (3.5) in the last inequality. We finally prove (4.7). The estimate with the factor 1 is just obtained by the triangle inequality, that is, the left hand side of (4.7) is estimated by
To show the estimate with the factor |2 −j ξ 1 |2 k , we use Taylor's formula and write
where { ψ k } k∈N 0 is the same as in the proof of Proposition 3.1, and ψ is replaced by ψ 0 if k = 0. Then, by Minkowski's inequality for integrals, the left hand side of (4.7) can be estimated by
which is the desired result. The proof is complete.
4.2.
The boundedness from L 2 × L 2 to L 1 . The goal of this subsection is to show that if s 1 > 0 and s 2 > n/2, then
where m j is defined by (1.5).
where m * i , i = 1, 2, are defined by (3.8), it follows from duality and (4.1) that
By (3.9) and (3.7) with Φ(ξ 1 , ξ 2 ) = 1 and Ψ(ξ 1 , ξ 2 ) = Ψ(ξ 1 , −ξ 1 − ξ 2 ),
which gives (4.8).
Proof of Theorem 1.2
In this section, we shall consider the L 2 × BMO → L 2 and L 2 × L 2 → H 1 boundedness.
5.1.
Pointwise multiplication with homogeneous functions. We prepare the estimate for pointwise multiplication with homogeneous functions in the L 2 -based Sobolev space, which will be used in the proof of Theorem 1.2.
Lemma 5.1. Let s > n/2. If f ∈ W s (R n ) satisfies f (0) = 0, then f can be written as f = k∈N 0 g k , where g k (0) = 0, g k L 2 2 −ks f W s , supp g 0 ⊂ {|ξ| ≤ 2}, and supp g k ⊂ {2 k−1 ≤ |ξ| ≤ 2 k+1 }, k ≥ 1.
Proof. Let ψ k , k ∈ N 0 , be as in the beginning of Section 3. We also use a function θ ∈ S(R n ) satisfying R n θ(ξ) dξ = 1 and supp θ ⊂ {1 ≤ |ξ| ≤ 2}, and set θ k (ξ) = 2 −kn θ(2 −k ξ), k ∈ N 0 . Then supp θ k ⊂ {2 k ≤ |ξ| ≤ 2 k+1 }. Since f belongs to W s (R n ) and s > n/2, f is integrable. Set a k = R n ψ k (ξ) f (ξ) dξ. Since k∈N 0 ψ k (ξ) = 1 and
for all ξ ∈ R n , f can be written as
we have f = k∈N 0 g k . Hence, in the rest of the proof, we shall check that g k , k ∈ N 0 , satisfy the desired conditions.
Using the fact R n θ k (ξ) dξ = 1, we see that R n g k (ξ) dξ = a k + (a 0 + a 1 + · · · + a k−1 ) − (a 0 + a 1 + · · · + a k ) = 0, which implies g k (0) = 0. Since ξ ≈ 2 k for ξ ∈ supp ψ k ,
Our assumption f (0) = 0 implies R n f (ξ) dξ = 0, and consequently k∈N 0 a k = 0. Thus, since j>k ψ j (ξ) = 0 if |ξ| ≤ 2 k , it follows from Schwarz's inequality that
Combining these estimates, we have by Plancherel's theorem
The support condition of g k follows from that of ψ k and θ k . The proof is complete. 
where we used the homogeneity of σ and σ j (x) = σ(2 j x)ψ(2 j x). Then, by Lemma 5.1, σf can be written as
where g k (0) = 0, g k L 2 2 −ks , supp g 0 ⊂ {|ξ| ≤ 2}, and supp g k ⊂ {2 k−1 ≤ |ξ| ≤ 2 k+1 }, k ≥ 1. We shall prove that
Once this is proved, we obtain the desired result. In fact, since n/2 + 1 − s > 0 and s − s > 0,
Recall that N = [n/2] + 1 and 0 ≤ s < N, and take 0 ≤ θ < 1 satisfying s = θN. Then, in order to prove (5.1), since
it is sufficient to show (5.2) ∂ α (σ j g k ) L 2 2 k|α| 2 −ks , j ≤ k 2 j|α| (2 −j(n/2+1) 2 k(n/2+1−s) ), j > k for |α| ≤ N. By Leibniz's rule,
and note that σψ is not singular at the origin because of the support condition of ψ. Using the facts supp g k ⊂ {|ξ| ≤ 2 k+1 } and g k L 2 2 −ks , k ≥ 0, we have (5.4) ∂ γ g k L q 2 k(|γ|+(n/2−n/q)) g k L 2 2 k(|γ|+(n/2−n/q)−s) for 2 ≤ q ≤ ∞ (see [21, Remark 1.3.2/1] for the first inequality). In the case j ≤ k, it follows from (5.4) with q = 2 that
2 j|β| 2 k(|α−β|−s) ≤ 2 k|β| 2 k(|α−β|−s) = 2 k(|α|−s) .
In the case j > k, we consider the two cases β = α and β = α in the right hand side of (5.3). If β = α, using the fact g k (0) = 0, we have by (5.4) 
If β = α, since |α − β| ≥ 1 and j > k, we have by (5.4) with q = ∞ 2 j|β| [∂ β (σψ)](2 j ·)∂ α−β g k L 2 ≤ 2 j|β| [∂ β (σψ)](2 j ·) L 2 ∂ α−β g k L ∞ 2 j|β| 2 −jn/2 2 k(|α−β|+n/2−s) = 2 j|β| 2 −jn/2 2 k(|α−β|−1) 2 k(1+n/2−s) ≤ 2 j|β| 2 −jn/2 2 j(|α−β|−1) 2 k(1+n/2−s) = 2 j|α| 2 −j(n/2+1) 2 k(1+n/2−s) .
Hence, we obtain (5.2).
5.2.
Proof of Theorem 1.2. We first consider the boundedness from L 2 × BMO to L 2 . We use the following decomposition of functions in BMO by Fefferman-Stein [5, Theorem 3] . For g ∈ L 2 ∩ BMO, there exist g 0 , g 1 , . . . , g n ∈ L 2 ∩ L ∞ such that (5.5)
where R k , 1 ≤ k ≤ n, are the Riesz transforms defined by R k g(x) = 1 (2π) n R n e ix·ξ −i ξ k |ξ| g(ξ) dξ and ξ = (ξ 1 , . . . , ξ n ) ∈ R n . As for the assertion to take g and g j in L 2 , see [14] . Let s 1 > 0 and s 2 > n/2. Assume that sup j∈Z m j W where ǫ is a positive number such that n/2 < s 2 − ǫ < [n/2] + 1, m j is defined by (1.5), and (m (k) ) j is given by (m (k) ) j (ξ 1 , ξ 2 ) = m (k) (2 j ξ 1 , 2 j ξ 2 )Ψ(ξ 1 , ξ 2 ) = −i ξ 2,k |ξ 2 | m(2 j ξ 1 , 2 j ξ 2 )Ψ(ξ 1 , ξ 2 ) = −i ξ 2,k |ξ 2 | m j (ξ 1 , ξ 2 ).
Since D ξ 1 s 1 m j (ξ 1 , 0) = 0 and supp D ξ 1 s 1 m j (ξ 1 , ·) ⊂ {|ξ 2 | ≤ 2} for each ξ 1 , we have by Lemma 5.2
where ζ j (y 2 ) = 2 jn (1 + 2 j |y 2 |) −2s . Then, Plancherel's theorem gives the desired inequality.
Proof of Lemma 2.2. We first recall the definition and basic fact of Carleson measures. A positive measure ν on R n+1 + = R n × (0, ∞) is said to be a Carleson measure if there exists a constant C > 0 such that ν(Q × (0, ℓ(Q))) ≤ C|Q| for all cubes Q in R n , where ℓ(Q) is the side length of Q. The infimum of the possible values of the constant C is called the Carleson constant of ν and is denoted by ν . If ν is a Carleson measure, then
where F * is the nontangential maximal function of F , which is defined by F * (x) = sup |x−y|<t |F (y, t)| (see, e.g., [7, Corollary 3.3.6] ). In [9, Lemma 3.1], it was proved that
is a Carleson measure with Carleson constant µ b 2 BM O . Here the meaning of the notation (A.1) is that µ satisfies R n+1 + F (x, t) dµ(x, t) = j∈Z R n F (x, 2 −j )(ζ j * |ψ(2 −j D)b| 2 )(x) dx for all nonnegative Borel measurable functions F on R n+1 + . Hence, by the inequality sup |x−y|<2 −j (ζ j * |f |)(y)
Mf (x), where M is the Hardy-Littlewood maximal operator (see, e.g., [6, Theorem 2.1.10]), we have j∈Z R n (ζ j * |f |)(x) 2 (ζ j * |ψ(2 −j D)g| 2 )(x) dx
Therefore, the boundedness of M on L 2 gives the desired result.
