This paper reviews the current status of principal component analysis in the area of ECG signal processing. The fundamentals of PCA are briefly described and the relationship between PCA and Karhunen-Loève transform is explained. Aspects on PCA related to data with temporal and spatial correlations are considered as adaptive estimation of principal components is. Several ECG applications are reviewed where PCA techniques have been successfully employed, including data compression, ST-T segment analysis for the detection of myocardial ischemia and abnormalities in ventricular repolarization, extraction of atrial fibrillatory waves for detailed characterization of atrial fibrillation, and analysis of body surface potential maps.
INTRODUCTION
Principal component analysis (PCA) is a statistical technique whose purpose is to condense the information of a large set of correlated variables into a few variables ("principal components"), while not throwing overboard the variability present in the data set [1] . The principal components are derived as a linear combination of the variables of the data set, with weights chosen so that the principal components become mutually uncorrelated. Each component contains new information about the data set, and is ordered so that the first few components account for most of the variability. In signal processing applications, PCA is performed on a set of time samples rather than on a data set of variables. When the signal is recurrent in nature, like the ECG signal, the analysis is often based on samples extracted from the same segment location of different periods of the signal.
Signal processing is today found in virtually any system for ECG analysis, and has clearly demonstrated its importance for achieving improved diagnosis of a wide variety of cardiac pathologies. Signal processing is employed to deal with diverse issues in ECG analysis such as data compression, beat detection and classification, noise reduction, signal separation, and feature extraction. Principal component analysis has become an important tool for successfully addressing many of these issues, and was first considered for the purpose of efficient storage retrieval of ECGs. Over the years, this issue has remained central as a research topic, although the driving force has gradually changed from having been tiny hard disks to become slow transmission links. Noise reduction may be closely related to data compression as reconstruction of the original signal usually involves a set of eigenvectors whose noise level is low, and thus the reconstructed signal becomes low noise; such reduction is, however, mostly effective for noise with muscular origin. Classification of waveform morphologies in arrhythmia monitoring is another early application of PCA, in which a subset of the principal components serves as features which are used to distinguish between normal sinus beats and abnormal waveforms such as premature ventricular beats.
A recent application of PCA in ECG signal processing is robust feature extraction of various waveform properties for 2 EURASIP Journal on Advances in Signal Processing the purpose of tracking temporal changes due to myocardial ischemia. Historically, such tracking has been based on local measurements derived from the ST-T segment, however, such measurements are unreliable when the analyzed signal is noisy. With correlation as the fundamental signal processing operation, it has become clear that the use of principal components offer a more robust and global approach to the characterization of the ST-T segment. Signal separation during atrial fibrillation is another recent application of PCA, the specific challenge being to extract the atrial activity so that the characteristics of this common arrhythmia can be studied without interference from ventricular activity. Such separation is based on the fact that the two activities originate from different bioelectrical sources; separation may exploit temporal redundancy among successive heartbeats as well as spatial redundancy when multilead recordings are analyzed.
The purpose of the present paper is to provide an overview of PCA in ECG signal processing. Section 2 contains a brief description of PCA fundamentals and an explanation of the relationship between PCA and Karhunen-Loève transform (KLT). The remaining sections of the paper are devoted to the use of PCA in ECG applications, and touch upon possibilities and limitations when applying this technique. The present overview is confined to those particular applications where the output of PCA, or the KLT, is considered, whereas applications involving general eigenanalysis of a data matrix are left out. The latter type of applications include singular-value-decomposition-(SVD)-based techniques for ECG noise reduction and extraction of the fetal ECG [2] [3] [4] [5] [6] [7] . Another such application is the measurement of repolarization heterogeneity in terms of T wave loop morphology, where the ratio between the two most significant eigenvalues has been incorrectly denoted as PCA ratio, see, for example, [8, 9] .
METHODS
Principal component analysis in ECG signal processing takes its starting point from the samples of a segment located in some suitable part of the heartbeat. The location within the beat differs from one application to another and may involve the entire heartbeat or a particular activity such as the P wave, the QRS complex, or the T wave. Before the samples of a segment can be extracted, however, a fiducial point must be determined so that the exact segment location within the beat can be defined. Information on the fiducial point is typically provided by a QRS detector and, sometimes, in combination with a subsequent algorithm for wave delineation [10] . Accurate time alignment of the different segments is a key point in PCA, and special care must be taken when performing this step.
The signal segment of a beat is represented by the column vector (2) . . .
x(N)
where N is the number of samples of the segment. The segment is often extracted from several successive beats, thus resulting in an ensemble of M beats. The entire ensemble is compactly represented by the N × M data matrix,
The beats x 1 , . . . , x M can be viewed as M observations of the random process x. While this formulation suggests that all beats considered originate from one patient, the beats may alternatively originate from a set of patients depending on the purpose of the analysis.
Principal component analysis
The derivation of principal components is based on the assumption that the signal x is a zero-mean random process being characterized by the correlation
The principal components of x result from applying an orthonormal linear transformation
so that the elements of the principal component vector w = [w1 w 2 · · · w N ] T become mutually uncorrelated. The first principal component is obtained as a scalar product w 1 = ψ T 1 x, where the vector ψ 1 is chosen so that the variance of
is maximized subject to the constraint that ψ T 1 ψ 1 = 1. The maximal variance is obtained when ψ 1 is chosen as the normalized eigenvector corresponding to the largest eigenvalue of R x , as denoted λ 1 ; the resulting variance is
Subject to the constraint that w 1 and the second principal component w 2 should be uncorrelated, w 2 is obtained by choosing ψ 2 as the eigenvector corresponding to the second largest eigenvalue of R x , and so on until the variance of x is completely represented by w. Accordingly, to obtain the whole set of N different principal components, the eigenvector equation for R x needs to be solved,
where Λ denotes a diagonal matrix with the eigenvalues λ 1 , . . . , λ N . Since R x is rarely known in practice, the N × N sample correlation matrix, defined by
replaces R x when the eigenvectors are calculated in (6) . Applying PCA to an ensemble of beats X, the associated pattern of principal components reflects the degree of morphologic beat-to-beat variability: when the eigenvalue associated to the first principal component is much larger than those associated to other components, the ensemble exhibits a low morphologic variability, whereas a slow fall-off of the principal component values indicates a large variability. In most applications, the main goal of PCA is to concentrate the information of x into a subset of components, that is, w 1 , . . . , w K , where K < N, while retaining the physiological information (note that typically M N, otherwise K < min (N, M) ). The choice of K may be guided by various statistical performance indices [1] , of which one index is the degree of variation R K , reflecting how well the subset of K principal components approximates the ensemble in energy terms,
In practice, however, K is usually chosen so that the performance is clinically acceptable and that no vital signal information is lost. The above derivation results in principal components that characterize intrabeat correlation. However, it is equally useful to define an M × M sample correlation matrix
in order to characterize interbeat correlation. In this case, the principal components are computed for each sample n rather than for every beat as was done in (3),
where
and Ψ •T is the eigenvector matrix of R • x . Figure 1 illustrates the properties of the two types of sample correlation matrices in (7) and (9), respectively, by presenting the related eigenvalues and eigenvectors and the resulting principal components. The analyzed signal is a singlelead ECG which has been converted into a data matrix X so that each of its columns contains one beat, beginning just before the P wave.
When M N, it is much faster to diagonalize R • x than R x . This property can be realized by premultiplying both sides of
by X, thus yielding
Hence, Xψ
• k is an eigenvector of R x and the eigenvector ψ k can be obtained as
requiring far less computations than when diagonalizing R x . From now on, the bullet (•) notation is discarded since it is obvious from the context which of the two correlation matrices is dealt with. The above assumption of x being a zero-mean process can hardly be considered valid when the beats x 1 , . . . , x M originate from one subject and have similar morphology. While it may be tempting to apply PCA on X once the mean beat has been subtracted from each x i , such an approach would discard important information. The common approach is therefore to apply PCA directly on X, implying that the analysis no longer maximizes the variance in (4), but rather the energy. Figure 2 illustrates PCA for the twodimensional case (i.e., N = 2) when the mean is either unaltered or subtracted.
Relationship to the Karhunen-Loève transform
The KLT is derived as the optimum orthogonal transform for signal representation in terms of the minimum mean square error (MSE) [11, 12] . Similar to PCA, it is assumed that x is a random process characterized by the correlation matrix R x = E[xx T ]. The orthonormal linear transform of x is obtained by
where the set of basis functions
is to be determined so that x can be accurately represented in the minimum MSE sense using a subset of functions and the KLT coefficients w 1 , . . . , w K . Decomposing x into a signal estimate x, involving the first K (< N) basis functions, and a truncation error v,
the goal is to choose Φ so that the truncation error
It can be shown that the optimal set of basis functions is produced by the eigenvector equation for R x ,
where the columns of Φ contain the eigenvectors of R x and the corresponding eigenvalues λ 1 , . . . , λ N are contained in the diagonal matrix Λ. The MSE truncation error E is given by (20) which is minimized when the N − K smallest eigenvalues 
Principal components w k (n) interbeat (c) Figure 1 : Transform-based representation of an ECG signal (a) segmented to include the whole beat (vertical lines) and produce the data matrix X. The eigenvectors (apart from a DC level) and principal components are displayed for R x obtained as (b) the intrabeat correlation matrix defined in (7), or (c) the interbeat correlation matrix defined in (9) .
are chosen since the sum of the eigenvalues then reaches its minimum value. This choice leads to that the eigenvectors corresponding to the K largest eigenvalues should be used as basis functions in (17) in order to achieve the optimal representation property. From this result, it can be concluded that the PCA and KLT produce identical results as they both make use of the eigenvectors of R x to transform x into the principal components/KLT coefficients w, that is, Ψ ≡ Φ.
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Figure 2: Eigenvectors ψ 1 and ψ 2 for N = 2, representing the directions to which the data should be projected (transformed) in order to produce the principal components of the displayed data set. Eigenvectors with origin at [0 0] result from non-zero mean data, whereas eigenvectors with origin at the gravity center of the data result from data when mean is subtracted; note that either variance or energy is maximized depending on the case considered.
Singular value decomposition
The eigenvectors associated with PCA or the KLT can also be determined directly from the data matrix X using SVD, rather than from R x . The SVD states that an N × M matrix can be decomposed as [13] 
where U is an N × N orthonormal matrix whose columns are the left singular vectors, and V an M × M orthonormal matrix whose columns are the right singular vectors. The matrix Σ is an N × M nonnegative diagonal matrix containing the singular values σ 1 , . . . , σ N ,
assuming that N < M. Using the SVD, the sample correlation matrix R x in (7) can be expressed in terms of U and a diagonal matrix Λ whose entries are the normalized and squared singular values σ
Comparing (23) with (6) and (19) , it is obvious that the eigenvectors associated with PCA and the KLT are obtained as the left singular vectors of U, that is, Ψ = U, and the eigenvalues λ k as σ 2 k /M. In a similar way, the right singular vectors of V contain information on interbeat correlation, since they are associated with the sample correlation R x in (9).
Multilead analysis
Since considerable correlation exists between different ECG leads, certain applications such as data compression of multilead ECGs can benefit from exploring interlead information rather than just processing one lead at a time. In this section, the single-lead ECG signal of (1) is extended to the multilead case by introducing the vector x i,l , where the indices i and l denote beat and lead numbers, respectively. The N ×L matrix D i contains all L leads of the ith beat,
Lead piling
A straightforward approach to applying PCA/KLT on multilead ECGs is to pile up the leads x i,1 , . . . , x i,L of the ith beat into an LN × 1 vector x i , defined by
The piling operation is illustrated in Figure 3 for the case with L = 2. Once all beats have been piled up into a set of M vectors, the ensemble of beats is represented by the LN × M multilead data matrix
Accordingly, X replaces X in the above calculations required for determining the eigenvectors of the sample correlation matrix. Once PCA/KLT has been performed on the piled vector, the resulting eigenvectors are "depiled" so that the desired principal components/KLT coefficients can be determined for each lead.
Lead correlation
In certain studies, the SVD is applied directly to the multilead data matrix D i , thus bypassing the above lead piling operation. Similar to the single-lead case above, the related left singular vectors of U contain temporal information, however, the right singular vectors of V contain information on interlead correlation (note that this case resembles the abovementioned situation where interbeat correlation was analyzed, cf. (9)). Hence, by considering all L leads at a certain time n, represented with the vector the PCA/KLT can be used to concentrate the information into fewer leads, using
This lead-reducing transformation is illustrated by Figure 4 for the standard 12-lead ECG (only 8 leads are unique for this lead system). Using the samples of the displayed signal segment to estimate R x , it is evident that the energy of the original leads is redistributed so that only 3 out of the 8 transformed leads w i (n) contain significant energy; the remaining leads mostly account for noise although small residues of ventricular activity can be observed.
Independent time-lead correlation
A major disadvantage with the lead piling is that the total number of computations amounts to O(N 3 L 3 ) [14] . One approach to reduce complexity is to consider the following series expansion of the data matrix D:
where B n,l denotes a two-dimensional basis function, depending on time n and lead l. In certain situations, it is Francisco Castells et al.
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reasonable to assume that the basis functions are separable and described by rank-one matrices,
where the time vector t n constitutes the nth column of the N × N matrix T, and the lead vector s l constitutes the lth column of the L × L matrix S; both T and S are assumed to be full rank. Then, the series expansion in (29) can be expressed in matrix form as
where W is an N × L matrix formed by the coefficients w n,l , determined from D by
When the correlation function is separable such that
the correlation matrix of the piled vector x can be expressed as a Kronecker product,
where R t and R s characterize the temporal and spatial correlations, respectively. It has been shown that the eigenvectors of R x can be computed as the outer product of the eigenvectors of R t and R s , respectively [15] ; these two sets of eigenvectors thus constitute the vectors t n and s l which define the rank-one matrices B n,l in (30) . The sample correlation matrices of R s and R t are obtained by
respectively. With the assumption of a separable correlation function, the computational complexity is reduced from
Adaptive coefficient estimation
In certain applications, truncation of the series expansion into K basis functions, (cf. (17)), is employed for the purpose of improving the signal-to-noise ratio (SNR). Interestingly, the SNR can be further improved when the signal is recurrent since the basis function representation can be combined with adaptive filtering techniques. Such techniques make it possible to track time-varying changes in beat morphology even at relatively low SNRs. The main approaches to adaptive coefficient estimation are the following.
(i) the instantaneous least mean square (LMS) algorithm with deterministic reference input. The coefficients are adapted at every time instant, producing a vector w(n) [16] [17] [18] [19] [20] ;
(ii) the block LMS algorithm. The coefficients are adapted only once for each beat "block," producing a vector w i that corresponds to the ith beat [21] .
Although the instantaneous LMS algorithm is the adaptive technique that has received most attention in biomedical signal processing, the block LMS algorithm represents a natural extension of the above series expansion truncation, and is therefore briefly considered below. This algorithm can be viewed as a marriage of single-beat analysis, relying on the inner product computation to obtain the KLT coefficients, and the conventional LMS algorithm. In addition, the block LMS algorithm offers certain theoretical advantages over the instantaneous LMS algorithm with respect to bias and excess MSE (i.e., the error due to fluctuations in coefficient adaptation that cause the minimum MSE to increase).
The derivation of the block LMS algorithm takes its starting point in the MSE criterion, defined by
where the basis function matrix Φ has been partitioned into signal and noise subspaces,
The block LMS algorithm iteratively finds the coefficient vector by making use of the steepest descent algorithm [21] ,
where μ denotes the step size. Following substitution of the gradient expression and replacement of the expected value with its instantaneous estimate, the block LMS algorithm is given by
The algorithm is initialized by w 0 = 0 which seems to be a natural choice since, apart from μ, it leads to the estimator of w 1 , that is, w 1 = μΦ T s x 1 . However, initialization to the inner product of the first beat, that is, w 0 = Φ T s x 1 , reduces the initial convergence time since w 1 = Φ T s x 1 [23] . The block LMS algorithm remains stable for 0 < μ < 2.
The block LMS algorithm reduces to single-beat analysis when μ = 1, since (39) then becomes identical to (15) . When a complete series expansion is considered, that is, K = N, the block LMS algorithm becomes identical to conventional exponential averaging. However, for the case of most practical interest, that is, K < N, the block LMS algorithm performs exponential averaging of the coefficient vector: an operation which produces a less noisy estimate of the coefficient vector, but also less capable of tracking dynamic signal changes.
For the steady-state condition when x i is composed of a fixed signal component s and a time-varying noise component v i , the block LMS algorithm can, in contrast to the instantaneous LMS algorithm, be shown to produce a steadystate coefficient vector w ∞ which is an unbiased estimate of the optimal MSE solution [21] . Another attractive property of the block LMS algorithm is that its excess MSE is given by
where σ 2 v denotes the variance of the noise component. This expression does not involve any term due to the truncation error as does the excess MSE for the instantaneous LMS algorithm, and therefore, the block LMS algorithm is always associated with a lower excess MSE [10] . This property becomes particularly advantageous when the signal energy is concentrated to a few basis functions.
Nonlinear principal component analysis
In certain situations, it is possible to further concentrate the variance of the principal components using a nonlinear transformation, making the signal representation even more compact than with linear PCA. This property can be illustrated by the two-sample data vector
T , being completely defined by the uniformly distributed angle φ [24] . Applying PCA to samples resulting from different outcomes of φ, it is evident that the first principal component does not approximate the data adequately, see Figure 5 (a). The parametric curve determined by the "hidden" factor φ, nonlinearly related to the samples through φ = h(x) = cos −1 (x(1)), produces a much better approximation. It is evident from Figure 5 (a) that the use of φ contributes to a lower error since the error between the ellipsoid and the data is much smaller than the error with respect to the straight line. Using ECG data, Figure 5 (b) presents an example in which a nonlinear function (polynomial) captures the relations between the two largest principal components. In this case, the nonlinear, polynomial, relation is shown in the PCA domain rather than in the data domain, but equivalent relations could be displayed in the data domain.
In general, it is assumed that the signal
are members of some sets F c and F d of nonlinear functions, respectively. The goal of nonlinear PCA (NLPCA) is to minimize the nonlinear reconstruction mean square error
for an optimum choice of g and h in the sets F c and F d , respectively. The solution will depend on the choice of F c and F d as well as the signal x. Linear PCA represents a particular case of NLPCA in which the two spaces are related to each other through linear mapping.
Unfortunately, there are in general an infinite number of solutions to the NLPCA minimization problem so that the hidden parameters are not unique. In fact, if a pair of functions, h 1 (·) and g 1 (·), achieves the minimum error, so does any pair h 1 (q −1 (·)), q(g 1 (·)) for any invertible function q(·). However, by keeping either g or h fixed, a set can be determined which gives a unique result [24, 25] :
h(x) = φ} for the function h; (ii) the set F c is constituted by the K-parametric surface C = {g(φ) for all φ ∈ R K } generated by g.
Here, C denotes the so-called K-parametric nonlinear principal component surface of x, which in Figure 5 is repreFrancisco Castells et al.
9
sented by the surface curve from R 1 to R 2 , that is,
DATA COMPRESSION
Since a wide range of clinical examinations involves ECG signals, huge amounts of data are produced not only for immediate scrutiny, but also for database storage for future retrieval and review. Although hard disk technology has undergone dramatic improvements in recent years, increased disk size is parallelled by the ever-increasing wish of physicians to store more information. In particular, the inclusion of additional ECG leads, the use of higher sampling rates and finer amplitude resolution, the inclusion of noncardiac signals such as blood pressure and respiration, and so on, lead to rapidly increasing demands on disk size. An important driving force behind the development of methods for data compression is the transmission of ECG signals across public telephone networks, cellular networks, intrahospital networks, and wireless communication systems. Transmission of uncompressed data is today too slow, making it incompatible with real-time demands that often accompany many ECG applications.
Single-lead compression
Transform-based data compression assumes that a more compact signal representation exists than that of the timedomain samples which packs the energy into a few coefficients w 1 , . . . , w K . These K coefficients are retained for storage or transmission while the remaining coefficients are discarded as they are near zero. Transform-based compression is usually lossy since the reconstructed signal is allowed to differ from the original signal, that is, the truncation error v is not retained. Although a certain amount of distortion can be accepted in the reconstructed signal, it is absolutely essential that the distortion remains small enough in order not to alter the diagnostic content of the ECG. Several different sets of basis functions have been investigated for ECG compression purposes, and the KLT is one of the most popular as it minimizes the MSE of approximation [26] [27] [28] [29] [30] [31] [32] .
Transform-based compression requires that the ECG first be partitioned into a series of successive blocks, where each block is subjected to data compression. The signal may be partitioned so that each block contains one beat. Each block is positioned around the QRS complex, starting at a fixed distance before the QRS, including the P wave and extending beyond the end of the T wave to the beginning of the next beat. Since the heart rate varies, the distance by which the block extends after the QRS complex is adapted to the prevailing heart rate. Hence, the resulting blocks vary in length, introducing a potential problem in transform-based compression where a fixed block length is assumed. This problem may be solved by padding too short blocks with a suitable sample value, whereas too long blocks can be truncated to the desired length. The use of variable block lengths has been studied in detail in [33, 34] ; the results show that variable block lengths produce better compression performance than fixed blocks. It should be noted that partitioning of the ECG is bound to fail when certain chaotic arrhythmias are encountered such as ventricular fibrillation during which no QRS complexes are present.
A fixed number of KL basis functions are often considered for data compression, where the choice of K may be based on considerations related to overall performance expressed in terms of compression ratio and reconstruction error. The performance of the KLT can be described by the index R k , defined in (8), which reflects how well the original signal is approximated by the basis functions. While this index describes the performance on the chosen ensemble of data as an average, it does not provide information on the reconstruction error in individual beats. Therefore, it may be appropriate to include a criterion for quality control when K is chosen. Since the loss of morphologic detail causes incorrect interpretation of the ECG, the choice of K can be adapted for every beat to the properties of the reconstruction error (x − x), where the estimate x is determined from the K most significant basis function [32] , (cf. (17)). The value of K may be chosen such that the root mean square (RMS) value of the reconstruction error does not exceed the error tolerance ε, whereas a more demanding approach is to choose K such that none of the reconstruction errors of the entire block exceeds ε. Yet another approach to the choice of K may be to employ an "analysis-by-synthesis" algorithm which is designed to ensure that the errors in ECG amplitudes and durations do not become clinically unacceptable [35, 36] .
By letting K be variable, one can fully control the quality of the reconstructed signal, however, one is also forced to increase the amount of side information since the value of K must be stored for every data block. If the basis functions are a priori unknown, a larger number of basis functions must also be part of the side information. Figure 6 illustrates signal reconstruction for a fixed number of basis functions and a number determined by an RMS-based quality control criterion. In this example, the indicated error tolerance is attained by using different numbers of basis functions for each of the three displayed beats.
The estimation of R x can be based on different types of data sets. The basis functions are labeled "universal" when the data set originates from a large number of patients, and "subject-specific" when the data set originates from a single recording. While it is rarely necessary to store or transmit universal basis functions, subject-specific functions need to be part of the side information. Still, subject-specific basis functions offer superior energy concentration of the signal because these functions are better tailored to the data, provided that the ECG contains few beat morphologies. Figure 7 illustrates the latter observation by presenting the reconstructed signal for both types of basis functions. One approach to reduce the side information is to employ wavelet packets since these approximate to the KLT by efficiently coding the basis functions [37] .
A limitation of the KL basis functions comes to light when compressing ECGs with considerable changes in heart rate and, consequently, changes in the position of the T wave. Such ECG changes are observed, for example, during the course of a stress test. Since the basis functions account for the T wave occurrence at a fixed distance from the QRS complex, the basis functions become ill-suited for representing beats whose T waves occur earlier or later than this interval. As a result, additional basis functions are required to achieve the desired reconstruction error, thus leading to less efficient compression. The representation efficiency can be improved by resampling of the ST-T segment in relation to the length of the preceding RR interval. A nonlinear variant of PCA has also been considered for single-lead data compression, the goal being to exploit the nonlinear relationship between different principal components [22] . The method is based on the assumption that higher-order components can be estimated from knowledge of the first k components by w i = f i,k (w 1 , . . . , w k ), i > k, without having to store the higher-order components (k was set to 1 in [22] ). Although the coefficients that define the nonlinear functions must be stored, their storage requires very few bytes. One way to model the nonlinear relationship is to use a polynomial with a small number of coefficients (typically 7 or 8), see Figure 5 (b).
Multilead compression
With transform-based methods, interlead correlation may be dealt with in two steps, namely, a transformation which concentrates the signal energy spread over the available L leads into a few leads, followed by compression of each transformed lead using a single-lead technique. Following concentration of the signal energy using the transform in (28) , different approaches to data compression may be applied to the transformed leads, of which the simplest one is to just retain those leads whose energy exceeds a certain limit. Each retained lead is then compressed using the above single-lead methods, or some other compression techniques. If a more faithful reconstruction of the ECG is required, leads with less energy can be retained, although they will be subjected to more drastic compression than the other leads [38] .
A unified approach, which jointly deals with intersample and interlead redundancy, is to pile all segmented leads x i,1 , . . . , x i,L into a single vector x i subjected to compression using any of the single-lead transform-based methods described above [29, 39] . Applying the KLT, lead piling offers a more efficient signal representation than does the twostep approach, although the calculation of basis functions through diagonalization of the LN ×LN correlation matrix is much more costly, in terms of computational measures, than for the L × L matrix in (9) . However, when it is reasonable to assume that the time-lead correlation is separable, (cf. (30)), the computational load can be substantially reduced.
MYOCARDIAL ISCHEMIA
Myocardial ischemia arises when the blood flow to cardiac cells is reduced, caused by occlusion or narrowing of one or more of the coronary arteries. As a result, the demand for oxygenated blood to the heart muscle increases, especially during exercise or mental stress. A temporary reduction in flow often causes chest pain or discomfort (angina pectoris), but can also be completely unrelated to chest pain (silent ischemia). Ischemia is associated with electrical instability of the heart that may initiate life-threatening ventricular tachyarrhythmias such as ventricular fibrillation. Myocardial ischemia is usually manifested in the ECG as morphologic changes of the ST segment and T wave, jointly referred to as ST-T changes, but may also occur unnoticed. While the normal ST segment starts at the isoelectric line and curves smoothly upwards into the T wave, the ischemic ST segment is instead horizontal or slopes downwards and may start well below the isoelectric line. An ST segment which drops below the isoelectric line is referred to as an ST depression. An ischemic T wave is often more flat than a normal T wave and may exhibit biphasic morphology or negative polarity.
Electrocardiographic monitoring during exercise, ambulatory conditions, or in the coronary care unit is essential since it is of interest to detect ischemic ST-T changes. Historically, such monitoring has been based on local amplitude indices, such as the amplitude 60 milliseconds after the J point. However, it is clear that local indices only provide a very limited characterization of the ST-T segment, and therefore, it is important to develop methods which also characterize segment morphology. One such method is based on the assumption that a reduced set of KLT coefficients can be used to detect ischemia [34, 40, 41] ; each coefficient reflecting to what degree different segment morphologies are present. This method is illustrated by Figure 8 , where the ischemic episode is well-reflected by the drastic changes that occur in the most significant KL coefficient. It has been shown that this method offers better performance, that is, higher sensitivity and specificity, than the classical indices [42] . Using a universal data set of 100 000 beats, it has been shown that four KLT coefficients are sufficient to represent 90% of the ST-T segment energy [34] . Before the correlation matrix of the data set is estimated, it is essential to remove baseline wander so as to not account for that unwanted activity in the analysis. Moreover, it may be necessary to "normalize" the ST-T segment with respect to heart rate to obtain more efficient signal representation; signals recorded at widely different heart rates should be resampled so that the ST-T segments become more comparable. The resampling strategy has been shown to improve the energy representation by 5% when considering the first two KLT coefficients [34] .
Although the estimation of KLT coefficients can be done with (15) , it is suitable to use adaptive techniques, (cf. (39)), to better cope with noise when the ECG is recorded during exercise or ambulatory conditions. Such techniques can be employed with advantage since ischemia-induced ST-T segment changes are gradual, taking place over several beats. Thus, a relatively small value of μ attenuates noise while still allowing ischemic changes to be tracked, see Figure 9 . For example, a value of μ resulting in a convergence time of 2.5 beats improves the SNR of the coefficient series by a factor 10 without affecting the ability to track changes.
Ischemic changes are more easily detected when multiple leads are considered, suggesting that the coefficients of different leads should be jointly analyzed. Therefore, the detection of ischemic episodes is usually based on a series of coefficients that accumulates the information of individual leads, for example, using
Here, squaring prevents that changes in one lead compensate those of another lead with the opposite sign. Thresholding combined with ad hoc criteria are usually applied to the resulting w 2 i series for the purpose of detecting the occurrence of ischemic episodes [40, 43] . It should be noted that spatial information, as provided by the different coefficient series' w i,l , has also been found valuable for identification of the occluded artery [44] .
Unfortunately, ST-T segment changes are not univocal to ischemia, but a change in body position is often manifested as a shift in the electrical axis that may be misclassified as an ischemic event. In fact, body-position-induced changes in ST-T amplitude exceeding 400 μV are not uncommon. However, the occurrence of a body position change (BPC) can be distinguished by analyzing the signature of the KLT coefficients of the QRS complex. While the QRS KLT coefficients change considerably during a BPC, these coefficients are much less influenced when an ischemic episode occurs [45] .
VENTRICULAR REPOLARIZATION
The study of temporal and spatial heterogeneities of ventricular repolarization is essential when investigating cardiac abnormalities such as left ventricular hypertrophy, or the long QT syndrome prone to ventricular tachyarrhythmias that may eventually lead to sudden cardiac death [46] . Temporal information on the repolarization has traditionally been synonymous to the QT interval measurement. However, the length of this interval depends on heart rate and must therefore be corrected before evaluating its diagnostic impact. Several correction techniques exist, ranging from simple Bazett's correction [47] to more advanced corrections which account for individual dependencies and preceding RR intervals [48] .
Spatial information on repolarization is often quantified by QT dispersion (QTd), measured as the maximum differences between QT intervals measure of available leads [49] . More recently, this measurement has been seriously questioned, suggesting that QTd is more a result of different ST-T loop projections on different leads rather than true dispersion of the repolarization [50] . This limitation, together with the fact that temporal indices only partially can describe repolarization, has spawned various efforts to develop repolarization indices that better characterize the information contained in the ST-T segment. Other characteristics related to T wave morphology may have important clinical implications. These efforts resulted in some PCA-based techniques whose aim is to extract valuable information from the T wave [8] .
The total cosine R-to-T descriptor T CRT is defined as the cosine angle between the dominant vectors of depolarization and repolarization as measured in a three-dimensional loop [5, 51, 52] . The three dominant transformed leads are computed according to (28) includes the complete heart beat, that is, the PQRST complex. In addition, the fiducial point of the QRS complex, denoted as n QRS , is assumed to be available from some algorithm for waveform delineation; a QRS interval from n o QRS
to n e QRS centered around n QRS and lasting for 30 milliseconds is defined, and the T wave peak position n T is estimated as the position where the module signal s T D (n)s D (n) reaches its maximum, restricted to be in the ST-T segment. Then, the index T CRT is defined by
When a comparison of the ventricular gradient is to be made from beats at different stages of the same recording, hypothesizing that only the T vector changes with repolarization heterogeneity, the gradient can be estimated with respect to a fixed reference called "total angle principal componentto-T" T PT , reducing the uncertainty of estimating the depolarization reference [53] . This reference u can be taken to be the dominant direction, u = [1 0 0] T , of the dipolar decomposition, resulting in
Another repolarization index is the total morphology dispersion T MD , computed by first recovering the original signals D, (cf. (24)), after truncating the SVD transformation to the dipolar components. This is done by splitting the V = [V3 V L−3] and obtaining
This new signal x(n) is again processed to produce an SVDdecomposed signal, but now restricted to the ST-T segment, obtaining the transformation matrixV from which we concentrate on the first two transformed leadsV 2 assumed to contain the more important information of the ST-T segment. By analyzing the reconstruction equation in (45), now applied toV 2 ,x(n) =V 2V T 2 x(n), it is obvious that the rows ofV 2 = [φ 1 · · · φ L ] T , with φ l (2 × 1) reconstruction vectors which can be interpreted as the direction into which the SVD-transformed signal needs to be projected to recover an estimate of the original lead inx(n). The angle between two directions, relative to each pair of leads l 1 and l 2 , can then be calculated as
thus measuring the difference in shape between leads l 1 and l 2 (a small angle implies similar shape). The T MD index is defined as
which reflects the mean dispersion in the projection of the repolarization ST-T segment. A variant on T MD has been proposed in which φ l is multiplied with its corresponding eigenvalue [5] ; however, this index is more difficult to interpret in geometrical terms. Microvolt beat-to-beat alternations in T wave morphology are related to dispersion of repolarization and are considered a presage of malignant ventricular arrhythmias that often lead to sudden cardiac death [54] . The morphologic alternations follow in which every other T wave has the same morphology. Since most of T wave alternans is a phenomenon in the microvolt range, it cannot be perceived by the naked eye from a standard ECG print-out, but requires signal processing techniques for its detection and quantification [55] . Since the alternans pattern cannot be expected to occur within a well-defined interval of the ST-T segment, it would be helpful to detect and characterize this pattern using a small set of the principal components. Calculation of the principal components from successive beats followed by spectral analysis of the resulting series of principal components is a powerful approach to characterize the oscillatory behavior of the ST-T segment. The alternans pattern can be detected by analyzing the power of the 0.5 beatquency of the series [56] , see the example in Figure 10 where only the most significant principal component w 1 (i) is spectrally analyzed.
ATRIAL FIBRILLATION
Atrial fibrillation (AF), the most common arrhythmia encountered in clinical practice, has a very complex incompletely understood pathophysiology with various triggers and substrates interacting in multiple ways. Clinically, AF is characterized by progression from paroxysmal to persistent AF, failure to restore and maintain sinus rhythm, but also increased risk of thrombogenesis and embolism [57] . Results of various therapeutic interventions are often disappointing, at least in part due to their empirical application. Subsequently, the search for diagnostic tools to better characterize the disease process in order then to better guide therapeutic decisions has been advocated [58] . It is a common observation that fibrillation waves of the surface ECG have various appearances, ranging from fine to coarse and from disorganized to organized and that the ventricular rate response varies in a rather unpredictable fashion. Even though the first ECG documentation of human AF was made by Einthoven 100 years ago [59] , it was just until very recently when ECG analysis of fibrillatory waves was suggested for exploring AF pathophysiology and predicting response to therapy [60, 61] . The extraction of atrial signals during AF requires advanced signal processing techniques since atrial and ventricular activities overlap in time and frequency, and therefore cannot be separated by linear filtering. Average beat subtraction was initially suggested for atrial signal extraction, relying on the fact that AF is uncoupled to ventricular activity. Hence, subtraction of the average QRST complex produces a residual signal which is the atrial fibrillatory signal [60] [61] [62] . More recently, new approaches based on PCA have also been proposed for improved estimation of the atrial signal. In this section we present two different methodologies for analysis of single and multilead recordings [63, 64] .
Single-lead analysis
A single-lead approach to estimate the atrial signal is valuable for analysis of Holter recordings, being acquired during one or several days. Although modern Holter devices are capable of recording the standard 12-lead ECG, 3-lead devices are commonly employed; even so, it is rather common to record only two leads. Holter recordings are required when it is of interest to monitor paroxysmal AF, that is, when AF initiates and terminates spontaneously, and hence the occurrence of an AF episode is unpredictable. The spatial information provided by Holter recordings is very limited, thus rendering the multilead PCA less useful. However, the ECG signal also presents a high degree of temporal redundancy which can be exploited in order to cancel the ventricular activity [64] . Indeed, the QRST waveform PCA based on the interbeat correlation matrix in (9) Figure 11 : Block diagram of interbeat PCA to estimate the atrial activity during AF. The principal components are obtained by (10) , and each of the signals in the different subspaces is given by w k (n). The reconstruction is made from the partitioned transformation matrix Ψ = Ψ VA Ψ AA Ψ N , generating the reconstructed atrial signal x AA (n) using x AA (n) = Ψ AA w(n) and concatenating back to recover the atrial signal displayed at the bottom.
usually exhibits a recurrent pattern, although different QRST morphologies as well as minor variations in the QRST waveform may occur. For the case when several consecutive beats from the same lead are extracted and PCA is applied to exploit interbeat redundancy, the principal components, ordered according to the eigenvalue sequence, are interpreted as follows.
(1) The most significant component is related to the main QRST waveform. In case of several QRST morphologies, a principal component will represent each of the patterns.
(2) The next few components correspond to dynamics of the QRST waveform. In case of a very regular QRST morphology, these components may be missing.
(3) Subsequently, there are several components related to the atrial activity.
(4) The remaining components correspond to noise. In addition to the components, PCA outputs the projection of each component has on each beat. Taking these considerations into account, the QRS complex and T wave can be removed at each beat by considering the projections of the ventricular components and removing them from the ECG signal. Equivalently, the same result would be obtained by estimating the atrial activity at each beat from the projections of the nonventricular components ( Figure 11 ).
Cancellation of ventricular activity using the single-lead approach is closely related to adaptive template subtraction, but with the advantage that dynamics in the QRST waveform are also considered, thus producing a more accurate estimate of the atrial signal. This technique has been applied to discriminate nonterminating from terminating AF episodes from Holter recordings [65] . Spectral analysis of the estimated atrial signal revealed that terminating AF had a lower frequency (3.75-5.5 Hz) than nonterminating AF recordings (5.5-8 Hz) for the patients under study.
Multilead analysis
The atrial signal can be extracted by exploiting the spatial information in multilead ECGs. By applying PCA to the 12-lead ECG, it is possible to remove redundant information contained in the different leads and synthesize them such that the principal components are uncorrelated. Hence, the most representative component is the one which corresponds to the ventricular activity since this activity exhibits the largest energy, whereas the next few components correspond to variability in ventricular activity (cf. the single-lead case above). Among the next principal components, it is possible to find a signal which corresponds to the atrial activity. Figure 12 shows an example where PCA is applied to an AF episode, where the atrial activity can be identified as the fourth principal component, whereas the three first components contain ventricular activity. The detection of the atrial component can be performed using the FFT, since the extracted signal typically exhibits a dominant frequency peak between 3 and 12 Hz. The suitability of PCA for the extraction of the atrial signal has been proposed and validated in [63] .
It should be noted that the goal in the AF application is to search for a particular component, instead of maximizing variance or minimizing the MSE. This concept is closely related to blind source separation (BSS) models [66] , where the purpose is to estimate a set of independent sources from Amplitude (mV) the observation of mixtures. Indeed, a BSS-based solution that not only exploits second-order statistics but also higherorder statistics to estimate the fibrillatory wave has been proposed [67] . So far, PCA has been applied to extract atrial signals for monitoring the effects of (1) antiarrhythmic drugs [63] and (2) linear atrial ablation [68] . After extraction of fibrillatory waves, FFT has been applied to detect the main frequency, which was shown to decrease with the administration of either amiodarone (from 5.8 Hz to 4.9 Hz), flecainide (from 5.3 Hz to 4.7 Hz), or sotalol (from 5.9 Hz to 4.9 Hz) [63] . Similarly, fibrillatory frequency changes in response to linear left atrial ablation have been monitored and the effect on fibrillatory frequency of roof and mitral isthmus lines have been quantified [68] . Fibrillatory frequency decreased from 5.66 Hz to 5.15 Hz with a greater decrease after left atrial roof ablation compared with mitral isthmus ablation (0.31 Hz versus 0.10 Hz). Even though there was a trend to lower baseline frequencies with successful ablation, this study was not powered to predict outcome, although an invasive study supports this conclusion [69] .
BODY SURFACE POTENTIAL MAPPING
Body surface potential mapping (BSPM) refers to the recording and analysis of temporal and spatial distributions of ECG potentials acquired multiple sites on the torso. In contrast to the analysis of the 12-lead ECG, where wave amplitudes, intervals, and morphology are usually considered, BSPM is rather considered in terms such as the shape of the potential distribution and the number and location of extrema. Since the electrodes that define such a map are closely spaced on the body surface, therefore containing considerable redundancy, PCA-based methods have been employed for data compression. It has been shown that spatial redundancy can be substantially reduced using the definition in (28) [70, 71] , thereby resulting in a subset of leads which contains much richer information than subsets of the original leads of the same size. From such a subset of leads, better separation can be made of different types of patients [72, 73] .
The analysis of a body surface potential map is particularly attractive and challenging since the map contain most of the electrocardiographic information that can be retrieved noninvasively. There is evidence that subjects at risk for ventricular tachycardia (VT) have unique map characteristics [74] , for example, the spatial distribution of QRST integral has been found useful to stratify patients at risk for VT [75] . Results similar to those based on the QRST integral can be obtained for principal components obtained from (3), using either lead piling or basis functions forced to have the separable structure in (30) . In both cases, susceptibility to VT can be predicted by the principal components [76] , yielding results in terms of sensitivity and specificity similar to those based on the QRST integral [75] . Figure 13 illustrates the use of lead piling combined with (3), and the far less computationally demanding approach with separable basis functions. Figure 14 displays the basis functions B n,l of order 14 that result from lead piling, reflecting that there is no exact temporal behavior from lead to lead, although a certain consistency can be observed. Figure 15 displays the basis functions B n,l when the separable structure is assumed, using the correlation matrix estimates in (35) ; note the identical temporal behavior from lead to lead. The small differences between these two approaches are also reflected by the small differences found in clinical classification [76] . Figure 13 : Data matrix D i with one beat from a BSPM recording. The signal from lead l is plotted around the torso location where the sensing electrode is located. The torso is displayed in an unfolded format, the right subplot corresponds to the back, the left one to the front, and the middle hole corresponds to the left axile. Figure 14: Basis function B n,l derived from the BSPM data displayed in Figure 13 , using lead piling (B n,l is obtained by depiling the eigenvector of order 14).
CONCLUSIONS
Several PCA-based strategies are available which exploit the fact that the ECG signal exhibits intrabeat, interbeat, and interlead redundancy. Although the underlying principle is the same in all ECG applications, the results are obtained and interpreted in quite diverse ways. In some applications, the goal is to find a more compact representation of the signal, Figure 15: Basis function B n,l = t n s T l derived from the BSPM data displayed in Figure 13 , assuming a separable structure of the time-lead correlation matrix (n = 1, l = 7).
while in others it is to search for specific patterns or to extract a certain physiologic activity. In other applications, PCA may serve as a powerful, intermediate step when addressing problems related to noise reduction and beat classification. To date, PCA has been used to solve signal processing issues, most notably ECG data compression, as well as clinically oriented issues related to the characterization and diagnosis of myocardial ischemia, ventricular repolarization, and AF. In the future, PCA will continue to play an important role, for example, in electrical imaging of the heart-this application comprises large amounts of data which may call for methods that exploit all three types of signal redundancies.
