EXECUTIVE SUMMARY
Traditionally, nuclear reactor safety analysis has been performed using systems analysis codes such as RELAP5, which was developed at the INL. However, goals established by the Generation IV program, especially the desire to increase efficiency, has lead to an increase in operating temperatures for the reactors. This increase pushes reactor materials to operate towards their upper temperature limits relative to structural integrity. Because there will be some finite variation of the power density in the reactor core, there will be a potential for local hot spots to occur in the reactor vessel. Hence, it has become apparent that detailed analysis will be required to ensure that local 'hot spots' do not exceed safety limits. It is generally accepted that computational fluid dynamics (CFD) codes are intrinsically capable of simulating fluid dynamics and heat transport locally because they are based on 'first principles.' Indeed, CFD analysis has reached a fairly mature level of development, including the commercial level. However, CFD experts are aware that even though commercial codes are capable of simulating local fluid and thermal physics, great care must be taken in their application to avoid errors caused by such things as inappropriate grid meshing, low-order discretization schemes, lack of iterative convergence and inaccurate time-stepping. Just as important is the choice of a turbulence model for turbulent flow simulation. Turbulence models model the effects of turbulent transport of mass, momentum and energy, but are not necessarily applicable for wide ranges of flow types. Therefore, there is a wellrecognized need to establish practices and procedures for the proper application of CFD to simulate flow physics accurately and establish the level of uncertainty of such computations.
The present document represents contributions of CFD experts on what the basic practices, procedures and guidelines should be to aid CFD analysts to obtain accurate estimates of the flow and energy transport as applied to nuclear reactor safety. However, it is expected that these practices and procedures will require updating from time to time as research and development affect them or replace them with better procedures. The practices and procedures are categorized into five groups. These are: These five categories have been identified from procedures currently required of CFD simulations such as those required for publication of a paper in the ASME Journal of Fluids Engineering and from the literature such as Roache [1998] . Code verification refers to the demonstration that the equations of fluid and energy transport have been correctly coded in the CFD code. Code and calculation documentation simply means that the equations and their iv discretizations, etc., and boundary and initial conditions used to pose the fluid flow problem are fully described in available documentation. Reduction of numerical error refers to practices and procedures to lower numerical errors to negligible or very low levels as is reasonably possible (such as avoiding use of first-order discretizations). The quantification of numerical uncertainty is also known as calculation verification. This means that estimates are made of numerical error to allow the characterization of the numerical results with a certain confidence level. Numerical error in this case does not include error due to models such as turbulence models. Calculation validation is the process of comparing simulation results to experimental data to demonstrate level of agreement. Validation does include the effects of modeling errors as well as numerical and experimental errors.
A key issue in the validation process of numerical results is the existence of appropriate experimental data to use for validation purposes. It has become apparent, Roache [1998] , that much of the experimental database for fluid flows is not adequate or has large errors associated with it. It has been recognized that appropriate validation data sets must meet some minimal set of criteria such as completeness and estimation of experimental uncertainty. Hence, the present report includes a section on experimental accuracy and guidelines for future experiments that will provide suitable validation data for CFD calculations.
Finally, whether the numerical analysis achieves some acceptance level is not addressed in these practices and procedures. Acceptance level, in fact, is a management or regulatory body determination based on their needs and requirements. The following sections will outline the current consensus on each of the above categories, including how the CFD analyst should or can address each one in order to ultimately produce a simulation that is characterized by an appropriate validation metric. The present report represents the current thinking and recommendations of the several authors as well as experts cited from the literature. It is expected that improvements and/or updates based on future research and investigation will be made to the guidelines herein presented.
INTRODUCTION
Traditionally, nuclear reactor safety analysis has been performed using systems analysis codes such as RELAP5, which was developed at the INL. However, goals established by the Generation IV program, especially the desire to increase efficiency, has lead to an increase in operating temperatures for the reactors. This increase pushes reactor materials to operate towards their upper temperature limits relative to structural integrity. Because there will be some finite variation of the power density in the reactor core, there will be a potential for local hot spots to occur in the reactor vessel. Hence, it has become apparent that detailed analysis will be required to ensure that local 'hot spots' do not exceed safety limits. It is generally accepted that computational fluid dynamics (CFD) codes are intrinsically capable of simulating fluid dynamics and heat transport locally because they are based on 'first principles.' Indeed, CFD analysis has reached a fairly mature level of development, including the commercial level. However, CFD experts are aware that even though commercial codes are capable of simulating local fluid and thermal physics, great care must be taken in their application to avoid errors caused by such things as inappropriate grid meshing, low-order discretization schemes, lack of iterative convergence and inaccurate time-stepping. Just as important is the choice of a turbulence model for turbulent flow simulation. Turbulence models model the effects of turbulent transport of mass, momentum and energy, but are not necessarily applicable for wide ranges of flow types. Therefore, there is a well-recognized need to establish practices and procedures for the proper application of CFD to simulate flow physics accurately and establish the level of uncertainty of such computations.
The present document represents contributions of CFD experts on what the basic practices, procedures and guidelines should be to aid CFD analysts to obtain accurate estimates of the flow and energy transport as applied to nuclear reactor safety. However, it is expected that these practices and procedures will require updating from time to time as research and development affect them or replace them with better procedures. The practices and procedures are categorized into five groups. These are: These five categories have been identified from procedures currently required of CFD simulations such as those required for publication of a paper in the ASME Journal of Fluids Engineering and from the literature such as Roache [1998] . Code verification refers to the demonstration that the equations of fluid and energy transport have been correctly coded in the CFD code. Code and calculation documentation simply means that the equations and their discretizations, etc., and boundary and initial conditions used to pose the fluid flow problem are fully described in available documentation. Reduction of numerical error refers to practices and procedures to lower numerical errors to negligible or very low levels as is reasonably possible (such as avoiding use of first-order discretizations). The quantification of numerical uncertainty is also known as calculation verification. This means that estimates are made of numerical error to allow the characterization of the numerical results with a certain confidence level. Numerical error in this case does not include error due to models such as turbulence models. Calculation validation is the process of comparing simulation results to experimental data to demonstrate level of agreement. Validation does include the effects of modeling errors as well as numerical and experimental errors.
BACKGROUND
Since the creation of the U.S. Nuclear Regulatory Commission, it has been required that electrical utilities desiring to build nuclear reactors to supply the public with electricity pass through a licensing process to demonstrate as well as possible that the reactor will operate safely and not pose a severe hazard to the public. The licensing process has typically included computer-based analysis to compute the reactor response to various accident scenarios as well as normal operation. Such analyses are typically performed using systems analysis codes, such as RELAP5. Nevertheless, such codes have been subjected to validation requirements to demonstrate their applicability and accuracy. In the case where a computational fluid dynamics code is used to perform safety analysis, it is expected that verification and validation of the CFD code used will also be subjected to validation requirements.
In the early years of the development of methods to numerically solve the equations of fluid dynamics, which are nonlinear, coupled, partial differential equations, most research performed was of interest to the CFD community and were accepted for publication in professional journals. However, after a level of maturation of CFD numerical methods, it began to become clear that some methods and practices usually yielded results with poor accuracy. An example of a method that usually produces poor accuracy is the two-point upwind scheme applied to the advection terms. Additionally, it became clear that certain practices would avoid or generally reduce numerical error if applied to CFD simulations. An example of a practice that reduces numerical error is to vary the coarseness/fineness of the grid to see where the calculations are grid independent and use the grid-independent results. Actually, an assessment of numerical accuracy or uncertainty cannot be made from one set of results obtained on one grid.
The first formal requirement for articles that reported numerical results for fluid flow submitted for review for publication in an archival journal was made by the Journal of Fluids Engineering (JFE), sponsored by the American Society of Mechanical Engineers (ASME), Roache [1999] . This statement reads as follows:
The Journal of Fluids Engineering will not accept for publication any paper reporting the numerical solution of a fluids engineering problem that fails to address the task of systematic truncation error testing and accuracy estimation.
Since then, other journals and organizations have added requirements for acceptance of submitted manuscripts, involving numerical and/or experimental results, or guidelines and practices to reduce numerical error and avoid major sources of inaccuracy. The Journal of Fluids Engineering has updated its requirements for the publication of papers containing numerical results. Current requirements are available on the ASME website f . The American Institute of Aeronautics and Astronautics (AIAA) has recently released a new set of guidelines for articles submitted to its journals for review for publication g . The European Research Community on Flow, Turbulence and Combustion (ERCOFTAC) has published a large set of guidelines h for industrial users of CFD that addresses many issues of appropriate application of various models, etc. Many of these guidelines are covered in instruction manuals provided by commercial CFD code suppliers. It is not intended that the present guidelines will encompass such detail, but will be similar to the level of requirements established by the JFE. Finally, the European Union sponsored a project named 'Evaluation of Computational Fluid Dynamics Methods for Reactor Safety Analysis' (ECORA) i that published some preliminary guidelines for the application of CFD to nuclear The basic features of the method including formal truncation error of individual terms in the governing numerical equations must be described.
2.
Methods must be at least second order accurate in space.
3. Inherent or artificial viscosity (or diffusivity) must be assessed and minimized.
4.
Grid independence or convergence must be established.
5.
When appropriate, iterative convergence must be addressed.
6.
In transient calculations, phase error must be assessed and minimized.
7.
The accuracy and implementation of boundary and initial conditions must be fully explained.
8. An existing code must be fully cited in easily available references.
9.
Benchmark solutions may be used for validation for a specific class of problems.
10. Reliable experimental results may be used to validate a solution.
Of the above requirements, items 1, 7 and 8 can be categorized as code and calculation documentation, items 2 -6 are practices and procedures to reduce numerical error and items 9 & 10 relate to calculation validation.
The present guidelines encompass the Journal of Fluids Engineering "Statement of Numerical Accuracy,' with some important additions. The additions include code verification and quantification of numerical uncertainty. The new AIAA "Editorial Policy Statement on Numerical and Experimental Accuracy," also includes a requirement for code verification.
The addition of a procedure to quantify numerical uncertainty is based on the NRC's historical desire to estimate uncertainty of traditional systems analysis codes used in reactor safety analysis. Though the quantification of numerical uncertainty is not currently required by the Journal of Fluids Engineering, an example of such a calculation based on Richardson extrapolation accompanies the JFE's "Statement on Numerical Accuracy." The guidelines are presented and discussed in the following section. 
PRACTICES AND PROCEDURES FOR CFD ANALYSIS

Code Verification
Code Verification involves the determination of coding correctness, Roache [1998] , a process separate from Calculation Verification (the Quantification of Numerical Uncertainty). INL recognizes that the candidate CFD codes that will be applied to reactor safety analysis will already have been subjected to a variety of Code Verification tests. What will be required is documentation of these tests.
Only those tests that exercise the options used in the particular computations need to be documented. The tests as a suite must be designed to exercise all the terms in the governing partial differential equations. For example, it is not adequate to only test the code on linearly varying solutions such as planar Couette flow, since this solution does not exercise vertical convection terms and others. The most complete and convincing type of Code Verification test uses the Method of Manufactured Solutions or MMS, Roache [1998] , but this will not be required. If MMS is not used, it will probably be necessary to use a suite of test problems to demonstrate code correctness. For all of these problems, the observed rate of discretization error convergence should be documented and compared to a theoretical value for the discretization algorithms employed. If it is not, then more stringent requirements will be enforced during Calculation Verification (see Section 3.5).
The Code Verification must also include some data on the effect of iterative convergence criteria on numerical results. (See Section 3.3 below for details.)
Code and Calculation Documentation
A CFD code that is used for nuclear reactor safety analysis must be described in detail in code documentation. Such documentation should include describing equations used and their discretization as well as the basics methods used to obtain a solution. The truncation error and its formal order or accuracy should be given. The code documentation must include all details of implementation of turbulence models used in calculations. The code documentation should be available for reference to reviewers who must review the associated CFD results.
Code Verification tests must be documented, as already noted.
For each CFD calculation performed and submitted as a safety analysis, assumptions must be listed along with the details of the methods and models used. Other details including, but not limited to boundary and initial conditions, model constants (parameters) and y + information must also be provided. Options not used in the calculation need not be documented.
Certain popular low-Re k-turbulence models have recently been shown, with code exercises and analyses, to have a major problem with non-uniqueness, Rumsey et al [2006] , Pettersson-Reif et al [2006] . These models sometimes generate non-unique solutions, with different solutions satisfying iterative convergence criteria dependent upon initial conditions, iterative solution algorithm and path, and possibly other equally extraneous factors. For obvious reasons, these models (see Rumsey et al [2006] , Pettersson-Reif et al [2006] ) will not be allowed.
Reduction of Numerical Error
The reduction of numerical error is clearly a desirable objective for numerical calculations. Lessons have clearly been learned about what not to do when using CFD for numerical analysis. These have been canonized in the requirements for manuscripts submitted to well-known CFD journals. It therefore seems prudent to apply them to the application of CFD to reactor safety analysis.
The requirements from the JFE "Statement on Numerical Accuracy" that are aimed at the reduction of numerical error include:
Inherent or artificial viscosity (or diffusivity) must be assessed and minimized.
It has been found that first-order errors from using first-order upwind discretization for the advection terms in the Navier-Stokes equations can be so large, that they swamp the true physics. The utility of using first-order upwinding may be to obtain a better initial guess to the correct solution than just using constant values. First-order upwinding should not be used for the final results. This guideline proscribes hybrid methods that use high-order schemes where possible and first-order schemes where necessary.
Inherent numerical viscosity is a result of truncation errors for even second-order accurate discretization schemes and represents numerical error. The natural approach to reduce these errors is to refine the numerical mesh to the point that it is negligible. Another approach that can be used is to use higher-order methods that eliminate some of the truncation error from the scheme. Artificial viscosity is typically numerical viscosity that is intentionally added to a numerical scheme to achieve convergence.
Grid independence is the process of refining the grid from some starting point until numerical results stop changing or change by negligible amounts. Theoretically, the results will continue to change until the grid spacing approach zero. The precision of the machine, however, will halt this process at a finite grid spacing. This is sometimes referred to achieving machine zero (of the residuals). Not only is the process of obtaining grid independence important to reducing numerical errors, it is also a good way to obtain estimated of numerical uncertainty, Section 3.4.
Iterative convergence relates to the number of iterations required to obtain residuals that are sufficiently close to zero either for a steady-state problem, or for each time step in an unsteady problem. This error is in addition to the numerical error associated with the truncation error terms. Because of the well-known and unacceptable sensitivity of some commercial codes to the iteration tolerance, and the too lax default tolerance, the final calculations must determine this effect. At least two levels of iteration tolerance must be shown and the sensitivity presented. For example, if results for a solution functional ƒ are presented using a default iteration tolerance of (say) 10 -3 reduction in residual from the initial condition, as required in Freitas et al [2003] , then another calculation with 10 -4 will be required, and the sensitivity ƒ' 10 will be stated as the normalized % change in ƒ per decade of change in iteration tolerance.
The normalization can be based on ƒ norm = ƒ(10 -3 ) when divides by near zero are not a problem, otherwise by another appropriate normalization. The final test of sufficient tightness of the iterative tolerance will be the acceptability of the final results based on estimation of numerical uncertainty and validation metrics.
For transient calculations, the same convergence criterion should apply as for spatial convergence (grid independence). The time step should be refined until negligible change is obtained. Also, though not required by the Journal of Fluids Engineering, it is recommended that the time-wise discretization scheme should be second-order accurate or better. This is in accord with the latest AIAA requirement.
While there are other practices to reduce numerical error, the above will constitute the required practices for rector safety analysis at the present time. Certainly, other practices that reduce numerical error are allowed and even encouraged.
Quantification of Numerical Uncertainty
Introduction
This report is prepared with the premise that the use of Computational Fluid Dynamics (CFD) in prediction of key reactor parameters such as maximum wall temperature, cladding temperature, pressure drop, etc., will improve the safety analysis for the Next Generation Nuclear Plants (NGNP); in particular, very high temperature (gas cooled) reactors (VHTR). Here, the term CFD is used in the context of a software package that is designed to solve the coupled, nonlinear partial differential equations governing fluid flow and heat transfer, including conduction, convection and radiation. Usually, these equation sets are referred to as the Navier-Stokes equations plus the energy equation. Since the focus of this report is primarily VHTR, we will consider only single component, single phase flows without chemical reactions. Being essentially a computer code or computational tool, many aspects of CFD uncertainty have been covered in the International Atomic Energy Agency (IAEA) document entitled "Uncertainty Evaluation in Best Estimate Safety Analysis for Nuclear Power Plants", (draft IAEA document), which will be referred, here and after, as the "IAEA Document."
The present document should be taken as an amendment to the IAEA Doc, not as a substitute. In this regard, frequent reference will be made to this document and aspects already covered will not be repeated unless deemed necessary for clarity. Furthermore, our recommendation of certain uncertainty evaluation methods also cited in the IAEA document will be biased more towards deterministic methods. This preference is based on our past experience and may be judged as an arbitrary decision by some others.
The objective of this current document is to provide guidance for evaluation, assessment and quantification of overall uncertainty in a CFD calculation pertaining to a standard problem identified by the Standard Problem Committee (SPC). In this regard, we shall address issues related to calculation verification.
In what follows, we identify various sources of uncertainty and errors, then present methodology and examples of how each of these can be quantified and recommend a procedure for quantifying the overall uncertainty in a critical system parameter which is the result of CFD calculation. We also provide guidelines for uniform reporting of verification and validation studies. The recommended guidelines in this document should not be viewed as rigid, unchangeable rules; rather, they should be viewed as best practice guidelines and recommendations that are subject to evolution as more robust and reliable methods become available.
Sources of Errors & Uncertainties
A through list of the sources of uncertainties relevant to nuclear power plants (NPP) is listed and elaborated upon in the IAEA Document. These can be categorized into four major classes, namely uncertainties in 1.
material properties (e.g., density, conductivity, porosity, emissivity, etc.)
2. geometrical dimensions (e.g., pipe diameter, plate thickness, surface roughness etc)
3. boundary and initial conditions, including size of the calculation domain (e.g. wall temperature, wall heat flux, inlet turbulent intensity and length scale)
4. numerical (e.g. arising from temporal and spatial discretization errors) 5. modeling, i.e. approximations and/or uncertainties in governing balance and constitutive equations)
The uncertain input parameters for a typical simulation may add up to hundreds of parameters. It is certainly not practical to run this many CFD calculations, especially when the phenomenon is threedimensional, and transient. Hence we recommend a slightly different approach than the usual practices that were outlined in the IAEA document. First of all, we do not consider model parameters such as those used in a certain turbulence model as arbitrary random parameters, instead we consider them as part of the model itself. The sensitivity analysis and optimization of the model parameters are usually performed (or should have been performed) during the development of that particular model. Uncertainties in the material and geometrical parameters can be handled using any of the statistical methods given in the IAEA Document. For example, Wilks' formula (Wilks, 1941 (Wilks, , 1942 can be used to determine the number of runs that would be required to establish two-sided (or one sided) statistical tolerance limits with 95% probability and confidence limits.
As for the inlet and boundary conditions, we recommend that expert judgment combined with sensitivity analysis of the most critical parameters that constitute the boundary and/or initial conditions for the simulation should be used to select specific boundary conditions and margin of variations in these conditions. It can be said that for a steady turbulent flow in an enclosure the most significant boundary conditions are the inlet conditions. Typically, inlet profiles of all three components of the velocity, turbulent kinetic energy, and the turbulence length scale at the inlet must be specified, in addition to the temperature (or enthalpy) profiles at the inlet. Reynolds stress models and algebraic stress models require all six components of the Reynolds stresses. For practical purposes, we recommend that the profile shapes and integrated flux of mass, momentum, energy, and turbulent kinetic energy be specified, and variations should be imposed on these for sensitivity analysis when one or two-equation turbulence models are used. The turbulence length scale (or equivalent information such as turbulent viscosity, turbulent dissipation rate etc) can be treated as derived quantities in the absence of more detailed experimental data. For higher order turbulence model, additional information needed should be derived from the same information provided for the two-equation turbulence models, unless such information is available from experiments. If boundary conditions are imposed at the outlet(s) and these boundary conditions are known to have upstream influence (e.g. in case of swirling flows pressure distribution at the outlet may have significant upstream influence when the swirl number is high), then these should be separately investigated. Variations on the uncertain inlet flow conditions should be treated as part of the validation process (see Sec. 6 ). This essentially covers the domain size influence for internal flows. For external flows, boundary layers on curved surfaces, blades etc., with free stream turbulence, the extent of the calculation domain should be considered as an independent input parameter.
Preliminaries
Reporting Requirements
The computer code used for an application must be fully referenced, and previous verification studies must be briefly described. The word "verification" is used in this note in its broadest sense, meaning that the computer code is capable of solving a system of non-linear coupled partial differential equations with a properly posed set of initial and/or boundary conditions correctly, and reproduces the exact solution to these equations when sufficiently fine grid resolution (both in time and space) is employed. The formal order of accuracy in time and space for each equation solved should be also stated clearly, with proper references where this information is accessible to the readers. The governing equations, modeling assumptions, the constitutive equations, and all of the model parameters involved should be clearly defined and reported or appropriate references should be given where such information can be found easily.
Definitions
The scope of Computational Fluid Dynamics (CFD) may include a wide range of engineering problems such as combustion, multi-phase flow, radiation and thermal engineering among others. It may even include solid mechanics and solidification. The common ingredient in all of these applications is a mathematical model consisting of usually coupled non-linear partial differential equations (PDE's) with appropriately prescribed boundary and initial conditions. Let us denote such a model by the differential , 0 x g x inside the domain (1c)
The equations are to be solved using some numerical method that calls for discretization of the equations and the boundary conditions using say finite differences on a mesh that can be represented by a grid parameter h h x . The variable of interest is not only a function of space and time but also of some parameters such as turbulence model constants, species-reactions rates, and material properties, which usually contain some uncertainty.
The discretized counterparts of the above equations can be represented as , ,
, 0
Here, n iter is the number of iterations, the subscript h denotes a numerical quantity calculated on a mesh represented by the grid parameter h which is a function of cell volume and the time step. The r.h.s. of (2a) represents the residual after substituting the numerical solution into the discretized equations. This error may be due to incomplete convergence in temporal or spatial domain, round off errors, or simply due to accepting an approximate solution to start the next time step for example.
The numerical and modeling error, are defined respectively, by
Where true is the "true" solution to the given physical problem that may be determined via experiments and/or direct numerical simulations. In many cases it is assumed that a unique true solution exits for a well defined physical problem. The solution error is, then, a combination of both modeling and numerical error, i.e.
It is desired that the numerically calculated value h tends to the 'unknown' exact solution, , of the PDE (Eqs. 1a,b&c) as h tends to zero, both locally and globally. This is what needs to be shown in a verification study. Such methods which are, at the same time, stable are classified as consistent methods. It is usually assumed in CFD applications that the numerical methods used are consistent. In the absence of any better alternative we shall also assume that this is the case in our applications provided that code being used is verified. Since the mesh size h cannot be made infinitely small, there is always some discretization error in the numerical solution, among other errors such as iterative convergence errors and round off errors manifested as smearing and/or subtractive cancellation errors. Modeling errors, such as that arising from approximate physics imbedded into approximations of equations can be a significant source of error, which cannot be easily segregated from the numerical errors. A calculation of the error itself is not sufficient for quantification of 'solution uncertainty' in a statistical sense, but it is an essential ingredient in most uncertainty estimates. It should be noted that the sign of the numerical and modeling error can be opposite and error cancellation may occur resulting in a reduced solution error.
By further assuming that numerical errors can be decomposed into discretization and iteration errors, i.e.
We write
Following the practice that is used in determining compounded experimental uncertainty (Stern et al. 2006; Coleman 1999 
In what follows recommended procedures and examples are given for estimating the above mentioned errors and uncertainties.
Iteration Errors
The numerical solution of the non-linear coupled PDE's in CFD usually require iterative solutions. Iterations may be necessary for solution of linear system of equation, iterations to account for non-linear effects and iteration for sequential solution of the coupled PDE equations. In this document we refer to all errors arising from combinations of these iterations as "iteration errors."
Incomplete iteration errors can be a significant source of uncertainty in CFD applications (see for example Ferziger, 1989; Ferziger and Peric, 1996; Stern et al.2001 , 2006b , Eça and Hoekstra 2006b , and others) Eca and Hoekstra have systematically investigated the effect of iteration error on the overall numerical uncertainty in solution of Reynolds-averaged Navier-Stokes equations. The numerical uncertainty considered in their paper is mostly related to the iteration and discretization errors in a nominally second order scheme in conjunction with the authors' own in house code. The discretization errors/uncertainty was also quantified using their own method based on Richardson extrapolation. As indicator of the iteration error the difference between consecutive iterations are considered as well as the normalized residuals of the discretization errors. They further considered an alternative indicator that is expressed as a power law i.e. error = n q where n is the number of iterations and and q are undetermined parameters. These unknown parameters were determined using least squares curve fit.
After applications to several test cases and a meticulous analysis they reach the following conclusions:
L norm is the most appropriate norm to be used in such uncertainty assessment.
The uncertainty measures based on error estimation from least square extrapolation were most reliable.
If more conservatism is desired the standard deviation of the fit should be added to the uncertainty.
A more interesting conclusion is that the discretization errors (hence the uncertainty) are not independent of the iteration error. If the errors are of the same order of magnitude one can not simply add each component to reach a total uncertainly.
In the light of this observation it is most desirable to reduce the iteration error to at least 2-3 order of magnitude lower than the discretization error in CFD applications, so that the influence of incomplete iteration convergence on the over all uncertainty is minimized. If this desired convergence cannot be accomplished under special circumstances (for example, in case of positive scalars such as enthalpy, density, eddy viscosity, or dissipation rate, convergence to desired small residuals may not be possible) iteration convergence errors must also be quantified. For this purpose the following procedure is recommended.
Following Ferziger (1989 and Here a p is the center coefficient of the discretization equation, a nb are the influence coefficients for the neighboring cells, and b is the contribution of the source term. Correspondingly, p is the value for a generic variable at the center cell and nb represent the ones at the center of the neighboring cells. Other properly defined normalized residuals may be used so long as they are fully documented and reported.
The iteration error indicator is taken as some norm over all the computational nodes of either the iteration error given by Eq (4a) or the normalized residual given by Eq. (5). Eça and Hoekstra (2006) recommend the L norm. We recommend that the L norm of the errors defined by Eqs 4 and 5 be reported over a significantly large portion of the iterations (say more than 20%) and convergence rates be shown graphically for each calculation to demonstrate iterative convergence, and numerical values be reported at the end of the iteration cycle for each time step for the slowest converging variable with the largest residual error.
A typical example is shown in Figure 1 (Huebsch, 2005) . Here the 2 L norm of n iter over the whole calculation domain is used as indicator of iterative convergence. Convergence is assumed to be good if iter is reduced by 3 to 4 orders of magnitude over each time step in unsteady calculations. Specifically Johnson (2005) has also demonstrated that incomplete iteration convergence may have significant influence on the steady state-solution for the flow past a staggered tube bundle (Simonin and Barcouda, 1986) . Figure 2 shows an example calculation from Johnson (2005) .The flow is actually unsteady and requires an unsteady calculation. The boundary conditions are periodic on all sides of the flow (left to right, top to bottom). The FLUENT 6.2.16 version of the Reynolds Stress Model is used in the calculations along with standard wall functions. The overall flow rate was matched to the data of Simonin and Barcouda by integrating the flow rate from the data. The y+ values for the walls were less than five.
Figures 2a and 2c are particularly interesting as they both show good agreement for results that are not iteratively converged.
It is recommended that, before any discretization error estimation is calculated, it must be ensured that iterative convergence (if iterative methods are used) is achieved with at least three orders of magnitude decrease in the normalized residuals for each equation solved and the iteration uncertainty is estimated from Eq. 4c. For time-dependent problems, iterative convergence at every time step should be checked, and sample convergence trends (see Figure 1) should be documented for selected, critically important, variables. Moreover, a posteriori analysis should follow after the computation of discretization errors to ensure that the iteration error is at least two orders of magnitude less than the discretization error. Hence it can be safely assumed that the iteration error uncertainty is negligible compared to discretization uncertainty; 
Discretization Errors
The recommended method for discretization error estimation is the Richardson extrapolation (RE) method (Richardson 1910 (Richardson , 1927 . This method has been studied by many authors. Its intricacies, shortcomings and generalization have been widely investigated. A short list of references given in the bibliography (Celik, et al ,1997 Eça and Hoekstra 2002 , 2004a , 2004b Freitas 1993; Roache , 1997 Roache , 1998 Stern, et al 2001 Stern, et al , 2006 ) is selected for the direct relevance of these references to the subject. The RE method is far from being perfect. The local RE values of predicted variables may not exhibit a smooth, monotonic dependence on grid resolution, and in a time-dependent calculation, this non-smooth response will also be a function of time and space. Nonetheless, it is currently the most robust method available for the prediction of numerical uncertainty. Prospective users can find many examples in the above references. As new and more reliable methods emerge, the present document should be re-assessed and modified as needed. In particular, the RE based methods prescribed by Stern, et al. (2006) , Eça and Hoekstra (2002 , 2004a , 2006a , 
It is possible to use four independent variables, x , y , z , and t representing mesh size in the x-, y-, z-directions and in time, respectively but for brevity a single length scale h is used to represent the grid in functional form When the least squares method (as suggested by Eça and Hoekstra 2004a) is applied with more than 3 grids, the scatter in the data indicates a certain amount of uncertainty for the extrapolated value, which could be estimated by calculating the coefficient of variation . The coefficient of variation (CV) for the least squares method (using at least 4 grids) is computed from
It should be noted that the least squares extrapolation treats each calculation on a different grid as if the error is a random variable which is contrary to the nature of the deterministic calculation being considered. Moreover, this method is only applicable with at least four calculations on four different grids. Being aware of the difficulty of this many calculations in industrial applications of CFD, we recommend RE on 3-grid calculations.
Procedure for Three Grid Calculations
For three grid calculations, we recommend essentially the same procedure (with minor changes) as that recommended for the ASME Journal of Fluid Engineering (JFE) publication j ). This procedure involves the following five steps:
Step 1 Define a representative cell, mesh or grid size h. For example for three-dimensional calculations
where V i is the volume and A i is the area of the i th cell, and N is the total number of cells used for the computations. Eqs. (12a and 12b) are to be used when integral quantities, e.g., drag coefficient, are considered. For field variables, the local cell size can be used. Clearly, if an observed global variable is used, it is then appropriate to use also an average "global" cell size.
Step 2 Select three significantly different grids, and run simulations to determine the values of key variables important to the objective of the simulation study, for example, a variable critical to the conclusions being reported. It is desirable that the grid refinement factor, r=h coarse /h fine , be greater than 1.3. This value of 1.3 is based on experience, and not on formal derivation. The grid refinement should, however, be done systematically, that is, the refinement itself should be structured even if the grid is unstructured. Use of geometrically similar cells are preferable. Clearly the theory does not apply when selected local grid refinements are made with no refinement (r=1) in other regions.
Step 3 Let h 1 < h 2 < h 3 and r 21 =h 2 /h 1 , r 32 =h 3 /h 2 , and calculate the apparent order, p, of the method using the expression (13) can be solved using fixed-point iteration, with the initial guess equal to the first term. The absolute value in Eq. (13a) is necessary to ensure extrapolation towards h=0 (Celik & Karatekin 1997) . Negative values of 32 / 21 <0 are an indication of oscillatory convergence. If possible, the percentage j http://journaltool.asme.org/Templates/JFENumAccuracy.pdf occurrence of oscillatory convergence should also be reported. The agreement of the observed (or calculated) apparent order with the formal order of the scheme being used can be taken as a good indication of the grids being in the asymptotic range; the converse should not necessarily be taken as a sign of unsatisfactory calculations. It should be noted that if either 32 =abs( 3 -2 ) or 21 =abs( 2 -1 ) is "close" to zero, the above procedure does not work. This might be an indication of oscillatory convergence or, in rare situations, it may indicate that the "exact" solution has been attained. In such cases, if possible, calculations with additional grid refinement should be performed; if not, the results may be reported as such, with max ( 32, 21, 31 =abs( 3 -1 ) ) being an indicator of the discretization error.
Step 4 Step 5 Calculate and report the following error estimates, along with the apparent order p: Celik & Karatekin 1997) , where the turbulent two-dimensional flow over a backward facing step was simulated on non-uniform structured grids with total number of cells N 1 , N 2 , and N 3 . Hence, according to Table 1 , the numerical uncertainty in the fine-grid solution for the reattachment length should be reported as 2.2%; for the axial velocity at the points (Table 1 ) as 1.1% and 0.5%, respectively; note this does not account for modeling errors. 
Numerical Uncertainty and Discretization Error Bars
Deduction of uncertainty from errors is not a trivial problem in the absence of statistical/random sampling. Equation (15d) is to be interpreted as an uncertainty estimate (Roache 1997 (Roache , 1998 ) because of the explicit safety factor F s =1.25. Eq. (15c) also involves a varying safety factor implicitly (see Celik & Karatekin, 1997 t is calculated from the T-distribution with = n-1 = 3 degree of freedom.
When computed profiles of a certain variable are presented, it is recommended that numerical uncertainty is indicated by error bars on the profile, analogous to experimental uncertainty. It is further recommended that this be done using the GCI in conjunction with an average value of p=p ave as a measure of the global order of accuracy. This is illustrated in Figs. 3 and 4 . Figure 3 (data taken from Celik & Karatekin 1997) presents an axial velocity profile along y-axis at an axial location of x/H=8.0 for a turbulent two-dimensional backward-facing-step flow. The three sets of grids used were 980, 4500, and 18000 cells, respectively. The local order of accuracy p calculated from Eq. (13) ranges from 0.012 to 8.47, with a global average p ave of 1.49, which is a good indication of the hybrid method applied for that calculation. Oscillatory convergence occurs at 20% of the 22 points. This averaged apparent order of accuracy is used to assess the GCI indicies given by Eq. (15d) for individual grids, which is plotted in the form of error bars, as shown in Figure 3(b) . The maximum discretization uncertainty is 10%, which corresponds to 0.35 m/s. 
Calculation Validation
Of the two prevalent conceptions of validation Roache [1998] , the Problem Oversight Committee has adopted the view of validation exercise not necessarily including a pass-fail tolerance, but of simply establishing the level of validation. For example, at a naive level of comparison, if the comparison with experimental data shows a discrepancy of 10% then the calculation will be reported to have been validated to 10%, regardless of the adequacy of this tolerance for the eventual application. Gross discrepancy will not be described as "validated" to any level.
Method for Determination of Validation Level
The validation level will be established with the following procedure, following Coleman [2003] modified to encompass 95% certainty level. This criterion is also consistent with the ASME Standard in the forthcoming ASME Guide for Verification and Validation in Computational Fluid Dynamics [2007] ).
The experimental results (data) are denoted by D, and the simulation results by S. The comparison error E is defined as
E D S
The comparison error is the naive measure of validation, but it does not take into account the uncertainties in either the experimental data or the simulation. We replace this naive measure with the desired validation level Lv as follows.
The validation uncertainty U val is defined as the combination of all of the experimental uncertainties U d , the uncertainty in the simulation result due to the uncertainties in the simulation inputs U input , and the uncertainty due to the numerical solution of the equations U num . Using U val and E (the absolute value of the comparison error E) as metrics in the validation process, if E U val then the sign and magnitude of E can be taken as indicative of the modeling error, and the level of validation Lv is specified as E . On the other hand if E U val or E U VAL , then from an uncertainty point of view nothing definitive can be concluded about the sign or magnitude of the modeling error, and the level of validation Lv can only be specified as U val . The modeling error may in actuality be small, but this cannot be concluded from the hypothetical Validation exercise because the level of uncertainties in the experiments and/or the simulations are excessive, swamping the comparison error E. In summary, the validation level Lv will be given by
The Validation exercise as described here will always produce some non-zero Level of Validation. However, the code/model cannot be claimed to be "validated" unless some reasonable level of agreement E is achieved in some useful metric (e.g. total heat transfer, maximum temperature, etc.) In addition to this validation metric, trends must be predicted to some reasonable level. Note that trends can be included in the basic definition by defining another metric as the sensitivity of the base metric to a parameter, e.g.
(max temperature) / (flow rate).
The remaining metric of importance is the level of validation required from a programmatic standpoint, U reqd . The adequacy of the simulation will ultimately be determined by the requirement that the validation level Lv satisfies reqd U Lv but contributors need not be concerned with this determination.
Data Reporting Requirements for Standard Problem Participants
Standard problems selected to support thermo hydraulic method development are expected to fall into three categories: 1) blind validation problems, 2) open validation problems, and 3) code-to-code benchmark comparison problems. In the first case, only experimental data needed to properly define boundary conditions will be released to problem participants, and only the oversight committee will have access to experimental data needed to calculate uncertainty levels. In the second case, the full data set will be available to all participants, allowing participants to calculate uncertainty levels prior to submission. In the third case, experimental data is unlikely to be available for true validation, and uncertainty levels calculated will reflect only the difference between submitted calculations and a reference calculation defined by the oversight committee. In this third case, no calculation will be described as "benchmarked" rather than "validated", but a comparable procedure will be employed.
For each standard problem, a set of validation parameters (e.g., velocity, pressure, or temperature) will be specified for calculation of error and validation level based on the phenomena of interest identified in each experiment. The spatial position and distribution (e.g., at a single point, along a line, or within a plane) of the validation measurement within the experimental geometry will also be specified. Although these characteristics of the data used for calculation of validation error and validation level may vary greatly from one standard problem to the next, all standard problem contributions must meet certain common criteria to allow consistent calculation of validation error and validation level for all contributions and to allow meaningful comparisons to be made between contributions.
Boundary Conditions
All experiments or benchmarks accepted and released as Standard Problems will include a detailed specification of all boundary conditions needed for calculation of the desired parameters. As confirmation that boundary conditions have been properly applied, all contributions must report values and/or distributions of each relevant parameter at each boundary which serves as a source or sink for the model. The error in the boundary condition distribution, particularly if distribution functions are used to approximate pointwise experimental data, should be assessed and reported. The error in the boundary conditions used in the model versus the experimental data provided in the problem specification as a consequence of problem nodalization should also be assessed and reported. As an example, the approximation of circular cylinder inlet by hexahedral or tetrahedral elements results in a slight reduction in cross-sectional flow area in the computational model. As a result, the total mass flux through the test sections might be underestimated, if boundary data is provided in the forma of an average velocity or time-averaged velocity distribution. Boundary condition errors resulting from such approximations should be quantified and reported.
The total conservation error over the computational domain for each of the continuity, momentum, energy, and, if applicable, scalar equations should also be reported for each submission.
Numerical Convergence
As a consequence of the wide variety of approaches which may be included as contributions to the Standard Problem exercises, the specification of a single mandatory methodology for the determination of calculation convergence in all contributions is impractical. Choice of convergence monitoring methodology will be left to each individual contributor. However, contributors must report the minimum acceptable convergence criteria based on the method employed as well as the convergence level achieved. It is recommended that CFD analysts employ the method for determining sensitivity to iterative convergence described in Section 3.3 and report the results.
Turbulence
Since turbulent flow is dominant in nearly all regions of interest in a VHTR system, it is anticipated that all Standard Problems will include regions of turbulent flow. Regardless of whether steady or unsteady methods for turbulence modeling are employed in the calculation or the experiment, the Reynolds averaging procedure will be employed in the calculation of validation error and validation level. Reynolds averaging assumes that any parameter can be represented as the sum of an average component u and a fluctuating component u .
u u u
Although u is named the average component, it need not necessarily be limited to constant values and the inclusion of low frequency fluctuations resulting from relatively large-scale periodic flow structures as part of u may actually be preferable for validation if suitable experimental data is available for comparison. As an example, a turbulent flow parameter signal is shown in Figure 5 . Assuming that adequate experimental validation data is available, the decomposition of a signal into average and fluctuating components can be defined in any of the ways shown in Figure 6 .
In general, all steady state solvers are expected to report a constant value for the average component as shown in Figure 6a . If an unsteady solver is employed, some large turbulence structures may be resolved by the unsteady simulation of the Navier-Stokes equations. Although the use of a constant value for the average component is generally preferred, data from such cases may be reported using definitions of the average component which are more consistent with Figures 6b or 6c . Therefore, when an unsteady solver is used, the contributor must define the methodology used to decompose reported values of the average component u and the fluctuating component u . 
Experimental Accuracy and Guidelines
Flow measurements are required to increase our understanding of the physical phenomena in flowing systems, particularly in three-dimensional complex flows. The advancement in the development of computational fluid dynamics requires much experimental data and the measurement of many different flow parameters. These include the instantaneous velocity magnitudes, vector velocities themselves, spatial and temporal correlations, Reynolds shear stresses and full field three-dimensional velocity components. There is often a need for more complete and more accurate information than had been required before for CFD validation.
The clear understanding of the problem at hand to determine the type of instrumentation and the interrelated roles of the instrumentations is evident. The need and type of the measurements should be defined before undertaking the physical measurement. Most of the types of measurement techniques depend on the nature of the flow and the physical parameters needed, and these in turn govern instrument selection. Understanding the physical principles involved in the measurement is required since most of the measurements are indirect. For example, when a pressure is measured with a pressure transducer, the deflection of a membrane or diaphragm is used to determine the pressure. Hot-wire instrumentation is dependent on the physical laws relating heat transfer with flow velocity. Understanding the physical phenomena of the instrument helps in evaluation of the uncertainty and the measurement errors.
Various common measurements techniques are available such as: The selection of the experimental techniques is based on the requirements, test apparatus, parameter selection, cost and time. Each experimental technique has its own advantages and disadvantages.
In order to tackle the issue of the experimental uncertainty, it is necessary to first define types of errors, which impact the experimental results. It is then required to list the most promising strategies in order to reduce or avoid errors. Based on these strategies, procedures have to be defined, which are used when making the measurements. For this purpose guidelines will be given in the future, obtained from various sources to provide a framework for proposed instrumentation.
In performing an experiment, several steps can be followed: 1) equipment identification, 2) test section design, fabrication and instrumentation: this involves setting up parameters to be studied and under what range of conditions, 3) flow measurements: this involves accurate measurements of the flow rate, pressure measurement devices, other measurement techniques, 4) test facility calibration, 5) data reduction and uncertainty analysis and 6) development of results and conclusions.
In most cases the experimenter tries to eliminate or reduce the errors from the results. As is well known, this goal is a difficult one. Consequently, the experimenter should provide the reader with some measure of the reliability of the data. There are two categories of experiment-single sample and multiple sample experiments. Ideally, the repetition of all measurements enough times using enough observers and enough diverse instruments can be performed so that the reliability can be assured by using statistics. Experiments in which uncertainties are evaluated by such repetition are called multiple sample experiments. Often, in most engineering experiments, it is not practical to estimate all of the uncertainties of observation by repetition and using diverse measurement devices. Most of the measurements are obtained by single-sample experiments.
The uncertainty is the difference between the true and observed values. These values depend upon the particular circumstances of the observation. Propagation of uncertainty means the way in which uncertainties in the various variables affect the uncertainty in the results. "Variable" is a basic quantity observed directly in the laboratory as opposed to the result which is obtained by making corrections to or calculations with the recorded values of the variables. The recorded values of the variables are known as data.
In order to arrive at a rational method for describing the uncertainties in the variables, it is necessary to discuss the sources and nature of the uncertainties. There are many types of errors which can contribute to the uncertainty in each variable. One classification of these errors is as follows: Accidental errors, fixed errors and mistakes. Accidental errors are those varying errors which cause repeated readings to differ without apparent reason. They arise from instrument malfunction and time lag, personal errors and many other causes. Fixed errors are those which cause repeated readings to be in error with the same amount. Mistakes are erroneous readings of scales, recorded wrong data.
A good error estimator for the data should have the following properties: 1) the point estimator should be unbiased, and 2) an unbiased estimator should have minimum variance. This property indicates that the minimum variance point estimator has a variance that is smaller than the variance of any other estimator of this parameter. Possible error sources must be examined to obtain overall uncertainty. Particular error sources are a function of the instrumentation used. A discussion of error sources for a particular method for velocity measurement is provided next.
Velocity Measurement Techniques of the Standard Problems
Digital particle tracking velocimetry techniques are being used in the standard problems test cases. This technique is a valuable tool capable of measuring the significant spatial structure of turbulent flows. Other experimental velocity instruments have relied on point measurement techniques-laser Doppler anemometry (LDV) and hot wire velocimetry, while providing high temporal resolution, these methods have limited spatial resolution. Laser Doppler anemometry and hot wire techniques have firmly established as standard tools in experimental fluid dynamics for some years already. However, particle image velocimetry (PIV) is a new scheme and is still progressing to be considered as such. However, until now there is no general documented best practice and guidelines in determining experimental uncertainty in employing these techniques.
A typical PIV set up is shown in Figure 7 . It consists of laser illumination sources (such as two double oscillators ND:YAG lasers). The lasers are pulsed at various repetition rates. A camera is used to capture the images of the scattered light from the tracer seeds. 
1.
Triggering and system synchronization of the cameras with the laser pulses. The time spacing between the pulses and pulse width should also be selected depending on the flow velocity values to capture the flow fluctuations and it gradients. Figure 8 shows an example of a camera and laser synchronization scheme. Figure 8 . Synchronization between laser system and CCD camera.
2.
The bias in velocity measurements due to the particle tracer size. PIV is a tracer technique and, as such, relies on the velocity information from small tracer particles contained in and transported with the flow that is investigated. Only if the tracer particles faithfully follow any changes of the velocity can one expect the measurements to yield velocity data which accurately represent actual flow velocity. If the tracer particles are too large or their density is too high then, as a result of their inertia, they may not respond to velocity changes sufficiently and may display a velocity lag instead. This, in turn, results in the collection of experimental velocity data which do not represent actual flow. In the measurement of turbulence fields, the maximum frequency that particles should be able to follow can be quantified based on the Kolmogorov scale. The particle response to step acceleration can be obtained from the relaxation time which depends on the density and size of the particle.
3.
Tracking routine errors due to out-of-plane motions, interpolation errors, etc. These tracking routines should be evaluated. One of the difficulties is the determination of the world coordinate of the seeds which require calibration. Uncertainty in the seed location should be estimated. The task becomes more complicated in employing stereo particle image velocimetry. The location and displacement uncertainty estimations of the tracer should be determined. To improve the resolution and accuracy of the CCD an algorithm capable of tracking displacements to sub-pixel accuracy could be employed. A typical setup for stereo particle image is illustrated in Figure 9 .
4.
Interpolation errors obtained from interpolating randomly located PTV vectors onto a uniform grid in order to calculate turbulence statistics. 
Policy Statements on Experimental Accuracy
This section contains the policy statements on experimental accuracy from two technical journals: 1) AIAA Journal 2) Journal of Fluids Engineering. At this point, it is recommended that these guidelines be followed by experimentalists who intend to provide data having Standard Problem quality.
AIAA Journal Editorial Policy Statement on Experimental Accuracy Experimental Accuracy
The accuracy of experimental results is concerned with how well the specified measurands in the study have been determined, and the statistical confidence with which they can be assessed. The appropriateness of the measurands for describing the physical phenomena and for comparing the results with numerical investigations is not part of this policy statement. The intent of the policy statement is to encourage authors to provide sufficient information for readers to independently assess the statistical confidence of results presented in AIAA journal articles. Authors should address the following criteria, as applicable, in summary form in the manuscript and can also provide additional detailed information in referenced documents: 1. Statement of Measurement Techniques and Apparatus: Authors should be clear and precise in the description of the test articles and facilities, test methods, and instrumentation, including the data reduction techniques. 2. Statement of Experimental Design: To assist others in assessing the uncertainty in the experimental results, for such purposes as reproducing them experimentally or simulating them analytically and for identifying corresponding statistical techniques to analyze the results, the experimental conditions and order of acquisition should be presented or concisely described. 3. Estimation of Uncertainty: Unexplained variance in results should be addressed as follows: a. Estimation of Bias Uncertainty: The bias uncertainty of the results (systematic component of the unexplained variance) should be estimated. In addition, the method of estimation should be described. b. Estimation of Precision Uncertainty: The repeatability of the results (random component of the unexplained variance) should be quantified. Also, the method of determining the repeatability should be specified. Unusual results, whether explained or unexplained, should be identified. c. Statement of Total Uncertainty: The total uncertainty is the combination of the bias and precision uncertainties and should be presented with the experimental results (in text, tables, or graphs as appropriate). Authors should identify any known potential sources of bias and precision uncertainty that have not been explicitly included in the estimates of total uncertainty. 4. Statistical Analysis: Statistical analysis may be warranted in a number of cases, such as when comparing the effects of independent variables, when correlating experimental conditions and measures, and when performing hypothesis tests. a. Description of Methodology: The choice of statistical analysis method should be clearly described and justified relative to a priori knowledge, the experimental design, and the characteristics of the measurements. b. Treatment of Impact: The findings of the statistical tests should be carefully substantiated and discussed relative to their confidence level, parametric assumptions, and experiment design. 5. Coverage Factor: The coverage factor used for all expanded uncertainty estimates should be specified. That is, the author(s) should associate a specific level of confidence with each uncertainty value, by estimating the probability that reported error limits will encompass the true result. For more detailed discussion of the above topics, prospective authors should consult modern texts in measurement methods, experimental design, uncertainty analysis, hypothesis testing, and statistical data analysis.
ASME Journal of Fluids Engineering September 1991 Editorial on Experimental Uncertainty
In 1987, the Coordinating Group for Fluid Measurements (CGFM) of the Fluids Engineering Division (FED) was asked by Dr. Frank White, the Technical Editor of the Journal of Fluids Engineering (JFE) at that time, to prepare a set of guidelines on estimating experimental uncertainty. The purpose was to alert the authors of the Journal to the fact that estimates of experimental uncertainty enhance the value of information reported. It was also felt that the publication of such guidelines would improve the uniformity of presenting experimental data in the pages of the Journal. Many members of the Committee felt at that time that other reasons justified the publication of such guidelines, as for example, the need for authors to differentiate between bias and precision error and the need to handle correctly single-sample experiments. The CGFM reviewed existing standards, including PTC19.1 and the material presented in a collection of papers from JFE in 1985. There is no question that the basic information on how to handle uncertainty is already published. However, it is not written in a practical format as evidenced by usage (or the lack thereof). Existing information is in articles that are too long, depend too much on multiple sample analysis, do not provide perception on how to handle bias error, and give the impression that uncertainty analysis re-quires disproportionate attention. The current stat4ement in JFE refers authors to those articles but leaves the actual reporting format up to each author without stringent requirements. Over the past two years the CGFM has struggled to reach a consensus agreement on this statement. A perception has evolved that there must necessarily be three steps to develop good practices in reporting uncertainty estimates. First, a broad outline of policy must be introduced to recognize bias and precision error and the limits for the uncertainty band. Second, terminology must be standardized. Much of the problem in communicating in-formation about uncertainty is in the language. The particular problem is that a differentiation between single and multiple sample experiments in the context of the notion that these are but endpoints on a continuum must be made. This seems simple enough, but it is incredibly difficult to accomplish. Third, procedures for handling error, and especially bias error, need to be standardized. So far this seems only possible by using examples. CGFM intends to continue the steps outlined above, and considers the first step as having been completed with the publication of the following guidelines. These guidelines were arrived at after long discussions and exchange of arguments between the CGFM, some technical associate editors of the Journal, some reviewers and the Technical Editor. Special appreciation is extended to H. W. Coleman and W. G. Steele, the principal authors of the adopted statement. 
Journal of Fluids Engineering Policy on Reporting Uncertainties in Experimental Measurements & Results
GUIDELINES
An uncertainty analysis of experimental measurements is necessary for the results to be used to their fullest value. Authors submitting papers for publication to this Journal are expected to describe the uncertainties in their experimental measurements and in the results calculated from those measurements. The presentation of experimental data should include the following information: 1) The precision limit, P. The ± P interval about a result (single or averaged) is the experimenter's 95 percent confidence estimate of the band within which the mean of many such results would fall, if the experiment were repeated many times under the same conditions and using the same equipment. The precision limit is thus an estimate of the scatter (or lack of repeatability) caused by random errors and unsteadiness.
2)
The bias limit, B. The bias limit is an estimate of the magnitude of the fixed, constant error. When the true bias error in a result is defined as , the quantity B is the experimenter's 95 percent confidence estimate such that | | B.
3)
The uncertainty U. The ± U interval about the result is the band within which the experimenter is 95 percent confident the true value of the result lies. The 95 percent confidence uncertainty is calculated from
A brief description of, or reference to, the methods used for the uncertainty analysis. (If estimates are made at a confidence level other than 95 percent, adequate explanation of the techniques used must be provided.) The estimate of precision limits and bias limits should be made corresponding to a time interval appropriate to the experiment.
It is preferred that the following additional information also be included: 1)
The precision limit and bias limits for the variables and parameters used in calculating each result.
2)
A statement comparing the observed scatter in results on repeated trials (if performed) with the expected scatter (±P) based on the uncertainty analysis. Although it is natural in any experimental paper to discuss sources of experimental error in the body of the text, this alone does not satisfy our requirement. All reported data must show uncertainty estimates. All tables should carry estimates. All figures reporting new data should contain uncertainty estimates either on the figure itself or in the caption.
1.
A list of references on the topic, many of which appeared in the pages of this Journal is provided here in alphabetical order.
EXAMPLE
Consider an experiment in which the pressure drop characteristics for fully developed flow conditions in a particular type of circular pipe are determined over a range of water flow rates. The outcome of this experiment might be presented by plotting one result-the Fanning friction factor, ƒ, versus another result, the Reynolds number, Re. To obtain each "data point" that would be plotted on such a figure, the values of ƒ and Re could be calculated from where Q is the volumetric flow rate of the water with density and dynamic viscosity μ, D is the pipe diameter, p is the static pressure, x is axial position along the pipe, and the subscripts 1 and 2 refer to the upstream and down-stream pressure tap locations, respectively.
The measured variables (Q, D, p1, p2, x1, x2) and the parameters found from reference property data ( , μ) contain bias errors and precision errors. For example calibrating pressure transducers under static conditions may later introduce bias errors if the measured field involves dynamic motions. Other bias errors arise from calibration of the measurement systems for p and Q against imperfect standards and from using property values originally deter-mined in imperfect experiments. Precision errors could arise, for example, from sensitivity of the pressure transducer, flowmeter and data acquisition system to variations in ambient temperature and humidity. Inability to hold flow rate exactly constant during a period of data acquisition could also appear as a variation in the pressure measurements.
Errors in these quantities will propagate through Eqs. (2) and (3) to produce bias and precision errors in the results ƒ and Re. The techniques of uncertainty analysis described in the references can be used to obtain estimates of the bias limits and precision limits for the variables and parameters and the bias limit, B, the precision limit, P, and the uncertainty, U, in the quantities ƒ and Re.
If the two pressures, p1 and p2 are measured successively using the same absolute pressure transducer, the bias errors in the measurements of the two variables will not be independent of each other. This phenomenon of correlated bias errors occurs fairly often in the fluid and thermal sciences, usually when variables are measured using the same transducer or using different transducers that have been calibrated against the same standard. These effects must be taken into account in the uncertainty analysis. A method for doing this is shown in one example in ANSI/ASME PTC 19.1 and is derived and discussed in detail in Chapter 4 of Coleman and Steele (1989) .
