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Re´sume´
Le concept de the´orie de jauge a progressivement e´merge´ durant le 20e`me sie`cle, lors de la
construction du Mode`le Standard de la physique des particules. Ce me´moire aborde divers aspects
des the´ories de jauge. Tout d’abord, une interpre´tation ”moderne” des e´quations de Maxwell en
termes de formes diffe´rentielles motive une de´finition ge´ome´trique des the´ories de jauge comme une
e´tude des connexions sur les fibre´s principaux. Apre`s un rapide re´sume´ de l’histoire des the´ories de
jauge en physique des particules, la construction ge´ome´trique pre´ce´dente est applique´e a` l’e´tude de la
the´orie e´lectrofaible, et du Mode`le Standard. Si ce dernier (dont la construction s’est acheve´e dans
les anne´es 1980) a aujourd’hui fait ses preuves expe´rimentales, il ne demeure pas moins incomplet,
au moins d’un point de vue the´orique. Le boson de Higgs, observe´ pour la premie`re fois en 2012 au
LHC, est une particle au sujet de laquelle on n’a aujourd’hui que tre`s peu d’informations. Des
indications inte´ressantes quant’a` aux biais par lesquels il est le plus judicieux d’e´tendre le Mode`le
Standard pourraient eˆtre donne´es si l’on observait des diffe´rences notoires entre la valeur mesure´e de
certains parame`tres du boson de Higgs, et celle pre´vue par le Mode`le Standard. Le couplage
triline´aire du boson de Higgs fait partie de ces parame`tres inte´ressants. Ainsi, la dernie`re partie est
une e´tude phe´nome´nologique de l’impact de variations de cette quantite´ sur les distributions
typiquement observables par le de´tecteur de particules CMS, au LHC.
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Introduction
Les e´quations de Maxwell
Notre e´tude de´bute au milieu du XIXeme sie`cle, lorsque James Clerk Maxwell, en se basant princi-
palement sur les travaux de Faraday et Ampe`re, de´veloppe un cadre mathe´matique a` l’e´lectromagne´tisme.
Il rassemble (en 1965) en vingt e´quations diffe´rentielles a` vingt variables [1], les lois qui de´crivent le com-
portement des champs e´lectriques et magne´tiques, et leur interaction avec la matie`re. Elles pre´voient
en particulier l’existence d’une onde, perturbation du champ e´lectromagne´tique, se de´plac¸ant dans le
vide a` une vitesse finie, accessible expe´rimentalement. Maxwell calcule avec les donne´es de l’e´poque
310 740 000 m.s−1. Pour citer son papier de 1965 : ”The general equations are next applied to the
case of a magnetic disturbance propagated through a non-conductive field, and it is shown that the only
disturbances which can be so propagated are those which are transverse to the direction of propagation,
and that the velocity of propagation is the velocity v, found from experiments such as those of Weber,
which expresses the number of electrostatic units of electricity which are contained in one electroma-
gnetic unit. This velocity is so nearly that of light, that it seems we have strong reason to conclude
that light itself (including radiant heat, and other radiations if any) is an electromagnetic disturbance
in the form of waves propagated through the electromagnetic field according to electromagnetic laws”.
C’est une ve´ritable re´volution. De plus, ces ide´es ont directement mene´ a` la relativite´ restreinte. Nous
verrons plus tard en quoi ces e´quations donnaient en fait e´galement un avant-gouˆt de la physique
quantique.
Dans son traite´ de 1973 reprenant en particulier ces travaux, Maxwell a modifie´ ses e´quations en
utilisant des notations quaternioniques [2] ce qui re´duit leur nombre a` huit. Ce n’est que plus tard
qu’Heaviside et Gibbs introduisent les notations vectorielles qui ont perdure´ jusqu’a` aujourd’hui, et
de´rivent les fameuses ”quatre e´quations de Maxwell”.
L’apport de la ge´ome´trie diffe´rentielle au 20e`me sie`cle permet enfin de re´e´crire ces e´quations sous
la forme de deux e´quations seulement, plus ge´ne´rales que les e´quations de Maxwell dans le sens ou`
elles sont de´finies dans un espace-temps courbe (a` peu pre`s) quelconque. C’est l’objet du premier
chapitre que de de´river ces deux e´quations graˆce au langage ge´ome´trique.
De nouvelles dimensions pour ge´ome´triser les interactions...
Nous verrons au cours de notre travail, que pour de´river une ge´ome´trie agre´able pour de´crire des
interactions, il est ne´cessaire de ”rajouter des dimensions au dessus de l’espace(-temps)”. En guise
d’exemple, conside´rons le cas particulier de la gravitation. On veut trouver un environnement adapte´
pour de´crire la gravitation ; on demande une ge´ome´trie de l’espace(-temps) telle qu’un objet soumis
uniquement a` son poids suive les ge´ode´siques de cette ge´ome´trie. Sur un espace courbe ”quelconque”,
une courbe ge´ode´sique entre deux points minimise la longueur du parcours. Ces courbes particulie`res
ve´rifient une proprie´te´ tre`s forte : deux ge´ode´siques tangentes en un point sont force´ment confondues. Si
on s’inte´resse aux trajectoires suivies par deux boulets de canon dans notre espace R3, elles peuvent eˆtre
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4tangentes en un point sans toutefois eˆtre confondues, par conse´quent les deux boulets ne suivent pas
les ge´ode´siques de la ge´ome´trie euclidienne a` trois dimensions. En ajoutant une dimension temporelle,
la condition de tangence sur les trajectoires dans l’espace a` quatre dimensions ajoute la condition
d’e´galite´ des vitesses des deux boulets au point de tangence. On ne peut alors plus affirmer que les
deux masses ne suivent pas les ge´ode´siques de cette ge´ome´trie. La relativite´ ge´ne´rale dit meˆme en fait
que les chemins suivis par des objets massifs soumis uniquement a` la gravite´ sont des ge´ode´siques pour
cette ge´ome´trie impose´e sur l’espace temps. Ainsi rajouter une dimension permet de ge´ome´triser
la gravitation.
Figure 1 – Rajouter une dimension temporelle le`ve l’inde´termination lie´e a` la vitesse du mobile. Ici
on a repre´sente´ une dimension de la surface de la Terre, l’axe x, avec la normale verticale que constitue
l’axe y.
Si maintenant les boulets sont charge´s, de charges oppose´es, et plonge´s dans un champ e´lectromagne´tique,
les trajectoires seront a` nouveau diffe´rentes. Nous verrons qu’une solution est de rajouter une dimen-
sion de charge. L’espace re´sultant a` cinq dimensions, e´tudie´ par Kaluza (1921) puis Klein (1926) et
surtout Weyl, a en fait une structure de fibre´ principal de groupe U(1) que nous de´finirons dans le
second chapitre. Une connexion ou potentiel de jauge munit cet espace d’une bonne ge´ome´trie et
nous permet de parler de la composante de charge d’une ge´ode´sique de cet espace a` 5 dimensions. Si
une ge´ode´sique a une charge q, sa projection sur l’espace temps est la trajectoire (non ge´ode´sique) d’un
objet de charge q soumis a` la force du potentiel de jauge. L’e´quivariance du potentiel de jauge sous
l’action de U(1) assure en fait la conservation de la charge. Les trois ouvrages principalement utilise´s
pour la partie mathe´matique sont les livres de S. Bleecker Gauge theory and variational principles [3],
de R. Coquereaux Espaces fibre´s et connexions [4] et de S. Kobayashi et K. Nomizu Foundations of
Differential Geometry [5].
Pre´sentation du me´moire
C’est lors de la XIXe`me e´dition du Se´minaire Poincare´ que j’ai rencontre´ Yves Sirois, qui pre´sentait
”la de´couverte du boson H au LHC”. J’ai pu, graˆce a` lui, faire mon stage d’un mois au laboratoire
Leprince-Ringuet (LLR), sur le campus de l’e´cole Polytechnique, dans la collaboration CMS, et en-
cadre´ par Roberto Salerno, sur le sujet ”Etude de la production double de bosons de Higgs au dela`
5du mode`le standard”. Dans le cadre du cursus mixte maths-physique de licence de l’ENS, M. Bouttier
et M. Kashani Poor m’ont fait rencontrer Thierry Le´vy, qui a accepte´ de m’encadrer pour la partie
mathe´matique de mon me´moire, avec la proble´matique suivante : ”En quoi les e´quations de Maxwell
contiennent-elle intrinse`quement des germes de the´ories quantiques de champs ?”.
Afin d’essayer de re´pondre a` cette dernie`re question, et pre´senter les re´sultats obtenus a` l’issue du
stage de physique expe´rimentale au sein de la collaboration CMS, ce travail, qui re´sume mes re-
cherches personnelles et mes travaux de stage durant ma dernie`re anne´e de licence 2014-2015, est
divise´ en quatre parties successives.
La premie`re partie traite deux ide´es principales. Tout d’abord, nous montrons que les e´quations de
Maxwell sont relativistes, ce qui passe par l’introduction d’objets chers a` la relativite´ (voir les notes
historiques du de´but du second chapitre), les tenseurs, dont nous rediscuterons la signification pro-
fonde, en lien avec l’existence d’un objet, au sens mathe´matique, lorsque les propos auront e´te´
nourris par des concepts tels que la bonne de´finition au sens de la jauge pour des champs de
particules. Ensuite, il s’agit d’introduire le cadre de ge´ome´trie diffe´rentielle, les notions allant de pair
avec le concept de varie´te´, permettant de re´e´crire les e´quations de Maxwell sous leur forme moderne
(deux e´quations). Ce cadre permet, comme nous l’avons dit, de ge´ne´raliser les e´quations de Maxwell ;
il devient possible de faire de l’e´lectromagne´tisme dans un espace-temps courbe´.
Le deuxie`me partie comprend tout d’abord un retour sur l’histoire de l’e´mergence du concept de
jauge dans les the´ories des interactions, puis introduit les objets centraux des the´ories de jauge :
espaces fibre´s, connexions, courbure. Les e´quations de Maxwell ne sont qu’un cas particulier de ces
the´ories ; c’est la` que nous verrons aussi ce que les e´quations de Maxwell ont d’intrinse`quement quan-
tique.
Dans le troisie`me chapitre, nous proposons une approche (un peu) originale de la the´orie standard
e´lectrofaible, ou mode`le de Glashow-Salam-Weinberg, dans la mesure ou` elle est toujours traite´e, dans
les ouvrages de the´ories quantiques des champs, de manie`re ”physique”, avec le poids de l’histoire et
des traditions, ce qui ne met pas force´ment en valeur la structure de jauge qui, nous l’espe´rons, sera
apparue comme fondamentale avec le regard des chapitres pre´ce´dents. Le but est donc de de´river la
the´orie standard e´lectrofaible en partant de la structure de jauge comme fondement absolu. Comme
pour l’e´mergence de la jauge, l’histoire est indissociable de la manie`re dont s’est construite la the´orie
que nous connaissons aujourd’hui, c’est pourquoi nous pre´sentons avant tout les grandes e´tapes de la
de´couverte et de l’e´tude des interactions faibles, jusqu’aux miracles les plus re´cents. Apre`s le mode`le
standard e´lectrofaible (sans la masse), le me´canisme de Higgs est pre´sente´, puis la brisure de la syme´trie
SU(2), et l’apparition de la masse, mathe´matiquement, dans la the´orie, mais aussi physiquement, dans
l’Univers, une nanoseconde apre`s le Big Bang. Enfin, un rapide tableau des grandes familles de the´ories
”Beyond the Standard Model” (BSM) est dresse´.
Le quatrie`me et dernier chapitre, dont la partie pre´ce´dente constitue le cadre the´orique, re´sume les
travaux et re´sultats du stage au LLR, qui re´pondent a` la proble´matique : Comment peut-on acce´der
a` la mesure de l’auto-couplage λ du champ de Higgs en analysant la productions di-Higgs par fusion
de gluons au LHC, dans la de´tecteur CMS ?
La pre´sentation pour laquelle j’ai opte´ n’est sans doute pas la plus efficace possible. Cependant, je
voulais faire un expose´ le plus accessible possible et surtout, cohe´rent. J’ai donc rajoute´ l’introduction
de concepts qui pre´parent a` l’e´tude, pour que l’entre´e en matie`re soit la plus douce possible. Les notes
6historiques en particulier ne sont pas non plus indispensables a` la ge´ome´trie et la physique a` propre-
ment parler, mais sont importantes pour saisir la motivation des de´finitions. Dans ce me´moire, j’ai
surtout repris des concepts et des ide´es pre´existantes, et mon apport personnel, surtout dans la partie
mathe´matique, passe essentiellement par les remarques dans lesquelles je donne une interpre´tation qui
me tient a` cœur des objets utilise´s, et par la structure globale de l’expose´. Un fait qui m’a marque´ en
e´tudiant les diffe´rents concepts, est que l’intuition dans de tels domaines est certes longue a` acque´rir,
mais esthe´tique et en fait tre`s naturelle en regard des de´veloppements du sie`cle dernier qui ont mene´
a` ces the´ories. Les raisonnements qui ont mene´ Weyl a` de telles avance´es mathe´matiques semblent
d’ailleurs pousse´s par une grande intuition et un sens physique tre`s fin (introduction du fibre´ des
e´chelles, du fibre´ des phases...). La vision qui en re´sulte, de ce qu’est une interaction, est e´galement
inte´ressante. On comprend mieux la nature d’un boson de jauge, du photon en e´lectromagne´tisme par
exemple, qui de´finit simplement un transport canonique de la phase des fonctions d’ondes quantiques
dans l’espace-temps, et fait ainsi interagir les charges.
Le troisie`me chapitre est une initiative comple`tement personnelle, que j’ai voulu mener a` terme, de´ja`
parce que je trouvais l’ide´e inte´ressante, mais aussi car le format de l’exercice - le stage-me´moire du
cursus mixte maths-physique de l’ENS - semble tout a` fait s’y preˆter. J’ai eu une chance inou¨ıe (j’ai
e´te´ bien aiguille´) de pouvoir faire un me´moire de mathe´matique sur un sujet extreˆmement proche de
ce que j’allais e´tudier durant mon stage de physique. J’ai donc voulu, au lieu de rendre un me´moire
de ge´ome´trie d’un coˆte´, et un rapport de stage de l’autre, pre´senter un seul dossier, cohe´rent, d’ou` la
troisie`me partie qui sert de ”transition” entre le me´moire et le rapport de stage. Les discussions que
j’ai pu avoir, les personnes que j’ai pu e´couter notamment lors du se´minaire Higgs Hunting 2015 au
LAL a` Orsay, m’ont pousse´ a` poursuivre cette ide´e. Il en re´sulte un dossier beaucoup trop long certes,
mais de nombreuses sous-parties pourront eˆtre passe´es par les lecteurs de´ja` familiers avec les concepts.
J’espe`re qu’il sera plus lisible pour les autres.
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Chapitre 1
Les e´quations de Maxwell ge´ne´ralise´es
”La libe´ration du carcan de l’espace et du temps est une aspiration du poe`te et du mystique, mais
ce sont les mathe´maticiens qui l’ont re´alise´” (Eddington)
1.1 E´quations de Maxwell et relativite´
Nous allons voir dans cette partie que les e´quations de Maxwell ne sont pas invariantes par action
du groupe de Galile´e. On introduit les notations tensorielles d’emble´e pour, entre autres, alle´ger les
calculs.
1.1.1 Calcul tensoriel dans des espaces vectoriels re´els de dimension finie
Approche ”intuitive” Dans l’espace plat V = Rn muni d’une base (ei)i∈[|1,n|], un vecteur v de
composantes vi s’e´crit
v =
n∑
1
viei
En dimension finie, V est canoniquement isomorphe a` son espace dual (l’espace des formes line´aires
sur V) note´ V ∗. On note (ei)i∈[|1,n|] la base duale associe´e a` (ei)i∈[|1,n|] ; une forme line´aire quelconque
f ∈ V ∗ s’e´crit dans cette base
f =
n∑
1
fie
i
Remarque 1. Un vecteur v (qu’on s’imagine comme une petite fle`che), tout comme une forme line´aire
f (qu’on peut visualiser comme un ensemble de lignes de niveau), existe sans meˆme qu’on ait besoin
de choisir une base pour pouvoir e´crire ses composantes, par conse´quent, ses coordonne´es ne changent
pas n’importe comment quand on de´cide de regarder ”l’objet” d’une manie`re diffe´rente (dans une base
diffe´rente). C’est ce qui motive les de´finitions suivantes. Les notions sont introduites dans ce cadre qui
n’est qu’un cas tre`s particulier de la the´orie pre´sente´e par les ge´ome`tres italiens Levi-Civita et Ricci
dans leur papier de 1900 : [6].
Soit P = (P ij )i,j∈[|1,n|] la matrice de passage de la base (ek)k∈[|1,n|] a` la base (e
′
k)k∈[|1,n|]. Soit v un
vecteur de V , de coordonne´es (vi)i∈[|1,n|] dans la base de de´part et (v′i)i∈[|1,n|] dans la base d’arrive´e. On
exprime ’les anciennes coordonne´es en fonction des nouvelles’, c’est-a`-dire que pour les coordonne´es
d’un vecteur les formules de changement de base sont :
vi =
n∑
1
P ijv
′j (1.1)
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pour tout i ∈ [|1, n|]. Par de´finition de la matrice de passage, on exprime par contre ’les nouveaux
vecteurs de base en fonction des anciens’, c’est-a`-dire :
e′j =
n∑
1
P ijei (1.2)
On veut donner une de´finition rigoureuse de ces proprie´te´s, voici la de´finition historique des ge´ome`tres
italiens :
De´finition 1. On appelle syste`me d’ordre m un ensemble de fonctions des n vecteurs de base et a`
valeurs dans un espace vectoriel re´el en correspondance bijective avec [|1, n|]m.
Remarque 2. Cette de´finition est a` comprendre au sens suivant : les fonctions servent a` de´crire un
objet, par exemple un vecteur (et ce sont ses coordonne´es), dans ce cas il y a n fonctions des n vecteurs
de base. Si on veut de´crire un endomorphisme, il faut nm fonctions des n vecteurs de base s’il est a`
valeurs dans un espace de dimension m.
De´finition 2. On dit qu’un syste`me d’ordre m est covariant (et ses e´le´ments seront de´signe´s par des
symboles Xi1...im) si les e´le´ments dans la nouvelle base (e
′
k)k∈[|1,n|] s’expriment par rapport a` ceux de
l’ancienne base (ek)k∈[|1,n|] par les formules :
X ′i1...im =
n∑
a1=1
...
n∑
am=1
Xa1...amP
a1
i1
...P amim
ou` P est la matrice de passage P = (P ji ) (lignes i et colonnes j).
On dit qu’un syste`me d’ordre m est contravariant (et ses e´le´ments seront de´signe´s par des symboles
Xi1...im) si les e´le´ments dans la nouvelle base (e′k)k∈[|1,n|] s’expriment par rapport a` ceux de l’ancienne
base (ek)k∈[|1,n|] par les formules :
X ′i1...im =
n∑
a1=1
...
n∑
am=1
Xa1...am(P−1)i1a1 ...(P
−1)imam
ou` P est la matrice de passage P = (P ji ) (lignes i et colonnes j).
On vient donc de voir que les coordonne´es d’un vecteur forment une famille contravariante tandis
que les vecteurs de base forment une famille covariante. Les notations utilise´es pour les diffe´rents
objets duaux ne sont pas anodines puisque les cordonne´es des vecteurs du dual V ∗ forment une famille
covariante tandis l’ensemble des vecteurs de la base duale est une famille contravariante.
Introduisons la convention de sommation d’Einstein qui consiste a` supprimer dans l’e´criture des
e´quations le signe somme, si cette dernie`re porte sur un indice re´pe´te´ dans un produit de grandeurs
contravariantes (indice en haut) et covariantes (indice en bas). Dans le cadre de cette convention, la
dimension de l’espace conside´re´ e´tant connue et fixe´e, on notera un vecteur v dans la base (ei)i∈[|1,n|] :
viei, une forme line´aire dans la base duale associe´e (e
i)i∈[|1,n|] : fiei, etc...
Approche alge´brique
De´finition 3. Soient U et V deux espaces vectoriels de dimension finie sur R. Soit M(U, V ) l’espace
vectoriel sur R dont les vecteurs de base sont les couples (u, v)u∈U,v∈V . On regarde alors ces couples
comme des objets fondamentaux, aucune ope´ration alge´brique n’est a priori de´finie sur les couples
eux-meˆmes : par exemple, M(U, V ) contient toutes les combinaisons line´aires finies de ces couples,
mais pour tout re´el λ diffe´rent de 1 ou 0 on a : λ · (u, v) 6= (λu, λv) car λ · (u, v) repre´sente λ fois le
vecteur de base (u, v) tandis que (λu, λv) est un autre vecteur de base de M(U, V ). M(U, V ) est le
produit libre et non le produit carte´sien de U et V .
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Remarque 3. Cette de´finition, bien qu’aride, de´finit un espace beaucoup plus gros que U × V . Cette
de´finition se transpose naturellement a` des espaces vectoriels quelconques. Conside´rons par exemple V
et W deux espaces vectoriels de dimension 2 sur le corps a` trois e´le´ment F3. L’espace vectoriel V ×W
est un espace vectoriel de dimension 4 tandis que M(V,W ) est de dimension 81 !
Dans le cas d’espaces vectoriels de dimension finie sur R, M(U, V ) est de dimension inde´nombrable.
Le passage au quotient permet ensuite, en ”tordant” M(U, V ), d’obtenir des espaces de dimension finie
comme U ⊗ V . Si on change l’espace par lequel on quotiente, on arrive facilement a` d’autres espaces,
par exemple U × V .
De´finition 4. Soit N le sous-espace vectoriel de M(U, V ) engendre´ par les e´le´ments de la forme
(u+u′, v)− (u, v)− (u′, v) ou (u, v+v′)− (u, v)− (u, v′) ou (ru, v)−r · (u, v) ou enfin (u, rv)−r · (u, v).
On pose : U ⊗ V = M(U, V )/N .
L’image d’un couple (u, v) par la projection canonique de M(U, V ) sur U ⊗ V est note´e u⊗ v. On
de´finit l’application biline´aire canonique de U × V dans U ⊗ V par φ(u, v) = u⊗ v ∀u ∈ U, v ∈ V .
Le the´ore`me suivant motive l’introduction des espaces tensoriels et peut meˆme servir de de´finition,
malheureusement pas constructive, du produit tensoriel de deux espaces vectoriels.
The´ore`me 1.1.1. Soit f une application biline´aire de U×V dans un espace vectoriel re´el de dimension
finie W . Alors f se factorise de manie`re unique en f = f˜ ◦ φ avec f˜ : U ⊗ V →W ou` f˜ est line´aire.
U × V f //
φ

W
U ⊗ V
f˜
;;
Preuve. La preuve, technique, est omise ; on peut la trouver par exemple dans [5].
Proposition 1.1.2. Il y a un isomorphisme unique φ : V ⊗W → W ⊗ V tel que pour tous v ∈ V et
w ∈W , φ(v ⊗ w) = w ⊗ v.
Preuve. On conside`re l’application biline´aire f : V ×W →W ⊗ V qui a (v, w) associe w⊗ v et qui se
factorise dans V ⊗W .
De la meˆme fac¸on, on a la :
Proposition 1.1.3. Il y a un unique isomorphisme de (U ⊗ V ) ⊗W sur U ⊗ (V ⊗W ) tel que pour
tous u ∈ U, v ∈ V et w ∈W , φ associe u⊗ (v ⊗ w) a` (u⊗ v)⊗ w.
et on prouve e´galement :
Proposition 1.1.4. Soient fi : Ui → Vj , i = 1, 2 des applications line´aires. Alors il existe une unique
application line´aire f : U1 ⊗ U2 → V1 ⊗ V2 telle que pour tous u1 ∈ U1 et u2 ∈ U2, f(u1 ⊗ u2) =
f(u1)⊗ f(u2).
De plus la proprie´te´ de line´arite´ du produit tensoriel de deux vecteurs se propage au produit
tensoriel de deux espaces vectoriels.
Proprie´te´ 1.1.5. Le produit tensoriel est distributif pour la somme directe.
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Le produit tensoriel de deux espaces vectoriels V et W posse`de une base induite des bases
(vi)i∈[|1,m|] et (wi)i∈[|1,n|] respectives de V et W , donne´e par (vi ⊗ wj)(i,j)∈[|1,m|]×[|1,n|]. En effet V =⊕m
1 Vi et W =
⊕n
1 Wi ou` les Vi et les Wj sont les espaces engendre´s respectivement pour vi et wj ,
pour i ∈ [|1,m|] et j ∈ [|1, n|]. Alors V ⊗W = ⊕i=m,j=ni=1,j=1 Vi ⊗Wj d’apre`s la proprie´te´ pre´ce´dente et la
factorisation de l’application line´aire fi,j : Vi ×Wj → R qui a` (λvi, µwj) associe λµ (R est vu comme
espace vectoriel de dimension 1)
On de´finit alors diffe´rents espaces tensoriels sur un espace vectoriel fixe´ V :
De´finition 5. Pour un entier positif r, on appelle Tr = V ⊗r espace tensoriel contravariant de
degre´ r. Un e´le´ment de Tr est appele´ tenseur contravariant de degre´ r. Si r = 1, T1 = V . Par
convention on e´crit meˆme T0 = R.
De la meˆme manie`re, pour tout entier s positif, Ts = (V
∗)⊗s est appele´ espace tensoriel covariant
de degre´ s et ses e´le´ments tenseurs covariants de degre´ s. On a T1 = V
∗ et par convention T0 = R.
Si (ei)i∈[|1,n|] est une base de V et si (ei)i∈[|1,n|] est la base duale associe´e, tout tenseur K contra-
variant d’ordre r s’e´crit (en convention d’Einstein) de manie`re unique :
K = Ki1...irei1 ⊗ ...⊗ eir
et tout tenseur L covariant d’ordre s s’exprime de manie`re unique par :
L = Lj1...jse
j1 ⊗ ...⊗ ejs
Ki1...ir et Lj1...js sont respectivement les composantes de K et L par rapport a` la base (ei)i∈[|1,n|].
Liens entre les deux approches Soient (ei)i∈[|1,n|] et (e˜i)i∈[|1,n|] deux bases de V relie´es par la
transformation e˜i = A
i
jei. Le changement de base duale associe´ dans V
∗ s’e´crit e˜i = Bijei ou` B = A
−1.
Si K est un tenseur contravariant d’ordre k, on a K˜i1...ir = Ai1j1 ...A
ir
jr
Ki1...ir et de meˆme pour le tenseur
L s fois covariant : L˜i1...is = B
j1
i1
...Bjrir Li1...is ce qui correspond bien a` ce qui est attendu.
De´finition 6. L’espace tensoriel mixte de type (r, s) ou espace tensoriel r fois contravariant et s fois
covariant est le produit tensoriel Trs = T
r⊗Ts. On a le meˆme type de proprie´te´s que pour les tenseurs
contravariant ou covariant : expression des coordonne´es dans la base induite, formules de changement
de base ...
Produit de deux tenseurs Posons T =
⊕∞
r,s=0 T
r
s. On munit T d’une structure d’alge`bre N-
gradue´e : par la proprie´te´ de factorisation universelle du produit tensoriel, il existe une unique appli-
cation line´aire de Trs×Tpq dans Tr+ps+q qui envoie (v1⊗ ...⊗vr⊗v1⊗ ...⊗vs, w1⊗ ...⊗wp⊗w1⊗ ...⊗wq)
sur (v1 ⊗ ...⊗ vr ⊗ v1 ⊗ ...⊗ vs ⊗ w1 ⊗ ...⊗ wp ⊗ w1 ⊗ ...⊗ wq)
De´finition 7. On de´finit la contraction d’indice comme suit : a` chaque couple (i, j)i∈[|1,r|], j∈[|1,s|] est
associe´ l’unique application de Trs dans T
r−1
s−1 qui envoie v1 ⊗ ...⊗ vr ⊗ v1 ⊗ ...⊗ vs sur vj(vi)v1 ⊗ ...⊗
vi−1 ⊗ vi+1 ⊗ ...⊗ vr ⊗ v1 ⊗ ...⊗ vj−1 ⊗ vj+1 ⊗ ...⊗ vs.
Interpre´tation comme applications multiline´aires
Proposition 1.1.6. Tr est canoniquement isomorphe a` l’espace vectoriel des application r-line´aires
de V ×r dans R.
Proposition 1.1.7. Tr est canoniquement isomorphe a` l’espace vectoriel des application r-line´aires
de (V ∗)×r dans R.
De´finition 8. Posons T00(V,W ) = F . Pour p, q > 0, T
p
q(V,W ) est identifie´ a` l’espace des fonctions
multiline´aires de (V ∗)×p×V ×q dans W . Tpq(V,R) est note´ Tpq(V ). ∀f ∈ Tpq(V ) f s’e´crit (en convention
d’Einstein) f = f
i1...ip
j1...jq
vi1 ⊗ ...⊗ vip ⊗ vj1 ⊗ ...⊗ vjq .
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Alge`bre exte´rieure
De´finition 9. De´finissons
∧k(V,W ) comme le sous-espace de T0q(V,W ) des applications multiline´aires
totalement antisyme´triques de E dans F . On note
∧k(V ) = ∧k(V,R). Soit ω ∈ ∧k(V ). ω s’e´crit :
ω = ωi1...ikv
i1 ⊗ ...⊗ vik ou` ωi1...ik ∈ R est antisyme´trique en les indices i1, ..., ik.
Enfin il existe un produit qui munit
∧
(M) =
⊕∞
k=0
∧k(M) d’une structure d’alge`bre N-gradue´e.
De´finition 10 (Produit exte´rieur). Pour α ∈ ∧i(E) et pour β ∈ ∧j(E), on de´finit α∧β ∈ ∧i+j par :
(α ∧ β)(u1, ..., ui+j) = 1
i!j!
∑
σ∈Si+j
(−1)σα(uσ(1), ..., uσ(i))β(uσ(i+1), ..., uσ(i+j))
Pour α ∈ ∧0(E), on pose α ∧ β = αβ.
Remarque 4. Les tenseurs interviennent naturellement beaucoup en physique pour la raison sui-
vante : les objets manipule´s, comme les vecteurs, les endomorphismes, les formes, ont une existence
intrinse`que ; cependant la manie`re de les de´crire de´pend de la base dans laquelle on les regarde. C’est
cette proprie´te´ fondamentale que respectent les tenseurs. Inversement, si une grandeur suit les meˆmes
formules de changement de base qu’un tenseur d’ordre (p, q), alors c’est un tenseur d’ordre (p, q)
et l’objet existe par dela` les bases utilise´es pour le repre´senter. Toute loi physique peut en fait
s’e´crire comme une e´galite´ de tenseurs puisqu’on cherche a` de´crire des objets intrinse`ques.
1.1.2 Non invariance par transformations de Galile´e
Dans tout ce paragraphe, on se place dans R3 muni du produit scalaire euclidien et de la me´trique
associe´e gij . Rappelons les quatre e´quations de Maxwell exprime´es sous leur forme classique :
~∇ · ~E = ρ
0
↔ ∂iEi = ρ
0
(1.3)
~∇× ~B = µ0j + 1
c2
∂ ~E
∂t
↔ c2ijk∂iBj = µ0c2j + ∂tEk (1.4)
~∇ · ~B = 0↔ ∂iBi = 0 (1.5)
~∇× ~E = −∂
~B
∂t
↔ ijk∂iEj = ∂tBk (1.6)
Plac¸ons nous d’emble´e dans le vide. Conside´rons une transformation de Galile´e : Soit (R′) un re´fe´rentiel
qui s’e´loigne du re´fe´rentiel galile´en (R), a` la vitesse ~V constante. On de´signe les coordonne´es d’un point
Figure 1.1 – Sche´ma de la situation
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dans le re´fe´rentiel (R) par (xi)i∈1,2,3 et dans (R′) par (x′i)i∈1,2,3. On a les relations suivantes entre les
coordonne´es : 
x′1 = x1 + V 1t
x′2 = x2 + V 2t
x′3 = x3 + V 3t
Le principe de relativite´ galile´enne affirme que les lois physiques sont invariantes par changement
de re´fe´rentiel galile´en. Une particule charge´e de charge q et de vitesse ~u subit, lorsqu’elle est soumise a`
une champ e´lectromagne´tique exte´rieur, une force dite force de Lorentz qui s’e´crit, dans le re´fe´rentiel
(R) : ~F = q( ~E + ~u× ~B).
Dans (R′) on a donc ~F ′ = q( ~E′+~u× ~B′+ ~V × ~B′). Le principe de relativite´ galile´enne impose ~F ′ = ~F .
Cela doit eˆtre vrai pour toutes les vitesses ~u, d’ou` ~B = ~B′, et par conse´quent on de´duit ~E′ = ~E−~V × ~B.
Proposition 1.1.8. L’e´quation de Maxwell-Gauss ∂iE
i = 0 n’est pas invariante par action du groupe
de Galile´e.
Preuve. On a, d’apre`s les e´quations de Maxwell :
∂iE
i = 0
d’ou`, d’apre`s ce qui a e´te´ e´nonce´ sur les formules de changement de re´fe´rentiel :
∂′i(E
′i + jkiVjBk) = 0
ou` ∂′i est la de´rive´e selon x
′i (on a ∂′i = (∂
′
ix
i) · ∂i = ∂i). On obtient donc :
∂′iE
′i + Vjjki∂′iBk = 0
ce qui donne :
∂′iE
′i = Vkijk∂′iBj
Autrement dit :
~∇′ · ~E′ = ~V · ( ~∇′ × ~B′)
qui est non nul si ~E′ n’est pas constant.
Proposition 1.1.9. L’e´quation de Maxwell-Ampe`re c2ijk∂iBj = ∂tE
k n’est pas invariante par trans-
formation de Galile´e.
Preuve. L’e´quation donne, compte tenu des formules de changement de re´fe´rentiel :
ijk∂′iB
′
j =
1
c2
∂t(E
′k − ijkViBj)
d’ou` :
ijk∂′iB
′
j =
1
c2
(∂′tE
′k − vi∂′iE′k − ijkVi∂′tBj + ijkViV l∂′lBj)
car on passe du syste`me de coordonne´es (x1, x2, x3, t) au syste`me (x′1, x′2, x′3, t′) ou` t = t′, cependant
∂t = (
∂x′i
∂t )∂x′i + ∂t′ . A priori, on n’a pas
vi∂′iE
′k + ijkVi∂′tBj = 
ijkViV
l∂′lBj
et on peut prendre un contre-exemple simple (~V = V ~e1) pour s’en convaincre.
Remarque 5. Les deux autres e´quations de Maxwell sont invariantes par transformation de Galile´e.
Ce fait trahit la structure profonde des e´quations de Maxwell, sur laquelle nous reviendrons en essayant
de ge´ne´raliser ces e´quations a` un espace courbe, avec le moins d’hypothe`ses possibles.
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1.1.3 Invariance par transformations de Lorentz
Dans ce paragraphe, on se place dans le cadre naturel de la relativite´ restreinte : l’espace-temps de
Minkowski, c’est-a`-dire R4 muni d’une forme biline´aire syme´trique f , dont la forme quadratique as-
socie´e est de signature (1, 3), la me´trique de Minkowski. Autrement dit, il existe une base (ei)i∈[|0,3|]
telle que : f(e0, e0) = −1 et
∀i ∈ [|1, 3|] f(ei, ei) = 1
et f(eµ, eν) = 0 si µ 6= ν. On note η la matrice de f (ηαβ)α,β∈[|0,3|] telle que ηαβ = f(eα, eβ).
De´finition 11. On appelle groupe de Lorentz le groupe O(1, 3) des endomorphismes de l’espace vec-
toriel R4 qui pre´servent la me´trique. Il se repre´sente naturellement comme les matrices A telles que
ηTAη = A. O(1, 3) a quatre composantes connexes, selon que le sens du temps est pre´serve´ (transfor-
mations orthochrones) ou non, et selon la conservation du signe des volumes (les transformation de
de´terminant 1 pre´servent ce signe). Le groupe SO(1, 3)+ des transformations propres orthochrones est
le groupe de Lorentz restreint. Le quotient O(1,3)
SO(1,3)+
est isomorphe au ’Klein Viergruppe’, et en fait :
O(1, 3) ' SO(1, 3)+o (1, P, T, PT ), ou` P et T sont respectivement les ope´rateurs d’inversion spatiale
de renversement du temps :
P =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 et T =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

Pour simplifier, on conside`re la situation de changement de re´fe´rentiels pre´ce´dente, ou` ~V est dirige´e
selon l’axe de vecteur directeur ~e1. La transformation des coordonne´es d’un e´ve`nement s’e´crit alors :
x′0 = γ(x0 − βx1)
x′1 = γ(x1 − βx0)
x′2 = x2
x′3 = x3
et la transformation des champs associe´e :
Ex = E
′
x
Ey = γ(E
′
y + V B
′
z)
Ez = γ(E
′
z − V B′y)
Bx = B
′
x
By = γ(B
′
y − Vc2E′z)
Bz = γ(B
′
z +
V
c2
E′y)
Les e´quations de Maxwell sont invariantes par action du groupe de Lorentz restreint. Cependant,
nous ne faisons pas apparaˆıtre les preuves ici puisqu’elles seront donne´es dans un cadre beaucoup plus
ge´ne´ral dans la suite.
1.2 E´quations de Maxwell sur une varie´te´
Avant d’introduire les fibre´s principaux pour ge´ome´triser les interactions e´lectromagne´tiques, nous
devons de´finir ”proprement” le champ e´lectromagne´tique ; et cela passe par une de´finition si ge´ne´rale
qu’elle permet en fait de de´finir le champ e´lectromagne´tique sur une varie´te´ quelconque.
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1.2.1 Varie´te´s, champs de tenseurs et k-formes
Le champ e´lectrique, le champ magne´tique et le champ e´lectromagne´tique sont des exemples de
formes diffe´rentielles sur une varie´te´. Bien que relativement abstraites, les formes diffe´rentielles sont une
notion unificatrice forte. Commenc¸ons par donner la de´finition tre`s naturelle de varie´te´, correspondant
a` la ge´ne´ralisation de la description du globe terrestre (par exemple) sous la forme de cartes rassemble´es
en atlas (il est impossible de de´crire toute la Terre de manie`re correcte (sans la de´chirer) a` l’aide d’une
seule carte plane).
Varie´te´s, espaces tangents et 1-formes
De´finition 12 (Varie´te´ C∞). Soit M un ensemble muni d’un atlas (Ui, φi)i∈I , c’est-a`-dire de la
donne´e d’un recouvrement de M (Ui)i∈I , et de bijections φi : Ui → Rn appele´es cartes, telles que
l’image de Ui par φi est ouverte dans Rn. On suppose que pour tout i, j ∈ I, les applications φi ◦φ−1j :
φj(Ui
⋂
Uj) → φi(Ui
⋂
Uj) sont lisses, c’est -a`-dire C
∞. M est muni de la topologie engendre´e par
les (φi)i∈I que l’on prend se´pare´e (T2). On appelle dimension de la varie´te´ M l’entier n. On notera
souvent Mn pour de´signer la varie´te´ et donner d’emble´e sa dimension.
Figure 1.2 – De´finition d’une varie´te´ diffe´rentielle
De´finition 13. Soit x ∈ Md. Une courbe passant par x est une application lisse γ : [a, b] → M,a <
0 < b telle que γ(0) = x. On dit que les courbes γ1 et γ2 passant par x sont e´quivalentes si pour une
carte φ sur un voisinage de x on a (φ ◦ γ1)′(0) = (φ ◦ γ2)′(0). Une classe d’e´quivalence de courbes
passant par x est appele´ vecteur tangent en x. L’ensemble de tous les vecteurs tangents en x est
note´ TxM , et est naturellement isomorphe a` Rd en tant qu’espace vectoriel. Soit f ∈ C∞(M,R) que
nous noterons de´sormais C∞(M). On appelle de´rive´e de f le long de Yx avec γ′(0) = Yx ∈ TxM la
de´rive´e (f ◦ γ)′(0) et on note Yx[f ].
On peut a` pre´sent de´finir ce qu’est un champ de vecteurs sur la varie´te´ M :
De´finition 14. Posons TM =
⋃
x∈M TxM . Un champ de vecteurs autonome sur M est une fonction
Y : M → TM telle que ∀x ∈ M,Yx ∈ TxM . De plus il faut que ce champ varie de manie`re lisse, au
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sens suivant : ∀f ∈ C∞(M), on impose que x 7→ Yx[f ] soit dans C∞(M). On note cette fonction Y [f ],
c’est la de´rive´e de f le long du champ de vecteur Y . Notons Γ(TM) l’ensemble des champs de vecteurs
sur M . Nous n’utiliserons que des champs de vecteurs autonomes et appellerons champ de vecteurs un
champ de vecteurs autonome.
La donne´e d’une carte (U, φ) au voisinage de x ∈M induit une base naturelle du plan tangent en
tout y ∈ U :
De´finition 15. Soit φ : U → Rn une carte de´finie au voisinage de x. Les champs de vecteurs
coordonne´es sont de´finis par :
(∂i)x =
d
dt
φ−1(φ(x) + tei)(t=0)
ou` ei est le i-e`me vecteur de la base canonique de Rn. Soit Y ∈ Γ(TM). Restreint a` U , on peut toujours
e´crire Y = ai∂i et on a a
i ∈ C∞(M).
On e´nonce maintenant sans de´monstration le the´ore`me fondamental suivant qui donne l’existence
du flot d’un champ de vecteurs sur une varie´te´.
The´ore`me 1.2.1. Soit X un champ de vecteurs autonome sur M . Pour tout x0 ∈ M , il existe un
ouvert I de R contenant 0, un ouvert U de M contenant x0 et une application flot local φ : I×U →M
C∞ en ses deux variables, c’est-a`-dire ve´rifiant ∀x ∈ U , φ(0, x) = x et ∀x ∈ U l’application t→ φ(t, x)
est la solution locale de l’e´quation diffe´rentielle ∂tφ(t, x) = X(φ(t, x)) dont l’existence est donne´e par
le the´ore`me de Cauchy-Lipschitz.
L’unicite´ de la solution locale associe´e au proble`me de Cauchy re´sulte aussi de l’unicite´ dans le
the´ore`me de Cauchy-Lipschitz. Si toutes les solutions maximales de l’e´quation diffe´rentielle conside´re´es
sont de´finies sur tout R, le champ de vecteurs est dit complet, et le flot est de´fini sur tout R pour la
variable temps. Le the´ore`me de sortie des compacts donne directement le the´ore`me suivant.
The´ore`me 1.2.2. Tout champ de vecteur a` support compact est complet.
On va maintenant voir comment un champ de vecteurs est transporte´ par un diffe´omorphisme.
De´finition 16. Soit f : M → N un diffe´omorphisme lisse et x ∈M . On de´finit le pousse´ en avant
de f en x comme f∗x : TxM → Tf(x)N par f∗x(γ′(0)) = (f ◦ γ)′(0). On de´finit ainsi f∗Y le champ de
vecteurs sur N pousse´ en avant de Y champ de vecteurs sur M par f .
TM
f∗ //
pi

TN
pi′

M
f // N
On peut de´finir de la meˆme manie`re les 1-formes sur M :
De´finition 17. Notons Tpq(M) =
⋃
x∈M T
p
q(TxM). Une 1-forme sur M est une fonction α : M →
T01(TM) telle que ∀x ∈ M on a αx ∈ T01(TxM). On demande aussi que cette application varie de
manie`re lisse sur M : ∀Y ∈ Γ(TM) la fonction α(Y ) donne´e par α(Y )(x) = αx(Yx) doit eˆtre dans
C∞(M). On note Ø1(M) l’ensemble des 1-formes sur M .
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Ge´ne´ralisation du gradient d’une fonction Soit f une fonction C∞ sur Rn. La de´rive´e direc-
tionnelle de f dans la direction v est le produit scalaire du gradient de f avec le vecteur v : vf = ~∇·~v.
On veut de´finir, pour tout f ∈ C∞(M) un objet note´ df qui joue le roˆle du gradient dans Rn.
Le gradient d’une fonction est un champ de vecteurs, donc on aurait envie que df soit un champ
de vecteurs sur M . Cependant le proble`me vient du produit scalaire de´fini naturellement sur Rn,
mais pas sur notre varie´te´ M . L’objet qui donne la manie`re de prendre le produit scalaire de deux
vecteurs tangents est appele´ me´trique, et nous le de´finirons rigoureusement plus tard. Cependant, il
est avantageux d’avoir la diffe´rentielle df de f de manie`re inde´pendante d’une quelconque me´trique
sur M : de nombreuses me´triques sont par exemple solutions de l’e´quation d’Einstein, et il n’y a pas de
choix canonique. En essayant de conserver les proprie´te´s du gradient, on de´finit alors la diffe´rentielle
ou de´rive´e exte´rieure de la manie`re suivante.
De´finition 18. La diffe´rentielle de f ∈ C∞(M) est la 1-forme df qui a` un champ de vecteurs Y sur
M associe la de´rive´e de f le long de Y . E´value´e en x ∈ M on a donc df(Y )x = Yx[f ]. On ve´rifie
imme´diatement qu’il s’agit bien d’une 1-forme.
La fonction d : C∞ → Ø1(M) qui a une fonction associe sa de´rive´e exte´rieure ve´rifie les proprie´te´s
suivantes : Pour f, g, h ∈ C∞, α ∈ R on a d(f + g) = df + dg et aussi d(αf) = αdf , autrement dit
d est R-line´aire, on a e´videmment (f + g)dh = fdh + gdh et ce qui s’appelle la re`gle de Leibniz
d(fg) = fdg + gdf .
Vecteurs cotangents Un champ de vecteurs associe a` chaque point x ∈M un vecteur de l’espace
tangent en x TxM . De la meˆme manie`re, une 1-forme associe a` chaque point x ∈ M un objet appele´
vecteur cotangent. Un vecteur cotangent est une forme line´aire sur TxM . On peut le visualiser
comme des hyperplans ”de niveau” paralle`les au voisinage du point conside´re´ (l’image re´ciproque des
entiers relatifs par la forme line´aire). Lorsqu’on prend l’image d’un vecteur tangent ~v par le vecteur
cotangent df conside´re´, df(~v) est en quelque sorte le nombre d’hyperplans que croise le vecteur ~v, avec
une orientation, parce que df(~v) peut eˆtre ne´gatif. Il faut donc ”marquer” l’hyperplan correspondant
a` un +1.
Figure 1.3 – Un vecteur cotangent peut eˆtre vu comme un ensemble de lignes de niveau
Champs de tenseurs, k-formes
De´finition 19. Un champ de tenseurs de type (p, q) sur M est une fonction S : M → Tpq(M)
telle que Sx ∈ Tpq(TxM) et telle que pour tous Y1, ..., Yq ∈ Γ(TM), α1, ..., αp ∈ Ø1(M), la fonction
S(α1, ..., αp, Y1, ..., Yp) donne´e par
S(α1, ..., αp, Y1, ..., Yp)(x) = S(α1x, ..., αpx, Y1x, ..., Ypx)
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est dans C∞(M). L’espace de tous les champs de tenseurs de type (p, q) sur M est note´ Tpq(M).
De´finition 20. Une k-forme sur M est un champ de tenseurs ω de type (0, k) sur M tel que ∀x ∈M
ωx ∈
∧k(M).
On note Øk(M) l’ensemble des k-formes sur la varie´te´M . On peut multiplier les formes diffe´rentielles
entre elles par un produit exte´rieur point par point :
De´finition 21. Pour α ∈ Øi(M) et β ∈ Øj(M), on de´finit α ∧ β ∈ Øi+j(M) par (α ∧ β)x = αx ∧ βx.
On peut exprimer localement les k-formes dans une base particulie`re : si φ : U → Rn est une carte,
alors localement, une base des champs de vecteurs est (∂i)i∈[|1,n|]. Une base des k-formes sur U est
alors donne´e par (dxi)i∈[|1,n|] ou` dxi(∂j) = δ
j
i . Alors toute k-forme ω ∈ Øk(M) s’e´crit sur U :
ω =
1
k!
ωi1...ikdx
i1 ∧ ... ∧ dxik
ou` ωi1...ik = ω(∂i1 , ..., ∂ik) ∈ C∞(M).
De´rive´e exte´rieure, tire´ en arrie`re
De´finition 22. On a vu que si f ∈ C∞(M), alors df ∈ Ø1(M) est de´finie par df(Y ) = Y [f ] pour tout
champ de vecteurs sur M . Pour ω ∈ Øk(M), on de´finit dω comme la (k + 1)-forme qui s’exprime,
restreinte a` U , par
dω =
1
k!
d(ωi1...ik) ∧ dxi1 ∧ ... ∧ dxik
dω =
1
k!
∂i(ωi1...ik)dx
i ∧ dxi1 ∧ ... ∧ dxik
Remarque 6. Il existe une de´finition de la de´rive´e exte´rieure qui ne fait pas appel a` un syste`me local
de coordonne´es : pour tous X1, ..., Xk+1 ∈ Γ(TM), on a
dω(X1, ..., Xk+1) =
k+1∑
i=1
(−1)i+1Xi[ω(X1, ..., X˜i, ..., Xk+1)]
+
∑
16=i<j 6=n
(−1)i+jω([Xi, Xj ], X1, ..., X˜i, ..., X˜j , ...,Kk+1)
ou` il faut omettre les termes surmonte´s d’un tilde, et ou` [A,B] est le crochet de Lie des champs de
vecteurs A et B, de´fini par [A,B]x[f ] = Ax[B[f ]]−Bx[A[f ]].
Proprie´te´s 1.2.3. On a pour α ∈ Øi(M) et β ∈ Øj(M) :
d(α ∧ β) = dα ∧ β + (−1)iα ∧ dβ
et
d2 = d ◦ d = 0
De´finition 23. On dit qu’une forme diffe´rentielle ω est exacte si elle est la de´rive´e exte´rieure d’une
autre forme  i.e ω = d. On dit qu’elle est ferme´e si dω = 0.
De la meˆme manie`re qu’on peut pousser en avant les champs de vecteurs par un diffe´omorphisme,
on peut tirer en arrie`re les k-formes :
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De´finition 24. Soit f : M → N un diffe´omorphisme lisse, et soit ω ∈ Øk(N). Le tire´ en arrie`re
f∗ω de ω par f est dans Øk(M) et est de´fini par (f∗ω)x(Y1, ..., Yk) = ωf(x)(f∗x(Y1), ..., f∗x(Yk)) pour
Y1, ..., Yk ∈ Γ(TM).
Øk(M)
pi

Øk(N)
f∗oo
pi′

M
f // N
Le tire´ en arrie`re est en fait tre`s naturel pour les formes sur M car :
Proposition 1.2.4. On a, sous les meˆmes hypothe`ses, d(f∗ω) = f∗dω. De plus f∗(α∧β) = f∗α∧f∗β
et on a la fonctorialite´ (f ◦ g)∗ω = g∗f∗ω.
Preuve. C’est direct a` partir des de´finitions du tire´ en arrie`re et du wedge.
Liens entre la de´rive´e exte´rieure et les ope´rateurs diffe´rentiels
Proprie´te´ 1.2.5. Pour une fonction f ∈ C∞(R3), on a ~∇×( ~∇f) = 0 et pour ~A un champ de vecteurs
sur R3, on a ~∇ · (~∇× ~A) = 0.
Cette proprie´te´ des ope´rateurs diffe´rentiels n’est pas sans rappeler que pour la de´rive´e exte´rieure,
d ◦ d = 0.
On a de´ja` vu que la de´rive´e exte´rieure jouait le meˆme roˆle que le gradient, au choix d’une me´trique
pre`s. Pour f ∈ C∞(R3), on peut e´crire :
df = (∂xf)dx+ (∂yf)dy + (∂zf)dz
Calculons alors dans le cas le plus ge´ne´ral la de´rive´e exte´rieure d’une 1-forme quelconque :
ω = ωxdx+ ωydy + ωzdz
ce qui donne :
dω = (∂yωz − ∂zωy)dy ∧ dz + (∂zωx − ∂xωz)dz ∧ dx+ (∂xωy − ∂yωx)dx ∧ dy
Autrement dit, la de´rive´e exte´rieure d’une 1-forme est essentiellement le rotationnel, a` condition de
pouvoir se ramener a` un vecteur, ce qui est possible avec une me´trique et l’ope´rateur de Hodge que
nous de´finirons plus tard. Pour une 2-forme quelconque :
ω = ωxydx ∧ dy + ωyzdy ∧ dz + ωzxdz ∧ dx
un calcul rapide donne :
dω = (∂zωxy + ∂zωxy + ∂zωxy)dx ∧ dy ∧ dz
qui est la divergence un tout petit peu de´guise´e ! On peut re´sumer le tout en notant :
Gradient↔ d : Ø0(R3)→ Ø1(R3)
Rotationnel↔ d : Ø1(R3)→ Ø2(R3)
Divergence↔ d : Ø2(R3)→ Ø3(R3)
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Figure 1.4 – Le crochet de Lie permet de mesurer le de´faut de commutation de deux champs de
vecteurs
1.2.2 Crochet de Lie de deux champs de vecteurs
Soit Md une varie´te´, x0 ∈ M . Soient deux champs de vecteurs X et Y de´finis localement en x0
et φX , φY leurs flots respectifs. On veut de´crire a` quel point les flots de ces champs de vecteurs
commutent. On de´finit l’application
Φ : R2 →M
localement au voisinage de (0, 0) par :
Φ(s, t) = φsY ◦ φtX ◦ φ−sY ◦ φ−tX (x0)
Comme pour tous les s, t dans un voisinage adapte´ de 0, Φ(0, t) = Φ(s, 0) = 0, on a
∂1Φ(0, 0) = ∂2Φ(0, 0) = 0
La de´rive´e seconde d2Φ(0, 0) est donc bien de´finie et d2Φ(0, 0)(˙s, t) = st∂212Φ(0, 0). On pose :
[X,Y ](x0) = ∂
2
12Φ(0, 0)
C’est bien un champ de vecteur lisse au sens de´fini plus haut. En conside´rant la courbe γ : t→ Φ(t, t)
de´finie sur un voisinage convenable de 0, de de´rive´e nulle en 0, on a [X,Y ](x0) =
1
2
d2
dt2
γ(0).
Par exemple, sur R2, les champs de vecteurs X = (1, 0) et Y = (0, x) ne commutent pas. On peut
calculer leur crochet : [X,Y ](0) = (0,−1).
The´ore`me 1.2.6 (Stabilite´ par pousse´ en avant). Soit f : M → N un diffe´omorphisme de varie´te´s,
et X, Y deux champs de vecteurs sur M. Alors [f∗X, f∗Y ] = f∗[X,Y ].
Preuve. Soit x0 ∈ M . On appelle r(t) : sign(t)
√|t|. On conside`re la courbe x(t) = Φ(r(t), r(t)) qui
donne x′(0) = [X,Y ](x0). Alors :
f ◦ x(t) = f ◦ φr(t)Y ◦ f−1 ◦ f ◦ φr(t)X ◦ f−1 ◦ f ◦ φ−r(t)Y ◦ f ◦ φ−r(t)X ◦ f−1 ◦ f(x)
f ◦ x(t) = φr(t)f∗Y ◦ φ
r(t)
f∗X ◦ φ
−r(t)
f∗Y ◦ φ
r(t)
f∗X(f(x))
ce qui donne la formule voulue en de´rivant en 0.
The´ore`me 1.2.7. On a [X,Y ](x0) =
d
ds |s=0((φ
s
Y )∗X(x))
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Figure 1.5 – Deux champs de vecteurs qui ne commutent pas
Preuve.
φsY ◦ φtX ◦ φ−sY = φt(φsY )∗X
Φ(s, t) = φt(φsY )∗X
◦ φ−tX (x0)
∂2Φ(s, 0) = (φ
s
Y )∗X(x)−X(x)
En coordonne´es on a donc : ([X,Y ])i = ∂j(Yi)Xj − ∂j(Xi)Yj avec la convention de sommation
d’Einstein. Cela nous permet d’exprimer le crochet de Lie d’une troisie`me manie`re, encore diffe´rente,
en termes de de´rive´es le long de champs de vecteurs. On se rend ici compte de l’inte´reˆt de la notation
∂i pour les champs de vecteurs canoniques locaux.
The´ore`me 1.2.8. Soient X et Y deux champs de vecteurs sur M . Le crochet [X,Y ] est l’unique champ
de vecteurs de´fini sur M tel que pour toute fonction f lisse sur M , on ait [X,Y ]x[f ] = Xx[Y [f ]] −
Yx[X[f ]].
Preuve. On fait le calcul direct dans les cartes pour arriver au re´sultat.
Le crochet ve´rifie certaines proprie´te´s alge´briques inte´ressantes ; par exemple, pour trois champs
de vecteurs X, Y , et Z sur M , on a (e´galite´ de Jacobi) :
[X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0
1.2.3 La premie`re paire d’e´quations
On cherche a` re´e´crire la premie`re paire d’e´quations de Maxwell en trouvant une formulation qui
les ge´ne´ralise a` n’importe quelle varie´te´. Il s’agit des e´quations donne´es par :
~∇ · ~B = 0
et
~∇× ~E + ∂t ~B = 0
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Cas statique On a vu que la divergence est le produit exte´rieur sur les 2-formes dans R3 et que le
rotationnel le produit exte´rieur sur les 1-formes dans R3. Ainsi plutoˆt que de conside´rer les champs
e´lectrique ~E = (Ex, Ey, Ez) et magne´tique ~B = (Bx, By, Bz) comme des vecteurs, on va les conside´rer
respectivement comme une 1-forme et une 2-forme :
B = Bxdy ∧ dz +Bydz ∧ dx+Bzdx ∧ dy
E = Exdx+ Eydy + Ezdz
Ainsi la premie`re paire d’e´quations de Maxwell s’e´crit simplement dE = 0, dB = 0.
Cas ge´ne´ral Dans le cas ou` les champs ne sont pas statiques, il faut les penser comme des objets de
l’espace temps et non plus seulement de l’espace. On se place dans R4 avec les coordonne´es standards
(x0, x1, x2, x3) = (t, x, y, z). On prend toujours :
E = Exdx+ Eydy + Ezdz
B = Bxdy ∧ dz +Bydz ∧ dx+Bzdx ∧ dy
On de´finit alors le champ e´lectromagne´tique F comme une 2-forme sur R4, par :
F = B + E ∧ dt
qu’on peut de´composer sur la base canonique des 2-formes :
F =
1
2
Fµνdx
µ ∧ dxν
et sous forme matricielle, en prenant la base canonique de R4 ⊗ R4 donne´e par la famille : (dxi ⊗
dxj)i,j∈[|0,3|]) si ((dxj)j∈[|0,3|]) est la base canonique de
∧
(R4) :
F =

0 −Ex −Ey −Ez
Ex 0 Bz −By
Ey −Bz 0 Bx
Ez By −Bx 0

The´ore`me 1.2.9. La premie`re paire d’e´quations de Maxwell s’e´crit juste :
dF = 0
Preuve. Tout d’abord on a :
dF = d(B + E ∧ dt)
Or si ω = ωIdx
I ou` I parcourt l’ensemble des multi-indices (par exemple pour ω = F , ωI =
1
2Fµν
et dxI = dxµ ∧ dxν) alors dω = ∂µωIdxµ ∧ dxI . On peut donc de´composer dω en une partie spatiale
dsω = ∂iωIdx
i ∧ dxI ou` i parcourt [|1, 3|] et une partie temporelle dt ∧ ∂tω = ∂0ωIdx0 ∧ dxI . Par
conse´quent :
dF = dsB + dt ∧ ∂tB + (dsE + dt ∧ ∂tE) ∧ dt
dF = dsB + (∂tB + dsE) ∧ dt
d’ou` le syste`me d’e´quations : {
dsB = 0
∂tB + dsE = 0
qui est e´quivalent aux deux premie`res e´quations de Maxwell.
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Remarque 7. La grande force du langage des formes diffe´rentielles est sa ge´ne´ralite´, qui permet
de de´finir un champ magne´tique F comme une 2-forme sur n’importe quelle varie´te´ M . Les deux
premie`res e´quations de Maxwell la contraignent juste a` eˆtre ferme´e. On peut voir l’espace temps comme
un fibre´ en droite sur la sous-varie´te´ d’espace, cependant ce fibre´ n’est pas ne´cessairement trivial :
autrement dit on ne peut pas force´ment e´crire M = R×S ou` S est la varie´te´ d’espace. Les notions de
champ e´lectrique et de champ magne´tique peuvent alors perdre leur sens ; seule subsiste celle de champ
e´lectromagne´tique.
Remarque 8. Si l’espace temps M est trivial, il peut s’e´crire M = R × S de bien des fac¸ons ! En
relativite´, les diffe´rents repe`res inertiels correspondent a` diffe´rentes trivialisations de cette nature,
relie´es par les transformations de Lorentz. C’est pourquoi le champ e´lectrique et le champ magne´tique
sont me´lange´s lorsqu’ils subissent une transformation de Lorentz.
Remarque 9. La premie`re paire d’e´quations n’implique pas le mesure de distances dans l’espace-
temps. On n’a pas encore parle´ de la me´trique de Minkowski, seulement de R4 ! C’est pour cela que
ces e´quations sont invariantes par transformation de Galile´e. La deuxie`me paire d’e´quations, elle, a
besoin d’une me´trique de manie`re implicite.
1.2.4 Me´trique, e´le´ment de volume et ope´rateur de Hodge
Le cas de l’espace plat
De´finition 25. Une me´trique sur E ou` E est un espace vectoriel re´el est une 2-forme g ∈ T02(E) telle
que g est syme´trique et non de´ge´ne´re´e (c’est-a`-dire que si ∀v ∈ E, g(u, v) = 0 alors u = 0).
Proposition 1.2.10. Il existe une base (ei)i∈[|1,n|] orthonormale pour g au sens suivant :
g(ei, ej) = ±δij∀i, j ∈ [|1, n|]
Preuve. La forme g biline´aire syme´trique g e´tant non nulle, et sachant que :
g(x, y) =
1
2
(g(x+ y, x+ y)− g(x, x)− g(y, y))
on en de´duit qu’il existe un x ∈ E tel que g(x, x) est non nul (autrement dit il existe un x non
isotrope). Par conse´quent Rx ∩ x⊥ = ∅ donc Rx⊕ x⊥ = E. On applique alors le meˆme raisonnement
a` x⊥ et on obtient un base orthogonale (ei)i∈[|1,n|] qui permet d’e´crire, en posant g(ei, ei) = αi :
g(x, x) = α1(x
1)2 + ...+ αn(x
n)2
Et comme on est dans R, on en de´duit le re´sultat voulu.
De´finition 26. Un e´le´ment de volume sur E relativement a` g est un µ ∈ ∧n(E) donne´ par e1∧ ...∧en
si (ei)i∈[|1,n|] est une base orthonormale. On a ei ∈
∧1(E) et µ(e1, ..., en) = 1. µ de´pend d’un facteur
±1 du choix d’une base orthonorme´e. Un classe d’e´quivalence de bases pour ce crite`re est appele´ une
orientation de E. Si µ est une orientation de E, une base (vi)i∈[|1,n|] est dite oriente´e positivement
si µ(v1, ..., vn) = 1.
De´finition 27. Une me´trique g sur E induit une me´trique g˜ ∈ T02(
∧k(E)) de´finie comme suit. Soit
(vi)i∈[|1,n|] une base de E, et posons gij = g(vi, vj). Soit gij l’e´le´ment de matrice (i, j) de l’inverse de
(gij)i,j∈[|1,n|]. Pour α, β ∈
∧k(E), on de´finit g˜(α, β) en termes de composants (pour la base (vi)i∈[|1,n|])
par :
g˜(α, β) =
1
k!
gi1j1 ...gikjkαi1...ikβj1...jk
g˜(α, β) est inde´pendant du choix de la base. Si α, β ∈ ∧0(E), on pose g˜(α, β) = αβ
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The´ore`me 1.2.11. Soient g une me´trique sur E de dimension n et µ un e´le´ment de volume de E
relativement a` g. Il y a un unique isomorphisme ∗ : ∧k(E)→ ∧n−k(E) tel que
∀α, β ∈
k∧
(E) α ∧ ∗β = g˜(α, β)µ
Preuve. Pour γ ∈ ∧n−k(E), de´finissons φγ : ∧k(E)→ R par φγ(α)µ = α∧µ. Si φγ(α) = 0 ∀α ∈ ∧k(E)
alors γ = 0. Par conse´quent, γ 7→ φγ de´finit une application line´aire injective de
∧n−k(E) dans ∧k(E)∗
(espace dual). Comme dim(
∧n−k(E)) = dim(∧k(E)) c’est en fait un isomorphisme. Par conse´quent,
pour tout β ∈ ∧k(E) il existe γ ∈ ∧n−k(E) tel que φγ(α) = g˜(α, β) ∀α ∈ ∧k(E). γ est renomme´ ∗β.
Donc :
α ∧ ∗β = α ∧ γ = φγ(α)µ = g˜(α, β)µ
L’ope´rateur ∗ est clairement un isomorphisme.
Soit g une me´trique arbitraire sur E, soit gij de´finie comme ci-dessus relativement a` la base
arbitraire de E (vi)i∈[|1,n|]. Pour ω ∈
∧k(E) de composantes ωi1...ik , on de´finit :
ωi1...ik = gi1j1 ...gikjkωi1...ik
Posons |g| = |det(gij)|. Si (ei)i∈[|1,n|] est une base orthonormale pour g, posons g(ei, ej) = ηij et
(−1)g = det(ηij). Si vj = aijei, alors gij = aki aljηkl ou en terme de matrice : G = AT ηA. Par conse´quent,
|detA| = |g|1/2, donc µ ≡ e1 ∧ ...∧ en = |g|1/2v1 ∧ ...∧ vn si la base (vi)i∈[|1,n|] est oriente´e positivement
par rapport a` µ. On pose finalement
i1...in =
∑
σ∈Sn
(−1)σei1(eσ(1))...ein(eσ(n))
On peut calculer le re´sultat suivant :
The´ore`me 1.2.12. Si g est une me´trique sur E d’orientation µ ∈ ∧n(E), et soit (vi)i∈[|1,n|] une base
oriente´e positivement de E. Pour ω = ωi1...ikv
i1 ⊗ ...⊗ vik ∈ ∧k(E), on a :
∗ω = |g|1/2 1
k!
ωj1...jkj1...jkjk+1...jnv
jk+1 ⊗ ...⊗ vjn
De la meˆme fac¸on, un calcul donne le re´sultat suivant :
The´ore`me 1.2.13. Pour ω ∈ ∧k(E) on a ∗ ∗ ω = (−1)g(−1)k(n−k)ω
Sur une varie´te´
De´finition 28. Une me´trique sur une varie´te´ Mm est un champ de tenseurs g ∈ T02 tel que gx qui est
une me´trique sur TxM soit syme´trique et non de´ge´ne´re´e pour tout x ∈M .
Remarque 10. La signature est localement constante donc constante sur les composantes connexes
de M .
Une varie´te´ munie d’une me´trique est appele´e varie´te´ semi-riemannienne. Si g est de´finie po-
sitive (ou de´finie ne´gative) on parle de varie´te´ riemannienne. Si la signature de la me´trique est du
type (n− 1, 1), on dit que la me´trique est lorentzienne, et on parle de varie´te´ lorentzienne.
Les notions que nous avons de´fini graˆce a` la me´trique en espace plat se transposent directement a`
la varie´te´.
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Remarque 11. La me´trique de´signe un moyen d’associer a` chaque vecteur une forme line´aire et
inversement (ce que correspond a` monter et descendre des indices). C’est graˆce a` la me´trique qu’on
peut par exemple assimiler un produit exte´rieur de deux vecteurs dans R3 au (pseudo -) vecteur produit
vectoriel des deux (c’est l’e´toile de Hodge). La premie`re paire d’e´quations de Maxwell ne de´pend donc
de la me´trique que si on veut l’e´crire sous sa forme classique, on n’en a besoin que pour assimiler
E et B a` des vecteurs. Naturellement E est plutoˆt une 1-forme, qu’on peut visualiser comme des
hyperplans paralle`les en un point (sortes de lignes de niveau). On l’assimile a` un vecteur orthogonal a`
ces hyperplans, graˆce a` la me´trique qui de´finit la notion meˆme d’orthogonalite´ : < u|v >= gαβuαvβ
De´finition 29. Une n-forme v nulle part nulle sur une varie´te´ Mn est appele´e une orientation de
M . La paire (M, v) est appele´e varie´te´ orientable
Remarque 12. L’existence de cette forme n’est pas assure´e : la surface de Klein est par exemple une
varie´te´ de dimension 2 non orientable
De´finition 30. Si Mn est une varie´te´ oriente´e avec une me´trique g, il y a un e´le´ment de volume
canonique sur M de´fini comme suit. Pour chaque carte φα : Uα → Rn, on pose gµν = g(∂µ, ∂ν) et on
de´finit vol = |det(gµν)|1/2dx1 ∧ ... ∧ dxn.
Remarque 13. Cette de´finition est cohe´rente. En effet si (U ′, φ′) est une autre carte telle que U ∩U ′
n’est pas vide, en de´finissant vol′ = |det(g′µν)|1/2dx′1∧ ...∧dx′n. Sur l’intersection on a dx′µ = ∂x
′ν
∂xµ dx
µ.
Par conse´quent, dx′1 ∧ ... ∧ dx′n = (detT )dx1 ∧ ... ∧ dxn. Par ailleurs :
g′µν = g(∂
′
µ, ∂
′
ν) = g(
∂xα
∂x′µ
∂α,
∂xν
∂x′ν
∂β) = (T
−1)αµ(T
−1)βνgαβ
Les deux cartes e´tant oriente´es, on en de´duit donc :
|detg′µν |1/2 = (detT )−1|detgµν |1/2
et donc on a bien vol=vol′.
1.2.5 La deuxie`me paire d’e´quations
Il y a une forte syme´trie entre les deux couples d’e´quations de Maxwell ; dans le vide on obtient
meˆme le deuxie`me a` partir du premier en substituant − ~B a` ~E et ~E a` ~B !{
~∇ · ~B = 0
~∇× ~E = −∂ ~E∂t{
~∇ · ~E = ρ
~∇× ~B = ∂ ~E∂t +~j
Cependant, pour le premier couple nous avons interpre´te´ ~E comme une 1-forme et ~B comme une
2-forme puisqu’on conside´rait respectivement leur rotationnel et leur divergence, or le rotationnel et la
divergence peuvent eˆtre interpre´te´s comme des restrictions de l’ope´rateur de diffe´rentiation exte´rieure.
Or dans le deuxie`me couple, c’est cette fois la divergence de ~E et le rotationnel de ~B que l’on
regarde, comme s’il fallait cette fois interpre´ter ~E comme une 2-forme et ~B comme une 1-
forme ! C’est ce que fait l’ope´rateur ”∗” de Hodge, a` condition d’avoir de´fini une me´trique et un choix
d’orientation.
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Dans l’espace de Minkowski On conside`re tout d’abord le cas ”habituel”, ou` la varie´te´ M est
l’espace-temps de Minkowski R4 muni d’une me´trique lorentzienne. On peut alors de´composer le champ
e´lectromagne´tique en champs e´lectrique et magne´tique :
F = B + E ∧ dt
La me´trique de Minkowski :
η(v, w) = −v0w0 + v1w1 + v2w2 + v3w3
permet alors de de´finir un ope´rateur de Hodge ”∗” et de conside´rer ∗F donne´e sous forme matricielle
dans R4 ⊗ R4 par :
∗F =

0 Bx By Bz
−Bx 0 Ez −Ey
−By −Ez 0 Ex
−Bz Ey −Ex 0

Le deuxie`me couple d’e´quations de Maxwell fait aussi intervenir la distribution de charges et de
courants, qu’il faut exprimer en termes de formes diffe´rentielles : la densite´ de courant relativiste
j˜ = ρ∂0 + j
1∂1 + j
2∂2 + j
3∂3
canoniquement associe´e a` la 1-forme
j = −ρdx0 + j1dx1 + j2dx2 + j3dx3
est en re´alite´ l’e´toile d’une 3-forme que nous appellerons de´sormais courant :
J = −j1dx2 ∧ dx3 ∧ dt− j2dx3 ∧ dt ∧ dx1 − j3dt ∧ dx1 ∧ dx2 + ρdx1 ∧ dx2 ∧ dx3
car : 
∗dx ∧ dy ∧ dz = −dt
∗dx ∧ dy ∧ dt = −dz
∗dz ∧ dx ∧ dt = −dy
∗dy ∧ dz ∧ dt = −dx
Remarque 14. Apre`s discussion avec M. Le´vy, il est en effet plus naturel de de´finir le courant comme
une 3-forme que comme une 1-forme puisque chacune des composantes a alors la bonne nature pour
eˆtre inte´gre´e sur un volume d’espace-temps : par exemple, j1 repre´sente une quantite´ qui traverse une
surface e´le´mentaire dx2 ∧ dx3 pendant dt. De meˆme, si on inte`gre ρ sur un volume spatial on obtient
la charge totale dans ce volume.
The´ore`me 1.2.14. Le deuxie`me couple d’e´quations de Maxwell s’e´crit : d ∗ F = J
Preuve. On a :
∗F = −Bxdx ∧ dt−Bydy ∧ dt−Bzdz ∧ dt+ Exdy ∧ dz + Eydz ∧ dx+ Ezdx ∧ dy
et par conse´quent :
d ∗ F = (∂xEx + ∂yEy + ∂zEz)dx ∧ dy ∧ dz + (∂yBx − ∂xBy + ∂tEz)dx ∧ dy ∧ dt
+(∂xBz − ∂zBx + ∂tEy)dz ∧ dx ∧ dt+ (∂zBx − ∂xBz + ∂tEy)dy ∧ dz ∧ dt
ce qui donne bien les deux dernie`res e´quations de Maxwell.
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Cette deuxie`me e´quation tre`s synthe´tique, peut servir de de´finition des e´quations de Maxwell sur
des varie´te´s. Si J est une 3-forme interpre´te´e comme la 3-forme courant e´lectromagne´tique, alors la
condition d∗F = J a un sens sur la varie´te´, et constitue la deuxie`me et dernie`re e´quation de Maxwell.
Re´sumons maintenant les ide´es auxquelles nous sommes arrive´s, en rajoutant de plus en plus de
structure sur la varie´te´ afin d’arriver finalement aux e´quations de Maxwell ”classiques”.
Soit M une varie´te´ quelconque.
1. On de´finit le champ e´lectromagne´tique F comme une 2-forme sur M ,
et le courant J comme une 1-forme sur M .
2. La premie`re e´quation de Maxwell s’e´crit dF = 0.
3. A condition de supposer que M est une varie´te´ semi-riemannienne
oriente´e on peut alors e´crire la deuxie`me e´quation de Maxwell comme
d ∗ F = J .
4. Pour pouvoir introduire les champ e´lectrique et magne´tique, il faut supposer
que M = R × S ou` S est la varie´te´ d’espace, et e´crire F = B + E ∧ dt. De
meˆme on e´crit J = j + ρdx1 ∧ dx2 ∧ dx3. La premie`re e´quation de Maxwell
se se´pare alors en dSB = 0 et ∂tB + dSE = 0.
5. Si on suppose de plus que l’espace S est de dimension 3, que la me´trique
sur M est lorentzienne, et que la restriction de la me´trique a` l’espace S
est riemannienne, en notant ∗S l’ope´rateur e´toile de Hodge sur les formes
diffe´rentielles sur S, on a ∗F = ∗SE − ∗SB ∧ dt d’ou` d ∗ F = ∗S∂tE ∧ dt +
dS ∗S E − dS ∗S B ∧ dt donc ∗d ∗ F = −∂tE + ∗SdS ∗S E ∧ dt+ ∗SdS ∗S B et
en e´crivant ∗d ∗ F = ∗J on obtient la deuxie`me e´quation de Maxwell sous sa
forme ”historique” : { ∗SdS ∗S E = ρ
−∂tE + ∗SdS ∗S B = j
Chapitre 2
Une the´orie ge´ome´trique des
interactions
Dans ce chapitre, nous allons donner une approche plus intrinse`que et plus ge´ne´rale aux e´quations
de Maxwell. Nous aboutirons a` la forme ’re´cente’ de ces e´quations, sans trop rentrer dans les de´tails
pour l’e´quation inhomoge`ne, le but e´tant plutoˆt de pre´senter un cadre ge´ome´trique agre´able pour la
description des interactions e´le´mentaires et d’acque´rir une certaine intuition a` ce sujet, que de me-
ner tous les raisonnements de la manie`re la plus abstraite possible. Les structures que nous allons
de´velopper mettent en valeur la nature de jauge des the´ories modernes des interactions : la relativite´
ge´ne´rale qui, meˆme si nous l’e´voquerons peu, est de´crite de manie`re conventionnelle avec ces ide´es,
l’e´lectrodynamique quantique (QED), la the´orie e´lectrofaible (mode`le de Glashow-Weinberg-Salam) et
la chromodynamique quantique (QCD). Ne´anmoins, nous ne nous arreˆterons pas sur la quantification
des the´ories classiques, qui sort du cadre de ces travaux. Dans un premier temps, nous pre´senterons
les ide´es de´cisives qui ont mene´ a` l’e´mergence des concepts que nous e´tudions en les replac¸ant dans
leur concept historique, puis nous proposerons une approche ge´ome´trique aux the´ories des interactions.
”Une ge´ome´trie ne peut pas eˆtre plus vraie qu’une autre, elle peut seulement eˆtre plus commode”
(Poincare´, 1902)
2.1 Rapports entre les the´ories de jauge et les interactions
Le concept de champ de jauge gouverne aujourd’hui la physique des hautes e´nergies. Il est meˆme
universellement accepte´ qu’une bonne the´orie des interactions fondamentales doit eˆtre une
the´orie de jauge. Cependant, lors de l’e´laboration de ces the´ories, ce n’e´tait pas encore le cas, et
c’est seulement graˆce a` des ide´es remarquables de Weyl, Dirac, Aharanov et Bohm, Yang et Mills que
ces points de vu ont pu e´merger.
2.1.1 Invariance de jauge, apparition des charges et indices pour la quantification
Dans toute the´orie d’interaction, il est question de charges - au sens large. On sait par exemple
que la charge e´lectrique est conserve´e par les interactions e´lectromagne´tiques. Pour l’interaction faible,
on parle d’isospin faible et d’hypercharge faible, pour l’interaction forte, de couleurs. On ne peut pas
vraiment parler d’interaction si on ne parle pas de charges, qui codent l’intensite´ de l’interaction pour
la particule conside´re´e.
C’est le the´ore`me de Noether (1918) qui est en fait a` l’origine du lien entre invariance de jauge et
existence de charges conserve´es.
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Pour un observable O dans un syste`me de hamiltonien H, l’e´quation du mouvement dans la des-
cription de Heisenberg s’e´crit :
i~
dO(t)
dt
= [O(t), H]
On conside`re un e´tat |ψ〉. On fait subir au syste`me une transformation unitaire U : |ψ〉′ = U |ψ〉.
L’observable O est alors transforme´e selon O′ = UOU †. Comme nous le verrons plus tard, on peut
e´crire U = eiT ou` T est une matrice hermitienne (T = T †) correspondant au vecteur tangent a` la
courbe α→ eiαT en α = 0. La de´rive´e e´tant encore e´value´e en 0 :
dO′
dα
= i[T,O]
car (1 + iαT )P (1− iαT ) = O+ iα[T,O] au premier ordre en α ; et si le hamiltonien est invariant sous
la transformation U, dH
′
dα = 0 car H
′ = H pour tout α et en prenant O=H dans la formule ci-dessus,
donc on obtient que T est une inte´grale premie`re de l’e´volution hamiltonienne du syste`me.
De´rivons le the´ore`me de Noether dans le cas particulier des the´ories des champs : soit un syste`me
de lagrangien L fonction d’un nombre fini n de champs φr (de´pendant de manie`re re´gulie`re de 4
variables xα) et de leur de´rive´es φr,α =
∂φ
∂xα . Sous une transformation unitaire on suppose que l’on a :
φr → φ′r(x) = φr(x) + δφr(x)
Or de manie`re tre`s ge´ne´rale :
δL = ∂L
∂φr
δφr +
∂L
∂φr,α
δφr,α
Si les champs sont des solutions ’physiques’, ils ve´rifient l’e´quation d’Euler-Lagrange :
∂L
∂φr
= ∂α(
∂L
∂φr,α
)
ce qui permet de re´e´crire :
δL = ∂α( ∂L
∂φr,α
δφr)
Si maintenant on suppose que le lagrangien est invariant sous cette transformation, c’est-a`-dire δL = 0,
en posant fα = ∂L∂φr,α δφr on obtient l’e´quation de conservation :
∂αf
α = 0
et posant Fα =
∫
d3~xfα(~x, t), F 0 est une inte´grale premie`re de l’e´volution. Remarquons que
F 0 = c
∫
d3~xpir(x)δφr(x)
Ainsi l’invariance de lagrangien sous des transformations continues impose la conservation de certaines
quantite´s lors de l’e´volution.
Pour des champs complexes se transformant comme φ′r = eiφr et φ
†′
r = e−iφ†r on obtient :
F 0 = ic
∫
d3~x[pir(x)δφr(x)− pi†r(x)δφ†r(x)]
On pose :
Q = −i q
~
∫
d3~x[pir(x)δφr(x)− pi†r(x)δφ†r(x)]
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Dans la the´orie quantifie´e, on a
[pis(x), φr(y)] = i~δrsδ4(x− y)
[pi†s(x), φ
†
r(y)] = i~δrsδ4(x− y)
[pi†s(x), φr(y)] = 0
[pis(x), φ
†
r(y)] = 0
ou` pir(x) =
1
c2
dφ†
dt . Cela conduit a` la relation :
[Q,φr(x)] : − iq~
∫
d3~x′[pis(x′), φr(x)]φs(x′) = −qφr(x)
qui permet de voir que si |Q′〉 est vecteur propre de Q avec valeur propre Q′, alors φr(x) |Q′〉 est
vecteur propre de Q avec valeur propre (Q′− q), comme si φr avait retire´ une charge q en agissant sur
l’e´tat. C’est un germe de la quantification des the´ories des champs.
2.1.2 L’ide´e de connexion et l’he´ritage de Levi-Civita
Les the´ories d’Einstein de la relativite´ restreinte, et ge´ne´rale, entre 1905 et 1916, ont eu un e´norme
impact sur la mathe´matique et les mathe´maticiens [9]. E´lie Cartan ou Hermann Weyl (qui - en bon e´le`ve
de Hilbert - avait de´ja` fait de grandes contributions a` la the´orie spectrale des ope´rateurs diffe´rentiels,
mais avait de´veloppe´ une manie`re tre`s ge´ome´trique de penser la physique, en se basant sur les travaux
des ge´ome`tres italiens du de´but du sie`cle : Ricci, Levi-Civita ...) en particulier, ont e´te´ bouleverse´s par
l’affirmation que la gravitation n’est rien d’autre que la manifestation de la courbure de l’espace-temps.
Weyl e´tait fascine´ par les moyens selon lesquels la ge´ome´trie diffe´rentielle permettait d’expliquer la
nature, et avait de´ja` publie´ Die Idee der Riemanschen Fla¨schen en 1913.
L’une des principales difficulte´s a` faire de la physique ou de la mathe´matique sur des varie´te´s est
qu’il n’existe pas de syste`me de coordonne´es universel ; il faut montrer que les re´sultats obtenus ne
de´pendent pas des coordonne´es choisies. Comme nous l’avons vu ante´rieurement, la solution consiste
a` exprimer les lois de la physique en termes de tenseurs et de leurs de´rive´es. Cependant, cela implique
de pouvoir comparer des vecteurs tangents en deux point diffe´rents. Il faut en fait exhiber un iso-
morphisme pour tout couple d’espaces tangents, et c’est l’ide´e meˆme de connexion. Sur des varie´te´s
riemanniennes, de tels isomorphismes peuvent eˆtre fixe´s en de´finissant un transport paralle`le, au-
trement dit une manie`re canonique de transporter un vecteur tangent en un point p en un vecteur
tangent en un point p′ en suivant la courbe γ qui va de p a` p′. Cet objet permet alors de de´finir la
diffe´rentiation de champs vectoriels et tensoriels le long de la courbe.
La connexion de Levi-Civita est un cas particulier inte´ressant : soit (M, g) une varie´te´ riemannienne
(g est la me´trique) plonge´e dans un espace euclidien. De plus, on demande que g soit la restriction
de la me´trique de l’espace euclidien a` la varie´te´ M . Soit p ∈ M , Y un champ de vecteurs de´fini au
voisinage de p et X ∈ TpM . Pour obtenir la de´rive´e covariante de p de Y dans la direction X, on
prolonge Y en un champ Y ′ de´fini au voisinage de p, (dans E cette fois) puis on calcule la de´rive´e
directionnelle de Y ′ dans la direction X dans E. La de´rive´e covariante cherche´e est la projection de
la de´rive´e directionnelle obtenue sur l’espace tangent en p a` M . On de´finit alors le transport paralle`le
le long d’une courbe γ : [0, 1] → M avec γ(0) = p et γ′(0) = X de la manie`re suivante : si les Y (t)
sont des vecteurs tangents a` M en γ(t), il sont les transporte´s paralle`lement de Y , a` condition que la
de´rive´e covariante de Y(t) dans la direction γ′(t) soit nulle pour tout t ∈ [0, 1]. Cette condition est
e´quivalente aux e´quations diffe´rentielles du premier ordre :
dY µ
dt
+ Γµνλ(γ(t))γ
′λ(t)Y ν(t) = 0
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ou` on a fait apparaitre les ”ce´le`bres” symboles de Christoffel Γµνλ. On peut montrer que la connexion
de Levi-Civita conserve la norme des vecteurs tangents.
2.1.3 De la ge´ome´trie riemannienne a` la ge´ome´trie de Weyl
Weyl a tout d’abord remarque´ que le concept de connexion e´tait en fait ge´ne´ralisable a` une varie´te´
abstraite, non plonge´e dans un espace me´trique. Plus encore, il a remarque´ qu’une connexion peut
eˆtre de´finie inde´pendamment de toute me´trique. De la` est ne´e la the´orie des connexions affines.
Weyl a e´galement observe´ que la conservation de la longueur des vecteurs lors du transport paralle`le
n’e´tait naturelle ni du point du vue mathe´matique, ni du point de vue physique. Mathe´matiquement,
on s’autorise a` changer la direction lors du transport paralle`le, il n’y a aucune raison de ne pas aussi
changer la norme : ”Beim Herumfahren eines Vektors la¨ngs einer geschlossenen Kurve durch fort-
gesetzte infinitesimale Parallelverscheibungkehrt dieser im allgemeinen in einer andern Lage zuru¨ck ;
seine Richtung hat sich gea¨ndert. Warum nicht auch seine La¨nge ?” [?]. Physiquement, les valeurs
de longueurs ne sont fixe´es qu’apre`s le choix d’une e´chelle de re´fe´rence, une unite´ de longueur. Si la
varie´te´ de base est l’espace-temps ou` se trouvent plusieurs observateurs, l’invariance de la norme par
transport paralle`le est en fait l’affirmation que tous les observateurs ont la meˆme re´fe´rence pour les
longueurs, alors qu’ils peuvent eˆtre fort e´loigne´s en temps et en espace. Pour que les observateurs soient
d’accord sur une e´chelle de longueur, il faut que l’information soit transmise entre eux, et l’e´chelle n’a
aucune raison de rester la meˆme lors de ce transport. D’ou` la remarquable observation de Weyl, que la
ge´ome´trie riemannienne ne peut pas eˆtre conside´re´e comme une vraie ge´ome´trie infinite´simale puisque
la me´trique permet de comparer non seulement la norme de deux vecteurs au meˆme point, mais de
deux vecteurs en deux points diffe´rents de la varie´te´. ”A truly infinitesimal geometry must recongnise
only the principle of transference of a length from one point to another infinitely near to the first”[9].
Le fibre´ des e´chelles Pour Weyl, la me´trique de l’espace-temps est donc de´finie a` une e´chelle pre`s.
En conside´rant l’espace fibre´ au dessus de l’espace-temps M dont les fibres sont diffe´omorphes a` R+∗
(chaque point de l’espace-temps est remplace´ par une copie de R+∗), Weyl s’est aperc¸u qu’on pouvait
e´galement de´finir une connexion sur cet espace graˆce a` une 1-forme :
A = Aµdx
µ
qui est l’analogue de la forme dont les coefficients sont les symboles de Christoffel, en dimension 1.
On a donc une de´rive´e covariante qui est une de´rivation qui finalement ne prend en compte que
les ”ve´ritables” variations de longueur une fois que l’e´chelle est fixe´e, et un transport paralle`le qui
donne un sens a` la longueur d’un objet transporte´ dans l’espace temps. Le transport de longueur est
e´quivalent a` l’e´quation :
ds
dt
+Aµ(γ(t))γ
′µ(t)s(t) = 0
dont une solution est :
s(t) = exp
(
−
∫
γt
Aµdx
µ
)
= exp
(
−
∫
γt
A
)
ou` γt est la restriction de γ a` [0, t]. Soit maintenant une fonction
g : M → R+∗
de changement d’e´chelle : dans ces nouvelles unite´s, les e´chelles sont donne´es par :
s′(t) = s(t)g(γ(t))
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et pour obtenir la meˆme e´quation pour s′ que pour s, en remplac¸ant A par A′, il faut faire la trans-
formation
A′ = A− d(log(g))
Weyl a appele´ cette e´tape un changement de jauge, et est ainsi arrive´ au principe d’invariance
de jauge, qui affirme que les lois de la physique doivent eˆtre invariantes non seulement
lors de transformations de coordonne´es, mais aussi lors de changement de jauge, appele´s
transformations de jauge.
2.1.4 L’e´lectromagne´tisme, conse´quence de la physique quantique
En 1925, la toute jeune physique quantique re´volutionne l’ide´e de fibre´ des e´chelles de Weyl :
l’apparition d’une nouvelle constante, ~, fixe une e´chelle de longueurs universelle. Il faut donc
abandonner le transfert d’e´chelles comme source de l’e´lectromagne´tisme. L’ide´e que Weyl de´veloppe
alors pre´sente l’e´lectromagne´tisme comme conse´quence de la physique quantique. En phy-
sique quantique, les fonctions d’ondes sont de´finies a` une phase pre`s. De la meme manie`re que pour le
fibre´ des e´chelles, il n’y a aucune raison de fixer une re´fe´rence identique en tous les points de l’espace-
temps. Il faut a priori laisser cette re´fe´rence varier, et s’inte´resser au transfert de phase axiomatique
(transport paralle`le) le long de chemins dans l’espace-temps. Pour ce faire, le fibre´ des e´chelles et
remplace´ par le fibre´ des phases. En chaque point de l’espace-temps, l’ensemble des phases forme
un groupe isomorphe au groupe U(1). Weyl propose alors de voir l’e´lectromagne´tisme comme une
connexion sur le fibre´ des phases. La connexion est localement de´finie par la 1-forme :
−iAµdxµ
Le transport paralle`le de phases est de´fini par l’e´quation :
ds
dt
− iAµ(γ(t))γ′µ(t)s(t) = 0
dont une solution est :
s(t) = exp
(
i
∫
γt
Aµdx
µ
)
Les transformations de jauge sont de´finies par :
g : x ∈M 7→ g(x) ∈ U(1)
et on peut e´crire, au moins localement si l’espace-temps n’est pas simplement connexe :
g = eiβ
ou` les fonctions β sont lisses. Lors de tels changements de jauge, le potentiel de jauge A varie selon :
A′ = A− d(log g)
Ces ide´es sont discute´es dans le papier historique de 1929 [7].
Remarque 15. Avec une telle approche, c’est-a`-dire en pre´sentant l’e´lectromagne´tisme comme une
the´orie de jauge, elle devient une conse´quence a` la fois de la physique quantique et de la relativite´
restreinte. Autrement dit, c’est presque de´ja` une the´orie quantique des champs ! Meˆme si, lorsque
Maxwell a de´rive´ ses e´quations et dans les anne´es qui ont suivi, la structure intrinse`que de la the´orie
n’e´tait pas bien comprise (en meˆme temps, ni la relativite´ ni la physique quantique n’e´taient connues),
ces e´galite´s contenaient de´ja` intrinse`quement l’essentiel de la relativite´ et de la phy-
sique quantique. La quantification de la the´orie classique des champs est donc possible, et conduit a`
l’e´lectrodynamique quantique.
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Dirac a utilise´ ce cadre the´orique pour son e´tude des monopoles magne´tiques pre´sente´e dans son
ce´le`bre article de 1931 [8].
Pre´cisions que Weyl avait eu l’intuition de pouvoir unifier l’e´lectromagne´tisme avec la relativite´
ge´ne´rale graˆce au paradigme du fibre´ des e´chelles, mais cela devient impossible avec le fibre´ des phases
a` cause de l’introduction de la structure quantique pour de´crire l’e´lectromagne´tisme. Si on veut pou-
voir de´finir les champs de particules dans le cas ou` l’espace-temps M est courbe´ par la gravitation, il
faut introduire des champs spinoriels sur des varie´te´s courbes. Cela impose des contraintes de nature
topologique sur M (qui doit eˆtre un ”spin manifold”). D’autres contraintes apparaissent, et finalement,
l’espace-temps doit eˆtre couple´ a` une tre`s petite varie´te´ compacte (c’est la compactification) de
dimension 6 qui est la sous-varie´te´ re´elle d’une varie´te´ de Calabi-Yau complexe de dimension 3 (com-
plexe). D’apre`s Varadarajan, au Congre`s International de Mathe´matique de 1986, Witten a commence´
sa confe´rence en remarquant que la tentative de Weyl d’unifier gravitation et e´lectromagne´tisme n’avait
pas fonctionne´ parce que les formes de matie`re inclues dans la the´orie n’e´taient pas assez diversifie´es
[?]. Weyl avait, de manie`re inte´ressante, remarque´ la meˆme chose puisque dans la pre´face de la premie`re
e´dition ame´ricaine de Space, Time and Matter on peut trouver les mots suivants : Since then, a unitary
fiels theory, so it seems to me, should encompass at least three fields : electromagnetic, graviational
and electronic. Ultimately the wave fiels of other elementary particles will have to be included too -
unless quantum physics succeds in interpreting them all as different quantum states of one particle...
2.1.5 Les the´ories de Yang-Mills
Dans les anne´es 50, Yang et Mills ont essaye´ de comprendre la conservation du spin isotopique dans
les interactions fortes et de l’exprimer d’une manie`re analogue a` la conservation de la charge
en e´lectromagne´tisme. L’aboutissement de leur travaux a e´te´ leur article de 1954 [10] qui est une
avance´e de´cisive dans le de´veloppement du concept de jauge. Partant de l’observation que le proton
et le neutron, si on ne´glige les effets e´lectromagne´tiques, sont indistinguables, ils reprennent l’ide´e de
1932 de Heisenberg qui propose que le proton et le neutron sont en re´alite´ deux e´tats d’une meˆme
particule, le nucle´on. Mathe´matiquement, on introduit un espace interne pour le nucle´on (l’espace
de spin isotopique), qui est un espace de Hilbert de dimension 2 avec la repre´sentation standard de
SU(2). Les ide´es qui suivent sont le ge´ne´ralisation de celles de Weyl. Il faut prendre une re´fe´rence dans
cet espace de spin isotopique, qui n’a aucune raison d’eˆtre identique en tout point de l’espace-temps.
On de´finit dans cet espace une connexion, donc un transport canonique de spin isotopique. Yang et
Mills affirment alors que les lois de la physique doivent eˆtre invariantes par rotation dans l’espace
de spin isotopique, ce qui conduit aux e´quation dites de Yang-Mills. La diffe´rence essentielle avec les
travaux de Weyl est que cette the´orie de jauge est non-abe´lienne. Le lien entre ces ide´es ”physiques”
est la ge´ome´trie diffe´rentielle sous-jacente n’a e´te´ fait que dans les anne´es 1970.
Entre-temps, en 1959, Aharanov et Bohm ont e´crit un article fameux, ou` ils discutent de savoir
si oui ou non, les potentiels ont un sens physique [11]. Ils sugge`rent l’affirmative, meˆme en
e´lectromagne´tisme. Plus pre´cise´ment, si l’espace-temps n’est pas simplement connexe, ils montrent
que des effets e´lectromagne´tiques doivent se faire sentir meˆme si le champ e´lectromagne´tique est nul,
et proposent pour ve´rifier cela leur ce´le`bre expe´rience e´ponyme. Le temps y est de´couple´, et la varie´te´
d’espace est M = R
3
L ou` L est une droite de l’espace de´crivant un sole´no¨ıde infiniment fin. Le champ
magne´tique est nul a` l’exte´rieur du sole´no¨ıde, mais la phase des particules qui voyagent a` proxi-
mite´ du sole´no¨ıde de´pend elle du potentiel vecteur, qui lui, ne l’est pas. Ils pre´disent alors
que la figure d’interfe´rence observe´es derrie`re le sole´no¨ıde doit de´pendre de l’intensite´ qui parcourt ce
dernier. L’expe´rience est faite, et est concluante. Ce n’est donc pas par hasard que les e´quations de
Yang-Mills font intervenir les potentiels de jauge directement, et non seulement le champ de force.
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2.2 Groupes de Lie et actions de groupe
2.2.1 Ge´ne´ralite´s sur les groupes de Lie
De´finition 31. Soit G une varie´te´ de dimension n et un groupe tel que les ope´rations de multiplication
G × G → G donne´e par (g, g′) 7→ gg′ et d’inversion G → G donne´e par g 7→ g−1 soient lisses. Alors
G est appele´ groupe de Lie de dimension n
Les exemples les plus courants de groupes de Lie les groupes de matrices complexes comme le
groupe line´aire complexe GLn(C), le groupe unitaire Un(C), le groupe unitaire unimodulaire SUn(C)
ou re´els comme GLn(R), On(R), SOn(R)...
De´finition 32. Soit Lg : G → G l’application de´finie par Lg(g′) = gg′ (multiplication a` gauche) qui
est e´videmment un diffe´omorphisme. Soit e l’e´le´ment unite´ de G, et soit A ∈ TeG. On de´finit le champ
de vecteur invariant a` gauche A engendre´ par A, par Ag = (Lg)∗(A).
Figure 2.1 – Le groupe de Lie U(1)
L’alge`bre de Lie associe´e a` un groupe de Lie Graˆce a` la structure de groupe qui permet de
de´finir de manie`re canonique des champs de vecteurs a` partir d’un vecteur tangent fixe´, le crochet de
Lie se transpose naturellement en une application crochet sur TeG = g : soient A,B ∈ g, on de´finit
[A,B] ∈ g par [A,B] = [A,B]e. On a les proprie´te´s imme´diates :
[A,B] = −[B,A]
et
[A, [B,C]] + [B, [C,A]] + [C, [A,B]] = 0
Le crochet [., .] : g×g→ g munit l’espace tangent en l’identite´ de G d’une structure d’alge`bre ; l’alge`bre
g est appele´e alge`bre de Lie du groupe G.
On peut prouver que A est un champ de vecteurs complet sur M .
Soit (φt) le flot du champ de vecteurs A ∈ g. Prouvons que φs+t(e) = φt(e)φs(e) :
Soit s ∈ R fixe´ et posons γ1(t) = φs+t(e) ainsi que γ2(t) = φs(e)φt(e). On a γ′1(t) = Aφs+t(e) et
γ′2(t) = (Lφs(e))∗(Aφt(e)) = Aφs(e)φt(e). Donc γ1 et γ2 sont des courbes inte´grales du meˆme champ de
vecteurs A qui co¨ıncident en 0, et donc sur tout leur ensemble de de´finition. Donc φ.(e) : R → G est
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un morphisme de groupes.
Soit une courbe σ : R → G (c’est aussi un morphisme de groupes), alors ψt : G → G, de´fini par
ψt(g) = gσ(t), est un groupe de diffe´omorphismes de G a` un parame`tre tel que :
Bg =
d
dt
ψt(g)|t=0
de´finit le champ de vecteurs invariant a` gauche de´termine´ par B = Be. Il y a donc une correspondance
biunivoque entre A ∈ g et γ.
De´finition 33. On de´finit l’application exponentielle :
exp : g→ G
par
exp(A) = γ(1)
Notons que γ(t) = exp(tA) et φt(g) = gγ(t) = gexp(tA).
Figure 2.2 – Rapports entre groupe de Lie et alge`bre de Lie
De´finissons maintenant les sous-groupe de Lie d’un groupe de Lie.
De´finition 34. Soit G un groupe de Lie. Un sous-groupe de Lie H de G est un sous-groupe de G qui
est aussi une sous-varie´te´ de G (une sous-varie´te´ N de dimension k d’une varie´te´ M de dimension d
est une varie´te´ de dimension k munie de la topologie induite par la topologie de M , c’est-a`-dire que V
est un ouvert de N si et seulement si V s’e´crit V ′ ∩N ou` V ′ est un ouvert de M ; on demande aussi
que l’application tangente i∗x de l’inclusion soit injective pour tout x ∈ N).
Les morphismes γ : R→ H peuvent eˆtre vus comme des morphismes γ : R→ G, donc exp : h→ H
est la restriction de exp : g→ G.
La forme de Maurer-Cartan Cet objet permet d’associer, de manie`re canonique, a` un vecteur
tangent a` G en g ∈ G, une ”direction”, c’est-a`-dire un vecteur de l’alge`bre de Lie. Il s’agit d’une
1-forme ω de´finie sur TG et a` valeurs dans l’alge`bre de Lie g telle que ∀v ∈ TgG :
ω(v) = (Lg−1)∗v
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La forme de Maurer-Cartan appartient donc a`
∧1(G)⊗ g.
Cette ide´e de pouvoir de´finir de manie`re canonique une direction lorsqu’on se de´place dans le groupe
est rendue possible par la structure de groupe, et fondamentale ! C’est une proprie´te´ fondamentale qui
justifie, entre autres, la de´finition des fibre´s principaux.
Distribution d’espaces tangents La proposition suivante re´ve`le les contraintes fortes qu’impose
la structure de groupe ; Posons tout d’abord quelques de´finitions pour pouvoir l’e´noncer.
De´finition 35. Soit M une varie´te´ . Une distribution H de dimension k de sous-espaces tangents a`
M est la donne´e, pour tout x ∈ M de sous-espaces tangents H(x) variant de manie`re lisse au sens
suivant : localement, H doit eˆtre engendre´ par k champs de vecteurs line´airement inde´pendants. On dit
que la distribution est inte´grable si elle peut eˆtre redresse´e dans les cartes (dire que H est inte´grable
en x0 revient a` dire : il existe X1, ..., Xk k champs de vecteurs engendrant H localement en x0 et une
carte (U, φ) en x0 telle que φ∗(Xi) = ei ou` ei est le i-e`me vecteur canonique de Rk). Autrement dit,
il faut que ce soit la distribution des sous-espaces tangents a` une sous-varie´te´ de M . On dit que la
distribution est involutive si elle est stable par crochet, c’est-a`-dire, si X et Y sont deux champs de
vecteurs a` valeur dans H, alors [X,Y ] est encore un champ de vecteur a` valeurs dans H.
Figure 2.3 – Une distribution est inte´grable si elle peut eˆtre redresse´e dans des cartes
Le the´ore`me suivant permet de faire le lien entre ces deux notions ; nous l’e´nonc¸ons sans preuve.
The´ore`me 2.2.1 (Frobenius). Une distribution de sous-espaces est inte´grable si et seulement si elle
est involutive.
On a le the´ore`me suivant concernant les groupes de Lie :
The´ore`me 2.2.2. Soient G et G′ deux groupes de Lie, et F : G→ G′ un morphisme lisse de groupes
de Lie (F doit eˆtre lisse dans les cartes en plus d’eˆtre un morphisme de groupes). Alors F∗e : g → g′
est une fonction line´aire telle que F∗e([A,B]) = [F∗eA,F∗eB]. Autrement dit, F∗e est un morphisme
d’alge`bres de Lie.
Preuve. On a :
F ◦ Lg(g′) = F (gg′) = F (g)F (g′) = (LF (g) ◦ F )(g′)
Donc
F∗g(Ag) = F∗g(Lg∗A) = LF (g)∗e′(F∗eA) = (F∗eA)F (g)
D’apre`s le the´ore`me 3.6, on a le re´sultat voulu car on a prouve´ que F∗(A) = (F∗eA).
Ce the´ore`me implique, en l’appliquant a` l’inclusion naturelle de H dans G, que le crochet sur h
est juste la restriction du crochet a` g.
Les espaces tangents a` H forment une distribution de sous-espaces qui est involutive, donc inte´grable.
38 CHAPITRE 2. UNE THE´ORIE GE´OME´TRIQUE DES INTERACTIONS
Repre´sentations adjointes
De´finition 36. Soit g ∈ G. Soit Adg : G→ G l’isomorphisme lisse dit adjoint donne´ par Adg(g′) =
gg′g−1. Le the´ore`me pre´ce´dent implique l’existence d’un isomorphisme induit sur g note´ Adg : g→ g
c’est-a`-dire Adg = Adg∗e. On a donc un morphisme Ad : G→ GL(g) et d’apre`s le the´ore`me pre´ce´dent,
un autre morphisme induit ad : g→ Gl(g).
The´ore`me 2.2.3. Soient A,B ∈ g. On a :
ad(A)(B) =
∂2
∂s∂t |s,t=0
(exp(tA)exp(sB)exp(−tA) = [A,B]
Preuve. Soit φt le flot de A. On a vu que φt(g) = gexp(tA). On a alors :
[A,B] = [A,B]e =
d
dt |t=0
(φ−t)∗(Bφt(e)) =
d
dt |t=0
(φ−t)∗(
d
ds |s=0
φt(e)exp(sB))
[A,B] =
∂2
∂s∂t
(exp(tA)exp(sB)exp(−tA)) = d
dt
Ad(exp(tA))(B) = ad(A)(B)
Pour les repre´sentations matricielles des groupes, ce the´ore`me montre que l’objet commutateur de
deux matrices, et la notion de´finie dans cette partie, co¨ıncident.
Soit V un espace vectoriel de dimension finie m. En conside´rant GL(V ) comme un groupe de
matrices, il est simple de montrer que c’est bien un groupe de Lie. Gl(V ) peut eˆtre identifie´ a` l’ensemble
des endomorphismes de V , la correspondance e´tant donne´e par : A
 ddt(I + tA)|t=0. Pour A ∈ Gl(V )
posons :
Exp(A) = I +A+
A2
2!
+ ...
La somme converge puisqu’on est dans un espace de Banach, et
Exp((t+ s)A) = Exp(tA)Exp(sA)
En particulier, Exp(tA)Exp(−tA) = I donc Exp(tA) ∈ GL(V ). Exp est donc l’application exponen-
tielle pour GL(V ).
On a alors
[A,B] =
∂2
∂s∂t
(Exp(tA)Exp(sB)Exp(−tA))|s,t=0 = AB −BA
Constantes de structure
De´finition 37. Soit (ei)i∈[|1,n|] un base de l’alge`bre de Lie g de G. Les constantes de structure ckij ∈ R
sont de´finies par [ eai ,
eb
i ] = c
c
ab
ec
i (en convention d’Einstein).
L’antisyme´trie du crochet entraine ckij = −ckji et l’identite´ de Jacobi :
∀h, i, j, k ∈ [|1, n|] : chimcmjk + chkmcmij + chjmcmki = 0
Par exemple l’alge`bre de Lie de SU(2), dans sa repre´sentation standard, est engendre´e par les
matrices :
i
2
σ1 =
1
2
(
0 i
i 0
)
i
2
σ2 =
1
2
(
0 1
−1 0
)
i
2
σ3 =
1
2
(
i 0
0 −i
)
ou` σ1, σ2, σ3 sont les matrices de Pauli, qui ve´rifient [σi, σj ] = 2i
ijkσk ou` 
ijk est le tenseur totalement
antisyme´trique avec 123 = 1. Les constantes de structure de su(2) sont donc fabc = 2iabc.
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L’alge`bre de Lie de SU(n) Le calcul de l’alge`bre de Lie de SU(n) est relativement simple, et
surtout, ces groupes sont fre´quemment utilise´s en physique des particules (SU(2) est le groupe de
jauge des interactions faibles, SU(3) celui des interactions fortes).
Notons GLn(C) l’ensemble des matrices n×n a` coefficients complexes. Pour A ∈ GLn(C), on note
A† la matrice conjugue´e de la transpose´e de A. On a :
SU(n) = {A ∈ GLn(C)|AA† = 1; detA = 1}
Soit t 7→ A(t) une courbe dans U(n) avec A(0) = I. Alors 0 = ∂t|t=0(I) = ∂t|t=0(A(t)A(t)†) donc
A′(0) +A′(0)† = 0
Par ailleurs, si B ∈ gln(C) ve´rifie B+B† = 0, alors Exp(B)(ExpB)† = Exp(B)Exp(B†) = I donc
Exp(B) ∈ U(n) et en prenant la de´rive´e en 0 de t 7→ Exp(tB), on obtient B ∈ u(n).
On a donc montre´ que u(n) = {B ∈ gl(n)|B +B† = 0}.
L’alge`bre de Lie su(n) de SU(n) est la sous-alge`bre de u(n) des matrices de trace nulle, puisque
det(ExpB) = etrB. En effet, en posant f(t) = det(Exp(tB)) on aboutit a` l’e´quation diffe´rentielle
f ′(t) = tr(B)f(t) qui donne le re´sultat voulu.
2.2.2 Actions de groupe
De´finition 38. Soit G un groupe et X un ensemble. Une action de G sur X est une application
a : G×X → X telle que :
1. ∀g, g′ ∈ G, x ∈ X a(g′, a(g, x)) = a(g′g, x)
2. ∀x ∈ X a(e, x) = x
On note souvent a(g, x) = g · x pour une action a` gauche. On s’inte´resse particulie`rement aux cas
ou` G est un groupe de Lie, et ou` l’ensemble X est muni d’une structure de varie´te´.
Pour x ∈ X, l’ensemble {g · x|g ∈ G} est l’orbite de x sous G.
Un action est dite libre si, ∀x ∈ G,∀g ∈ G, g · x = x⇔ g = e.
Une action est dite propre si ∀K ⊂ G compact, {g ∈ G|gK ∩K 6= ∅} est compact. Notons que si G
est compact (ce qui est le cas pour les the´ories des interactions), l’action est ne´cessairement propre.
On a le the´ore`me suivant que nous e´nonc¸ons sans preuve.
The´ore`me 2.2.4. Soit a une action libre et propre d’un groupe de Lie GdG sur une varie´te´ P dP .
Alors il existe une varie´te´ M de dimension dP − dG et une application lisse pi : P → M dont la
diffe´rentielle est une surjection en tout point, ve´rifiant : ∀z0 ∈M , z0 il existe un voisinage U de z0 et
un diffe´omorphisme ψ = (pi, θ) : pi−1(U)→ U ×G ve´rifiant ψ ◦ a(g, x) = (pi(x), gθ(x)).
Le triplet (P,M, pi) posse`de une structure de fibre´ principal, que nous allons maintenant e´tudier.
2.3 Espace fibre´s
La ”philosophie” des espaces fibre´s est tre`s ge´ne´rale, et permet de re´interpre´ter de nombreux objets
d’une manie`re originale. Le vocabulaire est par contre assez spe´cifique.
Soit pi une application quelconque de P (espace de de´part) dans M (image de P par pi). On dit
que P est l’espace total et que M est la base, pi est la projection (et n’a a priori aucune raison
d’eˆtre surjective pour l’instant), enfin, on appelle pi−1({x}) la fibre au dessus de x.
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2.3.1 Ge´ne´ralite´s
Toute application peut se re´interpre´ter en termes de fibration. On peut choisir un inverse de pi a`
droite σ : M → P en demandant, pour x ∈M , que σ(x) ∈ pi−1(x). σ est alors appele´e section locale
de la projection pi.
Figure 2.4 – Une application re´interpre´te´e en termes de fibration
Dans la cate´gorie des varie´te´s diffe´rentiables, toutes les applications ne vont pas eˆtre des fibrations
au sens de la ge´ome´trie diffe´rentielle. Il faut se restreindre a` des structures lisses pour la ge´ome´trie
diffe´rentielle (c’est-a`-dire qu’on veut des structures C∞).
De´finition 39. On dit qu’une application lisse pi : P →M ou` P et M sont des varie´te´s, est une fibra-
tion, si toutes les fibres sont diffe´omorphes. On dit alors que la fibre type est F ou` F est diffe´omorphe
a` toutes les fibres.
De´finition 40. On dit qu’une fibration pi : P →M de fibre type F est localement triviale si pour tout
x ∈M , il existe un voisinage de U de x dans M tel que pi−1(U) est diffe´omorphe a` U × F .
Cette proprie´te´ de locale trivialite´ permet de se repre´senter localement l’espace fibre´ comme un
’cylindre’ au dessus de la base :
Figure 2.5 – Fibration localement triviale
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Remarque 16. Le plus souvent, la fibration est qualifie´e par un terme pre´cisant sa structure ; par
exemple on parlera de fibre´ vectoriel si les fibres sont des espaces vectoriels, dont l’un des cas particulier
est le fibre´ en droite, ou de fibre´ principal, auquel nous allons maintenant nous inte´resser en particulier.
2.3.2 Espace fibre´s principaux
Ge´ne´ralite´s
De´finition 41. Une fibration (P,M, pi) a une structure de fibre´ principal si les trois conditions sui-
vantes sont ve´rifie´es :
1. (P,M, pi) est une fibration localement triviale
2. Un groupe de Lie G agit a` droite sur P , de manie`re lisse, et libre et transitive sur chaque fibre.
3. Toutes les fibres sont diffe´omorphes a` G.
Une ge´ome´trie adapte´e a` la description de l’e´lectromagne´tisme, que nous allons e´tudier, repose sur
un fibre´ principal de groupe U(1), qu’on peut localement repre´senter par :
Figure 2.6 – Trivialisation locale du fibre´ U(1) de l’e´lectromagne´tisme sur un espace-temps de di-
mension 1
Remarque 17. Chacune des fibres est bien diffe´omorphe a` G, mais pas de manie`re canonique !
Expliciter un diffe´omorphisme revient a` faire un choix d’une trivialisation locale : Soit x ∈ M .
Il existe un voisinage ouvert U de x dans M et une application TU : pi
−1(U) → U × G telle que
TU (x) = (pi(x), sU (x)) ou` sU : pi
−1(U) → G a la proprie´te´ ∀p ∈ pi−1(U)∀g ∈ G sU (pg) = sU (p)g.
TU est appele´ trivialisation locale, ou dans le langage historique de la physique, choix de jauge.
Autrement dit, lorsqu’on choisit une trivialisation locale, on marque un point de la fibre qu’on peut
ensuite identifier a` l’e´le´ment unite´, ce qui donne par le meˆme biais une section locale.
On retrouve la structure obtenu a` la fin de la sous-partie pre´ce´dente ! Un fibre´ principal pi : P →M
de groupe G est donc localement le produit carte´sien de la base par le groupe. On de´finit les fonctions
de transitions qui contiennent l’information ne´cessaire pour obtenir l’espace total en recollant les
diffe´rents morceaux trivialise´s.
De´finition 42. Soient TU : pi
−1(U) → U × G et TV : pi−1(V ) → V × G deux trivialisations locales
d’un fibre´ principal avec groupe G. La fonction de transition de TU a` TV est la carte gUV : U ∩V → G
de´finie, pour x ∈ pi−1 ∈ U ∩ V , par gUV (x) = sU (p)sv(p)−1.
Proprie´te´s 2.3.1. gUV (x) est inde´pendant du choix de p ∈ pi−1(x). De plus :
1. gUU (y) = e pour tout y ∈ U
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2. gV U (y) = g
−1
UV (y) pour tout y ∈ U ∩ V
3. gUV (y)gVW (y)gWU (y) = e pour tout y ∈ U ∩ V ∩W
Preuve. sU (pg)sV (pg)
−1 = sU (p)g(sV (p)g)−1 = sU (p)gg−1sV (p)−1 = sU (p)sV (p)−1
P peut en fait eˆtre de´fini comme l’espace obtenu par l’union disjointe (U ×G) ∪ (V ×G) ∪ ... en
identifiant le point (x, g) ∈ U × G avec (x, g′) ∈ V × G si g = gUV (x)g′. Les proprie´te´s pre´ce´dentes
montrent qu’il s’agit d’une relation d’e´quivalence.
De´finition 43. Une section locale d’un fibre´ principal pi : P → M de groupe G comme est une
application lisse de U dans P ou` U est un ouvert de M , telle que pi ◦ σ = idU
Figure 2.7 – Section locale d’un fibre´
Un fibre´ principal admet de telles sections. De plus, comme e´voque´ dans la remarque pre´ce´dente :
The´ore`me 2.3.2. Il y a un isomorphisme canonique entre les trivialisations locales et les sections
locales.
Preuve. Soit σ : U → P une section locale. On de´finit alors TU : pi−1(U)→ U ×G par
TU (σ(x)g) = (x, g)
Re´ciproquement, e´tant donne´e une trivialisation locale TU : pi
−1(U) → U × G on de´finit la section
locale σ : U → P par
σ(x) = T−1U (x, e)
Remarque 18. Si TU est une trivialisation locale avec U = M , TM est appele´e trivialisation globale ;
un fibre´ principal est dit trivial si une telle application existe.
Le fibre´ des repe`res line´aires L’exemple suivant de fibre´ principal a en fait motive´ la de´finition
meˆme de ces objets. Il donne une intuition au sujet de ces structures, et fournit un vocabulaire utile.
Soit M une varie´te´ diffe´rentiable de dimension n. En chaque point x ∈ M on a de´fini un espace
vectoriel tangent, de dimension n. On note Gx l’ensemble des bases de cet espace tangent. Choisir un
point de Gx revient a` choisir n vecteurs inde´pendant de TxM . La projection pi associe a` une base de
l’espace tangent en x la point x lui-meˆme.
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On de´finit l’action libre et propre, transitive sur chaque fibre, de GL(n) sur l’espace total P =
⋃
xGx,
par :
∀p ∈ P, g ∈ G, p · g = gp
ou` gp est la multiplication matricielle ’formelle’ de g et de la base p, au sens suivant : supposons qu’on
se soit fixe´ une base de TxP . Alors on peut repre´senter matriciellement g ∈ pi−1(x) dans cette base ;
le repe`re p · g est alors la base de TxP dont la matrice dans la meˆme base s’e´crit gp. Cette de´finition
ne de´pend pas de la base fixe´e, donc cela a un sens de conside´rer le produit p · g sans fixer une origine
dans la fibre. On vient aussi de voir que toutes les fibres sont diffe´omorphes a` GL(n).
Montrons que l’espace total est naturellement muni d’une structure de varie´te´ : Soit d la dimen-
sion de l’espace de base M , et n celle du groupe de Lie G. Soit (Ui, φi) un atlas de M et (Vj , ψj)
un atlas de G. Soit x ∈ P . P e´tant localement trivialisable, il existe un voisinage ouvert W de x tel
que W est diffe´omorphe a` U × G, donc quitte a` restreindre W on peut le prendre diffe´omorphe a`
U × V ou` (U, φ) et (V, ψ) sont des cartes respectives de M et G en pi(x) et en e. On de´finit alors
ζ : U × V → Rd × Rn par ζ(y) = (φ(pi(y)), ψ(y)).
Une section du fibre´ principal correspond a` une application lisse de M dans P qui a` tout point
de M associe un repe`re de TxM .
Par analogie, dans la suite, les e´le´ments de P seront souvent appele´s de repe`res, et l’action de G
sur P peut eˆtre interpre´te´e comme un changement de base.
Vecteurs horizontaux
Re´duction dans les fibre´s principaux Soit P (M,G) un fibre´ principal de groupe G. On se
demande s’il est possible de passer a` une autre fibre´ principal, de base M et de groupe structural
H < G, qui serait une sous-varie´te´ de P . Ce n’est pas force´ment le cas, si on prend H = {1} < G, on
cherche alors une section globale de P , qui n’existe que si P est trivial globalement.
On a le the´ore`me suivant, dont la de´monstration peut par exemple eˆtre trouve´e dans [4].
The´ore`me 2.3.3. Le choix d’une re´duction du fibre´ principal a` un sous-fibre´ n’est en ge´ne´ral pas
unique, et est caracte´rise´ par le choix d’une section globale dans un fibre´ en espaces homoge`nes associe´
a` P , en l’occurrence le fibre´ associe´ P ×G G/H.
Soit P = P (M,G) le fibre´ des repe`res d’une varie´te´ M qui est de groupe structural GL(n,R).
Choisissons maintenant une re´duction a` un sous-fibre´ de groupe structural SO(n), c’est-a`-dire
se´lectionnons une classe de repe`res, dits orthonorme´s, tels que SO(n) agit de manie`re libre et transitive
sur cette classe. Par de´finition, une varie´te´ riemannienne est une varie´te´ diffe´rentiable de dimension n
pour laquelle on a choisi une re´duction du fibre´ FM des repe`res line´aires a` un sous-fibre´ de groupe
structural SO(n). On a construit le fibre´ des repe`res orthonorme´s. Le tenseur me´trique s’identifie alors
avec la section globale du fibre´ en espaces homoge`nes GL(n,R)/SO(n) qui de´finit la re´duction. La
dimension de cet espace est n2 − n(n − 1)/2 = n(n + 1)/2, et ses e´le´ments peuvent s’identifier a` des
tenseurs de rang 2 totalement syme´triques.
La de´composition polaire d’une matrice inversible est un diffe´omorphisme
On(R)× S++n (R)→ GLn(R)
qui montre que le quotient GLn(R)/On(R) est diffe´omorphe a` S++n (R), lui-meˆme diffe´omorphe a`
l’espace vectoriel des matrices syme´triques re´elles, qui est un espace vectoriel donc un espace to-
pologique contractile (homotope a` un point). La contractilite´ e´tant conserve´e par diffe´omorphisme,
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GLn(R)/On(R) est contractile, donc le fibre´ re´duit a` des fibres contractiles et admet des sections glo-
bales par un the´ore`me de la the´orie des fibre´s. Toute varie´te´ ”raisonnable” admet donc une me´trique
riemannienne.
Le choix d’une structure riemannienne sur une varie´te´ diffe´rentiable revient a` choisir une ”forme”
pour la varie´te´ : selon la me´trique, on obtiendra pour une varie´te´ diffe´omorphe a` S2, un objet de la
forme d’une sphe`re, de la forme d’un ballon de rugby ... et chaque re´duction possible correspond a`
une et une seule me´trique riemannienne possible pour cette varie´te´ diffe´rentiable.
Figure 2.8 – Choisir une re´duction revient a` choisir une ”forme” (cela revient aussi a` choisir une
me´trique)
2.3.3 Espace fibre´s associe´s
Motivations On a vu que on pouvait construire le fibre´ des repe`res d’une varie´te´ donne´e. On peut
e´galement construire le fibre´ tangent, dont chaque fibre est diffe´omorphe a` Rd ou` d est la dimension
de M et munie d’une structure d’espace vectoriel. On peut, dans le meˆme esprit, construire des fibre´s
tensoriels. Ces espaces fibre´s sont associe´s au fibre´ des repe`res puisque l’expression de leurs e´le´ments
de´pend du choix d’une base de l’espace tangent. Cette d’association a` un fibre´ principal correspond a`
la notion de fibre´ associe´.
Une autre conside´ration qui motive la de´finition de fibre´ associe´ est la recherche d’une ge´ne´ralisation
des espaces vectoriels dans lesquels vivent les composantes d’un tenseur : un tenseur est un objet
intrinse`que, ce qui impose des conditions lors d’un changement de base. Dans les fibre´s associe´s,
on conside`re aussi des objets intrinse`ques, dont les ”coordonne´es” de´pendent de la manie`re dont on
regarde cet objet, c’est-a`-dire du choix de base.
Nous continuerons a` utiliser le vocabulaire du fibre´ des repe`res, bien qu’en conside´rant des fibre´s
principaux a priori quelconques, ce vocabulaire ayant le me´rite d’eˆtre particulie`rement visuel.
Fibre´s associe´s Soit P →M un espace fibre´ principal, de groupe structural G, et soit ρ une action
(a` gauche) de G sur un ensemble F .
On obtient une relation d’e´quivalence sur P × F en disant que : (z, f) ∈ P × F ⇔ (z′, f ′) ∈ P × F si
et seulement si il existe un g ∈ G tel que z′ = zg et f ′ = ρ(g−1)f . L’ensemble quotient E = P ×G F
est alors appele´ fibre´ associe´ a` P via l’action de G sur F .
On identifie donc les points (z, f) et (zg, ρ(g−1)f).
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Figure 2.9 – Passage du fibre´ principal a` un fibre´ associe´
f repre´sente les composantes l’objet (z, f) dans la base z. L’espace fibre´ associe´ a` un fibre´ princi-
pal correspond donc aux objets ’vecteurs’ dans le cas ou` ρ est la repre´sentation re´gulie`re de GL(n,R)
comme l’ensemble des isomorphismes de Rn, qu’on de´compose sous la forme (repe`re, coordonne´es dans
ce repe`re). Comme e´voque´ dans cet exemple, le concept de fibre´ associe´ prend une signification forte
si g est une repre´sentation line´aire de G.
Figure 2.10 – Un e´le´ment du fibre´ associe´ est ”bien de´fini” pour la syme´trie induite par la
repre´sentation du groupe structural du fibre´ principal
Les fibre´s associe´s interviennent naturellement en relativite´ ge´ne´rale, mais aussi dans les the´ories
des autres interactions entre particules !
Pour la force forte par exemple, on conside`re un fibre´ principal de groupe structural SU(3) au dessus de
l’espace-temps de Minkowski. On choisit la repre´sentation standard de SU(3) de dimension 3 comme
sous-groupe de GL(3,C), et on construit le fibre´ vectoriel associe´ a` P P ×SU(3) C3. Le spineur qui
de´crit une particule soumise a` l’interaction forte est une section de ce fibre´ associe´.
2.4 Connexions, courbure et e´quation de champ homoge`ne
2.4.1 Connexions dans le fibre´ principal
De´finition intrinse`que sur le fibre´ principal Soit P = P (M,G) un fibre´ principal de groupe
structural G. Notons d la dimension de M et n celle de G. Malgre´ le fait que l’unite´ (au sens du
groupe) dans chaque fibre n’est pas de´signe´ de manie`re canonique, et qu’il faut donc faire un choix
pour re´aliser un diffe´omorphisme entre la fibre et le groupe structural, les directions dans le groupe
sont de´finies par l’application exponentielle sans avoir besoin de marquer l’origine ! Par exemple, si
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A ∈ g et si g ∈ G, on pose
A∗g =
d
dt |t=0
g · exp(tA)
qui correspond a` ”la direction A au point g”. On peut faire la meˆme chose sur le fibre´ principal. On
parle de champ de vecteurs fondamental.
De´finition 44. Soit A ∈ g. Le champ de vecteurs fondamental A∗ est de´fini sur P par
∀p ∈ P,A∗p =
d
dt |t=0
p · exp(tA)
On peut donc transporter une direction tangente dans le groupe, graˆce a` la structure de groupe.
Ces directions ”de groupe” sont dites directions verticales par analogie avec l’exemple de fibre´
principal de groupe structural U(1) ou` la varie´te´ est traditionnellement dessine´e comme une courbe
plus ou moins horizontale.
Plus rigoureusement, les champs de vecteurs fondamentaux engendrent une distribution V de sous-
espaces tangents en chaque point de P , de dimension n (la dimension de g). On parle de distribution
verticale puisqu’elle ne contient que des vecteurs verticaux. Cette distribution est caracte´rise´e par :
Vp = {V ∈ TpP |pi∗(V ) = 0}
L’espace tangent en chaque point de P e´tant de dimension d+ n, on peut prendre une distribution H
de sous-espaces tangents, dite distribution horizontale, de dimension d, telle que TpP = Vp ⊕Hp.
Ce choix n’est pas canonique. De la meˆme manie`re qu’un choix de jauge permet de choisir une identite´
dans les fibres, l’objet connexion de´finit cette distribution horizontale de sous-espaces.
De´finition 45. Une connexion associe a` chaque p ∈ P un sous-espace Hp ⊂ TpP tel que TpP = Vp⊕Hp
ou` Vp = {V ∈ TpP |pi∗(V ) = 0}. On demande que la distribution obtenue soit lisse, et que
(Rg)∗(Hp) = Hpg
afin que la de´finition de l’horizontalite´ sur le fibre´ principal soit invariante par action du groupe
structural. On appelle Vp le sous-espace vertical de TpP et Hp le sous-espace horizontal de TpP .
Cette de´finition des connexions est visuelle, mais malheureusement peu pratique. Pre´sentons d’abord
les connexions d’une manie`re diffe´rente, plus ope´rationnelle, puis nous prouverons l’e´quivalence entre
ces deux de´finitions.
De´finition 46. Une connexion est une 1-forme ω sur P (c’est-a`-dire ω ∈ Ø1(P )⊗ g) a` valeurs dans
g (l’alge`bre de Lie de G) telle que les deux proprie´te´s suivantes sont ve´rifie´es :
1. Si A∗ est le champ fondamental associe´ a` A,
ω(A∗p) = A
2. Si g ∈ G, p ∈ P , X ∈ TpP :
ωpg(Rg∗X) = Adg−1ωp(X)⇔ R∗gω = Adg−1ω
On appelle ω forme de connexion, et associe a` un vecteur tangent sa partie verticale sous la
forme d’un vecteur de l’alge`bre de Lie g. Dans le paradigme du fibre´ des repe`res, un vecteur tangent
correspondant a` un de´placement dans le fibre´ principal, la forme de connexion ω permet de de´finir la
notion de ”se de´placer en changeant de fibre sans tourner le repe`re”.
2.4. CONNEXIONS, COURBURE ET E´QUATION DE CHAMP HOMOGE`NE 47
The´ore`me 2.4.1. Les deux de´finitions ci-dessus sont e´quivalentes.
Preuve. Soit une connexion de´finie par une 1-forme de connexion ω (deuxie`me de´finition). On pose,
pour tout p ∈ P , Hp = Ker(ωp). ωp e´tant une forme line´aire dont la restriction a` Vp est une bijection
de Vp dans g, on a bien Hp ⊕ Vp = TpP . La distribution de sous-espaces obtenue est bien lisse, car ω
l’est. Si pour X ∈ TpP , on a (Rg)∗X ∈ Hpg, alors par bijectivite´ de Adg−1 on a X ∈ Hp et inversement,
donc Rg∗(Hp) = Hpg.
Re´ciproquement, si Hp est une distribution de sous-espaces tangents horizontaux au sens donne´ plus
haut, de´finissant une connexion sur le fibre´ principal P , on sait que X ∈ TpP se de´compose de manie`re
unique en parties horizontale et verticale X = XV + XH , avec XV = Xα(A∗α)p ou` les A∗α sont les
champs de vecteurs fondamentaux que de´finit un base de l’alge`bre de Lie g du groupe G. On de´finit
ω par ω(v) = XαAα. Il s’agit bien d’une 1-forme a` valeurs dans g.
Remarque 19. On peut de´montrer que tout fibre´ principal admet une connexion. La de´monstration
se trouve dans [5]
Expression locale sur la base En physique, les fonctions rencontre´es sont toutes des fonctions
sur la base et non sur l’espace total : par exemple, en the´orie quantique des champs, une fonction
d’onde prend comme arguments les quatre variables d’espace-temps. On peut de´finir la connexion sur
la base M du fibre´ principal P = P (M,G), mais a priori seulement de manie`re locale, puisque seule
la trivialite´ locale est impose´e pour le fibre´ principal. De plus, il faut faire un choix de jauge.
De´finition 47. Supposons une connexion de´finie sur l’espace total P = P (M,G) par la 1-forme de
connexion ω. Soit x ∈M . Soit TU un choix de jauge, de´fini sur le voisinage U de x dans M , et σU la
section locale de P canoniquement associe´e a` TU . On de´finit le potentiel de jauge A ∈ Ø1(U)⊗ g par :
∀y ∈ U,∀v ∈ TyM,A(v) = ω((σU )∗v)
Soient (Xα) un base de g et (∂µ) une carte locale de M en x, de´finie sur U (quitte a` le restreindre).
On peut e´crire :
A = AαµXαdx
µ
qui est l’expression du potentiel de jauge A, localement, en x.
Remarque 20. Comme nous le verrons plus tard, le potentiel de jauge intervient de manie`re fonda-
mentale en physique des particules : si G = U(1), A est le champ de photons, si G = SU(2) × U(1),
A est le champ e´lectrofaible des bosons W+,W−, Z et γ, enfin, si G = SU(3), A est alors le champ
de gluons.
Cette de´finition est encore ”tre`s naturelle”, puisqu’une fois qu’on a de´fini une transformation des
vecteurs tangents a` M autour de x en des vecteurs tangents a` P , il suffit de prendre l’image du
transforme´ par la 1-forme de connexion sur P . Notons enfin qu’a` cause de ce choix de jauge, on perd
un peu du caracte`re intrinse`que qu’avait la connexion sur l’espace total.
2.4.2 Connexions dans les fibre´s associe´s
On conside`re toujours le fibre´ principal P = P (M,G) de base M (de dimension d) et de fibre type
G, groupe de Lie de dimension n, avec la projection pi de P sur M .
Soit ρ une repre´sentation du groupe structural G sur un espace vectoriel V de dimension p, et P ×ρ V
l’espace fibre´ associe´ au fibre´ principal P via la repre´sentation ρ de G sur V .
Remarque 21. On peut prolonger ρ a` g de la manie`re suivante : soit X ∈ g et γ : [−1, 1]→ G telle
que ddt |t=0(γ(t)) = X. On pose alors ρ(X) =
d
dt |t=0(ρ(γ(t))).
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Soit (Xα) une base de g. (ρ(Xα)) est un endomorphisme de V . Dans toute la suite nous garderons
la convention de de´signer par :
1. µ, ν, ρ, ... les indices de base (varie´te´ M de dimension d, espace-temps)
2. i, j, k, ... les indices de fibre (espace vectoriel V de dimension p)
3. α, β, γ, ... les indices d’alge`bre de Lie (g de dimension n)
De´finition 48. La repre´sentation ρ(A) du potentiel de jauge A est appele´e matrice de connexion et
s’e´crit localement :
ρ(A) = Aαµρ(Xα)dx
µ
C’est une matrice dont les coefficients sont des 1-formes sur M .
Dans la suite, sauf si le contraire est mentionne´, on notera encore A la matrice de connexion. En
posant Tα = ρ(Xα), on e´crit :
Aij = A
α(Tα)
i
j
ou` Aα = Aαµdx
µ. Alors Aij = A
i
jµdx
µ = Aαµ(Tα)
i
jdx
µ.
Les nombres Aijµ sont les coefficients de connexion relativement aux bases (ei) de V et (∂µ) de M .
2.4.3 Courbure intrinse`que
L’alge`bre gradue´e Ø(P ) ⊗ g On a vu que ω ∈ Ø1(P ) ⊗ g. Il est en fait possible de conside´rer
des k-formes a` valeurs dans l’alge`bre de Lie. L’ensemble des formes g-value´es est naturellement muni
d’une structure d’alge`bre gradue´e graˆce aux objets suivants.
De´finition 49. Soient φ ∈ Øj(P )⊗ g, ψ ∈ Øi(P )⊗ g. On de´finit [φ, ψ] ∈ Øi+j(P )⊗ g par :
[φ, ψ](X1, ..., Xi+j) =
1
i!j!
∑
σ
(−1)σ[φ(Xσ(1), ..., Xσ(i)), ψ(Xσ(i+1), ..., Xσ(i+j))]
De´rivons l’expression de ces objets en coordonne´es. Soit (Eα) est une base de g. Pour φ ∈ Øk ⊗ g,
on e´crit :
φ = φα ⊗ Eα
et le crochet de deux telles formes devient : [φ, ψ] = cγαβ(φ
α ∧ ψβ)⊗ Eγ .
E´nonc¸ons a` pre´sent deux the´ore`mes qui de´coulent de cette structure d’alge`bre gradue´e de l’ensemble
des formes sur P g-value´es
⊕
k Ø
k(P )⊗ g.
The´ore`me 2.4.2. Soient φ ∈ Øi(P )⊗ g, ψ ∈ Øj(P )⊗ g et ρ ∈ Øk(P )⊗ g. On a :
1. [ψ, φ] = (−1)ij [φ, ψ]
2. (−1)ik[[φ, ψ], ρ] + (−1)kj [[ρ, φ], ψ] + (−1)ji[[ψ, ρ], ψ] = 0
Preuve. Pour le 1., on a [φ, ψ] = cγαβ(φ
α ∧ ψβ)⊗ Eγ = (−1)ijcγαβ(ψα ∧ φβ)⊗ Eγ = (−1)ij [ψ, φ].
Pour le 2. on obtient l’e´galite´ graˆce a` l’identite´ de Jacobi pour g.
The´ore`me 2.4.3. Soient φ ∈ Øi(P )⊗ g et ψ ∈ Øj(P )⊗ g. On a : d[φ, ψ] = [dφ, ψ] + (−1)i[φ, dψ].
Preuve. C’est une conse´quence directe de d(φα ∧ ψβ) = dφα ∧ ψβ + (−1)jφα ∧ dψβ
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Diffe´rentielle exte´rieure covariante
De´finition 50. Soit ω une 1-forme de connexion sur le fibre´ principal P = P (M,G) et α ∈ Øk(P )⊗g.
De´finissons l’horizontalise´e ωH de cette k-forme g-value´e par son action sur k champs de vecteurs
X1, ..., Xk, respectivement de partie horizontale X
H
1 , ..., X
H
k :
ωH(X1, ..., Xk) = ω(X
H
1 , ..., X
H
k )
Autrement dit, on ne s’inte´resse qu’au de´placement horizontal, et pas au de´placement dans le fibre !
De´finition 51. Soit α ∈ Øk(P ) ⊗ g. La diffe´rentielle exte´rieure covariante de la k-forme α est la
(k + 1)-forme dHα de´finie par :
dHα(X1, ..., Xk) = dα(X
H
1 , ..., X
H
k )
Remarque 22. La diffe´rentielle exte´rieure covariante de´pend de la connexion ω : dH = dHω . Cepen-
dant, gardant ceci en teˆte, nous omettrons l’indice de connexion pour ne pas alourdir les notations,
jusqu’a` l’e´tude des lagrangiens a` la fin du chapitre.
De´finition 52. La courbure Øω est la diffe´rentielle covariante de la 1-forme de connexion.
Øω = dHω
Cette expression de la courbure n’est pas facile a` manier, heureusement, elle s’exprime sous une
autre forme beaucoup plus ”pratique”, donne´e par l’e´quation de structure.
E´quation de structure L’e´quation de structure donne l’e´galite´ :
Øω = dω +
1
2
[ω, ω]
Prouvons trois lemmes pour aboutir au re´sultat.
Lemme 2.4.4. Soit X un champ de vecteurs sur M . Il existe un unique champ de vecteur horizontal
X˜ sur P tel que pi∗X˜ = X. C’est le rele`vement horizontal de X (qui est ne´cessairement G-invariant).
Preuve. La connexion ω de´finit une distribution H de sous-espaces tangents tels que pour tout p ∈ P ,
on a un isomorphisme entre Hp et Tpi(p)M . Cette distribution est lisse, donc le champ de vecteur sur
P de´fini par isomorphisme d’espaces vectoriels de manie`re ponctuelle, est bien lisse lui aussi.
On a : pi∗(Rg∗X˜p) = (pi ◦Rg)∗(X˜p) = pi∗(X˜p) = Xpi(p). Donc Rg∗X˜p = X˜pg.
Le lemme suivant montre la stabilite´ du crochet de Lie par passage au champ de vecteur fonda-
mental invariant a` gauche sur P associe´ a` un vecteur de g.
Lemme 2.4.5. Soient A et B dans g. Alors [A,B]∗ = [A∗, B∗] en tant que champs de vecteurs sur
P .
Preuve. Soit φt : P → P l’application donne´e, pour t un re´el de´fini sur un voisinage de 0, donne´ par :
φt(p) = pexp(tA). φ est le flot du champ de vecteur A
∗. Toutes les de´rive´es e´tant e´value´es en 0, on a :
[A∗, B∗]p =
d
dt
φ−1t∗ (B
∗
φt(p)
) =
d
dt
d
ds
φt(p)exp(sB)exp(tA)
−1
donc :
[A∗, B∗]p =
d
dt
d
ds
pexp(tA)exp(sB)exp(tA)−1 =
d
dt
d
ds
pexp(sAdexp(tA)B)
ce qui donne :
[A∗, B∗]p =
d
ds
pexp(s
d
dt
[Adexp(tA)B]) =
d
ds
pexp(s[A,B]) = [A,B]∗p
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Lemme 2.4.6. Soient A ∈ g et X un champ de vecteurs sur M . Alors [A∗, X˜] = 0 ou` X˜ est le
rele`vement horizontal de X.
Preuve. X˜ est G-invariant donc :
[A∗, X˜]p =
d
dt
φ−1t∗ (X˜φt(p)) =
d
dt
X˜p = 0
On peut maintenant de´cliner l’e´quation de structure. On va faire la preuve dans trois cas particulier,
puis nous pourrons conclure par line´arite´ des diffe´rents objets implique´s dans l’e´quation.
1. Soient X et Y deux champs de vecteurs horizontaux sur P . On a :
dω(XH , Y H) = dω(X,Y ) = dω(X,Y ) + [ω(X), ω(Y )]
car ω(X) = ω(Y ) = 0.
2. Soient X et Y deux champs de vecteurs verticaux sur P , G-invariants. On peut alors e´crire
X = A∗ et Y = B∗ ou` A et B sont deux vecteurs de g. Alors d’apre`s la formule de la remarque 5,
dω(A∗, B∗) = A∗[ω(B∗)]−B∗[ω(A∗)]−ω([A∗, B∗]) et comme ω(B∗) = B et ω(A∗) = A (ce sont
des constantes) on a dω(A∗, B∗) = −ω([A∗, B∗]) = −ω([A,B]∗) = −[A,B] = −[ω(A∗), ω(B∗)].
On a aussi prouve´ :
dω(XH , Y H) = dω(X,Y ) = dω(X,Y ) + [ω(X), ω(Y )]
3. On cherche a montrer la formule dans le dernier cas ne´cessaire, c’est-a`-dire ou` l’un des champs de
vecteurs est vertical (on peut le supposer champ fondamental d’un certain vecteur de l’alge`bre
de Lie) et ou l’autre est horizontal (on peut le supposer rele`vement horizontal d’un champ de
vecteurs sur la base). Supposons X = A∗ vertical (A ∈ g) et Y = B˜ horizontal.
dω(A∗, B˜) = A∗[ω(B˜)] − B˜[ω(A∗)] − ω([A∗, X˜]) = 0 car ω(B˜) = 0, ω(A∗) = A, et [A∗, X˜] = 0
d’apre`s les lemmes pre´ce´dents. On a donc la meˆme e´galite´ qu’avant puisque les deux membres
de l’e´galite´ s’annulent.
Comme dit pre´ce´demment, le re´sultat s’e´tend donc a` tous les champs de vecteurs X et Y sur P . On
a montre´ :
La 2-forme de courbure est donne´e par Øω = dω + 12 [ω, ω]
Voici un the´ore`me dont la preuve est facilite´e par cette e´quation de structure.
The´ore`me 2.4.7. Soit g ∈ G. On a R∗gØω = Adg−1Øω.
Preuve. R∗gω = Adg−1ω et R∗g[φ, ψ] = [R∗gφ,R∗gψ] donc
R∗gΩ
ω = R∗gdω +
1
2
[R∗gω,R
∗
gω] = d(Adg−1ω) +
1
2
[Adg−1ω,Adg−1ω]
donc
R∗gΩ
ω = Adg−1(dω) +
1
2
Adg−1 [ω, ω]
ce qui permet de conclure.
Le the´ore`me suivant (identite´ de Bianchi) donne l’expression de la diffe´rentielle de la 2-forme de
courbure. C’est la partie sans champ des e´quations de Maxwell.
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E´quation de champ homoge`ne
The´ore`me 2.4.8 (Identite´ de Bianchi ou e´quation de champ homoge`ne). Si ω est une 1-forme de
connexion sur P , de courbure Øω, alors
dHØω = 0 et meˆme dØω = [Øω, ω]
Preuve.
dØω = d(dω +
1
2
[ω, ω]) = d2ω +
1
2
[dω, ω]− 1
2
[ω, dω]
Comme d2ω = 0 et [ω, dω] = −[dω, ω] :
dØω = [dω, ω]
et puisque [[ω, ω], ω] = 0 :
dØω = [dω +
1
2
[ω, ω], ω] = [Øω, ω]
Comme ω s’annule sur les vecteurs horizontaux, on a dHØω = 0.
2.4.4 Expression locale de la courbure sur la base
Soit A le potentiel de jauge associe´ a` la connexion ω via la trivialisation locale TU , donc A ∈
Ø1(U)⊗ g. Si σu est la section locale de P associe´e a` TU , A = σ∗uω. De´finissons de meˆme la courbure
localement sur la base par Øu = σ
∗
uØ
ω.
The´ore`me 2.4.9. Øu = dωu +
1
2 [ωu, ωu]
Preuve. ØU = σ
∗
u(Ω
ω) = σ∗u(dω +
1
2 [ω, ω]) = d(σ
∗
uω) +
1
2 [σ
∗
u, σ
∗
u] = dωu +
1
2 [ωu, ωu]
Pour commencer a` faire la transition vers l’expression de ces objets dans les fibre´s vectoriels as-
socie´s, conside´rons une repre´sentation line´aire ρ du groupe G sur un espace vectoriel de dimension finie.
Notons encore ρ le prolongement de la repre´sentation a` l’alge`bre de Lie g. On a alors la caracte´risation
suivante de [., .] :
The´ore`me 2.4.10. Soient φ ∈ Øi(M,ρ(g)) et ψ ∈ Øj(M,ρ(g)). On conside`re ici φ et ψ comme des
matrices de formes diffe´rentielles (R-value´es) sur M . Alors :
[φ, ψ] = φ ∧ ψ − (−1)ijψ ∧ φ
ou` φ ∧ ψ est la multiplication matricielle de φ et ψ avec les entre´es multiplie´es par le ”wedge” ∧.
Preuve. Pour A,B ∈ ρ(g), on a [A,B] = AB −BA. Donc :
[φ, ψ](X1, ..., Xi+j) =
1
i!j!
∑
σ
(−1)σ[φ(Xσ(1), ..., Xσ(i)), ψ(Xσ(i+1), ..., Xσ(i+j))]
[φ, ψ](X1, ..., Xi+j) = (φ ∧ ψ − (−1)ijψ ∧ φ)(X1, ..., Xi+j)
Sous les meˆmes hypothe`ses, on a alors que 12 [ω, ω] = ω ∧ ω donc :
Øω = dω + ω ∧ ω
et
ØU = dωU + ωU ∧ ωU
Il est important de connaitre l’expression du changement du potentiel de jauge et de la courbure
lors d’un changement de choix de jauge.
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The´ore`me 2.4.11. Soient TU : pi
−1(U)→ U×G et TV : pi−1(V )→ V ×G deux trivialisations locales,
et guv : U
⋂
V → G la fonction de transition de l’une a` l’autre de´finie par σv(x) = σu(x)guv(x) ou` σu
et σv sont les sections locales canoniquement associe´es, respectivement, a` TU et TV . Alors en notant
Au et Av les potentiels de jauge correspondants, on a, pour Yx ∈ TxM :
Av(Yx) = L
−1
guv(x)∗(guv∗(Yx)) + Adguv(x)−1(Au(Yx))
Preuve. Soit Y un vecteur tangent a` M en x et γ une courbe repre´sentant Y c’est-a`-dire telle que
γ′(0) = Y . Alors (les de´rive´es e´tant e´value´es en 0) :
σv∗(Y ) =
d
dt
σv(γ(t)) =
d
dt
[σu(γ(t))guv(γ(t))]
qui donne :
σv∗(Y ) = σu(x)
d
dt
[guv(γ(t))] +
d
dt
[σu(γ(t))]guv(x)
d’ou` :
σv∗(Y ) =
d
dt
[σv(x)guv(x)
−1guv(γ(t))] +Rguv(x)∗σu∗(Y ) = [L
−1
guv(x)∗guv∗(Y )]
∗
σv(x)
+Rguv(x)∗σu∗(Y )
ce qui donne :
ωv(Y ) = ω(σv∗Y ) = L−1guv(x)∗guv∗(Y ) + Adguv(x)−1ωu(Y )
La courbure varie de fac¸on beaucoup plus simple lors d’un changement de section locale :
The´ore`me 2.4.12. Sur U
⋂
V , on a Øv = Adg−1uv Øu . Si le groupe est repre´sente´ de manie`re line´aire
sur un espace vectoriel de dimension finie, on a Øv = g
−1
uv Øuguv (groupe de matrices).
Preuve. On a vu que :
σv∗(Y ) = [L−1guv(x)∗guv∗(Y )]
∗
σv(x)
+Rguv(x)∗σu∗(Y )
Par de´finition, la 2-forme de courbure est biline´aire et s’annule si l’un des vecteurs qu’elle prend en
argument est vertical. Donc :
Øv(X,Y ) = Ø
ω(σv∗(X), σv∗(Y )) = Øω(Rguv(x)∗σu∗(X), Rguv(x)∗σu∗(Y ))
donc :
Øv(X,Y ) = Adguv(x)−1Øu(X,Y )
Enfin, l’identite´ de Bianchi a pour expression locale, moyennant une trivialisation TU : pi
−1(U)→
U ×G :
dØu = [Øu, ωu]
et pour un groupe ’repre´sente´ matriciellement’ :
dØu = Øu ∧ ωu − ωu ∧Øu
Cela provient directement du fait que le crochet de deux formes g-value´es est pre´serve´ par tire´ en
arrie`re.
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Remarque 23. En e´lectromagne´tisme, de groupe de jauge abe´lien U(1), le the´ore`me pre´ce´dent montre
que l’expression de la courbure (c’est-a`-dire le tenseur e´lectromagne´tique) ne de´pend pas du choix de
jauge. De plus, comme [Øu, ωu] = 0, l’e´quation de champ homoge`ne s’e´crit juste dØu = 0. Pour des
the´ories de jauge non abe´liennes, l’expression de la courbure de´pend a priori de la trivialisation locale,
et c’est pour cela qu’on conside`rera plutoˆt la courbure comme la 2-forme bien de´finie sur P , plutoˆt que
son pull-back par une section locale. Enfin, La courbure n’est plus une fonction line´aire de la
connexion puisque intervient le terme 12 [ω, ω]. C’est ce terme qui est a` l’origine de l’interaction des
bosons de jauge avec eux-meˆme dans les the´ories quantiques des champs non abe´liennes.
2.4.5 Expression de la courbure dans les fibre´s vectoriels associe´s
De´rive´e covariante d’une fonction scalaire sur le fibre´ principal Soit f une fonction lisse de
P = P (M,G) dans R. Sa diffe´rentielle exte´rieure covariante est :
dHf(X) = df(XH)
On peut, graˆce a` la line´arite´ de l’application line´aire tangente df , re´e´crire son expression en :
dHf(X) = df(X)− dV f(X), X ∈ Γ(P )
ou`
dV f(X) = df(XV )
Soit Y un champ de vecteurs local sur M en x ∈M .
Moyennant le choix d’une section locale s, on peut transporter la diffe´rentielle verticale dV sur M ; en
effet, pour x ∈M :
(s∗(dV f))x(Yx) = (dV f)s(x)((s∗Y )s(x)) = dfs(x)((s∗Y )Vs(x)) = dfs(x)((s∗y)
α(X˜α)s(x))
ou` (s∗y)α est la fonction de C∞(P ) coordonne´e de s∗Y selon le champ de vecteur fondamental X˜α
de´fini par (X˜α)p = Rg∗Xα, pour p = (s(x), g) {Xα}α∈[|1,n|], telle que s∗Y = (s∗y)αX˜α. Donc en prenant
x ∈M , p = s(x) = (x, e) ∈ P pour la trivialisation locale canoniquement associe´e a` s, on a :
(s∗(dV f))x(Yx) = dfs(x)(ω((s∗Y )s(x))) = dfs(x)((s∗ω)x(Yx)) = dfs(x)(Ax(Yx))
ou` A est le potentiel de jauge local : A = s∗ω. Ainsi, en e´crivant localement Y = yµ∂µ avec ∂µ les d
champs de vecteurs coordonne´es sur M :
(s∗(dV f))x(Yx) = dfs(x)(Aαµ(x)y
µXα) = A
α
µ(x)y
µ(x)dfs(x)(Xα)
donc finalement : (dHf)s(x)((s∗Y )s(x)) = dfs(x)((s∗Y )s(x))−Aαµ(x)yµ(x)dfs(x)(Xα)
Passons a` pre´sent a` une section v d’un fibre´ P ×ρ V vectoriel associe´ a` P = P (M,G) via la
repre´sentation ρ de G, dont nous omettrons de`s maintenant la notation. On peut relier de manie`re
canonique cette section v de ce fibre´ associe´ a` une fonction de P dans V , a` condition d’avoir choisi
une section locale s du fibre´ principal (c’est-a`-dire a` condition d’avoir fait un choix de jauge). En effet
en e´crivant, pour x ∈M ,
v(x) = [(s(x), w(x))]
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avec s(x) ∈ P et w(x) ∈ V et [(s(x), w(x))] = {(s(x)g, g−1w(x)), g ∈ G}, il suffit de regarder h : P → V
de´finie par h(p) = g(s(x), g) = g−1w(x) si p = s(x)g. On peut e´crire :
h(pg) = g−1h(p)
et en explicitant les indices d’espace vectoriel :
eih
i(pg) = ei(g
−1)ijh
j(p)
ou` {ei}i∈[|1,n|] forme une base de V . Ces fonction hi, i ∈ [|1, p|] sont donc de´finies sur P a` valeurs dans
R et d’apre`s le calcul pre´ce´dent, pour un champ de vecteurs Y sur M de´fini localement en x ∈M :
(dHhi)(s∗Y ) = dhi(s∗Y )−Aαµyµdhip(Xα)
Soit maintenant un chemin γ = [−1, 1]→ G tel que γ(0) = e et dγdt (0) = Xα.
dhie(Xα) =
d
dt |t=0
hi(s(x)g(t)) = (
d
dt |t=0
g−1(t))hi(s(x))
Or :
d
dt |t=0
(g(t)g−1(t)) =
d
dt |t=0
(Rg−1(t)(g(t))) =
d
dt |t=0
(Rg−1(t)(e)) +Rg−1(e)∗
d
dt |t=0
(g(t))
ce qui donne
d
dt |t=0
(g(t)g−1(t)) =
d
dt |t=0
(g−1(t)) +
d
dt |t=0
(g(t)) = 0
ce qui montre que ddt |t=0(g
−1(t)) = −Xα . Si on substitue ce re´sultat dans l’expression de dhie(Xα),
on obtient : dhie(Xα) = −(Xα)ijhj(s(x)), ce qui permet de conclure :
(dHhi)(s∗Y ) = dhi(s∗Y ) +Aαµy
µ(Xα)
i
jh
j(s(x))
ou encore, puisque la base (ei)i∈[|1,n|] est choisie inde´pendamment de x :
(dH(eih
i))(s∗Y ) = eidhi(s∗Y ) + eiAijµh
j(s(x))dxµ(yν∂ν)
Notons : dH(eih
i) = eid(h
i) + eiA
i
jh
i
Remarque 24. Conside´rons par exemple un spineur de Dirac en e´lectrodynamique quantique. Ce
spineur est une section d’un fibre´ vectoriel P ×ρ V re´el de dimension 4, associe´ au fibre´ principal
P = P (M,U(1)) ou` M est la varie´te´ d’espace-temps, via la repre´sentation de U(1) donne´e par :
ρ : eiα ∈ U(1)→ eiαid
ou` id est la matrice identite´ 4 × 4. Ca permet de justifier le fait que ce spineur est un objet qui est
bien de´fini au sens de la jauge (il existe,comme un vecteur dans un espace vectoriel). Ayant choisi
une jauge locale en x0 s : M → G, on peut donc e´crire les spineurs, pour y ∈M dans un bon voisinage
de x0, comme :
ψ : x ∈M → ψ(x) ∈ V
puisque :
ψ˜(x) = [s(x), ψ(x)]
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puisqu’on connait la ”re´fe´rence” s et qu’on sait que pour un changement de jauge g local en x :
g : x ∈M → eiα(x) ∈ U(1) telle que la nouvelle jauge locale est s′(x) = s(x)eiα(x), ψ varie comme :
ψ′(x) = e−iαψ(x)
Lorsqu’on a choisi une jauge, la relation entre les sections ψ˜ du fibre´ associe´ P ×ρ V et les fonctions
f sur la base M , a` valeurs dans V , et se transformant comme g−1 · f lors du changement de jauge g
est biunivoque.
On pose, pour se rapprocher des notations utilise´es en physique : ψi(x) = hi(s(x)), ce qui donne :
dH(eiψ
i) = eidψ
i + eiA
i
jψ
j
Remarque 25. Cette formule donne : dH(ei) = ejA
j
i
Soit ψ une section quelconque de E au voisinage de x ∈M . Localement, ψ s’e´crit ψ(x) = ei(x)ψi(x).
Alors :
dH(v) = ejA
j
iψ
i + eidψ
i = (ejA
j
iµψ
i + ei∂µψ
i)dxµ
et, en re´-indic¸ant :
dH(v) = ei(A
i
jµψ
j + ∂µψ
i)dxµ
On commence a` voir apparaˆıtre la ’substitution minimale de jauge’ qui apparait en the´ories quantiques
des champs pour assurer l’invariance de jauge du Lagrangien.
On de´finit la diffe´rentielle covariante dans la direction ξ = ξν∂ν par :
∂Hξ ψ = ei(A
i
jµψ
j + ∂µψ
i)ξµ
et on note ∂Hµ ψ la diffe´rentielle covariante de ψ dans la direction ∂µ. On a :
∂Hµ ψ = ei(A
i
jµψ
j + ∂µψ
i)
Pour prendre des notations plus proches de celles employe´es dans les the´ories physiques, on pose :
ψi;µ = ψ
i
,µ +A
i
jµψ
j
ce qui permet d’e´crire ∂Hµ ψ = eiψ
i
;µ et ou` on a adopte´ la notation ψ
i
,µ = ∂µψ
i.
Remarquons enfin que : dH(eiψ
i) = dH(ei) + eidψ
i ce qui montre que dH est une de´rivation pour
les sections du fibre´ associe´.
Un champ de particules est une section d’un fibre´ associe´, c’est-a`-dire qu’un spineur varie d’une
”bonne manie`re” lors d’un changement de jauge. Cette invariance est au cœur des the´ories des inter-
actions. La diffe´rentielle de ce spineur doit avoir du sens elle aussi, et par conse´quent doit varier de la
meˆme fac¸on par changement de jauge.
Lorsqu’on change de jauge avec g : M → G, le champ varie selon ψ′(x) = g(x)−1ψ(x). On sait
que les coefficients de la connexion varient selon :
A′(x) = g(x)−1A(x)g(x) + g(x)−1dg(x)
Pour alle´ger, nous e´crirons ψ′ = g−1ψ et A′ = g−1Ag + g−1dg mais toutes ces quantite´s sont bien,
comme toujours, de´finies comme fonctions sur M , a priori non constantes. Ainsi :
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The´ore`me 2.4.13. La diffe´rentielle covariante d’un spineur est une 1-forme a` valeurs dans le fibre´
associe´, autrement dit, on conserve l’e´quivariance de jauge.
Preuve.
dH(ψ′) = d(g−1ψ) + (g−1Ag + g−1dg)(g−1ψ) = (dg−1)ψ + g−1dψ + g−1Aψ + g−1(dg)g−1ψ
Or
d(g−1g) = g−1dg + (dg−1)g = 0
donc
d(g−1) = −g−1(dg)g−1
Par conse´quent :
dH(g−1ψ) = g−1dHψ
Remarque 26. En e´lectrodynamique quantique, on fait la ’substitution minimale’ ∂µ → (∂µ + iq~cAµ)
si bien que le potentiel vecteur est exactement, a` un facteur de proportionnalite´ pre`s, la connexion
dans un fibre´ vectoriel associe´ a` R4 × U(1) via la repre´sentation standard de U(1). Quitte a` changer
d’unite´s, on peut e´crire :
∂µ → (∂µ + iAµ)
or, pour la repre´sentation de´ja` e´voque´e de U(1) sur l’espace des spineurs, la connexion est dans
u(1) ≡ iR ⊗ id. Les coefficients du potentiel vecteur sont donc a` un facteur i pre`s, les coefficients de
connexion.
Loi de transformation des coefficients de connexion Soit x ∈ M . On a vu qu’on pouvait
exprimer localement la matrice de connexion dans une base donne´e par une famille libre de p sections
locales en x. Soient (ei) et (e
′
i) deux tels choix de sections locales en x. Le passage de l’un a` l’autre
est donne´ par une fonction Λ : (M,x)→ Aut(V ) ou` Λ est de´finie sur un bon voisinage de x. Ainsi on
aura :
e′i = Λ
j
iej
On note Aij et A
′i
j les coefficients de la matrice de connexion par rapport a` ces deux bases. D’une part :
dH(e′i) = e
′
jA
′j
i = ekΛ
k
jA
′j
i
et d’autre part :
dH(ejΛ
j
i ) = ekA
k
jΛ
j
i + ekdΛ
k
i
ce qui donne, sous forme matricielle :
A′ = Λ−1AΛ + Λ−1dΛ
Auparavant, on a vu que
Av(Yx) = L
−1
guv(x)∗(guv∗(Yx)) + Adguv(x)−1(Au(Yx))
et ces formules co¨ıncident parfaitement.
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Diffe´rentielle covariante des sections-k-formes On peut montrer que la diffe´rentielle covariante
est une de´rivation et ve´rifie :
dH(eiv
i
µ...νdx
µ ∧ ... ∧ dxν) = dH(eiviµ...ν) ∧ dxµ ∧ ... ∧ dxν
C’est l’unique de´rivation de l’alge`bre gradue´e⊕
Øk(M)⊗ Σ(P ×ρ V )
ou` Σ(P ×ρ V ) est l’ensemble des sections du fibre´ associe´ P ×ρ V . L’avantage de ce formalisme est
de permettre des calculs plus efficaces ; par exemple, soit dHψ ∈ Ø1(M)⊗ Σ(E) ou` ψ est une section
d’un fibre´ vectoriel associe´ :
dH(eiψ
i
;µdx
µ) = dH(eiψ
i
;µ) ∧ dxµ = dH(ei)ψi;µ ∧ dxµ + eid(ψi;µ) ∧ dxµ
donc
dH(eiψ
i
;µdx
µ) = ejA
j
iνψ
i
;µdx
ν ∧ dxµ + ei∂ν(ψi;µ)dxν ∧ dxµ
dH(eiψ
i
;µdx
µ) = eiψ
i
;µ;νdx
ν ∧ dxµ
De´finition de la courbure dans les fibre´s associe´s On de´finit l’ope´rateur de courbure comme
F : Σ(E)→ Ø2(M)⊗ Σ(E) agissant sur les sections de E par : F = (dH)2 .
The´ore`me 2.4.14. L’ope´rateur de courbure est C∞(M)-line´aire
Preuve. En effet pour ψ une section du fibre´ associe´ et f ∈ C∞(M) :
F (fψ) = dH(dH(fψ)) = dH(dH(ψ)f + ψdf)
F (fψ) = F (ψ)f − dH(ψ)d(f) + dH(ψ)df + ψd2f
puisque d2f = 0 et car pour φ ∈ Øk(M)⊗ Σ(P ×ρ V ) et ψ ∈ Ø(M)⊗ Σ(P ×ρ V ) on a
dH(φ ∧ ψ) = dH(φ) ∧ ψ + (−1)kφ ∧ dH(ψ)
donc finalement
F (fψ) = fF (ψ)
Calculons les coefficients de l’ope´rateur de courbure qui est, comme on vient de le montrer, line´aire.
Fei = d
H(dHei) = d
H(ejA
j
iµdx
µ) = dH(ej) ∧Ajiµdxµ + ejd(Ajiµdxµ)
Fei = ekA
k
jνA
j
iµdx
ν ∧ dxµ + ejAjiµ,νdxν ∧ dxµ
Finalement, en notant Fei = F
j
i ej on obtient F
j
i = d(A
j
i ) +A
j
k ∧Aki
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E´quation de structure pour la courbure Soit σ = eiσ
i
µe
µ un e´le´ment quelconque de Ø1(M) ⊗
Σ(P ×ρ V ). Ici, (eµ)µ∈[|1,n|] est une base locale en x du fibre´ cotangent, avec 12fµνρeν ∧ eρ = deµ Alors :
dHσ = ej(σ
j
µ;ν −
1
2
σjρf
ρ
νµ)e
ν ∧ eµ
(il faut rajouter le terme eiψ
i
;µde
µ au calcul semblable pre´ce´dent) et
dHσ(eτ , eu) = ej(σ
j
µ;ν −
1
2
σjρf
ρ
νµ)(δ
ν
τ δ
µ
u − δνuδµτ ) = ej(σju;τ − σjτ ;u − σjρfρτu)
ce qui donne
dHσ(eτ , eu) = d
H
eτσ(eu)− dHeuσ(eτ )− σ([eτ , eu])
Si comme avant, on a σ = dHψ, alors :
Fτuψ = Fψ(eτ , eu) = d
H
eτd
H
euψ − dHeudHeτψ − dH[eτ ,eu]ψ
donc : Fµν = [d
H
µ , d
H
ν ]− dH[µ,ν]
Identite´ de Bianchi pour la courbure De la meˆme fac¸on que dans les fibre´s principaux, l’identite´
de Bianchi s’obtient a` partir de l’e´quation de structure :
dF = d(dA+A ∧A)
donne
dF = d2(A) + dA ∧A−A ∧ dA
et puisque F = dA+A ∧A :
dF = F ∧A−A ∧ F
Si le groupe est abe´lien, on arrive juste a` dF = 0 c’est-a`-dire la premie`re e´quation de Maxwell.
Expression plus familie`re (pour les the´ories physiques) des coefficients de courbure
L’e´quation de structure de la courbure donne :
Fµν = [d
H
µ , d
H
ν ]− dH[µ,ν]
Si (eµ) est un repe`re local en x, on a donc :
Fµν = [d
H
µ , d
H
ν ]
Soit v ∈ V , alors :
Fµνv = d
H
µ (d
H
ν v)− dHν (dHµ v)
Or :
(dHµ (d
H
ν v))
i = ∂µ(d
H
ν v)
i +Aijµ(d
H
ν v)
j
et en de´veloppant :
(dHµ (d
H
ν v))
i = ∂µ∂νv
i + ∂µ(A
i
jµv
j) +Aijµ∂νv
j +AijµA
j
τνv
τ
Le calcul donne :
(Fµνv)
i = (∂µA
i
jν)v
j − (∂νAijµ)vj + (AikµAkjν −AikνAijµ)vj
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Rappelons que :
A = AαµXαdx
µ = Aikµei ⊗ ej ⊗ dxµ
avec Aikµ = A
α
µ(Xα)
i
k. On peut e´crire :
AikµA
k
jν −AikνAijµ = Aαµ(Tα)ikAβν (Tβ)kj −Aγν(Tγ)ikAδµ(Tδ)kj
d’ou` :
AikµA
k
jν −AikνAijµ = AαµAβν (TαTβ)ij −AβνAαµ(TβTα)ij
et :
AikµA
k
jν −AikνAijµ = AαµAβν [Tα, Tβ]ij = AαµAβν (fγαβTγ)ij
donc finalement :
(F ji )kl = ∂µA
j
iµ − ∂νAjiµ +AαµAβνfγαβ(Tγ)ji
ou encore :
F γµν = ∂µA
γ
ν − ∂νAγµ +AαµAβνfγαβ
2.4.6 Lagrangiens et invariance de jauge
Dans cette partie, nous allons de´finir ce qu’est un lagrangien, en termes de fibre´s associe´s, puis
nous donnerons une version ”ge´ome´trique” des ide´es qui sont en fait a` l’origine de l’introduction des
connexions en physique. Conside´rons toujours avec le fibre´ principal P = P (M,G) a` qui est associe´
un fibre´ vectoriel P ×ρ V via la repre´sentation ρ de G sur un espace vectoriel V . Au lieu de regarder
exactement des sections du fibre´ associe´, nous utiliserons des fonctions lisses f de´finies sur P et a`
valeur dans V , telles que :
∀g ∈ G, f(pg) = g−1f(p)
Notons C(P, V ) l’espace de ces fonctions. Il est clair qu’il y a un isomorphisme (non canonique puisqu’il
faut choisir une jauge) entre C(P, V ) et l’ensemble des sections du fibre´ associe´, ce qui rend cette
approche e´quivalente a` celle par des fibre´s associe´s. Posons e´galement la notation Ø
k
(P, V ) pour les
k-formes sur P a` valeurs dans V qui ve´rifient une telle proprie´te´ d’e´quivariance.
De´finition du lagrangien
De´finition 53. L’espace de 1-jets des applications de P dans V est
J(P, V ) = {(p, v, θ), p ∈ P, v ∈ V, θ ∈ L(TpP, V )}
J(P, V ) est muni d’une structure canonique de varie´te´.
De´finition 54. Un lagrangien est une application
L : J(P, V )→ R
tel que pour tous (p, v, θ) ∈ J(P, V ) et pour g ∈ G, on ait
L(p, v, θ) = L(pg, g−1v, g−1θ ◦Rg∗)
The´ore`me 2.4.15. Soit un lagrangien L : J(P, V )→ R. Il existe une fonction
L0 : C(P, V )→ C∞(M)
de´finie, pour x ∈M , ψ ∈ C(P, V ) et p ∈ P avec pi(p) = x, par :
L0(ψ)(x) = L(p, ψ(p), dψp)
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Remarque 27. La de´finition du lagrangien montre que moyennant un choix de jauge, le lagrangien
est une fonction bien de´finie sur la base et sur des sections du fibre´ associe´. C’est simplement une
approche moins ge´ne´rale, mais e´quivalente de`s que le choix a e´te´ fait.
On dira qu’un lagrangien L : J(P, V )→ R est G-invariant si :
L(p, g · v, g · θ) = L(p, v, θ)
Presque tous les lagrangiens rencontre´s dans des the´ories physiques sont G-invariants.
Invariance de jauge du lagrangien et de´rive´e covariante Cette section fait e´cho a` l’introduc-
tion de ce chapitre, dans laquelle nous avons commence´ a` faire e´merger l’ide´e de de´rive´e covariante
pour l’e´tablissement de l’e´lectrodynamique quantique. Nous allons voir que la fonction :
L0 : C(P, V )→ C∞(M)
n’est pas force´ment bien de´finie au sens de la jauge, et comment l’utilisation de de´rive´es covariantes
re´sout ce proble`me.
Soit f un automorphisme de jauge, c’est-a`-dire une fonction lisse de P dans P telle que :
∀p ∈ P, ∀g ∈ G, f(pg) = f(p)g
f est canoniquement relie´e a` une fonction τ de P dans G :
τ(pg) = g−1τ(p)g
par la relation f(p) : pτ(p) puisqu’alors :
f(pg) = pgτ(pg) = pgg−1τ(p)g = pτ(p)g = f(p)g
Remarquons que
f∗ψ(p) = ψ(f(p)) = ψ(pτ(p)) = τ(p)−1ψ(p)
autrement dit f∗ψ = τ−1. On veut calculer d(τ−1ψ)p. Soit X ∈ TpP et γ : R→ P tel que γ′(0) = X.
Dans le calcul les de´rive´es sont toujours e´value´es en 0.
d(τ−1ψ)(X) =
d
dt
τ−1(γ(t))ψ(γ(t)) =
d
dt
τ−1(p)ψ(γ(t)) +
d
dt
τ−1(γ(t))ψ(p)
d(τ−1ψ)(X) = τ−1(p)dψ(X) +
d
dt
τ−1(γ(t))τ(p)τ−1(p)ψ(p)
d(τ−1ψ)(X) = τ−1(p)dψ(X) +Rτ(p)∗(τ−1)∗p(X)τ(p)−1ψ(p)
donc finalement :
d(τ−1ψ)p = τ−1(p)dψ(p) +Rτ(p)∗(τ−1)∗pτ(p)−1ψ(p)
Par conse´quent : L0(f
∗ψ)(x) = L(p, (f∗ψ)(p), d(f ∗ ψ)p) donne :
L0(f
∗ψ)(x) = L(p, τ−1(p)ψ(p), τ−1(p)dψ(p) +Rτ(p)∗(τ−1)∗pτ(p)−1ψ(p))
Autrement dit, on n’a pas force´ment L0(ψ) = L0(f
−1∗ψ) !
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De´finition 55. Soit L : J(P, V )→ R un lagrangien. Soit C l’espace des connexions sur P. De´finissons :
L : C(P, V )× C → C∞(M)
par :
∀x ∈M, p ∈ pi−1(x), ψ ∈ C(P, V ), ω ∈ C, L(ψ, ω)(x) = L(p, ψ(p), dHω ψp)
Ve´rifions que L est bien de´fini. Par de´finition,
dHω ψ ∈ Ø1(P, V )
et comme on l’a de´ja` vu sous une forme le´ge`rement diffe´rente,
R∗g(d
H
ω ψpg) = g
−1dHω ψp
puisque
R∗g(dψ)
H = (R∗gdψ)
H = (d(R∗gψ))
H = (g−1dψ)H = g−1dHω ψ
donc
L(pg, ψ(pg), dHω ψpg) = L(pg, g
−1ψ, g−1dHω ψp ◦Rg−1∗)
ce qui donne bien le re´sultat voulu.
Lemme 2.4.16. Soit f un automorphisme de jauge (f(pg) = f(p)g) et si τ : P → G, τ(pg) =
g−1τ(p)g est canoniquement associe´ a` f par la relation f(p) = τ(p), pour X ∈ TpP , on a
f∗(X) = (L−1τ(p)∗τ∗(X))
∗
f(p) +Rτ(p)∗(X)
Preuve. Soit γ une courbe repre´sentant X. Les de´rive´es e´tant e´value´es en 0 :
f∗(X) =
d
dt
f(γ(t)) =
d
dt
γ(t)τ(γ(t)) =
d
dt
pτ(p)τ(p)−1τ(γ(t)) +
d
dt
Rτ(p)(γ(t))
f∗(X) =
d
dt
f(p)τ(p)−1τ(γ(t)) +Rτ(p)∗(γ(t))
Une conse´quence directe de ce lemme est que si φ est une k-forme sur P V -value´e, et si f est un
automorphisme de jauge associe´ a` τ comme dans le lemme, on a
f∗φ = τ−1φ
The´ore`me 2.4.17. Si L est G-invariant, L est invariant de jauge, au sens suivant : Si f est un
automorphisme de jauge, alors :
L(f∗ψ, f∗ω) = L(ψ, ω)
Preuve.
L(f∗ψ, f∗ω)(x) = L(p, (f∗ψ)(p), f∗(dψp + ωpψ(p)))
d’ou` :
L(f∗ψ, f∗ω)(x) = L(p, (f∗ψ)(p), τ(p)−1dHω ψp)
et par G-invariance de L :
L(f∗ψ, f∗ω)(x) = L(ψ, ω)(x)
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2.4.7 Le principe de moindre action
Soient toujours le fibre´ principal P = P (M,G) de groupe structural G, et ρ : G → GL(V ) une
repre´sentation de G. Soit h une me´trique sur M varie´te´ d’espace-temps, qu’on suppose oriente´e pour
qu’il y ait une forme volume µ bien de´finie associe´e a` h. Soit L un lagrangien G-invariant, et ω une
connexion fixe´e.
De´finition 56. Soit U un ouvert de M d’adhe´rence compacte. Soit ψ ∈ C(P, V ). L’action de ψ sur
U est :
SωU (ψ) =
∫
U
Lω(ψ)µ ∈ R
De´finition 57 (Principe de moindre action). Soit ψ ∈ C(P, V ). On dit que ψ est stationnaire pour
Lω si pour tout ouvert U de M a` support compact, et pour tout σ ∈ C(P, V ) dont l’image du support
par la projection canonique est dans U , on a :
d
dt
SωU (ψ + tσ)|t=0
Remarque 28. Il est possible de montrer, a` condition d’introduire de la structure sur l’espace V , en
particulier une me´trique, l’e´quivalence entre : ψ ve´rifie le principe de moindre action et : ψ ve´rifie
l’e´quation d’Euler-Lagrange :
δH(
∂L
∂(dHψ)
) +
∂L
∂ψ
= 0
ou` on de´finit ∂L
∂(dHψ)
comme une 1-forme sur P a` valeurs dans V telle que ∂L
∂(dHψ)
◦Rg∗ = g−1 ∂L∂(dHψ) ,
ou` δH , de´finie graˆce a` l’e´toile de Hodge ge´ne´ralise´e, est la codiffe´rentielle covariante qui transforme
les k-formes sur P en (k − 1)-formes sur P , et ou` ∂L∂ψ est dans C(P, V ).
On arrive apre`s quelques manipulations, aux e´quations de champ inhomoge`nes : de´finissons
Lself : C → C∞(M)
la self-action d’une connexion, par
Lself (ω) = −1
2
(hk)(Øω,Øω)
a` l’aide d’une me´trique h sur M et d’une me´trique k sur g. Si L est un lagrangien, l’action combine´e
de ψ et ω est de´finie par :
(L + Lself )(ψ, ω) = L(ψ, ω) + Lself (ω)
Si on ge´ne´ralise le principe de moindre action en disant que la paire (ψ, ω) est stationnaire pour
(L + Lself ) si, pour tout ouvert U de M a` support compact, pour tout σ ∈ C(P, V ) et pour toute
forme τ ∈ Ø1(P, g), on a :
d
dt |t=0
∫
U
(L + Lself )(ψ + tσ, ω + tτ)µ = 0
ce qui permet en passant de dire que la structure de l’espace de connexions C sur P est un espace affine,
pour lequel l’espace vectoriel sous-jacent est l’espace des 1-formes sur P a` valeurs dans g e´quivariantes
pour la jauge. On arrive alors au the´ore`me suivant :
The´ore`me 2.4.18. La paire (ψ, ω) est stationnaire pour (L + Lself ) si et seulement si les deux
conditions suivantes sont ve´rifie´es :
1. δH( ∂L
∂(dHψ)
) + ∂L∂ψ = 0
2. δHØω = Jω(ψ)
ou` Jω(ψ) est la courant associe´ a` la paire (ψ, ω)
Chapitre 3
The´orie e´lectrofaible et boson BEH
Apre`s avoir pre´sente´ la structure des the´ories de jauge de manie`re ge´ne´rale, nous allons en prendre
un cas particulier afin de de´river le mode`le standard e´lectrofaible (ou mode`le de Glashow - Salam
- Weinberg). De la meˆme manie`re que l’histoire de l’apparition des concepts permet de mieux sai-
sir les ide´es profondes des the´ories de jauge, le mode`le standard e´lectrofaible est indissociable des
de´veloppements historiques qui y ont mene´. Nous pre´sentons tout d’abord les points les plus impor-
tants qui ont marque´ la de´couverte puis l’e´tude de cette interaction fondamentale, puis nous de´riverons
la the´orie a` partir des ide´es du chapitre pre´ce´dent - c’est-a`-dire que nous prendrons comme postulat de
base que la the´orie e´lectrofaible a une structure de jauge, de groupe structural SU(2)×U(1).
Enfin, nous pre´senterons les ide´es actuelles qui visent a` de´passer ce mode`le standard de la physique
des particules : les the´ories ”Beyond the Standard Model” (BSM) et les conse´quences qu’elles ont sur
les quantite´s mesurables.
”Or, pour l’esprit scientifique, tracer nettement une frontie`re, c’est de´ja` la de´passer.” (G. Bachelard)
3.1 Contexte historique et construction de la the´orie physique
3.1.1 La de´couverte de l’interaction faible et le postulat du neutrino
Henri Becquerel de´couvre la radioactivite´ en 1896. La formulation de ses re´sultats dans
les comptes rendus de l’Acade´mie des Sciences du 24 fe´vrier 1896 est reste´e ce´le`bre. Voici comment il
de´crit ses travaux :
”On enveloppe une plaque photographique Lumie`re, au ge´latinobromure, avec deux feuilles de papier
noir tre`s e´pais, tel que la plaque ne se voile pas par une exposition au Soleil, durant une journe´e. On
pose sur la feuille de papier, a` l’exte´rieur, une plaque de la substance phosphorescente, et l’on expose
le tout au Soleil, pendant plusieurs heures. Lorsqu’on de´veloppe ensuite la plaque photographique,
on reconnaˆıt que la silhouette de la substance phosphorescente apparaˆıt en noir sur le cliche´. Si l’on
interpose entre la substance phosphorescente et le papier une pie`ce de monnaie, ou un e´cran me´tallique
perce´ d’un dessin a` jour, on voit l’image de` ces objets apparaˆıtre sur le cliche´. On peut re´pe´ter les
meˆmes expe´riences en interposant entre la substance phosphorescente et le papier une mince lame
de verre, ce qui exclut la possibilite´ d’une action chimique due a` des vapeurs qui pourraient e´maner
de la substance e´chauffe´e par les rayons solaires. On doit donc conclure de ces expe´riences que la
substance phosphorescente en question e´met des radiations qui traversent le papier opaque a` la lumie`re
et re´duisent les sels d’argent.”
La radioactivite´ a ensuite e´te´ observe´e par Pierre et Marie Curie dans le thorium, et dans des
”nouveaux” e´le´ments : le polonium et le radium.
En 1899, Rutherford classe la radioactivite´ en deux cate´gories diffe´rentes, en se basant sur la
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pe´ne´trabilite´ des e´missions : la radioactivite´ alpha, stoppe´e par de minces feuilles de papier ou
d’aluminium, et la radioactivite´ beˆta, pouvant pe´ne´trer plusieurs millime`tres d’aluminium.
En 1900, Paul Villard de´couvre des radiations encore plus pe´ne´trantes que Rutherford identifie en
1903 a` un nouveau type d’e´missions, appele´es rayons gamma.
Toujours en 1900, Becquerel prouve que les particules e´mises par radioactivite´ beˆta sont des
e´lectrons, en mesurant le quotient de leur masse par leur charge. Un an plus tard, Rutherford et
Fre´de´ric Soddy montrent que la radioactivite´ beˆta implique la transmutation des atomes implique´s,
en atomes d’un autre e´le´ment chimique. Apre`s plus d’analyses, en 1913, Soddy et Kazimierz Fajans
proposent inde´pendamment leur loi de de´placement par radioactivite´, qui relie la radioactivite´
beˆta a` un de´placement d’une case a` droite dans le tableau pe´riodique, et la radioactivite´ alpha a` un
de´placement de deux cases a` gauche.
En 1914, James Chadwick e´tudie le spectre e´nerge´tique de l’e´lectron e´mis par radioactivite´ beˆta.
Compte tenu de la re´cente the´orie de la relativite´ restreinte, il attend un pic correspondant a` l’e´nergie
de diffe´rence de masse entre le noyau avant de´sinte´gration et le noyau apre`s de´sinte´gration. Or voila`
qu’il mesure un spectre continu, qui s’e´tend d’environ ze´ro jusqu’a` cette valeur de diffe´rence de masse,
comme si de l’e´nergie e´tait perdue durant la de´sinte´gration. Un autre proble`me est la conservation du
moment angulaire : par exemple, le spin du noyau 147 N est un entier, contrairement a` ce que pre´voit
la de´sinte´gration
14
6 C →147 N + e−
Ces re´sultats alors inexplicables sont confirme´s par de nombreuses expe´riences entre 1920 et 1927.
La re´volution vient d’une lettre e´crite par Pauli en 1930, pleine d’humour, ou` il sugge`re, presque
en s’excusant d’une telle hypothe`se, qu’une petite particule neutre, de petite masse (moins de 1% de
la masse du proton), et contenue dans le noyau tout comme les protons et les e´lectrons, pourrait eˆtre
e´mise durant la de´sinte´gration. Il la baptise neutron.
En 1932, apre`s la de´couverte de ce qui est appele´ aujourd’hui neutron par J. Chadwick en e´tudiant
les travaux des Joliot-Curie, Fermi renomme (en accord avec Pauli) la particule de Pauli neutrino, ou
petit neutron[12].
3.1.2 La the´orie de Fermi
En 1933, Fermi propose une the´orie de contact a` quatre fermions de l’interaction faible, qui explique
la radioactivite´ beˆta. Son article est refuse´ par le journal Nature ; il publie donc en italien, et son
article n’est traduit en anglais qu’en 1968 par Fred Wilson[13]. Cette the´orie est re´volutionnaire, dans
la mesure ou` il s’agit d’une the´orie quantique des champs : ni l’e´lectron ni le neutrino ne pre´existent
dans le noyau, il faut donc pouvoir faire apparaˆıtre et disparaitre des particules.
La the´orie de Fermi est en fait tre`s ge´ne´rale, on peut suivre le meˆme e´tat d’esprit et de´river une
the´orie de Fermi des interactions faibles entre leptons (plus proche de l’approche que nous allons suivre
tout a` l’heure). Dans cette the´orie, le hamiltonien d’interaction s’e´crit (avec quelques anachronismes) :
H(F )I =
G√
2
Jα(x)J†α(x)
avec
Jα(x) =
∑
l
ψl(x)γα(1− γ5)ψνl(x)
et
J†α(x) =
∑
l
ψνl(x)γα(1− γ5)ψl(x)
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Figure 3.1 – De´but de la lettre de Pauli
Figure 3.2 – Diagramme de Feynman de la de´sinte´gration du neutron dans la the´orie de Fermi
ou` la sommation porte sur les diffe´rentes familles de leptons.
En effet, les donne´es expe´rimentales semblent montrer que seules ces combinaisons des champs
entrent dans l’expression de l’interaction. Pour la de´sinte´gration du muon par exemple, la the´orie de
Fermi donne un processus du premier ordre qu’on peut repre´senter par le diagramme de Feynman
suivant :
Cependant, la the´orie de Fermi est une approximation de basse e´nergie d’une the´orie plus large,
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Figure 3.3 – Diagramme de Feynman de la de´sinte´gration du muon, dans la the´orie de Fermi
encore a` de´couvrir. Aujourd’hui, on sait que l’interaction est transmise par des particules massives ; il
est possible de montrer que la the´orie de Fermi correspond a` la limite de la the´orie IVB (voir ci-dessous)
ou` on conside`re que les bosons vecteurs sont infiniment lourds. Aux e´chelles d’e´nergies accessibles a`
l’e´poque, cette approximation est excellente (le projet Manhattan a repose´ en entier sur cette the´orie,
et le re´sultat montre bien que les ide´es de Fermi permettaient de de´crire les interactions faibles avec
une grande pre´cision, du moins a` ces e´chelles d’e´nergie).
3.1.3 L’ide´e de bosons vecteurs, la de´couverte du muon et du pion
En 1935, Yukawa, en e´tudiant l’interaction forte, pre´dit l’existence d’une particule me´diatrice ; il
estime sa masse a` partir de la porte´e de cette interaction : 100 MeV. Il l’appelle me´son (du grec me´sos
qui signifie interme´diaire), puisque sa masse est comprise entre celle de l’e´lectron (0,51 MeV) et celle
du nucle´on (0,94 GeV).
En 1936, alors qu’ Anderson et Neddermeyer e´tudient les rayons cosmiques afin d’y trouver le
me´son pi pre´dit par le mode`le de Yukawa, ils observent une particule de masse 106 MeV qu’ils appellent
me´sotron. L’existence de cette particule est confirme´e par Street et Stevenson dans une chambre a`
bulle, un an plus tard.
Cependant, elle ne semble pas participer a` l’interaction forte ; par exemple, elle a une tre`s grande
pe´ne´trabilite´ dans la matie`re.
Le ve´ritable me´son pi est de´couvert en 1947 par Cecil F. Powell, toujours dans les rayons cosmiques,
dans une chambre a` bulles installe´e sur les sommets de la Cordille`re des Andes. Il a quant’a` lui les
proprie´te´s pre´dites par Yukawa.
Le me´sotron est alors renomme´ en me´son µ. Lors de l’e´laboration du mode`le standard dans les
anne´es 70, le terme me´son a e´te´ assigne´ aux particules forme´es d’un quark et d’un anti-quark, comme
le pi, qu’on appelle de´sormais me´son pi, ou pion, et qui forme un triplet d’isospin fort pi−, pi+ et pi0.
Ainsi, le me´son µ, qui est un lepton (du grec leptos : faible) puisqu’il n’est pas constitue´ de quarks, et
a e´te´ renomme´ muon.
L’ide´e que les interactions faibles sont dues a` l’e´change de bosons massifs semble avoir e´te´ propose´e
par Klein en 1938 [14].
3.1.4 L’e´nigme Θ− τ
En 1949, Powell identifie deux nouvelles particules cosmiques, l’une qu’il appelle me´son τ+ (ce
n’est pas le lepton τ) et qui se de´sinte`gre en trois pions selon :
τ+ → pi+pi+pi−
et l’autre qu’il nomme Θ+, qui se de´sinte`gre en deux pions selon :
Θ+ → pi+pi0
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Le calcul des proprie´te´s de ces particules montrent qu’elles sont indistinguables si ce n’est par leur mode
de de´sinte´gration. Cela ne pose pas de proble`me en soi puisqu’il pourrait s’agir de deux de´sinte´grations
diffe´rentes de la meˆme particule. Cependant, la conservation de la parite´ semble alors viole´e : en effet
la parite´ du pi e´tant (−1), le syste`me de deux pions a une parite´ paire tandis que la syste`me de trois
pions une parite´ impaire. Par conse´quent, il ne peut pas s’agir de la meˆme particule.
Lors d’un se´minaire a` Rochester en avril 1956, la question est e´voque´e et discute´e par (entre autres)
Feynman, Block, Lee et Yang. Lee et Yang proposent notamment leur ide´e de ”parity doubling”, selon
laquelle certaines particules peuvent exister dans deux e´tats de parite´ diffe´rente. Les diffe´rentes inter-
ventions me`nent a` une sorte de tremblement de terre : et si la conservation de la parite´ n’e´tait pas
une loi fondamentale ? Cette ide´e, vraiment re´volutionnaire puisque la conservation de la parite´ avait
e´te´ observe´e avec un tre`s grand degre´ de pre´cision dans les interactions e´lectromagne´tiques et fortes,
et n’avait encore jamais e´te´ mise en de´faut, a mene´ au ce´le`bre papier de Lee et Yang [15] : Question
of Parity Conservation in Weak Interactions, dans lequel ils proposent une expe´rience permettant
de tirer la question au clair, en e´tudiant la de´sinte´gration du 60Co. Madame Wu, a` l’universite´ de
Berkeley, re´alise cette expe´rience en 1957 pourtant difficile sur le plan technique, et observe bien la
violation de la syme´trie de parite´ comme cela avait e´te´ sugge´re´ [16]. L’interaction faible, pour laquelle
on commence a` peine a` obtenir des donne´es expe´rimentales, semble bien contre intuitive...
3.1.5 Des avance´es majeures en physique des neutrinos
De 1953 a` 1956, Cowan et Reines tentent un expe´rience (qui aboutit en 1956) qui vise a` montrer que
le neutrino est bien une particule libre. En utilisant le flux (alors hypothe´tique) d’antineutrinos
produits par un re´acteur nucle´aire (5.1013 antineutrinos par seconde), le but e´tait de faire interagir les
particules (s’il en e´tait) avec des protons de l’eau d’une ”piscine” selon la re´action :
νe + p→ n+ e+
de´crite par :
Figure 3.4 – Diagramme de Feynman de l’interaction anti-neutrino/proton dans la the´orie de Fermi
suivie peu apre`s de
e+ + e− → 2γ
calcule´ graˆce au diagramme :
Les photons ainsi produits ayant une e´nergie conside´rable, il est possible de les de´tecter en utilisant
des scintillateurs, qui produisent des douches de photons moins e´nerge´tiques dont on mesure l’e´nergie
totale a` l’aide de photomultiplicateurs. En fait cette expe´rience n’e´tait pas assez concluante, et du
cadmium (qui est un tre`s bon absorbeur de neutrons) a a` terme e´te´ utilise´ pour obtenir davantage
d’informations mais le principe de l’expe´rience reste identique :
n+108 Cd→109 Cd∗ →109 Cd+ γ
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Figure 3.5 – Diagramme de Feynman a` l’ordre le plus bas de l’annihilation positron-e´lectron en
e´lectrodynamique quantique
Les re´sultats ont e´te´ publie´s en 1956 [17], et Reines a rec¸u en 1995 le prix Nobel de physique en leurs
noms (Cowan a disparu en 1974).
3.1.6 La the´orie IVB leptonique
L’apparition de la the´orie IVB L’ide´e de cette the´orie est de de´crire les interactions faibles
comme un e´change de bosons vecteurs massifs. Schwinger ache`ve la structure de cette the´orie
en 1957. Nous allons la pre´senter de manie`re un peu diffe´rente, puisqu’en 1957 manquaient de tre`s
nombreuses particules (comme le neutrino muonique par exemple) avec lesquelles nous sommes au-
jourd’hui familiers, et parce qu’il est simple est satisfaisant d’utiliser et de mettre en valeur la syme´trie
existant entre les trois familles de leptons e, µ et τ . On suppose donc connus le neutrino muonique,
de´couvert en 1962 graˆce a` l’e´tude de la de´sinte´gration du muon
µ− → e− + νe + νµ
ainsi que le lepton τ de´couvert par Perl (qui d’ailleurs a rec¸u la deuxie`me moitie´ du prix Nobel de
1995 pour cette contribution) graˆce a` des collisions e−e+ a` l’acce´le´rateur SLAC de Stanford [18]. Voici
l’abstract de cet article : ”We have found events of the form e++e− → e+µ+missing energy, in which
no other charged particles or photons are detected. Most of these events are detected at or above a
center-of-mass energy of 4 GeV. The missing-energy and missing-momentum spectra require that at
least two additional particles be produced in each event. We have no conventional explanation for
these events.” L’explication est alors apparue comme :
e+ + e− → τ+ + τ− → e+ µ+ 4ν
la masse du τ , maintenant mesure´e pre´cise´ment vers 1777 GeV, explique l’e´chelle d’e´nergie de la
re´sonance. Le neutrino tauique n’a e´te´ ve´ritablement observe´ qu’en 2000 par la collaboration DONUT
de Fermilab, cependant l’expe´rience LEP du CERN a pu montrer de`s 1990 qu’il n’existait qu’au plus
trois familles de neutrinos le´gers.
Rappelons qu’en e´lectrodynamique quantique, le hamiltonien d’interaction s’e´crit :
HQED(x) = −eψ(x)γαψ(x)Aα(x)
qu’on peut re´e´crire en :
HQED(x) = (−e)JαAα
ou`
Jα = ψ(x)γαψ(x)
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est le courant spinoriel conserve´ de l’e´quation de Dirac. Autrement dit, le hamiltonien d’interaction est
le produit du courant par le champ de jauge, celui qui transporte la force, moyennant une constante
de couplage (−e) adimensionne´e (on est dans un syste`me d’unite´ adapte´e ou c = 1 et ~ = 1 mais
la constante de structure fine, proportionnelle a` e2, est bien adimensionne´e). En 1957, les quelques
expe´riences de´ja` re´alise´es, et e´tudie´es, tendent a` montrer que les courants mis en jeu dans les interac-
tions faibles sont ceux donne´es par la the´orie de Fermi.
Construction de la the´orie IVB Par analogie avec la QED a donc e´te´ propose´ le hamiltonien
d’interaction suivant :
HI(x) = gWJα†Wα(x) + gWJα(x)W †α(x)
puisque interviennent dans la the´orie de Fermi leptonique deux courants spinoriels faibles (et ou` gW est
une constante de couplage adimensionne´e). Cette interaction conserve les nombres leptoniques de´finis
par :  N(e) = N(e−)−N(e+) +N(νe)−N(νe)N(µ) = N(µ−)−N(µ+) +N(νµ)−N(νµ)
N(τ) = N(τ−)−N(τ+) +N(ντ )−N(ντ )
Cette the´orie est e´galement satisfaisante car elle n’est pas invariante par syme´trie de parite´. En effet,
conside´rons le courant :
Jα(x) =
∑
l
ψl(x)γα(1− γ5)ψνl(x)
Sous la transformation P : (t, ~x)→ (t,−~x), Jα(x) n’est pas invariant car γ5 est un pseudo-scalaire. Il
en est de meˆme pour Jα(x)
†.
La the´orie IVB a des conse´quences frappantes. Supposons tout d’abord que les neutrinos ont une
masse nulle. PL =
1−γ5
2 est le projecteur sur les e´tats d’he´licite´ ne´gative, et pour toute particule de
masse nulle, ces e´tats sont des e´tats propres de l’ope´rateur d’he´licite´. Par conse´quent, l’ope´rateur :
ψLνl =
1
2
(1− γ5)ψνl
ne peut annihiler que des neutrinos d’he´licite´ ne´gative et cre´er que des antineutrinos d’he´licite´ positive.
Pour des particules massives, ce sont ”presque” des e´tats propres a` condition qu’elles soient ultra-
relativistes, donc qu’elles se comportent presque comme des particules non massives. En posant :
ψLl (x) = PLψl(x)
on peut alors re´e´crire :
Jα(x) = 4
∑
l
ψ
L
l (x)γαψ
L
νl
(x)
Le spin des leptons massifs est aussi contraint par l’interaction faible.
Les bosons vecteurs massifs peuvent eˆtre de´crits par l’e´quation de Proca :
2Wα(x) +m2WW
α(x) = 0
La quantification du champ est mene´e de manie`re ”canonique” :
Wα+(x) =
∑
k
∑
r
√
1
2V ωk
αr (
~k)ak(~k)e
−ikx
Wα−(x) =
∑
k
∑
r
√
1
2V ωk
αr (
~k)b†k(~k)e
ikx
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et conduit a` un propagateur de la forme :
iDαβF (k,mW ) =
i(−gαβ + kαkβ
m2W
)
k2 −m2W + i
Applications de la the´orie IVB La the´orie IVB permet de calculer au premier ordre des
sections efficaces, des temps de demi-vie, ou des grandeurs relie´es a` ces quantite´s. Pour la de´sinte´gration
d’une particule :
P → P ′1 + ...+ P ′N
l’e´le´ment de matrice s’e´crit, en assignant la sommation sur les e´tats finaux a` la variable f et sur les
diffe´rents leptons a` la variable l (la lettre i rapporte a` l’e´tat initial) :
Sfi = δfi + (2pi)
4δ(4)(
∑
p′f − p)
√
1
2V E
∏
f
√
1
2V E′f
∏
l
√
2mlM
On obtient l’expression du taux de de´sinte´gration diffe´rentiel pour le processus dont il est question ou`
la particule P ′1 a` un moment ~p′1 a` d~p′1 pre`s :
dΓ = (2pi)4δ(4)(
∑
p′f − p)
1
2E
∏
l
√
2ml
∏
f
d ~p′f
(2pi)32E′f
|M|2
et le taux de de´sinte´gration Γ en inte´grant sur les variables finales. Si il y a plusieurs modes de
de´sinte´gration possibles, on de´fini le branching ratio d’un mode par :
B =
Γ∑
Γ
Le temps de vie d’une particule est :
τ =
1∑
Γ
=
B
Γ
La de´sinte´gration du muon
µ−(p, r)→ e−(p′, r′) + νe(q1, r1) + νµ(q2, r2)
est de´crite au premier ordre par le graphe de Feynman :
correspondant a` l’amplitude de Feynman
M = −g2W [u(~p′)γα(1− γ5)v(~q1)]
i(−gαβ + kαkβ
m2W
)
k2 −m2W + i
[u(~q2)γ
β(1− γ5)u(~p)]
Dans la limite ou` mW → ∞ (prendre une masse finie entraˆıne des corrections en 10−6), on obtient
l’expression de l’amplitude de Feynman suivante (la meˆme amplitude aurait e´te´ de´rive´e de la the´orie
de contact de Fermi) :
M = − iG√
2
[u(~p′)γα(1− γ5)v(~q1)][u(~q2)γβ(1− γ5)u(~p)]
avec
G√
2
= (
gW
mW
)2
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Figure 3.6 – Diagramme de Feynman au premier ordre de la de´sinte´gration du muon dans la the´orie
IVB
Le calcul donne :
Γ =
G2m5µ
192pi3
Le branching ratio de cette de´sinte´gration e´tant de 98,6%, la mesure du temps de demi-vie du muon
permet de de´duire :
G = (1, 16637± 0.00002)× 10−5 GeV −2
C’est en fait la mesure du temps de demi-vie du muon qui a permis (historiquement) la mesure
de la constante de couplage gW . Apre`s avoir fixe´ cette constante, la the´orie IVB devient pre´dictive,
c’est-a`-dire qu’elle permet de calculer la section efficace de divers processus, comme :
Figure 3.7 – ”Inverse muon decay” au premier ordre
dit ”inverse muon decay”. L’expe´rience est en tre`s bon accord avec les pre´visions.
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Proble`mes souleve´s par la the´orie IVB Malgre´ les immenses apports de la the´orie IVB, certains
proble`mes subsistent. Par exemple, la the´orie ne peut pas de´crire des proce´de´s comme
νµ + e
− → νµ + e−
qui sont pourtant permis par les lois de conservation. En effet, les courants de la the´orie IVB couplent
un lepton charge´ avec un lepton neutre. La contribution d’ordre le plus faible (en the´orie IVB) au
proce´de´ νµ + e
− → νµ + e− est donne´e par les graphes de Feynman :
Figure 3.8 – Premie`re contribution au premier ordre
Figure 3.9 – Deuxie`me contribution au premier ordre
qui impliquent le calcul d’inte´grales divergentes lorsqu’on les e´value. La the´orie IVB n’est pas
renormalisable, et il n’est pas possible de s’affranchir de ces infinis.
De plus, les sections efficaces de la diffusion d’un neutrino e´lectronique par des e´lectrons et de la
diffusion d’un neutrino muonique par un e´lectron doivent eˆtre du meˆme ordre de grandeur, ce qui
n’est pas le cas dans le cadre IVB : νµ + e
− → νµ + e− correspond a` du deuxie`me ordre, comme s’il
manquait un courant couplant des leptons neutres a` des leptons neutres et des leptons charge´s a` des
leptons de charge oppose´e ... Jusqu’en 1973 cependant, toutes les expe´riences concordaient avec le fait
que l’interaction faible soit transmise par les bosons W±.
3.1.7 La the´orie de jauge e´lectrofaible et les de´couvertes poste´rieures
Compte tenu des courants faibles qui interviennent dans le lagrangien d’interaction de la the´orie
de Fermi, et graˆce aux avance´es de la the´orie au sujet des interactions fortes, l’ide´e de Yang et Mills
d’identifier proton et neutron a` deux e´tats du nucle´on est reprise : on rassemble les leptons non
neutrino¨ıques et leur neutrino correspondant dans un doublet d’isospin (syme´trie SU(2)) si ils sont
de bonne chiralite´. Dans un premier temps, on suppose les leptons sans masse ce qui permet d’e´crire
le lagrangien de Dirac comme :
L = ψl /∂ψl + ψνl /∂ψνl
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ou` la sommation sur les diffe´rents leptons est sous-entendue. Puisque les leptons ne sont pas massifs,
on peut projeter sur les diffe´rents e´tats de chiralite´ (qui sont bien de´finis) :
L = ψLl /∂ψLl + ψRl /∂ψRl + ψLνl /∂ψLνl + ψ
R
νl
/∂ψRνl
ou` les exposants L et R de´crivent l’e´tat de chiralite´, gauche ou droit, des diffe´rents fermions. On e´crit
donc :
L = ΨLl /∂ΨLl + ψRl /∂ψRl + ψRνl /∂ψRνl
ou`
ΨLl (x) =
(
ψLνl(x)
ψLl (x)
)
/∂ΨLl (x) =
(
/∂ψLνl(x)
/∂ψLl (x)
)
Autrement dit, avant la brisure de cette syme´trie SU(2), un lepton et son neutrino leptonique
associe´ sont deux facettes d’une et une seule meme particule !.
Remarque 29. Il est ne´cessaire de construire la the´orie de jauge en partant de fermions et de bosons
non massifs. Dans le cas contraire, si par exemple on rajoute les termes correspondants a` des fermions
massifs :
−mlψl(x)ψl(x)
on perd l’invariance de jauge. On pourrait alors essayer de remplacer ce terme par quelque chose de plus
complique´, invariant de jauge mais contenant le terme pre´ce´dent ; seulement on aboutit alors en ge´ne´ral
a` une the´orie non renormalisable. Ce ne sont donc pas des solutions acceptables. Le me´canisme de
brisure spontane´e de syme´trie consiste alors a` rajouter des champs de particule qui brisent la syme´trie
de jauge, au sens que le lagrangien reste invariant mais que les solutions de plus basse e´nergie ne sont
pas SU(2)×U(1)-syme´triques. En re´e´crivant le lagrangien dans un syste`me de coordonne´es particulier,
on aboutit alors a` une forme qu’on peut re´interpre´ter comme : les e, µ, τ , W+, W− et Z0 ont acquis
de la masse, le photon γ reste non massif et une nouvelle particule scalaire est apparue, qu’on appelle
boson BEH.
En suivant les ide´es de´ja` pre´sente´es qui lient l’invariance de jauge et l’existence de courants
conserve´s, on aboutit a` deux courants conserve´s a` partir desquels on peut obtenir les deux courants
faibles charge´s de la the´orie IVB, et de manie`re plus surprenante, a` un troisie`me courant faible conserve´,
J3W , qui est la somme de deux termes, dont l’un est proportionnel au courant e´lectromagne´tique ! C’est
un premier signe de l’unification des interactions faibles et e´lectromagne´tique.
L’e´laboration the´orique de la the´orie de jauge e´lectrofaible se termine dans les anne´es 1968-1969,
sous l’impulsion de physiciens tels que Glashow, Weinberg, Salam (qui partagent le prix Nobel en 1979),
Iliopoulos ou Maiani, notamment en incluant le phe´nome`ne de brisure spontane´e de la syme´trie de
jauge SU(2), aboutissement des travaux re´alise´s par Goldstone, puis Brout, Englert et Higgs. Comme
cela a e´te´ montre´ en 1971 par Veltman et ’t Hooft, la the´orie que l’on obtient ainsi est par contre, et
de manie`re satisfaisante, renormalisable.
De´couverte des bosons de jauge e´lectrofaibles La the´orie pre´voit donc, en plus du photon connu
depuis plus d’un sie`cle, et des deux bosons massifs W+ et W− expliquant par exemple la de´sinte´gration
β ou celle du muon, un quatrie`me boson de jauge, massif lui-aussi, et e´lectriquement neutre, le
Z0. La masse des bosons W+ et W− est environ de 80 GeV, celle du Z0 91 GeV.
Dans un se´minaire au CERN le 3 septembre 1973, Paul Musset de la collaboration Gargamelle, une
chambre a` bulle construite au CERN pour de´tecter les neutrinos, de 4,8 me`tres de long et 2 me`tres de
diame`tre, pesant 1000 tonnes et contenant 12 m3 de fre´on CF3Br, pre´sente la premie`re preuve directe
de l’existence de courants neutres, avec entre autres un e´ve´nement leptonique, montrant la trajectoire
d’un e´lectron diffuse´ par un antineutrino arrivant de la gauche [19].
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Figure 3.10 – Photographie de la chambre a` bulle Gargamelle juste apre`s une collision ayant entraine´
un courant neutre : on peut voir l’e´lectron partir de la gauche, perdre de l’e´nergie (d’ou` son rayon de
courbure plus petit) en e´mettant un photon (pointille´s) tre`s e´nerge´tique, qui donne une paire e´lectron-
positron (distinguables par leur sens de rotation) ; l’e´lectron re´-e´met un photon (deuxie`me pointille´s)
qui se scinde en un positron, et un e´lectron de moindre e´nergie ...
Figure 3.11 – Reconstitution tridimensionnelle du premier e´ve`nement Z observe´ par UA1 le 30 avril
1983. La trajectoire des e´lectrons est repre´sente´e par une ligne blanche
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Dix ans plus tard, le 25 janvier 1983, lors d’une confe´rence de presse au CERN est annonce´e la
de´couverte des bosons W. Le 24 fe´vrier 1983, la collaboration UA1, l’une des deux expe´riences sur
l’anneau du SPS, super proton-synchrotron, publie un article qui de´crit leurs travaux [20]. Le 17 mars
1983, c’est au tour de la collaboration UA2, la deuxie`me expe´rience du SPS, de publier un tel papier
[21].
Enfin, la meˆme anne´e (tre`s fructueuse de´cide´ment), le 1er juin 1983, les physiciens de CERN
annoncent avoir observe´ des bosons Z0, ce qui confirme le mode`le de Glashow - Weinberg - Salam.
L’e´ve´nement ci-dessous montre la de´sinte´gration du boson Z0 en un e´lectron et un positron, tel qu’elle
a e´te´ observe´e le 30 avril 1983. Il s’agit du premier e´ve`nement de l’Histoire d’observation directe du
Z0 dans un acce´le´rateur.
La de´couverte du boson BEH La dernie`re pie`ce manquante du puzzle a pendant longtemps e´te´
le boson BEH, pre´dit par le mode`le de Brout, Englert et Higgs qui permet de confe´rer une masse,
tout d’abord aux bosons W+, W− et Z0, mais aussi e´galement aux leptons, e, µ, τ tout en gardant la
caracte`re renormalisable de la the´orie. Le boson BEH a finalement e´te´ observe´ dans l’acce´le´rateur le
plus re´cent du CERN, le LHC, qui a commence´ a` fonctionner en 2008. Cela ache`ve en quelque sorte
la pe´riode de queˆte des ”particules fondamentales au cœur du mode`le standard”.
Figure 3.12 – Reconstitution tridimensionnelle d’un e´ve`nement candidat Higgs → 4 leptons, observe´
en 2012 dans le de´tecteur CMS. Les deux lignes rouges symbolisent les trajectoires des muons, les
deux lignes vertes celles des e´lectrons. Chacune des paires de leptons provient d’un boson Z0, en
re´alite´ l’e´ve`nement candidat est : H → Z0 + Z0 → e+e− + µ+µ−. Les paralle´le´pipe`des repre´sentent
des zones des diffe´rents calorime`tres, et leur longueur est proportionnelle a la quantite´ d’e´nergie qui
s’y est de´pose´e.
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3.2 Un approche mathe´matique de la the´orie de jauge e´lectrofaible
3.2.1 Structure de fibre´ principal et repre´sentations
Nous allons construire la the´orie des interactions faibles pour les leptons est les quarks, mais sans
conside´rer la dynamique forte de ces derniers.
Les observations expe´rimentales ont montre´ qu’on pouvait classer les particules en familles ca-
racte´rise´es par une quantite´ positive entie`re ou demi-entie`re J qui a e´te´ appele´e isospin faible total,
chacune des particules de cette famille posse´dant de plus une charge supple´mentaire, appele´e encore
isospin faible et note´e IW3 . Ces deux invariants ne sont pas sans relation : si pour une particule le J
est fixe´, IW3 ne peut prendre que les valeurs comprises entre J et −J en ”sautant” de un en un.
Remarque 30. Par exemple, si une particule appartient a` une famille d’isospin total 12 , alors l’isos-
pin de cette particule ne peut valoir que 12 ou −12 . Dans le cas des leptons e´lectroniques, les neutrinos
e´lectroniques et les e´lectrons forment une famille de particules d’isospin faible total 12 ; pour les neu-
trinos, (IW3 )νe =
1
2 , et pour les e´lectrons, (I
W
3 )e = −12 .
En plus de l’isospin, une autre quantite´ Y apparait comme conserve´e par les interactions faibles :
l’hypercharge faible, pour laquelle on n’observe pas de comportement gre´gaire. Il existe une relation
entre la charge e´lectrique Q (en unite´s de charge e´le´mentaire) et ces deux charges faibles IW3 et Y
d’une particule :
Q = IW3 + Y
C’est un premier signe que dans la the´orie unifie´e que nous construisons, les interactions faibles et
e´lectromagne´tiques sont lie´es.
L’existence de ces charges conserve´es donne ”l’indice” de la structure de jauge sous-jacente, comme
discute´ au chapitre pre´ce´dent.
Soit donc un fibre´ principal P = P (M,G) avec G = SU(2)×U(1) et M la varie´te´ d’espace-temps
(L’alge`bre de Lie g est de dimension 4). Pour des raisons que nous expliquerons plus tard, on doit
supposer que les leptons et les quarks non massifs pour que la the´orie reste invariante de jauge et
renormalisable. Le groupe SU(2) correspond a` la syme´trie d’isospin faible (on retrouve une structure,
dans la classification des e´tats ve´rifiant cette syme´trie, proche de celle qu’on obtient en classifiant les
diffe´rents e´tats de spin en me´canique quantique, ce qui explique aussi le vocabulaire, bien qu’en re´alite´
ce soit le concept d’isospin fort qui a e´te´ propose´ ante´rieurement), et U(1) est le groupe de syme´trie
d’hypercharge faible (qui ressemble beaucoup a` la charge e´lectrique).
Repre´sentations de SU(2) × U(1) Expe´rimentalement encore, on a observe´ depuis la the´orie de
Fermi de la de´sinte´gration β que l’he´licite´ des particules n’est pas tout a` fait inde´pendante de la
manie`re dont elles interagissent. C’est une autre raison pour supposer les champs de particules sont
initialement de masse nulle, pour que leur he´licite´ soit bien de´finie.
Si ψ(x) est un champ de Dirac non massif (et ve´rifie donc le principe de moindre action pour le
lagrangien de Dirac L = ψ/∂ψ), la partie gauche du champ est
ψL =
1
2
(1− γ5)ψ
et la partie droite
ψR =
1
2
(1 + γ5)ψ
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Rassemblons les champs de Dirac gauches en doublets d’isospin :
x ∈M →
(
ψLνl(x)
ψLl (x)
)
ou` l ∈ {e, µ, τ} pour les leptons, et
x ∈M →
(
ψLu (x)
ψLd′(x)
)
; x ∈M →
(
ψLc (x)
ψLs′(x)
)
; x ∈M →
(
ψLt (x)
ψLb′(x)
)
pour les quarks (les ’ sont des superpositions des e´tats down, strange et bottom). Ces fonctions sont
donc a` valeurs dans C4 ⊕ C4.
Construisons une repre´sentation de SU(2) × U(1) pour que ces fonctions deviennent des sections du
fibre´ associe´ par cette repre´sentation a` P = P (M,SU(2)× U(1)).
Conside´rons tout d’abord les doublets d’isospin de´crivant les leptons gauches. Soit (g, h) ∈ SU(2) ×
U(1). On prend comme repre´sentation :
ρ : (g, h) 7→ ρstandard(h) · ρstandard(g)⊗

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 = ρstandard(h) · ρstandard(g)⊗ id4
(On choisit la repre´sentation de U(1) sous la forme eiα comme en e´lectromagne´tisme et SU(2) sous la
forme standard de matrices complexes 2× 2.) Dans la suite nous omettrons de rajouter le ⊗id4 quand
il n’y a pas d’ambigu¨ıte´. On prolonge cette repre´sentation a` l’alge`bre de Lie g, dont une base est alors
donne´e par : i2τ1
i
2τ2
i
2τ3
i
2 id2 ou` les τi sont les matrices de Pauli.
τ1 =
(
0 1
1 0
)
; τ2 =
(
0 −i
i 0
)
; τ3 =
(
1 0
0 −1
)
Le fibre´ principal admet une connexion ω, et l’expression des ses coefficients dans ce fibre´ associe´ est,
dans le cas le plus ge´ne´ral :
Aijµ ⊗ id4 = i
g′
2
(id2)
i
jBµ ⊗ id4 + i
g
2
(τk)
i
jW
k
µ ⊗ id4
avec les coefficients Bµ et W
k
µ re´els, pour µ ∈ [|0, 3|] et k ∈ [|1, 3|], et ou` g et g′ sont des constantes de
couplage qui ne font que fixer l’e´chelle relative des interactions faibles et e´lectromagne´tiques.
Remarquons que la seule quantite´ vraiment physique est le rapport entre ces deux constantes.
La de´rive´e covariante s’e´crit :
∂HLµ = ∂µ ⊗ id8 + i
g′
2
(id2)Bµ ⊗ id4 + ig
2
(τk)W
k
µ ⊗ id4
Par conse´quent, le lagrangien des spineurs ψLl ou` l est une e´tiquette de lepton est :
LL = ΨLl /∂
H
L Ψ
L
l
ou` la sommation sur l est sous-entendue, ou` :
/∂
H
L = ∂
H
Lµγ
µ ⊗ id2
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est la notation slash de Feynman, et ou` on a note´
ΨLl =
(
ψLνl(x)
ψLl (x)
)
les bi-spineurs doublets d’isospin e´voque´s plus haut.
Pour les spineurs droits qui de´crivent les e, µ, τ , ψRl : M → C4 avec l ∈ {e, µ, τ}, d’isospin nul, on
repre´sente SU(2)× U(1) par :
ρ : (g, eiα) ∈ SU(2)× U(1) 7→ e2iα ⊗ id4
donc l’expression des coefficients de connexion est donne´e par :
Aµ ⊗ id4 = ig′Bµ ⊗ id4
si bien que la de´rive´e covariante s’e´crit :
∂Hlµ = ∂µ ⊗ id4 + ig′Bµ ⊗ id4
et la partie du lagrangien relative aux spineurs droits est :
LRl = ψ
R
l
/∂
H
l ψ
R
l
Pour les spineurs droits qui de´crivent les νe, νµ, ντ , ψ
R
νl
: M → C4 avec l ∈ {e, µ, τ}, d’isospin nul,
on repre´sente SU(2)× U(1) par la repre´sentation triviale :
ρ : (g, h) ∈ SU(2)× U(1) 7→ id4
si bien que la de´rive´e covariante s’e´crit :
∂Hνlµ = ∂µ ⊗ id4
et la partie du lagrangien relative aux spineurs droits est :
LRνl = ψ
R
νl
/∂
H
νl
ψRνl
On rassemble les quarks gauches dans les doublets d’isospin e´voque´s plus haut, note´s :
ΨLq =
(
ψLq1(x)
ψLq2(x)
)
ou` le q indice les diffe´rentes familles de quarks. De la meˆme fac¸on que pour les leptons, on choisit des
repre´sentations de SU(2)× U(1) de telle manie`re que la de´rive´e covariante s’e´crive :
∂Hqµ = ∂µ ⊗ id4 +
ig
2
(τk)Wµ ⊗ id4 − ig
′
6
Bµ ⊗ id4
et on note
/∂
H
q Ψ
L
q =
(
/∂
H
q ψ
L
q1(x)
/∂
H
q ψ
L
q2(x)
)
Pour les quarks droits :
∂H1µ = ∂µ ⊗ id4 −
2ig′
3
Bµ ⊗ id4
et
∂H2µ = ∂µ ⊗ id4 +
ig′
3
Bµ ⊗ id4
Finalement, le lagrangien total s’e´crit :
L = ΨLq /∂
H
L Ψ
L
l + Ψ
L
l
/∂
H
q Ψ
L
q + ψ
R
l
/∂
R
l ψ
R
l + ψ
R
νl
/∂
R
l ψ
R
νl
+ ψRq1/∂
R
1 ψ
R
q1 + ψ
R
q2
/∂
R
2 ψ
R
q2
Cependant pour que les e´quations des champs de jauge soient e´galement ve´rifie´es, il faut rajouter
a` cette densite´ d’action les termes de self-action des champs de jauge.
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3.2.2 Quantite´s conserve´es
Le lagrangien L est une fonction des champs et de leur de´rive´es covariantes :
L = L(ΨLi ,Ψ
L
i;µ, ψ
R
i , ψ
R
i;µ)
Pour ne pas alourdir les notations, nous avons e´crit de la meˆme manie`re les de´rive´es covariantes des
spineurs gauches et droits, mais il ne faut pas perdre de vue qu’elles ne sont pas identiques.
δL =
∂L
∂ψRi
δψRi +
∂L
∂ΨLi
δΨLi +
∂L
∂ψRi;µ
δψRi;µ +
∂L
∂ΨLi;µ
δΨLi;µ
Appliquons au syste`me une transformation d’isospin ”pure” telle que les champs sont transforme´s
selon : 
Ψ
′L
l (x) = U(
~ξ(x))ΨLl = exp(i
ξα(x)
2 τα)Ψ
L
l
Ψ
′L
l (x) = Ψ
L
l (x)U
†( ~ξ(x)) = ΨLl (x)exp(−i ξα(x)2 τα)
Ψ
′L
q (x) = U(
~ξ(x))ΨLq = exp(i
ξα(x)
2 τα)Ψ
L
q
Ψ′Lq (x) = Ψ
L
q (x)U
†( ~ξ(x)) = ΨLq (x)exp(−i ξα(x)2 τα)
ψ
′R
l = ψ
R
l
ψ
′R
l = ψ
R
l
ψ
′R
νl
= ψRνl
ψ′Rνl = ψ
R
νl
ψ
′R
q1 = ψ
R
q1
ψ
′R
q1 = ψ
R
q1
ψ
′R
q2 = ψ
R
q2
ψ
′R
q2 = ψ
R
q2
qui correspond a` un changement de section locale, donne´ par :
g : x ∈M 7→ exp(−iξα(x)
2
τα)
lors duquel la matrice de connexion varie de :
A′ = exp(i
ξα
2
τα)Aexp(−iξα
2
τα) + exp(i
ξα
2
τα)d(exp(−iξα
2
τα))
Presque par de´finition de la de´rive´e covariante, on a que :
Ψ
′L
i;µ(x) = U(
~ξ)ΨLi;µ = exp(i
ξα
2 τα)Ψ
L
i;µ
Ψ
′L
i;µ(x) = Ψ
L
i;µ(x)U
†(~ξ) = ΨLi;µ(x)exp(−i ξα2 τα)
ψ
′R
i;µ = ψ
R
i;µ
ψ
′R
i;µ = ψ
R
i;µ
ce qui entraˆıne que le lagrangien est invariant (δL = 0). Or :
δL =
∂L
∂ΨLi
δΨLi +
∂L
∂ΨLi;µ
δΨLi;µ
D’apre`s l’e´quation d’Euler-Lagrange dont on requiert que les champs ΨLl sont des solutions,
∀i, ∂L
∂ΨLi
− ∂Hµ (
∂L
∂ΨLi;µ
) = 0
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l’e´quation pre´ce´dente se re´e´crit en :
∂Hµ (
∂L
∂ΨLi;µ
δΨLi ) = 0
ou` la sommation sur i est comme toujours, sous-entendue. Pour la transformation conside´re´e, en
de´veloppant les exponentielles au voisinage de ~ξ = 0 :
U(~ξ)ΨLi = Ψ
L
i + i
ξα
2
ταΨ
L
i + o(|~ξ|2)
donc :
∂Hµ (Ψ
L
i γ
µ ξα
2
ταΨ
L
i ) = 0
d’ou` trois courants conserve´s :
∀j ∈ [|1, 3|], Jµj =
1
2
ΨLi γ
µτjΨ
L
i
correspondant a` des charges :
∀j ∈ [|1, 3|], IWj =
∫
d3~xJ0j (x) =
1
2
∫
d3~xΨL†i (x)τjΨ
L
i (x)
Remarque 31. On retrouve les courants leptoniques J j et J†j de la the´orie IVB en faisant les
transformations : {
J j = 2(J j1 − iJ j2) = ψlγj(1− γ5)ψνl(x)
J†j = 2(J j1 + iJ
j
2) = ψνlγ
j(1− γ5)ψl(x)
et pour les quarks : {
J j = 2(J j1 − iJ j2) = ψ2γj(1− γ5)ψ1(x)
J†j = 2(J j1 + iJ
j
2) = ψ1γ
j(1− γ5)ψ2(x)
Ce mode`le pre´voit meˆme l’existence du courant
J i3 =
1
2
ΨLl γ
iτ3Ψ
L
l =
1
2
[ψL1 (x)γ
iψ1(x)− ψL2 (x)γiψL2 (x)]
qui est le courant d’isospin faible. C’est un courant neutre puisqu’il couple des particules de meˆme
charge (e´lectrique) entre elles, au meˆme titre que le courant e´lectromagne´tique :
si = −eψl(x)γiψl(x)
Le terme de droite est a` un facteur de proportionnalite´ pre`s (il faut changer l’e´chelle), le courant
e´lectromagne´tique. On voit donc se profiler le fait que dans cette the´orie, les interactions faibles et
e´lectromagne´tiques seront relie´es.
On de´finit le courant d’hypercharge faible, pour les leptons :
J iY (x) =
si(x)
e
− J i3(x) = −
1
2
ΨLl (x)γ
iΨLl (x)− ψRl (x)γiψRl (x)
ainsi que pour les quarks,
J iY (x) =
si(x)
e
− J i3(x) =
1
6
ψLu (x)γ
iψLu (x) +
2
3
ψRu (x)γ
iψRu (x) +
1
6
ψLd′(x)γ
iψLd′(x)−
1
3
ψRd′(x)γ
iψRd′(x)
et l’hypercharge faible :
Y =
∫
d3~xJ iY (x)
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ce qui permet d’e´crire la relation :
Y =
Q
e
− IW3
On a les valeurs suivantes des charges e´lectrofaibles pour les particules conside´re´es, obtenues en utili-
sant la de´finition ge´ne´rale des charges et le fait que les e´tats sont normalise´s.
Particule Charge e´lectrique IW3 Y
leptonL,− -1 −12 −12
neutrinoL 0 +12 −12
leptonR,− -1 0 −1
neutrinoR 0 0 0
quark, up− typeL 23 12 16
quark, down− typeL -13 −12 16
quark, up− typeR 23 0 23
quark, down− typeR -13 0 −13
Lorsqu’on change de jauge pour le groupe U(1), on a les transformations suivantes :
ΨLl (x) → Ψ
′L
l (x) = e
−iκ/2ΨLl (x)
ψRl → e−iκψRl
ψRνl → ψRνl
et de manie`re ge´ne´rale, si les quantons annihile´s par ψ sont d’hypercharge Y , on doit avoir :
ψ(x)→ ψ′(x) = eiκY ψ(x)
Remarque 32. Les champs de particules appartenant a` une famille de meˆme isospin total et de meˆme
hypercharge sont des sections d’un meˆme fibre´ associe´ puisque ils varient de la meˆme manie`re lors
d’un changement de jauge, c’est-a`-dire qu’il sont sous la meˆme repre´sentation du groupe G.
3.2.3 Le lagrangien des champs de jauge
D’apre`s le chapitre pre´ce´dent, et le fait que la ”bonne” densite´ de self-action des champs de jauge
est donne´e par :
−1
4
FµνF
µν
ou` F est la courbure associe´e aux connexions que sont les potentiels de jauge :
F γµν = ∂µA
γ
ν − ∂νAγµ +AαµAβνfγαβ
Compte tenu des diffe´rentes de´finitions des champs de jauge (a` un coefficient pre`s notamment), l’ex-
pression de la courbure pour les trois degre´s de liberte´ de la connexion sur SU(2) devient :
F γµν = ∂µW
γ
ν − ∂νW γµ + gγαβWαµW βν
(pour γ ∈ [|1, 3|]) et celle de la courbure pour la connexion sur U(1) :
Cµν = ∂µBν − ∂νBµ
comme en e´lectromagne´tisme. Ainsi, le lagrangien total de la the´orie s’e´crit pour l’instant :
L = −1
4
CµνC
µν − 1
4
F γµνF
γµν + ΨLl (x)/∂
H
L Ψ
L
l + Ψ
L
q (x)/∂
H
q Ψ
L
q
+ψRνl(x)/∂
H
νl
ψRνl(x) + ψ
R
l (x)/∂
H
l ψ
R
l (x) + ψ
R
q1(x)/∂
H
q1ψ
R
q1(x) + ψ
R
q2(x)/∂
H
q2ψ
R
q2(x)
avec
ΨLl =
(
ψLνl(x)
ψLl (x)
)
ΨLq =
(
ψLq1(x)
ψLq2(x)
)
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3.2.4 Le proble`me de la masse
Jusqu’a` maintenant, on a suppose´ que tous les champs de particules e´taient non massifs. Lors de la
quantification, les champs de jauge que nous avons construits donnent aussi des quantas non massifs.
Cependant, cette situation n’est pas satisfaisante, d’une part parce qu’une explication de la courte
porte´e des interactions faibles est que les bosons vecteurs sont massifs, et d’autre part parce que les
leptons et en particulier l’e´lectron et le muon, avaient de´ja` e´te´ observe´s au moment de l’e´laboration
de la the´orie et on avait pu mesurer leur masse, une masse non nulle.
Observons les conse´quences qu’ont les transformations na¨ıves et sans vraie explication (mathe´matiquement,
vis-a`-vis de la the´orie e´tablie pre´ce´demment) du lagrangien qui visent a` donner artificiellement de la
masse aux particules e´voque´es.
La masse des bosons Si on rajoute dans le lagrangien un terme en
m2WW
†
µ(x)W
µ(x)
on obtient la densite´ d’action de la the´orie IVB, qui pose essentiellement deux proble`mes : ce terme
n’est pas invariant par syme´trie de jauge SU(2) × U(1), il est mal de´fini au sens de la jauge ce
qui conceptuellement est difficilement acceptable (aujourd’hui avec du recul et cette approche de la
the´orie). De plus, on retrouve les proble`mes de non-renormalisabilite´ de la the´orie IVB...
La masse des fermions Pour les fermions, les proble`me est le meˆme. Si on rajoute dans le lagrangien
un terme de la forme
−mlψl(x)ψl(x)
on perd l’invariance de jauge SU(2)× U(1), car :
−mlψl(x)ψl(x) = −mlψl(x)[1
2
(1 + γ5) +
1
2
(1− γ5)]ψl(x) = −ml[ψl(x)LψRl (x) + ψl(x)Rψl(x)L]
et les champs gauches sont des isospineurs tandis que les champs droits sont des isoscalaires.
Le mode`le de Higgs permet de re´soudre ce proble`me : on suppose qu’un autre champ existe, de
valeur moyenne dans le vide non nulle (c’est donc force´ment un champ scalaire) : le champ de Higgs.
Ce champ est une section d’un fibre´ associe´ de fibre C ⊕ C puisqu’il doit eˆtre un doublet d’isospin.
Quoiqu’il en soit, l’introduction de cet objet rajoute des termes dans le lagrangien, qui sont les termes
ci-dessus ne´cessaires pour pouvoir interpre´ter les particules comme massives, plus d’autres termes qui
assurent la conservation globale des syme´tries de jauge, et la renormalisabilite´ de la the´orie.
3.3 Le me´canisme de Higgs et l’apparition de la masse
3.3.1 Brisure spontane´e de syme´trie
Conside´rons un syste`me de lagrangien L posse´dant une certaine syme´trie. Si il n’y a qu’un seul e´tat
d’e´nergie minimale, alors on peut montrer qu’il est ne´cessairement invariant par la meˆme syme´trie.
Cependant, si il y a plusieurs e´tats d’e´nergie minimale, alors en choisissant un e´tat d’e´nergie minimale,
on brise la syme´trie du syste`me.
Pour fixer les ide´es, conside´rons une particule ponctuelle se de´plac¸ant dans le plan complexe, et soumise
au potentiel :
V (z) = µ2|z|2 + λ|z|4
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ou` λ > 0 (parce que sinon le potentiel tend vers −∞ en l’infini ou alors il est juste quadratique). Dans
ce potentiel, concernant les e´tats d’e´nergie minimale, deux cas sont envisageables :
1. Si µ2 > 0, le potentiel admet seulement 0 comme point d’e´nergie minimale, et cet e´tat respecte
la syme´trie du syste`me par rotation autour de l’axe vertical passant par l’origine du plan.
2. Si µ2 > 0, les e´tats d’e´nergie extre´male sont donne´s par :
2µ2|z|+ 4λ|z|3 = 0⇔ z = 0 ; |z| =
√
−µ
2
2λ
si bien que les e´tats d’e´nergie minimale forment un cercle centre´ en 0. C’est le potentiel ce´le`bre
en forme de ”chapeau mexicain”, de brisure spontane´e de syme´trie.
Cette ide´e provient de l’e´tude des mate´riaux ferromagne´tiques dont l’aimantation, a` tempe´rature
suffisamment basse, brise la syme´trie du syste`me (aimantation spontane´e, non nulle sans champ).
C’est Yoichiro Nambu (18/01/1921-05/07/2015) qui a introduit ces ide´es en physique des particules.
Il a rec¸u le prix Nobel de physique en 2008 pour cette contribution majeure.
3.3.2 Le me´canisme de Higgs
Conside´rons une the´orie de jauge, de groupe de jauge U(1), syme´trie que nous allons briser. Pour
pouvoir briser la syme´trie, il faut qu’on soit dans les cas 2. du paragraphe pre´ce´dent. Conside´rons
donc un fibre´ principal P = P (M,U(1)) ou` M est la varie´te´ d’espace-temps. Supposons que U(1) agit
sur C ≡ R2 via la repre´sentation :
eiα → eiα
(
1 0
0 1
)
Soit φ un champ de particules complexe, de spin nul, qui est donc une section du fibre´ associe´ P ×ρR2,
et ve´rifie l’e´quation de Klein-Gordon. Le lagrangien total du syste`me s’e´crit donc :
L = −1
4
FµνF
µν + ((∂H)µφ)
∗((∂H)µφ)− V (φ)
ou` ∂Hµ = ∂µ+iAµ est la de´rive´e covariante, iFµν = ∂µAν−∂νAµ est la courbure associe´e a` la connexion
iAµ, et ou` :
V (φ) = m2φ∗φ+ λ(φ∗φ)2
Si m2 < 0 et λ > 0, V est minimale pour
|φ| =
√
−m2
λ
=
v√
2
c’est le potentiel en forme de chapeau mexicain.
Quitte a` travailler avec une jauge adapte´e, on peut choisir le minimum comme le champ constant
re´el
φ =
v√
2
Dans la the´orie quantifie´e, on doit avoir :
< φ >=
v√
2
On a ici brise´ la syme´trie de jauge U(1). On peut re´e´crire φ en :
φ(x) =
1√
2
(v + σ(x))ei
η(x)
v
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Figure 3.13 – La forme du potentiel employe´ dans le me´canisme de Higgs
mais quitte a` changer de jauge on peut faire la transformation :
φ(x)→ φ′(x) = e−i η(x)v φ(x) = 1√
2
(v + σ(x))
qui implique e´galement :
Aµ(x)→ A′µ(x) = Aµ(x) +
1
v
∂µη(x)
Remarque 33. De tels choix de jauge sont appele´s jauges unitaires.
On peut de´sormais re´e´crire le lagrangien comme :
L = 1
2
(∂µσ)
2 − 2λv
2
2
σ2 − λvσ3 − λ
4
σ4
−1
4
FµνF
µν +
1
2
v2AµA
µ
+vσAµA
µ +
1
2
σ2AµA
µ
ce qui permet d’interpre´ter les deux premiers termes de la premie`re ligne comme la partie propre
du lagrangien relie´e au champ σ qui apparait comme un champ scalaire (lagrangien de Klein-Gordon)
massif, de masse
√
2λv2, la deuxie`me ligne comme le lagrangien d’un champ de bosons (Klein-Gordon)
vecteurs massifs, de masse v, et les autres termes comme des termes d’interaction. Le terme en σ3
ge´ne`re par exemple des vertex d’interaction du champ σ avec lui meˆme, le terme en σAµA
µ un vertex
d’interaction du champ σ avec deux lignes du champ de jauge ...
3.3.3 La brisure de la syme´trie SU(2) dans la the´orie de jauge e´lectrofaible
Le champ de Higgs Pour briser la syme´trie de jauge SU(2) est introduit un doublet d’isospin 12 et
d’hypercharge 1, note´ :
φ =
(
φ+
φ0
)
=
1√
2
(
φ1 + iφ2
φ3 + iφ4
)
Les notations employe´es s’expliquent par la relation
Q = IW3 + Y
qui donne matriciellement :
Q =
1
2
(
(
1 0
0 −1
)
+
(
1 0
0 1
)
) =
(
1 0
0 0
)
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donc la premie`re composante du doublet de Higgs a une charge positive tandis que la deuxie`me
composante est e´lectriquement neutre. La de´rive´e covariante du champ de Higgs s’e´crit :
∂Hµ φ = (
(
∂µ 0
0 ∂µ
)
+ i
g′
2
(
Bµ 0
0 Bµ
)
+ i
g
2
Wαµ τα)φ
c’est-a`-dire :
∂Hµ =
(
∂µ +
ig′
2 Bµ +
ig
2W
3
µ
ig
2 (W
1
µ − iW 2µ)
ig
2 (W
1
µ + iW
2
µ) ∂µ +
ig′
2 Bµ − ig2W 3µ
)
et en notant : 
i
√
g2 + g′2Aµ =
ig′
2 Bµ +
ig
2W
3
µ
i
√
g2 + g′2Zµ =
ig′
2 Bµ − ig2W 3µ√
2W+ = W 1µ − iW 2µ√
2W− = W 1µ + iW 2µ
on peut re´e´crire :
∂Hµ =
(
∂µ + i
√
g2 + g′2Aµ
ig√
2
W+
ig√
2
W− ∂µ + i
√
g2 + g′2Zµ
)
La partie du lagrangien relatif au champ de Higgs est :
LHiggs = ((∂H)νφ)†((∂H)νφ)− µ2φ†φ− λ(φ†φ)2
et la partie potentielle a un minimum pour φ†φ = −µ
2
2λ . Sans perte de ge´ne´ralite´ (moyennant le choix
d’une jauge adapte´e), on peut prendre pour minimum :
φmin =
1√
2
(
0
v
)
a` condition d’avoir
v2 = −µ
2
λ
Remarque 34. Le minimum est choisi de charge e´lectrique nulle, pour que la syme´trie U(1) ne soit
pas brise´e par le me´canisme (et donc pour que le photon reste sans masse), comme nous allons le
voir.
On peut choisir une jauge unitaire comme dans le cas de la the´orie de jauge U(1) e´tudie´e ci-dessus,
et alors :
φ(x)→ 1√
2
(
0
v + σ(x)
)
Le lagrangien LHiggs devient alors :
LHiggs = 1
2
(
ig
2
W−ν (v+σ)+(∂ν−i
√
g2 + g′2Zν)(v+σ))×( ig
2
W+ν(v+σ)+(∂ν+i
√
g2 + g′2Zν)(v+σ))
−µ
2
2
(v + σ)2 − λ
4
(v + σ)4
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La ge´ne´ration de la masse et l’apparition des bosons de jauge e´lectrofaibles Re´e´crivons
le lagrangien auquel nous sommes arrive´s :
LHiggs = LHiggs1 + LHiggs2 + LHiggs3
avec
LHiggs1 =
1
2
(∂νσ)(∂
νσ)− µ
2
2
σ2 − λvσ3 − λ
4
σ4
−µ
2
2
v2 − µ2vσ − λ
4
v4 − λv3σ − 3λ
2
v2σ2
On peut tout d’abord s’affranchir des termes constants −µ22 v2 et λ4v4. De plus :
(−µ
2
2
− 3λ
2
v2) = (
λv2
2
− 3λ
2
v2) = −λv2
et
µ2vσ − λv3σ = −v(µ2 − λv2)σ = 0
donc finalement :
LHiggs1 =
1
2
(∂νσ)(∂
νσ)− 1
2
(2λv2)σ2 − λvσ3 − λ
4
σ4
ou` les deux premiers termes sont compris comme le lagrangien du champ scalaire σ (e´quation de Klein-
Gordon) sans interaction, de masse m2h = 2λv
2, et les deux derniers comme des termes d’interaction
du champs σ avec lui-meˆme. Par ailleurs :
LHiggs2 =
g2v2
8
(W−ν W
+ν) +
v2
8
(g2 + g
′2)ZνZ
ν
Posons
mW =
gv
2
mZ =
v
√
g2 + g′2
2
ce terme du lagrangien devient :
LHiggs2 = m2W (W−ν W+ν) +
1
2
m2ZZνZ
ν
Les champs B et W 3 ont e´te´ couple´s entre eux par :(
Zν
Aν
)
=
(
cosθ −sinθ
sinθ cosθ
)(
W 3ν
Bν
)
avec
cosθ =
g√
g + g′
sinθ =
g′√
g + g′
ou` θ est le ”weak mixing angle” ou angle de Weinberg, que l’expe´rience fixe a`
sin2θ = 0.23122± 0.00015
Cette manipulation permet de faire apparaˆıtre dans le lagrangien un champ de jauge non massif, dont
on a besoin pour de´crire les photons. Il reste donc un champ de jauge complexe W+ qu’on de´crit
e´galement a` l’aide de son adjoint W− = (W+)†, qui apre`s quantification donne des quanta bosoniques
de masse mW , et un champ de jauge re´el dont les quanta sont des bosons de masse mZ . Remarquons
que :
mZ =
mW
sinθ
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mais que la masse exacte n’est pas pre´dite. Cependant, les masses mesure´es des bosons W et Z, valant
respectivement 80.40 GeV et 91.19 GeV, permettent de ve´rifier la cohe´rence de la the´orie. De plus, si
la mesure - par exemple - du temps de vie du muon permet d’acce´der a` la valeur de v :
v =
2mW
g
=
1√√
2G
≈ 246.22 GeV
il ne reste plus qu’un seul parame`tre libre pour le champ de Higgs, par exemple, le pa-
rame`tre λ, ou, de manie`re e´quivalent, la masse du boson de Higgs (le quanta du champ
de Higgs).
Le mode`le standard ne pre´voit pas la valeur de cette constante, d’ou` le challenge pour observer le
boson de Higgs : la seule information, avant la de´couverte, e´tait que sa masse est comprise entre
quelques dizaines de GeV et quelques TeV, soit une plage e´norme a` balayer. Cependant, une fois la
masse fixe´e, il est possible de calculer les diffe´rents branching ratio de la de´sinte´gration du Higgs.
Figure 3.14 – Diagramme montrant les diffe´rentes fractions de de´sinte´gration du boson de Higgs (en
2011, les recherches du LEP et les deux premie`res anne´es de fonctionnement du LHC permettent de
restreindre l’e´tude a` la recherche d’un particle de masse comprise entre 115 et 200 GeV)
Le boson de Higgs a finalement e´te´ observe´, et sa masse mesure´e a` 125 GeV. S’il s’agit bien du
Higgs du mode`le standard, on contraint le dernier parame`tre libre de la the´orie de Higgs, puisque :
m2H = 2λv
2 ⇒ λ = m
2
H
2v2
≈ 0.13
De la masse pour les fermions Nous avons vu pourquoi il e´tait ne´cessaire de partir de fermions de
masse nulle pour construire les interactions faibles. Cependant, il est des fermions (comme l’e´lectron,
le muon ...) dont on connait la masse, et qu’il serait absurde de de´crire comme des particules non
massives. Ce proble`me est re´solu en couplant les fermions au champ de Higgs par des ”couplages de
Yukawa”. Soit
Ψ =
(
ψ1
ψ2
)
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un doublet d’isospin de fermions. On peut rendre le champ de fermions ψ2 massif en rajoutant un
terme au lagrangien de la forme :
LHL = −Gl(ΨL
(
φ+
φ0
)
ψR2 + ψ2
(
φ+∗ φ0∗
)
ΨL)
ou`
Ψ
L
(
φ+
φ0
)
=
(
ψL1 ψ
L
2
)(φ+
φ0
)
= φ+ · ψL1 + φ0 · ψL2
et de meˆme par la partie conjugue´e hermitienne. Il est clair que le terme ainsi rajoute´ est bien de´fini
au sens de la jauge (en effet ΨL est d’isospin total 12 , tout comme le doublet Higgs, alors que ψ
R
2 est
d’isospin total nul ; pour l’hypercharge, Y (ΨL) = 1, Y (φ) = 1 et Y (ψR2 ) = −2), ce qui n’e´tait pas le
cas des termes ”na¨ıvement” rajoute´s au lagrangien pour rendre les fermions massifs, a` cause de la non
invariance par syme´trie de parite´.
En jauge unitaire, (
φ+
φ0
)
=
1√
2
(
0
v + σ(x)
)
ce qui fait apparaˆıtre les termes :
LHL = −Ge√
2
(ψL2 (v + σ)ψ
L
2 + ψ
R
2 (v + σ)ψ
R
2 )
or
ψL2 ψ
R
2 + ψ
L
2 ψ
R
2 =
1
4
ψ2(1 + γ5)(1 + γ5)ψ2 +
1
4
ψ2(1− γ5)(1− γ5)ψ2 = ψ2ψ2
d’ou` :
LHL = −Gev√
2
ψ2ψ2 +−Ge√
2
ψ2ψ2σ
et la masse du fermion est donne´e par
m2 =
Gev
2
Pour pouvoir ve´rifier la ve´racite´ de cette e´galite´, il faut mesurer la constante adimensionne´e Ge graˆce
a` l’autre terme qu’on rajoute et qui couple le champ de fermions au champ de Higgs.
Pour donner de la masse au champ ψ1, on rajoute au lagrangien un terme de la forme :
LHL = −G′l(ΨL
(
φ0∗
−φ+∗
)
ψR2 + ψ2
(
φ0 φ+
)
ΨL)
ou` on peut re´e´crire : (
φ0∗
−φ+∗
)
= −i[(φ+ φ0)(0 −i
i 0
)
] = −i[φ†τ2]
Cas des quarks Les quark gauches forment, comme les leptons, des doublets d’isospin :(
ψu
ψd′
)
L
(
ψc
ψs′
)
L
(
ψt
ψb′
)
L
d’isospin total 12 et d’hypercharge
1
3 , et les quarks droits des singulets d’isospin :
ψRu ψ
R
c ψ
R
t
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d’isospin total 0 et d’hypercharge 43 , et
ψRd′ ψ
R
s′ ψ
R
b′
d’isospin total 0 et d’hypercharge −23 .
Les couplages de Yukawa ge´ne`rent des termes de masse dans le lagrangien, de la forme :
(
ψu ψc ψt
)
Mup−type
ψuψc
ψt

et (
ψd′ ψs′ ψb′
)
Mdown−type
ψd′ψs′
ψb′

mais les deux matrices ne peuvent eˆtre diagonalise´es simultane´ment, si bien que si on choisit de
diagonaliser Mup−type, on obtient :
Mdown−type = V
md 0 00 ms 0
0 0 mb
V †
et on a : ψd′ψs′
ψb′
 = V
ψdψs
ψb

et V est la matrice unitaire de Cabbibo-Kobayashi-Maskawa, qui donne les probabilite´s de changement
de saveurs des quarks par interaction faible, qui peuvent eˆtre mesure´es. En 2014, le particle data group
donne pour la matrice CKM :
V =
0.97427± 0.00014 0.22536± 0.00061 0.00355± 0.000150.22522± 0.00061 0.97343± 0.00015 0.0414± 0.0012
0.00886± 0.00033 0.0405± 0.0012 0.99914± 0.00005

3.4 Au dela` du mode`le standard ...
Le mode`le standard est une the´orie qui encore aujourd’hui, est difficile a` de´passer. Des signes
de ”nouvelle physique” apparaissent depuis des anne´es, mais c’est plutoˆt de l’inexplicable que des
observations non concordantes avec le mode`le Standard. Tout d’abord, le mode`le standard n’explique
pas la gravitation. En plus de cela, les proble`mes lie´s a` la matie`re noire, a` la ”baryon asymmetry”,
l’inflation de l’univers, la valeur des constantes cosmologiques, la hie´rarchie de masse des fermions,
pour ne citer qu’eux, ne trouvent pas de re´ponse dans le mode`le standard, ce qui pousse a` chercher
une the´orie englobant le mode`le standard, et permettant de re´soudre au moins certains des proble`mes
e´voque´s ci-dessus. On distingue plusieurs types de mode`les e´tendant le mode`le standard :
1. Le ”κ framework” (”kappa framework”), qui parame`tre juste les de´viations des constantes du
mode`le standard
2. Les ”Effective Field Theories” (EFT), qui sont a` proprement parler des the´ories perturbatives
du mode`le standard
3. Les mode`les simplifie´s, ou` on introduit seulement des corrections locales du mode`le standard,
qui peuvent eˆtre des pre´dictions de the´ories plus ge´ne´rales (supersyme´triques par exemple)
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4. Les the´ories ge´ne´rales (UV pour ultraviolet) qui sont une extension du mode`le standard e´galement
valables a` haute e´nergie, au dela` le l’e´nergie de brisure e´lectrofaible, que nous n’e´voquerons pas
ici compte tenu de la complexite´ des ide´es introduites. Remarquons seulement que les exten-
sions du domaine scalaire sont soit des the´ories supersyme´triques (MSSM, Split SUSY, ...) soit
des mode`les introduisant une nouvelle dynamique forte qui rend le boson de Higgs composite.
3.4.1 Kappas frameworks
Notons gi,SM les diffe´rents couplages du mode`le standard, et gi les couplages vrais, mesurables.
On de´finit :
κi =
gi
gi,SM
Si tous les κi valent 1, alors il n’y a aucune de´viation par rapport au mode`le standard. Ces mode`les
sont les plus simples extensions du SM, dans la mesure ou` la mesure des couplages se base sur les taux
inte´gre´s de de´sinte´grations, ou les sections efficaces inte´gre´es : il n’y a pas de nouvelles dynamiques.
Par conse´quent, les applications pour de la nouvelle physique sont fort limite´es. Pour l’instant, les
couplages, s’ils diffe`rent de ceux du mode`le standard, en sont tre`s proches et c’est pour cela qu’il
fallait attendre le Run 2 ou 3 du LHC pour espe´rer mesurer des de´viations.
Figure 3.15 – Best fit σ/σSM pour la combinaison des principaux modes de de´sinte´gration du Higgs
(a` 8 TeV dans le centre de masse). Les barres horizontales donnent les ±1 de´viations standard incluant
les erreurs statistiques et syste´matiques.
3.4.2 Effective Field Theories
Pour reprendre la de´finition de R. Ambrosio au First Annual Meeting of ITN HiggsTools le 17 Avril
2015, ”An Effective field theory (EFT) is a field theory, designed to reproduce the behavour of some
3.4. AU DELA` DU MODE`LE STANDARD ... 91
underlying (in general, unknown) physical theory in some limited regime. It focuses on the degrees of
freedom relevant to that regime, simplifying the problem though letting aside some important physics.”
Par exemple, la me´canique newtonienne est une the´orie effective, approximation de basse e´nergie de
la relativite´ ge´ne´rale, qui est sans doute elle-meˆme the´orie effective d’une autre the´orie plus ge´ne´rale,
peut eˆtre la the´orie des cordes. La the´orie des interactions faible de Fermi est aussi effective, approxi-
mation de basse e´nergie de la the´orie e´lectrofaible.
Deux approches diffe´rentes des the´ories des champs effectives On distingue essentiellement
deux approches, nomme´es respectivement Top-Down approach et Bottom-Up approach. Dans
la premie`re, on part d’une the´orie comple`te, de´finie pour des e´nergies e´leve´es, et on e´tudie son com-
portement a` basse e´nergie. Les calculs sont en ge´ne´ral simplifie´s par le fait qu’il y a des de´couplages
a` basse e´nergie. Dans le deuxie`me cas, on part d’une the´orie connue a` basse e´nergie (par exemple le
mode`le standard), on e´tudie son comportement a` haute e´nergie, on rajoute des ope´rateurs cohe´rents
avec les syme´tries observe´es (par exemple de jauge), et on essaie de de´terminer les inconnues graˆce a`
l’expe´rience.
Supposons qu’il existe de nouvelles particules au dela` d’une e´nergie Λ. En dessous de cette e´chelle
d’e´nergie, la dynamique est de´crite par le lagrangien :
Leff = LSM +
∑
d≥5
c
(d)
n
Λ2
O(d)n (φSM )
ou` d est la dimension (de masse, en unite´s naturelles) des nouveaux ope´rateurs introduits (le lagran-
gien standard est de dimension 4) Weinberg a montre´ en 1959[22] qu’il n’y avait qu’un seul ope´rateur
effectif de dimension 5, et qu’il violait la conservation du nombre leptonique. Dans le meˆme article, il
montre que le nombre baryonique n’est pas conserve´ par certains ope´rateurs de dimension 6.
On peut construire en fait 80 ope´rateurs de dimension 6 compatibles avec la syme´trie de jauge
du mode`le standard et qui conservent le nombre leptonique et le nombre baryonique. Les e´quations du
mouvement re´duisent l’espace de ces ope´rateurs a` un espace de dimension 76, et e´ventuellement 59
si on ne conside`re que des ope´rateurs CP-even. Cependant, c’est sans conside´rer les diffe´rentes saveurs
de leptons et de quarks ! Sinon ce nombre s’e´le`ve a` 2499.
Le lagrangien effectif de dimension 6 est donc le de´veloppement au premier ordre d’une the´orie plus
ge´ne´rale dont le mode`le standard est le de´veloppement a` l’ordre nul.
Nous en verrons une partie lors de l’e´tude phe´nome´nologique du couplage λ du champ de Higgs.
Concernant le couplage lambda du champ de Higgs, de nouveaux termes peuvent apparaˆıtre, de la
forme
ρ
Λ
(φ†SMφSM )
3
avec µ << Λ ou` µ est le parame`tre du potentiel de Higgs. L’auto-couplage du champ de Higgs est
modifie´ par cet ajout de la manie`re suivant :
δλhhh =
2ρv4
m2hΛ
2
Cette modification est inte´ressante car elle n’induit pas de de´calage dans le couplage du champ de
Higgs avec les fermions et les bosons faibles (qui ont de´ja` e´te´ mesure´s et co¨ıncident avec les pre´visions
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du mode`le standard). Le forme du potentiel de Higgs introduit pour pouvoir spontane´ment briser la
syme´trie de jauge SU(2) n’a a priori aucune raison d’eˆtre un polynoˆme de degre´ 4, c’est cette ide´e qui
se de´veloppe en fait dans ce mode`le.
3.4.3 Mode`les simplifie´s
Le but est de complexifier de manie`re raisonnable le mode`le standard pour arranger certaines de
ses pre´dictions, comme pre´sente´ dans cette e´tude phe´nome´nologique [23].
Doublet-singlet mixing L’extension la plus simple du secteur scalaire (du mode`le de Higgs) est le
doublet-singlet mixing. Introduisons un singulet d’isospin faible et de couleur, re´el ΦS , qui mixe avec
le doublet de Higgs ΦSM . Moyennant un bon choix de jauge :
ΦSM =
(
0
1√
2
(v + φSM )
)
ΦS =
1√
2
(V + φS)
On en de´duit l’existence de deux bosons scalaires, un le´ger note´ h et un lourd note´ H, combinaisons
line´aires : (
h = cos(α)φSM + sin(α)φS
H = −sin(α)φSM + cos(α)φS
)
ou` α est le mixing angle. Pour que h ait des proprie´te´s proches du Higgs du mode`le standard, il faut
que H soit tre`s lourd (on est par conse´quent dans la limite v << V ).
Dans cette limite, il est possible de montrer que :
δλhhh =
λhhh
λSMhhh
− 1 ≈ −3
2
s2α
et
δλhff =
λhff
λSMhff
− 1 ≈ −1
2
s2α
ou` λhhh est le couplage triline´aire du champ de Higgs et λhff le couplage du champ de Higgs avec les
champs de Dirac.
Doublet-doublet mixing Dans ce mode`le, on introduit un deuxie`me doublet scalaire d’isospin, ce
qui entraˆıne deux valeurs moyennes v1,2 des champs scalaires dans le vide. Posons β :
v2
v1
. On obtient
deux e´tats neutres h et H, pairs par syme´trie CP (et on note α le mixing angle entre les deux), un
e´tat neutre A CP-odd, et un champ scalaire charge´ H±. Si H est tre`s lourd, h se comporte comme le
Higgs du mode`le Standard comme dans le cas pre´ce´dent. Dans cette limite, les scalaires restants H,
A et H± sont en de´ge´ne´rescence de masse mA.
Il y a principalement deux types de mode`les 2 Higgs Doublet Model (2HDM), appele´s type I et
type II, qui diffe`rent dans les couplages avec les quarks : dans le type I, tous les quarks couplent avec
un des doublets, dans le type II les quarks de type up couplent avec l’un des doublets, et des quarks
de type down couplent avec l’autre des doublets [24].
Dans les mode`les de type II, les couplages sont modifie´s selon :
δλhhh ≈ −2m
2
A
m2h
cos2(β − α)
et
δλhtt ≈ sin(β − α) + cos(β − α)
tanβ
− 1
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3.4.4 Discussion
De nombreux mode`les sont donc propose´s pour e´tendre le mode`le standard. En effet, l’observation
et l’expe´rience prouve par beaucoup d’aspects que le mode`le standard n’est pas complet, il y a de
nombreux phe´nome`nes qui ne sont pas de´crits. La difficulte´ vient du fait que pour l’instant, l’expe´rience
ne nous dit pas ou` chercher la ”nouvelle physique”, seulement qu’il y en a une. Le LHC commence a`
arriver a` des e´nergies suffisantes pour pouvoir infirmer certaines the´ories, et e´ventuellement faire une
grande de´couverte pour en confirmer une, ou au moins, mettre la communaute´ scientifique sur une
piste a` suivre. Pour l’instant, maintenant que le boson de Higgs a e´te´ observe´, il s’agit de mesurer ses
proprie´te´s avec une grande pre´cision puisqu’elles de´pendent beaucoup, comme on l’a vu, des extension
de mode`le standard. Cependant, jusqu’a` aujourd’hui aucune grande de´viation n’a e´te´ repe´re´e. Soit
les extensions propose´es ne sont donc pas valables, soit les de´viations sont trop faibles pour qu’on
les observe avec les LHC. Heureusement, il reste a` chercher : le couplage λ du Higgs, pre´vu par le
mode`le standard, n’a pas encore e´te´ mesure´ (c’est le sujet du prochain chapitre), et si on en croit
certaines the´ories supersyme´triques, la masse du superpartenaire du top, le stop, ne devrait pas eˆtre
hors de porte´e ... C’est a` voir pour les prochains mois ou anne´es a` venir.
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Chapitre 4
E´tude du couplage lambda du champ
BEH
L’e´tude re´alise´e au laboratoire Leprince-Ringuet, dans le cadre de la collaboration CMS, du cou-
plage triline´aire du boson de Higgs se divise en quatre parties : tout d’abord, une e´tude au niveau
ge´ne´rateur en conside´rant les leptons τ comme stables permet de se´lectionner les variables cine´tiques
d’inte´reˆt pour remonter jusqu’a` la valeur de cette constante de couplage. Ensuite, une nouvelle e´tude
est re´alise´e, cette fois en prenant en compte la de´sinte´gration des τ , pour e´tudier l’impact de la perte
d’information (due notamment aux neutrinos) sur ces variables cine´tiques. La troisie`me e´tape consiste
a` utiliser non plus les informations ge´ne´re´es, mais les informations reconstruites afin de s’approcher le
plus possible de ce que le de´tecteur peut effectivement observer. Enfin, nous avons tente´ de parame´trer
les courbes inte´ressantes, dans le cas de l’e´tude sans la de´sinte´gration des leptons, pour obtenir une
expression, au moins locale, de la surface ainsi obtenue. Tout d’abord, pre´sentons l’acce´le´rateur LHC
et l’expe´rience CMS de manie`re sommaire, pour bien re´aliser comment sont effectue´es les mesures, et
quelles sont les informations auxquelles nous avons acce`s.
4.1 Le LHC et le de´tecteur CMS
4.1.1 Le Large Hadron Collider
Le LHC est un collisionneur de hadrons situe´ sous la frontie`re franco-suisse a` proximite´ de Gene`ve.
C’est l’acce´le´rateur le plus grand et le plus puissant construit a` ce jour ; il est installe´ dans un tunnel
circulaire de 3 me`tres de diame`tre et de 26.7 km de long, situe´ a` des profondeurs comprises entre 50m
et 170m, qui contenait auparavant le collisionneur LEP. Le LHC a e´te´ conc¸u pour faire des collisions
de protons ou d’ions lourds (plomb) ; bien que les collisions soient plus complique´es que les collisions
e´lectron-positron puisque les protons sont des particules composites, il est possible d’atteindre des
e´nergies bien plus importantes car les protons e´tant plus lourds, ils perdent moins d’e´nergie par
rayonnement que les e´lectrons.
L’acce´le´rateur comprend des cavite´s acce´le´ratrices a` haute fre´quence, des cavite´s magne´tiques pour
la collimation, et des dipoˆles magne´tiques pour courber le faisceau. Aux e´nergies atteintes il faut que les
dipoˆles fournissent un champ magne´tique de 8,3 T. Ce sont des supraconducteurs refroidis a` l’he´lium
superfluide a` 1,9 K (plus froid que la tempe´rature de fond cosmologique). L’acce´le´rateur comporte
1232 tels dipoˆles.
Deux faisceaux diffe´rents sont acce´le´re´s dans des directions oppose´es et se collisionnent en quatre
points, autour desquels ont e´te´ baˆties quatre expe´riences : les de´tecteurs polyvalents ATLAS (A To-
roidal LHC Apparatus) et CMS (Compact Muon Solenoid) pour lesquels les objectifs principaux
incluaient la recherche et l’e´tude des proprie´te´s du champ de Higgs et la prospection de physique
95
96 CHAPITRE 4. E´TUDE DU COUPLAGE LAMBDA DU CHAMP BEH
derrie`re le mode`le standard ; l’expe´rience LHCb conc¸ue pour e´tudier la physique du quark bottom et
la violation de syme´trie CP (non herme´tique avec ses de´tecteurs sont place´s de manie`re a` observer des
particules e´mises a` tre`s petit angle par rapport au faisceau, et l’appareil ALICE (A Large Ion Collider
Experiment) pour e´tudier les interactions entre ions lourds et le plasma quarks-gluons. ATLAS et
CMS sont situe´s aux antipodes de l’anneau, aux points de plus haute luminosite´.
Figure 4.1 – Vue ae´rienne du complexe du CERN (site de CERN)
Chacun des faisceaux est pulse´ ; chaque paquet contient environ 1011 protons, et l’intervalle de
temps entre deux paquets successifs est de 25 ns. La fre´quence de collision est de 40 MHz, et la
luminosite´ nominale instantane´e du faisceau de 1034 cm−2s−1 (il y a potentiellement 1034 e´ve`nements
par seconde pour une surface d’un cm2 au sein des de´tecteurs du LHC).
Avant d’arriver jusqu’au LHC, les protons doivent eˆtre progressivement acce´le´re´s. Apre`s ionisation
des atomes d’hydroge`nes, les protons parcourent le Linac 2, un acce´le´rateur line´aire a` la sortie duquel
ils ont une e´nergie de 50 Mev (et ont gagne´ 5 % en masse). Ils parcourent ensuite le Synchrotron a`
Protons (PS) qui leur confe`re une e´nergie de 26 GeV, puis le Super Synchrotron a` Protons (SPS) a`
l’issue duquel ils sont injecte´s avec une e´nergie de 450 GeV dans le Large Hadron Collider (LHC), ou`
ils atteignent une e´nergie de 6,5 TeV (et bientoˆt 7 TeV) avant de rentrer en collision avec les protons
d’un autre paquet circulant en sens inverse.
Run 1 Le lancement ope´rationnel du LHC e´tait pre´vu pour septembre 2008 mais suite a` un proble`me
e´lectrique, 100 aimants de courbure ont subi un ”quench”, qui a cause´ l’endommagement de 53 aimants
et libe´re´ 6 tonnes d’he´lium liquide dans le tunnel, brisant le vide pousse´ qui y re´gnait. Le LHC a repris
les collisions le 20 novembre 2009, montant en moins de 10 jours a` une e´nergie de 1,18 TeV par faisceau,
battant ainsi le record du Tevatron de 0,98 TeV par faisceau de´tenu depuis plus de 8 ans. L’e´nergie
des faisceaux a alors e´te´ progressivement augmente´e pour atteindre 7 TeV en mars 2010. Le premier
’run’ de collisions protons-protons s’est arreˆte´ au de´but du mois de novembre 2010. Ont suivi des
collisions d’ions lourds pendant deux mois, puis, apre`s un arreˆt technique, les collisions de proton ont
e´te´ reprises en mars 2011, atteignant le 21 avril 2011 une luminosite´ record, de 4, 67.1032 cm−2s−1,
battant ainsi le record lui-encore de´tenu par le Tevatron.
La premie`re observation expe´rimentale de plasma quarks-gluons a e´te´ annonce´e en mai 2011, la
de´couverte d’une nouvelle particule re´sonance de bb appele´e χb(3P ) en de´cembre 2011[25]. Durant
l’hiver, des modifications ont e´te´ apporte´es aux aimants du tunnel pour pouvoir e´lever l’e´nergie par
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Figure 4.2 – Sche´ma des acce´le´rateurs du CERN et de leurs raccords
proton, au moment de la collision, a` 4 TeV (soit 8 TeV par couple de protons). Le 4 juillet 2012 la
de´couverte d’une nouvelle particule e´le´mentaire est annonce´e par les deux de´tecteurs polyvalents du
LHC : CMS rend compte d’un boson d’une masse de 125, 3±0, 6 GeV [26] et ATLAS d’un boson d’une
masse de 126, 0± 0, 6 GeV [27] (le 14 mars 2013, le CERN pre´cise que ce boson est tre`s vraisemblable-
ment une particule scalaire, de parite´ paire ; qu’il s’agit donc d’un ”boson de Higgs”, en se basant sur
l’e´tude des donne´es recueillies l’anne´e d’avant). Le 8 novembre 2012 la de´sinte´gration rare du boson
B0S en deux muons est observe´e pour la premie`re fois. Elle constituait un test important des the´ories
supersyme´triques. Ces re´sultats sont compatibles a` 3,5 sigmas avec le mode`le standard, et imposent
des contraintes fortes sur ses extensions[28].
Enfin, en fe´vrier 2013, le LHC est arreˆte´ pour le premie`re longue pause technique, afin de modifier
l’acce´le´rateur pour des e´nergies et luminosite´s plus importantes.
Run 2 Le LHC a repris les collisions en mai 2015 a` une e´nergie de 13 TeV. La collaboration LHCb
a annonce´ le 14 juillet 2015 l’observation d’e´tats pentaquarks en e´tudiant les donne´es du run 1[29].
Au bout de ce run, fin 2018, le LHC devrait faire des collisions avec une e´nergie totale de 14 TeV
dans le syste`me du centre de masse (sa puissance nominale) et une luminosite´ d’environ 1, 7 ∗ 1034
cm−2s−1. L’une des principales lignes directrices des expe´riences ATLAS et CMS sera d’e´tudier les
caracte´ristiques du boson de Higgs de´couvert depuis peu, et de tester les diffe´rentes extensions du
mode`le standard. Un deuxie`me arreˆt long est pre´vu de 2019 a` 2020.
Run 3 Le Run 3 a d’ores et de´ja` e´te´ approuve´ par la direction du CERN et devrait permettre
d’atteindre une luminosite´ de 2, 0 ∗ 1034 cm−2s−1 a` la fin de l’anne´e 2023.
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Et apre`s ? Le fonctionnement du LHC est pre´vu jusqu’aux environs de 2030. Des modifications
supple´mentaires seront sans doute apporte´es a` l’acce´le´rateur pour avoir une meilleure re´solution et
fonctionner a` une plus grande e´nergie.
4.1.2 Le de´tecteur CMS
Pre´sentation ge´ne´rale Le de´tecteur CMS est un de´tecteur polyvalent installe´ dans la caverne sou-
terraine de Cessy (en France). Il a e´te´ conc¸u pour e´tudier la physique a` l’e´chelle de TeV, mieux com-
prendre le mode`le standard, et discriminer ses extensions, notamment les the´ories supersyme´triques.
CMS a d’ores et de´ja` e´te´ un acteur central de grandes de´couvertes, comme nous l’avons vu. Il a
e´te´ conc¸u pour permettre une bonne reconstruction des e´tats finaux di-jets et de l’e´nergie transverse
manquante, et est herme´tique jusqu’a` une pseudo-rapidite´ de η = 5. La pseudorapidite´ e´tant de´finie
par :
η =
1
2
ln(
|~p|+ pz
|~p| − pz )
cela correspond a` un angle maximal de de´viation par rapport au faisceau de 0, 7◦ environ. Le diame`tre
du de´tecteur est 15 me`tres, sa longueur 27,8 me`tres.Ce volume est occupe´ par diffe´rents de´tecteurs
pour une masse totale de 14000 tonnes.
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Figure 4.3 – Coupe du de´tecteur CMS
Le volume central du de´tecteur est le ”barrel”, les deux e´le´ments extre´maux sont de´nomme´s ”end-
caps”. La collaboration CMS utilise un repe`re orthonorme´ direct (x, y, z) base´ au point de collision,
4.1. LE LHC ET LE DE´TECTEUR CMS 99
l’axe x pointe vers le centre de l’anneau LHC, l’axe y est dirige´ vers le haut, et l’axe z est porte´ par une
tangente a` la trajectoire des protons au point de collision, et pointe dans le sens anti-horaire. L’angle
de longitude φ est de´fini dans le plan (x,y) comme l’angle par rapport a` l’axe x ; la distance a` l’axe
du faisceau est note´e r. L’angle de colatitude est l’angle θ, dans le plan (r, z) (de manie`re e´quivalente,
comme on l’a vu, la pseudorapidite´ η = −ln(tan(θ/2)) peut eˆtre employe´e). La norme de l’impulsion
de la particule dans le plan transverse est note´e pt.
Diffe´rents sous-de´tecteurs sont dispose´s en couches tout autour de la trajectoire du faisceau. Le
cœur de CMS est le sole´no¨ıde niobium-titane supraconducteur produisant un champ de 3.8 T, a` une
tempe´rature de 4.5 K. Le syste`me de tracking et les calorime`tres sont situe´s dans le cylindre qui
supporte le sole´no¨ıde, tandis qu’un de´tecteur a` muons situe´ a` l’exte´rieur de celui-ci, utilise le retour
de 2 T du champ du sole´no¨ıde dans la structure en acier qui entoure l’e´lectroaimant.
Chacun des de´tecteurs permet de faire des mesures sur une classe de particules : le tracker mesure
l’impulsion des particules charge´es, le calorime`tre e´lectromagne´tique permet de mesurer l’e´nergie des
e´lectrons et des photons, le calorime`tre hadronique, l’e´nergie des hadrons charge´s et neutres, et les
de´tecteurs a` muons servent a` identifier ces derniers et a` mesurer leur impulsion.
Les informations fournies par l’ensemble des de´tecteurs sont souvent redondantes mais cela permet
d’augmenter la pre´cision des mesures.
Figure 4.4 – Disposition des diffe´rents sous-de´tecteurs dans CMS
Tracker Le syste`me de trac¸age (ou tracker) des particules est situe´ juste autour du point d’inter-
action, le but e´tant de pouvoir observer des particules dont le temps de demi-vie est trop court pour
qu’elles soient ve´ritablement mesure´es, mais suffisamment long pour qu’on observe un vol de quelques
millime`tres. C’est le cas notamment des quarks bottom b et des leptons tau τ . Par exemple, pour le
lepton τ dont le temps de demi-vie est de T = (290.3 ± 0.5) × 10−15s (d’apre`s le ”Particle Physics
Booklet” de Chinese Physics C), la particule parcourt une distance de vol
l = γcT ≈ 1, 5mm
si son e´nergie est l’e´nergie de seuil de 30Gev que nous prendrons plus tard pour notre e´tude. Bien sur,
le tracker permet aussi de suivre les particules plus stables.
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Le syste`me est constitue´ de trois re´gions selon la distance au centre de collision. Tout d’abord, on
trouve des pixels de silicone de 100 × 150µm (soit 66 millions par me`tre carre´), de re´solution 10µm
dans le plan (r, φ) et 20µm dans le plan (r, z). Les deux autres ”couches” sont constitue´es de bandes
de silicone (c’est la taille des bandes qui les diffe´rentient). La re´solution varie de 20 a` 50µm dans le
plan transverse, et de 200 a` 500µm dans la direction (r, z). Il y a en tout 9, 6 millions bandelettes.
Le mate´riau a e´te´ choisi pour que l’interaction perturbe le moins possible les particules, qui doivent
ne laisser derrie`re elle qu’une toute petite fraction de leur e´nergie dans le tracker pour ne pas biaiser
les mesures des calorime`tres. Des algorithmes recueillent ensuite ces donne´es puis les reconstituent en
trajectoires de particules. Le tracker est localise´ dans le sole´no¨ıde de CMS donc les trajectoires des
particules charge´es sont courbe´es par la force de Lorentz, et cela permet d’obtenir le rapport de leur
charge avec leur masse effective.
Le calorime`tre e´lectromagne´tique Autour du tracker est situe´ le calorime`tre e´lectromagne´tique
(ECAL). Il mesure l’e´nergie des e´lectrons et des photons en provoquant des douches e´lectromagne´tiques
dans les cellules du de´tecteur, ce qui entraˆıne l’absorption totale de l’e´nergie des particules incidentes
et sa transformation en un signal, dans ce cas, un scintillement.
Dans CMS, le ECAL est compose´ de 75000 cristaux de tungstate de plomb (PbWO4). Le choix
du mate´riau est motive´ pour l’optimisation de la reconstruction des particules. Chaque cristal fait
environ 23 cm de long. Le calorime`tre a, comme CMS, une forme cylindrique. La re´solution est tre`s
bonne ; pour des e´lectrons de 45GeV , elle est d’environ 2% si les e´lectrons sont de´tecte´s dans le barrel,
et comprise entre 2% a` 5% si les e´lectrons sont de´tecte´s dans les endcaps.
Pour un syste`me de deux photons ayant la topologie correspondant a` deux photons issus de la
de´sinte´gration d’un boson de Higgs, la re´solution varie entre 1, 1% et 2, 6% dans le barrel, et entre
2, 2% et 5% dans les endcaps.
Le calorime`tre hadronique Les mesures de ECAL sont comple´mente´es par les mesures du calo-
rime`tre hadronique (HCAL), qui reposent sur la transformation des hadrons en douches hadroniques.
Ces mesures sont force´ment moins pre´cises que celles du ECAL, a` cause de la structure des interactions
fortes. Cependant, elle est indispensable puisque c’est la seule manie`re de faire des mesures sur les
hadrons neutres, et aussi d’identifier et reconstruire les jets. Le HCAL est constitue´ de cuivre, puisque
le champ magne´tique intense impose l’utilisation de mate´riaux non magne´tiques, et d’un plastique
actif pouvant scintiller (ce qui permet les mesures. Il y a un deuxie`me type de HCAL sur les bases du
cylindre, compose´ d’absorbeurs en acier). Les mesures passent par la de´tection par des tubes photo-
multiplicateurs de lumie`re Cherenkov produite par des fibres de quartz incruste´es dans l’absorbeur.
Le HCAL est situe´ entre le ECAL et le sole´no¨ıde de CMS, cependant, cela ne laisse pas suffisam-
ment de place pour pouvoir contenir entie`rement la douche hadronique, si bien qu’un calorime`tre
comple´mentaire est rajoute´ autour de l’aimant.
Les de´tecteurs a` muons Ce sont les de´tecteurs les plus en pe´riphe´rie de CMS. 200 fois plus lourds
que les e´lectrons, n’interagissant pas non plus par interaction forte, et avec un temps de vie relativement
long, les muons pe´ne`trent beaucoup plus loin dans le de´tecteur (parce qu’ils perdent moins d’e´nergie
par rayonnement) que les e´lectrons ou hadrons, et atteignent ces chambres a` muons. L’impulsion des
muons est mesure´e par la courbure de leur trajectoire qui est suffisamment particulie`re pour eˆtre
devenu un symbole de la collaboration CMS, pre´sent sur son logo. En effet, le de´tecteur a` muons est
contenu dans une structure ferromagne´tique jouant le roˆle de re´flecteur pour le champ du sole´no¨ıde.
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Ainsi, les trajectoire des muons est courbe´e d’abord dans un sens, puis dans l’autre ce qui permet une
de´tection beaucoup plus efficace. Le de´tecteur comporte trois de´tecteurs a` gaz diffe´rents.
Le trigger Le syste`me de se´lection des e´ve`nements, ou trigger and data acquisition system (Tri-
DAQ), permet de se´lectionner sur l’ensemble des collisions qui se produisent dans le de´tecteur, celles
qui sont potentiellement les plus inte´ressantes. Le fre´quence de collision est d’environ 40MHz, ce
qui est beaucoup trop pour espe´rer stocker toute l’information, en vue d’analyses poste´rieures. Deux
niveaux sont distingue´s dans le proce´de´.
Le premier niveau constitue le level-1 trigger, un syste`me hardware rapide qui permet de ne garder que
quelques milliers ou dizaines de milliers d’e´ve`nements par seconde. L’algorithme repose en majeure
partie sur la conservation des e´ve`nements comportant des objets de haute impulsion transverse. Il ne
be´ne´ficie que d’informations dites de ”basse granularite´” et de basse re´solution. La de´cision prend un
temps caracte´ristique de 1µs, durant lequel les informations plus pre´cises peuvent eˆtre collecte´es. Si
l’e´ve`nement est se´lectionne´ par le level-1, toutes les informations sont transmises au High Level Trig-
ger (HLT). Le HLT a plus de temps pour ”prendre une de´cision”, et repose donc sur des algorithmes
plus complexes ; certains permettent meˆme de reconstituer des quarks b ou des τ . Si l’e´ve`nement en
question est lui-aussi juge´ digne d’inte´reˆt par le HLT (il n’en reste que quelques dizaines par seconde
en moyenne), toutes les informations ne´cessaires sont stocke´es pour une analyse off-line.
4.2 Production di-Higgs non re´sonnante par fusion de gluons
4.2.1 Motivations de l’e´tude
La production double Higgs est actuellement l’une des me´thodes sur lesquelles se concentrent les
espoirs pour la mesure du couplage triline´aire λHHH du champ de Higgs. Cette e´tude est conside´re´e
a` faire durant la phase de haute luminosite´ de LHC (Run 3) mais il est possible qu’il y ait de´ja` des
informations utiles a` la fin du Run 2.
En particulier, il devrait eˆtre possible de tester les grandes de´viations de λ dans trois ans, graˆce a`
une sensibilite´ accrue a` des effets ”Beyond the Standard Model” (BSM), modifiant de manie`re sensible
le potentiel de Higgs. Entre autres :
1. des couplages de Yukawa ne correspondant pas a` ceux de Mode`le Standard (SM)
2. des interactions non line´aires ttHH via le parame`tre ’c2’ (voir apre`s)
3. des ope´rateurs Higgs-gluons de dimension 6
4. des champs scalaires le´gers interagissant par interaction forte
5. des re´sonances extra-dimensionnelles
6. des partenaires supersyme´triques
Les modes de production double-Higgs les plus probables sont au nombre de quatre. La fusion de
gluons :
est sensible, en plus de l’eˆtre au couplage lambda, a` des particules lourdes ’colore´es’, et a` des
couplages top-Higgs anormaux.
La production par fusion de bosons vecteurs est quant’a` elle sensible aux couplages anormaux entre
boson de Higgs et bosons vecteurs :
Les processus du type gg → ttHH :
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Figure 4.5 – Production di-Higgs par fusion de gluons
Figure 4.6 – Production di-Higgs par fusion de bosons vecteurs
Figure 4.7 – Production di-Higgs et tt
de´pendent e´galement du couplage top-Higgs. Enfin la production ’directe’ a` partir de bosons vec-
teurs est sensible aux couplages non line´aires de type V V HH (pre´sent sur le graphe de Feynman le
plus a` droite) :
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Figure 4.8 – Production di-Higgs ”directe” a` partir de bosons vecteurs
Dans la suite, nous nous concentrerons sur les proce´de´s par fusion de gluons.
4.2.2 Lagrangien effectif
Pour la production double-Higgs par fusion de gluons, les termes relevants dans le lagrangien des
the´ories effectives en dimension 6 sont [30] :
Lhh = −m
2
h
2v
(1− 3
2
cH + c6)h
3 +
αscg
4pi
(
h
v
+
h2
2v2
)GaµνG
µν
a
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2
+ ct)tLtRh+ ...]− [mt
v2
(
3ct
2
− cH
2
)tLtRh
2 + ...]
avec dans ce somme de quatre termes, le premier qui correspond au couplage triline´aire du Higgs,
le deuxie`me aux interactions de contact Higgs-gluons, le troisie`me aux couplages Higgs-tops, et le
quatrie`me a` l’interaction non line´aire ttHH. On peut choisir une autre parame´trisation :
λ = 1− 3
2
cH + c6
yt = 1− cH
2
+ ct
c2 =
3ct
2
− cH
2
Ces parame`tres interviennent de la fac¸on suivante dans les diffe´rents proce´de´s :
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Figure 4.9 – Modification des sommets colore´s dans le cadre de la the´orie effective
Cas du mode`le standard Si on se place dans le cadre du mode`le standard, les parame`tres λ, yt
et c2 prennent leur valeur standard, ce qui implique en particulier que c2 = 0. Le calcul de la section
efficace des diffe´rents proce´de´s est possible au troisie`me voire quatrie`me (se´minaire Higgs Hunting
2015) ordre, ce qui permet d’obtenir le tableau suivant, issu des recommandations de ”Higgs Higgs
cross section working group” :
E´nergie dans le centre de masse (TeV) σ (femtobarn fb)
7 6.85
8 9.96
13 34.3
14 40.7
En comparaison, a` 13 TeV, la section efficace de la contribution par fusion de bosons vecteurs a` la
production di-Higgs est de 6.8 fb, celle de ttHH de 0.7 fb.
Cas du couplage λ anormal Si on laisse le couplage λ varier, tout en conservant ySMt et c2 = 0,
la section efficace est modifie´e de la manie`re suivante :
λ/λSM σ/σSM
-4 12
0 2.2
1 1
2.46 0.42
20 105
et la contribution des diffe´rents modes de production peut eˆtre estime´e par des me´thodes Monte-Carlo
(en utilisant MadGraph5) :
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Figure 4.10 – E´volution de la section efficace de diffe´rentes production di-Higgs en fonction de λ
λSM
4.2.3 Se´lection des e´ve`nements
Il faut choisir a` quels modes de de´sinte´grations du syste`me di-Higgs on s’inte´resse, pour de´terminer
ce qui doit eˆtre mesure´ dans les collisions de CMS pour pouvoir remonter au couplage λ. Ce choix
de´pend essentiellement de deux facteurs : tout d’abord, il faut que le branching ratio du canal ne soit
pas trop faible, autrement dit il faut que la probabilite´ que le syste`me se de´sinte`gre de manie`re voulue
ne soit pas trop faible si on veut pourvoir l’observer. De plus, il faut que le fond d’e´ve`nements divers
dont l’e´tat final est proche de l’e´tat final choisi soit relativement peut intense, en particulier pour
le ”irreductible background”, c’est-a`-dire les e´ve`nements pour lesquels l’e´tat final est rigoureusement
identique (d’un point de vue de´tecteur). Ces proble`mes ont e´te´ pose´s et e´tudie´s dans des e´tudes
phe´nome´nologiques [31] [32].
Dans la suite, les valeurs des sections efficaces et les branching ratios sont calcule´es en utilisant les
pre´visions du mode`le standard. Cela se justifie par l’excellente concordance (actuelle) entre les mesures
des expe´riences du LHC des proprie´te´s du Higgs et les pre´visions du mode`le standard.
La section efficace de la production di-Higgs e´tant tre`s faible, de l’ordre de quelques dizaines de
femtobarns, il est important de choisir un canal de de´sinte´gration assez probable pour pouvoir recueillir
suffisamment de donne´es. Le ”Higgs cross-section working group” donne le tableau suivant pour les
ratios de de´sinte´gration les plus probables du boson de Higgs :
canal BR (%)
bb 57.7
WW 21.5
ττ 6.32
ZZ 2.64
γγ 0.228
Le meilleur canal du point de vue du branching ratio est la de´sinte´gration en bb. Cependant, la
de´sinte´gration d’une paire de Higgs en quatre quarks bottoms est recouverte, au LHC, par du fond
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QCD extreˆmement intense, ce qui exclut toute e´tude sous cette hypothe`se. Cependant, pour maximiser
le branching ratio tout en gardant une bonne maˆıtrise du fond QCD, on regarde en ge´ne´ral des e´tats
finaux contenant deux quarks bottoms. On peut aussi e´galement regarder des canaux contenant deux
τ et deux bosons.
1. Le canal bbττ a un bon branching ratio, et le fond irre´ductible le plus important est le processus
tt→ bbτνττ−ντ qui a une petite section efficace compare´e a` la production e´norme de paires tt
compte tenu du petit branching ratio de W → τντ (qui est de 11, 25± 0, 20%).
Figure 4.11 – Diagramme de Feynman au premier ordre pour tt→ bbτνττ−ντ
2. Le canal bbγγ est tre`s peu probable, mais le fond tre`s peu intense et essentiellement du a` des
processus de QCD et a` de la production d’un boson de Higgs avec une paire de top. Ainsi meˆme
si on s’attend a` avoir tre`s peu d’e´ve`nements, la sensibilite´ de cette topologie d’e´ve`nements reste
inte´ressante.
3. Le canal bbWW est peu inte´ressant parce que tre`s contamine´ par le background tt
4. Il doit eˆtre possible de rejeter de manie`re tre`s efficace le background pour le canal bbZZ, surtout
pour un e´tat final de quatre leptons. Cependant, le branching ration reste faible.
5. ZZττ et γγττ sont des canaux inte´ressants du point de vue du background mais ils n’ont pas
pu eˆtre utilise´s durant le Run 1 tellement leur branching ration est petit. Ils pourraient devenir
tre`s inte´ressant pour le HL-LHC.
6. Le canal WWττ a un bon branching ratio, mais la pre´sence de bosons W entraˆıne une mauvaise
reconstruction de la masse des Higgs.
Le canal bbττ semble donc le plus inte´ressant pour mesurer le couplage triline´aire du champ de
Higgs, comme cela a e´te´ souligne´ dans les e´tudes phe´nome´nologiques re´fe´rence´es, pour les prochaines
anne´es d’expe´riences au LHC. L’e´tude qui suit se focalise donc sur ce canal.
4.2.4 Simulation et ge´ne´ration des e´ve`nements
Les fichiers utilise´es sont des e´chantillons ge´ne´re´s par des me´thodes Monte-Carlo. Les processus
durs de QCD sont ge´ne´re´s par MadGraph [33] pour la production di-Higgs, et par powheg [34] pour le
fond irre´ductible tt. Les parties de showering, d’hadronisation ou encore les corrections sont simule´es
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Figure 4.12 – Le cadre de l’e´tude est le suivant : on fait varier le parame`tre λ qui modifie ce qui se
passe dans la ”boˆıte noire” qu’est le rond portant le λ. Le reste est fixe´, c’est-a`-dire que les ge´ne´rateurs
Monte-Carlo ne simulent que des e´ve`nements qui de´butent par fusion de gluons et s’ache`vent avec la
de´sinte´gration de syste`me di-Higgs en bbττ , suivie e´ventuellement de la de´sinte´gration des τ .
par PYTHIA 8 [35]. Pour la reconstruction des particules dans le de´tecteur CMS, GEANT4 [36] donne
les re´sultats de l’interaction des particules avec le de´tecteur (ce qu’observe le tracker, combien d’e´nergie
est de´pose´e dans chaque calorime`tre...), et enfin, l’environnement CMSSW [37] permet de simuler la
re´ponse du de´tecteur et la reconstruction des particules.
Les informations sont stocke´es dans diffe´rents ”Branch” d’un ”Tree” (fichier ROOT [38]), et traite´es
en utilisant l’environnement ROOT et l’interpre´teur PyROOT [39].
4.3 E´tude de la cine´tique sans la de´sinte´gration des τ
4.3.1 Reconstruction des e´ve`nements
Le but de cette premie`re e´tude a` un niveau ge´ne´rateur, simpliste puisque nous ne prenons pas
en compte la de´sinte´gration des leptons τ , est de discriminer les diffe´rents invariants cine´tiques du
proce´de´ et de de´terminer ceux dont la distribution de´pend visiblement de λ. Pour chaque particule,
on connait les variables pt (impulsion transverse) qui est la projection de l’impulsion dans le plan
transverse, et η = 12 ln(
|~p|+pz
|~p|−pz ) (pseudo-rapidite´).
Dans les e´ve`nements candidats a` de la production di-Higgs, une fraction non ne´gligeable ne peut pas
eˆtre enregistre´e a` cause des caracte´ristiques techniques du de´tecteur CMS : l’acceptance ge´ome´trique
n’est pas parfaite dans la direction du faisceau, et il y a un seuil d’e´nergie au dessus duquel les parti-
cules doivent se trouver pour de´clencher le trigger et eˆtre reconstitue´es de manie`re correcte. Pour se
faire une ide´e de cette fraction d’e´ve`nements perdus, on applique les se´lections suivantes aux quarks
bottom b et b et aux leptons τ− et τ+ : (
pt > 30GeV
|η| < 2.5
Ces valeurs de seuil sont comparables a` celles utilise´es dans les e´tudes phe´nome´nologiques (cf le
papier de Luca pour les re´fe´rences). Le seuil sur η provient directement de la ge´ome´trie de CMS,
le seuil pour pt correspond au l’e´nergie minimale de trigger et de reconstruction des jets. Pour les
de´sinte´grations leptoniques des τ , les seuils sont plus bas ; cependant, deux neutrinos sont e´mis durant
cette de´sinte´gration ce qui entraine une perte significative d’e´nergie. On peut donc dire que la valeur
de seuil choisie prend approximativement en compte ces particularite´s.
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4.3.2 Comparaison pour les diffe´rentes valeurs de λ
De´finissons l’efficacite´  de reconstruction, pour les donne´es statistiques, comme le rapport entre
le nombre d’e´ve`nements passant les coupures statistiques sur le nombre total d’e´ve`nements.
Les efficacite´s pour les diffe´rentes valeurs de λ, et pour le fond tt sont donne´es ci-dessous :
λ/λSM = −4 λ/λSM = 1 λ/λSM = 2.46 λ/λSM = 20 tt
Efficacite´  0.424 0.433 0.454 0.424 0.272
Les distributions en impulsion transverse et en rapidite´ du quarks et des leptons sont assez sem-
blables pour les diffe´rentes valeurs de λ. Il faut s’inte´resser aux invariants cine´tiques des syste`mes de
particules, h0 = [b, b], h1 = [τ−, τ+] et le syste`me total h = [b, b, τ−, τ+]. On reconstitue les 4-vecteurs
des higgs interme´diaires et du syste`me total avec les relations : p(h0) = p(b) + p(b)p(h1) = p(τ−) + p(τ+)
p(h) = p(h0) + p(h1)
Les diagrammes suivants sont la superposition des histogrammes pour chaque valeur e´tudie´e de λ,
mais aussi des histogrammes relatifs au fond [t, t]. Le but ultime e´tant de remonter a` la valeur de
λ, il est important de se´lectionner des grandeurs qui permettent bien de discriminer les e´ve`nements
provenant de deux bosons de Higgs de ceux qui proviennent d’un quark top et d’un anti quark top.
Pour pouvoir comparer uniquement la ”forme” des distributions, les histogrammes sont normalise´s.
Remarquons tout d’abord que les diffe´rentes distributions en rapidite´ ne sont pas vraiment adapte´es
a` l’extraction du couplage λ, puisqu’elles n’en de´pendent pas fortement. Par exemple, voici ces courbes
pour le syste`me h1 = [τ−, τ+] sans les coupures cine´tiques, et pour l’ensemble des particules, avec les
coupures cine´tiques.
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Pour les autres invariants, nous avons adopte´ la disposition suivante : le diagramme de gauche est
le re´sultat de la simulation Monte-Carlo, sans les coupures, comme ce que nous observerions en ayant
un point de vue omniscient dans les collisions. A droite, les coupures cine´tiques de´ja` e´voque´es ont e´te´
applique´es. Les quatre premiers diagrammes concernent le syste`me h1 = [τ−, τ+], les quatre suivants
le syste`me total.
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Les diagrammes de l’impulsion transverse pour le syste`me [τ−, τ+] et de la masse invariante du
syste`me total montrent des diffe´rences significatives entre les histogrammes pour diffe´rentes valeurs
du couplage λ. Nous nous y inte´resserons presque essentiellement pour les e´tudes suivantes ou nous
prendrons en compte la de´sinte´gration des deux τ finaux.
Les deux autres diagrammes pourraient quant’a` eux eˆtre utiles pour discriminer le signal du bruit
de fond, a` condition que la diffe´rence de forme des distributions ne soit pas re´duite par la prise en
compte de la de´sinte´gration des leptons et l’utilisation de variables reconstruites.
4.4 E´tude de la cine´tique avec la de´sinte´gration des τ
4.4.1 Introduction et pre´sentation des approximations
Comme nous l’avons vu au dessus, les τ ont une distance de vol moyenne dans le de´tecteur de
quelques millime`tres si bien qu’ils se de´sinte`grent avant d’arriver aux calorime`tres. Le tableau suivant
re´sume les possibilite´s de de´sinte´gration les plus probables pour les leptons τ .
Mode de de´sinte´gration Probabilite´
τ+ → e+ + ντ + νe 17,4 %
τ+ → µ+ + ντ + νµ 17,8 %
τ+ → hadrons 64,8 %
avec dans le mode τ → hadrons, les de´sinte´grations les plus probables :
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Mode de de´sinte´gration Probabilite´
τ+ → pi+pi0 25,52 %
τ+ → pi+ 10,83 %
τ+ → pi+pi0pi0 9,30 %
τ+ → pi+pi−pi+ 8,99 %
τ+ → pi+pi−pi+pi0 2,70 %
τ+ → pi+pi0pi0pi0 1,05 %
Ce qui donne le tableau suivant, pour un syste`me de deux [τ−, τ+], en notant τh les de´sinte´grations
hadroniques (jets), τe les de´sinte´grations e´lectroniques et τµ les de´sinte´grations muoniques. La section
efficace du processus total est donne´ dans le meme tableau, pour des e´nergies diffe´rentes dans le
syste`me du centre de masse. Elle est calcule´e en utilisant :
σ(gg → bbτiτj) = σ(gg → hh)× 2×BR(h→ bb)×BR(h→ ττ)×BR(ττ → τiτj)
le facteur ”2” e´tant purement combinatoire.
Canal Fraction des e´ve`nements σ (8 Tev) [fb] σ (13 Tev) [fb] σ (14 Tev) [fb]
τµτh 23,1 % 0,13 0,578 0,686
τeτh 22,6 % 0,13 0,565 0,671
τhτh 42,0 % 0,24 1,05 1,25
τeτµ 6,2 % 0,036 0,155 0,184
τeτe 3,0 % 0,018 0,075 0,089
τµτµ 3,2 % 0,018 0,080 0,095
Les quarks b, de´tecte´s comme jets, sont suppose´s connus parfaitement : on re´cupe`re le 4-vecteur
ge´ne´re´ par les me´thodes Monte-Carlo. A ce niveau d’e´tude, la philosophie est la suivante : on a un point
de vue omniscient sur les particules produits de de´sinte´gration des leptons τ , ce qui permet de remonter
a` des invariants cine´tiques du syste`me ou des sous-syste`mes. Comme des neutrinos sont e´mis durant
la de´sinte´gration, la seule grandeur accessible expe´rimentalement est l’e´nergie manquante. Toujours
au niveau ge´ne´rateur, on utilise en fait les 4-vecteurs des neutrinos pour calculer directement l’e´nergie
manquante. Plusieurs invariants sont envisageables pour caracte´riser le syste`me, qu’on peut obtenir a`
partir des 4-vecteurs des produits finaux et de l’e´nergie transverse manquante. On utilise donc, pour
calculer les invariants du syste`me, toutes les informations voulues sur les produits observables de la
de´sinte´gration du syste`me di-tau (e, µ, pions) et l’e´nergie manquante calcule´e a` l’aide des 4-vecteurs
des neutrinos.
Me´thode des quantite´s visibles Cette premie`re me´thode est la plus simple, et de plus inde´pendante
de toute mesure de l’e´nergie transverse manquante, ce qui la rend particulie`rement inte´ressante. Il faut
juste faire abstraction des neutrinos, comme s’ils n’e´taient pas produits. On e´crira : p(h0) = p(b) + p(b)p(h1) = p(τi) + p(τj)
p(h) = p(h0) + p(h1)
ou` τi et τj sont les produits de de´sinte´gration du τ
− et du τ+.
Il n’y a pas d’approximation a` faire du type ”collinear approximation”, cependant, en raison de l’e´nergie
emporte´e par les neutrinos, l’e´chelle d’e´nergie est de´cale´e vers la gauche.
Me´thode des quantite´s effectives Cela consiste juste a` ”re-scaler” l’e´chelle d’e´nergie en utilisant
l’e´nergie transverse manquante : on ”mesure” le 4-vecteur
pmiss = (Emissx , E
miss
y , 0,
√
(Emissx )
2 + (Emissy )
2)
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Figure 4.13 – Exemple de processus conside´re´. La de´sinte´gration du syste`me di-tau est ici semi-
hadronique, l’un se de´sinte`gre en muon et l’autre en un pion pi+. Les croix correspondent a` de l’infor-
mation perdue, puisque les neutrinos ne sont pas de´tecte´s. Les particules ayant la mention ”OBSERVE´”
sont suppose´es parfaitement de´tecte´es : on se sert des informations ge´ne´rateur
et on pose :  p(h0) = p(b) + p(b)p(h1) = p(τi) + p(τj) + pmiss
p(h) = p(h0) + p(h1)
En raison de la nature de l’approximation qui est faite, les distributions ne sont pas ame´liore´es par
une telle manipulation, cependant, on peut au moins retomber sur la bonne e´chelle de masse.
Me´thode de l’approximation coline´aire Pour des raisons d’he´licite´, les produits de de´sinte´gration
des τ ont de grandes chances d’eˆtre e´mis avec une impulsion proche de l’impulsion de τ dont ils pro-
viennent. L’approximation coline´aire consiste a` supposer que toutes les particules sont e´mises dans le
meˆme direction. Il faut donc re´soudre le syste`me line´aire qui permet d’associer aux deux syste`me de
neutrinos une fraction de l’e´nergie transverse manquante sous la forme d’un 4-vecteur dont la partie
spatiale est aligne´e avec le produit de de´sinte´gration observe´ (e, µ, jet), et telle que la somme de ces
deux 4-vecteurs donne l’e´nergie transverse manquante (pour les composantes transverses).
Il faut inverser le syste`me : (
Emissx
Emissy
)
=
(
sinθcosφ sinθ′cosφ′
sinθsinφ sinθ′sinφ′
)(
p
p′
)
ou` p et p’ sont la norme des 4-vecteurs des neutrinos, associe´s a` la de´sinte´gration des deux τ respectifs.
Pour cela, il faut que :
sinθcosφsinθ′sinφ′ − sinθsinφsinθ′cosφ′ 6= 0
c’est-a`-dire, si sinθsinθ′ 6= 0 (ce qui est force´ment le cas si les particules sont de´tecte´es) :
tan(φ) 6= tan(φ′)
Autrement dit, il ne faut pas que les particules observe´es, produits de de´sinte´gration des τ , soient
e´mises dans la meˆme direction (meˆme en sens oppose´). En effet, si les neutrinos sont e´mis dans la
meˆme direction, en sens oppose´, ils peuvent emporter une quantite´ quelconque d’e´nergie sans qu’on
de´tecte une quelconque e´nergie transverse manquante. Cela introduit une inde´termination dans la
se´lection des e´ve`nements : ne faut-il que demander a` ce que le de´terminant de la matrice soit non nul ?
Mais alors cela de´pend de la pre´cision avec lesquelles les variables ”float” sont stocke´es ... Cependant,
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comment choisir la limite infe´rieure pour ce de´terminant ? Dans notre e´tude, nous avons seulement
demande´ a` ce que le de´terminant soit non nul.
Enfin, un dernier proble`me que pose cette approximation coline´aire est que si on veut vraiment recons-
truire le 4-vecteur des neutrinos manquants, il faut choisir le signe de la troisie`me coordonne´e spatiale,
et, a` moins d’introduire de l’ale´atoire qui n’a rien de ”physique”, on perd par exemple l’information
de la rapidite´ par les τ et leurs particules parentes.
De toutes fac¸ons, nous avons vu que les distributions en rapidite´ ne permettaient pas de bien discri-
miner λ, nous nous inte´ressons seulement aux distributions juge´es d’inte´reˆt par l’e´tude pre´ce´dente.
4.4.2 Coupures cine´tiques et efficacite´s
Puisqu’on prend en compte les de´sinte´grations des leptons τ , nous pouvons facilement fixer des
coupures cine´tiques plus proches de celles qui sont en re´alite´ impose´es par le de´clenchement du trigger
et les algorithmes de reconstruction de CMS. Voici donc les coupures utilise´es pour les diffe´rents
produits de de´sinte´gration du syste`me [τ, τ ] :
τµτh |η(µ)| < 2.1, |η(τh)| < 2.4 pT (µ) > 20 GeV, pT (τh) > 30 GeV
τeτh |η(e)| < 2.1, |η(τh)| < 2.4 pT (e) > 24 GeV, pT (τh) > 30 GeV
τhτh |η(τh)| < 2.1 pT (τh) > 45 GeV
τeτµ |η(µ)| < 2.1, |η(e)| < 2.3 pT (l1) > 20 GeV, pT (l2) > 10 GeV
τeτe |η(e)| < 2.3 pT (e1) > 20 GeV, pT (e2) > 20 GeV
τµτµ |η(µ1)| < 2.1, |η(µ2)| < 2.4 pT (µ1) > 20 GeV, pT (µ2) > 10 GeV
ou` les indices 1 et 2 ordonnent les syste`mes de deux leptons en appelant 1 le lepton d’impulsion trans-
verse maximale.
Pour les quarks, de´tecte´s comme jets, on garde les valeurs de coupures cine´tiques utilise´es dans la
premie`re e´tude : {
pT > 30GeV
|η| < 2.5
Les efficacite´ releve´es pour les diffe´rentes valeurs de λ sont les suivantes :
λ = −4 λ = −1 λ = 2.46 λ = 20 tt
globale 0.143 0.187 0.190 0.128 0.073
τµτh 0.246 0.296 0.298 0.230 0.122
τeτh 0.207 0.253 0.258 0.188 0.121
τhτh 0.131 0.195 0.194 0.107 0.042
τeτµ 0.364 0.411 0.401 0.343 0.262
τeτe 0.387 0.349 0.433 0.361 0.282
τµτµ 0.369 0.425 0.418 0.365 0.271
Dans ce tableau, l’efficacite´ globale est le ratio du nombre d’e´ve`nements dont tous les objets sont
au dessus des coupures cine´tiques avec le nombre total d’e´ve`nements, et chaque de´sinte´gration, par
exemple τhτh, l’efficacite´ est la proportion d’e´ve`nements, parmi ceux aboutissant a` une de´sinte´gration
doublement hadronique, dont tous les produits de de´sinte´gration des τ (seulement !) sont au dessus
des coupures. C’est pour cela que l’efficacite´ totale n’est pas le barycentre des efficacite´s individuelles.
Donnons maintenant les diffe´rents histogrammes obtenus a` partir des informations provenant des
quarks b et des produits de de´sinte´gration des leptons τ seulement. Les diagrammes de gauche sont
ceux qu’on aurait avec un de´tecteur parfait (sans coupures) tandis qu’a` droite, les coupures cine´tiques
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ont e´te´ applique´es. Les re´sultats des trois approximations sont pre´sente´es successivement, avec d’abord
les quantite´s visibles, puis les quantite´s effectives, et enfin les re´sultats de l’approximation coline´aire.
Il est inte´ressant de noter les diffe´rentes conse´quences que ces approximations ont sur les distribu-
tions, et l’utilisation de plusieurs de ces approximations permet de lever certaines inde´terminations
(par exemple, dans le cadre de l’approximation coline´aire, les distributions de masse invariante du
syste`me total pour λ
λSM
et pour le fond tt sont tre`s semblables, et il est plus inte´ressant de regarder
les quantite´s visibles ou effectives, mais pour l’impulsion transverse totale, l’approximation coline´aire
est plus inte´ressante).
4.4.3 Comparaison des courbes pour les diffe´rentes valeurs de λ
Me´thode des quantite´s visibles
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Me´thode des quantite´s effectives
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Approximation coline´aire
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4.5 Utilisation des particules reconstruites
4.5.1 Reconstruction des particules
L’e´tude e´tant faite a` un niveau ge´ne´rateur, le fichier ROOT utilise´es posse`de a` la fois les informa-
tions vraies ge´ne´re´es par les me´thodes statistiques et les informations reconstruites. Le but est donc
d’associer a` chaque particule vraie celle reconstruite dans le de´tecteur, pour avoir une ide´e encore plus
pre´cise de l’impact de l’observation imparfaite et de la reconstruction sur les distributions e´tudie´es.
La me´thode employe´e est la suivante : on sait graˆce aux informations ge´ne´rateur que dans telle
collision, les syste`me de deux τ se de´sinte`gre - par exemple - en un muon et un jet hadronique.
On cherche donc une particule reconstruite en muon et une particule reconstruite comme un jet de
de´sinte´gration de tau, et dont la direction de vol n’est pas trop diffe´rente du muon qu’on devrait
effectivement observer si le de´tecteur e´tait parfait, ainsi que la reconstruction. Le crite`re de se´lection
(l’impulsion e´tant parame´tre´e par les angles θ et φ est de´fini de la manie`re suivante. Posons :
∆R =
√
∆θ2 + ∆φ2
Alors on cherche des particules reconstruites de la bonne nature dans un coˆne ∆R = 0.5 autour de
l’impulsion de la particule ”vraie”. S’il y en a plusieurs, il est probable que la reconstruction se fasse
mal a` cause de la proximite´ des traces laisse´es par les particules, on ne tient donc pas compte de la
collision. S’il y en a aucune, on ne peux pas non plus tenir compte de la collision.
Une fois cette association re´alise´e, on prend pour calculer les invariants cine´tiques de la collision
qui ont e´te´ de´termine´s comme inte´ressant pas les e´tudes pre´ce´dentes, non pas les quadrivecteurs des
particules vraies mais les quadrivecteurs des particules telles qu’elles sont de´tecte´es.
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Il faut rede´finir les efficacite´s. L’efficacite´ totale est le ratio d’e´ve`nements bien reconstruits sur le
nombre total d’e´ve`nements. Pour chacune des de´sinte´grations du syste`me [τ, τ ], l’efficacite´ est le ratio
du nombre de tels e´ve`nements bien reconstruits sur le nombre total d’e´ve`nements de ce type. On
obtient :
λ = −4 λ = −1 λ = 2.46 λ = 20 tt
globale 0.160 0.183 0.177 0.152 0.135
τµτh 0.179 0.205 0.120 0.171 0.153
τeτh 0.156 0.179 0.175 0.149 0.131
τhτh 0.122 0.139 0.133 0.113 0.096
τeτµ 0.273 0.303 0.292 0.251 0.239
τeτe 0.223 0.256 0.255 0.216 0.208
τµτµ 0.301 0.354 0.330 0.294 0.289
Si on compare ce tableau a` celui obtenu dans l’e´tude ge´ne´rateur en prenant en compte la de´sinte´gration
des τ , on voit que les efficacite´s individuelles de chacun des modes de de´sinte´gration sont plus basses
dans le cas de la reconstruction, pour les raisons de non-ide´alite´ de cette e´tape. Cependant, l’efficacite´
globale et pour certaines valeurs du fond irre´ductible est plus grande avec la reconstruction. Cela
s’explique par le fait qu’en re´alite´, les coupures cine´tiques correspondant le mieux a` la reconstruction
des quarks bottom comprennent une coupure a` 20 GeV sur l’impulsion transverse, et non a` 30 GeV
comme ce nous avons utilise´ dans l’e´tude pre´ce´dente. Il y aurait e´galement une modification a` apporter
concernant la reconstruction des muons, qui est meilleure que ce qui e´tait simule´ par les coupures, et
celle des e´lectrons, moins bonne que celle attendue (on s’en rend compte a` l’aide de la dernie`re colonne
de ce tableau).
Dans un premier temps, nous allons mettre en exergue la modification de l’allure de la distribution des
quantite´s cine´tiques se´lectionne´es a` cause des processus physiques (de´sinte´grations avec e´mission de
neutrinos et reconstruction) et mate´riels (reconstruction imparfaite), en juxtaposant les distributions
”ide´ales” obtenues lors de la premie`re e´tude (sans coupures) (a` gauche) et les distributions obtenues
avec la reconstruction (a` droite).
Dans un deuxie`me temps, nous montrerons les effets de la reconstruction seulement : comme aupara-
vant ou nous juxtaposions histogrammes obtenus avec et sans coupures, nous mettrons coˆte-a`-coˆte les
diagrammes obtenus, sans coupure, au niveau ge´ne´rateur et en conside´rant les de´sinte´grations des τ
(a` gauche), et les histogrammes obtenus en conside´rant la reconstruction (a` droite).
4.5.2 E´tude de l’efficacite´ totale de l’observation
Me´thode des quantite´s visibles
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Me´thode des quantite´s effectives
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Approximation coline´aire
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4.5.3 E´tude spe´cifique de l’efficacite´ de reconstruction
Me´thode des quantite´s visibles
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Me´thode des quantite´s effectives
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4.6 Parame´trisation des grandeurs cine´tiques
Nous avons ensuite essaye´ de parame´trer les distributions obtenues, afin d’obtenir une expression
analytique au moins locale de la surface (locale en λ). Pour pouvoir ge´ne´rer des fichiers pour davantage
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de valeurs de λ, il a fallu choisir une me´thode rapide. La solution a e´te´ de produire des fichiers d’environ
100000 collisions avec MadGraph, sans tenir compte des effets radiatifs, de la de´sinte´gration des τ ,
etc ... Pour le reste, l’e´tude est mene´e exactement comme dans la premie`re partie. Dans un premier
temps, les fichiers ge´ne´re´s correspondaient aux valeurs de λ suivantes : λ = −15,−4, 0, 1, 2.46, 4, 10.
Figure 4.14 – Superposition des histogrammes en impulsion transverse du syste`me di-tau, pour
diffe´rentes valeurs de λ. A gauche, tous les e´ve`nements ont e´te´ pris en compte, a` droite, les coupures
cine´tiques de la premie`re e´tude ont e´te´ applique´es.
Ces diagrammes semblent indiquer que les distributions que nous avons juge´es dignes d’inte´reˆt
varient peu lorsque λ s’e´loigne de la re´gion [0; 4]. Physiquement, cela signifie que la contribution
du diagramme de Feynman comportant la boucle top triangulaire devient tre`s importante devant la
contribution du diagramme avec la boucle carre´e. Ce meˆme argument fait que l’on s’attend e´galement
a` trouver des distributions a peu pre`s identiques pour des tre`s grandes valeurs de λ (plus grand que 10)
ou des tre`s petites valeurs (en dessous de λ
λSM
= −4). Cela semble eˆtre le cas au vu des courbes trace´es.
Par ailleurs, la forme des distributions varie e´norme´ment dans la re´gion [0; 4], ce qui rend la pa-
rame´trisation difficile dans cette zone de valeurs pour λ. Nous reviendrons ensuite a` l’e´tude de la
surface ”Energie× λ” dans cette zone, concentrons nous pour l’instant sur les re´gions pe´riphe´riques.
4.6.1 Distribution de l’impulsion du syste`me [τ, τ ]
Pour la distribution en impulsion, nous avons choisi une fonction a` 7 parame`tres donne´e par :
f : x 7→ x ∗ y2
1 + exp(x−y0y1 )
+
x ∗ y5 + y6
1 + exp(x−y3y4 )
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Figure 4.15 – Superposition des histogrammes de masse invariante du syste`me entier, pour diffe´rentes
valeurs de λ. A gauche, tous les e´ve`nements ont e´te´ pris en compte, a` droite, les coupures cine´tiques
de la premie`re e´tude ont e´te´ applique´es.
pour laquelle nous avons obtenu les valeurs suivantes avec ROOT fit :
λ -15 -4 0 1 2.46 4 10 20
y0 −21± 4 −51± 6 83± 3 93± 3 −693± 4 40.7± 0.7 −4± 3 −7± 2
y1 43.5± 0.2 64± 1 49.1± 0.2 52.8± 0.2 62.7± 0.1 20.5± 0.2 36.8± 0.2 38.2± 0.2
y2 240± 20 220± 20 46± 3 45± 2 (92± 7) · 105 166± 3 280± 10 250± 10
y3 170± 3 223± 5 97± 2 85± 1 115.3± 0.5 200± 6 330± 30 170± 3
y4 18± 2 62± 1 143± 1 21.8± 0.6 22.3± 0.3 65± 1 50± 6 14± 2
y5 2.3± 0.2 −3.1± 0.4 −11± 1 −26± 1 −38.0± 0.7 1.4± 0.1 0.08± 0.02 1.0± 0.1
y6 −27± 7 3± 7 1± 4 −10± 1 −9± 8 40± 10 −30± 7 −33± 8
on peut alors tracer l’e´volution des diffe´rents parame`tres en fonction de λ.
E´tude pour λ ∈ [−15,−4] : Les diffe´rents parame`tres se comportent re´gulie`rement dans cette
plage de valeurs, on peut donc avoir une approximation de la distribution en impulsion transverse du
syste`me di-tau en re´alisant une homotopie line´aire de l’une des courbes a` l’autre (on suit, pour chaque
parame`tre, la droite qui relie la valeur en λ = −15 a` la valeur en λ = −4). On a ainsi l’e´quation locale
(en λ) d’un surface qui approxime la ”vraie” surface.
E´tude pour λ ∈ [10, 20] : De la meˆme manie`re, la forme de fonctions choisie permet d’avoir une
surface qui approche la surface re´elle ”distribution en impulsion / lambda” pour λ ∈ [10, 20].
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Figure 4.16 – Sur ce graphique nous avons repre´sente´ seulement six des sept parame`tres, avec les
marges d’erreur, qui sont la plupart du temps ”cache´es” par l’e´paisseur de la courbe. On voit que le
comportement varie peu aux extre´mite´s du domaine d’e´tude, et beaucoup au voisinage de l’unite´, ce
qui signifie que la famille de fonctions utilise´es pour approcher les courbes n’est pas tre`s adapte´e a` la
description lorsque λ ≈ 1.
Figure 4.17 – Surface obtenue graˆce a` l’approximation line´aire pour la distribution en impulsion
transverse du syste`me di-tau et pour λ ∈ [−15,−4]
4.6.2 Distribution de masse invariante du syste`me total
Pour la distribution de masse invariante, nous avons choisi une fonction a` 8 parame`tres de la
forme :
f : x 7→ (1 + erf(x− y0
y1
))
y2
1 + exp(x−y0y3 )
+ (1 + erf(
x− y4
y5
))
y6
1 + exp(x−y4y7 )
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Figure 4.18 – Surface obtenue graˆce a` l’approximation line´aire pour la distribution en impulsion
transverse du syste`me di-tau et pour λ ∈ [10, 20]
pour laquelle nous avons obtenu les valeurs suivantes par approximation avec ROOT Fit :
lambda -15 -4 0 1
y0 252.7± 0.1 253.8± 0.1 254.9± 0.3 291.2± 0.8
y1 3.8± 0.1 3.9± 0.1 5.8± 0.4 30.0± 0.1
y2 4200± 20 3160± 20 1200± 20 730± 30
y3 87.1± 0.3 103.3± 0.4 154± 1 180± 2
y4 403± 4 373± 3 351± 1 358.1± 0.6
y5 78± 3 62± 2 49.6± 0.1 35± 1
y6 620± 30 1300± 30 2540± 30 2670± 40
y7 21± 2 38± 2 75.9± 0.1 95.8± 0.8
et
lambda 2.46 4 10 20
y0 250± 160 252.98± 0.06 252.45± 0.07 252.66± 0.08
y1 4± 10 4.09± 0.07 3.63± 0.08 3.72± 0.09
y2 6000± 3000 10630± 50 6300± 40 5660± 50
y3 20± 40 34.4± 0.2 60.6± 0.7 62± 2
y4 390± 80 419± 3 350± 2 342± 3
y5 40± 10 93± 3 75± 4 55± 2
y6 2000± 3000 314± 4 120± 30 491± 90
y7 150± 100 159± 2 122± 7 91± 3
Les remarques formule´es pour l’e´tude des distributions de l’impulsion transverse tiennent encore ici.
Donnons seulement le ”re´sultat”, c’est-a`-dire la forme de la surface obtenue dans chacun des cas.
4.6.3 Distributions au voisinage de λ
λSM
= 1
Dans le cadre de la the´orie effective en dimension 6 que nous e´tudions, il est naturel de vouloir
s’inte´resser au comportement des constantes fondamentales pour des valeurs proches de celles du
mode`le standard. C’est pourquoi on s’inte´resse au distributions au voisinage de λ
λSM
= 1. Cependant,
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Figure 4.19 – Valeurs des parame`tres y0, y3, y4, y5 et y7 pour les diffe´rentes valeurs de λ e´tudie´es.
On a place´ les barres d’erreurs.
comme on l’a vu dans les paragraphes pre´ce´dents, c’est dans cette re´gion que le comportement est
difficile a pre´voir, en raison de l’interfe´rence des deux diagrammes de Feynman intervenant au premier
ordre. De nouveaux fichiers de collisions ont e´te´ produits, pour les valeurs λ = 1.5, 2, 3, 3.5. La
superposition des tous les histogrammes donne les diagrammes suivants. Afin de mieux percevoir ce
qui se passe au voisinage de λ
λSM
= 1, les fichiers correspondant aux valeurs λ
λSM
= 0.5, 1.25 ont e´te´
ge´ne´re´s et la superposition des histogrammes obtenus pour les valeurs λ = 0, 0.5, 1, 1.25, 1.5 et 2
est donne´e ci-dessous. Le fichier correspondant a` λ
λSM
= 0.75 a en re´alite´ e´te´ produit pour λ
λSM
= 0.5
d’ou` la superposition exacte entre les deux courbes (aux fluctuations statistiques pre`s). C’est e´galement
pour cette raison que nous n’y preˆtons pas attention. Les courbes correspondant au rapport λ
λSM
= 0.5
est donc bien pre´sente sur les diagrammes, derrie`re celle intitule´e λ = 0.75 meˆme si en re´alite´ il s’agit
bien de λ = 0.5. Par ailleurs, malgre´ ce qui est indique´ dans la le´gende, les histogrammes pour λ = 0 ne
sont pas sur les diagrammes suivants. Il n’a pas e´te´ possible de re´aliser, dans le temps imparti, les ”fit”
de ces courbes. La section pre´ce´dente a cependant montre´ que les fonctions utilise´es pre´ce´demment ne
convenaient pas pour de´crire les histogrammes dans cette re´gion de λ (certains parame`tres divergent).
Il faut donc essayer de trouver de nouvelles distributions qui de´crivent mieux les variations observe´es.
Parame´trisation de pttautau Pour les distributions de l’impulsion transverse du syste`me di-
tau, le courbe peut eˆtre de´compose´e en deux parties, une perturbation d’un bout de droite, pour
pT ∈ [0, 150] environ, et une de´croissance typiquement exponentielle. La perturbation du segment
reliant (0, 0) a` (150, 0.041) peut eˆtre parame´tre´e par un sinus de pe´riode environ 300, si bien que
l’e´quation de la premie`re partie de courbe est :
y(pT ) =
0.041
150
pT + a(λ) ∗ sin(pipT
150
)
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Figure 4.20 – Surfaces obtenues graˆce a` l’approximation line´aire pour la distribution en masse inva-
riante du syste`me entier et pour λ ∈ [−15,−4] ainsi que λ ∈ [10, 20]
avec le parame`tre a variant typiquement dans [−0.002, 0.002], avec a(0.5) ≈ 0.002 et a(1.5) ≈ −0.002.
Dans le cadre de notre approximation line´aire, on conside`rera pour l’homotopie l’application
a : λ→ 0.004(1− λ)
Pour la deuxie`me partie de courbe, on prend une portion de gaussienne centre´e en 150 et de variance
proportionnelle a` p, donc :
pT → 0.041e−(pT−150)2/(10000p)
ce qui permet de choisir p de l’ordre de l’unite´.
Il faut ensuite raccorder les deux portions, mais ces formes sont susceptibles de bien de´crire les varia-
tions des distributions en impulsion transverse du syste`me di-tau au voisinage de λSM .
Parame´trisation de la masse invariante du syste`me Les distributions de masse invariante du
syste`me total pre´sentent les variations suivantes au voisinage de λSM : de minv=250 GeV a` minv=350
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GeV environ, on observe une diminution rapide lorsque λ
λSM
augmente. De plus, le maximum de la
courbe se de´place le´ge`rement vers les grandes masses invariantes, et la de´croissance exponentielle est
d’autant plus rapide que le rapport des λ est petit. On peut imaginer, comme pour les distributions en
impulsion transverse, parame´trer les variations au voisinage de λSM en rajoutant un sinus de pe´riode
200 environ, et en jouant sur le facteur multiplicatif pour la de´croissance exponentielle.
4.6.4 Discussion
Cette dernie`re e´tude a permis d’obtenir des formes analytiques approche´es pour les distributions
inte´ressantes pour la mesure du couplage λ du champ BEH. Bien qu’il ne s’agisse sans doute pas de
la ve´ritable expression de ces distributions, cela permet au moins de se faire une ide´e de l’influence du
couplage λ sur les diffe´rents invariants cine´tiques de la production di-Higgs au sein de collisionneurs
protons-protons comme le LHC. Meˆme si les caracte´ristiques actuelles du LHC ne permettent pas
de telles mesures, de grands espoirs sont porte´s dans la phase de haute luminosite´ HL-LHC (Run
3). Le parame`tre λ est la dernie`re information manquante au sujet de Higgs du mode`le standard,
et sa mesure un test crucial pour le mode`le standard ainsi que ses extensions. Compte tenu des
informations expe´rimentales actuelles (le Higgs est tre`s proche de celui pre´vu par le mode`le standard),
l’e´tude prend tout son sens dans les extensions du mode`le standard comme le kappa-framework et
surtout, les the´ories des champs effectives. Les e´carts par rapport au mode`le standard sont peut eˆtre
trop faible pour qu’ils puissent eˆtre mesure´s au HL-LHC, ce sera alors le roˆle de futurs collisionneurs
circulaires, fonctionnant a` une centaine de TeV dans le centre de masse, d’e´tudier ces de´viations.
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Figure 4.21 – Superposition des distributions en impulsion transverse du syste`me di-tau et en masse
invariante du syste`me entier, pour l’ensemble des valeurs de λ. Ces courbes donnent une meilleure
intuition au sujet du comportement de ces invariantes cine´tiques pour des valeurs de λ
λSM
proches de
l’unite´.
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Figure 4.22 – Superposition des distributions en impulsion transverse du syste`me di-tau et en masse
invariante du syste`me entier, pour les valeurs de λ les plus proches de celle du SM. Graˆce a` ces trace´s,
on voit plus distinctement ce que fait varier une petite modification de λ au voisinage de λSM .
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