Abstract. We study properties of random (relational) nonrigid structures with n elements, as n tends to infinity. A structure is called nonrigid if it has more than one automorphism. The number of relations and their arities are fixed, but otherwise arbitrary, besides the condition that at least one relation has arity at least 2. Sets of structures that we consider (equipped with the uniform probability measure) include: for a finite group G, the set of finite structures M such that the automorphism group of M includes (an isomorphic copy of) G, or alternatively, is isomorphic to G; for an integer m, the set of finite structures M with at least m elements that are moved by some automorphism. We prove that in these cases a logical limit law holds. We also consider, for finite groups G and H, the quotient gn/hn as n tends to infinity, where gn is the number of structures with n elements such that the automorphism group includes G as a subgroup and hn is the same thing for H. For any choice of G and H, gn/hn converges to a rational number or diverges to ∞. The same conclusion holds if we, instead, require that the automorphism group is isomorphic with G (and similarly for H). We also characterise, for any fixed m, the automorphism group of "almost all" finite structures M such that at least m elements of M are moved by some automorphism. The main results rely on the following technical result that we prove: for every m there is p ≥ m such that, "almost every" finite structure such that at least m elements are moved by some automorphism has the property that at most p elements are moved by some automorphism. The main results hold for both labelled and unlabelled structures.
Introduction
In this section we introduce notation, terminology, give some background and state the main results of the article. We consider a vocabulary, also called signature, which is a set {R 1 , . . . , R ρ } of relation symbols, each one with an associated positive integer called the arity of the relation symbol. We will always assume that at least one of the relation symbols has arity greater than one. By a relational structure, or just structure, we mean a tuple M = (M, R M 1 , . . . , R M ρ ) where M is a set, called the universe of M, and, for each i = 1, . . . , ρ, R M i ⊆ M r i where r i is the arity of R i . The relation R M i is called the interpretation of R i in M. For every positive integer n let [n] = {1, . . . , n} and let S n be the set of all structures with universe [n] and let S = M ∈ S have a property P if the proportion of M ∈ S n with P approaches 1 as n tends to infinity.
We call a structure with only one automorphism (the identity function) rigid. It is well known that if the vocabulary has at least one relation symbol with arity greater than one, then almost all M ∈ S are rigid. In the case when the vocabulary contains only one relation symbol which is binary and always interpreted as an irreflexive and symmetric relation (so that we deal with loopless undirected graphs) this was proved by Ford and Uhlenbeck [11] and by Erdős and Renyi [8] . For the same vocabulary, but without the assumption about irreflexivity and symmetry (the case of directed graphs), it was proved by Harary [13] . Oberschelp proved it for any number of relation symbols of the same arity greater than one [20] . Fagin showed it for finite relational structures in general [10] under the assumption that some relation symbol has arity greater than one; otherwise the statement is false. We also know, from the work of Glebskii, Kogan, Liogonkii and Talanov [12] and Fagin [9] , that S satisfies a zero-one law. This means that for every property P which can be expressed with first-order logic over the given vocabulary the proportion of M ∈ S n which have P converges to either 0 or 1 as n → ∞. The proofs also give important information about the fine structure of almost all members of S. The above also implies that the set of rigid members of S satisfies a zero-one law.
In addition, the work of Bollobás [2] and McKay and Wormald [19] show that for fixed k ≥ 3, almost all undirected k-regular graphs are rigid. By work of Koponen [15] combined with [2, 19] , for any fixed k ≥ 5, almost all undirected graphs with maximum degree k are rigid. We have a limit law, but not zero-one law if k ≥ 2, for k-regular graphs, as proved by Lynch [17] , and for graphs with maximum degree k in [15] . Besides the mentioned limit laws, a number of limit laws, including zero-one laws, have been proved for various sets of structures and for various probability measures. For more information on this see for example [1, 14, 16, 22] where more references are found.
But what can be said about the nonrigid structures of S? There are different ways of systematising this question. To say that M is rigid is the same as saying that there is no automorphism of M which moves at least two elements of its universe. Let S n (spt ≥ m) denote the set of M ∈ S n such that M has an automorphism which moves at least m elements. For any fixed integer m ≥ 2, we can now ask what properties most members of S n (spt ≥ m) have for large n. Does S(spt ≥ m) = ∞ n=1 S n (spt ≥ m) satisfy a zero-one, or limit, law? To say that M is rigid is also the same as saying that the automorphism group of M, denoted Aut(M), has no nontrivial subgroup. So for any nontrivial finite group G we may ask what properties most members of {M ∈ S n : G ≤ Aut(M)} have for large n. We may also ask whether various quotients, such as for example {M ∈ S n : G ≤ Aut(M)} divided by {M ∈ S n : H ≤ Aut(M)} for different finite groups G and H, converge as n → ∞. When counting structures as above we deal with what is called labelled structures, since we count every structure with a specific, or "labelled", universe. The same questions can be stated for unlabelled structures, when we only count structures up to isomorphism, or with different words, when we count isomorphism types of structures in every finite cardinality. Whether we consider labelled or unlabelled structures it turns out that almost all nonrigid structures are as close to rigid as we allow them to be. Or differently phrased, simple symmetries are overwhelmingly more common than complicated symmetries. Of course one has to specify what is meant by "simple" and "complicated", but it is primarily linked to the number of orbits; the more orbits, the simpler the symmetry (the trivial permutation has most orbits).
In the direction of studying random nonrigid structures we only know of the work by Cameron [4] who considers random nonrigid unlabelled undirected graphs. For more general questions about automorphisms of graphs (not just probabilistic issues) see the survey of Cameron [5] . One of the main results in [4] is that the following holds for any finite group G: if a n is the number of unlabelled undirected graphs M with n vertices such that G ≤ Aut(M) and b n is the number of unlabelled undirected graphs M with n vertices such that G ∼ = Aut(M), then lim n→∞ b n /a n exists as a rational number. One of our results generalises this, in both the labelled and unlabelled case, to any finite relational vocabulary.
Next we state the main results of the article and also introduce some notation and terminology. For groups G and H, G ∼ = H means that they are isomorphic (as abstract groups) and G ≤ H means that G is isomorphic to a subgroup of H. The definition of isomorphism of structures is found in [18, 21] for example. For structures M and N , M ∼ = N means that they are isomorphic. Recall that we have fixed finitely many relation symbols R 1 , . . . , R ρ and that r i is the arity of R i for i = 1, . . . , ρ. Throughout the article we let r = max{r 1 , . . . , r ρ } and call r the maximal arity. We always assume that r ≥ 2, although this assumption is sometimes repeated. Let N, N + , Q and R denote the sets of nonnegative integers, positive integers, rational and real numbers, respectively. Suppose that S ′ n ⊆ S n for all n ∈ N + . We say that S ′ = n∈N + S ′ n has a limit law if for every first-order sentence ϕ over the vocabulary, the proportion of M ∈ S ′ n which satisfy ϕ converges as n → ∞. If the limit converges to 0 or 1 for every first-order sentence ϕ, then we say that S ′ has a zero-one law. Theorem 1.4. (i) For every finite group G, {M ∈ S : G ∼ = Aut(M)} and {M ∈ S : G ≤ Aut(M)} have a limit law.
(ii) For every integer m ≥ 2, S(spt * = m), S(spt ≥ m) and S(spt * ≥ m) have a limit law. (iii) In each case of the previous parts there is a finite set A ⊆ Q such that, for every first-order sentence ϕ, the proportion of structures of the kind considered converges to some a ∈ A as n → ∞.
However, in each case of Theorem 1.4 we do not we have a zero-one law, if G is nontrivial, as explained in Remark 8.9. 8 give, in principle, a method of finding, for any finite group G, an asymptotic formula of the number of M ∈ S n such that G ≤ Aut(M). The same is true if '≤' is replaced by ' ∼ =' or if we instead consider, for some arbitrary fixed integer m ≥ 2, S n (spt ≥ m) , S n (spt * ≥ m) or S n (spt * = m) as n → ∞. Remark 1.7. (Irreflexive and symmetric relations) (i) Suppose that every relation symbol is always interpreted as an irreflexive relation, that is, if M |= R i (a 1 , . . . , a r i ) then a j = a j ′ whenever j = j ′ . Then Theorems 1.1 -1.5 remain true, but some modifications have to be made in some proofs and in some technical results of the article.
(ii) Suppose that every relation symbol is always interpreted as an irreflexive and symmetric relation, where the later means that if M |= R i (a 1 , . . . , a r i ) then M |= R i (a π(1) , . . . , a π(r i ) ) for every permutation π of [r i ]. Again Theorems 1.1 -1.5 remain true, with modifications in some proofs and technical results. However, in Lemmas 6.2 and 7.4 we need to replace every occurence of 'Z 3 ' with 'Sym 3 '.
Here follows an outline of the article. We deal with labelled structures until the last section, where we show why the main results also hold for unlabelled structures. In Section 2 we show that for every m ∈ N there is a number t, depending only on m and the vocabulary, such that almost all M ∈ S(spt ≥ m) have no automorphism the support of which contains more than t elements. In Section 3 we show, by a Ramsey type argument, that if M is finite and for every f ∈ Aut(M), spt(f ) ≤ t, then there are at most t t+2 elements a ∈ M such that g(a) = a for some g ∈ Aut(M). More briefly, with the notation after Theorem 1.1: if spt(M) ≤ t then spt * (M) ≤ t t+2 . A consequence of these results is that for every m ∈ N there is T ∈ N such that almost all M ∈ S(spt ≥ m) have the property that at most T elements are moved by some automorphism. (In the case of unlabelled undirected graphs this was proved, in a different way, by Cameron [4] .) Section 4 considers asymptotic estimates that are needed later. In this section, a structure A ∈ S and subgroup H of Aut(A) is given and an asymptotic estimate is proved for the number of M ∈ S n such that spt * (M) = |A| and there is an embedding f : A → M such that H f = {f σf −1 : σ ∈ H} is a subgroup of the group {g↾Spt * (M) : g ∈ Aut(M)}. The set of such structures is denoted S n (A, H). In Section 5 we use the results from previous sections and in particular the asymptotic estimate of S n (A, H) to prove Theorem 1.1, in the form of Propositions 5.10, 5.15 and 5.16.
In Section 6 we prove Theorem 1.2 and in Section 7 we prove Theorem 1.3. In both cases we use results from Sections 3 -5. Theorem 1.4, about logical limit laws, is proved in Section 8. Again, the set S n (A, H) plays a central role. In fact, the main task is to prove that S(A, H) has a zero-one law. This and Proposition 5.9 implies Theorem 1.4. The final Section 9 shows why all main results also hold for unlabelled structures. This is summarised in Theorem 9.7 which implies Theorem 1.5.
Terminology and notation 1.8. Throughout we fix a vocabulary of relation symbols {R 1 , . . . , R ρ } and assume that at least one of the symbols have arity greater than one. We let r be the maximal number among the arities of the relation symbols R 1 , . . . , R ρ , so r ≥ 2. The notion of a (relational) structure (for this vocabulary) was defined in the beginning of this section. We use the calligraphic letters A, B, C, M, N to denote structures and the corresponding noncalligraphic letters A, B, C, M, N to denote their universes. Usually the universe will be [n] = {1, . . . , n} for some n ∈ N + . We sometimes writeā to denote a finite tuple (a 1 , . . . , a n ), and ifā = (a 1 , . . . , a n ) andb = (b 1 , . . . , b m ), then we letāb = (a 1 , . . . , a n , b 1 , . . . , b m ). For the basics about first-order logic and the notions of substructure and isomorphism between structures, see for example [18, 21] . The identity symbol '=' is also considered as a relation symbol and may be used when forming first-order formulas, but '=' does not belong to the vocabulary {R 1 , . . . , R ρ }, according to our convention here. So when we speak of a relation symbol R from the vocabulary we mean that R is not '='. For structures M, N , M ∼ = N means that M and N are isomorphic. If A ⊆ M then M↾A denotes the substructure of M with universe A. An automorphism of M is an isomorphism from M onto itself. The set of automorphisms of M forms a group under composition and this group (as well as its set of elements) is denoted Aut(M). An embedding of a structure M into a structure N is an isomorphism from M onto a substructure of N .
For groups G and H, G ∼ = H means that G and H are isomorphic as abstract groups. Basics about permutation groups is found in [6] for example. Let H and H ′ be permutation groups on sets Ω and Ω ′ , respectively. A bijection f : Ω → Ω ′ is called an isomorphism from H to H ′ as permutation groups if H ′ = {f hf −1 : h ∈ H}. We say that H and H ′ are isomorphic as permutation groups if such f exists, and this clearly implies that they are isomorphic as abstract groups. We let H ∼ = P H ′ mean that H and H ′ are isomorphic as permutation groups. If f : A → B is a function and X ⊆ A, then f ↾X denotes the restriction of f to X. If H is a permutation group on Ω and X ⊆ Ω is the union of some of the orbits of H on Ω, then we define H↾X = {h↾X : h ∈ H} which is a permutation group on X, and we call H↾X the restriction of H to X.
If f is a permutation of Ω then a ∈ Ω is called a fixed point of f if f (a) = a. If H is a group of permutations of Ω then a ∈ Ω is called a fixed point of H if a is a fixed point of every h ∈ H. For a structure A, a ∈ A is called a fixed point of A if a is a fixed point of Aut(A). For any nonempty set Ω, Sym(Ω) denotes the symmetric group of Ω, i.e. the group of all permuations of Ω, and Sym n = Sym([n]).
If G is a group and g 1 , . . . , g n ∈ G then g 1 , . . . , g n denotes the subgroup of G generated by g 1 , . . . , g n . For a permutation group G on a set Ω we let Orb(G) be the set of orbits of G on Ω and orb(G) = Orb(G) . Such G also acts on Ω m , the set of ordered m-tuples of elements from Ω, by the action g(a 1 , . . . , a m ) = g(a 1 ), . . . , g(a m ) for every g ∈ G and (a 1 , . . . , a m ) ∈ Ω m . When refering to "the orbits of G on Ω m " we mean the orbits with respect to this action, unless something else is said. We let Orb m (G) be the set of orbits of G on Ω m and orb
For unexplained notions such as 'action, orbit' etc., see for example [6] .
We will also use the terminology and notation that was introduced between Theorems 1.1 -1.5 as well as the following notation: if f 1 , . . . , f k are permutations of [n], then
By f (n) ∼ g(n) (as n → ∞) we mean that f (n)/g(n) → 1 as n → ∞. It will be convenient to use the notation exp 2 (x) = 2 x .
Upper bounds of the support of automorphisms
The main result of this section, Proposition 2.3, is that for any m ∈ N there is t ∈ N such that the proportion of M ∈ S n (spt ≥ m) such that spt(M) ≤ t approaches 1 as n → ∞. We also derive a couple of corollaries of this which are important for the rest of the article. The following elementary result, often called Burnside's lemma or theorem 1 , will be used. Proofs are found in [3, 6] , for example. Proposition 2.1. If G is a group of permutations of a finite set M then
Recall that [n] = {1, . . . , n} and by [n] r we denote the set of ordered r-tuples of elements from [n].
Lemma 2.2. Suppose that d, n ∈ N + , π 1 , . . . , π s ∈ Sym n and spt(π 1 , . . . , π s ) = p. Then
Proof. Suppose that d, n ∈ N + , π 1 , . . . , π s ∈ Sym n and spt(π 1 , . . . , π s ) = p. For each
We consider the subgroup G = π 1 , . . . , π s of Sym n and the subgroup
. . , π s . Also observe that, by the assumption that spt(G) = spt(π 1 , . . . , π s ) = p, every g ∈ G has at least n − p fixed points. Therefore every g ∈ G has at least (n−p) d fixed points. In particular, the identity permutation has n d fixed points. Therefore we get, by also using Proposition 2.1,
On the other hand we also have that
to the same orbit of G, then a 1 and b 1 belong to the same orbit of G.
Recall that r ≥ 2 is the maximal arity among relation symbols in the vocabulary.
For all sufficiently large n the following holds, where k is the number of r-ary relation symbols and the bound O( ) depends only on m, t and the vocabulary:
Hence, if t > 2r(m! − 1)m/m! + 1 then the quotient approaches 0 as n → ∞.
Proof. For each i = 1, . . . , r, let k i be the number of i-ary relation symbols. Suppose that m, t ∈ N, f 1 , . . . , f s ∈ Sym n and spt(f 1 , . . . , f s ) = m. Observe that for every i and every i-ary relation symbol R we have: ifā,b ∈ [n] i belong to the same orbit of f 1 , . . . , f s and M ∈ S n (f 1 , . . . , f s ), then M |= R(ā) if and only if M |= R(b). Since this is the only restriction on members of S n (f 1 , . . . , f s ) we get (2.1)
For every π ∈ Sym n with spt(π) ≥ t we have S n (π) ⊆ S n (spt ≥ t) and therefore
By first applying Lemma 2.2 on f 1 , . . . , f s and then on an arbitrary π ∈ Sym n we get, for each i = 1, . . . , r,
. . , f s , and
A straightforward computation 2 shows that for all sufficiently large n n j=t exp 2 j log 2 n − j
where the bound O( ) depends only on the vocabulary. Notice that the number of π ∈ Sym n with spt(π) = j is n j j! ≤ n j . By also using (2.1)-(2.5) we now get
Remark 2.4. Suppose that we require that a relation symbol R i of arity r i ≥ 2 is always interpreted as an irreflexive and symmetric relation. Then we need to use a modification of Lemma 2.2 where, for π 1 , . . . , π s ∈ Sym n , we consider the orbits of G = π 1 , . . . , π s on the set of r i -subsets of [n] by the action g({a 1 , . . . , a r i }) = {g(a 1 ), . . . , g(a s )} for every g ∈ G and r i -subset {a 1 , . . . , a r i } ⊆ [n]. By slightly modifying the proof of Lemma 2.2 one gets that if q is the number of orbits of G by its action on the set of r i -subsets of
By using this when estimating (the appropriate analogues of) orb i (π) and orb i (f 1 , . . . , f s ) in the proof of Proposition 2.3 for each i-ary relation symbol (where i ≥ 2) that is always interpreted as an irreflexive and symmetric relation, one gets a similar upper bound, by a bit more involved computations. Similar adaptations work if we require that some
and we have
relation symbols are always interpreted as irreflexive, but not necessarily symmetric, relations.
Proof. This follows immediately from Proposition 2.3, because if f ∈ Sym n and spt(f ) = m, then
Corollary 2.6. Suppose that G is a finite group which is isomorphic to a group of
as n → ∞.
Upper bounds of the support of structures
In this section we prove that for every t ∈ N there is T ∈ N, depending only on t, such that for every finite structure M, if spt(M) ≤ t then spt * (M) ≤ T . In other words, if no automorphism of M moves more than t elements, then not more than T elements of M are moved by some automorphism. This is stated by Proposition 3.5. Corollaries 3.7 and 3.8 will be used in later sections.
is called a special sequence of automorphisms of M if it satisfies the two following condition:
For each k = 0, . . . , n − 1,
Notation 3.2. Whenever a special sequence of automorphisms f 0 , . . . , f n ∈ Aut * (M), k ≤ n and g ∈ Aut(M) are given, then we may use the abbreviation
The following lemma states some basic facts about special sequences of automorphisms.
Lemma 3.3. Let M ∈ S and let f 0 , . . . , f n ∈ Aut * (M) be a special sequence of automorphisms. Then
Proof. Let M ∈ S and let f 0 , . . . , f n ∈ Aut * (M) be a special sequence of automorphisms.
(1) Suppose that g ∈ Aut(M).
Now to a less obvious claim:
Proof. Let M ∈ S, let f 0 , . . . , f n ∈ Aut * (M) be a special sequence and suppose that 1 ≤ k < p and
For a contradiction, we assume that
Also notice that a / ∈ X, by the choice of a. From the definition of X and the assumption that X ⊆ Spt(p) it follows that X ⊆ Spt(p) \ Spt(0, . . . , k − 1). By the choice of a we have a ∈ Spt(p) \ Spt(0, . . . , k − 1), so we get
and recall that a / ∈ X. Hence we get
The next proposition tells that, for each
Proposition 3.5. For every integer k ≥ 2 and every M ∈ S(spt ≤ k) we have
is a special sequence of length 1. Now let f 0 , . . . , f n ∈ Aut * (M) be any special sequence and suppose that n < l 0 . By the assumption that
. . , f n+1 is a special sequence. This proves that there is a special sequence f 0 , . . . , f l 0 ∈ Aut * (M) such that d p (f p+1 ) > 0 for every p = 0, . . . , l 0 − 1. We fix this special sequence for the rest of the proof and use the abbreviations Spt(p) = Spt(f p ) and Spt(0, . . . , p) = Spt(f 0 , . . . , f p ).
We will prove that there are a subsequence (of distinct numbers) t 1 , . . . , t k+1 of the sequence 0, . . . , l 0 and elements
, where of course the composition f t 1 • ... • f t k+1 belongs to Aut(M). This contradicts the assumption that M ∈ S(spt ≤ k).
We will inductively define sequences t i 0 , . . . , t i l i
, for i = 0, . . . , k + 1, of indices from which we can extract a sequence t 1 , . . . , t k+1 as above. Let t 0 j = j for j = 0, . . . , l 0 = k k+1 . For each p = 2, . . . , l 0 , there is, by Lemma 3.4, a p ∈ Spt(1) \ Spt(0) such that a p / ∈ Spt(p). 
are defined for every i = 0, . . . , k + 1 and b i for every i = 1, . . . , k + 1, then, as already indicated, we take t i = t i 0 for i = 1, . . . , k + 1. Remark 3.6. Notice that the proofs up to now of this section do not need the assumption that we have considered a structure M and its automorphisms. We could, more generally, have considered a set M and a group of permutations H of M . If we do this, we get the following version of Proposition 3.5: If k ≥ 2 is an integer and H is a group of permutations of a set M such that spt(h) ≤ k for every h ∈ H, then {a ∈ M : h(a) = a for some h ∈ H} ≤ k k+2 .
Proof. Let k = 2r(m! − 1)m/m! + 1 and T = k k+2 . By Corollary 2.5,
and by Proposition 3.5,
The other limit is proved in the same way.
Corollary 3.8. Suppose that G is a finite group which is isomorphic to a group of permutations of [m] where m ∈ N + . Then there is T ∈ N, depending only on G and the vocabulary, such that
Proof. By Corollary 2.6 we know that if k = 2r(m! − 1)m/m! + 1 then
Let T = k k+2 . As Proposition 3.5 says that S n (spt ≤ k) ⊆ S n (spt * ≤ T ) we are done.
Asymptotic estimates of the number of structures with bounded support
By Corollary 3.7, for arbitrary fixed m ∈ N and all large enough n, an overwhelming part of the members of S n (spt ≥ m) belong S n (spt * ≤ T ) for some T depending only on m and the vocabulary. We will show that an overwhelming part of the members of, for example, S n (spt ≥ m) for large enough n, belong to a finite union of sets of the form S n (A, H), defined below, where the structure A and permutation group H depend only on the vocabulary and m. In order to understand the asymptotic behaviour of S n (spt ≥ m) we will therefore, in this section, find asymptotic estimates of S n (A, H) as n → ∞. As will become clear in the sequel, the sets of the form S n (A, H) are the "atomic" pieces of our analysis, and questions about, for example, S n (spt ≥ m) or {M ∈ S n : G ≤ Aut(M)}, for a fixed G, will be reduced to analysing quotients of the
Recall that if H is a group of permutations of Ω and X ⊆ Ω is the union of some of the orbits of H on Ω, then H↾X = {h↾X : h ∈ H} which is a permutation group on X. For every structure M, Spt * (M) is the union of all nonsingleton orbits of Aut(M) on M , so it always makes sense to speak about Aut(M)↾Spt * (M) and we always have
Definition 4.1. Let A ∈ S be such that Aut(A) has no fixed point. Suppose that H is a subgroup of Aut(A) such that H has no fixed point. For each integer n > 0, S n (A, H) is the set of M ∈ S n such that there is an embedding f :
Lemma 4.2. Let m ≥ 2 be an integer. There are A 1 , . . . , A l ∈ S m without any fixed point and, for each i = 1, . . . , l, subgroups
Proof. Let A 1 , . . . , A l enumerate all structures of S m that do not have any fixed point.
is an isomorphism and H = {f −1 σf : σ ∈ K}, then H is a subgroup of Aut(A i ) without any fixed point. From the definition of S(A i , H) it follows that M ∈ S(A i , H). Hence every M ∈ S(spt * = m) belongs to S(A i , H) for some i and some subgroup H ⊆ Aut(A i ). Conversely, for every i = 1, . . . , l and every 
(iii) Let G be a nontrivial finite group. There are finitely many A 1 , . . . , A l ∈ S without any fixed point and, for each i = 1, . . . , l, subgroups
any fixed point such that G ≤ H i,j for all i and j and
Proof. (i) By Corollary 3.7, there is an integer T such that
(iii) By Corollary 3.8, there is an integer T such that
for some p ≤ T , we also get part (iii) from Lemma 4.2 and its proof, which shows that we only need to consider A i and
As suggested by the previous lemma, an essential step towards the main results is to asymptotically estimate S n (A, H) for any A ∈ S without a fixed point and any subgroup H ⊆ Aut(A) without a fixed point.
Proposition 4.4. Suppose that A ∈ S has no fixed point. Let H be a subgroup of Aut(A) such that H has no fixed point. Let p = |A|, for every i = 1, . . . , r − 1 let q i be the number of orbits of H on A i and, for every i = 1, . . . r, let k i be the number of relation symbols with arity i. There is an integer c(A, H) > 0, depending only on A, H and the vocabulary, such that
As will be explained below, Proposition 4.4 is a consequence of Lemma 4.6 which in turn follows from Lemmas 4.9-4.12.
Assumption 4.5. For the rest of this section we assume the following, although the assumptions may be restated: Suppose that A ∈ S has no fixed point. Let H be a subgroup of Aut(A) such that H has no fixed point. Also let p = |A|, for every i = 1, . . . , r − 1 let q i be the number of orbits of H on A i and, for every i = 1, . . . r, let k i be the number of relation symbols with arity i.
We consider the number of ways in which the relation symbols can be interpreted on [n] so that the resulting structure belongs to S n (A, H). Let c A be the number of structures in S p that are isomorphic to A. First, it is clear that we can choose the set X ⊆ [n] which is going to be the support of the structure in n p ways, since we want that |X| = p = |A|. Then we can choose interpretations of the relation symbols on X in c A ways so that the resulting substructure with universe X, call it A X , is isomorphic to A. Now suppose that X ⊆ [n] of cardinality p and A X ∼ = A with universe X are fixed. Let
Note that the condition M↾Spt
Moverover, if both A ′ X and A X have universe X and are isomorphic with A, but A ′ X = A X , then S n (A X , H) and S n (A ′ X , H) are disjoint. Therefore Proposition 4.4 follows from the following: Lemma 4.6. Suppose that X ⊆ [n] and |X| = |A| = p. There is an integer d(A, H) > 0, depending only on A, H and the vocabulary, such that
Lemma 4.6 follows from Lemmas 4.9-4.12, as we will show after proving them. We begin with some preparatory work. Until Lemma 4.6 has been proved we fix X ⊆ [n] such that |X| = |A| = p and A X ∼ = A with universe X. For every isomorphism f : A → A X , let
so H f is a subgroup of Aut(A X ) and
), or none of them, belong to the interpretation of R. Definition 4.7. If, for every t = 1, . . . , r − 1, Π t is a partition of X t such that (a) holds (for M), then we say that M respects (the sequence of partitions) Π 1 , . . . , Π r−1 .
In other words, if M ∈ S n (A X , H) then M↾Spt * (M) = A X and, for each t = 1, . . . , r − 1, there is a partition Π t of X t such that M respects (Π 1 , . . . , Π r−1 ) and for some isomorphism f : A → A X , Π t is the set of orbits of H f on X t for t = 1, . . . , r − 1. Conversely, if M ∈ S n is such that M↾Spt * (M) = A X and, for each t = 1, . . . , r−1, there is a partition Π t of X t such that M respects (Π 1 , . . . , Π r−1 ) and for some isomorphism f : A → A X , Π t is the set of orbits of H f on X t for t = 1, . . . , r − 1, then H f is a subgroup of M↾Spt * (M) and therefore M ∈ S n (A X , H).
is called a sequence of (A X , H)-partitions if the following holds: (b) there is an isomorphism f : A → A X such that, for each t = 1, . . . , r − 1, Π t is the set of orbits of H f on X t .
For every sequence of (A X , H)-partitions Π 1 , . . . , Π r−1 we define
If Π 1 , . . . , Π r−1 is a sequence of (A X , H)-partitions and M ∈ T n (A X , Π 1 , . . . , Π r−1 ) then there is an isomorphism f : A → A X such that, for i = 1, . . . , r − 1, Π i is the set of orbits of H f on X i and, by Assumption 4.5, every orbit of H f on X has at least two members; hence X ⊆ Spt * (M). Consequently,
From the argument before the definition of S n (A X , Π 1 , . . . , Π r−1 ) it follows that
where the union ranges over all sequences Π 1 , . . . , Π r−1 of (A X , H)-partitions. The next step in the proof of Lemma 4.6 is to estimate S n (A X , Π 1 , . . . , Π r−1 ) . Then we deal with the slightly problematic issue that even if Π 1 , . . . , Π r−1 and Π ′ 1 , . . . , Π ′ r−1 are different sequences of (A X , H)-partitions it may be the case that S(A X , Π 1 , . . . , Π r−1 ) and S(A X , Π ′ 1 , . . . , Π ′ r−1 ) have nonempty intersection. However, as we will show, their intersection will always be negligibly small, which implies that we can add the asymptotic estimates of the cardinalities of all S n (A X , Π 1 , . . . , Π r−1 ) to get an asymptotic estimate of the cardinality of S n (A X , H). Recall that for i = 1, . . . , r, k i is the number of i-ary relation symbols. Also, p = |A| = |X| and, for i = 1, . . . , r − 1, q i is the number of orbits of H on A i .
Moreover, there is ε : N → R, depending only on A, H and the vocabulary, such that lim n→∞ ε(n) = 0 and for all large enough n the proportion of
Proof. Suppose that Π 1 , . . . , Π r−1 is a sequence of (A X , H)-partitions, so there is an isomorphism f : A → A X such that, for each t = 1, . . . , r − 1, Π t is the set of orbits of H f on X t . Since H f ∼ = P H it follows that Π t partitions X t into q t parts, for every t = 1, . . . , r − 1. Let
First we will prove that T n (A X , Π 1 , . . . , Π r−1 ) = γ(n). As observed before Lemma 4.9,
and X ⊆ Spt * (M) for every M ∈ T n (A X , Π 1 , . . . , Π r−1 ). Then we show that the proportion of M ∈ T n (A X , Π 1 , . . . , Π r−1 ) such that X is a proper subset of Spt * (M) approaches 0 as n → ∞. Moreover, we will get a bound ε(n) as in the lemma. For the rest of the proof of this lemma we use the abbreviation
To determine T n we consider the number of ways in which the relation symbols can be interpreted on [n] so that the resulting structure M has the properties that M↾X = A X and M respects Π 1 , . . . , Π r−1 , that is, (a) holds for M. Since the substructure on X must be A X , there is only one choice for the interpretations on tuples all of which coordinates belong to X. Now we consider in how many ways the relation symbols can be interpreted on tuples that intersect both X and [n] \ X so that resulting structure respects Π 1 , . . . , Π r−1 ; so in this stage we only consider relation symbols of arity at least 2. Let R ∈ {R 1 , . . . , R ρ } be a relation symbol of arity j ≥ 2 and let 1 ≤ i ≤ j − 1. We consider the number of ways in which R can be interpreted on j-tuplesā ∈ [n] j with exactly i coordinates ofā from X in such a way that the resulting structure respects Π 1 , . . . , Π r−1 .
Suppose that
. . , b j ∈ [n] \ X and that the i-tuples (a 1 , . . . , a i ) and (a ′ 1 , . . . , a ′ i ) belong to the same part of Π i . Since we want (a) to be satisfied we have the choice of letting both j-tuples
or none of them, belong to the interpretation of R (and this independently of other choices). We considered the case when a 1 , . . . , a i and a ′ 1 , . . . , a ′ i occured in the first i positions of the respective j-tuple, but the same is clearly true if a 1 , . . . , a i and a ′ 1 , . . . , a ′ i take other positions in the respective j-tuples, but still so that a l preceeds a l ′ if l < l ′ and a l takes position t if and only if a ′ l takes position t. 3 There are j i ways in which i positions in an j-tuple can be chosen. Therefore the number of ways to choose the interpretation of R on j-tuples with exactly i coordinates in X in such a way that (a) is satisfied is
where we recall that q i is the number of parts of the partition Π i of X i . 4 If i ′ = i and 1 ≤ i ′ ≤ j − 1 then the corresponding number of choices for j-tuples with exactly i ′ coordinates in X is independent from the previously made choices. Therefore the number of ways in which R can be interpreted on tuples that intersect both X and [n] \ X is
The same argument can be carried out for every relation symbol R of arity at least 2. The number of choices for each such R is independent of previously made choices. Therefore the number of ways in which all relation symbols with arity at least 2 can be interpreted on tuples that intersect both X and [n] \ X in such a way that (a) is satisfied is
Finally we consider interpretations on tuplesā such that none of the coordinates ofā belongs to X. If R has arity i, then there are 2 (n−p) i ways in which to interpret R on tuplesā ∈ ([n] \ X) i , independently of other choices. As there are k i relation symbols of 3 We consider only the given order of a1, . . . , ai and a ′ 1 , . . . , a ′ i because, in general, an i-tuple obtained by reordering a1, . . . , ai need not belong to the same part of Πi as (a1, . . . , ai). 4 If we assume that R is always interpreted as an irreflexive and symmetric relation, then the corresponding number is exp 2 (q
) where q ′ i is the number of orbits of the action of H on {B ⊆ A : |B| = i} given by h({b1, . . . , bi}) = {h(b1), . . . , h(bi)} for every h ∈ H and i-subset {b1, . . . , bi} of A.
arity i, the number of ways to interpret all relation symbols on
Suppose that a structure M has been constructed by making the choices described above. Then, by construction, M↾X = A X and M respects Π 1 , . . . , Π r−1 . By assumption, H has no fixed point which implies that every part of the partition Π 1 of X has at least two members. Since M respects Π 1 , . . . , Π r−1 and Π 1 , . . . , Π r−1 is a sequence of (A X , H)-partitions it follows that X ⊆ Spt * (M). It is also clear that every member of T n can be obtained in exactly one way by making choices as described by the construction. Hence, by multiplying (4.6) and (4.5), we see that T n = γ(n).
It remains to prove that for all large enough n,
where lim n→∞ ε(n) = 0 and ε depends only on A, H and the vocabulary. After defining
. . , h ′ s ) if and only if the following condition holds: for every t = 1, . . . , r and every t-ary relation symbol R, ifā andb are two t-tuples from the same orbit of h ′ 1 , . . . , h ′ s on [n] t (which here denotes the set of ordered t-tuples of elements from
then there is a constant 0 < c ≤ 1, depending only on A, H and the vocabulary, such that (4.9) and Propositions 2.3 and 3.5, there are λ, p 0 > 0, depending only on A, H and the vocabulary, such that for all sufficiently large n,
Hence, for all large enough n, the proportion of M ∈ T n such that spt
r−1 , the proportion of M ∈ T n that satisfies the following is 2 −κ :
that κ = 2 (n−p 0 −2) r−1 and (4.10) is satisfied. Hence the proportion of M ∈ T n such that spt * (M) ≤ p 0 and g(a) = a ′ for some g ∈ Aut(M) is at most 2 −(n−p 0 −2) r−1 . As the proportion of M ∈ T n such that spt * (M) ≤ p 0 is at least 1 − 2 −λn r−1 , it follows that that the proportion of M ∈ T n with an automorphism g such that g(a) = a ′ is at most 2 −(n−p 0 −2) r−1 + 2 −λn r−1 . It follows that the proportion of M ∈ T n which have distinct elements a ∈ [n] \ X and a ′ ∈ [n] and an automorphism g such that g(a) = a ′ is at most n 2 2 −(n−p 0 −2) r−1 + 2 −λn r−1 . This immediately implies (4.7), so the proof of Lemma 4.9 is finished.
Remark 4.10. If we assume that all relation symbols are always interpreted as irreflexive and symmetric relations then we get
where q ′ i is the number of orbits of the action of H on {B ⊆ A : |B| = i} given by
by the same argument as above (and a modification of Proposition 2.3).
Lemma 4.11. Suppose that Π 1 , . . . , Π r−1 is a sequence of (A X , H)-partitions. For each 1 ≤ i < r, the proportion of M ∈ S n (A X , Π 1 , . . . , Π r−1 ) with the following property is at most ε(n) where ε(n) → 0 as n → 0 and the function ε depends only on A, H and the vocabulary:
Proof. By Lemma 4.9 it suffices to prove that the proportion of M ∈ T n (A X , Π 1 , . . . , Π r−1 ) with property ( †) is at most ε(n) where ε(n) → 0 as n → 0 and ε depends only on A, H and the vocabulary. Suppose that M ∈ T n (A X , Π 1 , . . . , Π t ) and ( †) holds, so there are different parts P,
Fix these tuplesā andā ′ . The number of ways in which we can interpret R, in such M, on tuples of the formāb andā ′b whereb ∈ ([n] \ X) r−i is 2 (n−p) r−i , independently of how R is interpreted on other tuples and independently of how other relation symbols are interpreted.
On the other hand, for M ∈ T n (A X , Π 1 , . . . , Π r−1 ) without property ( †), the number of ways in which R can be interpreted on tuples of the formāb andā ′b whereb ∈ ([n] \ X) r−i is 4 (n−p) r−i , independently of how R is interpreted on other tuples and independently of how other relation symbols are interpreted. Therefore the proportion of M ∈ T n (A X , Π 1 , . . . , Π r−1 ) with property ( †) is at most
where ε(n) → 0 as n → 0 and the function ε depends only on A, H and the vocabulary.
Proof. Suppose that Π 1 , . . . , Π r−1 and Π ′ 1 , . . . , Π ′ r−1 are different sequences of (A X , H)-partitions and that
. Then for some 1 ≤ i < r, there areā,ā ′ ∈ X i such thatā andā ′ are in the same part of the partition Π ′ i but in different parts of the partition Π i , or vice versa. In the first case, M has property ( †) from Lemma 4.11 (for every r-ary relation symbol R) when seen as a member of S n (X, Π 1 , . . . , Π r−1 ). In the second case, M has property ( †) when seen as a member of S n (X, Π ′ 1 , . . . , Π ′ r−1 ). Therefore, using Lemma 4.11, the quotient of the lemma is at most 2ε(n) where ε(n) → 0 as n → 0 and the function ε depends only on A, H and the vocabulary..
Proof of Lemma 4.6. Let
and let d(A, H) be the number of different sequences Π 1 , . . . , Π r−1 of (A X , H)-partitions. Hence, d(A, H) is finite and depends only on A, H and the vocabulary. We prove that
Let U n be the union of all intersections
range over all unordered pairs of different sequences of (A X , H)-partitions. If the sums below ranges over such unordered pairs, then, by Lemma 4.12, we have
where ε(n) → 0 as n → ∞ By Lemma 4.9, S n (A X , Π 1 , . . . , Π r−1 ) ∼ γ(n) for every sequence Π 1 , . . . , Π r−1 of (A X , H)-partitions. It follows that, for every such sequence,
where the sums range over all sequences Π 1 , . . . , Π r−1 of (A X , H)-partitions. This together with (4.11) implies that S n (A X , H) ∼ d(A, H)γ(n), so Lemma 4.6 is proved
As explained in the paragraph after the statement of Proposition 4.4, it follows from Lemma 4.6, so now we have also proved Proposition 4.4. We can now derive two corollaries of this proposition. These corollaries, as well as the proposition itself will be used in the next section. It will be convenient to use the following notation:
Definition 4.13. Suppose that H is a group of permutations of the set Ω. Then p(H) = |Ω|, q(H) is the number of orbits of H on Ω and s(H) is the number of orbits of H on Ω 2 .
Corollary 4.14. Suppose that r = 2, that A ∈ S has no fixed point and let H be a subgroup of Aut(A) without any fixed point. Let p = p(H) = |A|, let q = q(H) and for i = 1, 2 let k i be the number of relation symbols of arity i. Then there is an integer c(A, H) > 0, depending only on A, H and the vocabulary, such that
Proof. By Proposition 4.4 with r = 2 and q = q 1 , there is an integer c(A, H) > 0, depending only on A, H and the vocabulary, such that
Corollary 4.15. Suppose that r > 2, that A ∈ S has no fixed point and that H is a subgroup of Aut(A) without any fixed point. Let p = p(H) = |A|, let q = q(H) and s = s(H). Moreover, let k be the number of r-ary relation symbols, let l be the number of (r − 1)-ary relation symbols, let m be the number of (r − 2)-ary relation symbols and define
Then there is an integer c(A, H), depending only on A, H and the vocabulary, such that
Proof. For every i = 1, . . . r − 1, let q i be the number of orbits of H on A i . For every j = 1, . . . , r, let k j be the number of relation symbols of arity j. So we have q 1 = q, q 2 = s, k r = k, k r−1 = l and k r−2 = m. By Proposition 4.4, there is an integer c(A, H) > 0, depending only on A, H and the vocabulary, such that
where
Comparing different groups
In this section we use the analysis from Section 4 to prove Theorem 1.1, which collects the statements of Propositions 5.10, 5.15 and 5.16. The main technical result of the section is Proposition 5.9 which helps to break down more complex problems to problems about quotients of the form S n (A, H) S n (A ′ , H ′ ), where the meaning of S n (A, H) was given by Definition 4.1. Also recall Definition 4.13 of p(H), q(H) and s(H) for a permutation group H. As usual, r denotes the maximal arity and in this section k denotes the number of r-ary relation symbols and l denotes the number of (r − 1)-ary relation symbols.
Proposition 5.1. Suppose that A, A ′ ∈ S are such that neither Aut(A) nor Aut(A ′ ) has a fixed point. Moreover, suppose that H is a subgroup of Aut(A) without fixed any point and that H ′ is a subgroup of Aut(A ′ ) without any fixed point. Let
The following limit exists in Q ∪ {∞}:
(ii) Suppose that r = 2.
(b) If p − q = p − q ′ and p = p ′ then there is a rational number a > 0, depending only on A, A ′ , H, H ′ and the vocabulary, such that
(iii) Suppose that r > 2 and let β(x, y, z) be as in Corollary 4.15. If any one of the two conditions
Proof. (i) From Proposition 4.4 it follows that there are integers C, C ′ > 0 and polynomials λ(x), λ ′ (x) with integer coefficients, depending only on A, A ′ , H, H ′ and the vocabulary, such that
Depending on whether the leading term in the polynomial λ ′ (n) − λ(n) has positive degree and negative coefficient, positive degree and positive coefficient, or is constant,
approaches 0, ∞, or a positive real as n → ∞, respectively. In the first case
approaches 0. In the second case it approaches ∞. In the third case, when λ ′ (n) − λ(n) is constant, we get the conclusion by considering whether p > p ′ , p = p ′ or p < p ′ .
(ii) Suppose that r = 2. Then Corollary 4.14 says that for some positive integers C and C ′ , depending only on A, A ′ , H, H ′ and the vocabulary, we have
From this we immediately get claims (a) and (b).
(iii) Suppose that r > 2. Then Corollary 4.15 implies that for some positive integers C and C ′ , depending only on A, A ′ , H, H ′ and the vocabulary, we have
, then this quotient approaches 0 as n → ∞.
For the rest of this section, whenever we denote structures by A or A ′ , sometimes with indices, we assume that they have no fixed point. Also, whenever we denote groups by H or H ′ , sometimes with indices, we assume that they have no fixed point. Sometimes these assumptions are repeated and sometimes they are not necessary. For different subgroups H and H ′ of Aut(A) the sets S n (A, H) and S n (A, H ′ ) may have nonempty intersections, which complicates the analysis of an asymptotic estimate of the cardinality of a union like m i=1 S n (A, H i ). However, it turns out that for subgroups H and H ′ of Aut(A), either S n (A, H) = S n (A, H ′ ) or S n (A, H)∩S n (A, H ′ ) is negligibly small for large enough n. The results 5.3 -5.8 make this statement precise.
Definition 5.2. Suppose that A ∈ S and that H and H ′ are subgroups of Aut(A). We write H ≈ A H ′ if there is an automorphism g ∈ Aut(A) such that, for every t = 1, . . . , r − 1, and every orbit O of H on A t ,
Observe that ≈ A is an equivalence relation on the set of subgroups of Aut(A).
Lemma 5.3. Suppose that A ∈ S and that H and H ′ are subgroups of Aut(A). If
Proof. Suppose that H ≈ A H ′ . Recall from the discussion after the statement of Proposition 4.4 that S n (A, H) is the disjoint union of all sets of the form
where X ⊆ [n], |X| = |A|, A X has universe X and A X ∼ = A; and similarly for H ′ . Therefore it suffices to prove that for all such X ⊆ [n] and A X we have S n (A X , H) = S n (A X , H ′ ). By (4.4),
where the union ranges over all sequences Π 1 , . . . , Π r−1 of (A X , H)-partitions (see Definition 4.8) and S n (A X , Π 1 , . . . , Π r−1 ) was defined in (4.2). The same holds for H ′ .
Hence it suffices to show that if Π 1 , . . . , Π r−1 is a sequence of (A X , H)-partitions, then Π 1 , . . . , Π r−1 is a sequence of (A X , H ′ )-partitions. So suppose that Π 1 , . . . , Π r−1 is a sequence of (A X , H)-partitions and hence there is an isomorphism f : A → A X such that, for each t = 1, . . . , r − 1, Π t is the set of orbits of H f = {f σf −1 : σ ∈ H} on X t . As we assume that H ≈ A H ′ , there is an automorphism g ∈ Aut(A) such that, for every t = 1, . . . , r − 1 and every orbit O of H on A t , g(O) is an orbit of H ′ on A t . It follows that f ′ = f g −1 : A → A X is an isomorphism and for each t and each orbit O ′ of H ′ on A t , g −1 (O ′ ) is an orbit of H on A t . Consequently, for each t, Π t is the set of orbits of
Lemma 5.4. Suppose that A ∈ S and that H and H ′ are subgroups of Aut(A) such that H ≈ A H ′ . Let X ⊆ [n], |X| = |A| and let A X have universe X and A X ∼ = A. If Π 1 , . . . , Π r−1 is a sequence of (A X , H)-partitions and Π ′ 1 , . . . , Π ′ r−1 is a sequence of (A X , H ′ )-partitions, then (Π 1 , . . . , Π r−1 ) = (Π ′ 1 , . . . , Π ′ r−1 ). Proof. Suppose that H ≈ A H ′ , Π 1 , . . . , Π r−1 is a sequence of (A X , H)-partitions and Π ′ 1 , . . . , Π ′ r−1 is a sequence of (A X , H ′ )-partitions. Towards a contradiction, assume that (Π 1 , . . . , Π r−1 ) = (Π ′ 1 , . . . , Π ′ r−1 ). Then there are isomorphisms f : A → A X and f ′ : A → A X such that, for every t = 1, . . . , r −1, Π t is the set of orbits of H f = {f σf −1 : σ ∈ H} on X t and Π t is also the set of orbits of H f ′ = {f ′ σ(f ′ ) −1 : σ ∈ H ′ } on X t . So H f and H f ′ have the same orbits on X t , for each t. It follows that g = (f ′ ) −1 f : A → A is an automorphism such that for every t = 1, . . . , r − 1 and every orbit O of H on A t , g(O) is an orbit of H ′ on A t . Hence H ≈ A H ′ which contradicts our assumption.
Lemma 5.5. Suppose that A ∈ S and that H and H ′ are subgroups of Aut(A) such that H ≈ A H ′ . Suppose that X ⊆ [n], |X| = |A| and that A X is a structure with universe X such that A X ∼ = A. If Π 1 , . . . , Π r−1 is a sequence of (A X , H)-partitions and Π ′ 1 , . . . ,
is a sequence of (A X , H ′ )-partitions, then
where ε(n) → 0 as n → ∞ and the function ε : N → R only depends on A, H, H ′ and the vocabulary. 
where C is a constant that depends only on A, H and the vocabulary, X ⊆ [n], A X is a structure with universe X such that A X ∼ = A (and S n (A X , H) is as defined in (4.1)).
Corollary 5.7. Suppose that A ∈ S and that H and H ′ are subgroups of Aut(A) such that
where ε(n) → 0 as n → ∞ and the function ε only depends on A, H, H ′ and the vocabulary.
Proof. Suppose that A ∈ S and that H and H ′ are subgroups of Aut(A) such that H ≈ A H ′ . By Remark 5.6, it suffices to prove that there is a function ε(n), depending only on A, H and the vocabulary, such that lim n→∞ ε(n) = 0 and for every X ⊆ [n] and A X as above,
Recall from (4.4) that
where the union ranges over all sequences of (A X , H)-partitions. Given X and A X there is a finite bound α, depending only on A, H, H ′ and the vocabulary, such that there are at most α sequences Π 1 , . . . , Π r−1 of (A X , H)-partitions and at most α sequences Π ′ 1 , . . . , Π ′ r−1 of (A X , H ′ )-partitions. Therefore the bound we are looking for is a fixed multiple of the bound given by Lemma 5.5.
Lemma 5.8. Suppose that A ∈ S and that H i , i = 1, . . . , m, are subgroups of Aut(A) such that if i = j, then H i ≈ A H j and S n (A, H i ) S n (A, H j ) converges to a positive rational number. Then
Proof. From Corollary 5.7 it follows that if
where the bound o(1) depends only on A, H 1 , . . . , H m and the vocabulary. Now the assumption that S n (A, H i ) S n (A, H i ′ ) converges to a positive rational number and (5.1)
for some bound o(1) which depends only on A, H 1 , . . . , H m and the vocabulary. If we let U n be the union of all intersections
where {i, i ′ } range over all subsets of [m] with cardinality 2, then we get, for every i,
where the bound o(1) depends only on A and H 1 , . . . , H m . Now we get
Since also
the proof of the lemma is finished.
Proposition 5.9. Let A 1 , . . . , A m , A ′ 1 , . . . , A ′ m ′ ∈ S be such that none of them has any fixed point. Suppose that for every i = 1, . . . , m and j = 1, . . . , l i , H i,j is a subgroup of Aut(A i ) without any fixed point and that for every i = 1, . . . , m ′ and j = 1, . . . , l ′ i H ′ i,j is a subgroup of Aut(A ′ i ) without any fixed point. Then the following limit exists in Q ∪ {∞}:
Proof. By just removing, if necessary, some A i or A ′ i and relabelling the rest of the structures and groups, we may assume that
converges to a rational number or approaches infinity, as n → ∞. The same holds for all
. Therefore it suffices to prove (5.2) under the assumption that for all 1 ≤ i ≤ m and all 1 ≤ j, j ′ ≤ l i , 
converges to a positive rational number.
From our assumptions we have
. By applying Lemma 5.8 and the assumptions, we now get
Note that Proposition 4.4 implies that, for all i, j and all sufficiently large n, S n (A i , H i,j ) > 0, and similarly for and A ′ i and H ′ i,j , so we do not divide by zero in the above expression if n is large enough. By Proposition 5.1 (i), for every choice of i, i ′ , j and j ′ ,
converges to a rational number or approaches ∞. This implies (5.2) so the proposition is proved. Proposition 5.10. Let G and G ′ be finite groups. Then the following limit exists in Q ∪ {∞}:
Proof. Let G and G ′ be finite groups. Lemma 4.3 implies that there are finitely many
such that the following hold:
Hence it suffices to prove that
exists in Q ∪ {∞}. But this follows immediately from Proposition 5.9.
By the definition of S n (A, H) (Definition 4.1), for every M ∈ S n (A, H), Aut(M)↾ Spt * (M) has a subgroup H f such that H f ∼ = P H. The next lemma shows that for almost all M ∈ S(A, H) any such H f has the same orbits as Aut(M)↾Spt * (M).
Lemma 5.11. Suppose that A ∈ S has no fixed point and that H is a subgroup of Aut(A) without any fixed point. There is a function ε(n), depending only on A, H and the vocabulary, such that lim n→∞ ε(n) = 0 and the proportion of M ∈ S n (A, H) with the following property is at most ε(n):
, there is t ∈ {1, . . . , r − 1} such that the orbits of Aut(M)↾Spt * (M) on Spt * (M) t are not the same as the orbits of H f on Spt * (M) t .
Proof. Let M ∈ S n (A, H), X = Spt * (M) and A X = M↾X, so A X ∼ = A. Moreover, let f : A → A X be an isomorphism and assume that H f = {f σf −1 : σ ∈ H} is a subgroup of Aut(M)↾X. Suppose that for some t ∈ {1, . . . , r − 1} the orbits of Aut(M)↾X on X t are not the same as the orbits of H f on X t . It follows that Aut(M)↾X has fewer orbits on X t than H f . Hence there is a subgroup H ′ of Aut(A) such that H ⊆ H ′ , H ′ has fewer orbits than H on A t and M ∈ S n (A, H ′ ). It follows that H ′ ≈ A H and that
Now Corollary 5.7 implies that
where ε(n) → 0 as n → ∞ and ε(n) only depends on A, H, H ′ and the vocabulary. Since H is a subgroup of H ′ we have
which implies that
We have proved that if M ∈ S n (A, H) and satisfies ( * ) then M ∈ S n (A, H ′ ) for some subgroup H ′ of Aut(A) such that (5.3) holds. As the number of subgroups H ′ of Aut(A) is finite and depends only on A the lemma follows.
Definition 5.12. Suppose that A ∈ S has no fixed point and that H is a subgroup of Aut(A) without any fixed point. For M ∈ S n (A, H) we say that H is the full automorphism group of M if for every isomorphism f : A → M↾Spt
Lemma 5.13. Suppose that A ∈ S has no fixed point and that H is a subgroup of Aut(A) without any fixed point. The proportion of M ∈ S n (A, H) such that H is the full automorphism group of M converges to either 0 or 1 as n → ∞.
Proof. By Lemma 5.11, it suffices to consider M ∈ S n (A, H) with the following property:
have the same orbits on Spt * (M) t for all t = 1, . . . , r − 1. For such M the question whether there is g ∈ Aut(M)↾Spt * (M) such that g / ∈ H f depends only on the isomorphism type of A, H and the isomorphism f : A → M↾ Spt * (M). In fact, it depends only on the isomorphism type of A and H. For if f and f ′ are isomorphisms from A to M↾Spt
Lemma 5.14. Suppose that A ∈ S has no fixed point and that H ⊆ Aut(A) is a subgroup without any fixed point. For every group G ≤ H, the proportion of M ∈ S n (A, H) such that G ∼ = Aut(M) converges to either 0 or 1 as n → ∞.
Proof. Suppose that A ∈ S has no fixed point, that H ⊆ Aut(A) is a subgroup without any fixed point and G ≤ H. Since Aut(M) ∼ = Aut(M)↾Spt * (M) for every M ∈ S, Lemma 5.13 implies that the proportion of M ∈ S n (A, H) such that H ∼ = Aut(M) converges to either 0 or 1 as n → ∞. If G ∼ = H it follows that the proportion of M ∈ S n (A, H) such that G ∼ = Aut(M) converges to either 0 or 1 as n → ∞. If G is isomorphic to a proper subgroup of H then, since H ≤ Aut(M) for every M ∈ S n (A, H), it follows that G ∼ = Aut(M) for every M ∈ S n (A, H).
Proposition 5.15. If G is a finite group then there is a rational number 0 ≤ a ≤ 1 such that
Proof. Let G be a finite group. By Lemma 4. 
as n → ∞. Lemma 5.14 says that for every A i and every
→ a as n → ∞ for some rational 0 ≤ a ≤ 1, by Proposition 5.9.
Proposition 5.16. Let G and G ′ be finite groups. Then the following limit exists in Q ∪ {∞}:
Proof. By Lemma 4.3, there are finitely many
As in the proof of Proposition 5.15 we now use Lemma 5.14. So let (A * i , H * i,j ), i = 1, . . . , m * , j = 1, . . . , l * i , enumerate all pairs (A i , H i,j ) such that the proportion of M ∈ S n (A i , H i,j ) for which G ∼ = Aut(M) converges to 1. Similarly, let (A
, where, by Proposition 5.9, the right side converges to a rational number or tends to infinity as n → ∞.
We conclude this section with a technical lemma which will be used in Sections 6 and 7.
Lemma 5.17. Let i be a positive integer.
(i) For almost all M ∈ S(spt * = 2i), Aut(M)↾Spt * (M) has exactly i orbits on Spt * (M), so every such orbit has cardinality 2.
(ii) For almost all M ∈ S(spt * = 2i + 1), Aut(M)↾Spt * (M) has exactly i orbits, so i − 1 orbits have cardinality 2 and the remaining orbit has cardinality 3.
Proof. We will use parts (ii) and (iii) of Proposition 5.1.
(i) By Lemma 4.2, there are A 1 , . . . , A m ∈ S 2i without fixed points and for each i = 1, . . . , m a number l i and subgroups H i,1 , . . . , H i,l i of Aut(A i ) without fixed points such that S n (spt * = 2i) = m i=1 l i j=1 S n (A i , H i,j ) for each large enough n. Moreover, by Lemma 5.11, for almost every M ∈ S(A i , H i,j ) the number of orbits of H i,j on A i,j is q(H i,j ). Therefore it suffices to prove that there are A ∈ S 2i without fixed point and a subgroup H ⊆ Aut(A) with exactly i orbits of cardinality 2 (then H has no fixed points) and that if A ′ ∈ S 2i has no fixed point and H ′ is a subgroup of Aut(A ′ ) without fixed points such that H ′ does not have exactly i orbits of cardinality 2, then
First suppose that A ∈ S 2i and that H ⊆ Aut(A) has exactly i orbits of cardinality 2. Also suppose that A ′ ∈ S 2i and H ′ ⊆ Aut(A ′ ) are as described above. Then p = p(H) = 2i and p ′ = p(H ′ ) = 2i. By parts (ii) and (iii) of Proposition 5.1, we have (
By assumption, H ′ has no fixed points, so H ′ has at most i orbits. As we also assume that H ′ does not have i orbits, it follows that H ′ has i ′ orbits for some i ′ < i and we get
, so (5.4) follows from Proposition 5.1.
We must now prove that there are A ∈ S 2i without fixed point and a subgroup H ⊆ Aut(A) without fixed point such that H has exactly i orbits. But this holds if we let the interpretation of every relation symbol be empty (so Aut(A) = Sym 2i ) and let H the permutation group on [2i] with only one nontrivial permutation and this one takes α to 2α for every α ∈ [i].
(ii) Suppose that A ∈ S 2i+1 has no fixed point and that H is a subgroup of Aut(A) without fixed points. Then p(H) = 2i + 1. For the same reasons as in part (i) we only need to show that (subject to the constraint p(H) = 2i + 1) p(H) − q(H) is minimal if and only if H has exactly i orbits. As H has no fixed point it has at most i orbits. Hence p(H) − q(H) ≥ 2i + 1 − i = i + 1 and p(H) − q(H) = i + 1 if and only if H has exactly i orbits. It now suffices to prove that there are A ∈ S 2i+1 without fixed point and a subgroup H ⊆ Aut(A) without fixed point such that H has exactly i orbits. If i = 1 and we let the interpretation of every relation symbol be empty, then this clearly holds. So suppose that i > 1. Let B = [2i − 2] and C = {2i − 1, 2i, 2i + 1}. Let the interpretation of every relation symbol be empty and let H ⊆ Aut(A) be the group H 1 × H 2 , where H 1 has only one trivial permutation and this one sends α to 2α for every α ∈ [i − 1] and fixes every α ∈ C, every α ∈ B is a fixed point of H 2 and H 2 ↾C is the symmetric group of C. Then Aut(A) ∼ = Z 2 × Sym 3 and A has exactly i orbits.
The case when the maximal arity is 2
In this section we prove Theorem 1.2. Lemmas 6.1 and 6.2 may be of some interest in themselves. Throughout this section we assume that r the maximal arity and r = 2, k is the number of r-ary relation symbols and l is the number of (r − 1)-ary relation symbols, although the assumption that r = 2 is restated in the results.
Lemma 6.1. Suppose that i ≥ 1 and r = 2. For almost every M ∈ S n (spt * = 2i), Aut(M) ∼ = (Z 2 ) t for some t ∈ {1, . . . , i}. Moreover, for every t ∈ {1, . . . , i} there is a rational number 0 < a t ≤ 1 such that
= a t , and if i > 1 then a t < 1.
Proof. By Lemma 5.17, for almost every M ∈ S n (spt * = 2i), Aut(M)↾Spt * (M) has i orbits, each one of cardinality 2. For every M ∈ S n (spt * = 2i) such that Aut(M)↾ Spt * (M) has i orbits and every f ∈ Aut(M), f 2 is the identity. Hence, for almost every M ∈ S n (spt * = 2i) there is t ∈ {1, . . . , i} such that Aut(M) ∼ = (Z 2 ) t .
By Lemma 4.2, there are A 1 , . . . , A m ∈ S 2i without fixed points and for each i = 1, . . . , m a number l i and subgroups H i,1 , . . . , H i,l i of Aut(A i ) without fixed points such that
for each sufficiently large n. Recall Lemma 5.14.
t and the proportion of M ∈ S n (A i , H i,j ) such that Aut(M) ∼ = (Z 2 ) t converges to 1. Now it suffices to prove that
converges to a rational number as n → ∞. But this follows from Proposition 5.9. Part (ii)(b) of Proposition 5.1 guarantees that the limit is larger than 0 if i > 1.
Lemma 6.2. Suppose that i ≥ 1 and r = 2. (i) For almost every M ∈ S n (spt * = 3), Aut(M) ∼ = Z 3 or Aut(M) ∼ = Sym 3 . Moreover, for each one of these groups, call it G, there is a rational number 0 < a G < 1 such that
(ii) Suppose that i > 1. For almost every M ∈ S n (spt * = 2i + 1), Aut(M) ∼ = (Z 2 ) t × Z 3 or Aut(M) ∼ = (Z 2 ) t × Sym 3 for some t ∈ {1, . . . , i − 1}. Moreover, for each one of these groups, call it G, there is a rational number 0 < a G < 1 such that
Proof. The first claim of part (i) is immediate because a permutation group without fixed points on a set of cardinality 3 must be isomorphic to either Z 3 (if no nonidentity permutation has a fixed point) or Sym 3 . The second claim of part (i) is proved in the same way as the second claim of Lemma 6.1, with the help of Propositions 5.9 and 5.1 and Lemma 5.14. Now we prove part (ii), so suppose that i > 1. By Lemma 5.17, for almost every M ∈ S(spt * = 2i+1), Aut(M)↾Spt * (M) has i−1 orbits, say O 1 , . . . , O i−1 , of cardinality 2 and one orbit O i of cardinality 3. Hence, for the first statement of (ii), it suffices to prove that for each M ∈ S n (spt * = 2i + 1) with i − 1 orbits O 1 , . . . , O i−1 , of cardinality 2 and one orbit O i of cardinality 3, Aut(M) ∼ = (Z 2 ) t × Z 3 or Aut(M) ∼ = (Z 2 ) t × Sym 3 for some t ∈ {1, . . . , i − 1}. The second statement of part (ii) is proved in the same way as the second statement of part (i) (and the second statement of Lemma 6.1).
With the given assumptions we have
, f 2 is the identity. The next step is to show that Aut(M)↾Spt
If f (c) = c and g(a) = a then f g has no fixed point in O i . Otherwise either f or g has no fixed point in O i . So under all circumstances there exists f ∈ Aut(M)↾Spt * (M) which has no fixed point in O i . Since |O j | = 2 for every j ∈ {1, . . . , i − 1} it follows that every d ∈ O 1 ∪ . . . ∪ O i−1 is a fixed point of f 2 . Take any j ∈ {1, . . . , i − 1} and let O j = {d, e}, so both d and e are fixed points of f 2 .
Since there is h ∈ Aut(M)↾Spt * (M) such that h(d) = e (and h(e) = d) it follows, using f and
. This holds for every j ∈ {1, . . . , i − 1}, and therefore
Hence, for either G = Z 3 or G = Sym 3 , and some t ∈ {1, . .
The next corollary is an immediate consequence of Lemmas 6.1 and 6.2.
Corollary 6.3. Let m ≥ 2. Almost every M ∈ S(spt * = m) has an automorphism whose support has cardinality m.
Lemma 6.4. Suppose that i ≥ 1 and r = 2. Then
Proof. By Lemma 5.17, for almost every M ∈ S n (spt * = 2i), H = Aut(M)↾Spt * (M) has exactly i orbits, and for almost every M ′ ∈ S n (spt * = 2i + 1),
has exactly i orbits. For such H and H ′ we have
(and M and M ′ are as above), then Proposition 5.1 implies that S n (A ′ , H ′ ) S n (A, H) → 0 as n → ∞. The lemma follows from this because, by Lemma 4.2, each one of S(spt * = 2i) and S(spt * = 2i + 1) is a union of finitely many sets of the form S(A, H).
Lemma 6.5. Suppose that i ≥ 1 and r = 2. Then
Proof. By Lemma 5.17, for almost every M ∈ S n (spt * = 2i+2), H = Aut(M)↾Spt * (M) has exactly i + 1 orbits, and for almost every M ′ ∈ S n (spt * = 2i + 1),
So if M and M ′ are as above, A = M↾Spt * (M) and A ′ = M ′ ↾Spt * (M ′ ), then Proposition 5.1 implies that S n (A ′ , H ′ ) S n (A, H) → 0 as n → ∞. The lemma follows because each one of S(spt * = 2i + 1) and S(spt * = 2i + 2) is a union of finitely many sets of the form S(A, H). Lemma 6.6. Suppose that r = 2 and either m = 0 or m ≥ 2. Then
Proof. The case m = 0 follows from Proposition 2.3 or Fagin's original work [10] . Now suppose that m ≥ 2. By Lemma 5.17, for almost every M ∈ S n (spt * = m), H = Aut(M)↾Spt * (M) has exactly ⌊ m 2 ⌋ orbits, and for almost every M ′ ∈ S n (spt * = m + 2),
it follows that if M and M ′ are as above, A = M↾Spt * (M) and A ′ = M ′ ↾Spt * (M ′ ), then Proposition 5.1 implies that S n (A ′ , H ′ ) S n (A, H) → 0 as n → ∞, which in turn implies the lemma (just as in the proofs of the preceeding two lemmas).
Proof. The case when m = 0 follows from Proposition 2.3 or [10] , so suppose that m ≥ 2. If T = m + 1 then the result follows from Lemmas 6.4 and 6.5. Now suppose that m ≥ 2 and T ≥ m + 2. For each i ∈ {m + 2, . . . , T } we have, by Lemma 6.6,
as n → ∞. From this it follows that
The lemma now follows from Lemmas 6.4 and 6.5. 
Proof. Let m ≥ 2. Corollary 3.7 says that there is T > m such that
By Corollary 6.3 it suffices to prove that
but this follows from Lemma 6.7.
By combining Lemmas 6.1 and 6.8: 
7.
The case when the maximal arity is at least 3 Theorem 1.3 is proved in this section, but also Lemmas 7.1 and 7.4 may be of interest in themselves. The symbols r, k and l have the same meaning in this section as in the previous; see the beginning of it. In this section we consider the case when r ≥ 3.
Lemma 7.1. Suppose that r ≥ 3 and i ≥ 1. For almost all M ∈ S(spt * = 2i), Aut(M)↾ Spt * (M) has exactly 2i 2 orbits on Spt
Proof. First note that if H is the permutation group on Ω = {v 1 , . . . , v i , w 1 , . . . , w i } whose only nontrivial permutation sends v j to w j for every j, then H has i orbits on Ω and 2i 2 orbits on Ω×Ω, because every orbit on Ω×Ω has cardinality 2. Hence s(H) = 2i 2 . Moreover, for every permutation group on Ω without fixed points, the number of orbits on Ω × Ω cannot exceed (2i) 2 /2 = 2i 2 . So if H is as described then s(H) is maximal among permutation groups on a set of cardinality 2i. We also have p(H) − q(H) = i which is minimal among permutation groups without any fixed point on a set of cardinality 2i. Let A be any structure without fixed point with universe A = Ω such that H is a subgroup of Aut(A). For example, let the interpretation of every relation symbol be empty. Suppose that A ′ is a structure with universe of cardinality 2i and without any fixed point and suppose, moreover, that H ′ is a subgroup of Aut(A ′ ) such that H ′ has no fixed point and either q(
as n → ∞. By Lemma 5.11, almost all M ∈ S(A, H) have the property that the number of orbits of Aut(M)↾Spt
. Now the lemma follows, because S(spt * = 2i) is a union of finitely many sets of the form S(A, H) where the universe of A has cardinality 2i, A has no fixed point and H is subgroup of Aut(A) without fixed point. Proof. Since Aut(M)↾Spt(M) ∼ = Aut(M) it suffices to prove that for almost all M ∈ S(spt * = 2i), Aut(M)↾Spt(M) ∼ = Z 2 . By Lemmas 5.17 and 7.1 it suffices to prove that if H is a permutation group on [2i] such that every orbit of H on [2i] has cardinality 2 and every orbit of H on [2i] × [2i] has cardinality 2, then H ∼ = Z 2 . This is obvious if i = 1, so for the rest of the proof we assume that i ≥ 2.
So suppose that H is a permutation group on [2i] such that every orbit of H on [2i] has cardinality 2 and every orbit of H on [2i] × [2i] has cardinality 2. We first prove an auxilliary claim.
Claim. If a and b belong to different orbits of H on [2i] and f ∈ H is not the identity, then {f (a), f (b)} ∩ {a, b} = ∅.
Proof. Suppose for a contradiction that the claim does not hold. Then there are orbits {a, c}, {b, d} ⊆ [2i] and a permutation f ∈ H such that f (a) = c and f (b) = b. Then f (d) = d and as {b, d} is an orbit there is g ∈ H such that g(b) = d and
, contradicting the assumption that all orbits on [2i] × [2i] have cardinality 2. Hence g(a) = c and g(c) = a. Then gf (a) = a and gf (b) = d and again, by the use of f , gf and compositions of them, it follows that {a, c} × {b, d} is an orbit, contradicting our assumption. Now we prove that if f ∈ H is not the identity, then f has no fixed point. Suppose, for a contradiction, that f ∈ H is not the identity and has a fixed point a. As the orbit to which a belongs, say {a, c}, has cardinality 2 and we assume that i ≥ 2 it follows that there is b ∈ [2i]\{a, c} such that f (b) = b. Then we have a = f (a) ∈ {f (a), f (b)}∩{a, b}, contradicting the claim. Next, we prove that H has a unique nonidentity permutation from which it follows that H ∼ = Z 2 . So suppose for a contradiciton that f, g ∈ H are nonidentity permutations and f (a) = g(a) for some a. Then a, f (a) and g(a) belong to the same orbit. Since neither f nor g has any fixed point, as we proved above, some orbit of H on [2i] contains at least three elements, contradicting our assumption.
The next result deals only with permutation groups and is independent of the ingredients from formal logic such as relation symbols and their interpretations. Lemma 7.3. Suppose that i ≥ 2. Let H be a permutation group without fixed points on [2i+1] such that H has exactly i−1 orbits of cardinality 2, exactly one orbit of cardinality 3 and no other orbits. If s(H) is maximal among all H subject to the given constraints, then H ∼ = Z 2 × Z 3 and s(H) = 2i 2 − 2i + 3.
Proof.
Suppose that H is a permutation group without fixed points on [2i + 1] such that H has exactly i − 1 orbits of cardinality 2, exactly one orbit of cardinality 3 and no other orbits. Let O 1 , . . . , O i−1 be the orbits with cardinality 2 and let O i be the orbit with cardinalty 3.
We first show that if H↾Ω ∼ = Z 2 , H↾O i ∼ = Z 3 and H ∼ = (H↾Ω) × (H↾O i ), then s(H) = 2i 2 − 2i + 3. So suppose that H↾Ω ∼ = Z 2 . Then H↾Ω has exactly i − 1 orbits on Ω, each one of cardinality 2, and H↾Ω has exactly 2(i − 1) 2 orbits on Ω × Ω. Now suppose that H↾O i ∼ = Z 3 . Then it is easy to see that no f ∈ H↾O i other than the identity has a fixed point in O i and therefore We now show that if s(H) is maximal among all H subject to the given constraints in the lemma, then H ∼ = Z 2 × Z 3 . This will conclude the proof. containing (b, a) ). This means that
By the assumption that s(H) is maximal and since the value 2i 2 − 2i + 3 can be reached, as shown above, we get s(H) = 2i 2 −2i+3. From the argument above it follows that s(H) cannot be maximal unless H↾Ω has a maximal number of orbits on Ω × Ω. Hence H↾Ω must have the maximal possible number of orbits on Ω×Ω which is (2(i−1)) 2 /2 = 2(i−1) 2 and consequently every orbit of H↾Ω on Ω × Ω has cardinality 2. By the argument in the proof of Lemma 7.2 it follows that H↾Ω ∼ = Z 2 . We have seen that H↾O i can have at most 3 orbits on O i × O i . Also it is easy to see that H↾O i has 3 orbits on O i × O i if and only if for any distinct a, b ∈ O i , (a, b) and (b, a) belong to different orbits. Moreover, if for any distinct a, b ∈ O i , (a, b) and (b, a) belong to different orbits, then no f ∈ H↾O i has order 2, so H↾O i ∼ = Z 3 .
By the same argument as in the proof of Lemma 6.2, using only the assumptions about the orbits of H on Ω, it follows that
In the proof of the next lemma and later in this section we will use the function β(x, y, z) from Corollary 4.15, defined as
Also remember that k is the number of r-ary relation symbols and l is the number of (r − 1)-ary relation symbols.
Proof. We start with part (ii), so suppose that i ≥ 2. Suppose that A ∈ S 2i+1 has no fixed point and suppose that H is a subgroup of Aut(A) without fixed point. Note that p(H) = 2i + 1. We have seen, in the proof of Lemma 5.17 (ii), that p(H) − q(H) is minimal when q(H) = i (under the assumption that H acts on a set of cardinality 2i + 1 and has no fixed points), which implies that H has i − 1 orbits of cardinality 2 and one orbit of cardinality 3. Also, recall the definition of β(x, y, z) in Corollary 4.15. Observe that if p = p(H) = 2i + 1, q = q(H) = i and s = s(H), then
where r, k, l and i are fixed parameters. So under the assumptions that p(H) = 2i+1 and q(H) = i, β(p, q, s) is maximised when s = s(H) is maximised. From Proposition 5.1 (iii) and the fact that S(spt * = 2i + 1) is a union of finitely many sets of the form S(A, H), where A ∈ S 2i+1 , A has no fixed point and H is a subgroup of Aut(A) without any fixed point, it follows that almost every M ∈ S(spt * = 2i + 1) has the following properties: S n (spt * = 2i) = 0.
Proof. Exactly as the proof of Lemma 6.4.
Lemma 7.7.
Proof. Straightforward calculation. 
and by Lemma 7.7 we also have
so Lemma 7.8 follows from Proposition 5.1 (iii). 
Proof. As the proof of Lemma 6.7, but now using Lemmas 7.6, 7.8 and 7.9. 
Proof. Like the proof of Lemma 6.8, but now using Corollary 7.5 and Lemma 7.10.
By combining Lemmas 7.2 and 7.11 we get: 
Logical limit laws
The main results of this section are S(A i , H i,j ) has a limit law. Moreover the limit always belongs to a finite set of rational numbers which is determined only by the structures A i and the permutation groups H i,j .
(ii) The following sets have limit laws: for every finite group G, {M ∈ S : G ∼ = Aut(M)} and {M ∈ S : G ≤ Aut(M)}, and for every integer m ≥ 2, S(spt * = m), S(spt ≥ m) and S(spt * ≥ m). Moreover, in each case there is a finite set Q ⊆ Q such that for every sentence ϕ, the proportion of structures in which ϕ is true converges to a number in Q. 
Now part (ii) follows from part (i).
8.1. Proof of Theorem 8.1. Suppose that A ∈ S has no fixed point and let H be a subgroup of Aut(A) without any fixed point. We will define a theory T A,H and show that it is consistent and complete and that for every finite subset ∆ ⊆ T A,H , the proportion of M ∈ S n (A, H) such that M |= ∆ approaches 1 as n → ∞. Then the compactness theorem implies that if T A,H |= ϕ then the proportion of M ∈ S n (A, H) in which ϕ is true approaches 1 as n → ∞; otherwise that proportion approaches 0. The argument follows a well known path, using so-called extension axioms. What makes things more complicated here, compared with Fagin's original proof [7, 9] that for every k ∈ N the proportion of M ∈ S n satisfying the k-extension axiom approaches 1 as n → ∞, is that all members of S n (A, H) have nonempty support (of cardinality |A|).
To make the main ideas of the argument more transparent, to avoid heavy formulations and notation and to expose more clearly how our argument differs from the "standard argument" (in [7, 9] for example), we will prove Theorem 8.1 in the special case when the vocabulary consists of only one binary relation symbol R. It is straightforward to generalise the argument to any finite relational vocabulary with at least one relation symbol of arity at least 2, but it comes at the expense of longer definitions and heavier notation and formulations in order to keep track of all data and how it can be combined. Moreover, the arguments can be modified to the case when we assume that some (possibly all) relation symbols are always interpreted as irreflexive relations, or when we assume that some (possibly all) relation symbols are always interpreted as irreflexive and symmetric relations.
For any structure M and formula ϕ(x) we let
Let p = |A|, A = {a 1 , . . . , a p } and let x 1 , . . . , x p be distinct variables. For a i , a j ∈ A, let a i ≈ a j mean that a i and a j belong to the same orbit of H. Let χ A (x 1 , . . . , x p ) be a formula which describes the isomorphism type of A. More precisely, χ A (x 1 , . . . , x p ) is the conjunction of all formulas of the following form:
We will define formulas θ(x), ξ(x, y) such that the proportion of M ∈ S n (A, H) such that the following hold approaches 1 as n → ∞:
(I) For every a ∈ M , M |= θ(a) if and only if a ∈ Spt * (M). (II) M satisfies following sentence, denoted ψ:
.
It is straightforward to define, for every k ∈ N, a sentence ϕ k such that for every, possibly infinite, structure M: 
(ii) for every a ∈ θ(M), M |= R(c, a) ⇐⇒ a belongs to some class in E and M |= R(a, c) ⇐⇒ a belongs to some class in E ′ , and
We call ϕ k the k-extension axiom. Assuming that we have θ(x), ξ(x, y), ψ and ϕ k , k ∈ N, as above, we let
Note that every model of T A,H is infinite. We postpone the proof that T A,H has a model to the end of the argument. By Łos' and Vaught's categoricity theorem (see [21] , Theorem 8.5.1, for instance), T A,H is complete if we can prove that it is countably categorical.
Proof. This is a standard back-and-forth argument, so we only sketch it. Suppose that M 1 and M 2 are countable models of T A,H . Since both M 1 and M 2 satisfy ψ it follows that θ(M 1 ) and θ(M 2 ) are finite and that there is an isomorphism f 0 :
Therefore it suffices to prove the following statement:
Let k = |B 1 | = |B 2 |. The claim follows in a straigthforward way since M and N are models of {ψ, ϕ k }.
It remains to show that there are θ(x) and ξ(x, y) such that, for every k, the proportion of M ∈ S n (A, H) that satisfy (I) and the sentences ψ and ϕ k approaches 1 as n → ∞.
Recall that, with the notation from Section 4,
where the first union ranges over all subsets of [n] with cardinality m = |A|, and for each such subset X, the second union ranges over all structures A X with universe X that are isomorphic to A. As observed in that section, if X = X ′ then S n (A X , H) is disjoint from S n (A X ′ , H). Moreover, if A X and A ′ X are different structures with universe X then S n (A X , H) is disjoint from S n (A ′ X , H). Recall our assumption in this proof that there is only one relation symbol R and it has arity r = 2. In Section 4 we also saw (recall (4.4)) that for each S n (A X , H),
where the union ranges over all (A X , H)-partitions Π 1 of X; see Definition 4.8. The number of (A X , H)-partitions of X is the same for every sufficiently large n, every X ⊆ [n] with |X| = m and every A X ∼ = A. Therefore it suffices to prove that there are θ(x), ξ(x, y) and, for every k, 0 < α < 1 such that for every X ⊆ [n] with |X| = m, every A X ∼ = A with universe X and every (A X , H)-partition Π 1 , the proportion of M ∈ S n (A X , Π 1 ) that satisfy (I) and the sentences ψ and ϕ k is at least 1 − α n .
For the rest of this section we fix X ⊆ [n] with |X| = |A| = m and A X ∼ = A with universe X. The results below refer to all large enough n with respect to other parameters that occur. Definition 8.4. We say that M ∈ S n (A X , Π 1 ) has the k-extension property if (III) (b) holds when 'θ(M)' is replaced by 'X' and 'ξ-equivalence classes' with 'parts of the partition Π 1 (of X)'. Lemma 8.5. For every k ∈ N there is 0 < α k < 1, depending only on k and A, such that the proportion of M ∈ S n (A X , Π 1 ) which does not have the k-extension property is at most α n k . Proof. Recall that S n (A X , Π 1 ) ⊆ T n (A X , Π 1 ), where T n (A X , Π 1 ) was defined in (4.3) in Section 4. From Lemma 4.9 we know that S n (A X , Π 1 ) T n (A X , Π 1 ) → 1 as n → ∞, so it suffices to prove the statement of the lemma for T n (A X , Π 1 ) in the place of S n (A X , Π 1 ). The reason for doing this is that T n (A X , Π 1 ) is easier to work with because its members do not have the constraint that the support of the structure is exactly X (but from the arguments in Section 4 we know that for every M ∈ T n (A X , Π 1 ),
\ X of cardinality k can be chosen in no more than n k ways. Once B ⊆ [n] \ X with |B| = k is fixed, the number of ways to choose i ∈ {0, 1}, E, E ′ ⊆ Π 1 and Y, Y ′ ⊆ B is bounded where the bound depends only on k and A. Therefore it suffices to show, for an arbitrary fixed B ⊆ [n] \ X with |B| = k and an arbitrary choice of i ∈ {0, 1}, E, E ′ ⊆ Π 1 and Y, Y ′ ⊆ B, that the proportion of M ∈ T n (A X , Π 1 ) such that there is no c ∈ M such that the conjunction of (i)-(iii) of (III) is satisfied is at most α n k for some constant 0 < α k < 1 that depends only on k and A.
For arbitrary c ∈ [n] \ (X ∪ B) we estimate the probability that at least one of (i)-(iii) of (III) fails. We consider T n (A X , Π 1 ) as a probability space by giving each member the same probability. From the definition of T n (A X , Π 1 ) we see that the probability that M ∈ T n (A X , Π 1 ) satisfies (i)-(iii) of (III) is 2 −β for some β > 0 depending only on |X| and |B|, and independently of what the case is for other elements than c in [n] \ (X ∪ B). The probability that, for every c ∈ [n] \ (X ∪ B), the conjunction of (i)-(iii) does not hold is therefore 1 − 2 −β n−|X∪B| .
As B can be chosen in at most n k ways it follows that the probability that the conjunction of (i)-(iii) is not satisfied in M ∈ T n (A X , Π 1 ) is at most α n k for some 0 < α k < 1 that depends only on k and A.
Remember that m = |A| = |X|. Let θ(x) denote the following formula: z) . As M has the 2-extension property this is only possible if a, b 1 ∈ X = Spt * (M) and a and b 1 belong to the same part of Π 1 . Now suppose that a ∈ Spt * (M) = X. Let b 1 , . . . , b m−1 be such that
and a and b 1 belong to the same part of Π 1 . By the definition of S n (A X , Π 1 ), there is an automorphism of M which sends a to b 1 and fixes every element outside of X and therefore we must have
Let ξ(x 1 , x 2 ) be the formula
Lemma 8.7. Suppose that M ∈ S n (A X , Π 1 ) has the 2-extension property. Then for all a 1 , a 2 ∈ X = Spt * (M), a 1 and a 2 belong to the same part of Π 1 if and only if M |= ξ(a 1 , a 2 ).
Proof. Suppose that a 1 , a 2 ∈ X = Spt * (M) and a 1 and a 2 belong to the same part of Π 1 . By the definition of S n (A X , Π 1 ), for every c ∈ M \ X there is an automorphism which sends a 1 to a 2 and fixes every element outside of X. From Lemma 8.6 it follows that M |= ξ (a 1 , a 2 ) . Now suppose that a 1 , a 2 ∈ X = Spt * (M) and M |= ξ(a 1 , a 2 ). From Lemma 8.6 it follows that for all c ∈ M \ X M |= R(c, a 1 ) ⇐⇒ R(c, a 2 ).
Since we assume that M has the 2-extension property this is only possible if a 1 and a 2 belong to the same part of Π 1 .
According to the arguments before Definition 8.4 and the compactness theorem, the following corollary concludes the proof of Theorem 8.1.
Corollary 8.8. For every k ∈ N, there is 0 < α < 1, depending only on k and A, such that the proportion of M ∈ S n (A X , Π 1 ) that satisfy (I) and the sentences ψ and ϕ l for l = 0, . . . , k is at least 1 − α n .
Proof. Let k ′ = max(2, k, m) (where m = |A|). By Lemma 8.5 there is 0 < α < 1, depending only on k ′ and A such that the proportion of M ∈ S n (A X , Π 1 ) with the l-extension property for every l ≤ k ′ is at least 1 − α n . From Lemmas 8.6 and 8.7 it follows that all M ∈ S n (A X , Π 1 ) with the l-extension property for every l ≤ k ′ satisfy (I) and the sentences ψ and ϕ l for l = 0, . . . , k.
Remark 8.9. Let S ′ be any one of the sets of structures in part (ii) of Theorem 8.2 and let S ′ n = S ′ ∩ S n . We assume that if a finite group G is involved in the definition of S ′ then G is nontrival. We will show that S ′ does not satisfy a zero-one law. By Lemmas 4.2 and 4.3 (and in one case the proof of Proposition 5.15), there are mutually nonisomorphic A 1 , . . . , A l ∈ S without any fixed point and, for i = 1, . . . , l and j = 1, . . . , l i , subgroups H i,j ⊆ Aut(A i ) without any fixed point such that
If S ′ is {M ∈ S : G ≤ Aut(M)} or {M ∈ S : G ∼ = Aut(M)}, then we may also assume that G ≤ H i,j or G ∼ = H i,j , respectively, for all i and j. Now observe the following: Suppose that A ∈ S has no fixed point and that H is a subgroup of Aut(A) without any fixed point. Let A ′ and A ′′ have the same universe A as A and assume that for every relation symbol R, R A ′ = ∅ and R A ′′ = A i if R is i-ary. Then H is a subgroup of Aut(A ′ ) and of Aut(A ′′ ) and, from Proposition 4.4, it follows that S n (A ′ , H) S n (A, H) and S n (A ′′ , H) S n (A, H) converge to the same c ∈ Q as n → ∞. From the assumption that S ′ is one of the sets of structures in part (ii) of Theorem 8.2 (and G is assumed to be nontrivial) it follows that there must be i, i ′ , j, j ′ such that A i ∼ = A i ′ and both S n (A i , H i,j ) S ′ n and S n (A i ′ , H i ′ ,j ′ S ′ n converge to positive numbers c and c ′ as n → ∞. With the help of the formula θ from the proof of Theorem 8.1 one can easily construct a sentence ϕ which, in almost all M ∈ S ′ , expresses that "M↾Spt * (M) ∼ = A i ". Then the proportion of M ∈ S ′ n in which ϕ is true converges to some number 0 < d < 1.
Unlabelled structures
The main result of this final section is Theorem 9.7, which implies Theorem 1.5, which says that Theorems 1.1 -1.4 hold also for unlabelled structures. (iii) We say that a set X ⊆ S is closed under isomorphism if M ∈ X, N ∈ S and N ∼ = M implies that N ∈ X.
The next lemma is a generalisation of Lemma 4.3.10 in [7] .
Lemma 9.2. If X n ⊆ S n is closed under isomorphism then
Proof. For every M ∈ S n and π ∈ Sym n , let π(M) denote the unique structure N ∈ S n such that π is an isomorphism from M onto N . Fix an arbitrary M ∈ X n and let H = Aut(M). Then H is a subgroup of Sym n and we consider the left cosets of H in Sym n . Note that for every N ∈ X n we have N ∼ = M if and only if there is π ∈ Sym n such that π(M) = N . For all π, σ ∈ Sym n we have
As we assume that X n is closed under isomorphism it follows that n! = X n · n!.
We also have
M∈Xn Aut(M) = {(M, π) : M ∈ X n and π ∈ Aut(M)} = π∈Symn S n (π) ∩ X n , which concludes the proof of the lemma.
Lemma 9.3. If Y ⊆ S is closed under isomorphism and p ≥ 2 is fixed, then
Proof. For every permutation π of [n] and M ∈ S n , let π(M) denote the unique structure M ′ ∈ S n such that π is an isomorphism from M to M ′ . If M ∈ S n (spt * ≤ p), π is a permutation of [n] and π(M) = M, then Spt(π) ⊆ Spt * (M). Hence there are at most p! permutations π of [n] such that π(M) = M. Since we assume that Y is closed under isomorphism we get
It is also clear that
Since (n! − p!) ∼ n! as n → ∞, it follows that
Proposition 9.4. Suppose that m, t ∈ N, f 1 , . . . , f s ∈ Sym n , spt(f 1 , . . . , f s ) = m and t > 2r(m! − 1)m/m! + 1, where r ≥ 2 is the maximal arity of the relation symbols. Then there is λ > 0 such that for all sufficiently large n, S n (spt ≥ t) S n (f 1 , . . . , f s ) ≤ 2 −λn r−1 .
Proof. Suppose that m ∈ N, f 1 , . . . , f s ∈ Sym n and spt(f 1 , . . . , f s ) = m. Let S n (f 1 , . . . , f s ) = M ∈ S n : M ∼ = N for some N ∈ S n (f 1 , . . . , f s ) and observe that S n (f 1 , . . . , f s ) = S n (f 1 , . . . , f s ) . By Propositions 2.3 and 3.5, there are constants p, α > 0 such that for all sufficiently large n, S n (spt * > p) S n (f 1 , . . . , f s ) ≤ 2 −αn r−1 ±O n r−2 .
Since S n (f 1 , . . . , f s ) ≤ S n (f 1 , . . . , f s ) , we get S n (spt * > p)
S n (f 1 , . . . , f s ) ≤ 2 −αn r−1 ±O n r−2 , which implies that (9.1) S n (f 1 , . . . , f s ) ∩ S n (spt * ≤ p) ∼ S n (f 1 , . . . , f s ) .
Lemma 9.3 with Y = S n (f 1 , . . . , f s ) gives S n (f 1 , . . . , f s ) ∩ S n (spt * ≤ p) ∼ n! S n (f 1 , . . . , f s ) ∩ S n (spt * ≤ p) .
This and (9.1) gives (9.2) n! S n (f 1 , . . . , f s ) ∩ S n (spt * ≤ p) ∼ S n (f 1 , . . . , f s ) .
Suppose that t > 2r(m! − 1)m/m! + 1. By Lemma 9.2 with X n = S n (spt ≥ t) we get (9.3) S n (spt ≥ t) · n! = π∈Symn S n (π) ∩ S n (spt ≥ t) .
For every π ∈ Sym n , S n (π) ∩ S n (spt ≥ t) ≤ S n (spt ≥ t) and there are not more than (t − 1)!n t−1 permutations π ∈ Sym n such that spt(π) < t. Therefore, (9.4) π∈Symn spt(π)<t S n (π) ∩ S n (spt ≥ t) ≤ (t − 1)!n t−1 S n (spt ≥ t) .
If π ∈ Sym n and spt(π) ≥ t then S n (π) ∩ S n (spt ≥ t) = S n (π), so we get (9.5) π∈Symn spt(π)≥t S n (π) ∩ S n (spt ≥ t) = π∈Symn spt(π)≥t S n (π) .
Now we get
π∈Symn S n (π) ∩ S n (spt ≥ t) (9.6) ≤ (t − 1)!n t−1 S n (spt ≥ t) + π∈Symn spt(π)≥t S n (π) by (9.4) and (9.5) Moreover, as S n (f 1 , . . . , f s ) = S n (f 1 , . . . , f s ) we have S n (spt ≥ t) S n (f 1 , . . . , f s ) = S n (spt ≥ t)
S n (f 1 , . . . , f s ) (9.7) ≤ S n (spt ≥ t)
n! · S n (f 1 , . . . , f s ) ∩ S n (spt * ≤ p) ∼ π∈Symn S n (π) ∩ S n (spt ≥ t) S n (f 1 , . . . , f s ) by (9.3) and (9. This together with (9.7) implies that there is λ > 0 such that S n (spt ≥ t) S n (f 1 , . . . , f s ) ≤ 2
for all large enough n. Proof. Let G be isomorphic to a permutation group without fixed points on [m] for some m ∈ N + . Let t = 2r(m! − 1)m/m! + 1. In the same way as we proved Corollary 2.6, but using Proposition 9.4 instead of Proposition 2.3, we get lim n→∞ {M ∈ S n : G ≤ Aut(M) and spt(M) ≤ t)} {M ∈ S n : G ≤ Aut(M)} = 1.
By Proposition 3.5 the sought after T exists.
Theorem 9.7. For each result in the previous sections which, for some sequence S ′ n ⊆ S n , n ∈ N + , and set X ⊆ S that is closed under isomorphism, can be stated in the form Remark 9.8. The statement in Theorem 9.7 that we get exactly the same limit c in both the labelled and unlabelled case may seem counter intuitive, because we consider structures with a nontrivial automorphism. Roughly speaking, the reason why we indeed get exactly the same limit in the labelled and the unlabelled case is that for each S ′ = n∈N + S ′ n considered, there is p such that S ′ n ∼ S ′ n ∩ S n (spt * ≤ p) and therefore Lemma 9.3 can be applied in the proof of Theorem 9.7.
Example 9.9. Here are three examples of applications of Theorem 9.7. (i) Let t ≥ 2, let ϕ be a sentence and let X ϕ = M ∈ S : M |= ϕ .
By Theorem 8.2, S n (spt ≥ t) ∩ X ϕ S n (spt ≥ t) converges to some 0 ≤ c ≤ 1 as n → ∞. Now Theorem 9.7 implies that lim n→∞ S n (spt ≥ t) ∩ X ϕ S n (spt ≥ t) = c.
(ii) Let G be a finite group, ϕ a sentence and X ϕ as above. By Theorem 8.2,
Finally we have
S n (spt * ≥ p + 1) ∩ S ′ n ∩ X S ′ n which tends to c as n → ∞, because of (9.12) and (9.10) . This concludes the proof of Theorem 9.7.
