Various existence, multiplicity, and nonexistence results for nontrivial solutions to a nonlinear discrete fourth-order Lidstone boundary value problem with dependence on two parameters are given, using a symmetric Green's function approach. An existence result is also given for a related semipositone problem, thus relaxing the usual assumption of nonnegativity on the nonlinear term.
Introduction to the fourth-order discrete problem
Recently there has been a large amount of attention paid to fourth-order differential equations that arise from various beam problems [4, 6, 11, [16] [17] [18] [19] 21] . Similarly there has been a parallel interest in results for the analogous discrete fourth-order problem, for example [5, 20] , and in particular the discrete problem with Lidstone boundary conditions [1, [12] [13] [14] [15] . In what follows we seek to enrich the discussion found in the above cited literature by exploring two additional aspects of the discrete fourth-order Lidstone problem heretofore not considered, namely explicit dependence on two parameters and a semipositone result (relaxing the nonnegative assumption on the nonlinearity).
With this goal in mind, we introduce the nonlinear discrete fourth-order Lidstone boundary value problem with explicit parameters b and k given by d À 1; dg, and b > 0 and k > 0 are real parameters; specific assumptions on the nature of the nonlinearity f will be made clear in the sequel. Boundary value problem (1.1) can be viewed as a discretization of the differential equations case studied in the papers cited previously and the references therein. Indeed, over the real unit interval [0, 1] , the boundary value problem (1.1) becomes y ð4Þ À by 00 ¼ kf ðt; yÞ; 0 6 t 6 1;
yð0Þ ¼ 0 ¼ y 00 ð0Þ; yð1Þ ¼ 0 ¼ y 00 ð1Þ:
(
In our discrete version we will employ a symmetric Green's function approach, and apply fixed point theorems due to Krasnosel'skiȋ, and Leggett where ' is given in (2.7) in terms of b. 
we have
G 2 ðt; sÞG 1 ðs; zÞf ðz; yðzÞÞ; ð3:2Þ
and by Lemma 2.1 the fixed points of A k are solutions of boundary value problem (1.1). We first employ below the following theorem, due to Krasnosel'skiȋ [8] .
Theorem 3.1. Let S be a Banach space, P # S be a cone, and suppose that X 1 , X 2 are bounded open balls of S centered at the origin, with B 1 & X 2 . Suppose further that A : P \ ðB 2 n X 1 Þ ! P is a completely continuous operator such that either kAuk 6 kuk; u 2 P \ @X 1 and kAuk P kuk; u 2 P \ @X 2 ;
or kAuk P kuk; u 2 P \ @X 1 and kAuk 6 kuk; u 2 P \ @X 2 holds. Then A has a fixed point in P \ ðB 2 n X 1 Þ.
Before we proceed to our first results we must mention some of the conditions we will impose on the nonlinearity f in (1.1). We note here that in the remainder of this section we assume some combination of
; 1Þ ! ½0; 1Þ is continuous with f ðÁ; yÞ > 0 for y > 0; ðH 2 Þ f ðt; yÞ ¼ gðtÞwðyÞ, where g : ½a þ 1; b À 1 Z ! ½0; 1Þ with P bÀ1 z¼aþ1 gðzÞ > 0, and w : ½0; 1Þ ! ½0; 1Þ is continuous with wðyÞ > 0 for y > 0; ðH 3 Þ f ðt; yÞ ¼ gðtÞwðyÞ, where g as in ðH 2 Þ, w : ½0; 1Þ ! ð0; 1Þ is continuous and nondecreasing, and there exists h 2 ð0; 1Þ such that wðjyÞ P j h wðyÞ for j 2 ð0; 1Þ and y 2 ½0; 1Þ.
Theorem 3.2. Assume ðH 1 Þ. Suppose further that there exist positive numbers 0 < r < R < 1 such that for all t 2 ½a þ 1; b À 1 Z , the nonlinearity f satisfies ðH 5 Þ f ðt; yÞ 6 y kMðbÀaÀ1Þ 2 for y 2 ½0; r, and f ðt; yÞ P y krmðbÀaÀ1Þ 2 for y 2 ½R; 1Þ.
Then (1.1) has a nontrivial solution y such that, for r as in (2.8), rr 6 yðtÞ 6 R=r; t 2 ½a þ 1; b À 1 Z :
Proof. If y 2 P, then A k yðaÞ ¼ 0 ¼ A k yðbÞ by Lemma 2.1, and A k yðtÞ P r j A k y j for t 2 ½a þ 1; b À 1 Z by Lemma 2.2. Consequently, A k ðPÞ & P. Moreover, A k is completely continuous using standard arguments. Define bounded open balls centered at the origin by
For y 2 P \ @X 1 so that j y j¼ r, we have
G 2 ðt; sÞG 1 ðs; zÞf ðz; yðzÞÞ 6
yðzÞ 6 kyk for t 2 ½a þ 1; b À 1 Z . Thus, j A k y j6j y j for y 2 P \ @X 1 . Similarly, let y 2 P \ @X 2 , so that j y j¼ R 0 . Then
yðzÞ P kyk:
Consequently, kA k yk P kyk for y 2 P \ @X 2 . By Theorem 3.1, A k has a fixed point y 2 P \ ðB R0 n X 1 Þ; which is a nontrivial solution of (1.1), such that r 6 kyk 6 R 0 . Using the fact that y 2 P and the definition of r in (2.8), the bounds on y follow. h
The proof of the next theorem is similar to that just completed.
Theorem 3.3. Assume ðH 1 Þ. In addition, suppose that there exist positive numbers 0 < r < R < 1 such that for all t 2 ½a þ 1; b À 1 Z , the nonlinearity f satisfies ðH 6 Þ f ðt; yÞ 6 y kMðbÀaÀ1Þ 2 for y 2 ½R; 1Þ, and f ðt; yÞ P y krmðbÀaÀ1Þ 2 for y 2 ½0; r.
Then (1.1) has a nontrivial solution y such that rr 6 yðtÞ 6 R=r; t 2 ½a þ 1; b À 1 Z :
With an additional assumption one can prove the existence of at least two nontrivial solutions to (1.1). The proofs are modifications of the proof in Theorem 3.2and are omitted.
Theorem 3.4. Assume ðH 1 Þ. In addition, suppose that there exist positive numbers 0 < r < N < R < 1 such that for all t 2 ½a þ 1; b À 1 Z , the nonlinearity f satisfies
2 for y 2 ½rN; N, and f ðt; yÞ P y krmðbÀaÀ1Þ 2 for y 2 ½0; r [ ½R; 1Þ.
Then (1.1) has at least two nontrivial solutions y 1 , y 2 such that ky 1 k < N < ky 2 k, and rr 6 y 1 ðtÞ < N; rN < y 2 ðtÞ 6 R=r; t 2 ½a þ 1; b À 1 Z : Theorem 3.5. Assume ðH 1 Þ. In addition, suppose that there exist positive numbers 0 < r < N < R < 1 such that for t 2 ½a þ 1; b À 1 Z , the nonlinearity f satisfies Then (1.1) has at least two nontrivial solutions y 1 , y 2 such that ky 1 k < N < ky 2 k, and rr 6 y 1 ðtÞ < N; rN < y 2 ðtÞ 6 R=r; t 2 ½a þ 1; b À 1 Z :
The next theorem allows us to summarize the above results thus far in terms of k. and R such that r < R and f ðt; yÞ 6 g 1 y for y 2 ½0; r; f ðt; yÞ 6 g 2 y for y 2 ½R; 1Þ 
Proof. This proof is modelled after [ 
Then y 2 P and yðtÞ > 0 for t 2 ½a þ 1; b À 1 Z . By ðH 3 Þ we have wð0Þ > 0 with w nondecreasing. Thus for t 2 ½a þ 1;
gðzÞ ¼ mwð0ÞL k for m in (2.9) and L k in (3.6), and 
From the monotonicity of A k and (3.5) we see that on ½a þ 1; b À 1 Z we have 
ð3:8Þ
Clearly u 1 ¼ dv 1 on ½a À 1; b þ 1 Z . Assume (3.8) holds for k ¼ n; then, from the monotonicity of A k and (3.5) we obtain 
As a result, there exists a function y 2 P such that
and y is a nontrivial solution of (1.1). If there exist two nontrivial solutions y 1 and y 2 of (1.1), then A k y 1 ðtÞ ¼ y 1 ðtÞ and A k y 2 ðtÞ ¼ y 2 ðtÞ for t 2 ½a À 1; b þ 1 Z . Then there exists an a > 0 such that y 1 P ay 2 on ½a; b Z ; set a 0 ¼ supfa : y 1 ðtÞ P ay 2 ðtÞg. Then a 0 2 ð0; 1Þ, and y 1 ðtÞ P a 0 y 2 ðtÞ for t 2 ½a; b Z . If a 0 < 1, then, from ðH 3 Þ, wða 0 y 2 ðtÞÞ > a 0 wðy 2 ðtÞÞ on ½a; b Z . This, together with the monotonicity of w, implies that
Thus, we can find s > 0 such that y 1 ðtÞ P ða 0 þ sÞy 2 ðtÞ on ½a; b Z , which contradicts the definition of a 0 . Hence, y 1 ðtÞ P y 2 ðtÞ for t 2 ½a; b Z . Similarly, we can show that y 2 ðtÞ P y 1 ðtÞ for t 2 ½a; b Z . Therefore, (1.1) has a unique solution.
Using exactly the same argument as in the second part of the proof of [10, Theorem 6], we can show that (i), (ii), and (iii) hold. The details are omitted here. This completes the proof of the theorem. h
Existence of three solutions
In this section we employ the Leggett-Williams Theorem [9] to establish the existence of at least three nontrivial solutions to (1.1). Before proceeding to the theorem, however, we first introduce some notation.
A map w is a nonnegative continuous concave functional on a cone P if it satisfies the following conditions:
(i) w : P ! ½0; 1Þ is continuous; (ii) w fx þ ð1 À fÞy ð Þ P fwðxÞ þ ð1 À fÞwðyÞ for all x; y 2 P and 0 6 f 6 1.
Take the same cone P in (3.1) as before, and let P c :¼ fy 2 P : kyk < cg and Pðw; q; dÞ :¼ fy 2 P : q 6 wðyÞ; kyk 6 dg:
The following theorem is due to Leggett and Williams [9] .
Theorem 4.1. Let P be a cone in the real Banach space S, A : P c ! P c be completely continuous and w be a nonnegative continuous concave functional on P with wðyÞ 6 kyk for all y 2 P c . Suppose there exists 0 < p < q < d 6 c such that the following conditions hold:
(i) fy 2 Pðw; q; dÞ : wðyÞ > qg-; and wðAyÞ > q for all y 2 Pðw; q; dÞ;
(ii) kAyk < p for kyk 6 p; (iii) wðAyÞ > q for y 2 Pðw; q; cÞ with kAyk > d.
Then A has at least three fixed points y 1 , y 2 , and y 3 in P c satisfying: ky 1 k < p; wðy 2 Þ > q; p < ky 3 k with wðy 3 Þ < q:
Let the nonnegative continuous concave functional w : P ! ½0; 1Þ by defined by wðyÞ ¼ min t2½aþ1;bÀ1 Z yðtÞ; y 2 P; ð4:1Þ
note that for y 2 P, 0 < wðyÞ 6 kyk by the choice of cone P in (3.1).
Theorem 4.2. Assume ðH 1 Þ. Suppose that there exist constants 0 < p < q < q=r 6 c such that, for t 2 ½a þ 1; has at least three nontrivial solutions y 1 , y 2 , y 3 satisfying ky 1 k < p; q < wðy 2 Þ; ky 3 k > p with wðy 3 Þ < q;
where w is given in (4.1).
Proof. Define the operator A k : P ! S as in (3.2). As mentioned in the proof to Theorem 3.2, A k : P ! P and A k is completely continuous. We now show that all of the conditions of Theorem 4.1 are satisfied. For all y 2 P we have wðyÞ 6 kyk. If y 2 P c , then kyk 6 c and assumption ðH 11 Þ implies f ðz; yðzÞÞ 6 c=ðkMðb À a À 1Þ 2 Þ for z 2 ½a þ 1; b À 1 Z . As a result, Mðb À a À 1Þ 2 ¼ c:
In the same way, if y 2 P p , then assumption ðH 9 Þ yields f ðt; yðtÞÞ < p kMðbÀaÀ1Þ 2 for t 2 ½a þ 1; b À 1 Z ; as in the argument above, it follows that A k : P p ! P p . Hence, condition (ii) of Theorem 4.1 is satisfied. To check condition (i) of Theorem 4.1, choose y P ðtÞ q=r for t 2 ½a þ 1; b À 1 Z . Then y P 2 Pðw; q; q=rÞ and wðy P Þ ¼ wðq=rÞ > q, so that fy 2 Pðw; q; q=rÞ : wðyÞ > qg-;. Consequently, if y 2 Pðw; q; q=rÞ, then q 6 yðzÞ 6 q=r for z 2 ½a þ 1; b À 1 Z . From assumption ðH 10 Þ we have that f ðz; yðzÞÞ > q kmðb À a À 1Þ 2 for all z 2 ½a þ 1; b À 1 Z ; we see that
Thus we have wðA k yÞ > q; y 2 Pðw; q; q=rÞ;
so that condition ðiÞ of Theorem 4.1 holds. Lastly we consider Theorem 4.1 ðiiiÞ. Suppose y 2 Pðw; q; cÞ with kA k yk > q=r. By the definitions of w and the cone P,
An application of Theorem 4.1 yields the conclusion. h
Semipositone result
In this section we establish the existence of at least one nontrivial solution for the boundary value problem (1.1), with modified conditions on the nonlinearity f given as follows: uniformly on ½t 1 ; t 2 Z ; ðH 13 Þ there exists B > 0 such that f ðt; yÞ P ÀB for all t 2 ½a þ 1; b À 1 Z and all y P 0.
We remark that ðH 12 Þ is a superlinear type of condition, whereas ðH 13 Þ allows f ðt; yÞ to be semipositone. The next lemma is needed in the derivation of the main result of this section. These techniques are modeled after Bai and Xu [2] .
Lemma 5.1. Let y 1 be the unique nontrivial solution of the linear boundary value problem where r is given in (2.8) , m is given in (2.9), and M is given in (2.10).
Proof. The conclusion is immediate from Lemma 2.2. h
We will now apply Theorem 3.1 to obtain our main result in this section. Again let the Banach space be denoted S and the cone P as in (3.1). then the boundary value problem (1.1) has a nontrivial solution y Ã .
Proof. Let xðtÞ ¼ kBy 1 ðtÞ. We will show that the following boundary value problem has a nontrivial solution. Thereafter we will obtain a nontrivial solution for the boundary value problem 1.1. The problem (5.4) is equivalent to the fixed point equation A k yðtÞ ¼ yðtÞ for A k given in (3.2). We will prove, by Theorem 3.1, that A k has a fixed point in P.
We proceed as in the proof of Theorem 3.2. Let X 1 ¼ fy 2 S : kyk < rg; for y 2 P \ @X 1 , we have kyk ¼ r and Thus, kA k yk 6 kyk for y 2 P \ @X 1 . Now let K be a positive real number such that This shows that kA k yk P R ¼ kyk for y 2 P \ @X 2 . It now follows from Theorem 3.1 that A k has a fixed point u Ã 2 P with r 6 ku Ã k 6 R. Further, using (5.2) and Lemma 2.2, we get for t 2 ½a þ 1; b À 1 Z that u Ã ðtÞ P rku Ã k P rr P kM 2 ðb À a À 1Þ 2 Br=m P kBy 1 ðtÞ ¼ xðtÞ:
Therefore, let us define y Ã ðtÞ :¼ u Ã ðtÞ À xðtÞ P 0; t 2 ½a þ 1; b À 1 Z :
We will prove that y Ã is in fact a nontrivial solution of the boundary value problem (1.1 The proof is complete. Ã
