Loss tomography has received considerable attention in recent years and a large number of estimators based on maximum likelihood (ML) or Bayesian principles have been proposed for the tree topology. In contrast, there has been no maximum likelihood estimator (MLE) proposed for the general topology although there has been enormous interest to extend the estimators proposed for the tree topology to the general one. In this paper, we propose a MLE for the general topology that consists of a divide and conquer strategy, two estimators, and an estimation order. The three components together ensure the estimate obtained for each link is the maximum likelihood one. Apart from the MLE, the statistical properties of the estimators are presented, including minimum-variance unbiasedness, consistence and asymptotically efficiency. In addition to the proof of the superiority of the proposed estimator over the previous ones, a simulation study is conducted to verify the theoretical result.
I. INTRODUCTION
Network characteristics, such as link-level loss rate, delay distribution, available bandwidth, etc. are valuable information to network operations, development and researches. Because of this, a considerable attention has been given to network measurement, in particular to the large networks that cross a number of autonomous systems, where security concerns, commercial interests, and administrative boundary make direct measurement impossible. To overcome the restrictions, network tomography was proposed in [1] , where the author suggests the use of end-to-end measurement and statistical inference to accomplish the task that is impossible for direct measurement. Many works have been reported since then that can be divided into a number of areas, such as loss tomography [2] , delay tomography [3] - [7] , and loss pattern tomography [8] , etc., depending on the characteristic of interest. This paper is focused on loss tomography and aims at proposing a MLE for such networks that have general structures since there has been no MLE reported in this area.
Using an active approach to find the loss rates of a network, we need to send probing packets, called probes, from some end-nodes called sources to the receivers located on the other side of the network, where the paths connecting the sources to the receivers cover the links of interest. To make the probes received informative, multicast or unicast-based multicast proposed in [9] , [10] is used to send probes from a source to a number of receivers that makes the observations of any two receivers correlated in some degree. As a result, the networks of interest must fall into the tree topology and the degree of correlations is formulated into a likelihood function to determine the loss rates of the links/paths in a network. A large number of estimators Weiping Zhu is with University of New South Wales, Australia have been proposed on the basis of the principle discussed above for the tree topology [2] , [8] , [10] - [17] . The success of the approach on the tree topology sparks an enormous interest to extend the principle from the tree topology to the general one since the networks of interest may not always be in the tree topology. As a result, a number of attempts have been carried out in recent years and all of them tend to use the estimators proposed for the tree topology directly on the networks decomposed from of a general network. Among the attempts, [2] is the most cited one that uses the estimator proposed in [11] to estimate the loss rates of a network covered by a number of multicast trees that are partially overlapped each other. For the links covered by a number of multicast trees, a number of estimates are obtained that are different from each other. To resolve the differences among the estimates, a weighted average over the estimates is used as the estimate of the link. However, experiments show the estimates obtained in this way are neither consistent nor accurate since the estimates themselves are determined by an estimator that only considers a part of the observations. The consistence here refers to such a condition that the pass rate of a path should be equal to the product of the pass rates of the links located on the path.
To overcome the problems raised above, we in this paper propose a divide and conquer strategy to estimate the loss rates of a general network. The strategy consists of three components: a decomposition principle, two estimators, and an estimation order. The three components together not only ensure the estimate obtained is the maximum likelihood one but also ensure the estimate obtained for a path is consistent with the estimates of the links consisting of the path. In contrast to the work reported in [2] , we separate a general network into a number of sections on the basis of observations that ensures each node or link of a section observes the probes sent by the same sources. The sections can be further classified into intersections and non-intersections. The difference between the links in the two sections is that the links falling into an intersection observe the probes sent by multiple sources whereas the links in an non-intersection are only observing the probes sent by a source.
To distinguish them, we call the former shared links and the latter non-shared ones. Despite the difference, the links within the same section observe the probes sent by the same source(s) regardless of sections. In addition to the above, there is a hierarchical dependence in terms of estimation between the two type sections and the estimate of a link in an non-intersection may depend on the estimate of the corresponding intersection(s) since an intersection must occur at a subtree of two multicast trees. Therefore, we need to estimate the loss rates of the shared links first and then non-shared links since a non-shared link, if it is not a leaf link, is located either on the upstream of a shared one or on the upstream of a non-shared one. The work presented in this paper contributes to loss tomography in the following aspects: 1) A divide-and-conquer strategy is proposed to divide a general network into a number of sections according to intersection.
The strategy ensures that all available information is considered in estimation.
2) A MLE is proposed for estimating the pass rate of an intersections. The statistical properties of the estimator are presented, including maximum likelihood, concaveness of the solution space, and minimum-variance unbiasedness.
3) Apart from the MLE proposed for intersections, another estimator is proposed for the links located on the upstream of an intersection. The estimator integrates the results obtained from an intersection into the estimates of the links located on the upstream of the intersection, which ensures the consistence between the pass rate of a path and the pass rates of the links located on the path.
4) The proposed estimators are compared with the one proposed in [2] , which shows the estimator proposed for shared links not only produces more accurate estimates than that produced by the MVWA but also is at least two times more 3 efficient than the MVWA in terms of computation efficiency.
The rest of the paper is organized as follows. In Section II, we present the related works and point out the direction to find a MLE. We then introduce the assumptions and notations used in this paper in Section III. The likelihood function connecting observations to the parameters to be estimated is created and the sufficient statistic is identified in the same section. In Section IV, we propose the estimator for intersections. The statistical properties of the estimator are presented in Section V. Another estimation for the upstream links of an intersection is presented in section VI that is slightly modified from the one proposed in [11] . In Section VII we discuss the reasons that make the proposed estimator better than its predecessors. In addition, we present the result of a simulation study to verify the reasons. The last section is devoted to concluding remark.
II. RELATED WORKS, PROBLEMS AND DIRECTION

A. Related Works
Multicast Inference of Network Characters (MINC) is the pioneer of using the ideas proposed in [1] into practice, where a Bernoulli model is used to model the loss behaviors of a link. Using this model, the authors of [11] derive an estimator to estimate the pass rate of a path connecting the source to a node. The estimator is expressed in a polynomial that is one degree less than the number of descendants of the node [11] , [12] , [13] . To ease the concern of using numeric method to solve a higher degree polynomial (> 5), the authors of [15] propose an explicit estimator that has the same asymptotic variance as that obtained by the polynomial to first order, it is not a MLE and there is a noticeable difference between the estimates obtained by the two estimators if only a small number of probes are observed. Recently, [18] proposes a series of explicit estimators for the tree topology that are more efficient than that proposed in [15] .
Considering the unavailability of multicast in some networks, Harfoush et al. and Coates et al. independently proposed an alternative that uses a number of unicast packets to mimic a multicast [9] , [10] . Coates et al. also suggested the use of the EM algorithm to estimate link-level loss rates. In addition, Rabbat et al. in [19] consider network tomography on general networks and find a general network comprised of multiple sources and multiple receivers can be decomposed into a number of 2 by 2 components. The authors further proposed the use of the generalized likelihood ratio test to identify network topology. To improve the scalability of an estimator, Zhu and Geng propose a bottom up estimator for the tree topology in [20] , which is found to be topology independent in [16] . The estimator adopts a step by step approach to estimate the loss rate of a link, one at a time from bottom up. Despite the effectiveness, scalability, and extensibility to the general topology, the estimate obtained by the estimator is not the MLE because the statistics used by the two estimators are not sufficient ones.
Apart from the estimators proposed for the tree topology, there have been a number of attempts to extend loss tomography to the general topology and the work reported in [2] is the representative of those attempts. Rather than considering the multicast trees used to cover a general network as a whole, the authors of [2] consider each of them independently in order to use the the estimator proposed in [11] to estimate the loss rate of a link. As a result, a number of estimates are obtained for a shared link and each of them is different from one another because of different observations. In order to have an estimate for a link, a kind of mean, called minimum variance weighted average (MVWA), is computed as the estimate of a shared link. The authors of [2] compare the result received from the MVWA with that obtained by an iterative procedure, i.e. the EM, and find the estimates obtained by the EM are more accurate than that obtained by the MVWA if the sample size is small. Nevertheless, the authors could not confirm whether the estimates obtained by EM algorithm are MLEs since there is no proof that the search space is concave.
B. Problems and Direction
The fundamental difference between a general network and a tree one is that a node in the former can have more than one parents. If the same probing technique as previous is used to estimate the loss rate of a link in a general network, we need to use a number of multicast trees to cover the links of a general network, where the multiple trees are overlapped at the nodes that have multiple parents. If probes are multicast from sources to receivers as before, various inconsistent observations between the receivers are created, i.e. different receivers may observe probes sent by different sources. At this moment there is a lack of likelihood functions that can connect the parameter to be estimated to inconsistent observations. Previous works, including [2] , tend to divide inconsistent observations into consistent ones by isolating the observations created by a source into a group and use the estimators developed for the tree topology to estimate the loss rate of a link. The problem of those approaches, as stated, is the difference between the estimates obtained for a shared link since they are obtained from a part of the observation created by all of the sources. The estimates are then different from each other unless an infinite number of probes are sent by each source that would be too expensive. To solve the problems without increasing the cost, or more precisely to have a more accurate estimate with less cost, we need to have an estimator(s) that considers all available information in estimation and we need a different way to divide inconsistent observations into consistent groups.
III. ASSUMPTION, NOTATION, AND STATISTICS
A. Assumption
A similar assumption as that presented in [1] , [11] is used in this paper, which assumes the probes sent in an experiment are independent from each other, the losses occurred on the links are temporal and spatial independent, the path from a source to a receiver remains the same during the experiment, and the traffic of the network remains statistically stable. Given the above, the observations obtained at a receiver are considered independent identical distributed (i.i.d.) and the likelihood function of the observations is equal to the product of the individual ones. To determine the parameter(s) embedded into the likelihood function, either ML or Bayesian principle can be used by an estimator, where the sufficient statistics play a crucial role in terms of the efficiency of the estimator.
B. Notation
To make the following discussion rigorous, a large number of symbols are used in the following discussion that may overwhelm some of the readers who are not familiar with loss tomography. To avoid this, the symbols are gradually introduced through the paper, while the frequently used symbols are introduced here and the others will be brought up later when needed.
In addition, the most frequently used symbols and their meanings are presented in Table I for quick reference.
Let N = {T 1 , T 2 , ··, T k } be the general network of interest that is covered by T i , i ∈ {1, ··, k}, where T i is the multicast tree having source i attached at its root. Let S = {1, 2, ··, k} represent all of the sources attached to N . T i and T j , i, j ∈ S and i = j, can be partially overlapped, where the largest overlap between them is called the intersection of them, where the root of an intersection is called the joint node that has more than one parents. J is used to denote all of the joint nodes in N and S(i), S(i) ⊂ S, i ∈ J is used to denote all of the sources that send probes to the intersection rooted at node i. In addition,
we use V and E to denote the nodes and links in N , respectively. Each member of V and E has a unique number. Apart from the above, |V | and |E| are used to denote the number of nodes and the number of links in V and E, respectively. In contrast to S and S(i), R is used to denote all of the receivers attached to N and R(i) is used to denote the receivers attached to the subtrees rooted at node i.
In the tree topology, we normally make such an arrangement that link i points to node i. Given this arrangement, the multicast subtree rooted with link i is equal to the subtree rooted at node i plus link i. However, such a correspondence between multicast subtrees and subtrees is no longer possible in the general topology since a node can have multiple parents.
If we use T (i), i ∈ V to denote the subtree rooted at node i and T L(i), i ∈ E to denotes the multicast subtree that has link i as its root link, we cannot conclude that ∀i,
we cannot assure that ∀i, R(i) = RL(i) since there is no correspondence between node i and link i in a general network.
Since a node in N can have a number of descendants and a number of parents., we use d i to denote the descendants attached to node i and use f s 1 (i), simply f s (i), to denote the parent of node i that is located on the path from node i upward to s and f s l (i) is used to denote the ancestor that is l hops away from node i upward to source s. Further, let a(s, i) = {f To estimate the loss rates, we need to send probes from S to R. Let n s , s ∈ S, be the number of probes sent by source s to the receivers attached to T s . Each probe, say o, gives rise of an independent realization X s (o) of the passing process X s at the links transmitting the probe, which is also recorded at the nodes that transmits the probe unless it is a leaf node. If 
Further, let Ω = {Ω s |s ∈ S} denote the observation obtained in an experiment. Given Ω, we are able to infer the states of some nodes for some probes and the principle used in the inference is Y
C. Section, Dependency and inspiration
As stated, the multicast trees used to cover a general network can be divided into a number of sections on the basis of intersections, where the receivers attached to a section observe the probes sent by the same sources. The sections are in two different forms: tree and multicast tree, where the former is from the intersections created by the multicast trees and the latter is from the rest of the multicast trees. Using virtual paths to connect the sources sending probes to an intersection, we have a new structure called multi-source tree for the former. For instance, a general network as Fig. 1 can be divided into three sections as Fig. 2 , where two virtual paths are added to connect the two sources to the intersection. It is clear that the estimates of the two multicast trees depend on the estimate of the multi-source tree. Thus, we need to estimate the pass rate of the intersection first and then use the estimate received to estimate the loss rates of the links located on the upstream of the intersection. The estimation order ensures the estimates obtained are accurate and consistent. To have an estimator as discussed, we need to have a likelihood function for a multi-source tree that considers all of the probes sent by the sources. If the likelihood function leads to a likelihood equation that is solvable and the solution is unique, the solution may be the maximum likelihood estimate.
D. Statistics and Likelihood Function for Multi-source Tree
Given the above, a set of basic statistics are proposed here that are the components of the sufficient statics proposed latter in this section. The basic statistic is defined as the number of probes sent by source s and observed by R(i), which is expressed by:
Based on the assumption made at the beginning of this section, the probing process for intersection i from S(i) to R(i)
can be modelled as a Bernoulli process and illustrated in Fig. 3 , where S(i) send probes to R(i) via node i. Apart from the symbols defined above, we have a few more here for the likelihood function of the multicast tree created from intersection i,
where Ω(i) = {Ω s (i)|s ∈ S(i)} is used to denote the observation of R(i), A(s, i) is used to denote the pass rate of the path connecting s, s ∈ S to node i, and β i to denote the pass rate of T (i). We then have the likelihood function of the passing
process for Ω(i), i ∈ J as follows:
(2) expresses such a probability that given β i to be a unknown parameter generates Ω(i). Note than A(s, i) and β i are related
The likelihood function differs from that used in the tree topology by considering all of the probes sent by S(i). Because of the difference, the statistics used in the likelihood function consist of {n i (s)|i ∈ V, s ∈ S(i)}. We will prove the collection is the sufficient statistic for the multi-source tree in III-E. 
E. Sufficient Statistics
The sufficient statistic of the likelihood function as (2) consists of a vector of n i (s), s ∈ S(i), i ∈ J. Let t i denote the sufficient statistic, we have
Rather than using the factorisation theorem to prove the sufficiency of t i , we use the mathematic definition of a sufficient statistic to prove this and have the following theorem. Proof: According to the definition of sufficiency, we need to prove
is independent of β i , that can be achieved in three steps.
1) Given (2), we have:
2) Considering Y s i the sample space that has n i (s), we have a binomial distribution
and
3) Given the above, we have
which is independent of β i . Then, t i is the sufficient statistics to the multi-source tree.
Apart from the sufficiency, n i (s), as defined in (1), is the number of the probes, sent by s and reaching R(i), where each probe is counted once and once only regardless of how many receivers observe it. Therefore, n i (s) is a minimal sufficient statistic.
It is easy to prove that the sum of n i (s), s ∈ S(i) is the sufficient statistic of the likelihood function of (2) if we turn (2) into the log-likelihood format.
IV. GENERAL TOPOLOGY AND ITS ESTIMATOR
As stated, the divide and conquer strategy divides a general network into a number of sections consisting of multicast trees and trees, where the former depends on the latter in terms of estimation. Therefore, we need to find an estimator for the multi-source tree first. This section is devoted to find such an estimator.
A. Maximum Likelihood Equations
To simplify the following discussion, we name the multi-source tree built from intersection i as multi-source tree i . Given the fact that the elements in S(i), i ∈ J are greater than 1, there are more than one paths from S(i), via node i, to R(i). From (2), we have the following theorem to connect A(s, i), s ∈ S(i) to β i .
Theorem 2.
The maximum likelihood estimate of β i , i ∈ J is equal to
Proof: Given the likelihood function presented in (2), it is easy to convert it into the log-likelihood function as follows:
Differentiating the log-likelihood function with respect to (wrt) β i and letting the derivative be 0, we have
Then, we have (9), which follows Bernoulli distribution, a member of the exponential family with β i as the natural parameters.
Then, based on the results about the exponential families, such as [21] , β i is the MLE of β i .
Apart from theorem 2, we have another theorem for the MLE of A(s, i), which is:
Theorem 3. The maximum likelihood estimate of the pass rate of the path connecting s to intersection i is equal to
Proof: Differentiating (10) wrt. A(s, i), s ∈ S(i) and setting the derivate be 0, we have (12).
Although we have the two formulae for β i and A(s, i), s ∈ S(i), respectively, we could not solve either of them since they are dependent. Thus, we need to consider other correlations to formulate the problem and derive a formula that is solvable.
B. Estimator of Multi-source Tree
Before deriving an estimator for multi-source tree i, we introduce a lemma first twidehat assures there is a unique solution for the estimator in the form of 1 − x = i (1 − c i x).
Lemma 1. If
there is a unique solution to
that is strictly concave on [0, 1]. Since h(0) = h(1) = 0, the theorem follows.
Given the estimation order, β i , rather than A(s, i), should be estimated first. The details of the estimator are presented in the following theorem.
Theorem 4. Let β i be the pass rate of the intersection rooted at node i, i ∈ J. There is a polynomial, H(β i , S(i)), as
follows:
2) There is a unique solution to the polynomial if
Proof: Let α j be the pass rate of the link that ends at node j. We then have:
where the LHS is the loss rate of T (i) and the RHS is the product of T L(j), j ∈ d i .
Considering
be the number of probes reaching node i, we havê
Putting (15) into (14), we have
Applying lemma 1 on (13), we have the second point.
Given β i , A(s, i), s ′ ∈ S(i) can be obtained by (12) . We can use an iterative method, such as the EM or Newton-Raphson, to approximate the unique solution of (13) . This ensures that the estimate obtained by the EM algorithm is the MLE. Then, there should not be surprised that the estimate obtained by the EM outperforms that obtained by the MVWA in [2] . In fact, this conclusion can be obtained directly from (10) since the solution space is strictly concave.
V. STATISTICAL PROPERTY OF THE ESTIMATOR
(13), as the likelihood equation for the multi-source tree, plays the key role in determining the estimate, i.e. β i , that sets up the foundation to extend loss tomography to the general topology. To evaluate (13) , a statistical analysis is necessary. In this section, we prove two theorems first which show that (13) is not only a general estimator that can be used for trees and multi-source trees but also the minimum-variance unbiased estimator (MVUE). Other statistical properties, such as those presented in [11] , can be obtained by either revisiting those properties presented in [11] or validating (13) having the same features as that proposed in [11] . Considering the similarity between the two estimators in terms of their structures, we take the latter approach that avoids simply reproducing the same results as that presented in [11] .
A. Generalization (13) should be applicable to the tree topology and we have the following theorem.
Theorem 5. (13) is applicable to the tree topology.
Proof: Let N = {T } and there is a source s attached to the root of T . For node i, i / ∈ R, we have S(i) = {s} and (13) is transformed as follows:
If the s occurred in the last equation refers to the single source of the tree topology, we have an equation that is equivalent to H(A i , i) presented in [11] .
B. Minimum-Variance Unbiased Estimator (MVUE)
It is known that if a MLE is a function of the sufficient statistic, it is asymptotically unbiased, consistent and asymptotically efficient. Thus, the estimate obtained by (13) has all of these properties. In addition, we have the following theorem for the estimator.
Theorem 6. The estimator proposed for intersections is a MVUE and the variances of the estimates reach the Cramér-Rao bound.
Proof: The proof is based on Rao-Blackwell Theorem [22] that states that if g(X) is any kind of estimator of a parameter θ, then the conditional expectation of g(X) given T (X), where T (x) is a sufficient statistic, is typically a better estimator of θ, and is never worse. Further, if the estimator is the only unbiased estimator based on T (x), then, the estimator is the MVUE.
We can prove β i , i ∈ J obtained by (13) is an unbiased estimate from (9) , where the denominator is the total number of probes reaching node i and the nominator is the total number of probes observed by R(i). Clearly, β i is the sample mean that can be written as
where n * i = s∈S(i) n s A(s, i) is the number of probes reaching node i. We then have
Considering the assumption made on the loss process of a link or a path, i.e. it follows Bernoulli distribution, β i is a unbiased estimate of β i . In addition, the statistics used in estimation has been proved to be the sufficient statistics. Applying RaoBlackwell theorem, we have the first part of the theorem. Based on the results presented in [23] , it is easy to prove the variance
A(s, i) Fig. 4 . Transformation of the estimates are equal to Cramér-Rao low bound since (10), the likelihood function, belongs to the standard exponential family.
Given (13), we are able to estimate β i and then A(s, i), i ∈ J that are the MLEs. Once knowing β i and A(s, i), i ∈ S, a network of the general topology can be divided into a number of independent trees, including the multicast trees. Thus, all of the results obtained in [11] , such as the best asymptotically normal estimate (BANE), hold here for the estimates obtained from (13) and the subsequent operations since there are bijections between β i and A(s, i), s ∈ S(i), i ∈ V and between α i and A(s, i).
C. Other Properties
Theorem 5 states such a fact that (18) presented in [11] is a special case of (13) and shares the same structure as (13).
(13) differs from (18) by switching the parameter to be estimated from A(s, i), s ∈ S(i) to β i . Meanwhile, Ω(i), instead of Ω s (i), is used in (13) to connect β i to observation. The transformation from A(s, i) to β i is equivalent to merge all of the sources in S(i) into a virtual source (VS) as shown in Fig. 4 that sends probes to T (i). Among the probes sent by VS, there are n * i reaching node i. Although n * i is unknown, we use (15) to replace it by the observations of R(i) and R(j), j ∈ d i that overcomes the inability of (18) in terms of handling multiple sources. Apart from estimating different parameters, (13) and (18) are identical. Therefore, we can conclude that all of the results obtained in [11] for (18) hold here for the estimates obtained by (13) , including the statistical properties.
VI. ESTIMATOR FOR SINGLE SOURCE TREE
Although (13) is derived to estimate β i , i ∈ J, it can be used to estimate β j , j ∈ T (i) j ∈ V . Therefore, the loss rates of the links within T (i), i ∈ J can be obtained. We then need an estimator for the loss rates of the links located in the upstreams of an intersection that is more complicated than initial thought.
Given β i , i ∈ J, we can start to estimate the loss rates of other links, in particular for those ending at a(i). To be consistent with β i , β i needs to be a part of the estimator. To achieve this, the second phase of the divide-and-conquer strategy is required. 
A. Divide and Conquer
The second phase of the divide-and-conquer strategy is based on the d-separation, developed for Bayesian graphic model [24] , to decompose a network into a number of subtrees since N is a Bayesian network under the assumption made in Section I and III. Applying the d-separation at {j|j ∈ J}, we have a number of subtrees that can be further divided into two classes, one consists of those that have ∃j, j ∈ J as leaf node(s) and the other consists of those that have j as the root node. For the two classes, the former is called ancestor class of node j and the latter called the descendant class of node j. An estimator is needed for the ancestor class because of the dependence stated previously. For example, if Fig. 1 is divided into four subtrees as shown in Fig. 5 , the subtrees rooted at node 0 and node 16 fall into the ancestor class while the other two rooted at node 2 fall into the descendant class.
B. Estimators of Decomposed Subtrees
Regardless of the classes, the pass rates of the paths within a subtree obtained from the d-separation can be estimated by an estimator proposed for the tree topology, such as (18) . However, as previously stated, for the subtrees falling into the ancestor class, we need to use a bottom-up approach to estimate the pass rates of the paths that end at a(j), j ∈ J because we only haven j (s), rather than X s j . To tackle this problem, we use a slightly modified likelihood equation as follows:
to estimate A(s, f s (j)). Note that
here replaces
from (18) . Except A(s, f s (j)), all others in (21) are either obtained previously or can be replaced by corresponding empirical values since A(s, j) is the pass rate of the path connecting s, s ∈ S(j) to node j that is obtained from (13) whereas γ f s (j) (s) and γ k (s) can be replaced by the empirical values of them. Once having A(s, f s (i)), we can move a level up toward s and use (21) again to estimate A(s, f s 2 (i)). This process continues from bottom up until reaching s. If the subtree being estimated has more than one intersections, at the common ancestor of the intersections, the RHS of (21) will have a number of the left-most terms, one for an intersection plus the product term for those that only receive probes from s. If the total number of intersections plus the number of independent subtrees is greater than 5, there is no closed form solution to (21) . Using lemma 1, we can prove there is only one solution in (0, 1) for (21) and the solution is the maximum likelihood estimate. Therefore, (13) and (21) consist of the set of maximum likelihood estimators of the general topology.
VII. DISCUSSION AND SIMULATION
A. Difference from MVWA
As stated in V-C and shown in Fig. 4 , (13) differs from (18) by switching the parameter to be estimated from A(s, i) to β i that makes (13) capable of considering all of the probes sent by S(i) to T (i), rather than only a part of them as the MVWA proposed in [2] . As a result, (13) , according to the law of large number, is more accurate than that estimated by the MVWA
is more likely to be closer to
Given the above, we can have a close look at the difference between the MVWA and (13). If the estimates obtained by the estimator used by the MVWA, i.e. the one proposed in [11] , were as good as that obtained by (13) in terms of the variance and the mean, the variance of the estimates obtained finally by the MVWA would be the same as that obtained by (13) . However, the estimates obtained by the estimator proposed in [11] are not comparable to that of the multi-source one because the former does not use all available information in estimation. In other wards, the estimates used by the MWVA have bigger variances than that obtained by (13) 
B. Limitation
The principle discussed above is available to various multi-source trees, including almost all of those presented in [25] except the few presented in Fig. 2 of [25] . To illustrate them. the figure is reproduced as the left part of Fig. 6 . Each of the subgraphs has two sources: S 1 and S 2 , and two descendants: D 1 and D 2 since the authors of [25] proved that all of multi-sources and multi-receivers networks can be divided into a number of 2 × 2 components. All of the subgraphs have a common feature that except the sources and the descendants there are other nodes having a single entry/exit. (13) is not able to estimate the loss rate of a link that is the only exit link of an internal node. This is equivalent to such an impossible task that aims at estimating the loss rates of the links that are serially connected from the observation obtained at one end.
If the situations presented in [25] occur, we need to merge the nodes having single exit/entry together. For instance, the four subgraphs presented in Fig. 6 (a)-(d) can be changed into a network as shown in Fig. 6 (f) . Then, (13) can be used to estimate the pass rate of the links connecting S 1 and S 2 to D 1 and D 2 .
C. Simulation
It is known that the fundamental object controlling convergence rates of an estimate is the Fisher Information of the estimate. According to the discussion presented in VII-A, the Fisher information for β i is directly related to the number of probes observed by R(i). Then, it is easy to prove the proposed estimator performs better than the others since all of the estimators by nature have the same structure and the difference between them is the number of probes considered in estimation.
The proposed estimator, in contrast to others, considers all of the probes reaching R(i) whereas the others, such as the MVWA, only consider the probes sent by a source at a time. Given this and the law of large number, the proposed method in theory performs better than its predecessors. Thus, the simulation presented below acts as complement to verify the analytical result.
Rather than running simulation on various networks to show the effectiveness of the proposed estimator in those circumstances, we only run a set of simulations and aim at demonstrate the superiority of the proposed estimator over the estimators proposed for the tree topology. A network as Fig. 4 (b) is selected to conduct the simulations. As stated, a multi-source tree as Fig. 4 (a) is equivalent to a uni-source one as Fig. 4 (b) if the probes sent by the multiple sources are considered together in estimating β i and the loss rates of the links in T (i). In the simulation, a 3-level binary tree is used as T (i) and the loss rates of all of the links in T (i) are set to 1%. In addition to T (i), the loss rates of the virtual links connecting the sources to T (i) are also set to 1%. Then, we have a uni-source tree that has 1% loss rate for every link in the simulations. Each of the experiments is repeatedly 20 times to have the sample mean and the sample variance of the estimates. Between the two statistics, the mean and the variance, we pay more attention on the variance because it measures the variation of the estimates to the mean. The result is presented in Table II , which shows 1) the variance decreases as the number of probes sent to receivers; and 2) the mean in general improves as the number of probes sent to receivers although there are a few slight fluctuations.
The result agrees with the analysis conducted at the beginning of this section, where 1) can be obtained directly from the Fisher information obtained from the observation of R(i). As stated, each probing process is an i.i.d. Bernoulli trial and all of the estimators share the same structure. Given the same condition,, the quality of an estimator is determined by the number of probes considered in estimation, the more the better. We then conclude the proposed estimator is better than its predecessors and the variance of the summed estimate is smaller than that of individual ones. Theoretically, if the variance of each observation of R(i), i ∈ J is identical, according to the Fisher information, the variance of the MVWA could be as small as that of the proposed estimator. However, the estimates obtained by the MVWA for the same path/link are different and have bigger variances than that obtained by (13) because of the number of probes used in estimation. As shown in Table II, the variances are constantly improved as the number of probes sent from the source. Therefore, the variance of the averaged estimate cannot be better than that of the corresponding summed estimate.
Despite there are a few fluctuations in the means presented in Table II , the mean and the variances of link 1 improve constantly as the number of probes. We can then conclude that the mean and variances of β 1 improve constantly as the number of probes. This is because there is a bijection between the pass rate of link 1 and β 1 and the product of them is equal to n 1 (s)/n s , the statistic used in estimation. Apart from the accuracy of the summed estimates, the algorithm used by the summed estimate is more efficient than that used for the averaged estimate in terms of computation complexity since the former only needs to run the root finding algorithm once, such as the Newton-Raphson algorithm, whereas the latter needs to run the same procedure a number of times, one for a source in S(i). If |S(i)| = j, the time used for the averaged estimate is j times of that used for summed estimate.
VIII. CONCLUSION
In this paper, we propose a method to extend loss tomography from the tree topology to the general one that allows a node in a network to not only have multiple descendants but also have multiple parents. The proposed method consists of a divide and conquer strategy, two estimators, and an estimation order. The divide-and conquer strategy decomposes a general network covered by a number of multicast trees into a number of sections on the basis of intersections. After the decomposition, the consistence between the observations of the receivers attached to the sections is restored and hierarchical nature between the nodes and links are rebuilt. We then have a likelihood function for the multi-source section to connect the observations of the receivers attached to a section to the unknown parameter (the pass rate of the section). From the likelihood function, we derive a MLE for the pass rate of the multi-source section. The key differences between the MLE and those proposed previously are the parameter to be estimated and the number of probes considered in estimation. In contrast to the previous estimators, the MLE considers all of the probes sent by the sources that makes it better than its predecessors. The statistical properties of the MLE are then presented, which shows it extends the features of the estimator proposed in [11] from the tree topology to the general one.
Given the support of the estimator proposed for intersections, another estimator is proposed to estimate the loss rates of the links located at the upstream of a multi-source section, Then, the estimates obtained from the multi-source section can be integrated into the estimates of the links located on the upstream of the section that make the estimates of the links on the upstream of a multi-source section consistent with those in the multi-source section.
To verify the results obtained above, a set of of simulations are conducted. The result show the estimates continuously improve in terms of mean and variance with the increase of the number of probes sent in an experiment. The result confirms the superiority of the proposed estimator over its predecessors because under the same condition the proposed estimator takes all possible information into account in estimation and subsequently leads to a more accurate estimates. Apart from accuracy, the proposed estimator is faster and cheaper than its predecessors.
Network tomography has been around for nearly 20 years and a large number of works have been done in the areas of loss tomography, delay tomography, topology tomography, etc. Unfortunately, almost all of the works are based on the tree topology although there have been enormous interesting to extend them into the general topology. Among the works dedicated to the general topology, there has been a lack of MLEs. The obstacle that blocks the progress is the lack of understanding the connection between observations and the parameter(s) to be estimated although most believe there is a need to break a general network into a number of trees. We in this paper propose a methodology for loss tomography that decomposes a general network into a number of sections on the basis of intersections. The proposed methodology can be applied to other tomographies.
