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ADE SUBALGEBRAS OF THE TRIPLET VERTEX ALGEBRA W(p):
A-SERIES
DRAZˇEN ADAMOVIC´, XIANZU LIN, AND ANTUN MILAS
Abstract. Motivated by [6], for every finite subgroup Γ ⊂ PSL(2,C) we investigate the fixed
point subalgebra W(p)Γ of the triplet vertex W(p), of central charge 1 − 6(p−1)
2
p
, p ≥ 2. This
part deals with the A-series in the ADE classification of finite subgroups of PSL(2,C). First,
we prove the C2-cofiniteness of the Am-fixed subalgebra W(p)
Am . Then we construct a family of
W(p)Am -modules, which are expected to form a complete set of irreps. As a strong support to our
conjecture, we prove modular invariance of (generalized) characters of the relevant (logarithmic)
modules. Further evidence is provided by calculations in Zhu’s algebra for m = 2. We also present
a rigorous proof of the fact that the full automorphism group of W(p) is PSL(2,C).
1. Introduction
Some of the most important examples of rational vertex algebras come from lattice vertex alge-
bras (e.g. Moonshine Module). More recently, many interesting examples of W -algebras have been
constructed either as subalgebras of lattice vertex algebras or as their cosets and orbifolds. For
example, rational vertex algebras in the conjectural c = 1 classification should all arise in this way
(cf. [16] [14]). When going beyond unitary theories (easily achieved by deforming the canonical
quadratic Virasoro vector) the structure of lattice vertex algebra changes dramatically when viewed
as a Virasoro algebra module, and many ”symmetries” (i.e. automorphisms) are broken. Still, for
certain values of central charge such lattice vertex algebras can have large interesting subalgebras.
Triplet vertex algebra W(p) is one important example; it is constructed as the kernel of the short
screening of the rank one lattice vertex algebra with central charge 1 − 6(p−1)
2
p . It is no longer
rational, but as shown in [6], it is C2-cofinite. We expect that C2-property persists in the higher
rank as well [11] and for other vertex algebras of triplet-type [10].
At the end of [6], motivated by important works [18] [19] [20], it was pointed out that W(p)
admits a hidden action of the Lie algebra sl2(C) via derivations. Although this claim has not been
proven, it is often assumed to be true due to considerations of quantum groups (cf [19]). Here we
first present a proof of this claim for completeness 1 (see Theorem 2.3 and Appendix). Our proof is
based on the results from [6] and on an explicit construction of an automorphism Ψ of order two.
Because our Lie algebra acts via derivations, its generators can exponentiate to PSL(2,C) as a
group of automorphisms of W(p). Then, as we already mentioned in [6], to each finite subgroup Γ
of PSL(2,C), we can now associate the orbifold subalgebraW(p)Γ. The main purpose of this series
of papers is to study the C2-cofiniteness of W(p)
Γ and their representations. The finite subgroups
of PSL(2,C) are well known to follow the ADE classification (see [17]). Up to conjugation, these
are: cyclic groups, dihedral groups, and three exceptional finite subgroups (tetrahedral, octahedral
and icosahedral groups). Motivated by the the rational c = 1 case [13],[14] and some general
conjectures, we expect that
Conjecture 1.1. For each Γ in the ADE classification, W(p)Γ is C2-cofinite.
Date:
1Of course, there is no natural action of sl2 on all of VL, for p ≥ 2.
1
This paper deals primarily with the case when Γ = Am, that is, the automorphism group is a
finite cyclic group of order m. This case is easier to handle due to the fact that the oribifold algebra
W(p)Γ can be defined as a subalgebra of the orbifold subalgebra V ΓL , so no sl2(C) considerations
are needed. After we recall several structural results concerning the triplet vertex algebra and its
orbifold W(p)Am we prove
Theorem 1.2. For Γ of type Am, the corresponding invariant subalgebra W(p)
Γ is C2-cofinite.
After this we move on to study structure of irreducible W(p)Am -modules. Irreducible modules
come in three families: Λ, Π and R-series, coming from the W(p)-modules of type Λ and Π and
twisted VL-modules, respectively. We prove the following result
Theorem 1.3. Three series of irreducible modules contribute with 2pm2 irreducible W(p)Am-
modules. Conjecturally, these are all irreducible modules, up to isomorphism.
Next, we consider the m = 2 case via Zhu’s algebra A(W(p)Am) We give further evidence for the
above conjecture based on the properties of A(W(p)A2).
Finally, in the last section, we compute graded characters of irreducible W(p)Am-modules and
contemplate their modular closure. As in [6], we show that the space of characters of the proposed
modules close under SL(2,Z), but only after we include certain generalized characters coming from
logarithmic modules. Our result in this direction is
Theorem 1.4. The vector space generated by the characters and generalized characters coming from
these three series is pm2 + 2p − 1-dimensional. Moreover, compared to W(p), no new generalized
characters occur in W(p)Am .
This modular invariance result is a strong evidence that our classification of irreps is complete.
We finish this introduction with a few words about a possible Kazhdan-Lusztig dual quantum
group of W(p)Γ. It is known that the abelian category U q(sl2)-Mod is equivalent to the category
W(p)-Mod [31]. Therefore it seems natural to have an embedding
U q(sl2) →֒ U q(sl2)
Γ,
where U q(sl2)
Γ is yet-to-be defined finite-dimensional quantum group, such that W(p)Γ-Mod and
U q(sl2)
Γ-Mod are equivalent (as abelian categories). What is puzzling to us at this stage, is the
meaning of the ADE classification on the quantum group side.
In our forthcoming paper [4] we shall study the representation theory of the vertex algebra
W(p)Dm . We also plan to study orbifolds of the vertex (super)algebras introduced in [7] and [8].
Acknowledgements: We thank Ole Warnaar for useful discussion and comments regarding the
constant term identities studied in the paper.
2. The triplet vertex algebra W(p) as a sl2(C)–module
We begin with some preliminaries about the triplet vertex algebra W(p); more details can be
find in [6]. Fix an integer p ≥ 2. Let L = Zα be a rank one lattice with a bilinear form 〈·, ·〉 given
by
〈α,α〉 = 2p,
Let
VL = U(ĥ<0)⊗ C[L]
be the corresponding lattice vertex operator algebra [29], where ĥ is the affinization of h = Cα
induced by the bilinear form, and C[L] is the group algebra of L. In VL we choose the following
conformal vector:
ω =
α(−1)2
4p
1+
p− 1
2p
α(−2)1.
2
Thus VL is a Virasoro algebra module of central charge
cp,1 = 1−
6(p − 1)2
p
.
We recall the following two results [3, 5, 6]:
Lemma 2.1. let Q = eα0 : VL → VL be the screening operator and let n ∈ Z≥0, then Q
ie−nα 6= 0 if
and only if i ≤ 2n.
Set uin = Q
ie−nα, i, n ∈ Z≥0, i ≤ 2n.
Lemma 2.2. Each uin is a singular vector of VL (as a Virasoro algebra module). The submodule
generated by these uin is isomorphic to
V L ∼=
∞⊕
n=0
(2n+ 1)L(cp,1, n
2p+ np− n).
Moreover VL is a subalgebra of VL.
Set the triplet vertex algebra
W(p) = VL.
Let V be a vertex operator algebra and let C2(V ) be the linear span of elements of type a−2b,
a, b ∈ V . Then V/C2(V ) has a commutative algebra structure with the multiplication
a · b = a−1b
where − is the projection from V to V/C2(V ). V is said to be C2-cofinite if V/C2(V ) is finite-
dimensional.
It was proved in [6] that W(p) is C2-cofinite but irrational. Using the C2-cofiniteness of W(p)
and a result of [27], the first two authors proved the existence of logarithmicW(p)-modules in [6, 9].
In the end of [6], it was announced out that W(p) admits a hidden action of sl2 as follows: Set
e = Q, h = α(0)p . Let f ∈ EndV ir(W(p)) be the unique operator defined by
fe−nα = 0, fQie−nα = −i(i− 2n− 1)Qi−1e−nα, 1 ≤ i ≤ 2n.
One checks that [h, e] = 2e, [h, f ] = −2f , [e, f ] = h. Thus we have
W(p) =
∞⊕
n=0
W2n+1 ⊗ L(cp, n
2p+ np− n)
where W2n+1 is a (2n + 1)-dimensional irreducible sl2-module. We extend the action of e, f, h be
letting them commute with the Virasoro generators.
It is clear that e and h are derivation on the vertex operator algebra W(p). We shall prove in
Appendix that there exists an automorphism Ψ ∈ Aut(W(p)) of order two which satisfies
Ψ(Qie−nα) =
(−1)ii!
(2n − i)!
Q2n−ie−nα.
Then the operator f can be represented as
f = −Ψ−1QΨ.
Therefore f is also a derivation on W(p). Thus the Lie algebra sl2(C) acts on W(p) by derivations;
i.e.
(1) x(anb) = (xa)nb+ an(xb)
3
for all n ∈ Z, and a, b ∈ W(p) and x ∈ sl2. This property is known to hold for p = 2 by using
explicit expression for f . The integration of the action of sl2 gives an action of PSL(2,C) on the
vertex operator algebra W(p) as an automorphism group [6] (see [13] for the c = 1 case).
Theorem 2.3. The group PSL(2,C) acts on W(p) as an automorphism group. Moreover,
Aut(W(p)) ∼= PSL(2,C).
Proof. By the above arguments, we know that PSL(2,C) is a subgroup of the full automorphism
group Aut(W(p)).
In order to prove the converse, it suffices to construct homomorphism Aut(W(p))→ PSL(2,C).
Define
e1 =
U+
2i
, e2 =
U−
2
, e3 = H,
where U± = 2F ± E.
Let Φ be an automorphism of W(p). It defines an matrix [Φ] = (ai,j) such that
Φ(ei) = ai,1e
1 + ai,2e
2 + ai,3e
3.
One can easy see that [Φ] ∈ SO(3,C). This gives a group homomorphism:
G : Aut(W(p))→ PSL(2,C) ∼= SO(3,C).

Up to conjugation, there are five classes of finite subgroups of PSL(2,C) (cf.[12, 25]). As there
is a natural projection PSL(2,C) → SL(2,C), each subgroup Γ of PSL(2,C) can be lifted to the
double covering group Γ in SL(2,C). In the following table we describe a set of generators for each
finite subgroup of PSL(2,C) in terms of elements of SL(2,C).
name Γ order Γ generators
cyclic group Am m Am
(
e
pii
m 0
0 e
−pii
m
)
dihedral group Dm 2m Dm
(
e
pii
m 0
0 e
−pii
m
)
,
(
0 1
−1 0
)
tetrahedral group T 12 T
(
e
pii
2 0
0 e
−pii
2
)
, 12
(
1 + i −1− i
−1 + i −1 + i
)
octahedron group O 24 O
(
e
pii
4 0
0 e
−pii
4
)
, 12
(
1 + i −1− i
−1 + i −1 + i
)
icosahedron group I 60 I
(
e
pii
5 0
0 e
−pii
5
)
, 1√
3
(
−ǫ+ ǫ4, ǫ2 − ǫ3
ǫ2 − ǫ3, ǫ− ǫ4
)
Table 1. Finite subgroups of PSL(2,C), (ǫ = e
πi
5 )
Let V = C2 be the standard sl2-module. Then the 2n-th symmetric power of V is isomorphic
to W2n+1 by identifying x
iy2n−i with (2n − i)!Qie−nα. Under this identification, for each φ ∈
PSL(2,C),
(2) φ(Qie−nα) =
1
(2n− i)!
(ax+ by)i(cx+ dy)2n−i.
where
(
a b
c d
)
is the lifting of φ in SL(2,C).
4
3. The algebra W(p)Am
Consider the automorphism σ = exp(πiα(0)pm ) acting on VL, with 〈α,α〉 = 2p. Denote by V
σ
L the
σ-fixed subalgebra of VL. It is clear that
V σL =
⊕
n∈Z
M(1) ⊗ enmα.
Now we have
(3) W(p)Am =W(p) ∩ V σL .
It is relatively easy to see that the invariant subalgebra W(p)Am , as a Virasoro algebra module,
is generated by
uin = Q
ie−nα, i, n ∈ Z≥0, i ≤ 2n, m|(n − i).
Set
F (m) = e−mα,
E(m) = Q2me−mα,
H = Qe−α.
As in the proof of Proposition 1.3 in [6], we quickly obtain the following result.
Theorem 3.1. The vertex operator algebra W(p)Am is strongly generated by E(m), F (m),H and ω.
For a vertex algebra V , let P(V ) = V/C2(V ) denotes the corresponding Zhu’s Poisson C2–
algebra. Let M(1) = ĥ<0 ⊂ VL be the vertex operator algebra associated to ĥ. Let M(1) =
W(p) ∩M(1). We need the following result
Lemma 3.2. P(M(1))) is the polynomial algebra generated by β = α(−1)1. Let Cp =
(4p)2p−1
(2p−1)!2
.
Then
P(M(1)) ∼= C[x, y]/(y2 − Cpx
2p−1)
with the isomorphism sending H (resp. ω) to y (resp. x). Moreover, the inclusion M(1) →֒ M(1)
induces an injective homomorphism
ϕ : P(M(1))→ P(M(1))
such that ϕ(ω) = 14pβ
2 and ϕ(H) = 1(2p−1)!β
2p−1.
Proof. The structure of P(M(1)) can be easily deduced from the structure of Zhu’s algebra A(M(1))
(cf. [3]). The other statements are trivial. 
Lemma 3.3. F
(m)
−n E
(m) 6= 0 in P(M(1)) for some n > 2.
Proof. Let ∆s(x1, · · · , xs) =
∏
i<j(xi − xj) be the Vandermonde determinant. For any h ∈ ĥ let
E±(h, x1, · · · , xs) = exp
( ∑
n∈±Z+
h(n)
n
(x−n1 + · · · + x
−n
s )
)
.
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In the following we abbreviate E±(h, x1, · · · , xs) to E
±(h, s), x1 · · · x2m to ⊗x, and x1 + · · ·+ x2m
to ⊕x. Direct calculations show that
Y (F (m), x0)E
(m)
=Resx1 · · ·Resx2m(⊗x)
−2mp∆2p2mY (e
−mα, x0)E
−(−α, 2m)emα
=Resx1 · · ·Resx2mx
−2m2p
0 (⊗x)
−2mp∆2p2mE
−(mα,x0)E
+(mα,x0)E
−(−α, 2m)1
=Resx1 · · ·Resx2mx
−2m2p
0 (⊗x)
−2mp∆2p2m(
2m∏
i=1
(1−
xi
x0
)−2mp)E−(mα,x0)E
−(−α, 2m)1.
Assume the lemma is false. Then under the projection
M(1)→M(1)/C2(M(1)) = C[β],
Y (F (m), x0)E(m)
=Resx1 · · ·Resx2mx
−2m2p
0 (⊗x)
−2mp∆2p2m(
∏
(1−
xi
x0
)−2mp)eβ(⊕x−mx0)
=β2m(mp+p−1)f(βx0)
for some Laurent polynomial f .
Set β = 1 in the above formula we get
e−mx0Resx1 · · ·Resx2mx
−2m2p
0 (⊗x)
−2mp∆2p2m(
∏
(1−
xi
x0
)−2mp)e(⊕x)
=f(x0).
It is easy to see that
g(x0) = Resx1 · · ·Resx2m(⊗x)
−2mp∆2p2m(
∏
(1−
xi
x0
)−2mp)e(⊕x)
is also a Laurent polynomial. Then the above formula forces g(x0) = 0, otherwise
e−mx0x−2m
2p
0 g(x0)
will not be a Laurent polynomial. But the Morris constant term identity [28] implies that the
coefficient of x−p+10 in g(x0) is
Resx1 · · ·Resx2m(x1 · · · x2m)
−2mp∆2p2m(
∏
(1− xi)
−2mp)
=(−1)mp
2m−1∏
i=0
(
(−2m+ i)p
p− 1
)
(p − 1)!((i + 1)p)!
(p− 1 + ip)!p!
6= 0.
This contradicts our assumption and completes the proof. 
Remark 3.4. The proof of Lemma 3.3 implies that
E(m)n F
(m) = F (m)n E
(m) = δn,2m(mp+p−1)−1Cm,p1,
where n ≥ 2m(mp + p− 1)− 1 and
Cm,p = (−1)
mp
2m−1∏
i=0
(
(−2m+ i)p
p− 1
)
((i+ 1)p)!
(p− 1 + ip)!p
.
This formula will be useful in our further analysis of subalgebras of the triplet vertex algebra W(p).
Theorem 3.5. W(p)Am is C2-cofinite.
6
Proof. As in the proof of Theorem 2.1 in [6], we deduce from Theorem 3.1 that the commutative
algebra W(p)Am/C2(W(p)
Am) is generated by E(m), F (m),H and ω. Moreover
E(m)
2
= F (m)
2
= 0
and
H
2
= Cpω
2p−1.
According to Lemma 3.3, there exists some integer n, satisfying n ≥ 2 and F
(m)
−n E
(m) 6= 0 in
M(1)/C2(M(1)). This implies that
F
(m)
−n E
(m) = a ωkH (k = m2p+mp−m− 2 + n/2, a ∈ C, a 6= 0)
if n is even, or
F
(m)
−n E
(m) = a ωk (k = m2p+mp−m+ (n− 1)/2, a ∈ C, a 6= 0)
if n is odd.
On the other hand, we have F
(m)
−n E
(m) = 0 inW(p)Am/C2(W(p)
Am) for n ≥ 2. This implies that
ω,H are also nilpotent in P(W(p)Am).
Therefore, W(p)Am/C2(W(p)
Am) is finite-dimensional. 
Remark 3.6. In our forthcoming paper [4], we shall prove C2-cofiniteness of the orbifold vertex
algebra W(p)Dm and classify irreducible modules of its subalgebra M(1)
+
.
4. Towards irreducible W(p)Am-modules
There are several clues leading to classification of irreducible modules for orbifold vertex algebras.
Folklore meta-theorem in this direction says that all V G–modules should come from V -modules (by
restrictions) and from g-twisted V -modules, where g ∈ G. This can be made more precise if the
category of V -modules is a modular tensor category. Guided by this principle, we now investigate
irreducibleW(p)Am-modules. In this part we classify such irreducible modules. Conjecturally, these
are all irreducible modules. Support for that is presented in next sections.
4.1. IrreducibleW(p)Am-modules: Λ-series. In this part we construct pm irreducibleW(p)Am -
modules starting from W(p)-modules Λ(1),...,Λ(p) (we use notation from [6]). Recall that Λ(i) has
lowest conformal weight
deg(e(i−1)α/2p) =
(i− 1)(i − 1− 2p + 2)
4p
= hi,1, i = 1, ..., p.
These modules are denoted by Λ(1),...,Λ(p) in [6]. The next decomposition is well-known (cf. [6]):
Λ(i) =
∞⊕
n=0
(2n + 1)L(cp,1, hi,2n+1),
where the null vectors are given by Qje−nα+(i−1)α/2p in the natural range.
Let now m = 2k (even).
Set
Λ(i)0 =W(p)
Am · e(i−1)α/2p
Λ(i)−j =W(p)
Am · e
−jα+ (i−1)α
2p , j = 1, ..., k − 1
Λ(i)+j =W(p)
Am ·Q2je
−jα+
(i−1)α
2p , j = 1, ..., k − 1
Λ(i)m =W(p)
Am · e−mα/2+
(i−1)α
2p
7
The next result comes immediately from the above decomposition
Proposition 4.1. Let m = 2k. As Virasoro modules
(1)
Λ(i)0 =
∞⊕
n=0
(2n+ 1)
m−1⊕
k=0
L(cp,1, hi,2(nm+k)+1),
(2)
Λ(i)−j = Λ(i)
+
j =
∞⊕
n=0
(2n + 1)
m−j−1⊕
k=j
L(cp,1, hi,2(nm+k)+1)
+
∞⊕
n=0
(2n+ 2)
m+j−1⊕
k=m−j
L(cp,1, hi,2(nm+k)+1),
(3)
Λ(i)m =
∞⊕
n=0
(2n+ 2)
m−1⊕
k=0
L(cp,1, hi,2(nm+m
2
+k)+1).
For m = 2k + 1 (odd case) the module Λ(i)m does not appear in the decomposition. Instead we
have Λ(i)0 and Λ(i)
±
j , j = 1, ..., k defined by the same formulas as above.
Proposition 4.2. For m = 2k + 1 ≥ 1, we have
(1)
Λ(i)0 =
∞⊕
n=0
(2n+ 1)
m−1⊕
k=0
L(cp,1, hi,2(nm+k)+1),
(2)
Λ(i)−j = Λ(i)
+
j =
∞⊕
n=0
(2n + 1)
m−j−1⊕
k=j
L(cp,1, hi,2(nm+k)+1)
+
∞⊕
n=0
(2n+ 2)
m+j−1⊕
k=m−j
L(cp,1, hi,2(nm+k)+1).
As in [6] we infer
Theorem 4.3. Λ(i)±j are irreducible W(p)
Am-modules. In particular, the vertex algebra W(p)Am
is simple.
Proof. We first recall that Λ(i) is an irreducibleW(p)-modules. We have eigenspace decomposition
Λ(i) = ⊕j,ǫ∈±Λ(i)
ǫ
j
with respect to the action of the automorphism σ. In particular we have a decomposition of
Λ(1) =W(p). Fix 0 6= v ∈ Λ(i)ǫj . The we have
Λ(i) = Span{wnv : n ∈ Z, w ∈ W(p)}.
But eigenvalue decomposition implies
Λ(i)ǫj = Span{wnv : n ∈ Z, w ∈ W(p)
Am},
meaning that Λ(i)ǫj are irreducible. 
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4.2. Irreducible W(p)Am-modules: Π-series. Recall that for i ∈ {1, ..., p},
Π(i) =W(p) · e
−p−1+i
2p
α,
and
Π(i) =
∞⊕
n=1
(2n)L(cp,1, hi+p,2n+1).
Top component of Π(i) is spanned by e
−p−1+i
2p
α
and Qe
−p−1+i
2p
α
.
Let first m = 2k (even).
Consider now for j = 1, ..., k. Let
Π(i)−j =W(p)
Am · e
−p−1+i
2p
α−(j−1)α, j = 1, ..., k.
Π(i)+j =W(p)
Am ·Q2j−1e
−p−1+i
2p
α−(j−1)α j = 1, ..., k.
Similarly, for m = 2k + 1 (odd case) we let Π(i)±j as above. In addition, we define
Π(i)m =W(p)
Am .Q2k+1e
−p−1+i
2p
α−kα
.
Proposition 4.4. Let m = 2k. For j = 1, .., k, we have decomposition of Virasoro modules:
Π(i)−j = Π(i)
+
j =
∞⊕
n=0
(2n + 1)
m−j⊕
k=j
L(cp,1, hi+p,2(nm+k)+1)
+
∞⊕
n=0
(2n + 2)
m+j−1⊕
k=m−j+1
L(cp,1, hi+p,2(nm+k)+1).
Proposition 4.5. Let m = 2k + 1.
For j = 1, .., k, we have decomposition of Virasoro modules:
Π(i)−j = Π(i)
+
j =
∞⊕
n=0
(2n + 1)
m−j⊕
k=j
L(cp,1, hi+p,2(nm+k)+1)
+
∞⊕
n=0
(2n + 2)
m+j−1⊕
k=m−j+1
L(cp,1, hi+p,2(nm+k)+1),
and
Π(i)m =
∞⊕
n=1
(2n)
m−1⊕
k=0
L(cp,1, hi,2(nm+m−1
2
+k)+1).
As in the proof of Theorem 4.3 we easily see that Π(i)±j are all irreducible.
4.3. Irreducible W(p)Am-modules: twisted series. Recall a well-known fact.
Lemma 4.6. Let m ≥ 2. For j = 0, ..., 2p−1, i = 1, ...,m−1, the space V
L+
j− im
2p
α
has a σi-twisted
VL-module structure. Moreover, V
L+
j− im
2p
α
is an ordinary V AmL (and thus W(p)
Am-module).
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We immidiately get decomposition of V
L+
j− im
2p
α
into W(p)Am -modules: For k = 0, ...,m − 1, we
let
R(i, j, k) :=
⊕
s∈Z
M(1)⊗ e
j− im
2p
α+(ms+k)α
From the Feigin-Fuchs classification of modules, we conclude that each summand appearing in the
decomposition is irreducible as Virasoro module.
Thus we get
Corollary 4.7. Each R(i, j, k) is an irreducible W(p)Am-module. All together, twisted VL-modules
yield 2pm(m− 1) irreducible W(p)Am-modules.
Next result will identify lowest weight vector in R(i, j, k).
Lemma 4.8. There is a unique ℓ ∈ Z such that
−(m− 1)p ≤ ℓ ≤ (m+ 1)p − 1 and e
ℓ− im
2p
α ∈ R(i, j, k).
Moreover, e
ℓ− im
2p
α
is a lowest weight vector in R(i, j, k) and
L(0)e
ℓ− im
2p
α = hℓ+1−i/m,1e
ℓ− im
2p
α, H(0)e
ℓ− im
2p
α =
(
ℓ− im
2p − 1
)
e
ℓ− im
2p
α.
4.4. Irreducible W(p)Am-modules: lowest weights. Irreducible modules constructed above are
of lowest weight type with respect to (L(0),H(0)). The list of the corresponding lowest weights
can be found in the following tables:
Let m = 2k.
module M lowest weights dimM(0)
Λ(i)0 (hi,1, 0) 1
Λ(i)+j (hi,2j+1,
(−2jp−1+i
2p−1
)
) 1
Λ(i)−j (hi,2j+1,−
(−2jp−1+i
2p−1
)
) 1
Λ(i)m (hi,2k+1,
(−2kp−1+i
2p−1
)
) 2
Π(i)+j (hp+i,2j+1,
(
−(2j−1)p−1+i
2p−1
)
) 1
Π(i)−j (hp+i,2j+1,−
(
−(2j−1)p−1+i
2p−1
)
) 1
R(i, j, k) (hℓ+1−i/m,1,
(ℓ− im
2p−1
)
) 1
The set of lowest conformal weights is
Sm := {hi,2j+1 | i = 1, . . . , p, j = 0, . . . , k} ∪ {hp+i,2j+1 | i = 1, . . . , p, j = 1, . . . , k}
∪ {hℓ+1−i/m,1 | p ≤ ℓ ≤ (m+ 1)p − 1, 1 ≤ i ≤ m− 1}}
Let m = 2k + 1.
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module M lowest weights dimM(0)
Λ(i)0 (hi,1, 0) 1
Λ(i)+j (hi,2j+1,
(
−2jp−1+i
2p−1
)
) 1
Λ(i)−j (hi,2j+1,−
(
−2jp−1+i
2p−1
)
) 1
Π(i)m (hp+i,2k+3,−
(−(2k+1)p−1+i
2p−1
)
) 2
Π(i)+j (hp+i,2j+1,
(−(2j−1)p−1+i
2p−1
)
) 1
Π(i)−j (hp+i,2j+1,−
(
−(2j−1)p−1+i
2p−1
)
) 1
R(i, j, k) (hℓ+1−i/m,1,
(ℓ− im
2p−1
)
) 1
The set of lowest conformal weights is
Sm := {hi,2j+1 | i = 1, . . . , p, j = 0, . . . , k − 1}
∪{hp+i,2j+1 | i = 1, . . . , p, j = 1, . . . , k + 1}
∪ {hℓ+1−i/m,1 | p ≤ ℓ ≤ (m+ 1)p− 1, 1 ≤ i ≤ m− 1}}
Number ℓ is defined as in Lemma 4.8.
Theorem 4.9. The Λ,Π and R families contain 2m2p non-isomorphic irreducibleW(p)Am–modules.
Lowest weights of irreducible modules are
(x, y) ∈ C2 such that x ∈ Sm, y
2 = CpP (x).
The set of lowest conformal weights Sm has (m
2 + 1)p elements.
Conjecture 4.10. The Λ,Π and R families of W(p)Am–modules provides a complete list of irre-
ducible W(p)Am–modules. In particular, the vertex operator algebra has 2m2p irreducible modules.
5. Modules for W(p)A2
In this section we shall give some evidence for Conjecture 4.10. For simplicity we shall study the
case m = 2, but similar analysis can be made for general m.
Recall that W(p) is realized as a vertex subalgebra of the lattice vertex algebra VL, where
L = Zα, 〈α,α〉 = 2p.
As a vertex algebra W(p)A2 is generated by
F (2) = e−2α, E(2) = Q4e−2α, H = Qe−α, ω,
and it is realized as a vertex subalgebra of the lattice vertex algebra VZ(2α).
Now we shall recall construction 8p–irreducible modules for W(p)A2 from Section 4. First we
shall start with W(p)–modules:
Λ(1), . . . ,Λ(p),Π(1), . . . ,Π(p).
Recall that these modules can be constructed as follows:
Λ(i) =W(p).e
i−1
2p α, i = 1, . . . , p;
Π(i) =W(p).e
−p−1+i
2p α, i = 1, . . . , p.
These modules are Z2–graded and admits the following decomposition into W(p)
A2–modules:
Λ(i) = Λ(i)0
⊕
Λ(i)2, Π(i) = Π(i)
+
1
⊕
Π(i)−1 ,
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where
Λ(i)0 =W(p)
A2 .e
i−1
2p α, Λ(i)2 =W(p)
A2 .e
i−1
2p α−α,
and
Π(i)+1 =W(p)
A2 .e
−p−1+i
2p α, Π(i)−1 =W(p)
A2 .Qe
−p−1+i
2p α.
Next we have modules:
R(3p− j) =W(p)A2 .e
j−1/2
2p α, j = −p, . . . , 3p − 1.
Using parametrization from Section 4 we get
R(3p − j) =
 R(1, 2p + j, 1) if − p ≤ j ≤ −1R(1, j, 0) if 0 ≤ j ≤ 2p− 1
R(1, j − 2p, 1) if 2p ≤ j ≤ 3p− 1
It is easy to see that all the modules above are irreducible and inequivalent. Moreover, these
modules are of lowest weight type with respect to (L(0),H(0)). The list of the corresponding
lowest weights can be found in the following table (compared to the previous tables here we used
slightly different h-parametrization):
module M lowest weights dimM(0)
Λ(i)0 (hi,1, 0) 1
Λ(i)2 (hi,3,
(−2p−1+i
2p−1
)
) 2
Π(i)+1 (h3p−i,1,
(−p−1+i
2p−1
)
) 1
Π(i)−1 (h3p−i,1,−
(−p−1+i
2p−1
)
) 1
R(j) (h3p+1/2−j,1,
(
3p−1/2−j
2p−1
)
) 1
Conjecture 4.10 says that the set
{Λ(i)0,Λ(i)2,Π
±(i), R(j), 1 ≤ i ≤ p, 1 ≤ j ≤ 4p}
is a complete list of irreducible W(p)A2–modules.
5.1. Zhu’s algebra for W(p)A2 . We shall present certain results and conjectures for Zhu’s algebra
for W(p)A2 . We believe that similar results hold for general m. But in the case m = 2 it is easier
to verify these conjectures by using computational software (e.g. Mathematica/Maple). We shall
apply methods developed in [6], [9]. We omit some details which are explained in our previous
papers.
Zhu’s algebra A(W(p)A2) is generated by
[E(2)], [F (2)], [H], [ω].
Set H(2) = Q2e−2α and consider
E(2) ◦ F (2) ∈M(1).
We have
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0 = Q4(F (2) ◦ F (2)) = E(2) ◦ F (2) + F (2) ◦ E(2)
+4(Q3e−2α ◦Qe−2α +Qe−2α ◦Q3e−2α) + 6H(2) ◦H(2)
= E(2) ◦ F (2) + F (2) ◦ E(2) + 6H(2) ◦H(2) − 4H(2) ◦H(2)
+4Q((Q2e−2α ◦Qe−2α +Qe−2α ◦Q2e−2α)
= E(2) ◦ F (2) + F (2) ◦ E(2) + 2H(2) ◦H(2)
+4Q2(Qe−2α ◦Qe−2α).
Lemma 5.1.
Q2(Qe−2α ◦Qe−2α) ∈ O(M(1)).
Proof. One can easily see that
[Q2(Qe−2α ◦Qe−2α)] = F ([ω]) ∗ [H(2)]
for certain polynomial degF ≤ 3p − 1. But by construction
Q2(Qe−2α ◦Qe−2α) ∈ O(W(p)A2),
hence it should act trivially on the lowest components of W(p)A2 -modules. So we should choose
W(p)A2–modules on whose lowest components H(2)(0) does not act trivially. In particular we have:
F (hi,3) = 0, F (h3p+1/2−j,1) = 0, i = 1, . . . , p, j = 1, . . . , 2p.
Therefore, we have constructed 3p zeros of polynomial F . This forces F = 0. The proof follows. 
Lemma 5.1 implies:
E(2) ◦ F (2) + F (2) ◦E(2) = −2H(2) ◦H(2) − 4Q2(Qe−2α ◦Qe−2α) ∈ O(M(1)).
Next we notice;
E(2) ◦ F (2) − F (2) ◦E(2) ∈ U(V ir)Qe−α + U(V ir)Q3e−3α.
Then by using the structure of Zhu’s algebra for M(1) [9], we get
[E(2) ◦ F (2)] = [H] ∗ f1([ω]) ∈ A(M(1)), for certain f1 ∈ C[x],(2)
and
[E(2) ◦ F (2)] = 0 ∈ A(W(p)A2).
Evaluation of relation (2) on the lowest components of W(p)A2–modules yields
[H] ∗
p∏
i=1
([ω]− h3p−i,1))([ω] − hi,3)
2p∏
j=1
([ω]− h3p+1/2−j,1) ∗ s([ω]) = 0(3)
where s(x) is a certain polynomial of degree (at most) p− 1.
Next we notice that Ψ(E(2) ∗F (2)−F (2) ∗E(2)) = −(E(2) ∗F (2)−F (2) ∗E(2)) which implies that
E(2) ∗ F (2) − F (2) ∗ E(2) ∈ U(V ir)Qe−α.
By using the fact that E(2)(0) and F (2)(0) commute on the lowest components of modules Π(i)±1
and R(j) we get the following formula:
[[E(2)], [F (2)]] = [E(2)] ∗ [F (2)]− [F (2)] ∗ [E(2)](4)
= [H] ∗
p∏
i=1
([ω]− h3p−i,1))
2p∏
j=1
([ω]− h3p+1/2−j,1) ∗ r([ω])
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for certain polynomial r(x) of degree (at most) 2p− 2.
Remark 5.2. Since E(2)(0), F (2)(0) and H(0) acts non-trivially on W(p)A2–modules Λ(i)2, we get
that polynomial r(x) is non-trivial.
Since
[H ◦ F (2)] = f2([ω]) ∗ [F
(2)]
for certain polynomial f2, deg f2 = p, by evaluating this relation on the lowest components of
modules Λ(i)−, we get that
f2(x) = Kℓ(x), ℓ(x) =
p∏
i=1
(x− hi,3).
Non-triviality of the constant K can be obtained by the following constant term identity:
Conjecture 5.3. Let u = e−α ◦ Q3e−2α ∈ M(1). Then u(0) acts on the highest weight vector vλ
of the M(1)–module M(1, λ) as follows
u(0)vλ = Resz,z1,z2,z3
(1 + z)2p−1−t(1 + z1)
t(1 + z2)
t(1 + z3)
t
z2+2p(z1z2z3)4p
·(1 −
z1
z
)−2p(1−
z2
z
)−2p(1−
z3
z
)−2p(z1 − z2)
2p(z1 − z3)
2p(z2 − z3)
2pvλ
= Ap
(
t+ 2p
4p − 1
)(
t
4p− 1
)
vλ (Ap 6= 0),
where, as usual, an expression (1 + x/y)s is always expanded in positive powers of x.
Remark 5.4. More generally, motivated by the action of e−α ◦Qre−(r−1)α on M(1)–modules, we
consider
(5) S(t, r, p) := Resz,z1,...,zr
(1 + z)2p−1−t
∏r
i=1(1 + zi)
t
z2+2p(z1 · · · zr)2(r−1)p
·
r∏
i=1
(1−
zi
z
)−2p∆(z1, ..., zr)
2p.
We expect there are nonzero constants λp,r and λ˜p,r, such that
S(t, r, p) = λr,p
(
t+ (r − 1)p
2rp− 1
) r−2∏
i=1
(
t+ (i− 1)p
2ip − 1
)
= λ˜r,p
(
t+ (r − 1)p
2rp− 1
) r−2∏
i=1
(
t+ (i− 1)p
(r − 1)p − 1
)
.
For example, for r = 2, we know that S(t, 2, p) =
( t+p
4p−1
)
and λ2,p =
(2p
p
)(2p−2
p−1
)
. This is a result
proven in [9]. For r = 3 the statement is essentially the conjecture above.
Because of
u = −3/2Q2(H ◦ F (2))−
3
2
H ◦H(2),
and thus
[u] = −3/2[Q2(H ◦ F (2))] ∈ A(M(1)),
the above conjecture implies the non-triviality of constant K. Now assume that this conjecture
holds. (We verified this conjecture using Mathematica up to p ≤ 10.) Then
ℓ([ω]) ∗ [F (2)] = 0, ℓ(x) =
p∏
i=1
(x− hi,3).(6)
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Similarly,
ℓ([ω]) ∗ [E(2)] = 0.
Remark 5.5. Assume that polynomials r(x) and s(x) are relatively prime. Then relations (3)-(6)
will imply that [H] ∗ h([ω]) = 0 where
h(x) =
p∏
i=1
(x− h3p−i,1)(x− hi,3)
2p∏
j=1
(x− h3p+1/2−j,1) = 0.
in Zhu’s algebra A(W(p)A2). This will prove Conjecture 4.10.
In what follows, we will see that Conjecture 4.10 holds for p ≤ 5. Similar calculations can be
made by computer for small values of p. We checked this conjecture up to p = 10.
By using Mathematica/Maple we get a list of polynomials s(x) and r(x) for p ≤ 5 (up to a scalar
factor):
p s(x) r(x)
2 17x + 28 42− 25x + 10x2
3 6006 + 937x + 932x2 60060− 47123x + 15897x2 − 2520x3+
+336x4
4 1312740 − 8809x + 81758x2 + 25952x3 5168913750 − 4548646125x + 1727438350x2 − 360026392x3+
+45686256x4 − 3351040x5 + 225280x6
5 3480248772 − 309156003x + 118443661x2 63145633719168 − 59216427967788x + 24520167453753x2
+24302920x3 + 6427600x4 −5855373170478x3 + 890653763025x4 − 89486430800x5
+6052956000x6 − 255840000x7 + 10400000x8
They are relatively prime.
Conjecture 5.6.
(i) Zhu’s algebra A(W(p)A2) is generated by [ω], [H], [E(2) ], F (2)] which satisfy the following relations:
[E(2)]2 = [F (2)]2 = 0, [H]2 = P ([ω]) = Cp
2p−1∏
i=1
([ω]− hi,1)
ℓ([ω]) ∗ [F (2)] = ℓ([ω]) ∗ [E(2)] = 0, h([ω]) ∗ [H] = 0.
(ii) The center of Zhu’s algebra A(W(p)A2) is isomorphic to
C[x]/〈g2,p(x)〉
where 〈g2,p(x)〉 is the principal ideal generated by polynomial
g2,p(x) =
3p−1∏
i=1
(x− hi,1)
p∏
i=1
(x− hi,3)
2p∏
i=1
(x− h3p+1/2−j,1).
(iii) Dimension of A(W(p)A2) is 12p− 1.
Remark 5.7. From this conjecture will follow that W(p)A2 does not have ”new” logarithmic mod-
ules, only logarithmic modules which are obtained by restriction of logarithmic modules for W(p)
(cf. [9]). We believe that similar statement holds for general m. More evidence for this statement
will be presented in Section 6
In the simplest case p = 2, we get relations
[H] ∗ ([ω]− 3)([ω] − 158 )([ω]− 1)([ω] −
3
8)
([ω]− 4532)([ω]−
21
32 )([ω]−
5
32)([ω] +
3
32)(17[ω] + 28) = 0.(7)
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[[E(2)], [F (2)]] = ν[H] ∗ ([ω]− 1)([ω] − 38)
([ω]− 4532)([ω] −
21
32)([ω]−
5
32 )(42 − 25[ω] + 10[ω]
2)(8)
By combining (6) and (8) we get
[H] ∗ ([ω]− 3)([ω] − 158 )(([ω] − 1)([ω]−
3
8)
([ω]− 4532)([ω]−
21
32 )([ω]−
5
32)([ω] +
3
32)(42 − 25[ω] + 10[ω]
2) = 0.(9)
Now (7) and (9) implies that
[H] ∗ ([ω]− 3)([ω] − 158 )([ω]− 1)([ω] −
3
8)
([ω]− 4532)([ω]−
21
32 )([ω]−
5
32)([ω] +
3
32) = 0.(10)
Proposition 5.8. Conjectures 4.10 and 5.6 holds for m = 2 and p small (p ≤ 10).
Let us describe the structure of algebra P(W(p)Am) = W(p)Am/C2(W(p)
Am) in the case m =
p = 2. It is generated by E(2), F (2),H, ω. The following relations holds:
ω12 = E(2)
2
= F (2)
2
= 0
H
2
= νω3, E(2)F (2) ∈ P(M(1))
ω9H = ω2E(2) = ω2F (2) = 0.
Remark 5.9. We believe that there are no further relations and therefore dimP(W(2)A2) = 25.
So W(2)A2 is (most likely) new example of vertex operator algebra such that dimP(V ) > dimA(V ).
6. Irreducible characters
In this section we compute the SL(2,Z)-closure of the character of W(p)Am .
Set
Θλ,k(τ) =
∑
n∈Z+ λ
2k
qkn
2
and
∂Θλ,k(τ) =
∑
n∈Z+ λ
2k
2knqkn
2
.
Define
Pλ,k(τ) :=
1
η(τ)
∑
n∈Z
(2n+ 1)qk(n+
λ
2k
)2 =
(k − λ)Θλ,k(τ) + (∂Θ)λ,k(τ)
kη(τ)
,
and
Qλ,k(τ) :=
1
η(τ)
∑
n∈Z
(2n)qk(n+
λ
2k
)2 =
(−λ)Θλ,k(τ) + (∂Θ)λ,k(τ)
kη(τ)
.
Observe the relations
Q−λ,k(τ) = −Qλ,k(τ),
Q2k+λ,k(τ) = Qλ,k(τ)− 2
Θλ,k
η(τ)
.(11)
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By using decomposition of W(p)Am into irreducible Virasoro modules we obtain
chW(p)Am (τ)
=
1
η(τ)
(
∑
n≥0
(2n + 1)qp(mn+
p−1
2p
)2 −
∞∑
n=1
(2n− 1)qp(mn−(m−1)−
p−1
2p
)2)
+
1
η(τ)
(
∑
n≥0
(2n + 1)qp(mn+1+
p−1
2p
)2 −
∞∑
n=1
(2n − 1)qp(mn−(m−2)−
p−1
2p
)2)
+ · · ·+
1
η(τ)
(
∞∑
n=0
(2n + 1)qp(mn+m−1+
p−1
2p
)2 −
∞∑
n=1
(2n− 1)qp(mn−
p−1
2p
)2).
The first and the last term combine into (after the substitution n 7→ −n in the last term)
1
η(τ)
∑
n∈Z
(2n + 1)q
pm2(n+ p−1
2pm
)2
=
1
η(τ)
∑
n∈Z
(2n + 1)q
pm2(n+mp−m
2pm2
)2
= Pmp−m,pm2(τ).
Similarly, we combine the remaining terms and obtain
Theorem 6.1. (Characters of Λ(i)±j ) For i = 1, ..., p
(12) chΛ(i)0(τ) = Pm(p−i),pm2(τ) + Pm(p−i+2p),pm2(τ) + · · ·+ Pm(p−i+2p(m−1)),pm2(τ).
In particular,
chW(p)Am (τ) = Pm(p−1),pm2(τ) + Pm(3p−1),pm2(τ) + · · ·+ Pm((2m−1)p−1),pm2 (τ).
For j = 1, ..., k − 1,
chΛ(i)±j
(τ) = Pm(p−i+2pj),pm2(τ) + · · ·+ Pm(p−i+2p(m−j−1)),pm2(τ)
+Qm(p−i−2pj),pm2(τ) + · · ·+Qm(p−i+2p(j−1)),pm2(τ),(13)
(14) chΛ(i)m(τ) = Qmi−pm2,pm2(τ) + · · ·+Qmi+pm2−2pm,pm2(τ).
The next lemma follows easily by looking at q-expansion
Lemma 6.2.
1
m
m−1∑
j=0
∂Θsm+2pj,pm2(τ) = ∂Θs,p(τ).
By using this lemma and formula (11), we see that formula (13) can be rewritten as
chΛ±(i)j (τ) =
∑
i
λi
Θim,pm2(τ)
η(τ)
+ ν
∂Θi,p(τ)
η(τ)
.
for some choice of constants λi and ν 6= 0.
Theorem 6.3. (Characters of Π(i)±j ) For i = 1, ..., p
(15) chΠ(i)m(τ) = Q(p−2m−i)m,pm2 + · · ·+Q(p(m−1)−i)m,pm2
chΠ(i)±j
(τ) = P(2pj−i)m,pm2 + · · ·+ P(2p(m−j)−i)m,pm2
+ Q(2p−2pj−i)m,pm2 + · · · +Q(2pj−2p−i)m,pm2 .(16)
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Theorem 6.4. (Characters of R(i, j, k)) We have
chR(i,j,k)(τ) =
1
η(τ)
∑
s∈Z
q
pm2(s−m(p−1−j−2kp)+i
2m2p
)2
,
which also equals
Θm(p−1−j−2kp)+i,m2p
η(τ)
.
Due to symmetry, we have
chR(i,j,k)(τ) = chR(m−i,2p−j−1,m−k)(τ).
We also have
Θλ+2m2p,m2p = Θλ,mp2 = Θ−λ,mp2 = Θ2m2p−λ,mp2 .
Consider now the span of all twisted characters. By choosing i, j and k in the given range we
conclude that this space is spanned by
Θi,m2p
η(τ)
,
where i is not divisible by m. The total space of such characters is m2p−mp-dimensional.
Theorem 6.5. The modular closure of irreducible modules Λ, Π and R families (conjecturally all
irreducible modules) is m2p+ 2p − 1-dimensional spanned by
Θi,pm2(τ)
η(τ)
,
where i = 0, ..., pm2,
∂Θi,p(τ)
η(τ)
,
where i = 1, ..., p − 1, and
τ∂Θi,p
η(τ)
,
where i = 1, ..., p − 1.
Proof. We have already seen that each character of Λ and Π type modules is expressible in terms
of
Θ
jm,pm2 (τ)
η(τ) and
∂Θi,p(τ)
η(τ) , i = 1, ..., p − 1. But we also know that the space of characters for the
triplet vertex algebraW(p) includes
∂Θi,p(τ)
η(τ) and
τ∂Θi,p(τ)
η(τ) , so they must be included in the SL(2,Z)
closure of W(p)Am . To finish the proof we only have to argue that each
Θj,pm2(τ)
η(τ)
,
is included in the closure. Actually we will show that it lies in the span of irreducible characters.
If j is not divisible by m this follows from consideration of twisted modules preceding the theorem.
If j is divisible by m, then we observe that
Θim,pm2(τ) =
∑
n∈Z
q
pm2(n+ im
2pm2
)2
=
∑
n∈Z
q
p(mn+ i
2p
)2
.
But the right hand side (when divided by η(τ)), is a sum of characters of irreducible W(p)Am -
modules. Finally, we use the well-known fact that the span of Θi,pm2(τ) is pm
2 + 1-dimensional.

Based on the m = 2 case and the known irreducible W(p)Am-modules we expect
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Conjecture 6.6.
(1) There are 2m2p irreducible W(p)Am-modules up to isomorphism.
(2) The space of one-point functions on the torus is m2p+ 2p− 1-dimensional.
7. Appendix: A construction of the automorphism Ψ of W(p)
Define the following singular vectors in W(p):
v±n,i = (2n − i)!Q
ie−nα ± (−1)i!Q2n−ie−nα
where n ∈ N, i = 0, . . . , n.
Let 〈v±n,i〉 denotes the irreducible Virasoro submodule generated by v
±
n,i. Define the following
Z2–graduation on W(p):
W(p)+ =
∞⊕
n=0
n⊕
i=0
〈v+n,i〉,
W(p)− =
∞⊕
n=0
n⊕
i=0
〈v−n,i〉.
Clearly,
W(p) =W(p)+
⊕
W(p)−.
Let Ψ ∈ End(W(p)) such that
Ψ|W(p)± = ±Id.
Let H = Qe−α, U− = v−1,0 = 2F − E, U
+ = 2F + E.
Note thatW(p) is strongly generated by ω,H,U±, and that ω,U+ ∈ W(p)+ andH,U− ∈ W(p)−.
Proposition 7.1. Ψ is an automorphism of W(p):
Ψ ∈ Aut(W(p)).
Proof. It suffices to check that the generators satisfy:
HjW(p)
± ⊂ W(p)∓, U+j W(p)
± ⊂ W(p)±, U−j W(p)
± ⊂ W(p)∓
for every j ∈ Z. This will follow from Lemmas 7.2, 7.3 and 7.4 below. 
7.1. Some lemmas.
Lemma 7.2. Let j ∈ Z. Then
Hjv
±
n,i ∈ 〈v
∓
n−1,i−1〉+ 〈v
∓
n,i〉+ 〈v
∓
n+1,i+1〉.
Proof. First we notice that
HjQ
ie−nα = Qi(Hje
−nα)− iQi−1(Eje
−nα),
HjQ
2n−ie−nα = Q2n−i(Hje
−nα)− (2n − i)Q2n−i−1(Eje
−nα).
Let ui ∈ U(V ir), i = −1, 0, 1 such that
Eje
−nα = u−1e
−(n−1)α + u0Qe
−nα + u1Q
2e−(n+1)α.
Let ui
′, i = 0, 1 such that
Hje
−nα = u0
′e−nα + u1
′Qe−(n+1)α.
Now we shall find relations between ui
′ and ui.
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By applying Qn on the previous relation we get:
u0
′Qne−nα + u1
′Qn+1e−(n+1)α
= Qn(Hje
−nα) = nEjQ
n−1e−nα +HjQ
ne−nα
= n(u−1Q
n−1e−(n−1)α + u0Q
ne−nα + u1Q
n+1e−(n+1)α) +HjQ
ne−nα.
Since HjQ
ne−nα does not contain component inside 〈Qne−nα〉 (cf. [5]) we conclude
u0
′Qne−nα = nu0Q
ne−nα.
This proves that
u0
′Qie−nα = nu0Q
ie−nα i = 0, . . . , 2n.
Similarly,
u1
′Q2n+2e−(2n+2)α = Q2n+1Hje
−nα = (2n+ 1)EjQ
2ne−nα = (2n + 1)u1Q
2n+2e−(2n+2)α.
This implies
u1
′Qie−(n+1)α = (2n+ 1)u1Q
ie−(n+1)α i = 0, . . . , 2n+ 2.
We get:
Hjv
±
n,i = (2n− i)!HjQ
ie−nα ± (−1)ii!HjQ
2n−ie−nα
= u−1
(
(−i)(2n − i)!Qi−1e−(n−1)α ± (−1)ii!(−(2n − i))Q2n−i−1e−(n−1)α
)
+ u0(n− i)
(
(2n− i)!Qie−nα ∓ (−1)ii!Q2n−ie−nα
)
+ u1
(
(2n+ 1− i)!Qi+1e−(n+1)α ± (−1)i(i+ 1)!Q2n+1−ie−(n+1)α
)
= −(2n− i)i u−1 v
∓
n−1,i−1 + (n− i) u0 v
∓
n,i + u1 v
∓
n+1,i+1.
The lemma follows.

Lemma 7.3. Let j ∈ Z. Then
U+j v
±
n,i ∈ 〈v
±
n−1,i−2〉+ 〈v
±
n−1,i〉+ 〈v
±
n,i−1〉+ 〈v
±
n,i+1〉+ 〈v
±
n+1,i〉+ 〈v
±
n+1,i+2〉.
Proof. First we notice that
e−αj Q
ie−nα = Qi(e−αj e
−nα)− iQi−1(Hje
−nα) +
i(i− 1)
2
Qi−2Eje
−nα,
e−αj Q
2n−ie−nα = Q2n−i(e−αj e
−nα)− (2n− i)Q2n−i−1(Hje
−nα) +
+
(2n− i)(2n − i− 1)
2
Q2n−i−2Eje
−nα.
As in the previous Lemma, we define ui, ui
′, ui
′′ by
Eje
−nα = u−1e
−(n−1)α + u0Qe
−nα + u1Q
2e−(n+1)α,
Hje
−nα = u0
′e−nα + u1
′Qe−(n+1)α,
e−αj e
−nα = u1
′′e−(n+1)α.
By the proof of Lemma 7.2 we get:
u0
′Qie−nα = nu0 Q
ie−nα,
u1
′Qie−(n+1)α = (2n+ 1)u1 Q
ie−(n+1)α,
u1
′′Qie−(n+1)α = (2n+ 1)(n + 1)u1Q
ie−(n+1)α.
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Now we have
U+j v
±
n,i =
2(2n − i)!e−αj Q
ie−nα ± (−1)ii!EjQ
2n−ie−nα(17)
+(2n− i)!EjQ
ie−nα ± 2(−1)ii!e−αj Q
2n−ie−nα.(18)
By direct calculation we see that the expression (17) is equal to
i(i − 1)u−1
(
(2n − i)!Qi−2e−(n−1)α ± (−1)i−2(i− 2)!Q2n−ie−(n−1)α
)
+
−iu0
(
(2n+ 1− i)!Qi−1e−nα ± (−1)i−1(i− 1)!Q2n+1−ie−nα
)
+
u1
(
(2n + 2− i)!Qie−(n+1)α ± (−1)ii!Q2n+2−ie−nα
)
+
= i(i − 1)u−1v
±
n−1,i−2 − iu0v
±
n,i−1 + u1v
±
n+1,i.
Similarly, the expression (18) is equal to(
(2n − i)(2n − i− 1)u−1 v
±
n−1,i − (2n− i)u0 v
±
n,i+1 + u1v
±
n+1,i+2
)
.
The lemma follows. 
The proof of the following lemma is completely analogous to the previous case.
Lemma 7.4. Let j ∈ Z. Then
U−j v
±
n,i ∈ 〈v
∓
n−1,i−2〉+ 〈v
∓
n−1,i〉+ 〈v
∓
n,i−1〉+ 〈v
∓
n,i+1〉+ 〈v
∓
n+1,i〉+ 〈v
∓
n+1,i+2〉.
8. Appendix B
In this section we relate our conjectural constant term identities in Conjecture 5.3 and Remark
5.4 to some known combinatorial identities in the literature [24] (for an excellent review see also
[21]).
Let S(t, r, p) be the residue as in Remark 5.4. We easily see
S(t, 3, p) = Resz,z1,z2,z3
(1− z)2p−1−t(1− z1)
t(1− z2)
t(1 − z3)
t
z2+2p(z1z2z3)4p
·(1 −
z1
z
)−2p(1 −
z2
z
)−2p(1−
z3
z
)−2p(z1 − z2)
2p(z1 − z3)
2p(z2 − z3)
2p
= Resz
{
CTz1,z2,z3(−1)
3p+1 (1− z)
2p−1−t
z2+2p
∏
1≤i<j≤3
(1− zi/zj)
p(1− zj/zi)
p
3∏
i=1
(1− zi)
t−2p+1
3∏
i=1
(1− zi/z)
−2p
3∏
i=1
(1−
1
zi
)2p−1
}
.
We will be using (slightly normalized) Jack polynomials skλ as in Kadell’s paper [24]. Let k be a
parameter and z = (z1, ..) and y = (y1, ...) two sets of variables. Then we recall the Cauchy product
expansion formula for Jack polynomials ([24], [21]):∏
i,j
1
(1− ziyj)k
=
∑
λ
αkλs
k
λ(z)s
k
λ(y).
where
αkλ =
∏
(i,j)∈λ
hk,ki,j (λ)
hk,1i,j (λ)
,
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and
hk,ai,j = (Ai,j(λ) + kLi,j(λ) + a),
where Ai,j(λ) and Li,j(λ) are the arm and leg length of the partition λ computed at the position
(i, j), respectively. Now we specialize k = p (as before), yj =
1
z , with j = 1, 2. Thus we obtain a
sum over partitions in at most two parts:
n∏
i=1
1
(1− ziz )
2p
=
∑
λ=(λ1,λ2)
αkλs
p
λ(z1, z2, · · · , zn)s
p
λ(
1
z
,
1
z
).
If we specialize n = 3, we obtain
αpλ1,λ2 =
(p)λ1+2p(p)λ2+p(λ1 − λ2 + 1)p(λ2 + 1)p(λ1 + p+ 1)p
(λ1 + 2p)!(λ2 + p)!f
p
3 (λ)
,
with (x)a = x(x+1) · · · (x+a−1) the usual Pochhammer symbol and f
p
r (λ) =
∏
1≤i<j≤r(λi−λj+
(i− j)p)p.
The next result is well-known.
Lemma 8.1.
spλ(z, . . . , z) = z
|λ|
∏
1≤i<j≤n
((j − i)p+ λi − λj)p
((j − i)p)p
.
Hence
spλ(z
−1, z−1) = z−|λ|
(p+ λ1 − λ2)p
(p)p
= z−|λ|
(λ1−λ2+2p−1
p
)(
2p−1
p
) .
We also need the following important result, a special case of the main result of Kadell in [24]:
Proposition 8.2.
CTz1,z2,z3
spλ1,λ2(z1, z2, z3)∏
i<j
(1− zi/zj)
p(1− zj/zi)
p
3∏
i=1
(1− zi)
t−2p+1(1 −
1
zi
)2p−1

=
6fp3 (λ)(−1)
λ1+λ2(t+ 2p)!(t+ p)!t!
(t+ 1 + λ1)!(t+ 1− p+ λ2)!(t− 2p+ 1)!(2p − 1− λ1)!(3p − 1− λ2)!(4p − 1)!
=
6(2p − 1)!(2p − 1− λ2)!f
p
3 (λ)(−1)
λ1+λ2
( t+2p
2p−1−λ1
)( t+p
2p−1−λ2
)( t
2p−1
)
(4p − 1)!(3p − 1− λ2)!
Putting everything together, we obtain
S(t, 3, p) =
∑
λ1≥λ2≥0
Resz
∞∑
i=0
(−1)i
(
2p− 1− t
i
)
zi−2−2p
·cpλ1,λ2(−1)
|λ|
(
t+ 2p
2p− 1− λ1
)(
t+ p
2p− 1− λ2
)(
t
2p − 1
)
(
1
z
)λ1+λ2
=
∑
λ1≥λ2≥0
cpλ1,λ2(−1)
|λ|
(
t+ λ1 + λ2 + 1
2p + 1 + λ1 + λ2
)(
t+ 2p
2p − 1− λ1
)(
t+ p
2p − 1− λ2
)(
t
2p− 1
)
where
cpλ1,λ2 =
6(2p − 1)!(2p − 1− λ2)!
(λ1−λ2+2p−1
p
)
(p)λ1+2p(p)λ2+p(λ1 − λ2 + 1)p(λ2 + 1)p(λ1 + p+ 1)p
(−1)p+1(λ1 + 2p)!(λ2 + p)!
(
2p−1
p
)
(4p − 1)!(3p − 1− λ2)!
.
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Remark 8.3. By using Kadell’s identity, similar identities (involving summation over partitions
into two parts) can be derived for all S(t, r, p).
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