Abstract. Dynamic contrast-enhanced computed tomography (CT) could provide an accurate and widely available technique for myocardial blood flow (MBF) estimation to aid in the diagnosis and treatment of coronary artery disease. However, one of its primary limitations is the radiation dose imparted to the patient. We are exploring techniques to reduce the patient dose by either reducing the tube current or by reducing the number of temporal frames in the dynamic CT sequence. Both of these dose reduction techniques result in noisy data. In order to extract the MBF information from the noisy acquisitions, we have explored several data-domain smoothing techniques. In this work, we investigate two specific smoothing techniques: the sinogram restoration technique in both the spatial and temporal domains and the use of the Karhunen-Loeve (KL) transform to provide temporal smoothing in the sinogram domain. The KL transform smoothing technique has been previously applied to dynamic image sequences in positron emission tomography. We apply a quantitative two-compartment blood flow model to estimate MBF from the time-attenuation curves and determine which smoothing method provides the most accurate MBF estimates in a series of simulations of different dose levels, dynamic contrast-enhanced cardiac CT acquisitions. As measured by root mean square percentage error (% RMSE) in MBF estimates, sinogram smoothing generally provides the best MBF estimates except for the cases of the lowest simulated dose levels (tube current ¼ 25 mAs, 2 or 3 s temporal spacing), where the KL transform method provides the best MBF estimates. The KL transform technique provides improved MBF estimates compared to conventional processing only at very low doses (<7 mSv). Results suggest that the proposed smoothing techniques could provide high fidelity MBF information and allow for substantial radiation dose savings.
Quantification of myocardial blood flow (MBF) is clinically important for the evaluation of coronary heart disease (CHD). Atherosclerosis can be detected and evaluated using invasive catheter-based angiography or noninvasive computed tomography angiography (CTA) or magnetic resonance angiography. 1 However, the immediate clinical significance of an atherosclerotic lesion hinges on its effect on perfusion of the myocardium. Studies have shown that the addition of MBF information leads to better outcomes and reduced costs. 2 The standard technique for evaluating the functional, flow significance of coronary lesions is catheter-based fractional flow reserve (FFR) measurement. This entails the use of a pressure-sensitive wire to measure the blood pressure upstream and downstream of a stenosis; the resulting ratio-the FFR-is a measure of the ratio between the MBF the stenosed vessel is capable of supporting compared to the MBF the same vessel would support if the stenosis were not present. 2 Recently, investigators have developed noninvasive methods of estimating FFR by performing fluid dynamic calculations on volumetric images of the coronary tree obtained from CTA. However, this remains an investigational technique and early multicenter trials, while promising, have not yet demonstrated targeted levels of per-patient diagnostic accuracy. 3 Although FFR offers added value to strict lumenography and the decision process in the catheter lab, it is not a direct measure of tissue perfusion or ischemia. 4 Single-photon emission computed tomography (SPECT) has been the primary modality for rest and stress myocardial perfusion imaging for the past 20 years, accounting for roughly 10 million procedures per year. 5 This procedure evaluates the relative distribution of MBF at rest and stress and has a well-proven value for predicting the presence or absence of flow-limiting CHD (sensitivity: 80% to 85% and specificity: 70% to 85%), estimating the extent of disease, and determining the prognosis. Despite widespread use, SPECT has limitations. Most significantly, it is a relative method, requiring flow to at least one myocardial bed to be normal or less severely reduced than that in other beds. A SPECT study will fail to find disease in the case of balanced ischemia (multivessel disease accounts for roughly 40% of patients referred to cardiac imaging. 6, 7 This phenomenon accounts, in large part, for the limited sensitivities/ specificities observed in SPECT.
There is a great interest in using CT to assess myocardial perfusion, especially since CTA is already being used in the emergency room setting to assess chest pain. In one type of CT perfusion study, rest and stress static perfusion images are acquired at the time of the peak myocardial iodine enhancement. Such an acquisition protocol does not allow for absolute quantification of MBF and yields information similar to SPECT, allowing for the assessment of relative MBF at rest and stress.
Dynamic CT holds the promise of achieving true quantitative MBF imaging. 8 This entails acquiring a series of CT images of the myocardium during uptake and washout of the iodinated contrast agent. The resulting pixel-based or regional timeattenuation curves (TACs) can be analyzed using physiological models of iodine exchange to estimate MBF in absolute units (ml∕g∕ min).
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The principal drawback of dynamic CT for MBF estimation is the large radiation dose imparted to the patient during this test. CT manufacturers have primarily focused their research and development on the mainstream applications of static imaging with high anatomic detail. As such, CT hardware and software are optimized for high-flux, high-throughput imaging, with little optimization for four-dimensional (4-D) imaging of the time course of contrast agents.
There are two potential methods to reduce the dose from dynamic CT scans: reduced tube current or reduced time samples or a combination of both. Both these strategies come at the cost of increased noise. Several groups have explored techniques to incorporate temporal variation in cardiac imaging for a lowdose scan protocol. Sawall et al. 10, 11 used a variant of the McKinnon-Bates image reconstruction algorithm along with bilateral filtering in multiple dimensions (three spatial, three temporal: cardiac, respiratory, and perfusion) to achieve lowdose phase-correlated imaging in small animals. Ritschl et al. 12 used a method for spatial and temporal regularizations for temporal-correlated CT image reconstruction. Their method utilized a total variation constraint in both the spatial and temporal dimensions. Chen et al. 13 used a prior image constrained compressed sensing algorithm in the context of a time-resolved cardiac C-arm cone-beam CT.
In this work, we explore two sinogram-domain methods to restore the noise in dynamic CT data: the first is an extension to dynamic data of a sinogram smoothing and restoration method we have previously introduced. [14] [15] [16] The second is an application of a sinogram-domain Karhunen-Loeve (KL) transform previously introduced in the context of dynamic positron emission tomography (PET) by Brankov et al. 17 In this study, we present these two methods and compare their relative performances through simulations of dynamic contrast-enhanced cardiac CT. Ultimately, we want to verify that accurate and precise TACs and parametric estimates can be recovered from CT acquisitions with substantially lower doses to patients.
Methods
Noise in CT data is generally controlled through the apodization of the kernel used in the filtered backprojection (FBP) reconstruction. This simple approach does not model the spatially variant noise properties inherent to the data and is thus potentially suboptimal. Iterative sinogram smoothing and restoration have been proposed to improve the signal-to-noise ratio of CT data. 14, 15, 18 These strategies can model several of the degrading physical effects of the CT acquisition and attempt to remove these degradations from the data through an iterative deconvolution based on maximization of an objective function comprising a reasonable stochastic model for the data and a simple roughness-penalty term. In addition, iterative techniques in the sinogram domain are computationally more efficient since they do not require multiple backprojections and reprojections. In this paper, we propose tailoring these approaches for use with dynamic CT data by using 4-D sinogram restoration.
We also explore the use of a KL transform method in the sinogram domain for noise reduction. This particular KL technique has been previously applied to dynamic image sequences in PET. 17, 19 Due to the strong correlation between the data from different temporal frames, temporal smoothing can be performed on the sinogram data by the use of a KL transform to reduce the noise. Other investigators have used spatial-domain KL transforms to denoise CT sinograms 20 and performed preliminary investigation of its application to dynamic CT, 21 although the specific strategy is somewhat different in that it involves reconstructing all of the KL basis images. This prior method uses an adaptively varied filter cutoff in FBP to suppress the less significant KL components, which are assumed to contain more noise than signal.
4-D Sinogram Restoration
We use the same general model that we have previously used for static sinogram restoration, 15 with a slightly different interpretation of the terms. We now assume that the CT scan produces a set of measurements that are organized into a one-dimensional (1-D) vector y, with elements y meas i , i ¼ 1; : : : ; N Y , where N Y is the total number of measurements in the scan, given by the product of the number of detector elements, projection views, slices, and the dynamic frames acquired. Note that the index i, here, does not simply denote a specific detector channel, but rather a specific combination of detector channel, detector row (in the case of a multislice scanner), projection angle, and dynamic frame. The index i can be thought of as specifying a particular "attenuation line" connecting the detector element in question to the focal spot of the x-ray tube for the positions they occupied when the measurement was acquired.
We assume that each y meas i is a realization of a random variable Y meas i whose statistics are described by
where G i is the detector gain; E m is the energy of the m'th spectral bin; b ij is the degradation coefficient; I i is the number of incident photons along the i'th attenuation line; λ ðiÞ m is the probability of a photon incident on the i'th attenuation line belonging to the m'th spectral bin; L i is the designated i'th attenuation line; s ðiÞ m is the number of scattered photons of energy E m contributing to measurement i; μðx; EÞ is the energy-dependent attenuation map, with x being the spatial coordinate in the patient; d i is the dark current in the i'th measurement; and σ 2 i is the electronic noise in the i'th measurement.
We assume that Our goal is to estimate a set of ideal, "monochromatic" attenuation line integrals
i ¼ 1; : : : ; N y , at some reference energy E r (usuallyĒ i ) from the set of measurements y meas i
, i ¼ 1; : : : ; N y . These estimated line integrals can then be input to a standard analytic reconstruction algorithm as mentioned above.
Our strategy for estimating the line integrals entails maximizing a penalized-likelihood objective function. Because the model of Eq. (1) does not yield a tractable likelihood, we approximate it by defining a vector y of the new adjusted measurements with elements
where ½x þ is x for positive x and zero otherwise, that are realizations of random variables Y i which we assume are approximately Poisson-distributed
where
with f j ðlÞ being an empirically determined function, typically polynomial, that adequately captures the effect of beam hardening in slices that do not contain substantial amounts of bone or iodine. In short, it corrects for water-equivalent beam hardening. In Sec. 2.3, we discuss an additional correction we apply for iodine-and bone-based beam hardening. Our strategy at this point is then to estimate the vector l ðpolyÞ , with elements l ðpolyÞ j
, from the vector of adjusted measurements y, since the needed l ðmonoÞ i can then be obtained by inverting Eq. (5). For simplicity, we drop the (poly) superscripts from l ðpolyÞ in the explanation that follows.
Our strategy is to maximize a penalized-likelihood objective function that is modified from our previous work with the addition of a penalty term that will penalize the temporal variations in the sinogram due to iodine transport Φðl; yÞ ≡ Lðl; yÞ − β s RðlÞ − β t CðlÞ; (6) where the first
is the Poisson log-likelihood for the random variables of Eq. (4). The second term is a spatial roughness penalty and the third term is a temporal roughness penalty. The penalty terms are given by
The inner sum over j involves the difference between the k'th detector element and its nearest neighbors. In this work, we chose t s kj to create pairwise combinations among a given detector element and its four nearest neighbors in the spatial domain (detector bins and azimuthal angles). We chose t t kj to create pairwise combinations among a given detector element and its two nearest neighbors in the temporal domain. Following the separable parabolic surrogate method to maximize the likelihood, as derived by Erdogan and Fessler, 22 and the approach by La Rivière et al., 15 the updated equation is given by that guarantees monotonicity. Instead, we make use of a precomputed curvature 22 that does not guarantee monotonicity, but that we have only rarely observed to take a nonmonotonic step 
We tried several different penalty terms in the temporal domain:
1. β t ¼ 0: smoothing only in the spatial domain.
2. β s ¼ β t : common strength for quadratic penalty over both spatial and temporal domains.
3. β s ≠ β t : different strength for quadratic penalty over spatial and temporal domains.
We found that the use of temporal smoothing in addition to spatial smoothing (cases 2 and 3 above) gave rise to much smoother TACs. In this paper, we show the results only for the cases when temporal smoothing was performed.
KL Transform
The KL transform has been previously used in the temporal domain to reduce noise in PET imaging. 17, 18 Temporal KL smoothing makes use of the fact that the dynamic signal is temporally correlated while the noise is not. Kao et al. 19 exploited this fact to perform a global KL transformation of an entire sinogram, pooling the time activity curves from all the sinogram bins to estimate a covariance matrix and keeping only the first few terms of the resulting KL expansion, which effectively extracted the key temporal signals while suppressing noise. The limitation of such an approach in the sinogram domain is that a temporal component arising in a large area of the image can swamp one restricted to a smaller region of the interest. To address this case, Brankov et al. 17 extended the work of Kao et al. to include a separate application of the KL transform to clusters of sinogram bins having mutually similar temporal variation. The clusters are identified by means of the k-means clustering algorithm.
We adapted the method described in the work of Brankov et al. 17 to perform temporal smoothing for myocardial perfusion CT. The cluster-based method is appropriate because in myocardial perfusion CT, the large ventricular cavity has a different temporal course than the myocardial wall segments that are of clinical interest.
The method consists of three steps:
1. Divide projection space into regions or clusters based on common temporal variation.
2. Apply the KL transform separately to each region and truncate the resulting expansions to obtain smoothed projection data.
3. Use FBP to reconstruct images from the smoothed projection data.
For step 1, an unsupervised clustering method based on the k-means algorithm 23 was used to obtain the regions in projection space having a similar temporal variation. This method consists of the following steps:
1.a Divide the projection data initially into "k" clusters. This was done using a random assignment of projection bins. 1.b Compute the centroid of each cluster (the average of all cluster TACs). 1.c For each projection bin, recompute the cluster assignments so that the Euclidean distance between each bin and its corresponding cluster centroid is minimized. 1.d Repeat substeps 1.b and 1.c until there is no reassignment of projection bins to a cluster.
We varied the number of regions or clusters to look at the effect of this choice on the smoothing. The results are presented in Sec. 3.2.
KL transform method
We follow the method described in the work of Brankov et al. 17 to perform the KL transform for each cluster. Let h j denote the TAC of sinogram data element j that belongs to a particular cluster. The TACs can be standardized statistically prior to application of the KL transform as
whereh j is the sample mean of the TACs h j in the given cluster and, V h ¼ diag½varðh 1 Þ: : : varðh M Þ, where varðh m Þ is the sample variance of the sinogram data within a cluster for the m'th time frame. One can express the standardized TACh j in terms of an orthogonal expansion as
where M is the number of frames and φ i are the basis functions.
In the KL transform methodology, theh j are considered to be random vectors with covariance matrix Ch. The KL basis vectors are eigenvectors of Ch
where λ i are the eigenvalues and the covariance matrix is given by
where N k is the number of data elements in the k'th cluster.
The eigen values were rank ordered in order to rank order the principal components (PCs). One can smooth the TAC for each cluster by reconstructing it using only the first M 0 < M terms in the PC expansion aŝ
We varied the number of PCs to be used in this analysis to obtain the smoothed projection data for each cluster. As expected, we found that omitting the higher-order terms decreases the noise level in the data while retaining the essential temporal variation.
Dynamic Simulations
We generated dynamic material phantoms to mimic the exchange of iodine in the myocardium. Using the XCAT phantom 24 as the base image volume, we simulated 4-D image volumes with unique kinetics in the right ventricular cavity, left ventricular cavity, aorta, and myocardium. These kinetics were derived from our detailed mathematical model of iodine exchange. 9 Starting from a ventricular or aortic input signal, the model accounts for the time delay and signal dispersion in large vessels between the input measurement and myocardium. In the tissue region of interest, the model accounts for flow heterogeneity and axial dispersion in the concentration of iodine as it exchanges with the interstitial space. In addition, the known differences between the systemic and microvascular hematocrits are appropriately handled. This iodine exchange model was formed by patient and porcine studies and allows for generation of realistic iodine curves for a range of physiologic states. These curves defined the changes in the dynamic phantom, which consisted of concentration maps of three materials (water, bone, and iodine), as shown in Fig. 1 , for each time frame.
We constructed a polyenergetic simulator for CT projection data that uses the system model described above in Eq. (1). The spectrum and the system parameters used by our simulator matched a CT scanner at the University of Washington (GE Lightspeed 16-slice, GE Healthcare, Waukesha, Wisconsin). Simulated projection data were generated using our polychromatic projector and dynamic material phantom data. Noise matching was done on the simulator to model the photon fluence with various tube currents by matching the standard deviation in 10 regions of interest (ROIs) in a uniform water phantom. The noise power spectrum was also matched by varying the image reconstruction filter cutoff. The best match was provided by a Hann filter with a cutoff of 0.94 times the Nyquist frequency and this filter was used for all FBP reconstructions in this work. In order to simulate different noise levels, noisy projection data were generated with tube currents of 25, 70, and 140 mA for this phantom for 30, 1-s time frames. We looked at four different MBF rates in order to simulate different disease states: 0.5, 1.0, 2.0, and 3.0 ml∕g∕ min. For each flow rate, we simulated dynamic phantom data for two different phases, where phase refers to a 0 and 1.0 s shift in acquisition start time. For the sinogram restoration approach, the method of Sec. 2.1 was used to estimate the line integrals. For all other methods, a simple logarithm of the blank-scan normalized data was used to estimate the line integrals. In all cases, the line integrals were corrected for water-based beam hardening by use of Eq. (5), with the calibration function estimated from simulated scans of a uniform water phantom. The reference energy was 62.3 keV, the spectral average.
The three processing/reconstruction methods considered were: 1. Sinogram restoration followed by FBP, 2. KL-transform method followed by FBP,
FBP.
For reference purposes, noiseless data were also reconstructed by use of FBP.
After reconstruction by all methods, we performed additional beam hardening correction accounting for bone and iodine using the iterative method of Stenner et al. 25 The key challenge in such beam hardening correction methods is properly segmenting the images into material types. Stenner's method exploits the fact that the iodine regions are changing from frame to frame to properly distinguish iodine and bone. We varied the various thresholds used for segmentation on noiseless data. We selected a set of thresholds that minimized the bias in estimated MBF from noiseless data.
In order to analyze the reconstructed images with respect to the task of estimating MBF, four different ROIs of size 5 × 5 pixels were chosen in the left myocardial regions in the image, as shown in Fig. 2 . The four ROIs are in the basal, lateral, apical, and septal regions of the left myocardium. The average CT number was computed for these ROIs and their variation was plotted as a function of time to obtain TACs. The shape and magnitude of these curves can be used to estimate MBF using models of iodine transport in the myocardium. 26, 27 We have previously explored several different blood flow estimation models: a maximum slope model, a two-compartment model, an axially distributed model, and an adiabatic approximation to the tissue homogeneous model. 9 We found, apart from the slope model which yields erroneous flow estimates, the other three methods give comparable blood flow estimates. We used the full two-compartment model to estimate the MBF 9 in this paper.
Smoothing Parameter Selection
Both the smoothing algorithms have two free parameters. For the sinogram restoration method, they are the spatial smoothing penalty (β s ) and temporal smoothing penalty (β t ). For the KL method, the free parameters are the number of clusters and the number of PCs that should be retained. For both these methods, we started with a reasonable choice of parameters that made the TACs smoother without giving rise to too much bias. We then systematically varied the parameters around that initial choice. We estimated MBF from data smoothed with these parameters for 25 mAs, four flow rates, four ROIs, two phases, Fig. 1 Example slice of the simulated dynamic computed tomography phantom consisting of water, bone, and iodine concentration maps. and two noisy realizations for 2-s sampling. We computed the root mean square percentage error (% RMSE) in the estimated MBFs. We looked for a choice of parameters that minimized the % RMSE in the MBF estimates. We could not exhaustively span the parameter space due to computational constraints.
Results

4-D Sinogram Restoration
We varied the values for the spatial smoothing parameter and temporal smoothing parameter. Table 1 shows the results in the variation of the % RMSE (averaged over the four flow rates) in MBF estimates with variation of a limited set (200 to 800) of these parameter terms. For the acquisition scenario studied, we found that using the same smoothing parameter in the spatial and temporal domains gives the best results. A spatial parameter (β s ) of 400 and the temporal parameter (β t ) of 400 provided the lowest % RMSE in MBF estimates.
KL Transform
We varied both the number of PCs and the number of clusters to minimize the RMSE in the MBF estimates. Figure 3 shows the variation in % RMSE in MBF with varying the number of clusters and the number of PCs. We found that the use of six clusters and four PCs provided the lowest % RMSE in MBF estimates. Figure 3 also shows an example of clusters obtained in the projection space using the k-means clustering method. This figure shows six clusters in a simulated sinogram.
Time-Attenuation Curves
Typical TACs are shown in Fig. 4 for the following parameters: 25 mAs, flow rate ¼ 3.0 ml∕g∕ min, cardiac output ¼ 8.0 l∕ min, and three different time sampling intervals (1, 2, and 3 s). In addition to the TAC extracted from noiseless reconstructions, TACs are shown for three methods: (1) simple FBP with no presmoothing (labeled "Noisy"), (2) sinogram restoration method using β s ¼ β t ¼ 400 (labeled "Smoothed"), and (3) the KL method using six clusters and four PCs (labeled "KL").
As implemented, both the sinogram restoration and the KL approach make the TACs smoother than the "noisy" data. However, the earlier frames show more bias in the smoothed TACs, especially when reducing the number of time samples. Figure 5 shows the TACs for data obtained from tube currents of 70 and 140 mAs and a 2-s time sampling. Naturally, all of the TACs are considerably smoother for higher tube currents.
Estimated Flow Rates
In this paper, we used the two-compartment model to compute MBF estimates. The computed flow estimates were averaged over four ROIs, five noisy realizations, two phases, and three time scan intervals. Figure 6 shows the average MBF estimates along with the standard deviations for the various imagereconstruction methods and tube currents. We see that the standard deviation in MBF estimate increases with a decreasing tube current for all flows. The noiseless data show some bias and variance because of the following reasons:
1. The beam hardening correction is not perfect.
2. The MBF estimation model will be biased by the limited, discrete temporal sampling.
3. The data are averaged over two phases and the MBF estimate is very sensitive to the first point on the TAC, which is considered the background, and that first point varies with phase.
The smoothed data obtained using 4-D sinogram restoration exhibits the lowest bias overall considering all flow rates and tube currents. The standard deviation in the mean MBF estimates seems to increase with increasing flow rates. The two sinogram smoothing methods exhibit a much lower standard deviation at lower flow rates than the noisy data. This is not true at higher flow rates. The MBF estimates are very sensitive to the first point in the TAC, which is considered the background. Smoothing can result in biasing the first point in the TAC and this can result in a higher variance in the MBF estimates.
In Table 2 , we list the standard deviations averaged over four ROIs, five noisy realizations, two phases, four flow rates, and three scan intervals for various tube currents. The KL method gives the lowest standard deviation in MBF estimates for all three tube currents. However, the sinogram restoration will be seen to have superior MBF bias and RMSE relative to the noisy data. Despite yielding smoother images and TACs, the sinogram restoration approach yields similar MBF and standard deviation as the noisy data. This result is surprising but not inconsistent since the variance in MBF estimates is not linearly related to the variance in the image data or TACs due to the nonlinearity of the MBF estimation model. There is a complicated tradeoff between the bias and the variance of MBF estimates due to smoothing. There are diminishing returns in the accuracy of the MBF estimates as the smoothed data approaches noiseless data.
We also computed the percentage absolute bias and percentage standard deviation in estimated MBF averaged over four ROIs, four flow rates, two phases, and five noisy realizations. There was no clearly superior method in terms bias, variance, and RMSE for all simulated conditions. To present a subset of these metrics, we present the bias and variance for the 25 mAs simulated conditions in Fig. 7 . The average percentage standard deviation in flow estimates increases with an increasing time sampling interval. The KL method has the lowest average % standard deviation for 25 mAs for all three sampling intervals. Figure 8 shows the % RMSE in flow estimates averaged over four MBF flow rates, four ROIs, two phases, and five noisy realizations for various current levels and time sampling intervals. Not surprisingly we see that the % RMSE increases with decreasing tube current. We also see that as we reduce the number of time samples, the two smoothing methods do not offer much advantage over noisy data, especially for higher tube currents. Temporal smoothing seems to affect the resultant MBF estimates to a greater degree than reducing the tube currents. The sinogram restoration method has the lowest average % RMSE in estimated MBF for all three tube currents and a 1-s time sampling. The KL method gives the lowest RMSE for the lowest tube current of 25 mAs and 2-and 3-s time samplings. 
Dose Calculations
For the purposes of radiation dose comparisons, the effective dose for all simulated acquisition techniques was estimated with the ImPACT CT Dosimetry Calculator. 28 Figure 9 shows the % RMSE in MBF versus effective dose for various methods, tube currents, and scanning intervals. These results have been averaged over four ROIs, four flow rates, two phases, and five noisy realizations for each phase. The three points on each line in this plot are the data for three time scan intervals of, from left to right, 3, 2, and 1 s. Dose reduction increases MBF estimation error but it does so in a nonlinear fashion. The % RMSE increases much more when going from ∼20 to ∼10 mSv than when going from ∼40 to ∼20 mSv.
Sinogram smoothing generally provides the best MBF estimates. It outperforms the KL method for all the simulated current and sampling scenarios except for the lowest tube current (25 mAs) coupled with a reduced temporal sampling (2 and 3 s). The KL method does poorly when compared to no smoothing for very low noise, i.e., higher tube currents. For an effective dose of 9.75 mSv, the sinogram restoration method provides the lowest RMSE of ∼25%. For an effective dose of 3.45 mSv, the KL method provides the lowest % RMSE of ∼37%.
Computation Times
Both the sinogram-smoothing and KL transform methods come at the cost of additional computational burden. Table 3 summarizes the computational times for sinogram smoothing and the KL transform method. The smoothing parameters used for his measurement were the ones that gave us the lowest % RMSE for each method. The computation time for FBP image reconstruction is provided for reference. The FBP and the sinogram restoration method were implemented in IDL. The KL transform method was implemented in MATLAB. We should emphasize that these techniques have not been optimized for computational speed. In the KL transform method, the k-means clustering step is the major time consumer and the computation time goes up with the number of clusters. This algorithm could be made more efficient using a better implementation of k-means clustering. With our current implementation, the sinogram-smoothing method is faster than the KL transform method.
Conclusions
We have compared two different sinogram-domain methods, sinogram restoration and KL transformation, for the task of improving estimates of MBF in dose-reduced dynamic cardiac perfusion CT. As measured by % RMSE, sinogram smoothing generally provides the best MBF estimates except for the cases of lowest tube current (25 mAs) coupled with reduced temporal sampling. When reducing the dose to a level of about 10 mSv, which is comparable to SPECT perfusion doses, 5 the sinogram restoration method provided an RMSE of ∼25%. At a still lower dose of 3.45 mSv, the KL method provided the best performance with an RMSE of ∼37%. The MBF estimate is very sensitive to the shape of the TAC as well as the background CT number which is taken to be the first point in the TAC. Smoothing via any method smooths the TAC at the cost of introducing a bias in the TAC that could impact the MBF estimate. We observed that the KL method provides a very smooth TAC but introduces a much larger bias. Thus, overall it gives the lowest % RMSE only for very noisy data (25 mAs coupled with reduced temporal sampling). The present work focused exclusively on data-domain methods. Although they are iterative, these are, in general, more computationally efficient than methods involving fully iterative reconstruction with multiple backprojections and reprojections. They also allow statistical modeling without consideration of the correlations introduced by image reconstruction. It will be interesting to compare these results with the results of denoising algorithms applied to image sequences. For example, a very similar local KL method could be applied to reconstructed image sequences and in this case, the clusters would likely correspond to structures of clinical significance.
In performing the extensive evaluations that contributed to this study, involving different tube currents, sampling schemes, cardiac outputs, and true MBFs, we identified for each method the set of algorithmic parameters that was optimal in an average sense in terms of minimizing % RMSE across these conditions. It is, of course, likely that for any given condition, a different set of parameters would yield a better performance. Surveying that vast smoothing parameter space was beyond the scope of the present study, but is a worthwhile area for further exploration now that the general promise of the approach has been established. 
