In this paper, we consider an optimal bilinear control problem for the nonlinear Schrödinger equations with singular potentials. We show well-posedness of the problem and existence of an optimal control. In addition, the first order optimality system is rigorously derived. Our results generalize the ones in [11] in several aspects.
Schrödinger equations including coulombian and electric potentials. For the following NLS of Gross-Pitaevskii type:
iu t + ∆u − U (x)u − λ|u| 2σ u − φ(t)V (x)u = 0, (t, x) ∈ [0, ∞) × R N , u(0, x) = u 0 (x), (1.2) where λ ≥ 0, U (x) is a subquadratic potential, consequently restricting initial data u 0 ∈ Σ := {u ∈ H 1 (R N ), and xu ∈ L 2 (R N )}. The authors in [11] have presented a novel choice for the cost term, which is based on the corresponding physical work performed throughout the control process. The proof of the existence of an optimal control relies heavily on the compact embedding Σ ֒→ L 2 (R N ). In contrast with (1.2), due to absence of U (x)u in (1.1), we consider (1.1) in H 1 (R N ). Therefore, how to overcome the difficulty that embedding
is not compact, which is of particular interest, is one of main technique challenges in this paper.
Borrowing the idea of [11] , we now define our optimal control problem. The natural candidate for an energy corresponding to (1.1) is
Although equation (1.1) enjoys mass conservation, i.e., u(t, ·) L 2 = u 0 L 2 for all t ∈ R, the energy E(t) is not conserved. Indeed, its evolution is given by
Integrating this equality over the compact interval [0, T ], we obtain
For any given T > 0, we consider H 1 (0, T ) as the real vector space of control parameters φ.
Set
. For some M 1 > 0 and M 2 > 0, set B 1 := {u 0 ∈ H 1 and u 0 H 1 ≤ M 1 } and B 2 := {φ 0 ∈ R and |φ 0 | ≤ M 2 } Λ(0, T ) := {(u, φ) ∈ X(0, T )×H 1 (0, T ) : u is the solution of (1.1) with u(0) ∈ B 1 and φ(0) ∈ B 2 }.
Thanks to Lemma 2.3, the set Λ(0, T ) is not empty. We consequently define the objective functional F = F (u, φ) on Λ(0, T ) by
where parameters γ 1 ≥ 0 and γ 2 > 0, A : H 1 → L 2 is a bounded linear operator, essentially self-adjoint on L 2 and localizing, i.e., there exists R > 0, such that for all ψ ∈ H 1 :
Now, we can define the following minimizing problem:
Firstly, we consider the existence of a minimizer for the above minimizing problem. This is what the following theorem shows:
Remarks. (1) In contrast with the results in [11] , our results hold for unbounded potential V , both focusing and defocusing nonlinearities. A typical example satisfying our assumption on
is not compact, the method in [11] fails to work in our situation. We can derive the compactness of a minimizing sequence by Propositions 1.1.2 and 1.3.14 in [12] .
Thanks to global well-posedness of equation (1.1), for any given initial data u 0 ∈ H 1 , we can define a mapping by
Using this mapping we introduce the unconstrained functional
In the following theorem, we investigate the differentiability of unconstrained functional F, and consequently obtain the first order optimality system.
is Gâteaux differentiable and 9) in the sense of distributions, where Remarks.
(1) Under the assumptions on u 0 and V , it follows from Lemma 2.5 that the solu-
and ϕ ∈ C([0, T ], L 2 ) that the right hand side of (1.9) is well-defined.
(2) Because control potential V is unbounded, we cannot follow the method in [11] to obtain sufficiently high regularity of u, the solution of the NLS equation (1.1). We resume the idea due to T.Kato, (see, [12] ), based on the general idea for Schrödinger equations, that two space derivative cost the same as one time derivative.
(3) In contrast with the assumption σ ∈ N in [11] , our results follow for
As an immediate corollary of Theorem 1.2, we derive the precise characterization for the critical points φ * of functional F. The proof is the same as that of Corollary 4.8 in [11] , so we omit it. Corollary 1.3. Let u * be the solution of (1.1) with control φ * , and ϕ * be the solution of corresponding adjoint equation (4.2). Then φ * ∈ C 2 (0, T ) is a classical solution of the following ordinary differential equation
subject to the initial data φ * (0) = φ 0 and φ ′ * (T ) = 0.
This paper is organized as follows: in Section 2, we will collect some preliminaries such as compactness results, global existence and regularity of (1.1). In section 3, we will show Theorem 1.1. In section 4, we firstly analyze well-posedness of the adjoint equation. Next, the Lipschitz continuity of solution u = u(φ) with respect to control parameter φ is obtained. Finally, we give the proof of Theorem 1.2. Some of the steps of the proof follow [11] , to avoid repetitions we will mainly focus on the differences with respect to [11] .
Notation. Throughout this paper, we use the following notation. C > 0 will stand for a constant that may different from line to line when it does not cause any confusion. Since we exclusively deal with R N , we often use the abbreviations
and · L q (I,H s ) respectively. We denote by U (t) := e it△ the free Schrödinger propagator, which is isometric on H s for every s ≥ 0, see [12] . We recall that a pair of exponents
Preliminaries
In this section, we recall some useful results. First, we recall the following two compactness lemmas which is vital in our paper, see [12] for detailed presentation.
Lemma 2.1. [12] Let X ֒→ Y be two Banach spaces, I be a bounded, open interval of R, and (u n ) n∈N be a bounded sequence in C(Ī, Y ). Assume that u n (t) ∈ X for all (n, t) ∈ N × I and that sup{ u n (t) X , (n, t) ∈ N × I} = K < ∞. Assume further that u n is uniformly equicontinuous in Y . If X is reflexive, then there exist a function u ∈ C(Ī, Y ) which is weakly continuousĪ → X and some subsequence (u n k ) k∈N such that for every t ∈Ī,
[12] Let I be a bounded interval of R, and (u n ) n∈N be a bounded sequence
In the following lemma, we establish some existence results of equation (1.1).
Proof. When φ is a constant, the author in [12] showed that the solution of (1.1) is local wellposedness. For our case, since φ ∈ H 1 (0, T ) ֒→ L ∞ (0, T ), we only need to take the L ∞ norm of φ when the term φV u has to be estimated in some norms. Keeping this in mind and applying the method in [12] , one can show the local well-posedness of (1.1). Hence, in order to prove this lemma, it suffices to show
Indeed, we deduce from (1.4) and mass conservation that
This implies
which, together with the embedding H 1 ֒→ L 2p p−1 and Young's inequality with ε, implies (2.1). When λ > 0, by the same argument as above, we have
3)
It follows from Gagliardo-Nirenberg's inequality that
Since N σ < 2, (2.1) follows from Young's inequality with ε.
Lemma 2.4.
[12] Let J ∋ 0 be a bounded interval, (γ, ρ) be an admissible pair and consider
where C is independent of J and f .
This lemma can be proved by applying Remarks 5.3.3 and 5.3.5 in [12] . When 0 < σ < 
Existence of Minimizers
Our goal in this section is to prove Theorem 1.1.
Proof of Theorem 1.1. The proof proceeds in three steps.
Step 1. Estimates of (u n , φ n ) n∈N . Let φ ∈ H 1 (0, T ), there exists a unique mild solution u ∈ C([0, T ], H 1 ) of (1.1) by Lemma 2.3. Hence, the set Λ(0, T ) is nonempty, and there exists a minimizing sequence (u n , φ n ) n∈N such that
We deduce from γ 2 > 0 that there exists a constant C such that for every n ∈ N
By using the embedding H 1 (0, T ) ֒→ C[0, T ] and φ n (0) ∈ B 2 , we have
This implies the sequence (φ n ) n∈N is bounded in L ∞ (0, T ), so is in H 1 (0, T ). Thus, there exist a subsequence, which we still denote by (φ n ) n∈N , and φ * ∈ H 1 (0, T ) such that
On the other hand, we deduce from (1.4) and mass conservation that
Using the same argument as Lemma 2.3 and u n (0) ∈ B 2 , we derive
Combining this estimate and the fact that u n is the solution of (1.1), we have
Step 2. Passage to the limit. By applying (3.2), (3.3), and Lemma 2.2, we deduce that there [12] , Remark 1.3.11) and the inequality u 2
Next, we note that for all z 1 , z 2 ∈ C, it holds
It follows from (2.4), (3.2), (3.5), (3.6), Hölder's inequality that
where r = 2σ + 2 and a = 1 − N (
. Therefore, we deduce from Lemma 2.1 that there exist a subsequence, still denoted by (|u n | 2σ u n ) n∈N , and
On the other hand, it follows from (u n , φ n ) ∈ Λ(0, T ) that for every ω ∈ C ∞ c (R N ) and for every η ∈ D(0, T ),
Applying (3.1), (3.4), (3.8) , and the dominated convergence theorem, we deduce easily that
This implies that u * satisfies
We next show |u
Let us prove (3.10) by contradiction. If not, there exists
It follows from (3.8) that
On the other hand, we deduce from (3.4) that there exists a subsequence, still denoted by
loc (R N ). Combining this, (3.2) and (3.4), we derive
where Ω is the compact support of ϕ 0 . This is a contradiction with (3.11) and (3.12).
By using the classical argument based on Strichartz's estimate, we can obtain the uniqueness of the weak solution u * of (1.1). Arguing as the proof of Theorem 3.3.9 in [12] , it follows that u * is indeed a mild solution of (1.1) and u * ∈ C((0, T ),
Step 3. Conclusion. In order to conclude that the pair (u * , φ * ) ∈ Λ(0, T ) is indeed a minimizer of optimal control problem (1.8), we need only show
Indeed, in view of the assumption on operator A, there exists R > 0, such that for every
The same argument as Lemma 2.5 in [11] , we have lim inf
where
It follows from the weak lower semicontinuity of the norm that lim inf
Collecting (3.15)-(3.17), we derive (3.14). This completes the proof.
Rigorous characterization of a minimizer
In order to obtain a rigorous characterization of a minimizer (u * , φ * ) ∈ Λ(0, T ), we need to derive the first order optimality conditions for our optimal control problem (1.8). For this aim, we firstly formally calculate the derivative of the objective functional F (u, φ) and analyze the resulting adjoint problem in the next subsection.
Derivation and analysis of the adjoint equation.
To begin with, we rewrite equation (1.1) in a more abstract form, i.e.,
Thus, formally computation yields
where ϕ ∈ L 2 . Similarly, we have
The analogue argument as Section 3.1 in [11] , we can derive the following adjoint equation:
where δF (u,φ) δu(t) and δF (u,φ) δu(T ) denote the first variation of F (u, φ) with respect to u(t) and u(T ) respectively. By straightforward computations, we have
and
Thus, equation (4.2) defines a Cauchy problem for ϕ with data ϕ(T ) ∈ L 2 , one can solve (4.2) backwards in time.
In the following proposition, we will analyze the existence of solutions to (4.2).
Proof. Under our assumptions on V , u 0 , and A, we deduce from H 2 ֒→ L ∞ and Lemma 2.5
Since V is an unbounded potential, it cannot be treated as a perturbation. Applying consequently Theorem 4.6.4 and Corollary 4.6.5 in [12] , we can obtain the local well-posedness. The global existence can be derived by the classical argument for Schrödinger equations and Gronwall's inequality.
Lipschitz continuity with respect to the control.
This subsection is devoted to derive the solution of (1.1) depends Lipschitz continuously on the control parameter φ, which is vital for investigating the differentiability of unconstrained functional F. To begin with, we study the continuous dependence of the solutions u = u(φ) with respect to the control parameter φ. Our result is as follows.
2 ) be two mild solutions of (1.1) with the same initial data u 0 ∈ H 2 , corresponding to control parameters φ,φ ∈ H 1 (0, T ) respectively. Given a constant M > 0, if 5) where
In particular, the solution u(φ) depends continuously on control parameter φ ∈ H 1 (0, T ).
Proof. To simplify notation, let us assume t + τ ≤ T . Applying Lemmas 2.3 and 2.4, there is a τ > 0 depending only on M , such that u| It is a fixed point of the operator
which maps the Banach space
The same holds forũ, we consequently derivẽ
where s ∈ [t, t + τ ]. In the following, we set r = 2σ + 2 and ρ = 2p p−1 , taking q and γ such that (q, r) and (γ, ρ) are two admissible pairs. Applying Strichartz's estimate to (4.6), the embedding
Hölder's inequality, (3.6), we derive
Set f 1 (t) = λ(|ũ| 2σũ − |u| 2σ u)(t) and f 2 (t) = V (ũφ − uφ)(t), we deduce from Lemma 2.4 that
Let us estimate these terms. By the similar argument as (4.7), we obtain
When 2 < p < ∞, 2 < 2p p−2 < ∞, we deduce from interpolation inequality and Young's inequality with ε that
When p = 2, by the similar argument as above, we have
After some fundamental computations, by the similar argument as (4.7), we obtain
Similarly,
(4.15)
Notice that the estimates (4.7)-(4.15) hold for V ∈ L ∞ . Combining (4.7)-(4.15), using the equivalent norm of H 2 , i.e., · H 2 = · L 2 + ∆ · L 2 , we obtain ũ − u L ∞ (It,H 2 ) ≤C ũ(t) − u(t) H 2 + Cτ
Therefore, the estimate (4.5) holds by choosing τ and ε sufficiently small. Due toũ(0) = u(0), we deduce from continuity argument and (4.5) that the mapping φ → u(φ) is continuous with respect to φ ∈ H 1 (0, T ).
We are now in the position to show Lipschitz continuity of solution u(φ) with respect to φ ∈ H 1 (0, T ). With the estimate (4.5) at hand, the proof is analogue to that of Proposition 4.5
in [11] , so we omit it. 
