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Abstract
As a generalization of the results [KW3], we study the functional equation of the
higher Selberg zeta function for congruence subgroups. To obtain the gamma factor
of this function, we introduce a higher Dirichlet L-function. Then we determine
the gamma factor explicitly in terms of the Barnes triple gamma function and the
higher Dirichlet L-function.
1 Introduction
For a discrete subgroup Γ of SL(2,R), the Ruelle zeta function is defined by ζΓ (s) :=∏
P (1−N(P )−s)−1, where P runs through the all primitive hyperbolic conjugacy classes
of Γ , and N(P ) is the norm of P . It is known ([Rue]) that Selberg’s zeta function ZΓ (s)
is expressed as a shifted product of the Ruelle zeta function. In general, for a given zeta
function z(s), the higher zeta function can be defined by the shifted product
∏
z(s + n)
(Cf. [KW1]). In this sense, ZΓ (s) is the higher zeta function constructed by the Ruelle
zeta function.
In [KW2], the higher Selberg zeta function
∏∞
n=1 ZΓ (s + n)
−1 was introduced for
establishing a certain identity between the non-trivial zeros of Selberg zeta function and
of the Riemann zeta function. This function also appears in the study [Go] of the first
variations of the Selberg zeta function in Teichmu¨ller spaces. Further, analytic properties
of the higher Selberg zeta function have already examined in [KW3] under the condition
that the discrete subgroup Γ is a co-compact and torsion free. It was shown that this
function also has a meromorphic continuation to the whole complex plane and satisfies a
certain functional equation.
The purpose of this present paper is a generalization of the result in [KW3] to the
non-compact cases. Precisely, we study the higher Selberg zeta function for the following
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congruence subgroup of SL(2,Z) for each integer N ≥ 1:
Γ0(N) :=
{(
a b
c d
)
∈ SL(2,Z); c ≡ 0 (modN)
}
,
Γ1(N) :=
{(
a b
c d
)
∈ Γ0(N); a ≡ d ≡ 1 (modN)
}
,
Γ (N) :=
{(
a b
c d
)
∈ Γ1(N); b ≡ 0 (modN)
}
.
When Γ = Γ0(N), Γ1(N), Γ (N), the gamma factor of the Selberg zeta function Ξhyp(s)
is composed of three factors ΞI(s), Ξell(s), and Ξpar(s), which respectively corresponds to
central terms, elliptic terms, and parabolic terms of the trace formula. We show that
these factors are expressed by the gamma function, the Barens double gamma function,
and the Dirichlet L-function (Cf. [Hu],[Vi]).
Ξl∞,hyp(s) :=
∞∏
m=1
Ξhyp(s+ lm)
−1.
Noted that if l = 1, this Ξl∞,hyp(s) agrees with the one studied in [KW3] when Γ is a
co-compact. In order to determine a proper gamma factor which describes the functional
equation of Ξl∞,hyp(s), we introduce a higher Dirichlet L-function. We explicitly determine
three factors Ξl∞,I(s), Ξl∞,ell(s), Ξl∞,par(s). We also describe the functional equation of
the higher Dirichlet L-function.
2 Preliminaries
To investigate the higher Selberg zeta function, we briefly review the trace formula and
the Selberg zeta function for congruence subgroups.
2.1 Selberg’s Trace Formula
We first recall the trace formula. Let Γ = Γ0(N), Γ1(N), Γ (N) be the congruence sub-
group and H = {z = x + iy; x ∈ R, y > 0} be the upper half plane. The group Γ acts
discontinuously on H by linear fractional transformations. Let ∆ := −y2( d2
dx2
+ d
2
dy2
)
be the
Laplacian onH , which has a unique extension as a self adjoint operator acting on the space
L2(Γ \H). We put the eigenvalues of ∆ on L2(Γ \H) by 0 = λ0 < λ1 ≤ λ2 ≤ λ3 ≤ · · · ,
and rn :=
√
λn − 1/4.
When Γ = Γ0(N), Γ1(N), Γ (N), the trace formula contains the elliptic terms and
the parabolic terms. To write down the parabolic terms, we need the description of the
scattering matrix ϕ(s). It is known that (Cf. [Sel]) the determinant of the scattering
matrix for Γ = SL(2,Z) is given by
φ(s) = detϕ(s) =
π−(1−s)Γ(1− s)ζ(2− 2s)
π−sΓ(s)ζ(2s)
,
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where ζ(s) is the Riemann zeta function. For Γ = Γ0(N), Γ1(N), Γ (N), Huxley ([Hu])
calculated the determinant of the scattering matrix as follows.
Lemma 2.1.1 ([Hu]). The determinant of the scattering matrix is given by
φ(s) = (−1)(κ−κ0)/2
(Γ(1− s)
Γ(s)
)κ(A
πκ
)1−2s∏
χ
L(2− 2s, χ¯)
L(2s, χ)
.(2.1)
Here κ is the number of cusps and κ0 := −tr ϕ
(
1
2
)
. Dirichlet characters χ which appear
in the product of (2.1) are expressed as χ(n) = χ1(n)χ2(n)ωm1m2(n), where χi is the
primitive Dirichlet character modulo qi (i = 1, 2), and ωm1m2 is the principal character
modulo m1m2. For each congruence subgroup Γ = Γ0(N), Γ1(N), Γ (N), χ runs through
all the pairs (χ1, χ2, q1, q2, m1, m2) which satisfy the following conditions:
Γ0(N) ; χ1 = χ2, q1 = q2, m1 = 1, q1|m2, (m2q2)|N, (m1, m2) = 1,
Γ1(N) ; m1 = 1, q1|m2, (m2q2)|N, (m1, m2) = 1,
Γ (N) ; (m1q1)|N, (m2q2)|N, (m1, m2) = 1.
A positive constant A is expressed as
A =


∏ q1N
(m1, N/m1)
on Γ0(N),∏
q1N on Γ1(N),∏
m1m2 q1N on Γ (N),
where (χ1, χ2, q1, q2, m1, m2) runs over through all the pairs fulfilling above conditions.
By making use of this lemma, we can write down the trace formula for the congruence
subgroup as follows.
Theorem 2.1.2 ([Hu]). Suppose that the function h(r) is even, holomorphic, and h(r) =
O((1 + |r|)−2−δ) in the strip |Im(r)| ≤ 1/2 + δ (∃δ > 0). Then we have
∞∑
n=0
h(rn) =
vol(Γ \H)
4π
∫ ∞
−∞
h(r)r tanh(πr)dr
+
∑
{P}Γ
∞∑
k=1
logN(P )
N(P )
k
2 −N(P )− k2
g(k logN(P ))
+
ν2
4
∫ ∞
−∞
h(r)
1
eπr + e−πr
dr +
ν3
3
√
3
∫ ∞
−∞
h(r)
e
pir
3 + e−
pir
3
eπr + e−πr
dr
− g(0) log (A 2κ
πκ
)
+
1
4
(κ− κ0)h(0)
− κ
2π
∫ ∞
−∞
h(r)
{Γ′
Γ
(1 + ir) +
Γ′
Γ
(
1
2
+ ir)
}
dr + 2
∑
χ
∞∑
n=1
χ(n)Λ(n)
n
g(2 logn).
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Here, vol(Γ \H) is the volume of the fundamental domain of Γ . {P}Γ runs through all
the primitive hyperbolic conjugacy classes of Γ , and N(P ) := max{α2P , β2P}, where αP
and βP are eigenvalues of the matrix P . The function g(u) is the inverse of the Fourier
transform of h(r):
g(u) =
1
2π
∫ ∞
−∞
h(r)e−iurdr.
Moreover, ν2 and ν3 is the number of primitive elliptic classes with order 2 and 3 respec-
tively, and Λ(n) denotes the von Mangoldt function.
2.2 Selberg Zeta Function
We next recall several properties of Selberg zeta function. The Selberg zeta function for
Γ is defined by the Euler product
Ξhyp(s) :=
∞∏
n=0
∏
{P}Γ
(
1−N(P )−s−n),
where {P}Γ runs through all the primitive hyperbolic conjugacy classes of Γ . This product
converges absolutely in Re(s) > 1. We note that the logarithmic derivative of Ξhyp(s) is
given by
d
ds
log Ξhyp(s) =
∑
{P}Γ
∞∑
k=1
logN(P )
N(P )
k
2 −N(P )− k2
·N(P )−(s− 12 )k.(2.2)
By taking the test function
g(u) =
1
2s− 1e
−(s− 1
2
)|u| − 1
2a− 1e
−(a− 1
2
)|u|, Re(s) > 1, a > 1,
we obtain the analytic continuation and the functional equation of Ξhyp(s) as follows.
Theorem 2.2.1 (Cf. [Fi], [Ko]). The Selberg zeta function Ξhyp(s) defined for Re(s) > 1
has a meromorphic continuation to the whole complex plane, and the complete Selberg zeta
function Ξ(s) := ΞI(s) · Ξhyp(s) · Ξell(s) · Ξpar(s) satisfies the functional equation
Ξ(s) = Ξ(1− s).
Here three factors ΞI(s), Ξell(s), Ξpar(s) are explicitly given by
ΞI(s) := exp
{vol(Γ \H)
2π
(
s log 2π + log
Γ2(s)
2
Γ(s)
)}
,(2.3)
Ξell(s) :=
{
Γ(
s
2
)−1Γ(
s+ 1
2
)
}ν2/2 · {Γ(s
3
)−1Γ(
s+ 2
3
)
}2ν3/3
,
Ξpar(s) :=
(
A 2
κ
πκ
)−s(
s− 1
2
)(κ−κ0)/2
Γ(s+
1
2
)−κ Γ(s)−κ
∏
χ
L(2s, χ)−1,
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and Γ2(z) is the Barnes-Vigne´ras double gamma function (Cf. [Vi]) given by
1
Γ2(z + 1)
= exp
{(− 1
2
− γ
2
)
z2 +
(− 1
2
− ζ ′(0))z} ∞∏
k=1
(
1 +
z
k
)k
exp
(− z + z2
2k
)
,(2.4)
which satisfies Γ2(z +1) = Γ(z)
−1 · Γ2(z), and Γ2(1) = 1. Furthermore, the function Ξ(s)
is an entire function of order 2 with zeros at s = 1/2± irn (n ≥ 0) only.
When Γ = SL(2,Z) is the modular group, it is known that
vol(Γ \H) = π
3
, ν2 = ν3 = 1, A = 1, κ = κ0 = 1,
and L(s, χ0) = ζ(s) is the Riemann zeta function. Thus, poles and zeros of the Selberg
zeta function Ξhyp(s) = Ξ(s) ·ΞI(s)−1 ·Ξell(s)−1 ·Ξpar(s)−1 for Γ = SL(2,Z) are explicitly
given as follows.
Poles of Ξhyp(s).
(1) s = 0 ; order 1,
(2) s = 1/2− k (k ≥ 0) ; order 1.
Zeros of Ξhyp(s).
(1) s = 1 ; order 1,
(2) s = −6k − j (k ≥ 0 , j = 1, 2, 3, 4, 6) ; order 2k + 1,
s = −6k − 5 (k ≥ 0) ; order 2k + 3,
(3) s = ρ/2 ( ρ : non-trivial zeros of ζ(s)) ,
(4) s = 1/2± irn (n ≥ 1).
3 Higher Selberg Zeta Functions
In this section, we determine the gamma factor of the higher Selberg zeta function and
describe the functional equation.
3.1 Euler Product and Analytic Continuation
We first define the higher Selberg zeta function attached to a positive integer l ≥ 1. Let
Ξhyp(s) be the Selberg zeta function. For each l ≥ 1, we define the higher Selberg zeta
function Ξl∞,hyp(s) by the product
Ξl∞,hyp(s) :=
∞∏
m=1
Ξhyp(s+ lm)
−1 =
∞∏
m=1
∞∏
n=0
∏
{P}Γ
(
1−N(P )−s−lm−n)−1.(3.1)
This product converges absolutely in Re(s) > 1− l. Furthermore, the relation
Ξl∞,hyp(s) =
Ξl∞,hyp(s+ l)
Ξhyp(s+ l)
(3.2)
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shows that Ξl∞,hyp(s) has a meromorphic continuation to the whole complex plane.
We note that the Euler product of the higher Selberg zeta function is rewritten as
Ξl∞,hyp(s) =
∞∏
k=1
Ξhyp(s+ lk)
−1 =
∞∏
k=0
∞∏
n=0
∏
{P}Γ
(
1−N(P )−s−l−lk−n)−1
=
l−1∏
r=0
∞∏
k=0
∞∏
j=0
∏
{P}Γ
(
1−N(P )−s−l−lk−lj−r)−1 (n = lj + r)
=
l−1∏
r=0
∞∏
m=1
∏
{P}Γ
(
1−N(P )−s−lm−r)−m (1 + k + j = m).
3.2 Test Function
To determine the gamma factor of Ξl∞,hyp(s), we need an appropriate test function. The
following test function is essentilally the same one of [KW3].
Proposition 3.2.1. If
g(u) =
ue−(s+
l
2
− 1
2
)|u|
2 sinh lu
2
− 1
l
e−(s+
l
2
− 1
2
)|u|, Re(s) > 1− l,(3.3)
then the Fourier transform of g(u) is given as h(r) = φs(r) + φs(−r), where
φs(r) :=
∞∑
m=0
{ 1
(s+ lm+ l − 1
2
+ ir)2
− 1
l
1
s+ lm+ l
2
− 1
2
+ ir
+
1
l
1
s+ lm+ 3l
2
− 1
2
+ ir
}
=− l
2
4
∞∑
m=0
1
(s+ lm+ l − 1
2
+ ir)2(s+ lm+ l
2
− 1
2
+ ir)(s+ lm+ 3l
2
− 1
2
+ ir)
.
Moreover, this function satisfies the condition of the trace formula.
Proof. Similar to [KW3].
Using this test function. we describe the hyperbolic terms of the trace formula as
follows.
Proposition 3.2.2. Applying the function in (3.3), we have
∑
{P}Γ
∞∑
k=1
logN(P )
N(P )
k
2 −N(P )− k2
g(k logN(P )) =
d2
ds2
log Ξl∞,hyp(s)− 1
l
d
ds
log Ξhyp(s+
l
2
),
(3.4)
for Re(s) > 1− l .
Proof. This equation follows immediately from the relation (2.2) and
d2
ds2
log Ξl∞,hyp(s) =
∑
{P}Γ
∞∑
k=1
logN(P )
N(P )
k
2 −N(P )− k2
k logN(P )
N(P )
lk
2 −N(P )− lk2
N(P )−(s+
l
2
− 1
2
)k.
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3.3 Central Factor
We calculate the central terms of the trace formula by taking the above mentioned test
function.
Lemma 3.3.1. If h(r) = φs(r) + φs(−r), we have
1
2
∫ ∞
−∞
h(r)r tanh(πr)dr =
d2
ds2
log
l−1∏
r=0
Γ3
(s+ l + r
l
)−2l
Γ2
(s+ l + r
l
)−2r+2l−1
(3.5)
− 1
l
d
ds
log
l−1∏
r=0
Γ2
(s+ l
2
+ r
l
)2l
Γ
(s+ l
2
+ r
l
)2r−2l+1
.
Here Γ3(z) is the Barnes-Vigne´ras triple gamma function (Cf. [Vi]) given by
Γ3(z + 1) = exp
{(− 1
4
− γ
6
)
z3 +
(1
8
− ζ
′(0)
2
+
γ
4
)
z2 +
( 7
24
+ ζ ′(−1) + ζ
′(0)
2
)
z
}
(3.6)
×
∞∏
k=1
(
1 +
z
k
)− k(k+1)
2
exp
{ 1
6k
z3 +
(− 1
4
− 1
4k
)
z2 +
(1
2
+
k
2
)
z
}
,
which satisfies Γ3(z + 1) = Γ2(z)
−1 · Γ3(z), and Γ3(1) = 1.
Proof. Applying the residue theorem to the lower half plane, we see that
1
2
∫ ∞
−∞
h(r)r tanh(πr)dr =
∫ ∞
−∞
φs(r)r tanh(πr)dr = −
∞∑
n=0
(2n+ 1)φs
(− 2n+ 1
2
i
)
=−
∞∑
n=0
∞∑
m=0
(2n+ 1)
{ 1
(s+ lm+ l + n)2
− 1
l
1
s+ lm+ l
2
+ n
+
1
l
1
s+ lm+ 3l
2
+ n
}
=−
l−1∑
r=0
∞∑
j=0
∞∑
m=0
{
2(lj + r) + 1
}
×
{ 1
(s+ lm+ l + lj + r)2
− 1
l
1
s+ lm+ l
2
+ lj + r
+
1
l
1
s+ lm+ 3l
2
+ lj + r
}
=−
l−1∑
r=0
∞∑
k=0
k∑
j=0
{
2(lj + r) + 1
}{ 1
(s+ lk + l + r)2
− 1
l
1
s+ lk + l
2
+ r
+
1
l
1
s+ lk + 3l
2
+ r
}
=−
l−1∑
r=0
∞∑
k=0
{
2l
(k + 1)(k + 2)
2
+ (2r − 2l + 1)(k + 1)
}
×
{ 1
(s+ lk + l + r)2
− 1
l
1
s + lk + l
2
+ r
+
1
l
1
s+ lk + 3l
2
+ r
}
.
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Here, from the Weierstrass product expression of Γ(z), Γ2(z) and Γ3(z), we have
d2
ds2
log Γ3
(s+ l + r
l
)2l
Γ2
(s+ l + r
l
)2r−2l+1
=
1
l2
(−3− 2γ)s+ 1
l2
(γ − r + 1) + 1
l
(−γ − 2ζ ′(0)− 3
2
)
+
∞∑
k=0
{2l (k+1)(k+2)
2
+ (2r − 2l + 1)(k + 1)
(s+ lk + l + r)2
+
1
l2
2s+ l − 1
k + 1
− 1
l
}
,
and
d
ds
log Γ2
(s+ l
2
+ r
l
)2l
Γ
(s+ l
2
+ r
l
)2r−2l+1
=
1
l
(2 + 2γ)s+
1
l
(2r − γ) + γ + 2ζ ′(0)
−
∞∑
k=0
{2l(k + 1) + 2r − 2l + 1
s+ lk + l
2
+ r
+
2s+ l − 1
l(k + 1)
− 2
}
.
It follow that
l−1∑
r=0
∞∑
k=0
{
2l
(k + 1)(k + 2)
2
+ (2r − 2l + 1)(k + 1)
}
×
{ 1
(s+ lk + l + r)2
− 1
l
1
s+ lk + l
2
+ r
+
1
l
1
s + lk + 3l
2
+ r
}
− d
2
ds2
log Γ3
(s+ l + r
l
)2l
Γ2
(s+ l + r
l
)2r−2l+1 − 1
l
d
ds
log Γ2
(s+ l
2
+ r
l
)2l
Γ
(s+ l
2
+ r
l
)2r−2l+1
=
s
l2
− 1
l2
(r + 1) +
3
2l
− 1
l
∞∑
k=0
(s+ l
2
+ r)(s+ 3l
2
− r − 1)
(s+ lk + l
2
+ r)(s+ lk + 3l
2
+ r)
=
s
l2
− 1
l2
(r + 1) +
3
2l
− 1
l2
(s+
l
2
+ r)(s+
3l
2
− r − 1)
∞∑
k=0
{ 1
s+ lk + l
2
+ r
− 1
s+ lk + 3l
2
+ r
}
=
s
l2
− 1
l2
(r + 1) +
3
2l
− 1
l2
(s+
3l
2
− r − 1) = 0.
This proves the lemma.
Now we recall the multiplication formula for Γ(z) and Γ2(z) (Cf. [Sr]).
Γ(z) = k1(m) ·mz ·
m−1∏
j=0
Γ(
z + j
m
),(3.7)
Γ2(z) = k2(m) · (2π) 12 (m−1)z ·mz− 12z2 ·
m−1∏
j1=0
m−1∏
j2=0
Γ2
(z + j1 + j2
m
)
,(3.8)
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where
k1(m) := (2π)
− 1
2
(m−1) ·m− 12 ,
k2(m) := A
1−m2 · e 112 (m2−1) · (2π)− 12 (m−1) ·m− 512 ,
and A is the Glaisher-Kinkelin constant defined by
logA := lim
N→∞
{ N∑
k=1
k log k −
(N2
2
+
N
2
+
1
12
)
logN +
N2
4
}
.
Lemma 3.3.2. For l ≥ 1, we have
l−1∏
r=0
Γ2
(z + r
l
)2l
Γ
(z + r
l
)2r−2l+1
= k2(l)
−2k1(l) · (2π)−lz · l−z+z2 · (2π)
zΓ2(z)
2
Γ(z)
.(3.9)
Proof. We see that
l−1∏
r1=0
l−1∏
r2=0
Γ2
(z + r1 + r2
l
)
=
l−1∏
r=0
Γ2
(z + r
l
)r+1
Γ2
(z + r
l
)−r+l−1
=
l−1∏
r=0
Γ2
(z + r
l
)l
Γ
(z + r
l
)r−l+1
.
It follows from (3.7) and (3.8) that
l−1∏
r=0
Γ2
(z + r
l
)2l
Γ
(z + r
l
)2r−2l+1
=
l−1∏
r1=0
l−1∏
r2=0
Γ2
(z + r1 + r2
2
)2 · l−1∏
r=0
Γ
(z + r
l
)−1
= k2(l)
−2k1(l) · (2π)−lz · l−z+z2 · (2π)
zΓ2(z)
2
Γ(z)
.
This completes the proof.
From this lemma, we see that
d
ds
log
l−1∏
r=0
Γ2
(s+ l
2
+ r
l
)2l
Γ
(s+ l
2
+ r
l
)2r−2l+1
(3.10)
=− l log(2π) + (−1 + 2s+ l) log l + d
ds
log
(2π)s+
l
2Γ2(s+
l
2
)2
Γ(s+ l
2
)
.
For simplicity, we put
Fl(s) := exp
{
− s
l
log
(
k2(l)
−2k1(l)
)
+
s(s+ l)
2
log(2π) +
s(s+ l)(3− 2s− l)
6l
log l
+ log
l−1∏
r=0
Γ3
(s+ l + r
l
)−2l
Γ2
(s+ l + r
l
)−2r+2l−1}
.
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Then it is shown that Fl(s) satisfies
Fl(s)
Fl(s− l) =
(
k2(l)
−2k1(l)
)−1
· (2π)ls · ls−s2 ·
l−1∏
r=0
Γ2
(s+ r
l
)2l
Γ
(s+ r
l
)2r−2l+1
(3.11)
=
(2π)sΓ2(s)
2
Γ(s)
,
by (3.9), and
d2
ds2
logFl(s) = log(2π) + (−2s + 1− l) log l
l
(3.12)
+
d2
ds2
log
l−1∏
r=0
Γ3
(s+ l + r
l
)−2l
Γ2
(s+ l + r
l
)−2r+2l−1
.
Combining (3.10) and (3.12), we conclude that
d2
ds2
log
l−1∏
r=0
Γ3
(s+ l + r
l
)−2l
Γ2
(s+ l + r
l
)−2r+2l−1
(3.13)
− 1
l
d
ds
log
l−1∏
r=0
Γ2
(s+ l
2
+ r
l
)2l
Γ
(s+ l
2
+ r
l
)2r−2l+1
=
d2
ds2
logFl(s)− 1
l
d
ds
log
(2π)s+
l
2Γ2(s+
l
2
)2
Γ(s+ l
2
)
.
Now we have the description following.
Proposition 3.3.3. If h(r) = φs(r) + φs(−r), we have
vol(Γ \H)
4π
∫ ∞
−∞
h(r)r tanh(πr)dr =
d2
ds2
log Ξl∞,I(s)− 1
l
d
ds
log ΞI(s+
l
2
).(3.14)
Here Ξl∞,I(s) is defined by
Ξl∞,I(s) := exp
{vol(Γ \H)
2π
logFl(s)
}
,
which satisfies
Ξl∞,I(s) =
Ξl∞,I(s+ l)
ΞI(s+ l)
, Re(s) > 1− l.(3.15)
Proof. The first equation (3.14) follows immediately from (2.3) and (3.13). The second
one (3.15) is clear from (3.11).
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3.4 Elliptic Factor
When Γ is the congruence subgroups of SL(2,Z), the contribution of the elliptic and
parabolic element in Γ appears in the trace formula. We now determine the elliptic
factor. To begin with, we calculate the contribution of the elliptic conjugacy classes with
order 2.
Lemma 3.4.1. If h(r) = φs(r) + φs(−r), we have
1
2
∫ ∞
−∞
h(r)
1
eπr + e−πr
dr =
d2
ds2
logGl(s)− 1
l
d
ds
log Γ
(s+ l
2
2
)−1
Γ
(s+ l
2
+ 1
2
)
,(3.16)
where Gl(s) is given by
Gl(s) :=


exp
( s
2l
log l
) · l−1∏
r=0
Γ
(s+ l + r
2l
)(−1)r
l : odd,
exp
( s
2l
log
l
2
) · l−1∏
r=0
Γ2
(s+ l + r
l
)(−1)r
l : even.
Proof. Using the residue theorem, we see that
1
2
∫ ∞
−∞
h(r)
1
eπr + e−πr
dr =
∫ ∞
−∞
φs(r)
1
eπr + e−πr
dr =
∞∑
n=0
(−1)nφs
(− 2n+ 1
2
i
)
=
∞∑
n=0
∞∑
m=0
(−1)n
{ 1
(s+ lm+ l + n)2
− 1
l
1
s + lm+ l
2
+ n
+
1
l
1
s+ lm+ 3l
2
+ n
}
=
l−1∑
r=0
∞∑
j=0
∞∑
m=0
(−1)lj+r
×
{ 1
(s+ lm+ l + lj + r)2
− 1
l
1
s+ lm+ l
2
+ lj + r
+
1
l
1
s+ lm+ 3l
2
+ lj + r
}
=
l−1∑
r=0
(−1)r
∞∑
k=0
k∑
j=0
(−1)lj
{ 1
(s+ lk + l + r)2
− 1
l
1
s+ lk + l
2
+ r
+
1
l
1
s+ lk + 3l
2
+ r
}
.
Now we consider the following two cases.
Case 1 : l ≡ 1 (mod 2).
If l is odd, we observe that
k∑
j=0
(−1)lj =
{
1 k : even,
0 k : odd.
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Then we have
l−1∑
r=0
(−1)r
∞∑
k=0
k∑
j=0
(−1)lj
{ 1
(s+ lk + l + r)2
− 1
l
1
s+ lk + l
2
+ r
+
1
l
1
s+ lk + 3l
2
+ r
}
=
l−1∑
r=0
(−1)r
∞∑
k=0
{ 1
(s+ 2lk + l + r)2
− 1
l
1
s+ 2lk + l
2
+ r
+
1
l
1
s+ 2lk + 3l
2
+ r
}
.
Here, from the Weierstrass product expression for Γ(z), we obtain
d2
ds2
log Γ
(s+ l + r
2l
)
=
∞∑
k=0
1
(s+ 2lk + l + r)2
,
d
ds
log Γ
(s+ l
2
+ r
2l
)−1
Γ
(s+ 3l
2
+ r
2l
)
=
∞∑
k=0
{ 1
s+ 2lk + l
2
+ r
− 1
s+ 2lk + 3l
2
+ r
}
.
This yields
l−1∑
r=0
(−1)r
∞∑
k=0
{ 1
(s + 2lk + l + r)2
− 1
l
1
s+ 2lk + l
2
+ r
+
1
l
1
s+ 2lk + 3l
2
+ r
}
=
d2
ds2
log
{ l−1∏
r=0
Γ
(s+ l + r
2l
)(−1)r}− 1
l
d
ds
log
{ l−1∏
r=0
Γ
(s+ l
2
+ r
2l
)−(−1)r
Γ
(s+ 3l
2
+ r
2l
)(−1)r}
.
On the other hand, it is seen from (3.7) that
l−1∏
r=0
Γ
(z + r
2l
)−(−1)r
Γ
(z + l + r
2l
)(−1)r
=
l−1∏
j=0
Γ
(z + 2j
2l
)−1
Γ
(z + 1 + 2j
2l
)
=l−
1
2Γ
(z
2
)−1
Γ
(z + 1
2
)
.
Hence we arrive at
d2
ds2
log
{ l−1∏
r=0
Γ
(s+ l + r
2l
)(−1)r}− 1
l
d
ds
log
{ ∞∏
r=0
Γ
(s + l
2
+ r
2l
)−(−1)r
Γ
(s+ 3l
2
+ r
2l
)(−1)r}
=
d2
ds2
log
{
exp
( s
2l
log l
) l−1∏
r=0
Γ
(s+ l + r
2l
)(−1)r}− 1
l
d
ds
log Γ
(s+ l
2
2
)−1
Γ
(s+ 3l
2
2
)
.
Case 2 : l ≡ 2 (mod 2).
Since we have
k∑
j=0
(−1)lj = k + 1,
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it follows that
l−1∑
r=0
(−1)r
∞∑
k=0
k∑
j=0
(−1)lj
{ 1
(s+ lk + l + r)2
− 1
l
1
s+ lk + l
2
+ r
+
1
l
1
s+ lk + 3l
2
+ r
}
=
l−1∑
r=0
(−1)r
∞∑
k=0
{ k + 1
(s+ lk + l + r)2
− 1
l
k + 1
s+ lk + l
2
+ r
+
1
l
k + 1
s + lk + 3l
2
+ r
}
.
Here, from the Weierstrass product expression for Γ2(z) and Γ(z) , we obtain
d2
ds2
log Γ2
(s+ l + r
l
)
=
1
l2
(1 + γ) +
∞∑
k=0
{ k + 1
(s+ lk + l + r)2
− 1
l2
1
k + 1
}
,
d
ds
log Γ
(s+ l
2
+ r
l
)
= −γ
l
−
∞∑
k=0
{ 1
s+ lk + l
2
+ r
− 1
l
1
k + 1
}
.
This shows
∞∑
k=0
{ k + 1
(s+ lk + l + r)2
− 1
l
k + 1
s+ lk + l
2
+ r
+
1
l
k + 1
s+ lk + 3l
2
+ r
}
(3.17)
− d
2
ds2
log Γ2
(s+ l + r
l
)− 1
l
d
ds
log Γ
(s + l
2
+ r
l
)
=− 1
l2
+
∞∑
k=0
{− 1
l
k
s+ lk + l
2
+ r
+
1
l
k + 1
s+ lk + 3l
2
+ r
}
=− 1
l2
+
1
l2
(s+
l
2
+ r)
∞∑
k=0
{ 1
s+ lk + l
2
+ r
− 1
s+ lk + 3l
2
+ r
}
= 0.
Thus we see that
l−1∑
r=0
(−1)r
∞∑
k=0
{ k + 1
(s+ lk + l + r)2
− 1
l
k + 1
s+ lk + l
2
+ r
+
1
l
k + 1
s+ lk + 3l
2
+ r
}
=
d2
ds2
log
l−1∏
r=0
Γ2
(s+ l + r
l
)(−1)r − 1
l
d
ds
log
l−1∏
r=0
Γ
(s+ l
2
+ r
l
)−(−1)r
.
Furthermore, since we have
l−1∏
r=0
Γ
(z + r
l
)−(−1)r
=
l
2
−1∏
j=0
Γ
(z + 2j
l
)−1
Γ
(z + 1 + 2j
l
)
=
( l
2
)− 1
2Γ
(z
2
)−1
Γ
(z + 1
2
)
, by (3.7),
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we conclude that
d2
ds2
log
l−1∏
r=0
Γ2
(s+ l + r
l
)(−1)r − 1
l
d
ds
log
l−1∏
r=0
Γ
(s+ l
2
+ r
l
)−(−1)r
=
d2
ds2
log
{
exp
( s
2l
log
l
2
) l−1∏
r=0
Γ2
(s+ l + r
l
)(−1)r}− 1
l
d
ds
log Γ
(s+ l
2
2
)−1
Γ
(s+ l
2
+ 1
2
)
.
This completes the proof.
We note that Gl(s) satisfies
Gl(s)
Gl(s− l) = Γ
(s
2
)−1
Γ
(s+ 1
2
)
.(3.18)
Next, we calculate the contribution of elliptic conjugacy classes with order 3.
Lemma 3.4.2. If h(r) = φs(r) + φs(−r), we have
1
2
√
3
∫ ∞
−∞
h(r)
e
pir
3 + e−
pir
3
eπr + e−πr
dr =
d2
ds2
logHl(s)− 1
l
d
ds
log Γ
(s+ l
2
3
)−1
Γ
(s + l
2
+ 2
3
)
,(3.19)
where Hl(s) is given as follows.
For l ≡ 1 (mod 3), we put
Hl(s) := exp
(2s
3l
log l
)·
l−1
3∏
r=0
Γ
(s+ l + 3r
3l
)
Γ
(s+ 2l + 3r
3l
)
×
l−4
3∏
r=0
Γ
(s+ l + 3r + 2
3l
)−1
Γ
(s+ 2l + 3r + 1
3l
)−1
,
for l ≡ 2 (mod 3);
Hl(s) := exp
(2s
3l
log l
)·
l−2
3∏
r=0
Γ
(s+ l + 3r
3l
)
Γ
(s+ 2l + 3r + 1
3l
)
×
l−5
3∏
r=0
Γ
(s+ l + 3r + 2
3l
)−1
Γ
(s+ 2l + 3r + 2
3l
)−1
,
and for l ≡ 3 (mod 3);
Hl(s) := exp
(2s
3l
log
l
3
) ·
l−3
3∏
r=0
Γ2
(s+ l + 3r
l
)
Γ2
(s+ l + 3r + 2
l
)−1
.
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Proof. Applying the residue theorem as usual, we calculate as
1
2
√
3
∫ ∞
−∞
h(r)
e
pir
3 + e−
pir
3
eπr + e−πr
dr =
1√
3
∞∑
n=0
2(−1)n cos{π
3
(
n+
1
2
)} · φs(− 2n + 1
2
i
)
=
2√
3
l−1∑
r=0
∞∑
k=0
k∑
j=0
(−1)lj+r cos{π
3
(
lj + r +
1
2
)}
×
{ 1
(s+ lk + l + r)2
− 1
l
1
s+ lk + l
2
+ r
+
1
l
1
s+ lk + 3l
2
+ r
}
.
Now we consider the following three cases.
Case 1 : l ≡ 1 (mod 3).
If l ≡ 1 (mod 3), we have
k∑
j=0
(−1)lj+r cos{π
3
(
lj + r +
1
2
)}
=


(−1)r cos{π
3
(
r + 1
2
)}
k ≡ 0 (mod 3),
(−1)r cos{π
3
(
r − 1
2
)}
k ≡ 1 (mod 3),
0 k ≡ 2 (mod 3).
Then we see that
2√
3
l−1∑
r=0
∞∑
k=0
k∑
j=0
(−1)lj+r cos{π
3
(
lj + r +
1
2
)}
×
{ 1
(s+ lk + l + r)2
− 1
l
1
s+ lk + l
2
+ r
+
1
l
1
s+ lk + 3l
2
+ r
}
=
2√
3
l−1∑
r=0
(−1)r cos{π
3
(
r +
1
2
)}
×
∞∑
k=0
{ 1
(s+ 3lk + l + r)2
− 1
l
1
s+ 3lk + l
2
+ r
+
1
l
1
s+ 3lk + 3l
2
+ r
}
+
2√
3
l−1∑
r=0
(−1)r cos{π
3
(
r − 1
2
)}
×
∞∑
k=0
{ 1
(s+ 3lk + 2l + r)2
− 1
l
1
s+ 3lk + 3l
2
+ r
+
1
l
1
s+ 3lk + 5l
2
+ r
}
.
Here we observe that
2√
3
(−1)r cos {π
3
(
r +
1
2
)}
=


1 r ≡ 0 (mod 3),
0 r ≡ 1 (mod 3),
−1 r ≡ 2 (mod 3).
(3.20)
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In addition, since we have
d2
ds2
log Γ
(s+ l + r
3l
)
=
∞∑
k=0
1
(s+ 3lk + l + r)2
,
d
ds
log Γ
(s+ l
2
+ r
3l
)−1
Γ
(s+ 3l
2
+ r
3l
)
=
∞∑
k=0
{ 1
s+ 3lk + l
2
+ r
− 1
s+ 3lk + 3l
2
+ r
}
,
it follows from (3.7) that
2√
3
l−1∑
r=0
(−1)r cos{π
3
(
r +
1
2
)}
×
∞∑
k=0
{ 1
(s+ 3lk + l + r)2
− 1
l
1
s+ 3lk + l
2
+ r
+
1
l
1
s+ 3lk + 3l
2
+ r
}
+
2√
3
l−1∑
r=0
(−1)r cos{π
3
(
r − 1
2
)}
×
∞∑
k=0
{ 1
(s+ 3lk + 2l + r)2
− 1
l
1
s+ 3lk + 3l
2
+ r
+
1
l
1
s+ 3lk + 5l
2
+ r
}
=
d2
ds2
log
l−1
3∏
r=0
Γ
(s+ l + 3r
3l
)
Γ
(s+ 2l + 3r
3l
) ·
l−4
3∏
r=0
Γ
(s+ l + 3r + 2
3l
)−1
Γ
(s+ 2l + 3r + 1
3l
)−1
− 1
l
d
ds
log
l−1∏
r=0
Γ
(s+ l
2
+ 3r
3l
)−1
Γ
(s+ l
2
+ 2 + 3r
3l
)
=
d2
ds2
logHl(s)− 1
l
d
ds
log Γ
(s+ l
2
3
)−1
Γ
(s + l
2
+ 2
3
)
.
Case 2 : l ≡ 2 (mod 3).
If l ≡ 2 (mod 3), we see that
k∑
j=0
(−1)lj+r cos{π
3
(
lj + r +
1
2
)}
=


(−1)r cos{π
3
(
r + 1
2
)}
k ≡ 0 (mod 3),
(−1)r cos{π
3
(
r + 3
2
)}
k ≡ 1 (mod 3),
0 k ≡ 2 (mod 3).
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Using (3.20), we have
2√
3
l−1∑
r=0
∞∑
k=0
k∑
j=0
(−1)lj+r cos{π
3
(
lj + r +
1
2
)}
×
{ 1
(s+ lk + l + r)2
− 1
l
1
s+ lk + l
2
+ r
+
1
l
1
s + lk + 3l
2
+ r
}
=
l−2
3∑
r=0
{ d2
ds2
log Γ
(s+ 2l + 3r + 1
3l
)− 1
l
d
ds
log Γ
(s+ 3l
2
+ 3r + 1
3l
)−1
Γ
(s+ 5l
2
+ 3r + 1
3l
)}
−
l−5
3∑
r=0
{ d2
ds2
log Γ
(s+ 2l + 3r + 2
3l
)− 1
l
d
ds
log Γ
(s+ 3l
2
+ 3r + 2
3l
)−1
Γ
(s+ 5l
2
+ 3r + 2
3l
)}
=
d2
ds2
log
l−2
3∏
r=0
Γ
(s+ l + 3r
3l
)
Γ
(s+ 2l + 3r + 1
3l
) ·
l−5
3∏
r=0
Γ
(s+ l + 3r + 2
3l
)−1
Γ
(s + 2l + 3r + 2
3l
)−1
− 1
l
d
ds
log
l−1∏
r=0
Γ
(s+ l
2
+ 3r
3l
)−1
Γ
(s+ l
2
+ 2 + 3r
3l
)
=
d2
ds2
logHl(s)− 1
l
d
ds
log Γ
(s+ l
2
3
)−1
Γ
(s+ l
2
+ 2
3
)
.
Case 3 : l ≡ 3 (mod 3).
If l ≡ 2 (mod 3), we observe that
k∑
j=0
(−1)lj+r cos{π
3
(
lj + r +
1
2
)}
= (k + 1) · (−1)r cos{π
3
(
r +
1
2
)}
.
Then we see that
2√
3
l−1∑
r=0
∞∑
k=0
k∑
j=0
(−1)lj+r cos{π
3
(
lj + r +
1
2
)}
×
{ 1
(s+ lk + l + r)2
− 1
l
1
s+ lk + l
2
+ r
+
1
l
1
s + lk + 3l
2
+ r
}
=
2√
3
l−1∑
r=0
(−1)r cos {π
3
(
r +
1
2
)}
×
∞∑
k=0
{ k + 1
(s+ lk + l + r)2
− 1
l
k + 1
s+ lk + l
2
+ r
+
1
l
k + 1
s+ lk + 3l
2
+ r
}
.
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It follows from (3.17) and (3.20) that
2√
3
l−1∑
r=0
(−1)r cos {π
3
(
r +
1
2
)}
×
∞∑
k=0
{ k + 1
(s+ lk + l + r)2
− 1
l
k + 1
s+ lk + l
2
+ r
+
1
l
k + 1
s+ lk + 3l
2
+ r
}
=
l−3
3∑
r=0
{ d2
ds2
log Γ2
(s+ l + 3r
l
)− 1
l
d
ds
log Γ
(s+ l
2
+ 3r
l
)}
−
l−3
3∑
r=0
{ d2
ds2
log Γ2
(s+ l + 3r + 2
l
)−1 − 1
l
d
ds
log Γ
(s+ l
2
+ 3r + 2
l
)−1}
=
d2
ds2
log
l−3
3∏
r=0
Γ2
(s+ l + 3r
l
)
Γ2
(s+ l + 3r + 2
l
)−1
− 1
l
d
ds
log
l−3
3∏
r=0
Γ
(s+ l
2
+ 3r
l
)−1
Γ
(s+ l
2
+ 2 + 3r
l
)
.
Since we have
l−3
3∏
r=0
Γ
(z + 3r
l
)−1
Γ
(z + 2 + 3r
l
)
=
( l
3
)− 2
3Γ
(z
3
)−1
Γ
(z + 2
3
)
, by (3.7),
we conclude that
d2
ds2
log
l−3
3∏
r=0
Γ2
(s + l + 3r
l
)
Γ2
(s+ l + 3r + 2
l
)−1
− 1
l
d
ds
log
l−3
3∏
r=0
Γ
(s+ l
2
+ 3r
l
)−1
Γ
(s+ l
2
+ 2 + 3r
l
)
=
d2
ds2
logHl(s)− 1
l
d
ds
log Γ
(s+ l
2
3
)−1
Γ
(s+ l
2
+ 2
3
)
.
This completes the proof.
We see that Hl(s) satisfies
Hl(s)
Hl(s− l) = Γ
(s
3
)−1
Γ
(s+ 2
3
)
.(3.21)
Now we describe the contribution of the elliptic terms as follows.
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Proposition 3.4.3. If h(r) = φs(r) + φs(−r), we have
ν2
4
∫ ∞
−∞
h(r)
1
eπr + e−πr
dr +
ν3
3
√
3
∫ ∞
−∞
h(r)
e
pir
3 + e−
pir
3
eπr + e−πr
dr(3.22)
=
d2
ds2
log Ξl∞,ell(s)− 1
l
d
ds
log Ξell(s+
l
2
),
where Ξl∞,ell(s) is defined by
Ξl∞,ell(s) := exp
{ν2
2
logGl(s) +
2ν3
3
logHl(s)
}
.
Furthermore, the function Ξl∞,ell(s) satisfies
Ξl∞,ell(s) =
Ξl∞,ell(s+ l)
Ξell(s+ l)
, Re(s) > 1− l.(3.23)
Proof. This first equation follows immediately from (3.16) and (3.19). The second one is
clear from (3.18) and (3.21).
3.5 Parabolic Factor
It remains to calculate the parabolic terms of the trace formula.
Lemma 3.5.1. If h(r) = φs(r) + φs(−r), we have
−g(0) log (A 2κ
πκ
)
= 0 =
d2
ds2
log
(
A 2
κ
πκ
)− s(s+l)
2l − 1
l
d
ds
log
(
A 2
κ
πκ
)−(s+ l
2
)
,
and
1
4
(κ− κ0)h(0) = d
2
ds2
log
{
exp
(s
l
log l
) · Γ(s+ l − 12
l
)}κ−κ02 − 1
l
d
ds
log
(
s+
l
2
− 1
2
)κ−κ0
2 .
Proof. From (3.3), we see that g(0) = 0, and
1
2
h(0) =φs(0) =
∞∑
m=0
{ 1
(s+ lm+ l − 1
2
)2
}
− 1
l
1
s+ l
2
− 1
2
=
d2
ds2
log Γ
(s+ l − 1
2
l
)− 1
l
d
ds
log
(
s+
l
2
− 1
2
)
=
d2
ds2
log
{
exp
(s
l
log l
) · Γ(s+ l − 12
l
)}− 1
l
d
ds
log
(
s +
l
2
− 1
2
)
.
Hence, two equations of the lemma hold.
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Lemma 3.5.2. If h(r) = φs(r) + φs(−r), we have
− 1
2π
∫ ∞
−∞
h(r)
{Γ′
Γ
(1 + ir) +
Γ′
Γ
(
1
2
+ ir)
}
dr(3.24)
=
d2
ds2
log{Il(s+ 1
2
) · Il(s)} − 1
l
d
ds
log
{
Γ
(
s+
l
2
+
1
2
) · Γ(s + l
2
)}−1
,
where Il(s) is defined by
Il(s) := exp
{− s
l
log
(
k1(l)
)− s(s+ l)
2l
log l
} · l−1∏
r=0
Γ2
(s+ l + r
l
)
,
which satisfies Il(s)/Il(s− l) = Γ(s)−1.
Proof. Applying the residue theorem to the lower half plane, we see that
− 1
2π
∫ ∞
−∞
h(r)
Γ′
Γ
(1 + ir)dr = − 1
2π
∫ ∞
−∞
φs(r)
{Γ′
Γ
(1 + ir) +
Γ′
Γ
(1− ir)}dr
=
∞∑
n=0
φs
(− i(n + 1))
=
∞∑
n=0
∞∑
m=0
{ 1
(s+ lm+ l + n + 1
2
)2
− 1
l
1
s+ lm+ l
2
+ n+ 1
2
+
1
l
1
s+ lm+ 3l
2
+ n+ 1
2
}
=
l−1∑
r=0
∞∑
k=0
{ k + 1
(s+ lk + l + r + 1
2
)2
− 1
l
k + 1
s+ lk + l
2
+ r + 1
2
+
1
l
k + 1
s+ lk + 3l
2
+ r + 1
2
}
.
From (3.17), we have
l−1∑
r=0
∞∑
k=0
{ k + 1
(s+ lk + l + r + 1
2
)2
− 1
l
k + 1
s+ lk + l
2
+ r + 1
2
+
1
l
k + 1
s+ lk + 3l
2
+ r + 1
2
}
=
∞∑
r=0
{ d2
ds2
log Γ2
(s+ l + r + 1
2
l
)− 1
l
d
ds
log Γ
(s+ l
2
+ r + 1
2
l
)−1}
.
It follows from the multiplication formula (3.7) that
∞∑
r=0
{ d2
ds2
log Γ2
(s+ l + r + 1
2
l
)− 1
l
d
ds
log Γ
(s+ l
2
+ r + 1
2
l
)−1}
=
d2
ds2
log
l−1∏
r=0
Γ2
(s+ l + r + 1
2
l
)− 1
l
d
ds
log
{
k1(l) · ls+ l2+ 12Γ
(
s+
l
2
+
1
2
)−1}
=
d2
ds2
log Il(s+
1
2
)− 1
l
d
ds
log Γ
(
s+
l
2
+
1
2
)−1
.
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Similarly we calculate as
− 1
2π
∫ ∞
−∞
h(r)
Γ′
Γ
(
1
2
+ ir)dr =
∞∑
n=0
φs
(− i(n + 1
2
)
)
=
∞∑
n=0
∞∑
m=0
{ 1
(s+ lm+ l + n)2
− 1
l
1
s+ lm+ l
2
+ n
+
1
l
1
s+ lm+ 3l
2
+ n
}
=
d2
ds2
log Il(s)− 1
l
d
ds
log Γ
(
s+
l
2
)−1
This proves the lemma.
As mentioned in Section 2, it is seen that the Dirichlet L-function appears in the
parabolic factor of the Selberg zeta function. Here we introduce the higher Dirichlet
L-function as follows.
Lemma 3.5.3. If h(r) = φs(r) + φs(−r), we have
2
∞∑
n=1
χ(n)Λ(n)
n
g(2 logn) =
d2
ds2
logL2l,∞(2s, χ)− 1
l
d
ds
logL(2s+ l, χ)−1.(3.25)
Here Ll∞(s, χ) is the higher Dirichlet L-function defined by
Ll∞(s, χ) :=
∞∏
m=1
L(s+ lm, χ) =
∞∏
m=1
∏
p:prime
(
1− χ(p)p−s−lm).
Proof. Since
d
ds
logL(s, χ) = −
∞∑
n=1
χ(n)Λ(n)ns,
it follows that
d
ds
logLl∞(s, χ) =
∞∑
m=1
d
ds
logL(s + lm, χ) = −
∞∑
m=1
∞∑
n=2
χ(n)Λ(n)
ns+lm
= −
∞∑
n=2
χ(n)Λ(n)
nl − 1
1
ns
,
and
d2
ds2
logLl∞(s, χ) =
∞∑
n=2
χ(n)Λ(n)
nl − 1
logn
ns
.
Since we have
g(2 logn) =
2 logn
n2l − 1
1
n2s−1
− 1
l
1
n2s+l−1
,
the lemma follows.
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The contribution of the parabolic terms are now described as follows.
Proposition 3.5.4. If h(r) = φs(r) + φs(−r), we have
− g(0) log (A 2κ
πκ
)
+
1
4
(κ− κ0)h(0)(3.26)
− κ
2π
∫ ∞
−∞
h(r)
{Γ′
Γ
(1 + ir) +
Γ′
Γ
(
1
2
+ ir)
}
dr + 2
∑
χ
∞∑
n=1
χ(n)Λ(n)
n
g(2 logn)
=
d2
ds2
log Ξl∞,par(s)− 1
l
d
ds
log Ξpar(s+
l
2
).
Here Ξl∞,par(s) is defined by
Ξl∞,par(s) := exp
{
− s(s+ l)
2l
log
(
A 2
κ
πκ
)
+
κ− κ0
2
(s
l
log l + log Γ
(s+ l − 1
2
l
))}
×
{
Il(s+
1
2
) · Il(s)
}κ
·
∏
χ
L2l,∞(2s, χ),
which satisfies
Ξl∞,par(s) =
Ξl∞,par(s+ l)
Ξpar(s+ l)
.(3.27)
3.6 Complete Higher Selberg Zeta Function
We have already calculated all terms of the trace formula except for the spectral terms.
Using these calculations, we show the functional equation of higher Selberg zeta function
for congruence subgroups. To describe the functional equation in symmetric way, we
introduce a periodic function
Θl∞(s) :=
∞∏
n=0
(
1− e 2piil ( 12+irn−s)),(3.28)
which satisfies Θl∞(s) = Θl∞(s + l). This product converges absolutely for all s ∈ C.
Hence we see that Θl∞(s) is an entire function with zeros at s = 1/2 + lk + irn (k ∈
Z, n ≥ 0). We note that the function Θl∞(s) is also constructed by employing the idea of
the zeta regularized product. (Cf. [KiW].)
We are now in a position to state the functional equation of the higher Selberg zeta
function.
Theorem 3.6.1 (Main theorem). Define the complete higher Selberg zeta function by
Ξl∞(s) := Ξl∞,I(s) · Ξl∞,hyp(s) · Ξl∞,ell(s) · Ξl∞,par(s).
22
Then Ξl∞(s)
−1 is an entire function of order 3 with zeros at s = 1/2 − lm ± irn, (m ≥
1, n ≥ 0) only, and satisfies
Ξl∞(s) =
Ξl∞(s+ l)
Ξ(s+ l)
,(3.29)
d2
ds2
log Ξl∞(s) +
d2
ds2
log Ξl∞(1− l − s)(3.30)
=
(π
l
)2 ∞∑
n=0
{
sin−2
π
(
s− 1
2
− irn
)
l
+ sin−2
π
(
s− 1
2
+ irn
)
l
}
.
Also put Ξˆl∞(s) := Θl∞(s) · Ξl∞(s), then Ξˆl∞(s) satisfies the functional equation:
Ξˆl∞(s) · Ξˆl∞(1− l − s) = Cl∞,(3.31)
where Cl∞ is a non-zero constant.
Proof. We first note that the relation (3.29) follows immediately from (3.2), (3.15), (3.23),
(3.27). This relation clearly shows that Ξl∞(s)
−1 is an entire function having zeros at
s = 1/2− lm± irn. Next, by using (3.4), (3.14), (3.22) and (3.26), we have
d2
ds2
log Ξl∞(s)− 1
l
d
ds
log Ξ(s+
l
2
) =
∞∑
n=0
{
φs(rn) + φs(−rn)
}
.
Replacing s by −s in the equation above, we have
d2
ds2
log Ξl∞(1− l − s) + 1
l
d
ds
log Ξ(1− l
2
− s) =
∞∑
n=0
{
φ1−l−s(rn) + φ1−l−s(−rn)
}
.
Here, from the equality
∞∑
m=−∞
1
(z + lm)2
=
(π
l
)2
sin−2
πz
l
,
we see that
φs(r) + φs(−r) + φ1−l−s(r) + φ1−l−s(−r)(3.32)
=
∞∑
m=−∞
1
(s+ lm− 1
2
− ir)2 +
∞∑
m=−∞
1
(s+ lm− 1
2
+ ir)2
=
(π
l
)2{
sin−2
π
(
s− 1
2
− ir)
l
+ sin−2
π
(
s− 1
2
+ ir
)
l
}
.
Hence, combining these and the functional equation Ξ(s) = Ξ(1 − s), we see that the
relation (3.30) follows. Lastly, since
d2
ds2
log Θl∞(s) = −
(π
l
)2 ∞∑
n=0
sin−2
π
(
s− 1
2
− irn
)
l
,
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it follows that
d2
ds2
log Ξˆl∞(s) · Ξˆl∞(1− l − s) = 0.
Since Ξˆl∞(s) · Ξˆl∞(1 − l − s) is invariant under the reflection s↔ 1− l − s, we conclude
that it is a constant. This completes the proof.
By the expression of three factors Ξl∞,I(s), Ξl∞,ell(s), Ξl∞,par(s), we can describe in
principle all zeros and poles of the higher Selberg zeta function Ξl∞,hyp(s) = Ξl∞(s) ·
Ξl∞,I(s)
−1 · Ξl∞,ell(s)−1 · Ξl∞,par(s)−1. For example, when Γ = SL(2,Z) and l = 1, zeros
and poles of the higher Selberg zeta function Ξ1∞,hyp(s) are explicitly given as follows.
Zeros of Ξ1∞,hyp(s).
(1) s = −1/2− k (k ≥ 0) ; order k + 1.
Poles of Ξ1∞,hyp(s).
(1) s = 0 ; order 1,
(2) s = −6k − j (k ≥ 0 , j = 2, 3, 4, 5) ; order 6k2 + 2jk + j − 1,
s = −6k − j (k ≥ 0 , j = 6, 7) ; order 6k2 + 2jk + j + 1,
(3) s = ρ/2−m (m ≥ 1, ρ: non-trivial zeros of ζ(s)) ,
(4) s = 1/2−m± irn (m ≥ 1 , n ≥ 1).
4 Higher Dirichlet L-functions
We note that the higher Dirichlet L-function appears in the gamma factor of the higher
Selberg zeta function for congruence subgroups. In this section, we discuss the completion
of the higher Dirichlet L-function itself by imitating the method of the previous section.
This is a generalization of the higher Riemann zeta function introduced in [CL] and
[KMW]. In order to describe the functional equation, we use the explicit formula in place
of the trace formula.
4.1 Weil’s Explicit Formula
We first recall the functional equation of the Dirichlet L-function briefly. Let χ be a
primitive Dirichlet character modulo q ≥ 2 or the trivial character χ0 modulo 1. We
note that L(s, χ0) = ζ(s) is the Riemann zeta function. Define the complete Dirichlet
L-function ξ(s, χ) by
ξ(s, χ) :=
{
s(s− 1)}δχ(π
q
)−s/2
Γ
(s+ v
2
)
L(s, χ),
where χ(−1) = (−1)v (v = 0 or 1), and δχ is 1 if χ = χ0 and 0 otherwise. Then
the function ξ(s, χ) is an entire function of order 1 and satisfies the functional equation
ξ(s, χ) = ǫ(χ)ξ(1 − s, χ¯), where ǫ(χ) is a constant modulus 1 depending on χ only. The
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Dirichlet L-function can be expressed both as an Euler product of prime numbers and
as a Hadamard product of non-trivial zeros. This fact leads the following formula due to
Weil.
Lemma 4.1.1 ([We]). Suppose that the function F : R→ C satisfies the following three
conditions:
(1) There exists a′ > 0 such that the variation for F (x)e(
1
2
+a′)|x| on R is bounded.
(2) F is normalized, that is
F (x) = lim
h→+0
F (x+ h) + F (x− h)
2
, for all x ∈ R.
(3) There exists ǫ > 0 such that
F (x) + F (−x)
2
= F (0) +O(|x|ǫ), for x→ 0.
For u > 0, put f(u) = F (− log u). Then we have
lim
T→∞
∑
|Imρ|<T
M(f, ρ− 1
2
) =δχ
{
M(f,−1
2
) +M(f,
1
2
)
}− F (0) log π
q
+
1
2π
∫ ∞
−∞
M(f, it) Re
{Γ′
Γ
(1 + 2v
4
+
it
2
)}
dt
−
∞∑
n=1
∑
p:prime
log p
p
n
2
{
χ(p)nF (− log pn) + χ(p)−nF (log pn)
}
.
Here M(f, s) denotes the Mellin transform of f(u) as
M(f, s) =
∫ ∞
0
f(u)us
du
u
,
and ρ runs through the non-trivial zeros of the Dirichlet L-function L(s, χ) in 0 < Re(s) <
1.
4.2 Test Function and Gamma Factor
By making use of the explicit formula, we investigate the higher Dirichlet L-functions for
l ≥ 1:
Ll∞(s, χ) :=
∞∏
m=1
L(s + lm, χ) =
∞∏
m=1
∏
p:prime
(
1− χ(p) p−s−lm)−1, (Re(s) > 1− l).
It is seen that Ll∞(s, χ) satisfies Ll∞(s, χ) = L(s + l, χ) · Ll∞(s + l, χ), which gives
an analytic continuation to the whole complex plane. We note that the logarithmic
derivatives of L(s, χ) and Ll∞(s, χ) are given by
d
ds
logL(s, χ) = −
∞∑
n=1
χ(n)Λ(n)
ns
= −
∞∑
n=1
∑
p:prime
χ(p)n log p
p
n
2
p−(s−
1
2
)n,
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and
d2
ds2
logLl∞(s, χ) =
∞∑
n=1
∑
p:prime
χ(p)n log p
p
n
2
· n log p
p
ln
2 − p− ln2
p−(s+
l
2
− 1
2
)n.
In view of these expressions, we choose the following test function:
F (x) =


xe(s+
l
2
− 1
2
)x
2 sinh lx
2
− 1
l
e(s+
l
2
− 1
2
)x x < 0
0 x ≥ 0,
for Re(s) > 1 − l. This is essentially same the test function of (3.3) and satisfies the
required condition of the explicit formula. Then the Mellin transform of f(u) is given by
M(f, it) =
∫ ∞
0
F (− log u)uitdu
u
=
∫ ∞
−∞
F (−x)eitxdx = φs(−t),
where
φs(t) :=
∞∑
m=0
{ 1
(s+ lm+ l − 1
2
+ it)2
− 1
l
1
s+ lm+ l
2
− 1
2
+ it
+
1
l
1
s+ lm+ 3l
2
− 1
2
+ it
}
.
Furthermore, we see that
−
∞∑
n=1
∑
p:prime
log p
p
n
2
{
χ(p)nF (− log pn) + χ(p)−nF (log pn)
}
=− d
2
ds2
logLl∞(s, χ)− 1
l
d
ds
logL
(
s+
l
2
, χ
)
.
Applying this test function, we calculate each terms of the explicit formula as follows.
Lemma 4.2.1. Retain the notation above. Then we have
M(f,−1
2
) +M(f,
1
2
)
=− d
2
ds2
log
{
l−
2s
l · Γ(s+ l
l
)−1
Γ
(s+ l − 1
l
)−1}− 1
l
d
ds
log(s+
l
2
)(s+
l
2
− 1),
and
−F (0) log π
q
= 0 = − d
2
ds2
log
(π
q
) s(s+l)
4l − 1
l
d
ds
log
(π
q
)− s+ l2
2 .
Proof. We see that F (0) = 0 and
M(f,−1
2
) +M(f,
1
2
) = φs(− i
2
) + φs(
i
2
)
=
∞∑
m=0
{ 1
(s+ lm+ l)2
}
− 1
l
1
s+ l
2
+
∞∑
m=0
{ 1
(s+ lm+ l − 1)2
}
− 1
l
1
s+ l
2
− 1
=
d2
ds2
log Γ
(s+ l
l
)
Γ
(s+ l − 1
l
)− 1
l
1
s+ l
2
− 1
l
1
s+ l
2
− 1 .
Hence the lemma holds.
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Lemma 4.2.2. We have
1
2π
∫ ∞
−∞
M(f, it) Re
{Γ′
Γ
(1 + 2v
4
+
it
2
)}
dt = − d
2
ds2
log Jl(s+ v)− 1
l
d
ds
log Γ
(s+ v + l
2
2
)
.
Here Jl(s) is defined by
Jl(s) := k1(l)
− s
l · l− s(s+l)4l ·
l−1∏
r=0
Γ2
(s+ 2r + l
2l
)
Γ2
(s+ 2r + 2l
2l
)
,
which satisfies Jl(s)/Jl(s− l) = Γ(s/2)−1.
Proof. Using the residue theorem, we see that
1
2π
∫ ∞
−∞
M(f, it) Re
{Γ′
Γ
(1 + 2v
4
+
it
2
)}
dt
=
1
4π
∫ ∞
−∞
φs(t)
{Γ′
Γ
(1 + 2v
4
+
it
2
)
+
Γ′
Γ
(1 + 2v
4
− it
2
)}
dt = −
∞∑
n=0
φs
(− 4n+ 2v + 1
2
i
)
=−
∞∑
n=0
∞∑
m=0
{ 1
(s+ v + lm+ l + 2n)2
− 1
l
1
s+ v + lm+ l
2
+ 2n
+
1
l
1
s+ v + lm+ 3l
2
+ 2n
}
.
Putting n = lj1 + r1, m = 2j2 + r2 and j1 + j2 = k, we have
−
∞∑
n=0
∞∑
m=0
{ 1
(s+ v + lm+ l + 2n)2
− 1
l
1
s+ v + lm+ l
2
+ 2n
+
1
l
1
s+ v + lm+ 3l
2
+ 2n
}
=−
l−1∑
r1=0
1∑
r2=0
∞∑
j1=0
∞∑
j2=0
{ 1
(s+ v + 2l(j1 + j2) + 2r1 + lr2 + l)2
− 1
l
1
s + v + 2l(j1 + j2) + 2r1 + lr2 +
l
2
+
1
l
1
s+ v + 2l(j1 + j2) + 2r1 + lr2 +
3l
2
}
=−
l−1∑
r1=0
∞∑
k=0
{ k + 1
(s+ v + 2lk + 2r1 + l)2
+
k + 1
(s+ v + 2lk + 2r1 + 2l)2
− 1
l
k + 1
s + v + 2lk + 2r1 +
l
2
+
1
l
k + 1
s+ v + 2lk + 2r1 +
5l
2
}
.
Since we have
d2
ds2
log Γ2
(s+ v + 2r + l
2l
)
=
1
4l2
(1 + γ) +
∞∑
k=0
{ k + 1
(s+ v + 2lk + 2r + l)2
− 1
4l2
1
k + 1
}
,
d
ds
log Γ
(s+ v + 2r + l
2
2l
)
= − γ
2l
−
∞∑
k=0
{ 1
s+ v + 2lk + 2r + l
2
− 1
2l
1
k + 1
}
,
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it follows that
∞∑
k=0
{ k + 1
(s+ v + 2lk + 2r + l)2
+
k + 1
(s+ v + 2lk + 2r + 2l)2
− 1
l
k + 1
s+ v + 2lk + 2r + l
2
+
1
l
k + 1
s+ v + 2lk + 2r + 5l
2
}
=
d2
ds2
log Γ2
(s + v + 2r + l
2l
)
Γ2
(s+ v + 2r + 2l
2l
)− 1
l
d
ds
log Γ
(s+ v + 2r + l
2
2l
)
.
From Gauss-Legendre’s multiplication formula (3.7), we conclude that
−
l−1∑
r1=0
∞∑
k=0
{ k + 1
(s+ v + 2lk + 2r1 + l)2
+
k + 1
(s+ v + 2lk + 2r1 + 2l)2
− 1
l
k + 1
s+ v + 2lk + 2r1 +
l
2
+
1
l
k + 1
s+ v + 2lk + 2r1 +
5l
2
}
=−
l−1∑
r=0
{ d2
ds2
log Γ2
(s+ v + 2r + l
2l
)
Γ2
(s+ v + 2r + 2l
2l
)
+
1
l
d
ds
log Γ
(s+ v + 2r + l
2
2l
)}
=− d
2
ds2
log Jl(s+ v)− 1
l
d
ds
log Γ
(s+ v + l
2
2
)
.
This complete the proof.
4.3 Complete Higher Dirichlet L-Function
To describe the functional equation of Ll∞(s, χ), we introduce the function
θl∞(s, χ) :=
∞∏
n=1
(
1− e 2piil (ρn−s)).
Here ρn = 1/2+ itn (Re(tn) ≥ 0) is the non-trivial zero of the Dirichlet L-function L(s, χ)
on the upper half plane. It is seen that θl∞(s, χ) is an entire function of order 2 with
zeros at s = 1/2 + itn + lk, (n ≥ 1, k ∈ Z), and satisfies θl∞(s, χ) = θl∞(s + l, χ).
Now, combining above lemmas and applying the method of Theorem 3.6.1, we obtain the
functional equation of the higher Dirichlet L-function as follows.
Theorem 4.3.1. Define the complete higher Dirichlet L-function by
ξl∞(s, χ) :=
{
exp
(− 2s
l
log l
) · Γ(s+ l
l
)−1
Γ
(s+ l − 1
l
)−1}δχ
× exp {s(s+ l)
4l
log
(π
q
)− s + v
l
log
(
k1(l)
)− (s+ v)(s+ v + l)
4l
log l
}
×
l−1∏
r=0
Γ2
(s+ v + 2r + l
2l
)
Γ2
(s+ v + 2r + 2l
2l
)× Ll∞(s, χ).
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Then ξl∞(s, χ) is an entire function of order 2 with zeros at s = ρ − lm (m ≥ 1), and
satisfies ξl∞(s, χ) = ξ(s+l, χ)·ξl∞(s+l, χ). In addition, ξˆl∞(s, χ) := θl∞(s, χ)−1 ·ξl∞(s, χ)
satisfies the functional equation:
ξˆl∞(s, χ) · ξˆl∞(1− l − s, χ¯) = exp
{
al∞(χ)s+ bl∞(χ)
}
,
where al∞(χ) and bl∞(χ) are constants.
References
[Ba] E. W. Barnes, On the theory of the multiple gamma function. Trans. Cambridge
Philos. Soc. 19, (1904), 374-425.
[CL] H. Cohen and H.W. Lenstra, Heuristics on class groups of number fields. Number
theory, Noordwijkerhout 1983, Lecture Notes in Math., 1068, Springer, Berlin,
(1984), 33-62.
[Fi] J. Fischer, An approach to the Selberg trace formula via the Selberg zeta-function.
Lecture Notes in Mathematics, 1253. Springer-Verlag, Berlin, (1987).
[Go] Y. Gon First variation of Selberg zeta functions and variational trace formulas.
J. Ramanujan Math. Soc. 18, No.3 (2003), 257-280.
[Hu] M.N. Huxley, Scattering matrices for congruence subgroups. Modular forms, Ellis
Horwood Ser. Math. Appl., (1984), 141-156.
[KiW] K. Kimoto and M. Wakayama, Remarks on zeta regularized products. Internat.
Math. Res. Notices 17 (2004), 855-875.
[KMW] N. Kurokawa, S. Matsuda and M. Wakayama, Gamma factors and functional
equations of higher Riemann zeta functions. Preprint (2004).
[Ko] S. Koyama, Determinant expression of Selberg zeta functions. I. Trans. Amer.
Math. Soc. 324 (1991), no.1, 149-168.
[KW1] N. Kurokawa and M. Wakayama, Zeta extensions. Proc. Japan Acad. Ser. A
Math. Sci. 78 (2002), no.7, 126-130.
[KW2] N. Kurokawa and M. Wakayama, A comparison between the sum over Selberg’s
zeros and Riemann’s zeros. J. Ramanujan Math. Soc., 18 (2003), no.3, 221-236.
Corrections, ibid 18 (2003), no.4, 415-416
[KW3] N. Kurokawa and M. Wakayama, Higher Selberg zeta functions. Comm. Math.
Phys. 247 (2004) 447-466.
[Rue] D. Ruelle, Dynamical zeta functions for piecewise monotone maps of the interval.
American Mathematical Society, Providence, RI, (1994).
29
[Sel] A. Selberg, Harmonic analysis, introduction to the Go¨ttingen lecture notes. Col-
lected Papers of A. Selberg, Vol.1, Springer-Verlag (1989), 624-674.
[Sr] H.M. Srivastava and J. Choi, Series associated with the zeta and related functions.
Kluwer Academic Publishers, Dordrecht, (2001).
[Vi] M.F. Vigne´ras, L’equation fonctionnelle de la fonction zeˆta de Selberg du grope
modulaire PSL (2,Z). Aste´risque, 61, Soc, Math. France, Paris, (1979), 235-249.
[We] A. Weil, Sur les “formules explicites” de la the´orie des nombers premiers. Comm.
Se´m. Math. Univ. Lund, (1952), 252-265.
30
