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Abstract In certain statistical process control applications, the quality of a process or a product can be
characterized by a function commonly referred to as a profile. Some potential applications of profile
monitoring are cases where the quality characteristic of interest can be modelled using dichotomous or
polytomous variables. Polytomous variables, especially ordinal variables, have various applications. An
ordinal (or ordered) variable is a categorical variable, whose values are related in a greater/lesser sense. In
this paper, which is the first investigation on ordinal profiles, we propose four methods for monitoring
a profile when the process/service output is an ordinal response variable. Ordinal Logistic Regression
(OLR) provides the basis for our profile model. These four methods are: Multivariate Exponentially
Weighted Moving Average (MEWMA), χ2 statistics, Exponentially Weighted Moving Average (EWMA)
with R statistic, and a combination of the last two statistics that are used to monitor OLR profiles in phase
II. Performances of these four methods are evaluated using An Average Run Length (ARL) criterion. Two
different case studies involving customer satisfaction in the tourist industry and sensory measurements
of an electronic nose are used to demonstrate application of the proposed methods in practice.
© 2013 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Statistical Process Control (SPC) is a collection of proven
tools used for process and product quality improvement. The
control chart, as a featured tool of SPC, helps to improve
manufacturing and service processes by distinguishing be-
tween common cause and assignable cause. Since its introduc-
tion byWalter A. Shewhart in 1924, researchers have developed
and practically usedmany versions of control charts. In the con-
struction of control charts, two phases referred to as phase I and
phase II are considered. In Phase I, one is usually concernedwith
process stability and parameter estimation. Retrospective anal-
ysis is used in this phase to construct control chart parameters.
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ufacturing or service process to detect assignable causes that
may appear in the parameters of the underlying distribution.
Kang and Albin in [1] extended the application of traditional
control charts to cases where the quality of a process or product
could be characterized as a functional relationship between
a response variable and one or more explanatory variables.
According to Noorossana et al. [2] and others, this functional
relationship is referred to as profile, signature, or waveform.
Most profile monitoring studies have assumed that a profile
can be well represented by a linear regression model. Kang and
Albin [1] proposed two control charts for phase II monitoring of
linear profiles. Kim et al. [3] considered three separate EWMA
control charts for phase II analysis that helps to improve the Av-
erage Run Length (ARL) performance of their proposed scheme.
Woodall et al. [4] and Woodall [5] discussed developments
on profile monitoring schemes. Noorossana et al. [6] and Kim
et al. [3] presented a MCUSUM method in combination with R
chart to enhance the performance of phase II simple linear pro-
file monitoring. Zou et al. [7] and Mahmoud et al. [8] proposed
different methods based on likelihood ratio statistics to mon-
itor linear profiles in phases I and II, respectively. Noorossana
et al. [9] modelled relationships between several dependent re-
sponse variables and an explanatory variable in phases II, and
evier B.V. Open access under CC BY-NC-ND license.
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from a real case in the automotive industry. However, there
are many real world situations that can be well modelled us-
ing nonlinear profiles. For diagnosis of process faults, Jin and
Shi [10] proposed a procedure for monitoringwaveform signals
using a T 2 control chart. According to Brill [11], the T 2 statistic
considered for this purpose is not suitable due to its slow sig-
nalling property in the case of a shift in the process parame-
ter or product quality characteristics of interest. Brill [11] and
Jeong et al. [12] proposed another T 2 statistic based on a sub-
set of wavelet-transformed observations to alleviate the above
mentioned obstacle. Williams et al. [13] proposed a control
procedure based on three T 2 statistics for phase I profile moni-
toring. In addition, they considered the use of a nonparametric
regressionmethod and constructed several control charts based
onmetrics measuring deviations from a baseline profile. Jensen
and Birch [14] utilized nonlinear mixed models to monitor au-
tocorrelated nonlinear profiles.
In the literature of profile monitoring, very few researchers
considered profiles with dichotomous/polytomous responses.
Yeh et al. [15] modelled the relationship between a dichoto-
mous response variable and several explanatory variables.
They utilized T 2 control charts proposed by Sullivan and
Woodall [16] to monitor profiles with binary responses in
phase I. Izadbakhsh and Noorossana [17] extended the work
of Yeh et al. [15] to the case of profiles with polytomous
(multinomial case) responses in phase I. They also developed
a monitoring procedure using the Likelihood Ratio Test (LRT)
and compared its performance to the extended T 2 control
procedures developed for the multinomial response case. Sim-
ulation results showed that the LRT control procedure has
superior performance over the T 2 control charts. Moreover,
Izadbakhsh et al. [18] applied the EWMA method to ordinal lo-
gistic profiles in phase II. They implemented this method in the
tourist industry.
In this paper, ordinal response profiles are developed. The
proportional oddsmodel (POM),which is awell-known statisti-
cal technique for ordered responses, is considered as a basis for
modelling the relationship between an ordinal response and an
independent variable. In addition, four methods are proposed
to enhance themonitoring of ordinal logistic profiles in phase II
for detecting shifts.
The rest of this paper is organized as follows. In Section 2,
the ordinal logistic regression (OLR) model is discussed. Four
control charts are presented for monitoring OLR profiles in
Section 3. In Section 4, the performance of charts that are
evaluated based on data from the two different case studies is
investigated. Our concluding remarks are provided in the final
section.
2. Ordinal logistic regression
In certain cases, the relationship between the response vari-
able and the explanatory variable could be well modelled us-
ing dichotomous/polytomous logistic regression. The response
variable in the logistic regression model can be either nomi-
nal or ordinal. The major difference is that nominal variables
do not have any natural order. However, ordinal variables
are more practical, both in the manufacturing and service in-
dustries. In the manufacturing industry, one can classify the
quality of a product as ‘‘slightly damaged’’, ‘‘moderately dam-
aged’’, or ‘‘severely damaged’’. In the service industry, for ex-
ample, customer satisfaction could be classified as ‘‘very low’’,
‘‘low’’, ‘‘moderate’’, ‘‘high’’, or ‘‘very high’’ (see [15,19,20] for
more details).Consider a polytomous response variable, y, with categorical
levels denoted by 1, 2, . . . , k, and a p-dimensional vector of
variables denoted by x. McCullagh [21] refers to the cumulative
logit model as a proportional odds model which can be used to
form a relationship between an ordinal response variable and a
p-dimensional vector of variables. The cumulative logit model
is defined as:
γijt = Pr (yit ≤ j|xi) = exp

αjt + β′txi

1+ exp αjt + β′txi
i = 1, 2, . . . , n, j = 1, 2, . . . , k− 1 (1)
where αjt are the unknown intercept parameters in the tth
sample collected over time, and which satisfy the condition
α1t ≤ α2t ≤ · · · ≤ α(k−1)t , and βt =

β1t , β2t , . . . , βpt
′ is a
vector of unknown regression coefficients. Moreover, we have:
πj (xi) = Pr(yit = j|xi)
= Pr(yit ≤ j|xi)− Pr(yit ≤ j− 1|xi), (2)
which is provided based on the cumulative property of OLR
(Agresti [22]). In the remaining part of this section, we extend
theMcCullagh [21] algorithm, based on the Fisher scoring algo-
rithm, to give an explicit method for estimating the unknown
regression coefficients and their associated covariance matrix.
The likelihood function is viewed as a function of ({αjt},βt) and
could be defined as follows:
L(π; yt) ∝
m
i=1
k
j=1
πj(xi)yijt ⇒ l (π; yt)
= log(L(π; yt)) ∝
m
i=1
k
j=1
yijt log(πj (xi)). (3)
By taking the derivative of Eq. (3), with respect toπijt , and using
constraint
k
j=1 πijt = 1, based on the Lagrangian coefficient
method, we have:
∂ l (πt; yt)
∂πijt
= yijt
πijt
− nit
= yijt − nitπijt
πijt
i = 1, . . . ,m j = 1, . . . , k. (4)
The matrix form of Eq. (4) is as follows:
∂ l (πt; yt)
∂πit
= nitΣ−it (yit − nitπit)
= nitΣ−it (yit − µit) i = 1, . . . ,m, (5)
where Σ−it = diag

1
niπijt

, π ′it = [πi1t , πi2t , . . . , πikt ]′ and
yit = [yi1t , yi2t , . . . , yikt ]′.
By taking the derivative of Eq. (3) with respect to γijt , we
have:
∂ l
∂γijt
= ∂ l
∂πijt
− ∂ l
∂πi(j−1)t
= yijt − nitπijt
πijt
− yi(j−1)t − nitπi(j−1)t
πi(j−1)t
= yijt
πijt
− yi(j−1)t
πi(j−1)t
, (6)
∂2l
∂γ 2ijt
= ∂
2l
∂π2ijt
− ∂
2l
∂π2i(j−1)t
= − yijt
π2ijt
+ yi(j−1)t
π2i(j−1)t
. (7)
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E

∂2l
∂γ 2ijt

= − nit
πijt
+ nit
πi(j−1)t
. (8)
In the proportional oddsmodel,β∗t has dimension p∗ = p+k−1
as β∗t = (α1t , α2t , . . . , α(k−1)t , β1t , β2t , . . . , βpt). By taking the
derivation with respect to β∗rt and considering Eq. (1), we get:
∂ l
∂β∗rt
=

i

j
∂ l
∂γijt
× ∂γijt
∂β∗rt
=

i

j
x∗ijrtγijt(1− γijt)
∂ l
∂γijt
. (9)
For the second partial derivatives of the above equation with
respect to β∗st we get:
∂2l
∂β∗rt∂β∗st
=

i

j
x∗ijrt

∂γijt
∂β∗st
− 2γijt ∂γijt
∂β∗st

∂ l
∂γijt
+ ∂
2l
∂γ 2ijt
× ∂γijt
∂β∗st
γijt

1− γijt

=

i

j
x∗ijrt

x∗ijstγijt

1− γijt

×

1− 2γijt
 ∂ l
∂γijt
+ 1− γijt ∂2l
∂γ 2ijt

. (10)
Fisher’s information matrix, which is obtained by taking the
expectation of negative of Eq. (10) and consideration of Eq. (8),
is:
E

− ∂
2l
∂β∗rt∂β∗st

= −

ij
x∗ijrtx
∗
ijst∂γ
2
ijt

1− ∂γ 2ijt

nit
×

− 1
πijt
+ 1
πi(j−1)t

, (11)
which can be rewritten as follows:
E

− ∂
2l
∂β∗rt∂β∗st

= −X ′rtΓ 2t (1− Γt)2 Mt
−πt + π′t Xst , (12)
where:
Γt =

γijt

ijt Mt = diag(n1t , . . . , nmt),
πt =

1
πijt

ijt
, π′t =

1
πi(j−1)t

ijt
.
It can be shown that the inverse of the negative expected value
of the Hessian matrix corresponding to Log l can be used as
an estimate of the asymptotic covariance matrix of logistic
coefficients.
Based on the above procedure, we proposed four approaches
to monitor the OLR profile. These methods are presented in the
next section.
3. Ordinal logistic profiles monitoring
Consider observations in the tth sample (xi, yijt), i = 1, 2,
. . . , nwhere, i refers to the ith level of the explanatory variable, j
shows the jth level of the response variable and t denotes the tthprofile collected over the time.When the process is in statistical
control, the profile can be modelled as:
yijt = nit ×

exp

αjt + β′txi

1+ exp αjt + β′txi
− exp

α(j−1)t + β′txi

1+ exp α(j−1)t + β′txi

+ εit
xl < xi < xh j = 1, 2, . . . , k− 1, (13)
where

αjt

j = 1, 2, . . . , k − 1 and β are known parameters
and xi i = 1, 2, . . . , n are fixed values of the explanatory vari-
able.
The four proposed methods that are based on Pearson
residuals are discussed in the following subsection. The
comparison and evaluation of these methods are provided in
the next section.
3.1. MEWMA method
The first proposed method is used to monitor multivariate
profile parameters. For the kth sample, βt is approximately
distributed as a multivariate normal p + k − 1 vector, with
mean vector β and known covariance matrix Σβ . In order to
monitor βt , we use the MEWMA control chart proposed by
Lowry et al. [23], i.e:
Zt,β = θ

βt − β
+ (1− θ)Zt−1,β, (14)
where θ, 0 ≤ θ ≤ 1 is a smoothing parameter. When the pro-
cess is in-control, Zt,β has a zero mean vector and a known co-
variancematrix,6Z,β =

θ
2−θ

6β . Based on these assumptions,
statistic T 2Z(t,β) is defined as:
T 2Z(t,β) = Zt,β6−1Z,βZ ′t,β. (15)
It is obvious that for an in-control process, T 2Z(t,β) ≤ hβ .
3.2. The χ2 method
Pearson residuals are calculated by dividing the ith residual
defined as yit − yˆit by its estimated standard error [22]. For
multinomial observations, we have:
E(yit = j) = nitP (yit = j) ,
Var (yit = j) = nitP (yit = j) (1− P (yit = j)) . (16)
And:
Cov (yit = j1, yit = j2) = −nitP (yit = j1) P (yit = j2) . (17)
Therefore, the Pearson residuals for the ith observation vector
in the tth profile are given by:
rPit = Σ−
1
2
i [yit − E (yit |xit )] , (18)
yit = (yi1t , yi2t , . . . , yi(k−1)t )′
Σt =
niP (yi1t ) (1− P (yi1t )) · · · niP (yi1t )

1− P yi(k−1)t
.
.
.
. . .
.
.
.
niP (yi1t ) P

yi(k−1)t
 · · · niP yi(k−1)t 1− P yi(k−1)t
 .
It can be shown that:
RPit = [yit − E (yit |xit)]′Σ−1i [yit − E (yit |xit)] , (19)
has an approximate χ2 distribution with k − 1 degrees
of freedom. Hence, for monitoring the Pearson residuals,
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upper control limit as:
UCLχ2 = χ2m(k−1),α
LCLχ2 = 0.
(20)
3.3. EWMA/R control chart method
It is well known that the exponentially weighted moving
average control chart, introduced by Roberts [24], is sensitive
to small shifts. This control chart is used to monitor the OLR
profiles. The proposed control chart uses the following statistic:
EWMAPt = θ R¯′it + (1− θ) EWMAPt−1, (21)
where EWMAP0 = 0, R¯′it =
m
i=1 R′i
m , θ (0 ≤ θ ≤ 1) is a smooth-
ing constant and R′i = φ−1

Fχ2k−1

RPi

, where φ(·) is the
standard normal distribution cdf and Fχ2k−1(·) is the cdf of a
chi-square distribution with k − 1 degrees of freedom. More-
over, the upper and lower control limits could be defined as:
UCLP = LP

θ
(2− θ)m
LCLP = −UCLP .
(22)
Kang and Albin [1] considered the R chart alongwith the EWMA
control chart. This chart helps to monitor the variability associ-
ated with the profile. The statistic for this control chart is de-
fined as: Rj = max

eij
 − min eij. Here, eij is the estimation
error calculated using eij = yij − yˆij. Hence, the control chart’s
limits, based on the range statistic, are given as:
UCL = σ(d2 + Ld3) = (d2 + Ld3) , (23)
LCL = σ(d2 − Ld3) = (d2 − Ld3) , (24)
where variables d2, d3 depend on the sample size (n), and L is
chosen to achieve a desired in-control ARL.
3.4. The combined (χ2/EWMA) method
As we know, the EWMA control chart performs well with
respect to detecting small shifts. When this statistic is used,
along with a χ2, then, we can detect shifts in the process
parameters, effectively. The combined ARL of these two control
charts can be determined using the following relationship:
α = (1− (1− α1) (1− α2)) . (25)
Hence, the following control limits could be used tomonitor the
Pearson residuals:
UCL′P = L′P

θ
(2− θ)m , (26)
UCLχ
2 = χ2m(k−1),α1 , (27)
LCLχ
2 = 0. (28)
Average run can be used to define the appropriate value
for θ , UCL and LCL. Brook and Evans [25] used the Markov
chain approach to determine the values for these parameters.
Using this method, the ARL is obtained by using the following
equation (see [25,26] for more details):
ARL = P ′ (1− R)−1 1, (29)where P is the transition probability matrix, which is given by:
P =

R (1− R) 1
0′ 1

, (30)
where I is an identity matrix, 1 is a column vector of ones and
R is the transition probability matrix. Since, in our proposed
EWMA method, (Eq. (22)) R′ has standard normal distribution,
the elements of thematrix are obtained by (see [26] for details):
Pjk = φ

θ−1

(sk + 0.5)− (1− θ) sj

−φ θ−1 (sk − 0.5)− (1− θ) sj , (31)
where Pjk denotes the probability of going from state j(sj) to
state k(sk) and φ(·) is the cdf of a standard normal distribution.
Here, we use this approach to determine the control limits
for the proposed univariate or multivariate EWMA control
charts.
In the next section, the four proposed methods are applied
to two different case studies. The first case study is related
to a customer satisfaction index in a five-day tour, and the
second case study is related to monitoring the quantification of
the odour intensity of emitted air in a livestock farm building,
originally discussed by Jansen and Klarenbeek [27].
4. Case studies
In this section, we applied our proposed methods in two
different application areas. As stated above, in our first case
study, we consider a five-day tour with a fixed plan, where
monitoring the customer satisfaction index is of interest. The
sensory measurement for odour emission of a livestock farm
building is our second case study, where monitoring of the
quantification of the odour intensity of emitted air is of interest.
4.1. The customer satisfaction case
Quality is an important aspect of any service, which requires
constant attention in order to satisfy customers. Hence, there
is a direct relationship between service quality and customer
satisfaction. According to Eboli and Mazzulla [19], customer
satisfaction is a measure of company performance, which
requires improvement over time. In the field of hospitality,
such as the tourist industry, customer satisfaction has a strong
correlation with the financial performance and survival of the
company [28,29].
Here, we consider a fixed plan tour in the tourist industry in
Iran, where the customer satisfaction index is being measured
and monitored using a survey. Due to occasional tourist
complaints, the company has decided to measure and monitor
the customer satisfaction index for each tour over a period of
time. The satisfaction index can be affected by various factors,
such as tour leader attitude, climate, facilities, scheduling, and
transportation method. Since the customer satisfaction index
during this period forms a profile with an ordinal response, the
use of a method with the purpose of identifying and removing
barriers that lead to customer dissatisfaction during a suitable
period would be helpful.
The dependent variable in this case study is the customer
satisfaction index, which is tracked for each tourist at the end
of the day with three possible values of ‘‘low’’, ‘‘medium’’, and
‘‘high’’. Day is considered an explanatory variable. In this case
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Shifts (h) 0 1 2 3 4 5 6 7 8 9
MEWMA 199.6 35.23 7.89 4.23 2.96 2.34 2.02 1.84 1.56 1.26
Chi Square 198.99 55.57 12.31 3.45 1.52 1.08 1.01 1.00 1.00 1.00
EWMA/R 201 197 44.01 9.83 6.32 4.05 3.78 2.06 1.09 1.00
Chi Square/EWMA 203 58.09 12.91 3.64 1.56 1.07 1.00 1.00 1.00 1.00Table 2: ARL values for n = 100 when α1 shifts to α1t + λσα1t .
Shifts (h) 0 1 2 3 4 5 6 7 8 9
MEWMA 199.6 19.99 5.43 3.25 2.39 2.00 1.81 1.48 1.15 1.02
Chi Square 198.99 65.24 9.54 2.39 1.21 1.02 1.00 1.00 1.00 1.00
EWMA/R 201 98.06 84.37 54.81 6.57 3.03 2.53 1.98 1.07 1.01
Chi Square/EWMA 203 68.06 10.09 2.43 1.23 1.02 1.00 1.00 1.00 1.00Table 3: ARL values for n = 100 when β shifts to β + λσβ .
Shifts (h) 0 1 2 3 4 5 6 7 8 9
MEWMA 199.6 15.10 4.66 2.84 2.13 1.83 1.50 1.16 1.03 1.00
Chi Square 198.99 45.72 7.19 2.04 1.16 1.01 1.00 1.00 1.00 1.00
EWMA/R 201 86.43 40.17 21.38 11.09 6.74 3.00 2.09 1.00 1.00
Chi Square/EWMA 203 32.34 5.26 1.71 1.09 1.01 1.00 1.00 1.00 1.00study, the values of

αj

for j = 1, 2 and β are assumed to be
known and defined as given in the following equations:
P (y ≤ 1|xi) = exp(3+ 0.2xi)1+ exp (3+ 0.2xi) i = 1, 2, 3, 4, 5, (32)
P (y ≤ 2|xi) = exp(0.5+ 0.2xi)1+ exp (0.5+ 0.2xi) i = 1, 2, 3, 4, 5, (33)
where xi refers to a particular day for tourist i, j refers to
the level of satisfaction for this tourist, and αj and β are
profile parameters. Now, changes in the satisfaction index
can be monitored through changes in the parameters of the
ordinal profile defined by Eq. (35). In statistical process control,
it is common to evaluate the performance of a scheme by
considering a shift in the parameters of interest as a multiple
of parameter standard deviation, such as α0 + λσ(α0). Hence,
to evaluate the performance of the proposed scheme, we allow
shifts in the parameters

αj

and β to appear as multiples of
their error standard deviations. To compute the variance of
the coefficients of the above logistic regression, we used an
inverse of the negative of the Hessian matrix, which is obtained
from the second derivative of the log-likelihood function. The
covariance matrix is as follows:
Σ ∼=
 0.2023 0.1342 −0.0401
0.1342 0.1391 −0.0375
−0.0401 −0.0375 0.0125

. (34)
Based on the above equations, the upper control limits
corresponding to an in-control ARL of 200 are calculated using
10,000 simulation runs for n = 100 and n = 30. Table 1 shows
the ARL values for different shifts in the parameters of the three
proposed approaches for n = 100. Table 2 shows the same
results for n = 30.
Based on the above results, the following conclusions can be
derived:
1. For the case of n = 100, results in Tables 1–3, all the
proposed methods have a proper performance for all of
the shifts. However, for large shifts, χ2/EWMA and χ2 are
more effective. Moreover, the MEWMA method has theFigure 1: Comparing the results of MEWMAmethod for shifts in β for n = 100
and n = 30.
best performance in detecting shifts in all the parameters,
especially the small ones.
2. For the case of n = 30, results in Tables 4–6, the same
conclusions are reached, but ARL values are larger than the
ARLs for the case of n = 100.
3. In order to have a better view about the performances of the
four methods in the case of different sample size, Figures 1–
4 are provided. These figures illustrate the behaviour of the
proposed methods for shifts in β for n = 100 and n = 30.
It is clear that the MEWMA and χ2 methods are sensitive
to sample size, and, by increasing the sample size, the shifts
have been detected, effectively. However, EWMA and R and
χ2/EWMA are more robust to sample size and provide the
same results for both n = 100 and n = 30. Moreover, based
on Figure 2, the MEWMA method has a better performance
than other methods.
Performance of the proposed methods in detecting shifts
could be evaluated from another perspective; simultaneous
shifts in the parameters. The parameters can shift simultane-
ously using the following method [15]:
β∗ = β∗0 +1 = β∗0 + (δ1σ1, δ2σ2, δ3σ3)′, (35)
where δi ∀i = 1, 2, 3 is a constant and σi ∀i = 1, 2, 3 is a
diagonal value in the matrix defined in Eq. (34).
The ARL values for 9 different random (δ1, δ2, δ3) vec-
tors for the MEWMA method are demonstrated in Figure 5.
R. Noorossana et al. / Scientia Iranica, Transactions E: Industrial Engineering 20 (2013) 958–966 963Table 4: ARL values for n = 30 when α0 shifts to α0t + λσα0t .
Shifts (h) 0 1 2 3 4 5 6 7 8 9
MEWMA 199.5 36.85 23.63 8.57 5.12 3.69 2.98 2.44 2.12 2.01
Chi Square 201 88.96 34.71 14.41 6.43 3.17 1.87 1.30 1.09 1.02
EWMA/R 203 70.77 43.91 10.86 4.04 2.38 1.23 1.03 1.001 1.001
Chi Square/EWMA 200.1 153.39 21.24 5.34 2.66 1.45 1.10 1.00 1.00 1.00Table 5: ARL values for n = 30 when α1 shifts to α1t + λσα1t .
Shifts (h) 0 1 2 3 4 5 6 7 8 9
MEWMA 199.5 24.34 7.45 4.28 3.03 2.44 0.08 1.87 1.66 1.43
Chi Square 201 99.89 39.34 13.17 4.84 2.25 1.37 1.11 1.02 1.00
EWMA/R 203 198 4.69 1.03 1.00 1.00 1.00 1.00 1.00 1.00
Chi Square/EWMA 200.1 22.87 8.00 3.81 2.12 1.49 1.19 1.06 1.02 1.00Table 6: ARL values for n = 30 when β shifts to β + λσβ .
Shifts (h) 0 1 2 3 4 5 6 7 8 9
MEWMA 199.5 35.48 8.52 5.58 3.20 2.54 2.13 1.91 1.74 1.50
Chi Square 201 78.91 33.72 14.43 6.07 3.17 1.91 1.34 1.12 1.02
EWMA/R 203 101.04 70.12 23.45 15.07 7.86 4.73 3.14 1.00 1.00
Chi Square/EWMA 200.1 31.64 17.05 8.94 5.08 3.10 2.17 1.65 1.30 1.12Figure 2: Comparing the results of χ2 methods for shifts in β for n = 100 and
n = 30.
Figure 3: Comparing the results of EWMA with R methods for shifts in β for
n = 100 and n = 30.
Figure 4: Comparing the results of χ2/EWMA methods for shifts in β for
n = 100 and n = 30.Figure 5: Comparing the results ofMEWMAmethod for simultaneous shifts for
n = 100 and n = 30.
These vectors are (2.4, 2.7, 0.4), (2.7, 1.9, 0.3), (0.8, 1.6, 2.9),
(2.9, 1.5, 2.4), (2.9, 0.5, 2.9), (0.4, 1.3, 2.7), (2.4, 2.9, 2),
(0.1, 2.6, 2.8) and (2.0, 2.3, 2.2). Moreover, the non-centrality
parameter (ncp) is defined as:
ncp = 1′6−1
β∗1. (36)
The corresponding ncp values of each (δ1, δ2, δ3) are 71.00,
42.53, 576.86, 545.24, 444.79, 498.80, 402.62, 619.60 and
433.21.
The same procedure could be used to assess the other three
methods.
4.2. Sensory measurements
The case study comes froma study of sensorymeasurements
for odour emission of a livestock farm building, performed
by Jansen and Klarenbeek [27]. Here, the quantification of
the odour intensity of emitted air is our concern. This
quantification is a prerequisite for searching for better systems
and is necessary when comparing new and old systems [27].
Moreover, monitoring changes in odour quantity by using an
electronic nose has been used in many different applications,
such as Ghaffari et al. [30] and Leilei and Yang [31].
For this purpose, the concentration of ventilation air is
considered the predictor variable. The status of decisions made
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Percentage of concentration
of ventilation air
Decision
Incorrect Not certain Correct
0.00 1 3 0
0.49 0 2 2
0.86 1 1 2
1.16 0 3 1
1.56 0 0 4
1.78 0 0 4
2.02 0 0 4
by an electronic nose or a human observer in diagnosing
changes in the intensity of odour in the ventilation air is
considered the response variable (Table 7). The decisions are
grouped in three main categories, ‘‘incorrect’’, ‘‘correct’’ and
‘‘not certain’’. Therefore, it can be considered as a regression
model for ordinal data with three categories [32].
Based on the ordinal logistic model described in Eq. (1), the
following equations are obtained:
P (yit ≤ 1|xi) = exp (−0.82− 2.66xi)1+ exp (−0.82− 2.66xi)
i = 1, 2, . . . , 7, (37)
P (yit ≤ 2|xi) = exp (2.29− 2.66xi)1+ exp (2.29− 2.66xi)
i = 1, 2, . . . , 7, (38)
where xi = (0.00, 0.49, 0.86, 1.16, 1.56, 1.78, 2.02) refers to
a particular percentage of concentration for ventilation air i
and decision level, j, (incorrect, correct and not certain). The
covariance matrix is obtained as:
Σ ∼=
 0.0300 0.0150 −0.0120
0.0415 0.0380 −0.0300
−0.0130 −0.0300 0.0314

. (39)
Now, changes in the decision can be monitored through
changes in the parameters of the ordinal profile. As mentioned
earlier, in statistical process control, it is common to evaluate
the performance of a scheme by considering a shift in the
parameter of interest being monitored as a multiple of the
parameter standard deviation, such as α0 + λσα0 . To evaluate
the performance of the proposed scheme, we allow shifts in
the parameters, {αjt} and βt . To predict the variance of the
coefficients of the logistic regression, we used the inverse of
the negative of the Hessian matrix, which is obtained from the
second derivative of the log-likelihood function.
In order to compare results from the four proposedmethods,
we evaluate them based on 10,000 simulation runs. These
results are shown in Tables 8–13 for both n = 100 and n = 30.
Table 8 indicates simulation results for different shifts in α0,
Table 9 contains the shifts in α1, and shifts in β are shown in
Table 10. These tables show the results for N = 100. The same
results for N = 30 are shown in Tables 11–13.
Considering the above example, the following conclusions
can be obtained:
1. The MEWMA method is better than the other 3 methods in
detecting shifts in the parameters, especially the small ones.
The EWMA/R method has good performance in detecting
shifts for small sample sizes. Therefore, using thismethod for
detecting shifts, when the sample size is small, may provide
good results.Figure 6: Comparing the results for MEWMA method using n = 100 and
n = 30 for shifts in β .
Figure 7: Comparing the results for χ2 methods using n = 100 and n = 30 for
shifts in β .
Figure 8: Comparing the results for EWMA/R methods using n = 100 and
n = 30 for shifts in β .
Figure 9: Comparing the results for χ2/EWMA methods using n = 100 and
n = 30 for shifts in β .
2. To have a better view of the performances of the four
methods for different sample sizes, Figures 6–9 are provided.
These figures illustrate the behaviour of the proposed
methods for shifts in β for n = 100 and n = 30. It is clear
that MEWMA and χ2 methods are sensitive to sample size,
and an increase in sample size results in better detecting
the shifts. However, the other two methods, EWMA/R and
χ2/EWMA, are more robust to sample size and provided the
same results for both n = 100 and n = 30.
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Shifts (h) 0 1 2 3 4 5 6 7 8 9
MEWMA 200 54.03 21.09 5.43 1.05 1.03 1.00 1.00 1.00 1.00
Chi Square 202 199.76 65.31 15.41 4.02 1.57 1.05 1.00 1.00 1.00
EWMA/R 206 205.65 31.85 7.1 3.39 2.58 1.79 1.32 1.02 1.00
Chi Square/EWMA 199.68 183.17 28.32 6.6 2.93 1.62 1.11 1.01 1.00 1.00Table 9: ARL values for n = 100 when α1 shifts to α1t + λσα1t .
Shifts (h) 0 1 2 3 4 5 6 7 8 9
MEWMA 200 12.12 4.29 2.76 2.10 1.78 1.46 1.19 1.05 1.01
Chi Square 202 72.2 17.94 5.97 2.48 1.57 1.13 1.03 1.00 1.00
EWMA/R 206 84.92 16.16 5.74 3.24 2.24 1.78 1.45 1.22 1.07
Chi Square/EWMA 199.68 71.19 14.52 4.94 2.48 1.58 1.19 1.04 1.01 1.00Table 10: ARL values for n = 100 when β shifts to β + λσβ .
Shifts (h) 0 1 2 3 4 5 6 7 8 9
MEWMA 200 3.81 1.93 1.16 1.00 1.00 1.00 1.00 1.00 1.00
Chi Square 202 144.99 70.74 29.18 10.77 4.7 2.38 1.54 1.22 1.07
EWMA/R 206 69.06 19.9 8.35 4.77 3.27 2.48 2.04 1.72 1.5
Chi Square/EWMA 199.68 156.47 60.49 17.9 7.36 4.03 2.5 1.7 1.29 1.1Table 11: ARL values for n = 30 when α0 shifts to α0t + λσα0t .
Shifts (h) 0 1 2 3 4 5 6 7 8 9
MEWMA 200 84.92 16.16 5.74 3.24 2.24 1.78 1.45 1.22 1.06
Chi Square 204 200.3 196.3 46.54 9.39 2.26 2.01 1.47 1.36 1.09
EWMA/R 205.4 11.46 26.21 5.98 2.89 2.01 1.46 1.28 1.09 1.03
Chi Square/EWMA 198.63 190.01 92.17 10.52 3.78 1.9 1.87 1.59 1.3 1.07Table 12: ARL values for n = 30 when α1 shifts to α1t + λσα1t .
Shifts (h) 0 1 2 3 4 5 6 7 8 9
MEWMA 200 84.92 16.16 5.74 3.24 2.24 1.78 1.45 1.22 1.06
Chi Square 204 63.8 17.09 5.65 2.51 1.7 1.21 1.06 1.02 1.01
EWMA/R 205.4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Chi Square/EWMA 198.63 62.03 12.48 4.4 2.36 1.7 1.24 1.08 1.04 1.005Table 13: ARL values for n = 30 when β shifts to β + λσβ .
Shifts (h) 0 1 2 3 4 5 6 7 8 9
MEWMA 200 175.7 69.06 19.9 8.35 4.77 3.27 2.48 2.04 1.72
Chi Square 204 183.91 94.84 38.97 14.79 6.17 2.94 1.82 1.37 1.12
EWMA/R 205.4 81.33 39.78 14.21 6.54 4.11 2.88 2.25 1.88 1.61
Chi Square/EWMA 198.63 166.38 69.36 19.89 7.98 4.34 2.63 1.99 1.34 1.165. Conclusions
This paper discusses four different methods for monitoring
polytomous profiles in phase II. In industries where the
response variable is ordinal, these methods can provide
a mechanism for improving processes. In this study, we
considered two cases of customer satisfaction, and a sensory
measurement for the odour emission of a livestock farm
building, and evaluated the performances of the four proposed
methods. The results indicate satisfactory performances for the
four approaches, with the MEWMAmethod preferred for small
shifts. Moreover, it is indicated that MEWMA and χ2 methods
are sensitive to sample size, while EWMA/R and χ2/EWMA are
more robust to n and provide the same results for different n.References
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