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Abstract
This review paper contains a concise introduction to highest weight representations
of infinite dimensional Lie algebras, vertex operator algebras and Hilbert schemes of
points, together with their physical applications to elliptic genera of superconformal
quantum mechanics and superstring models. The common link of all these concepts
and of the many examples considered in the paper is to be found in a very important
feature of the theory of infinite dimensional Lie algebras: the modular properties of
the characters (generating functions) of certain representations. The characters of the
highest weight modules represent the holomorphic parts of the partition functions on
the torus for the corresponding conformal field theories. We discuss the role of the
unimodular (and modular) groups and the (Selberg-type) Ruelle spectral functions of
hyperbolic geometry in the calculation of elliptic genera and associated q-series. For
mathematicians, elliptic genera are commonly associated to new mathematical invari-
ants for spaces, while for physicists elliptic genera are one-loop string partition function
(therefore they are applicable, for instance, to topological Casimir effect calculations).
We show that elliptic genera can be conveniently transformed into product expressions
which can then inherit the homology properties of appropriate polygraded Lie algebras.
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1 Introduction
There is a known (but sometimes inadverted) connection between representation theory
of infinite dimensional Lie algebras and vertex operator algebras and their homologies, on
one side, and partition functions (in particular elliptic genera) of physical models, on the
other. This connection manifests itself in the fact that the just mentioned quantities can be
expressed in a quite universal way in terms of Ruelle functions. Still this connection has not
yet been carefully studied in the literature. Here we would like to call the reader’s attention
on this link by reviewing first the mathematical aspects associated with it and then a certain
number of physical applications.
To start with we would like to recall that application of Grassmannian algebras to differ-
entiable manifolds led to the algebra of exterior differential forms and exterior operators.
Subsequently Clifford algebras and spinor representations, applied to Riemannian spin man-
ifolds, led to the theory of Dirac operators. The role of Lie algebras in conformal field
theories, considered in this paper, is somehow in the same spirit. Highest weight modules
of affine Lie algebras (the Virasoro algebra, for example) underlie conformal field theories.
Vertex operator algebras can be constructed from highest weight representations of infinite
dimensional Lie algebras. The characters of (integrable) highest weight modules have been
identified with the holomorphic parts of the partition functions on the torus for the corre-
sponding field theories. All these structures arise naturally, but not exclusively, in string
theory, and are particularly clear and treatable when supersymmetry is involved. In the
course of the paper we will consider various applications of the previous ideas to physical
models: elliptic genera of supersymmetric sigma models, chiral primary states, partition
functions of brane in CY spaces, Hilbert schemes of points, and elliptic genera of symmet-
ric products and orbifolds. All those examples are intended to accumulate evidence on the
existence of the link mentioned at the beginning, although, of course, this does not make a
proof.
The organization of the paper is as follows. As already anticipated, the first part is a review
of some mathematical preliminaries. We begin with elements of representation theory of Lie
algebras in Sect. 2. We study highest weight representations of Lie algebras with their con-
nection to vertex algebra, and then in Sect. 3 we move on to vertex operator algebra bundles
and modules. Sect. 4 is also of preparatory character: it introduces the Lefschetz fixed-point
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formula. Sect. 5 up to Sect. 9 are devoted to collecting examples of partition functions and
elliptic genera of physical models with the aim to show that all of them, although very differ-
ent in nature, can be expressed in a generic way in terms of Ruelle functions. This common
feature encodes in our opinion the connection with infinite dimensional Lie algebras and
their homologies. This suggestion is explicitly spelt out (although not proved) in Sect. 10.
Having given the scheme let us now explain, for the benefit of the reader, the connection
between the specific contents of the various sections in more detail. We find this necessary
given the length of this work and the many different concepts considered in it. A relevant
concept in the paper is that of elliptic genus. Elliptic genera are natural topological invari-
ants, which generalize classical genera. They appear when one considers supersymmetric
indices of the superconformal vertex algebras (SCVA). For mathematicians, elliptic genera
(and the respective elliptic cohomology) may be associated to new mathematical invariants
for spaces, while for physicists elliptic genera are one-loop string partition functions and,
therefore, they are applicable to topological Casimir effect calculations [1]-[3]. They have
also been proven to be applicable to black hole entropy computations [4]. This explains why
we devote here several pages to the construction and properties of SCVA, Sect. 3. In Sect.
3.3 we consider N = 1 SCVA’s from complex vector spaces, Riemannian manifolds, and char-
acters and K-theories of vector algebra bundles. In Sect. 3.4 we study N = 2 SCVA from
any complex manifold. There are two ways to twist an N = 2 SCFT to obtain topological
vertex algebras. The BRST cohomology groups of these two vertex algebras correspond to
the algebras of the primary chiral and anti-chiral fields, respectively, of the original N = 2
SCFT. In many applications, when the space X is a Calabi-Yau manifold, there is an N = 2
SCFT associated to X , with the two twists leading to the so-called A-theory and B-theory,
respectively. This has been discussed over the years in an impressive number of papers. The
mathematical formalization of these concepts also exists since long time ago. A sheaf of
topological vertex algebras for any Calabi-Yau manifold has been constructed in [5], where
the theory involved is A-theory. A different approach based on standard techniques in dif-
ferential geometry has been developed in [6], where holomorphic vector bundles of N = 2
SCVA on a complex manifold X and the ∂ operator on such bundles have been used.
In Sect. 4 we consider the Lefschetz fixed-point formula (named after Solomon Lefschetz,
who first stated it in 1926), which counts the number of fixed points of a continuous mapping
from a compact topological space X to itself by means of traces of the induced mappings
on the homology groups of X . One can use this formula to compute Lefschetz numbers
of automorphisms of elliptic complexes in terms of the index of associated elliptic symbol
classes on fixed-point sets. In particular, we discuss in this section a cohomological form of
the Lefschetz fixed-point formula for elliptic complexes.
Sect. 5 is devoted to Laplacians on forms and the Ruelle spectral function, Sect. 5.1, and
to the spectral functions of hyperbolic geometry, Sect. 5.2, where the Lefschetz formula has
been used for stable characteristic Pontryagin and Chern classes. This is one of the central
issues here, since it provides the spectral function method, which we repeatedly use in the
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course of the paper. The simpler case of hyperbolic three-geometry and associated (Selberg-
type) Ruelle spectral functions is considered in Sect. 5.3. Our interest in this example stems
from the AdS3/CFT2 correspondence. The geometric structure of three-dimensional gravity
(and black holes) allows for exact computations, since its Euclidean counterpart is locally
isomorphic to the constant curvature hyperbolic space. There is an agreement between
spectral functions related to Euclidean AdS3 and modular-like functions (Poincare´ series).
This occurs when the arguments of spectral functions take values on a Riemann surface,
viewed as the conformal boundary of AdS3 [7]. According to the holographic principle, a
strong correspondence exists between certain field theory quantities in the bulk of an AdS3
manifold and related quantities on its boundary at infinity. To be more precise, the classes
of Euclidean AdS3 spaces are quotients of the real hyperbolic space by a discrete group
(a Schottky group). The boundary of these spaces can be compact oriented surfaces with
conformal structure (compact complex algebraic curves).
More physical applications along this same line, namely the elliptic genera of nonlinear
sigma models, are considered in Sect. 6. Elliptic genera of (2,2) supersymmetric Landau-
Ginzburg models over vector spaces were first computed in [8]; they provide effective ways
to compute elliptic genera of corresponding nonlinear sigma models. The Landau-Ginzburg
elliptic genus has a natural meaning in the equivariant elliptic cohomology [9, 10]: it is the
equivariant genus, or Euler class, of a virtual representation of U(1) associated to the sigma
orientation [11, 12, 13]. Most of those Landau-Ginzburg models do not live over smooth
spaces, or orbifolds thereof, but over more complicated spaces, forming what are sometimes
called hybrid Landau-Ginzburg models [14]. We mainly concentrate on the Witten genus and
elliptic genera of Landau-Ginzburg models over vector spaces, Sect. 6.1. For these examples
we show that elliptic genera can be written in terms of spectral functions of the hyperbolic
geometry associated with q-series.
In Sect. 7 we consider applications of the previous mathematical tools to the case (very
important in physics) of generating functions in the black hole geometry. Namely, we consider
the issue that, in the AdS2×S2×CY3 attractor geometry of a Calabi-Yau black hole with D4
brane charges, superconformal quantum mechanics describes D0 branes. This model contains
a large degeneracy of chiral primary bound states, which arise from D0 branes in the lowest
Landau levels that tile the CY3× S2 horizon. It is well known that the primary chiral fields
of an N = 2 superconformal field theory form an algebra. The proof of this relevant fact
in the physics literature [15, 16] shares many common features with the Hodge theory of
Ka¨hler manifolds in mathematics since, apparently, such a multi-D0 brane superconformal
field theory is holographically dual to IIA string theory on AdS2 × S2 × CY3. We evaluate
the chiral primary generating function in terms of Patterson-Selberg spectral functions.
In Sect. 8 we survey Hilbert schemes of points. They allow us to construct a representation
of products of Heisenberg and Clifford algebras on the direct sum of homology groups of
all components associated with schemes. Hilbert schemes of points of surfaces are discussed
in Sect. 8.1; we rewrite there the character formulas and Go¨ttsche’s formula, Sect. 8.2, in
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terms of Ruelle spectral functions.
Elliptic genera of symmetric products are discussed in Sect. 9. The relationship with certain
equivariant genera of instanton moduli spaces can be exploited to study the string parti-
tion functions of some local Calabi-Yau geometries and, in particular, the Gopakumar-Vafa
conjecture for them [17]. The Gromov-Witten invariants are in general rational numbers.
However, as conjectured in [17], the generating series of Gromov-Witten invariants in all
degrees and all genera has a very peculiar form, determined by some integers. Various pro-
posals for the proof of this conjecture have appeared [18, 19, 20]. A geometric approach
was proposed in [21]. Some progress toward the calculation of Gromov-Witten invariants is
present in physical approaches [22, 23, 24] and in mathematical treatments [25, 26]. Our spe-
cial attention here is devoted to the spectral function reformulation of the Gopakumar-Vafa
conjecture, Sect. 9.1, and orbifold elliptic genera, Sect. 9.2.
The common link of all these examples is to be found, in our opinion, in one important fea-
ture of the theory of infinite dimensional Lie algebras, that is, the modular properties of the
characters (generating functions) of certain representations. The highest weight modules of
the affine Lie algebras underlie conformal field theories. The characters of the highest weight
modules can be interpreted as the holomorphic parts of the partition functions (elliptic gen-
era) on the torus for the corresponding conformal field theories. Finally, elliptic genera can
be converted into product expressions which can inherit the homology properties of appro-
priate polygraded Lie algebras, what is discussed in Sect. 10. In many physical applications,
quantum generating functions can be reproduced in terms of spectral functions of Selberg
type (see [27] for related applications). Therefore, the role of the unimodular group SL(2;C)
and of the modular group SL(2;Z) constitute a clear manifestation of the remarkable link
that exists between all the above and hyperbolic three-geometry.
2 Elements of representation theory of Lie algebras
Vertex operators and vertex operator algebras were introduced in the physical literature at
the inception of string theory. In this section we will present a more mathematical approach
to this subject, due in particular to [28, 29, 30, 31, 32, 33]. Heisenberg vertex operator
algebras and vertex operator algebras associated to the highest weight representations of
affine Kac-Moody algebras will also be briefly introduced. They have played an important
role in the study of elliptic genus and the Witten genus [34].
Many vertex algebras can be constructed from highest weight representations of infinite
dimensional Lie algebras. In the sequel we will consider some of them. Let g be a complex
Lie algebra with symmetric bilinear form ( · | ·), invariant under the adjoint action: ([a, b]|c)+
(b|[a, c]) = 0, a, b, c ∈ g . The affinization of (g, ( · | ·)) is the Lie algebra gˆ with nonzero
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commutation relations:
gˆ = C[t, t−1]⊗C g⊕ CK, [am, bn] = [a, b]m+n +m(a|b)δm,−nK , (1)
where for each a ∈ g and n ∈ Z an stands for tn⊗a, C[t, t−1] denotes the Laurent polynomial
algebra in the variable t. This is referred to as a current algebra.
Examples: Suppose that g is a simple Lie algebra with Killing form, then gˆ is the affine
Kac-Moody algebra (see also Sect. 3). If g is the one-dimensional Lie algebra with a
nondegenerate bilinear form, then gˆ is the oscillator algebra.
Consider the decomposition
gˆ = gˆ+ ⊕ gˆ0 ⊕ gˆ− , (2)
where (see Eq. (2))
gˆ+ = tg[t], gˆ− = t−1g[t−1], gˆ0 = g⊕ CK . (3)
Then gˆ≥0 = g[t]⊕CK is a Lie subalgebra of gˆ. Suppose π : gˆ≥0 → EndW is a representation.
One can define the induced gˆ-module by Indgˆ
gˆ≥0
∼= U(gˆ) ⊗U(gˆ≥0) W.4 In this formula, U(gˆ) is
viewed as a right U(gˆ≥0)-module. Then, Indgˆ
gˆ≥0
∼= S (gˆ−)W as vector spaces, S (gˆ−) being
the symmetric algebra. Each an acts on Ind
gˆ
gˆ≥0
. One defines the normal ordered product by
: akbℓ : =

akbℓ, for ℓ ≥ 0,
(−1)|a||b|bℓak, for ℓ < 0.
(4)
Definition 2.1 Let us define a field on a vector space V as a formal power series a(z) =∑
n∈Z anz
−n−1, an ∈ EndV, such that for any v ∈ V, anv = 0, for n sufficiently large.
Suppose a(z) and b(w) are two fields on a vector space V. Then, an equality of the form
a(z)b(w) =
N−1∑
k=0
ck(w)
(z − w)k+1+ : a(z)b(w) : (5)
(or, simply, a(z)b(w) ∼ ∑N−1k=0 ck(w)/(z − w)k+1, where ck(w) are local fields), is called
operator product expansion (OPE) of the fields a(z), b(w). Let limz→w : a(z)b(w) : = :
a(w)b(w) :, then : a(w)b(w) : is called the regular part of the OPE, while the rest of the OPE
is termed as the singular part.
4 U(gˆ) is the quotient algebra of the tensor algebra
⊕
∞
n=0(
n−times︷ ︸︸ ︷
gˆ⊗ ...⊗ gˆ) by the ideal generated by elements
of the form [gˆ1, gˆ2]− (gˆ1 ⊗ gˆ2 − gˆ2 ⊗ gˆ1). CoIndĝĝ≥0 ∼= HomU(ĝ≥0)(U(gˆ),W ).
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The normal ordered product can be equivalently defined as: : a(z)b(w) : = a(z)+b(w) +
(−1)|a||b|b(w)a(z)−, where |a| is the order of a,
a(z)+ :=
∑
n∈Z−
anz
−n−1, a(z)− :=
∑
n∈Z+ ∪{0}
anz
−n−1 . (6)
The formal power series a(z)b(w) =
∑
k∈Z
∑
ℓ∈Z bℓakz
−k−1w−ℓ−1 always makes sense, but the
limit z → w of that expression may not exist.
Let us come now to the definition of vertex algebra.
Definition 2.2 A vertex algebra consists of the following data:
• A Z-graded vector space (the state space) V =⊕n∈ZVn;
• A vector |0〉 (is called the vacuum vector);
• A map Y : V → End(V)[[z, z−1]], whose image lies in the set of fields. The latter is
called the state-field correspondence.
Let Y (a, z) =
∑
n∈Z anz
−n−1, a ∈ V. Define Ta = a−2|0〉. Then the following axioms are
required:
1. [T, Y (a, z)] = ∂Y (a, z) (translation coinvariance);
2. Y (|0〉, z) = IdV, Y (a, z)|0〉|z=0 = a (vacuum);
3. Y (a, z) and Y (b, z) are local, a, b ∈ V (locality).
Heisenberg vertex operator algebra. A well-known vertex operator algebra is the
Heisenberg vertex operator algebra M(1) of dimension d. Let h be a complex vector space
of dimension d with a nondegenerate symmetric bilinear form ( , ). Let us view h as an
abelian Lie algebra and, as before (Eq. (1)), consider the corresponding affine Lie algebra
hˆ = h⊗ C[t, t−1]⊕ CK, with bracket
[x⊗ tm, y ⊗ tn] = δm+n,0(x, y)K, [K, hˆ] = 0, (7)
where xm = x⊗ tm for x ∈ h and m ∈ Z. Let us form the induced module
M(1) = U(hˆ)⊗U(h⊗C[t]⊕CK) C, (8)
where h⊗C[t] acts trivially on C and K acts as 1. Let {α1, ..., αd} be an orthonormal basis
of h. Then M(1) is isomorphic linearly to the symmetric algebra
S (h⊗ t−1C[t−1]) = C[αi(−n)|i = 1, ..., d, n > 0]. (9)
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Set now 1 = 1 and ω = (1/2)
∑d
i=1 αi(−1)2. Then, M(1) is the Heisenberg vertex operator
algebra with vacuum 1, and Virasoro element ω (cf. [29], Chapter 8). Let O(h) be the
orthogonal group of h. The automorphism group of M(1) is exactly O(h) [35].
Highest weight modules for affine Kac-Moody algebras. Let us analyze the vertex
operator algebra associated to the highest weight modules of affine Kac-Moody algebras (cf.
[36, 37, 38]). Let g = h +⊕α∈∆gα be a finite dimensional simple Lie algebra with a Cartan
subalgebra h and the corresponding root system ∆. We fix the positive roots ∆+ and assume
that θ is the longest positive root. Denote P+ the set of dominant weights. Let (·, ·) be a
nondegenerate symmetric invariant bilinear form on g such that (θ, θ) = 2. The affine Kac-
Moody algebra is gˆ = g⊗C[t, t−1]⊕CK, with bracket Eq. (1), where am = a⊗ tm for a ∈ g
and m ∈ Z. If M is an irreducible gˆ-module then the center K acts as a constant k. The
latter is called the level of the module. Let M be a g-module and k be a complex number.
The generalized Verma module of level k associated to M is
Mˆk = U(gˆ)⊗U(g⊗C[t]⊕CK) M , (10)
where g ⊗ tC[t] ·M = 0, g ⊗ t0 acts on M as g and K = k on M . Let L(λ) be the highest
weight module for g with highest weight λ ∈ h; consider set V (k, λ) = L̂(λ)k and denote
L(k, λ) the unique irreducible quotient. Then L(k, λ) is integrable or unitary if and only if
k is a nonnegative integer, λ ∈ P+, and (λ, θ) ≤ k. Denote the dual Coxeter number of g by
h∨. Then h∨ can be defined as
∑
α∈∆(1/2)(α, α) = dh
∨, where d is the rank of g.
Any gˆ-quotient module of V (k, 0) is a vertex operator algebra, if k+h∨ 6= 0. L(k, 0) is rational
if and only if k is a nonnegative integer. In this case, the irreducible L(k, 0)-modules are
exactly the level k unitary highest weight modules. In particular, if g is the Lie algebra
of type Dd, then gˆ is the affine Lie algebra D
(1)
d which has exactly four level 1 unitary
highest weight modules. These modules are used in the construction of elliptic genera. The
automorphism groups of V (k, 0) and L(k, 0) are exactly the automorphism group of the Lie
algebra g (cf. [39]).
3 Superconformal vertex algebras
Superconformal vertex algebras are familiar objects in superstring theories. We will present
them here in a more mathematical way than the one familiar in the physical literature.
Wedging operators. Let us first recall some formulas on semi-infinite wedge products. Let
set eS := es1 ∧ es2 ∧ . . ., denote by Λ∞/2(H) the vector space with {eS} as an orthonormal
basis. The vector e−1/2 ∧ e−3/2 ∧ e−5/2 ∧ · · · is called the vacuum vector. Take ℓ ∈ Z + 1/2
and denote by ψℓ the wedge product by eℓ on Λ
∞/2(H), and ψ∗ℓ the wedge product by its
adjoint. One can verify the following relations:
[ψℓ, ψs] = [ψ
∗
ℓ , ψ
∗
s ] = 0, [ψℓ, ψ
∗
s ] = δℓ,s . (11)
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For ℓ > 0 their action on the vacuum vector is
ψℓ | 0〉 = eℓ ∧ e−1/2 ∧ e−3/2 ∧ · · · , ψ∗−ℓ | 0〉 = (−1)ℓ−1/2e−1/2 ∧ e−3/2 ∧ · · · ∧ ê−ℓ ∧ · · · (12)
In the physical terminology both ψℓ and ψ
∗
−ℓ for ℓ > 0 are creators: ψℓ creates an excitation
of energy ℓ and ψ∗−ℓ creates a anti-excitation of energy ℓ. (For ℓ > 0 dually, both ψ
∗
ℓ and ψ−ℓ
are annihilators.) The generating series of the above operators can be written as follows:
b(z) :=
∑
ℓ∈Z+1/2
bℓz
−ℓ+1/2, c(z) :=
∑
ℓ∈Z+1/2
cℓz
−ℓ+1/2 , (13)
bℓ = ψ
∗
ℓ , cℓ = ψ−ℓ. In Eq. (13) the series are formally regarded as meromorphic fields of
operators on C∗ = C/{0}, acting on Λ∞/2(H).
Let F be the Grassmannian algebra generated by {bℓ, cℓ}ℓ<0. There is a natural isomor-
phism F → Λ∞/2(H) defined by bℓ1 · · · bℓncs1 · · · csn 7→ bℓ1 · · · bℓncs1 · · · csn | 0〉, ℓ1, . . . , ℓm,
s1, . . . , sn ∈ Z− + 1/2. Thus, under this isomorphism, we can also regard b(z) and c(z) as
fields on F .
Example: Virasoro fields. The energy operator can be expressed in terms of normally
ordered products as follows:
H =
∑
r∈Z+−1/2
rc−rbr −
∑
r∈Z−+1/2
rbrc−r =
∑
r∈Z+1/2
r : c−rbr : . (14)
It can be generalized as follows. Introduce the field
L(z) := (1/2) : ∂zb(z)c(z) : + (1/2) : ∂zc(z)b(z) : . (15)
If L(z) =
∑
n∈Z Lnz
−n−2, then it can be shown that Ln = (1/2)
∑
r+s=n(r − s) : csbr :, and
in particular H = L0.
Definition 3.1 A field L(z) is called a Virasoro field (energy momentum tensor) if it sat-
isfies the following OPE:
L(z)L(w) ∼ L
′(ω)
z − ω +
2L(ω)
(z − ω)2 +
c/2
(z − ω)4 , (16)
where the constant c is called the central charge of the Virasoro field. If a field a(z) satisfies
L(z)a(ω) ∼ ha(ω)/(z − ω) + ∂ωa(ω)/(z − ω)2 +O((z− ω)−3) then a has a conformal weight
h. If L(z)a(ω) ∼ ha(ω)/(z−ω) + ∂ωa(ω)/(z−ω)2 then a is primary of conformal weight h.
Suppose L(z) is a Virasoro field of central charge c and, as before, L(z) =
∑
n∈Z Lnz
−n−2,
then
[Lm, Ln] = (m− n)Lm+n + m
3 −m
12
δm,−nc . (17)
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If there is a Virasoro field of central charge c on V , then V is a representation of the Virasoro
algebra (of central charge c).
We recall connections betwen the theory of higher-weight modules over the Virasoro algebra
and the partition function of conformal field theory. In Sects. 6 - 9, and specially in Sect.
10, we shall discuss these connections in details. We start with very well known Lie algebra
gl(n,k) 5 . Results for gl(n,k) survive the passage to the limit n→∞, if one assumes that
gl(∞,k) is the Lie algebra of infinite finitary matrices, which means ⋃n gl(n,k). In this
remark we deal with the Lie algebra glĴ (k) of generalized Jacobian matrices
6. The algebra
glĴ (k) can be considered as a nontrivial one-dimensional central extension of the Lie algebra
glJ (k) (for details, see [40]). It is obvious that glJ (k) ⊃ glJ (∞,k). The importance of this
Lie algebra stems from the following facts:
• Many of the classical constructions of the theory of representations of the Lie algebra
glJ (k) can be also applied to the algebra glĴ (k). This creates a sizable supply of
glĴ (k)-modules.
• Important infinite-dimensional Lie algebras can be embedded in glĴ (k). Thus, the
already mentioned representations of glĴ (k) become representations of these algebras.
• Examples. The subalgebra of glJ (k) composed of n-periodic matrices, ‖aij‖ with
ai+n,j+n = aij , is isomorphic to the algebra of currents [40]
7. A non-trivial central
extension of gX – a Kac-Moody algebra – is embedded in glĴ (k). The Lie algebra
Lpol = C(VectS1)pol of complex polynomial vector fields on the circle can be embed-
ded in glJ (k = C). Recall that Lpol has a basis ei and commutators of the form
[ei, ej] = (i− j)ei+j (j ∈ Z), ej = −zj+1d/dz on C \ {0} . (18)
(The cohomologies of the algebra Lpol are known; in particular, H2(Lpol) = C.) The
Virasoro algebra is a Lie algebra over C with basis Ln (n ∈ Z), c. Because of Eq. (18),
the Lie Virasoro algebra is a (universal) central extension of the Lie algebra of holo-
morphic vector fields on the punctured complex plane having finite Laurent series. It
is for this reason that the Virasoro algebra plays a key role in conformal field theory.
5 The symbol k denotes the field of real numbers R or the field C of complex numbers. In particular,
gl(n,C) is the Lie algebra of all complex n× n matrices with the operation A,B 7→ [A,B] = AB −BA.
6 The bilateral matrix ‖aij‖i,j∈Z is called a generalized Jacobian matrix if it has a finite number of nonzero
diagonals (that is, if there exists a positive N such that aij = 0 for |j − i| > N). It is clear that the set of
generalized Jacobian matrices constitutes a Lie algebra, with respect to the usual commutation rule.
7 Recall that the space of smooth mapsX → g, whereX is a smooth manifold and g is a finite-dimensional
Lie algebra, with the C∞-topology and the commutator [f, g](x) = [f(x), g(x)], is the (topological) current
Lie algebra and is denoted by gX . Together with the algebra gS
1
(X = S1) one can consider its subalgebra
(gS
1
)pol, consisting of maps described by trigonometric polynomials. For any commutative associative algebra
A, the tensor product g⊗A is a Lie algebra with respect to the commutators [g1⊗a1, g2⊗a2] = [g1, g2]⊗a1a2;
also (gS
1
)pol = g⊗ C[t, t−1].
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A remarkable link between the theory of highest-weight modules over the Virasoro algebra,
conformal field theory and statistical mechanics was discovered in [41, 42, 43]. Here we briefly
note some elements of the representation theory of the Virasoro algebra which are, in fact,
very similar to those for Kac-Moody algebras. Let us consider the highest representation of
the Virasoro algebra. Let M(c, h) (c, h ∈ C) be the Verma module over the Virasoro algebra
(see, for example, [44]). The conformal central charge c acts on M(c, h) as cI. As [e0, e−j] =
ne−j , e0 is diagonalizable on M(c, h), with spectrum h + Z+ and eigenspace decomposition
given by: M(c, h) =
⊕
j∈Z+
M(c, h)h+j, whereM(c, h)h+j is spanned by elements of the basis
{e−jk}nk=1 of M(c, h). The number Zj = dimM(c, h)h+j, is the classical partition function.
This means that the Konstant partition function for the Virasoro algebra is the classical
partition function. On the other hand, the partition functions can be rewritten in the form
TrM(c,h) q
e0 :=
∑
λ
dimM(c, h)λ q
λ = qh
∞∏
j=1
(1− qj)−1 . (19)
The series TrV q
e0 is called the formal character of the Virasoro-module V.
State-field correspondence: free fermion space. Let I = 0 ≤ i1 ≤ · · · ≤ im and
J = 0 ≤ j1 ≤ · · · ≤ jm, and let us set vIJ = b−i1−1/2 · · · b−im−1/2c−j1−1/2 · · · c−jn−1/2 (they
form a basis of F ). Set also vIJ(z) = : ∂
i1b(z) · · · ∂imb(z)∂j1c(z) · · ·∂jnc(z) :. One can check
that vIJ(z) | 0〉 |z=0= vIJ .
State-field correspondence: bosonic space. Let I = i1 ≥ · · · ≥ in ≥ 0, and define
αI = α−i1−1 · · ·α−in−1. Set also αI(z) = : ∂i1α(z) · · ·∂inα(z) :. As before, one can check that
αI(z) | 0〉 |z=0= αI .
Recall that the oscillator algebra is spanned by {αm}m∈Z and the central element h satisfying:
[αm, αn] = mδm,−nh. The oscillator algebra acts on U = C[α−1, α−2, . . .] as follows. The
central element h acts as multiplication by a constant ~, α0 acts as 0. If n > 0, then α−n
acts as multiplication by α−n, while αn acts as n~∂/∂α−n. Let α(z) :=
∑
n∈Z αnz
−n−1, then
α is a field on U , and α(z)α(w) ∼ (z − w)−2.
The Virasoro field on the bosonic space is defined as L(z) := (1/2) : α(z)α(z) :. By Wick’s
theorem it is straightforward to see that L(z)L(ω) ∼ L′(ω)/(z−ω) + 2L(ω)/(z−ω)2+ (z−
ω)−4. This means that L(z) is a Virasoro field of central charge 2 on the bosonic space. The
following theorem enables one to construct vertex algebras.
Theorem 3.1 (J. Zhou [35] 8 , Theorem 9.1) Let V be a graded vector space, |0〉 ∈ V0
and let T be an endomorphism of V of degree 0. Suppose that {aα(z)}α∈I is a collection of
fields on V such that: [T, aα(z)] = ∂za
α(z) (α ∈ I); T |0〉 = 0, aα(z)|0〉|z=0 = aα (α ∈ I),
where aα are linear independent ; aα(z) and aβ(z) are mutually local (α, β ∈ I). The vectors
8 This theorem is due to V. Kac and is known as the Kac Reconstruction Theorem. It first appeared in
[45] and is also presented in the book [46].
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aα1−j1−1 · · · aαn−jn−1|0〉 with jk ≥ 0 span V. Then the formula
Y (aα1−j1−1 · · · aαn−jn−1|0〉, z) = : ∂(j1)aα1(z) · · ·∂(jn)aαn(z) : (20)
defines a unique structure of a vertex algebra on V such that |0〉 is the vacuum vector, T is
the infinitesimal translation operator, Y (aα, z) = aα(z), α ∈ I, and ∂(j) ≡ ∂j/j!.
Going back to highest weight representations, one can consider the following special induced
module. Let π be the one-dimensional representation such that g acts as zero operator and h
acts as multiplication by a constant k. Denote by Vk(g) the induced representation. Then,
as vector space, Vk(g) is spanned by elements of the form aJI = a
j1
−i1−1
· · · ajn−in−1 , where
aj1, . . . , ajn ∈ g, i1, . . . , in ≥ 0. Then V k(g) is a vertex algebra, with
Y (aJI , z) = : ∂
(i1)aj1(z) · · ·∂(in)ajn(z) : . (21)
Cohomological aspects. An ideal J of a vertex algebra V is a T -invariant subspace not
containing |0〉, such that a(n)J ⊂ J, ∀a ∈ V . Note that because of the quasi-symmetry
property Y (a; z)v = (−1)|a||b|ezTY (v,−z)a, we have a(n)V ⊂ J, ∀a ∈ J . As a consequence,
the quotient space V/J has an induced structure of a vertex algebra. A derivation of degree
k on a vertex algebra V is a linear map δ : V → V of degree k, such that
δ(a(n)b) = (δa)(n)b+ (−1)k|a|a(n)δb , (22)
for all a, b ∈ V, n ∈ Z. A derivation δ of degree 1 is a differential if δ2 = 0. The standard
cohomology of a differential is (by definition) H(V, δ) = Ker δ/Im δ. The following statement
holds: If δ is a differential on a vertex algebra V , then Ker δ is a subalgebra of V , and Im δ
is an ideal Ker δ. Hence H(V, δ) has an induced structure of a vertex algebra.
3.1 Bosons and fermions from vector spaces with inner products
Let us consider the construction of vertex algebras from a vector space with an inner product
g(·, ·). Define the Lie algebras
A(X, g) = X [t; t−1]⊕ CK , (23)
with commutation relations
[am, bn] = mg(a, b)δm,−nK, [K,A(X, g)] = 0 , a, b ∈ X , (24)
where am stands for at
m. Suppose that V is a representation of the Lie algebra A(X, g),
such that a(z) =
∑
n∈Z anz
−n−1 is a field for any a ∈ X (this representation is called a
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field representation). {a(z)} is a collection of mutually local fields with OPE: a(z)b(w) ∼
kg(a, b)/(z − w)2. A well-known field representation of A(X, g) is the one on
B(X, g) = S(
⊗
n∈Z−
tnX) =
⊗
n∈Z+
S(t−nX) . (25)
Recall that K acts as multiplication by k; for any element a ∈ X , an acts as symmetric
product by an if n ∈ Z−, and as kn times the contraction by a−n if n ∈ Z+ ∪ {0}. De-
note the element 1 in B(X, g), then the bosonic space is spanned by elements of the form
a1−j1−1 · · · a1−jm−1|0〉, where a1, · · · , am ∈ X and j1, · · · , jm ≥ 0. The space B(X, g) is called
the (bosonic) Fock space, and an is called a creation operator if n < 0, and an annihilation
operator if n ≥ 0.
Clifford algebras. Let (X, g) be a finite dimensional complex vector space with an inner
product g(· , ·). Denote by ÂNS(X, g) and ÂR(X, g) the Lie superalgebras with even parts
CK, and odd parts
⊕
r∈Z+1/2 Cϕr and
⊕
r∈ZCϕr, respectively, which satisfy the commu-
tation relations [ϕr, ψs] = g(ϕ, ψ)δr,−sK, [K,ϕr] = 0. Here ϕ, ψ ∈ X , r, s ∈ Z + 1/2 for
ÂNS(X, g), and r, s ∈ Z for ÂR(X, g) respectively. Then, a field representation of ÂNS(X, g)
is a representation V such that for all ϕ ∈ X , ϕ(z) =∑r∈Z+1/2 ϕrz−r−1/2. Thus, we have
a collection of mutually local field with the following OPE: ϕ(z)ψ(w) ∼ kg(ϕ, ψ)/(z − w).
Free fermions. For n ∈ Z there is a field representation of ÂNS(X, g) on
F (X, g) = Λ(
⊗
n∈Z+
t−n+1/2X) =
⊗
n∈Z+
Λ(t−n+1/2X) . (26)
Note that K acts as kId, and for any element ϕ ∈ X , ϕr acts as exterior product by ϕr if
r ∈ Z−, and as k times the contraction by ϕ−r if r ∈ Z+. Let us denote the unit element
in F (X, g) as |0〉 then F (X, g) is spanned by elements of the form: ϕ1−j1−1/2 · · ·ϕm−jm−1/2 =
ϕ1−j1−1/2 · · ·ϕm−jm−1/2 | 0〉, where ϕ1, · · · , ϕm ∈ X and j1, · · · , jm ≥ 0. The space F (X, g) is
called the fermionic space, moreover {ϕ−r | ϕ ∈ X, r ∈ Z + 1/2, r > 0} are the creation
operators, and {ϕr | ϕ ∈ X, r ∈ Z+ 1/2, r > 0} are the annihilation operators.
• There is a structure of conformal vertex algebra on B(X, g) defined by
Y (a1−j1−1 · · · am−jm−1, z) = : ∂(j1)a1(z) · · ·∂(jm)am(z) : (27)
and j1, · · · , jm ≥ 0, with conformal vector νB = (1/2)
∑
i a
i
−1a
i
−1 of central charge
c = dimX , where {aℓ} is an orthonormal basis of X .
• There is a structure of a conformal vertex algebra on F (X, g) defined by
Y (ϕ1−j1−1/2 · · ·ϕm−jm−1/2, z) = : ∂(j1)ϕ1(z) · · ·∂(jn)ϕm(z) : (28)
{ϕℓ} is an orthonormal basis of X , and integers j1, · · · , jm ≥ 0, with conformal vector
νF = (1/2)
∑
i ϕ
i
−3/2ϕ
i
−1/2 of central charge c = (1/2) dimX .
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Similar results can be obtained for a field representation of ÂR(X, g) (see Sect. 3.2, Eq. (36)).
Any commutative associative algebra V over C is a vertex operator algebra with 1 = 1, ω = 0
and Y (u, z)v = uv for u, v ∈ V. In particular, C itself is a vertex operator algebra.
3.2 Vertex operator algebra bundles and modules
For a holomorphic vector bundle E on X and a formal variable z we use the following
identities
Sq (zE) = 1 ⊕ zqE ⊕ z2q2Sym2E ⊕ z3q3Sym3E ⊕ · · · = SzqE , (29)
Λq (zE) = 1 ⊕ zqE ⊕ z2q2Alt2E ⊕ z3q3Alt3E ⊕ · · · = ΛzqE . (30)
Similarly,
Sq (zE)C = Sq (zE)⊗ Sq
(
zE) , Λq (zE)C = Λq (zE)⊗ Λq (zE) . (31)
These identities have good multiplicative properties and it elements should be understood
as elements of the K-theory of the underlying space.
Sq (E ⊕ F) = (SqE)⊗ (SqF) , Sq (E ⊖ F) = (SqE)⊗ (SqF)−1 , (32)
Λq (E ⊕ F) = (ΛqE)⊗ (ΛqF) , Λq (E ⊖ F) = (ΛqE)⊗ (ΛqF)−1 . (33)
In Eqs. (32), (33) we have used the facts that
Symn(E ⊕ F) =
n⊕
i=0
Symi(E)⊗ Symn−i(F) , (34)
Altn(E ⊕ F) =
n⊕
i=0
Alti(E)⊗Altn−i(F) . (35)
In the case of a line bundle L, we have SqL = 1
⊕
n∈Z+
qnLn = (1⊖ qL)−1 = (Λ−qL)−1, and
therefore (SqE)−1 = Λ−qE for any vector bundle E , and similarly (ΛqE)−1 = S−qE .
Examples. Let us review some well known examples of vertex operator algebra bundles
which have been used in the literature to study the elliptic genus and the Witten genus. If
X is a Riemannian manifold, then the transition functions of the complex tangent bundle
TCX lie in the special orthogonal group SO(d), where d is the dimension of X . Then⊗
n∈Z+
Sqn(TCX) is a M(1)
SO(d)-bundle. As before, M(1) is the Heisenberg vertex operator
algebra of dimension d, with SO(d) as a subgroup of Aut(M(1)), and M(1)SO(d) is the set
of SO(d)-invariants of M(1), which is a vertex operator subalgebra of M(1). Similarly,⊗
n∈Z+∪{0}
Λqn+1/2(TCX) is an L(1, 0)
SO(d)-bundle where L(1, 0) is the level one module for
the affine algebra D
(1)
d/2. In this case we assume that d is even. If X is further assumed to
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be a spin manifold, we denote the spin bundle by S. Then S ⊗⊗n∈Z+ Λqn(TCX) is also a
L(1, 0)SO(d)-bundle.
Polarization. Suppose the pair (X, g) to be a finite dimensional real (complex) vector
space, with an inner product g : X ⊗ X → R (C). This means that g(a; b) = g(b; a) for
a, b ∈ X , and if a 6= 0; then g(a, ·) : X → R (C) is a nontrivial linear function on X . Let us
call polarization of a vector space X with an inner product g a decomposition X = X
′⊕X ′′ ,
such that g(a1, a2) = g(b1, b2) = 0 for a1, a2 ∈ X ′ , b1, b2 ∈ X ′′ . It is clear that g induces an
isomorphism X
′′ ∼= (X ′)∗. Let X = XR⊗C and g = gR⊗C. Regard X as a complex vector
space Xc, then X
′ ∼= Xc and X ′′ ∼= Xc. For a polarization X = X ′ ⊕X ′′ , define the spaces
FR(X, g) = Λ(
⊕
n∈Z+∪{0}
t−nX
′
)⊗ Λ(
⊕
n∈Z+
t−nX
′′
) = Λ(X
′
)
⊗
n∈Z+
Λ(t−nX
′
)
⊗
n∈Z+
Λ(t−nX
′′
), (36)
FNS(X, g) =
⊗
n∈Z+
Λ(t−n+1/2X
′
)
⊗
n∈Z+
Λ(t−n+1/2X
′′
) . (37)
Characters and K-theories of vertex algebra bundles. Let V be a vertex operator
algebra such that the eigenvalues of L0 form a countable set {h1, h2, . . .} on C, and all
eigenspaces are finite dimensional. Let V =
⊕
n∈Z+
V hn be the eigenspace decomposition of
L0 on V . By definition, the character of V is
ch (V ; q) = q−c/24 STr qL0 = q−c/24
∑
n
STr(Id | V hn)qhn , (38)
where STr is the supertrace which is just the ordinary trace in the even subspace, and the
negative of the ordinary trace in the odd subspace. The following auxiliary notation will be
used:
G(V ; q) = q−c/24
∑
n
V hndhn. (39)
Therefore, ch(V, q) can be obtained by taking the supertrace of the identity map on G(V, q)
term by term. Suppose V is a vertex operator algebra with a U(1) current, and that the
eigenvalues of L0 and J0 are two countable subsets of C, {h1, h2, . . .} and {j1, j2, . . .}, respec-
tively. Let V =
⊕
n,m∈Z+
V hn,jm be the decomposition of V into common eigenspaces of L0,
and J0. Suppose that each V
h,jm is finite dimensional. Then the character with U(1) charge
of a conformal vertex algebra V with U(1) current is defined by [35]
G(V ; q, y) =
∑
n,m
V hn,jmqhn−c/24(−y)jm , (40)
ch (V ; q, y) = Tr qL0−c/24(−y)J0 =
∑
n,m
Tr (Id | V hn,jm)qhn−c/24(−y)jm . (41)
If the Z-grading given by the eigenspace decomposition of J0 coincides with the Z-grading on
V, one has ch (V ; q, 1) = ch (V ; q). Finally note that the charged character for the fermionic
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Fock space is [35]:
ch (V ; q, y) = q−cλ/24
∏
j∈Z+
(1− yqj+1−λ)(1− y−1qj+λ), (42)
with respect to the conformal vector νλ.
Denote by Aut(V ) the automorphism group of a vertex algebra V . Let X be a smooth
topological space. A vertex algebra bundle with fiber V over X is a vector bundle π : E → X
with fiber V such that the transition functions lie in Aut(V ). (One can similarly define
conformal and superconformal vertex algebra bundles.) The isomorphism classes of vertex
algebra bundles on a topological space X form an abelian monoid under the direct sum.
Denote by KG(X) the Grothendieck group of this monoid. The tensor product induces a
structure of a ring on this group. We can similarly define the K theory of conformal vertex
algebra bundles, KGc (X), charged conformal vertex algebra bundles, K
G
cc(X), and N = n-
superconformal vertex algebra bundles, KGn−sc(X) [6]. In the next sections we restrict our
attentions to conformal vertex algebra bundles, KGc (X), such that in each fiber L0 (see the
notation in the next section) is diagonalizable with finite dimensional eigenspaces. For such
bundles, we define
Gq(E) :=
∑
n
Ecn,hnq
hn−
cn
24 , (43)
Gq,y(E) :=
∑
n
Ecn,hn,jnq
hn−
cn
24 yjn , (44)
where in Eq. (43) Ecn,hn is the subbundle of elements of central charge cn and conformal
weight hn. For an N = 2 SCVA (see Section 3.4 below) with bundle E, Eq. (44) defines
the subbundle Ecn,hn,jn of elements of central charge cn with conformal weight hn and U(1)
charge jn. These extend to homomorphisms of the corresponding K-theories.
3.3 N = 1 SCVA
Let us consider N = 1 SCVA from a vector space with inner product. Suppose that (X, g) is
a finite dimensional complex vector space. There is a natural structure of an N = 1 SCVA
(see, for details, [35]) on
VNS(X, g) = BR(X, g)FNS(X, g) =
⊗
n∈Z+
S(t−nX)
⊗
n∈Z+
Λ(t−n+1/2X), (45)
with central charge (3/2) dimX . Also, for an N = 1 SCVA structure,
Gq(VNS(X, g)) = q
− dimX
16
⊗
n∈Z+
Sqn(X)
⊗
n∈Z+
Λqn−1/2(X) . (46)
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A related formal power series, q−
dimX
16
⊗
n∈Z+
Sqn(X)
⊗
n∈Z+
Λ−qn−1/2(X), can be obtained by
introducing an operator (−1)F . (Recall that, by definition, (−1)F : Ω∗(X)→ Ω∗(X), (−1)Fα =
(−1)pα, where α ∈ Ωp(X) and Ωp(X) is a vector space of p-forms on X .)
N = 1 SCVA bundles over Riemannian manifolds. For any Riemannian manifold
(X, g), let us consider the principal bundle E(X, g) of orthonormal frames. The structure
group of E(T, g) is E(TxX, gx) (x ∈ X) which acts on V (TxX⊗C, g⊗C) by automorphisms.
The following assertion holds [35]: for a Riemannian manifold (X, g) an N = 1 SCVA bundle
is
VNS(TX ⊗ C, g ⊗ C) = BR(TX ⊗ C, g)F (TX ⊗ C, g)
=
⊗
n∈Z+
S(t−nTX ⊗ C)
⊗
n∈Z+
Λ(t−n+
1
2TX ⊗ C) . (47)
Note that the bundle VNS(TX ⊗ C, g ⊗ C) has appeared in the theory of elliptic genera.
Also,
Gq(VNS(TX ⊗ C, g ⊗ C) = q− dimTX16
⊗
n∈Z+
Sqn(TX ⊗ C)
⊗
n∈Z+
Λqn−1/2(TX ⊗ C) (48)
(cf. [34]). As before, a related formal power series
⊗
n∈Z+
Sqn(TX⊗C)
⊗
n∈Z+
Λ−qn−1/2(TX⊗
C) (cf. [47]) can be obtained by introducing an operator (−1)F .
Remark 3.1 The local holonomy groups of a nonsymmetric Riemannian manifold can only
be O(n), SO(n), U(n/2), SU(n/2), Sp(n), Sp(n)Sp(1), G2 and Spin(7) (a theorem of M.
Berger [48], see also [49]). The N = 1 SCVA can be extended for Riemannian manifolds of
special holonomy groups (see, for example, [50]). The OPE’s for the case of quaternionic
Ka¨hler manifolds can be found in [35].
3.4 N = 2 SCVA
N = 2 SCVA from a vector space with inner product and polarization properties.
Let, as before, (X, g) admit a polarization X = X
′ ⊕X ′′ and let {ϕi} be a basis of X ′, {ψi}
a basis of X
′′
, such that ω(ϕi, ψj) = δij . Then F (X, g) has a basis consists of elements of
the form: ϕi1−k1 · · ·ϕim−kmψj1−ℓ1−1 · · ·ψjn−ℓn−1, where k1, · · · , km, ℓ1, · · · , ℓn ≥ 0.
In the NS case, set
ϕi(z) =
∑
r∈Z++1/2
ϕi(r)z
−r− 1
2 , ψi(z) =
∑
r∈Z++1/2
ψi(r)z
−r− 1
2 , (49)
where, for r < 0, ϕi(r) and ψ
i
(r) are exterior products by ϕ
i
r and ψ
i
r, respectively, and for
r > 0, ϕi(r) and ψ
i
(r) they are contractions by ϕ
i
−r and ψ
i
−r, respectively.
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In the R case, set
ϕi(z) =
∑
n∈Z+
ϕinz
−n , ψi(z) =
∑
n∈Z+
ψinz
−n−1 . (50)
The following assertion holds [35]: there is a structure of a vertex algebra on FNS(X, g)
defined by
Y (ϕi1−k1−1/2 · · ·ϕim−km−1/2ψ
j1
−l1−1/2
· · ·ψjn−ln−1/2) = : ∂(k1)z ϕi1(z) · · ·∂(km)z ϕim(z)
· ∂(l1)z ψj1(z) · · ·∂(lm)z ψjm(z) : (51)
Using the polarization, we get
VR(X, g) =
⊗
n∈Z+
S(t−nX
′
)
⊗
n∈Z+
S(t−nX
′′
)
⊗
n∈Z+
Λ(t−nX
′
)
⊗
n∈Z+
Λ(t−nX
′′
) , (52)
VNS(X, g) =
⊗
n∈Z+
S(t−nX
′
)
⊗
n∈Z+
S(t−nX
′′
)
⊗
n∈Z+
Λ(t−n+
1
2X
′
)
⊗
n∈Z+
Λ(t−n+
1
2X
′′
) , (53)
Gq,y(VR(X, g)) = q
− dimX
16
⊗
n∈Z+
Sqn(X
′
)
⊗
n∈Z+
Sqn(X
′′
)
⊗
n∈Z+
Λ
y−1qn−
1
2
(X
′
)
⊗
n∈Z+
Λ
yqn−
1
2
(X
′′
) . (54)
In the so-called A twist and B twist cases, the BRST cohomology of the topological vertex
algebras are isomorphic to Λ(X
′′
) and Λ(X
′
) as graded commutative algebras, respectively
(for details, see [35]).
N = 2 bundles from complex manifolds. Denote by TCX the holomorphic tangent
bundle over a complex manifold X . The fiberwise pairing between TCX and T
∗
CX induces
a canonical complex inner product η on the holomorphic vector bundle TCX ⊕ T ∗CX with
a manifest polarization X ′ = TCX , X
′′ = T ∗CX . One can obtain an N = 2 SCVA bundle
VR((TX)
C ≡ TCX⊕T ∗CX, η). This bundle is holomorphic and we can consider the ∂¯ operator
on it:
∂¯ : Ω0,∗(VR((TX)
C, η)) −→ Ω0,∗+1(VR((TX)C, η)) . (55)
For any complex manifold X , Ω0,∗(VR((TX)
C, η)) has a natural structure of an N = 2
SCVA such that ∂¯ is a differential. Thus, the Dolbeault cohomology H∗(X, VR((TX)
C))
is an N = 2 SCVA, the BRST cohomology of its associated topological vertex algebras is
isomorphic to H∗(X, Λ(TCX)) (or H
∗(X, Λ(T ∗CX))) [35]. A similar result one can get for
VNS((TX)
C, η)). As in N = 1 vertex algebra bundle in the Riemannian case (cf. [47]),
VR((TX)
C, η) is related to the elliptic genera. By (54) we have
Gq,y(VR((TX)C)) =
⊗
n∈Z+
Sqn(TCX)
⊗
n∈Z+
Sqn(T
∗
CX)
⊗
n∈Z+
Λ
y−1qn−
1
2
(TCX)
⊗
n∈Z+
Λ
yqn−
1
2
(T ∗CX)
(56)
(cf. [51]) and [52] for the A and B twists, respectively).
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Remark 3.2 The reader can find N = 2 SCVA bundles from Ka¨hler manifolds and Calabi-
Yau manifolds, N = 4 SCVA’s from hyperka¨hler manifolds with its relations to loop spaces,
in the very good review papers [6, 35].
4 Lefschetz formula
The purpose of this section is to establish the Lefschetz fixed point formula which counts the
number of fixed points of a continuous mapping from a compact topological space to itself.
LetX be a compact complex manifold and let G be a Lie group acting onX by biholomorphic
maps. Let g be a generator of G. Furthermore, let π : E → X be a holomorphic vector
bundle which admits a G-action compatible with the G-action on X . Let G be a compact
Lie group, then a characteristic class G can be defined as a functor which assigns to every
principal G-bundle P a cohomology class of X = P/G. The set of all characteristic classes
forms a ring H∗G(A) when the coefficient ring A has to be specify. Let G = T be a torus,
and T ∗ a character group (or Pontryagin dual) of T . Thus {xi}ni=1 are basis for T ∗, and
H∗G(A) = A[[x1, · · ·xn]] is the ring for formal power series in x1, · · · , xn.
A crucial ingredient of the Lefschetz fixed point formula is the Todd class. Let us define
the Todd class Td(E) and the dual Todd class Td∗(E) associated with a complex vector
bundle E over X . Formally, we can write these classes Td =
∏n
j=1(xj/(1 − e−xj )), Td∗ =∏n
j=1(−xj/(1 − exj )). If E∗ is dual to E then Td(E) = Td(E∗). In particular, for the
complexification of a real bundle, E = E
⊗
RC, E
∼= E∗, and thus Td(E) = Td∗(E). The
functor E 7→ Td(E⊗RC) defines a characteristic class of O(n), and the image of T in the
homomorphism H∗U(n)(Q)→ H∗O(n)(Q). This class is called the index class. If y1, · · · , ym are
the basic characters for the maximal torus of O(n) (m = [n/2]), then Td(E) = Td(E
⊗
RC),
where Td =
∏
(−yj/(1− eyj))
∏
(yj/(1− e−yj ).
We also introduce the sequences of polynomials R(p1, · · · , pr),S(c1, · · · , cr) related to the
Pontryagin and Chern classes [53]:
∏
j
[(
1 + exj
2
)(
1 + e−xj
2
)]−1
=
∑
Rr(p1, · · · , pr) (57)
∏
j
[(
1− eyj+iθ
1− eiθ
)(
1− e−yj−iθ
1− e−iθ
)]−1
=
∑
Sθr(c1, · · · , cr) . (58)
Here the pℓ are symmetric functions of the xj , and the cℓ are symmetric functions of the
yj. In order to define the r-th term of the sum, we take Hj to be a product of r terms:
HNj=1 =
∑
Rr,N (for r ≤ N , Rr,N and Sθr is independent of N).
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Let R :=
∑
Rr, S
θ :=
∑
Sθr.
R(E) = R(E)(p1(E), · · · , pn(E)) ∈ H∗(X ;C) (real vector bundle E) , (59)
Sθ(F ) = Sθ(E)(c1(E), · · · , cn(E)) ∈ H∗(X ;C) (complex vector bundle E) . (60)
R and Sθ depend only on the stable classes of E,E, and not on the augmentation. For
trivial line-bundles 1R and 1C (real and complex respectively), we have R(E ⊕ 1R) = R(E)
and Sθ(E ⊕ 1C) = Sθ(E). One can see that the value of det (1 − g|Ng) is just a factor
2s(−1)
∏
θ(1 − eiθ)(1 − e−iθ). It is constant on each component of Xg, and can be regarded
as an element of H0(Xg;C) [53]. Also, one can get
[chΛ−1(N
g
⊗
R
C(g))]−1 =
R(Ng(−1))∏θ Sθ(Ng(θ))
det (1− g|Ng) . (61)
The following theorem states a Lefschetz fixed-point formula, which computes Lefschetz
numbers of elliptic complexes in terms of the index of the associated elliptic symbol on
fixed-point sets.
Theorem 4.1 (M. Atiyah and I.M. Singer [53], Lefschetz Theorem) Let Xg denote the fixed-
point set of g, Ng the normal bundle of Xg in X, and Ng = Ng(−1) ⊕∑0<θ<πNg(θ) the
decomposition of Ng determined by the action of G (compare with Eq. (78)). Let u ∈ KG(TX)
be the symbol class of E, i∗u ∈ KG(TXg) its restriction to Xg. Let Td ∈ H∗(X ;Q) denote
the index class of X, and let R, S be the characteristic classes of the orthogonal and unitary
groups. Then the Lefschetz number L(X,E)(g) is given by
L(X,E)(g) = (−1)n
{
ch i∗u(g)R(Ng(−1))∏0<θ<π Sθ(Ng(θ)) Td(Xg)
det (1− g|Ng)
}
[TXg] . (62)
Comment 4.1 Eq. (62) involves the following cohomological invariants of (X,G): Pon-
tryagin classes of Xg; Pontryagin classes of Ng(−1); Chern classes of all the Ng(θ). For
oriented Xg one can replace the evaluation on [TXg], by an evaluation on [Xg]:
ι : H∗(Xg,C) −→ H∗(TXg;C) . (63)
For a complex manifold X there is the Thom isomorphism in the K-theory (that is, there
is a single elliptic symbol which, in a sense, generates everything). Thus, it is natural to
replace the index homomorphism K(TX) → Z of the general theory by the homomorphism
K(X)→ Z (see, for example, [54]).
Suppose that V is a holomorphic vector bundle over X , O(V ) the sheaf of germs of holo-
morphic sections of V . Let G be a finite group of automorphisms of the pair (X, V ) (the
21
holomorphic case, for example). The Lefschetz theorem combined with the Riemann-Roch
theorem gives ∑
(−1)pTr (g |Hp(X ;O(V )) =
{
ch (V |Xg)(g)Td(Xg)
chΛ−1((Ng)∗)(g)
}
[Xg] . (64)
The case of an holomorphic vector bundle. Recall that the complex vector bundle
Ng has a decomposition Ng =
∑
Ng(θ), where Ng(θ) is the sub-bundle on which g acts as
exp(iθ). Also,
chΛ−1(N
g(θ))∗ =
∏
j
(1− e−xj−iθ)(Ng(θ)) , (65)
where
∏
j(1 − e−xj−iθ) ∈ H∗U(m)(C), m = dimNg(θ). For 0 < θ < 2π define the stable
characteristic class
Uθ =
∑
Uθr =
∏
j
[
1− e−xj−iθ
1− e−iθ
]−1
. (66)
Thus each Uθr is a polynomial with complex coefficients in the Chern classes, and
[chΛ−1(N
g(θ))∗]−1 =
Uθ(Ng(θ))
(1− e−iθ)m . (67)
Taking the product over all θ, we get
[ch Λ−1(N
g)∗]−1 =
∏ Uθ(Ng(θ))
det (1− g(Ng)∗) , (68)
where as before detC(1 − g|(Ng)∗) ∈ H0(Xg;C) assigns to the component of x ∈ Xg the
value detC(1− g|(Ngx)∗).
Finally, the following statement holds [53]: Let X be a compact complex manifold and V
a holomorphic vector bundle over X. Suppose that G is a finite group of automorphisms of
the pair (X, V ). For any g ∈ G, let Xg denote the fixed point set of g, and let, as before,
Ng =
∑
Ng(θ) denote the (complex) normal bundle of Xg decomposed according to the
eigenvalues exp(iθ) of g. Let Uθ denote the characteristic class. Then,
∑
(−1)pTr (g |Hp(X ;O(V ))) =
{
ch (V |Xg)(g) ∏θ Uθ(Ng(θ))Td(Xg)
det (1− g|(Ng)∗)
}
[Xg] . (69)
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5 Bundles over locally symmetric spaces and spectral
functions
5.1 Laplacian on forms and the Ruelle function
Let us consider an N -dimensional compact real hyperbolic space X with universal covering
X˜ and fundamental group Γ. We can represent X˜ as the symmetric space G/K. We regard
Γ as a discrete subgroup of G acting isometrically on X˜ , and we take X to be the quotient
space by that action: X = Γ\X˜ = Γ\G/K. Let τ be an irreducible representation of K on
a complex vector space Vτ , and form the induced homogeneous vector bundle G×K Vτ (the
fiber product of G with Vτ over K)→ X˜ over X˜ . Restricting the G action to Γ, we obtain the
quotient bundle Eτ = Γ\(G×K Vτ )→ X = Γ\X˜ over X . The natural Riemannian structure
on X˜ (therefore on X) induced by the Killing form ( , ) of G gives rise to a connection
Laplacian L on Eτ . If ΩK denotes the Casimir operator of K, that is ΩK = −
∑
y2j , for a
basis {yj} of the Lie algebra k0 of K, where (yj , yℓ) = −δjℓ, then τ(ΩK) = λτ1 for a suitable
scalar λτ . Moreover for the Casimir operator Ω of G, with Ω operating on smooth sections
Γ∞Eτ of Eτ , one has L = Ω− λτ1 ; see Lemma 3.1 of [55]. For λ ≥ 0, let
Γ∞ (X ,Eτ )λ = {s ∈ Γ∞Eτ |−Ls = λs} (70)
be the space of eigensections of L corresponding to λ. Here we note that since X is compact
we can order the spectrum of −L by taking 0 = λ0 < λ1 < λ2 < · · · ; limj→∞ λj = ∞. We
shall specialize τ to be the representation τ (p) of K = SO(N) on ΛpCN . It will be convenient,
moreover, to work with the normalized Laplacian Lp = −c(N)L, where c(N) = 2(N−1). Lp
has spectrum {c(N)λj , mj}∞j=0, where the multiplicity mj of the eigenvalue c(N)λj is given
by mj = dim Γ
∞ (X ,Eτ (p))λj .
If Lp is a self-adjoint Laplacian on p-forms then the following results hold. There exist
ε, δ > 0 such that for 0 < t < δ the heat kernel expansion for Laplace operators on a
compact manifold X is given by
Tr
(
e−tLp
)
=
∑
0≤ℓ≤ℓ0
aℓ(Lp)t
−ℓ +O(tε). (71)
The coefficients aℓ(Lp) are called Hadamard-Minakshisundaram-De Witt-Seeley coefficients
(or, sometimes, heat kernel, or just heat coefficients).
Let χ be an orthogonal representation of π1(X). Using the Hodge decomposition, the vector
space H(X ;χ) of twisted cohomology classes can be embedded into Ω(X ;χ) as the space of
harmonic forms. This embedding induces a norm | · |RS on the determinant line detH(M ;χ).
The Ray-Singer norm || · ||RS on detH(X ;χ) is defined by [56]
|| · ||RS def= | · |RS
dimX∏
p=0
[
exp
(
− d
ds
ζ(s|Lp)|s=0
)](−1)pp/2
, (72)
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where the zeta function ζ(s|Lp) of the Laplacian acting on the space of p-forms orthogonal
to the harmonic forms has been used. For a closed connected orientable smooth manifold of
odd dimension and for Euler structure η ∈ Eul(X), the Ray-Singer norm of its cohomological
torsion τan(X ; η) = τan(X) ∈ detH(X ;χ) is equal to the positive square root of the absolute
value of the monodromy of χ along the characteristic class c(η) ∈ H1(X) [57]: ||τan(X)||RS =
|detχc(η)|1/2. In the special case where the flat bundle χ is acyclic, we have
[τan(X)]
2 = |detχc(η)|
dimX∏
p=0
[
exp
(
− d
ds
ζ(s|Lp)|s=0
)](−1)p+1p
. (73)
For a closed oriented hyperbolic three-manifolds of the form X = H3/Γ, and for acyclic χ,
the L2-analytic torsion has the form [58, 59, 60]: [τan(X)]
2 = R(0), where R(s) is the Ruelle
function (it can be continued meromorphically to the entire complex plane C). The function
R(s) is an alternating product of more complicate factors, each of which is a Selberg zeta
function ZΓ(s). The relation between the Ruelle and Selberg zeta functions is:
R(s) =
dimX−1∏
p=0
ZΓ(p+ s)
(−1)p . (74)
The Ruelle zeta function associated with closed oriented hyperbolic three-manifold X has
the form: R(s) = ZΓ(s)ZΓ(2 + s)/ZΓ(1 + s).
5.2 Spectral functions of hyperbolic geometry
We recall some results on the eta invariant of a self-adjoint elliptic differential operator
acting on a compact manifold. For details we refer the reader to [61, 62, 63] where the eta
invariant was introduced in connection with the index theorem for a manifold with boundary.
One can attach the eta invariant to any operator of Dirac type on a compact Riemannian
manifold of odd dimension. Dirac operators on even dimensional manifolds have symmetric
spectra and, therefore, trivial eta invariants. To define a spectral invariant which measures
the asymmetry of the spectrum Spec(D) of an operator D, one starts with the following
formula: the holomorphic function
η(s,D)
def
=
∑
λ∈ SpecD−{0}
sgn(λ)|λ|−s = Tr
(
D
(
D2
)−(s+1)/2)
, (75)
is well defined for all Re s ≫ 0 and extends to a meromorphic function on C. Indeed, from
the asymptotic behavior of the heat operator at t = 0 [64], Tr
(
De−tD
2
)
= O(t1/2), and from
the identity
η(s,D) =
1
Γ ((s+ 1)/2)
∫
R+
Tr
(
De−tD
2
)
t(s−1)/2dt, (76)
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it follows that η(s,D) admits a meromorphic extension to the whole s-plane, with at most
simple poles at s = (dimX − k)/(ordD) (k ∈ Z+) and locally computable residues. It has
been established that the point s = 0 is not a pole, which makes it possible to define the eta
invariant of D by η(0,D). It also follows directly that η(0,−D) = −η(0,D) and η(0, λD) =
η(0,D), ∀λ > 0. As D+ is isomorphic to D−, we have η(s,D+) = η(s,D−) = η(s,D)/2.
An important case of such an operator is the even part of the tangential signature operator,
B, acting on the even forms of the given manifold. The eta invariant associated to the
operator B is given by ηX(0) = η(0,B), and is called the eta invariant of X [65, 66].
Let X be a compact oriented N = (4m − 1)-dimensional Riemannian manifold of constant
negative curvature. A remarkable formula relating η(s,B), to the closed geodesics on X
has been derived by Millson [67]. More explicitly, Millson proved the following result for a
Selberg type (Shintani) zeta function.
Definition 5.1 (J. J. Millson [67]). Define a zeta function by the following series, which is
absolutely convergent for Re s > 0,
logZ(s,B)
def
=
∑
[γ] 6=1
Trτ+γ − Trτ−γ
|det(I − Ph(γ))|1/2
e−sℓ(γ)
m(γ)
, (77)
where [γ] runs over the nontrivial conjugacy classes in the fundamental group Γ = π1(X),
ℓ(γ) is the length of the closed geodesic cγ (with multiplicity m(γ)) in the free homotopy
class corresponding to [γ], Ph(γ) is the restriction of the linear Poincare´ map P (γ) = dΦ1
at (cγ, c˙γ) ∈ TX to the directions normal to the geodesic flow Φt and τ±γ is the parallel
translation around cγ on the Λ
±
γ = ±i eigenspace of σB(c˙γ) (σB denoting the principal symbol
of B). Then Z(s,B) admits a meromorphic continuation to the entire complex plane, which
in particular is holomorphic at 0. Moreover, logZ(0,B) = πiη(0,B).
In fact, Z(s,B) satisfies the functional equation Z(s,B)Z(−s,B) = exp[2πiη(s,B)]. Mill-
son’s formulae have been extended by Moscovici and Stanton [65] to operators of Dirac
type (acting in non-positively curved locally symmetric manifolds), even with additional
coefficients in locally flat bundles.
Let D denote a generalized Dirac operator associated to a locally homogeneous Clifford
bundle over a compact oriented odd dimensional locally symmetric space X , whose simply
connected cover X˜ is a symmetric space of noncompact type. The fixed point set of the
geodesic flow, acting on the unit sphere bundle S1X , is a disjoint union of submanifolds
Xγ. These submanifolds are parameterized by the nontrivial conjugacy classes [γ] 6= 1 in
Γ. By J1(Γ) we denote the set of those conjugacy classes [γ] for which Xγ has the property
that the Euclidean de Rham factor of X˜γ is one-dimensional. A bundle CX˜γ over X˜γ, the
“central” bundle, is determined by the eigenvalues of absolute value 1 of the linear Poincare´
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map P (γ). The parallel translation around cγ gives rise to an orthogonal transformation τ˜γ
of CX˜γ ; TX˜γ ⊂ CX˜γ and we let NX˜γ denote the orthogonal component of TX˜γ in CX˜γ.
The tangent bundle TX˜γ corresponds to the eigenvalue 1 of τ˜γ and NX˜γ decomposes as [65]
NX˜γ = NX˜γ(−1)⊕
∑
0<θ<π
NX˜γ(θ) (78)
according to the other values –1, exp(±i) (0 < θ < π). The restriction to Xγ of the exterior
bundle can be pushed down to a vector bundle Λ˜γ over X˜γ which splits into a subbundle
Λ˜±γ corresponding to the eigenvalue ±i of the symbol D. Thus, we obtain a τ˜γ−equivariant
complex σ˜Dγ : Λ˜
+
γ → Λ˜−γ over TX˜γ and a class [σ˜Dγ ] ∈ Kτ˜γ (TX˜), the τ˜γ−equivariant K−theory
group of TX˜γ. The cohomology class can be formed as in [53] (Section 3), ch(σ˜
D
γ (τ˜γ)) ∈
H+(TX˜γ;C). We now present the main results.
Theorem 5.1 (H. Moscovici and R. J. Stanton [65], Theorem 6.3). The following function
can be defined, initially for Re(s2)≫ 0, by the formula
logZ(s,D)
def
=
∑
[γ]∈J1(Γ)
(−1)q L(γ,D)|det(I − Ph(γ))|1/2
e−sℓ(γ)
m(γ)
, (79)
where q = (1/2)dimNX˜γ is an integer independent of γ. The Lefschetz number L(γ,D) is
given by (see, for example, [68] or [65], Eq. (5.5)):
L(γ,D) =
{
ch(σ˜Dγ (τ˜γ))R(NX˜γ(−1))
∏
0<θ<πS
θ(NX˜γ(θ))Td(X˜γ)
det(I − τ˜γ |NX˜γ)
}
[TX˜γ ]. (80)
The Lefschetz formula (80) is given in terms of the stable characteristic classes R,Sθ and
Td defined in [53] (Theorem 3.9).
Furthermore logZ(s,D) has a meromorphic continuation to the plane C given by the identity
logZ(s,D) = logdet′[(D− is)/(D+ is)], where s ∈ iSpec′(D) (Spec(D)−{0}), and Z(s,D)
satisfies the functional equation Z(s,D)Z(−s,D) = exp[2πiη(s,D)].
Let X˜ denote a simply connected cover ofX , which is a symmetric space of noncompact type,
and let E˜ denote the pull-back to X˜ for any vector bundle E over X . We restrict ourselves
to bundles which satisfy a local homogeneity condition. Namely, a vector bundle E over X
is G-locally homogeneous, for some Lie group G, if there is a smooth action of G on E which
is linear on the fibers and covers the action of G on X˜. Standard constructions from linear
algebra applied to any G-locally homogeneous E give, in a natural way, corresponding G-
locally homogeneous vector bundles. In particular, all bundles TX,Cℓ(X),EndE ≃ E∗⊗E
are G-locally homogeneous. We will require also that all constructions associated with G-
locally homogeneous bundles are G-equivariant [65].
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LetD denote a generalized Dirac operator associated to a locally homogeneous bundle E over
X . We require G-equivariance for ∇˜, the lift of∇ to E˜, and therefore the corresponding Dirac
operator is then G−invariant. Suppose now that χ : Γ→ U(F ) is an unitary representation
of Γ on F . The Hermitian vector bundle F = X˜ ×Γ F over X inherits a flat connection from
the trivial connection on X˜ × F . If D : C∞(X, V ) → C∞(X, V ) is a differential operator
acting on the sections of the vector bundle V , then D extends canonically to a differential
operator
Dχ : C
∞(X, V ⊗ F) −→ C∞(X, V ⊗ F) , (81)
uniquely characterized by the property that Dχ is locally isomorphic to D⊗· · ·⊗D (dimF
times). We specialize to the case of locally homogeneous Dirac operators D : C∞(X,E) →
C∞(X,E) in order to construct a generalized operatorDχ, acting on spinors with coefficients
in χ (see for detail [65]). One can repeat the arguments of the previous discussion to construct
a twisted zeta function Z(s,Dχ). The main results can be stated as follows.
Theorem 5.2 (H. Moscovici and J. J. Stanton [65], Section 7). There exists a zeta function
Z(s,Dχ), meromorphic on C, given for Re(s2)≫ 0 by the formula
logZ(s,Dχ)
def
=
∑
[γ]∈J1(Γ)
(−1)qTrχ(γ) L(γ,D)|det(I − Ph(γ))|1/2
e−sℓ(γ)
m(γ)
; (82)
moreover, one has logZ(0,Dχ) = πiη(0,Dχ).
5.3 Spectral functions of hyperbolic three-geometry
Now let us consider three-geometry with an orbifold description H3/Γ. The complex uni-
modular group G = SL(2,C) acts on the real hyperbolic three-space H3 in a standard way,
namely for (x, y, z) ∈ H3 and g ∈ G, one gets g · (x, y, z) = (u, v, w) ∈ H3. Thus for
r = x + iy, g =
[
a b
c d
]
, u + iv = [(ar + b)(cr + d) + acz2] · [|cr + d|2 + |c|2z2]−1, w =
z · [|cr + d|2 + |c|2z2]−1 . Here the bar denotes the complex conjugation. Let Γ ∈ G be the
discrete group of G defined as
Γ = {diag(e2nπ(Im τ+iRe τ), e−2nπ(Im τ+iRe τ)) : n ∈ Z} = {gn : n ∈ Z} ,
g = diag(e2π(Im τ+iRe τ), e−2π(Im τ+iRe τ)) . (83)
One can define a Selberg-type zeta function for the group Γ = {gn : n ∈ Z} generated by a
single hyperbolic element of the form g = diag(ez, e−z), where z = α + iβ for α, β > 0. In
fact, we will take α = 2πIm τ , β = 2πRe τ . For the standard action of SL(2,C) on H3 one
has
g
 xy
z
 =
 eα 0 00 eα 0
0 0 eα
 cos(β) − sin(β) 0sin(β) cos(β) 0
0 0 1
 xy
z
 . (84)
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Therefore, g is the composition of a rotation in R2 with complex eigenvalues exp(±iβ) and a
dilatation exp(α). There exists the Patterson-Selberg spectral function ZΓ(s), meromorphic
on C, given for Re s > 0 by the formula [69, 70]
logZΓ(s) = −1
4
∞∑
n=1
e−nα(s−1)
n[sinh2
(
αn
2
)
+ sin2
(
βn
2
)
]
. (85)
The Patterson-Selberg function can be attached to H3/Γ as follows [71]:
ZΓ(s) :=
∏
k1,k2∈Z+∪{0}
[1− (eiβ)k1(e−iβ)k2e−(k1+k2+s)α] . (86)
Zeros of ZΓ(s) are the complex numbers ζn,k1,k2 = − (k1 + k2)+i (k1 − k2) β/α+2πin/α (n ∈
Z) (for details, see [7]).
Generating and spectral functions. Using the equality sinh2 (αn/2) + sin2 (βn/2) =
| sin(nπτ)|2 = |1− qn|2/(4|q|n) and Eq. (85), we get
log
∞∏
m=ℓ
(1− qm+ε) =
∞∑
m=ℓ
log(1− qm+ε) = −
∞∑
n=1
q(ℓ+ε)n(1− qn)|q|−n
4n| sin(nπτ)|2
= log
[
ZΓ(ξ(1− it))
ZΓ(ξ(1− it) + 1 + it)
]
, (87)
log
∞∏
m=ℓ
(1− qm+ε) =
∞∑
m=ℓ
log(1− qm+ε) = −
∞∑
n=1
q(ℓ+ε)n(1− qn)|q|−n
4n| sin(nπτ)|2
= log
[
ZΓ(ξ(1 + it))
ZΓ(ξ(1 + it) + 1− it)
]
, (88)
log
∞∏
m=ℓ
(1 + qm+ε) =
∞∑
m=ℓ
log(1 + qm+ε) = −
∞∑
n=1
(−1)nq(ℓ+ε)n(1− qn)|q|−n
4n| sin(nπτ)|2
= log
[
ZΓ(ξ(1− it) + iη(τ))
ZΓ(ξ(1 + it) + 1− it+ iη(τ))
]
, (89)
log
∞∏
m=ℓ
(1 + qm+ε) =
∞∑
m=ℓ
log(1 + qm+ε) = −
∞∑
n=1
(−1)nq(ℓ+ε)n(1− qn)|q|−n
4n| sin(nπτ)|2
= log
[
ZΓ(ξ(1 + it) + iη(τ))
ZΓ(ξ(1 + it) + 1− it+ iη(τ))
]
, (90)
where ℓ ∈ Z+, ε ∈ C, t = Re τ/Im τ , ξ = ℓ+ ε and η(τ) = ±(2τ)−1.
Let us next introduce some well-known functions and their modular properties under the
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action of SL(2,Z). The special cases associated with (87), (88) are (see [44]):
f1(q) = q
− 1
48
∏
m∈Z+
(1− qm+ 12 ) = ηD(q
1
2 )
ηD(q)
, (91)
f2(q) = q
− 1
48
∏
m∈Z+
(1 + qm+
1
2 ) =
ηD(q)
2
ηD(q
1
2 )ηD(q2)
, (92)
f3(q) = q
1
24
∏
m∈Z+
(1 + qm+1) =
ηD(q
2)
ηD(q)
, (93)
where ηD(q) ≡ q1/24
∏
n∈Z+
(1−qn) is the Dedekind η-function. The linear span of f1(q), f2(q)
and f3(q) is SL(2,Z)-invariant [44] ( g ∈
[
a b
c d
]
, g · f(τ) = f (aτ+b
cτ+d
)
)9.
As before for a closed oriented hyperbolic three-manifolds of the form X = H3/Γ (and any
acyclic orthogonal representation of π1(X)) the analytic torsion takes the form
10: [τan(X)]
2 =
R(0), where R(s) is the Ruelle function (74). Let us introduce next the Ruelle functions
R(s), R(s), R(σ), R(σ):
∞∏
n=ℓ
(1− qn+ε) =
∏
p=0,1
ZΓ(s+ p(1 + it))
(−1)p = R(s = ξ(1− it)), (94)
∞∏
n=ℓ
(1− qn+ε) =
∏
p=0,1
ZΓ(s+ p(1− it))(−1)p = R(s = ξ(1 + it)), (95)
∞∏
n=ℓ
(1 + qn+ε) =
∏
p=0,1
ZΓ(σ + p(1 + it))
(−1)p = R(σ = ξ(1− it) + iη(τ)), (96)
∞∏
n=ℓ
(1 + qn+ε) =
∏
p=0,1
ZΓ(σ + p(1− it))(−1)p = R(σ = ξ(1 + it) + iη(τ)) . (97)
As f1(q) · f2(q) · f3(q) = 1, we get
R(s = 3/2− (3/2)it) · R(σ = 3/2− (3/2)it+ iη(τ)) · R(σ = 2− 2it + iη(τ)) = 1 . (98)
9 It can be shown that these are modular forms of weight 0 for the principal congruence subgroup Γ48
(see also [7] for H∗(K3;Z) in the integral homology of K3).
10 Vanishing theorems for type (0, q) cohomology Hq(X ;E) of Hermitian symmetric spaces X have been
formulated in [72, 73].
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6 Elliptic genera of nonlinear sigma models
Elliptic genera of nonlinear sigma models have been discussed extensively elsewhere, thus
we shall review them only briefly. In physical applications, an elliptic genus represents the
one-loop partition function of a theory with at least (0,2) supersymmetry. In this theory the
right-moving fermions are all in the R sector (in addition we have the partition function of
a half-twisted theory), and possibly the left-moving states are also twisted in some way. To
be more precise, we will consider elliptic genera which are of the form
Tr (−)FR exp(iγJL)qL0qL0 , (99)
where q is the modular parameter, and the current JL is a left-moving U(1) current, which
is implicitly assumed to exist. Computations of such genera have been initiated in [74] and
repeatedly discussed in the physical literature. Following the lines of [75], we shall consider
nonlinear sigma models with (0,2) supersymmetry, defined on a complex Ka¨hler manifold X
of dimension n with a gauge bundle E of rank r satisfying ΛtopE = KX ch2(TX) = ch2(E)
We shall assume X to be a Calabi-Yau space (though we shall note special cases in which
sensible results can be obtained more generally). It has been shown that the elliptic genus
mentioned above is an index [74, 34]. Thus, this index is invariant under smooth deformations
of the theory, and one can consistently deform the theory to the large-radius limit, where the
computation of the index becomes a free-field computation. Since the right-movers are all
in the R sector, it is clear that the nonzero modes of the right-moving fermions and bosons
cancel out, leaving only the left-movers and right-moving zero modes to contribute. The
right-moving zero modes are defined by a Fock vacuum transforming as a spinor lift of TX
[75]. As a result, all of the states appearing in the elliptic genera have spinor indices. It
should be stressed again that the elliptic genus is the index of the Dirac operator (as we have
seen in Sections 5.2 and 4) coupled to various bundles defined by the nonzero modes of the
fields. To make this more specific, below we list bosonic oscillators at a few mass levels and
corresponding bundles, for a nonlinear sigma model on X :
Mass level Oscillator Bundle
1 αµ−1 TX
2 αµ−2, α
µ
−1α
µ
−1 TX ⊕ Sym2(TX)
3 αµ−3, α
µ
−2α
ν
−1, α
µ
−1α
ν
−1α
ρ
−1 TX ⊕ (TX ⊗ TX)⊕ Sym3(TX)
At mass level n, it is straightforward to check that the bundle obtained above is the
coefficient of qn in the following element of the Grothendieck group of vector bundles:⊗
n∈Z+
Sqn(TX). Each factor of Sqn(TX) corresponds to a set of states of the form
30
{1, αµ−n, αµ1−nαµ2−n, αµ1−nαµ2−nαµ3−n, · · · } and so the tensor product encodes all products of all
nonzero oscillator creation operators. Thus, for example, the final result for the ellip-
tic genus will involve computing the index of a bundle which has, among other things,
a factor of the tensor product. Furthermore, because we have been implicitly working
with complex manifolds, holomorphic bundles, and we distinguish αi−1 from α
i
−1, we have⊗
n∈Z+
Sqn
(
(TX)C ≡ TX ⊕ TX) .
(0, 2) supersymmetric nonlinear sigma models. For later use let us introduce the
following notations:
B
[
ξ
σq
]
(P)C :=
⊗
n∈Z+
Sσqn
(
(ξP)C) , B̂[ ξ
σq
]
(P)C :=
⊗
n∈Z+/2
Sσqn
(
(ξP)C) , (100)
F
[
ζ
λq
]
(Q)C :=
⊗
n∈Z+
Λλqn
(
(ζQ)C) , F̂[ ζ
λq
]
(Q)C :=
⊗
n∈Z+/2
Λλqn
(
(ζQ)C) ,(101)
BF
[
ξ ζ
σq λq
]
(P,Q)C :=
⊗
n∈Z+
Sσqn((ξP)C)
⊗
n∈Z+
Λλqn
(
(ζQ)C) , (102)
BF̂
[
ξ ζ
σq λq
]
(P,Q)C :=
⊗
n∈Z+
Sσqn((ξP)C)
⊗
n∈Z+/2
Λλqn
(
(ζQ)C) , (103)
B̂F
[
ξ ζ
σq λq
]
(P,Q)C :=
⊗
n∈Z+/2
Sσqn((ξP)C)
⊗
n∈Z+
Λλqn
(
(ζQ)C) , (104)
B̂F̂
[
ξ ζ
σq λq
]
(P,Q)C :=
⊗
n∈Z+/2
Sσqn((ξP)C)
⊗
n∈Z+/2
Λλqn
(
(ζQ)C) . (105)
In the (0,2) supersymmetric nonlinear sigma models we consider, the current JL exists by
virtue of the condition ΛtopE ∼= OX on E (and becomes the left R-current in the special case
of (2,2) supersymmetry).
NS-sector genera. If the left-moving fermions are in an NS sector, then the trace (99) is
given by [74, 34]
q−(1/24)(2n+r)
∫
X
Td(TX) ∧ ch
(
BF̂
[
eiγ 1
q q
]
(TX, E)C
)
, (106)
where Sq(TX) is as above, Λq(E) denotes an element of the Grothendieck group of vector
bundles on X , defined as the linear combinations Λq = 1+
∑
j q
jAltj(E) (it arises physically
from the left-moving fermion oscillator modes, just as the factor B
[
1
q
]
(TX) arose from
bosonic oscillator modes), and the C symbol indicates complexification: (TX)C = T 1,0X ⊕
T 1,0X, (zE)C = zE ⊕ zE . The prefactor of q is due to the zero energy of the vacuum:
each periodic complex boson contributes −1/12, and each antiperiodic complex fermion
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contributes −1/24. The fact that the Sqn ’s are tensored together for integer n reflects the
fact that the bosonic oscillators are integrally moded; the fact that the Λqn’s are tensored
together for half-integer n’s reflects the fact that the fermionic oscillators are half-integrally
moded.
R-sector genera. If the left-moving fermions are in a R sector rather than a NS sector,
then the elliptic genus TrRR(−)FR exp (iγJL) qL0qL0 is given by
q+(1/12)(r−n)
∫
X
Â(TX) ∧ ch
(
z−r/2 (det E)+1/2 Λ1 (zE∨)BF
[
z−1 1
q q
]
(TX, E)C
)
(107)
where z = exp(−iγ) (cf. [34]). In the caseX is Calabi-Yau, det E is trivial, since ΛtopE ∼= KX ,
so the expression above is well-defined. Readers familiar with elliptic genera computations
elsewhere should note that the “Witten genus” can be obtained as a special case of the R
sector genus above. Specifically, for z = −1, the R sector genus above is proportional to
TrRR(−)FR(−)FLqL0qL0 = q+(1/12)(r−n)
∫
X
Â(TX)
∧
ch
(
(det E)+1/2 Λ−1 (E∨)BF
[
1 1
q − q
]
(TX, E)C
)
(108)
which is precisely the Witten genus [74]. This genus has been shown to play a fundamental
role in elliptic cohomology [11]. When z = 1, both the genus (107) and (108) are modular
provided the two conditions ΛtopE = KX , ch2(TX) = ch2(E) hold [75]. However it is not
necessary to require that X be Calabi-Yau.
As an example, suppose that Chern polynomial has the form c(TX) =
∏
i(1 + xi). For⊗
n∈Z+
Sqn((TX)
C) the resulting Chern character is
ch(
⊗
n∈Z+
Sqn((TX)
C)) = ch(B
[
1
q
]
(TX)C) =
∏
i
∏
n∈Z+
[(1− qnexi)(1− qne−xi)]−1
=
∏
i
[R(s = xi(1− it)) · R(s = −xi(1− it))]−1 . (109)
The factor of
z−r/2 (det E)+1/2 Λ1(zE∨) = z+r/2 (det E)−1/2 Λ1(z−1E) (110)
arises above from the zero modes of the left-moving fermions. It reflects the ambiguity in
the Fock vacuum: if we define |0〉 by λa−|0〉 = 0 (or |0〉 by λa−|0〉 = 0) then we have a set of
vacua
|0〉, λa−|0〉, · · · , λa1− · · ·λar− |0〉 (or |0〉, λa−|0〉, · · · , λa1− · · ·λar− |0〉) . (111)
The existence of these two equivalent characterizations of the Fock vacua corresponds to the
two sides of equation (110). Furthermore, these vacua correspond to spinor lifts of E : note
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that we can write Λ1(zE∨) = S+(zE∨)⊕S−(zE∨), where S± denote the two chiral Spinc lifts
of E∨, i.e.
S+(E∨) ≡
⊕
n even
ΛnE∨ , S−(E∨) ≡
⊕
n odd
ΛnE∨ (112)
which are made into honest spinors via the
√
det E factors. (Physically, every vector bundle
comes with a hermitian fiber metric, so we will often fail to distinguish E∨ from E .) The
prefactor of q is due to the vacuum zero energy: each periodic complex boson contributes
−1/12, and each periodic complex fermion contributes +1/12.
Note that in the spinor lifts of E , E is not complexified, unlike the nonzero modes. This is
because, for the ambiguity in the Fock vacuum, we use the relation {ψi0, ψ0j} ∝ δij, so we
take one of either ψi0, ψ0j to be creation operators and the other to be annihilation operators
– the choice does not matter, as the resulting collection of states are the same.
6.1 Elliptic genera of Landau-Ginzburg models over vector spaces
R-sector genera. We have already reviewed elliptic genus computations in nonlinear sigma
models; next, let us review the computation of elliptic genera in Landau-Ginzburg models
on topologically trivial spaces, with quasi-homogeneous superpotentials, as first discussed
in [8]. In particular, we will focus on the special case of a Landau-Ginzburg model over
the complex line, with a monomial superpotential. In [8] a Landau-Ginzburg model over
the complex line C was considered, with superpotential W = Φk+2. The elliptic genus was
defined there as the trace
Tr (−)FRqL0qL0 exp(iγJL) (113)
over states. The boundary conditions along timelike directions require more explanation.
Let us work out the left R-charges of the fields, so as to understand the exp(iγJL) factor in
the trace. Because of the superpotential interactions, the left R-symmetry no longer merely
rotates the ψ−’s by a phase, leaving other fields invariant, but rather rotates all of the fields
by some phase. It is straightforward to check that the left R-charges are as follows:
Field R-charge R boundary conditions
φ 1 φ(x1 + 1, x2) = φ(x1, x2)
ψ+ 1 ψ+(x1 + 1, x2) = ψ+(x1, x2)
ψ− −(k + 1) ψ−(x1 + 1, x2) = ψ−(x1, x2)
Furthermore, also because of the superpotential interactions, (−)FR no longer merely corre-
sponds to a sign on ψ+’s; rather, it generates a sign on both ψ+ and ψ− simultaneously.
33
We do not list here the timelike boundary conditions, but the attentive reader should
recall, for example, that fields with Ramond boundary conditions along timelike direc-
tions correspond to traces with (−)F factors. The zero modes of ψ− contribute a factor
of exp(−iγ(k + 1)/2) − exp(+iγ(k + 1)/2), the zero modes of ψ+ contribute a factor of
exp(iγ/2)− exp(−iγ/2).
Fermion contribution. The nonzero modes of the fermions contribute∏
n∈Z+
[1− zk+1qn][1− z−(k+1)qn][1− z−1qn][1− zqn]
= R(s = −iγ(k + 1)(1− it)) · R(s = iγ(k + 1)(1− it))
× R(s = −iγ(1 − it)) · R(s = iγ(1− it)) , (114)
where as before z = exp(−iγ) and where the minus signs are due to the (−)FR factor in the
trace (and the fact that because of the superpotential interactions, (−)FR multiplies both
ψ− and ψ+ simultaneously by a sign). We can rewrite this in the form of the index of a
Dirac operator. If we let L denote the tangent bundle of C restricted to the origin, then the
expression above for the contribution from the nonzero modes of the fermions is of the form
ch
(
F
[
zk+1
−q
]
(L)CF
[
z−1
−q
]
(L)C
)
(115)
Boson contribution. The nonzero modes of the bosons contribute∏
n∈Z+
(
[1− zqn][1− z−1qn][1− zqn][1− z−1qn])−1
= [R(s = −iγ(1− it)) · R(s = iγ(1− it))]−1
× [R(s = −iγ(1− it)) · R(s = iγ(1− it))]−1 . (116)
which we can rewrite as
ch
(
B
[
z−1
q
]
(L)CB
[
z−1
−q
]
(L)C
)
(117)
Note that the q contributions from the bosons and fermions cancel out; this can be seen also
directly from the product formula above.
Case of zero modes. Finally, in this special case, the zero modes11 φ0, φ0 also contribute a
factor of [(1− z)(1− z−1)]−1 as discussed in [8]. Putting this together, we get the genus
f(z, q) =
z−1/2
(
z(k+1)/2 − z−(k+1)/2)
(1 − z−1)
∏
n∈Z+
(
1 − zk+1qn) (1 − z−(k+1)qn)
(1 − z−1qn) (1 − zqn)
=
sin γ
2
(k + 1)
sin γ
2
[R(s = −iγ(k + 1)(1− it)) · R(s = (iγ(k + 1)(1− it))
R(s = −iγ(1− it)) · R(s = iγ(1− it))
]
(118)
11 Taking into account the timelike boundary conditions, there are no zero modes from the point of view
of path integral quantization. The φ0, φ0 referred to here are solely an artifact of the periodic moding in
canonical quantization.
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We can interpret this as index theory over a point, the fixed-point locus of a U(1) action,
i.e. the space of bosonic zero modes satisfying the boundary condition φ(x1, x2 + 1) =
exp(iγ)φ(x1, x2) for generic γ, which is to say, φ0 = {0}. Note that the expression for the
nonzero modes is given by
ch
(
B
[
1
z−1q
]
(L)CB
[
1
zq
]
(L)CF
[
1
−zk+1q
]
(L)CF
[
1
−z−k−1q
]
(L)C
)
(119)
Instead of working with fields with R boundary conditions along spacelike directions, one
could instead try to compute elliptic genera in which the ψ− have NS boundary conditions
in spacelike directions. Note, however, that because of the ψ+ψ−φ
k Yukawa coupling in the
theory, if the ψ− have NS boundary conditions, then so too must the ψ+, and then the
right-moving contributions would no longer cancel out.
NS-sector genera. In the last subsection we reviewed the results of [8] on computing elliptic
genera of Landau-Ginzburg models over vector spaces, in the R sector. In this subsection
we will extend the results of [8] to the NS sector.
From the table of left R-charges in the last subsection, we see that fields in the NS sec-
tor have spacelike boundary conditions φ(x1 + 1, x2) = −φ(x1, x2), ψ+(x1 + 1, x2) =
−ψ+(x1, x2), ψ−(x1 + 1, x2) = (−)k+1ψ−(x1, x2). From the spacelike boundary conditions
above, we see that we must consider the cases of k even and odd separately.
The case k is even. In the case k is even, there are no zero modes at all. The fermions
contribute ∏
n∈Z+/2
[
1− zk+1qn] [1− z−(k+1)qn] [1− z−1qn] [1− zqn]
= R(s = −iγ(k + 1)(1− it)) · R(s = iγ(k + 1)(1− it))
× R(s = −iγ(1− it)) · R(s = iγ(1− it)) (120)
and the bosons contribute∏
n∈Z+/2
[
1− z−1qn]−1 [1− zqn]−1 [1− z−1qn]−1 [1− zqn]−1
= [R(s = −iγ(1 − it)) · R(s = iγ(1− it))]−1
× [R(s = −iγ(1− it)) · R(s = iγ(1− it))]−1 . (121)
Putting this together, we see that for k even, the elliptic genus is given by∏
n∈Z+/2
[
1− zk+1qn] [1− z−(k+1)qn] [1− z−1qn]−1 [1− zqn]−1
=
[R(s = −iγ(1 − it)) · R(s = iγ(1− it))
R(s = −iγ(1 − it)) · R(s = iγ(1− it))
]
. (122)
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The case k is odd. In the case k is odd, there are ψ− zero modes. In this case, the total
contribution from the fermions is(
z(k+1)/2 − z−(k+1)/2) ∏
n∈Z+
[
1− zk+1qn] [1− z−(k+1)qn] ∏
n∈Z+/2
[
1− z−1qn] [1− zqn]
= −2i sin γ
2
(k + 1)R(s = −iγ(k + 1)(1− it)) · R(s = iγ(k + 1)(1− it))
× R(s = −iγ(1 − it)) · R(s = iγ(1 − it)) (123)
and the bosons contribute∏
n∈Z+/2
[
1− z−1qn]−1 [1− zqn]−1 [1− z−1qn]−1 [1− zqn]−1
Putting this together, we see that for k odd, the elliptic genus is given by(
z(k+1)/2 − z−(k+1)/2) ∏
n∈Z+
[
1− zk+1qn] [1− z−(k+1)qn] ∏
n∈Z+−1/2
[
1− z−1qn]−1 [1− zqn]−1
= −2i sin γ
2
(k + 1)
[R(s = −iγ(k + 1)(1− it)) · R(s = (iγ(k + 1)(1− it))
R(s = −iγ(1 − it)) · R(s = iγ(1− it))
]
(124)
7 Chiral primary states
In this section we will study the CY3 black hole component of chiral primaries. A very
important notion in string theory is that of a N = 2 superconformal field theory. The
primary chiral fields of a N = 2 superconformal field theory form an algebra [15, 76].
Superconformal quantum mechanics describes D0 branes in the AdS2 × S2 × CY3 attractor
geometry of a Calabi-Yau black hole with D4 brane charges [77]. This superconformal theory
contains a large degeneracy of chiral primary bound states. The degeneracy arises from D0
branes in the lowests Landau level, which tile the CY3 × S2 horizon, and apparently such a
multi-D0 brane CFT1 is holographically dual to IIA string theory on AdS2×S2×CY3. It is
important to note the appearance of a dual CFT1, potentially relevant for non-BPS states
(for details, see [77]).
We summarize the results for the case when a D2 brane wraps the horizon S2 and carries
N units of magnetic flux thereby including N units of D0 charge. The D2 brane can
be considered as a point particle in CY3 with a two-form magnetic field FCY . We are
interested in the CY3 component of chiral primaries. The magnetic field divides the CY3
into Φ = (1/6)
∫
FCY ∧ FCY ∧ FCY cells, corresponding to the lowest Landau levels. The
chiral primary conditions can be written as Dω = D
∗
ω = 0, where ω is a (p, q) form and D
is the holomorphic covariant derivative with connection. Solutions of this equation are in
one-to-one correspondence with the elements of Hq(CY3,Ω
p⊗L), where L is the line bundle
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for which c1(L) = [FCY ]; c1(L) is the first Chern class of L. H
q(CY3,Ω
p ⊗ L) vanishes for
q > 0 and large c1(L). Thus we need compute the cohomology H
q(X,Ωp⊗L) for the moduli
space of a brane on X ; the black hole entropy counting can be reduced to a cohomology
problem. In some cases one can compute the dimension of Hq(X,Ωp ⊗ L) using mirror
symmetry12 while dimH0(CY3,Ω
p ⊗ L) can be obtained using the Riemann-Roch formula,
the result being (see also [77])
h0 = dimH
0(CY3,L) =
∫ [
F 3CY
6
+
c2 ∧ FCY
12
]
= Φ +
1
12
c2 · C,
h1 = dimH
0(CY3,Ω
1 ⊗ L) =
∫ [
F 3CY
2
− 3c2 ∧ FCY
4
+
c3
2
]
= 3Φ− 3
4
c2 · C − χ
2
,
h2 = dimH
0(CY3,Ω
2 ⊗ L) =
∫ [
F 3CY
2
− 3c2 ∧ FCY
4
− c3
2
]
= 3Φ− 3
4
c2 · C + χ
2
,
h3 = dimH
0(CY3,Ω
3 ⊗ L) = h0. (125)
Here ck is the k-th Chern class, χ the Euler characteristic, and C is a four-cycle of a certain
manifold (for more notations and details see, for example, [79, 77]).
The partition function. We now have to count the multiparticle primaries, choosing
a basis of states. We can consider partitioning the D0 branes into k clusters of nℓ D0
branes each, such that
∑k
ℓ=1 nℓ = N . Each cluster forms a wrapped D2 brane (we ignore the
possibility of multiwrapped D2 bound states) with nℓ units of magnetic flux. Then, each one
of the such D2 branes (there are k of them) can sit in one of the
∑
hj chiral primary states.
Actually the counting of configurations is in one to one correspondence with the counting
of states for conformal field theory with
∑
(j even) hj bosons and
∑
(j odd) hj fermions and
total momentum N . The partition function can be calculated by taking the trace over chiral
primaries, with the result
ZCFT(τ) =
∏
n
(1 + qn)
∑
(j odd) hj
(1− qn)
∑
(j even) hj
=
[R(σ = 1− it + iη(τ))]
∑
(j odd) hj
[R(s = 1− it)]
∑
(j even) hj
. (126)
8 Hilbert schemes of points
In this section we will study the moduli space parameterizing 0-dimensional subschemes of
length n in a nonsingular quasi-projective surface X over C. It is called the Hilbert scheme of
points, and denoted by X [n]. A simple example of a 0-dimensional subscheme is a collection
of distinct points. The length is equal to the number of points. In the case when some points
12Let X be mirror to Y , then because of homological mirror symmetry, a 0-brane on X is mirror to a
three-torus T 3 on Y . In addition, the moduli space of a D3-brane wrapping such a T 3 on Y is X . One can
compute Hq(X,Ωp ⊗ L) and, therefore, the black hole entropy, using mirror symmetry [78].
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collide, more complicated subschemes appear. (When two points collide, we get infinitely
many nearby points, which makes a pair of a point x and and a 1-dimensional subspace of
the tangent space TxX .) This marks the difference between X
[n] and the n-th symmetric
product SnX in which the information of the one-dimensional subspace is lost.
When dimX = 1 the Hilbert scheme X [n] is isomorphic to SnX , while for dimX = 2, X [n]
is smooth and there is a morphism π : X [n] → SnX which is a resolution of the singularities,
by a result of [80]. This case is in a contrast with Hilbert schemes for dimX > 2. For a
projective X the scheme is also projective, and it follows from Grothendieck’s construction of
Hilbert schemes. Note a nontrivial example which is a result of [81]: X [n] has a holomorphic
symplectic form when X has one.
Interesting noncompact examples are: X = C2 or X = T ∗Σ where Σ is a Riemann surface.
For these examples there exists a C∗-action, which naturally induces an action on X [n] [82].
One can construct a representation of products of Heisenberg and Clifford algebras on the
direct sum of homology groups of all components
⊕
nH∗(X
[n]). Thus the generating function
can be interpreted as a character of the Heisenberg algebra (see also Sect. 3).
The relation between X [n] and SnX have many similarities with the relation between string
and field theory. Note, for example, the S duality (or Montonen-Olive duality) conjecture
implies that the generating function of Euler numbers of moduli spaces of instantons has
modular properties [83]. For the base K3 surface, the Euler numbers of moduli spaces of
instantons are the same as those of Hilbert schemes of points (strictly speaking, we must
consider moduli spaces of stable sheaves instead of moduli spaces of instantons, which are
usually noncompact). Then Go¨ttsche’s formula (see Eq. (132) below) gives the desired
answer. Moreover, one can see that homology groups of moduli spaces of sheaves on an ALE
space (the minimal resolution of a simple singularity) form an integrable representation of
an affine Lie algebra [84]. The modular properties of the characters of the representation
(or the string functions) were explained in the language of the conformal field theory [44].
Perhaps Heisenberg algebras and affine Lie algebras could be understood in the framework
of the heterotic-type IIA duality [85, 86].
8.1 Hilbert schemes of points on surfaces
As preliminaries to the subject of symmetric products and their connection with spectral
functions, we explain briefly the relation between the Heisenberg algebra and its represen-
tations, and the Hilbert scheme of points, mostly following the lines of [82]. To be more
specific:
• Recall that the infinite dimensional Heisenberg algebra (or, simply, the Heisenberg
algebra) plays a fundamental role in the representation theory of the affine Lie algebras.
As it has been discussed in Sect. 3, an important representation of the Heisenberg
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algebra is the Fock space representation on the polynomial ring of infinitely many
variables. The degrees of polynomials (with different degree variables) give a direct
sum decomposition of the representation, which is called weight space decomposition.
• The Hilbert scheme of points on a complex surface appears in the algebraic geometry.
The Hilbert scheme of points decomposes into infinitely many connected components
according to the number of points. Betti numbers of the Hilbert scheme have been
computed in [87]. The sum of the Betti numbers of the Hilbert scheme of N -points is
equal to the dimension of the subspaces of the Fock space representation of degree N .
Remark 8.1 If we consider the generating function of the Poincare´ polynomials associated
with set of points we get the character of the Fock space representation of the Heisenberg
algebra. The character of the Fock space representation of the Heisenberg algebra (in general
the integrable highest weight representations of affine Lie algebras) are known to have modular
invariance as has been proved in [88]. This occurrence is naturally explained through the
relation to partition functions of conformal field theory on a torus. In this connection the
affine Lie algebra has close relation to conformal field theory.
Algebraic preliminaries. Let R = Q[p1, p2, ...] be the polynomial ring of infinite many
variables {pj}∞j=1. Define P [j] as j∂/∂pj and P [−j] as a multiplication of pj for each positive
j. Then the commutation relation holds: [P [i], P [j] ] = iδi+j,0 IdR, i, j ∈ Z/{0}. We define
the infinite dimensional Heisenberg algebra as a Lie algebra generated by P [j] and K with
defining relation
[P [i], P [j] ] = iδi+j,0KR, [P [i], K ] = 0, i, j ∈ Z/{0}. (127)
The above R labels the representation. If 1 ∈ R is the constant polynomial, then P [i]1 =
0, i ∈ Z+ and
R = Span{P [−j1] · · ·P [−jk] 1 | k ∈ Z+ ∪ {0}, j1, . . . , jk ∈ Z+} . (128)
1 is a highest weight vector. This is known in physics as the bosonic Fock space. The
operators P [j] (j < 0) (P [j] (j > 0)) are the creation (annihilation) operators, while 1 is the
vacuum vector.
Define the degree operator D : R → R by D(pm11 pm22 · ·· ) def= (
∑
i imi)p
m1
1 p
m2
2 . . . The
representation R has D eigenspace decomposition; the eigenspace with eigenvalue N has a
basis pm11 p
m2
2 · · · (
∑
i imi) = N. Recall that partitions of N are defined by a non-increasing
sequence of nonnegative integers ν1 ≥ ν2 ≥ . . . such that
∑
ℓ νℓ = N . One can represent
ν as (1m1 , 2m2 , · · ·) (where 1 appears m1-times, 2 appears m2-times, . . . in the sequence).
Therefore, elements of the basis corresponds bijectively to a partition ν. The generating
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function of eigenspace dimensions, or the character in the terminology of the representation
theory, is well–known to have the form
TrR q
D def=
∑
N∈Z+∪{0}
qNdim {r ∈ R | Dr = Nr } =
∏
n∈Z+
(1− qn)−1 . (129)
Let us define now the Heisenberg algebra associated with a finite dimensional Q-vector space
V with non-degenerate symmetric bilinear form ( , ). LetW = (V ⊗tQ[t])⊕(V ⊗t−1Q[t−1]),
then define a skew-symmetric bilinear form on W by (r ⊗ ti, s ⊗ tj) = iδi+j,0(r, s). The
Heisenberg algebra associated with V can be defined as follows: we take the quotient of the
free algebra L(W ) divided by the ideal I generated by [r, s]− (r, s)1 (r, s ∈ W ). It is clear
that when V = Q we have the above Heisenberg algebra. For an orthogonal basis {rj}pj=1
the Heisenberg algebra associated with V is isomorphic to the tensor product of p-copies of
the above Heisenberg algebra.
Let us consider next the super-version of the Heisenberg algebra, the super-Heisenberg al-
gebra. The initial data are a vector space V with a decomposition V = Veven ⊕ Vodd and a
non-degenerate bilinear form satisfying (r, s) = (−1)|r||s|(r, s). In this formula r, s are either
elements of Veven or Vodd, while |r| = 0 if r ∈ Veven and |r| = 1 if r ∈ Vodd. As above we can
define W , the bilinear form on W , and L(W )/I, where now we replace the Lie bracket [ , ]
by the super-Lie bracket. In addition, to construct the free-super Lie algebra in the tensor
algebra we set (r⊗ ti, s⊗ tj) = (r⊗ ti)(s⊗ tj) + (s⊗ tj)(r⊗ ti) for r, s ∈ Vodd. By generaliz-
ing the representation on the space of polynomials of infinite many variables one can get a
representation of the super-Heisenberg algebra on the symmetric algebra R = S∗(V ⊗ tQ[t])
of the positive degree part V ⊗ tQ [t]. As above we can define the degree operator D. The
following character formula holds:
TrR q
D =
∏
n∈Z+
(1 + qn)dimVodd
(1− qn)dimVeven =
[R(σ = 1− it+ iη(τ))dimVodd
R(s = 1− it)dimVeven
]
. (130)
Counting the odd degree part by −1 we can replace the usual trace by the super-trace
(denoted by STr) and get the result13
STrR q
D =
∏
n∈Z+
(1− qn)dimVodd−dimVeven = R(s = 1− it)dimVodd−dimVeven . (131)
13In the case when V has one-dimensional odd degree part only (the bilinear form is (r, r) = 1 for a nonzero
vector r ∈ V ) the above condition is not satisfied. We can modify the definition of the corresponding super-
Heisenberg algebra by changing the bilinear form on W as (r ⊗ ti, r ⊗ tj) = δi+j,0. The resulting algebra
is called infinite dimensional Clifford algebra. The above representation R can be modified as follows and
it is the fermionic Fock space in physics. The representation of the even degree part was realized as the
space of polynomials of infinity many variables; the Clifford algebra is realized on the exterior algebra
R = ∧∗(⊕j Qdpj) of a vector space with a basis of infinity many vectors. For j > 0 we define r ⊗ t−j as an
exterior product of dpj , r ⊗ tj as an interior product of ∂/∂pj.
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8.2 Go¨ttsche’s formula
For a one-dimensional higher variety (i.e. for a surface) the following results hold:
• For a Riemann surface (dimX = 1) SNX and XN are isomorphic under the Hilbert-
Chow morphism.
• If X is a nonsingular quasi-projective surface, the Hilbert-Chow morphism π : X [N ] →
SNX gives a resolution of singularities of the symmetric product SNX [80]. In partic-
ular X [N ] is a nonsingular quasi-projective variety of dimension 2N .
• If X has a symplectic form, X [N ] also has a symplectic form. For N = 2 it has been
proved in [89], for N general in [81].
• The generating function of the Poincare´ polynomials Pt(X [N ]) of X [N ] is given by
∞∑
N=0
qN Pt(X
[N ]) =
∏
n∈Z+
(1 + t2n−1qn)b1(X)(1 + t2n+1qn)b3(X)
(1− t2n−2qn)b0(X)(1− t2nqn)b2(X)(1− t2n+2qn)b4(X)
=
∏
j=0,2 [R(σ = (1 + (j − 1)log t)(1− it) + iη(τ˜ ))]bj+1(X)∏
j=0,2,4[R(s = (1 + (j − 2)log t)(1− it)(1 − it))]bj(X)
. (132)
In the last line of Eq. (132) we put Im τ˜ = Im τ − (2π)−1log t.
9 String partition functions and elliptic genera of sym-
metric products
In this section we study the string partition functions of some local Calabi-Yau geome-
tries, in particular, the Gopakumar-Vafa conjecture for them [17]. The identification of the
Gromov-Witten partiton functions as equivariant genera suggests an approach to prove the
Gopakumar-Vafa conjecture. Gromov-Witten invariants are in general rational numbers,
but as has been conjectured by Gopakumar and Vafa [17] using M-theory, the generating
series of these invariants in all degrees and all genera has a particular form, determined
by some integers. There have been various proposals for the proof of this conjecture (see,
for instance, [18, 19]); for example, the computation of the Gromov-Witten invariants by
diagrammatic methods as sum over partitions and Gopakumar-Vafa type infinite products
by series manipulations [21].
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9.1 Partition functions
The computation of the equivariant elliptic genera for symmetric products is naturally re-
duced to some infinite product expansion. To prove the Gopakumar-Vafa conjecture, one
needs to rewrite the sums over partition as infinite products. We propose a spectral func-
tion formulation for it. Denote by F the generating series of Gromov-Witten invariants of
a Calabi-Yau three-fold X . Intuitively, one counts the number of stable maps with con-
nected domain curves to X in any given nonzero homology classes. However, because of
the existence of automorphisms, one has to perform the weighted count by dividing by the
order of the automorphism groups (hence Gromov-Witten invariants are in general rational
numbers). Based on M-theory considerations, Gopakumar and Vafa [17] made a remarkable
conjecture on the structure of F , in particular, on its integral properties. More precisely,
integers ngC are conjectured to exists such that
F =
∑
C∈H2(X)−{0}
∑
g≥0
∑
k∈Z+
k−1ngC(2 sin(kλ/2))
2g−2QkC . (133)
For given C, there are only finitely many nonzero ngC, QC = exp(−
∫
C
ω), the holomorphic
curve C ∈ H2(X,Z) := H2(X) is given by
∫
C
ω, where ω is the Ka¨hlerian form on X . Let
us regard q = exp(iλ), for some real λ, as an element of SU(2) represented by the diagonal
matrix diag (q, q−1). The generating series of disconnected Gromov-Witten invariants is
given by the string partition function: Z = expF . The Gopakumar-Vafa conjecture can
be reformulated as follows (see [90]):
Z =
∏
C∈H2(X)
∏
j
j∏
k=−j
∏
m∈Z+∪{0}
(1− q2k+m+1QC)(−1)2j+1(m+1)NgC . (134)
where j = g/2, k = −j,−j + 1, . . . , j − 1, j. Along the same lines of [21], we have
F =
∑
C∈H2(X)
∑
g≥0
∑
k∈Z+
(−1)g−1
k(q
k
2 − q− k2 )2
NgC
g∑
a=0
qk(g−2a)QkC
=
∑
C∈H2(X)
∑
g≥0
∑
k∈Z+
(−1)g−1
k(1− qk)2N
g
C
g∑
a=0
qk(g−2a+1)QkC
=
∑
C∈H2(X)
∑
g≥0
∑
k∈Z+
(−1)g−1
k
NgC
g∑
a=0
qk(g−2a+1)QkC
∑
m∈Z+∪{0}
(m+ 1)qkm
= −
∑
C∈H2(X)
∑
g≥0
(−1)gNgC
g∑
a=0
∑
m∈Z+∪{0}
(m+ 1)
∑
k≥1
1
k
(qg−2a+m+1QC)k
=
∑
C∈H2(X)
∑
g≥0
(−1)gNgC
g∑
a=0
∑
m∈Z+∪{0}
(m+ 1) log(1− qg−2a+m+1QC) . (135)
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In calculating Eq. (135) we can use the Ruelle function (94). Indeed, for ε ≡ g − 2a + 1 −
i(C/λ)logQ, we have
∑
m∈Z+
m log (1− qm+ε) =
∑
m∈Z+
m
∞∑
k=m
log (1− qk+ε)−
∑
m∈Z+
∞∑
k=m
log (1− qk+ε+1)
=
∑
m∈Z+
m log
[ R(s = (m+ ε)(1− it))
R(s = (m+ ε+ 1)(1− it))
]
=
∑
m∈Z+
logR(s = (m+ ε)(1− it)) , (136)
and by Eq. (87), ∑
m∈Z+∪{0}
log (1− qm+ε) = logR(s = ε(1− it)) . (137)
Therefore ∑
m∈Z+∪{0}
(m+ 1)log (1− qm+ε) =
∑
m∈Z+∪{0}
logR(s = (m+ ε)(1− it)) , (138)
and finally we have
F = −
∑
C∈H2(X)
∑
g≥0
(−1)gNgC
g∑
a=0
∑
m∈Z+∪{0}
logR(s = (m+ ε)(1− it)) . (139)
9.2 Orbifold elliptic genera
Infinite product expressions, as those discussed above, arise naturally when one consid-
ers genera of symmetric products. This motivates the proposal of using symmetric prod-
ucts to prove the Gopakumar-Vafa Conjecture (for references see e.g. [91, 92, 93]). Re-
call that, for g ∈ G, the Lefschetz number is defined by (see Eq. (64)): L(X,E)(g) =∑dimX
p=0 (−1)pTr(g |Hp(X ;O(E))) . It can be computed by means of the holomorphic Lef-
schetz formula [53]:
L(X,E)(g) =
∫
Xg
chEg
chΛ−1(NXg/X)
, (140)
where Xg denotes the set of points fixed by g and NXg/X denotes the normal bundle of
Xg in X . Here and in the following it is understood that one considers each connected
component of Xg separately. There is a natural decomposition TX|Xg = ⊕jNgλj , where each
Ngλj is a holomorphic subbundle on which g acts as exp (2πiλj), where 0 ≤ λj < 1. Define
the fermionic shift by [94]: F (Xg) =
∑
j(rankNλj )λj. For X := TX
g let us follow [93] and
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define
E(X ; q, y)g = y−
d
2
+F (Xgi )
⊗
j
⊗
n∈Z+
(SqnX
∗ ⊗ SqnX)
⊗
n∈Z+
(Λ−yqn−1X
∗ ⊗ Λ−y−1qnX)

⊗
λj 6=0
⊗
n∈Z+
(Sqn−1+λjN
∗
λj
⊗ Sqn−λjNλj )
⊗
n∈Z+
(
Λ−yqn−1+λjN
∗
λj
⊗ Λ−y−1qn−λjNλj
) . (141)
For a compact complex d-manifold X , one is often interested in its Hirzebruch χy genus [21],
which is defined by
χy(X) =
d∑
p=0
(−y)p
d∑
q=0
(−1)q dimHq(X,ΛpT ∗X). (142)
From the Hirzebruch-Riemann-Roch theorem, it can be computed as
χy(X) =
∫
X
d∏
j=1
xj(1− ye−xj)
(1− e−xj) . (143)
The χy-genus reduces to other invariants for special values of y, e.g., χ1(X) is the Euler
number, χ0(X) =
∑d
q=0(−1)q dimHq(X,OX) is the geometric genus of X . An important
generalization of the χy-genus is the elliptic genus χ(X, y, q), which can be defined as the
generating series of dimensions of some cohomology groups of series of vector bundles. It
can be computed as
χ(X, y, q) = y−d/2
∫
X
d∏
j=1
xj
∏
n∈Z+
(1− yqn−1e−xj )(1− y−1qnexj )
(1− qn−1e−xj )(1− qnexj )
= y−d/2
∫
X
d∏
j=1
xj
[R(s = ξ1j(1− it)) · R(s = ξ2j(1− it))
R(s = ξ3j(1− it)) · R(s = ξ4j(1− it))
]
, (144)
where
ξ1j = 1− xj + log y , ξ2j = xj − log y , ξ3j = −1− xj , ξ4j = xj ,
(ξ1j + ξ2j) + (ξ3j + ξ4j) = 1 + (−1) = 0 . (145)
It is easy to see that χy(X) = y
d/2χ(X, y, 0).
Definition 9.1 The orbifold elliptic genus of X/G is defined by
χ(X,G; q, y) =
∑
[g]∈G∗
1
|Z(g)|
∑
h∈Z(g)
L(Xg, E(X ; q, y)g)(h),
where G∗ denotes the set of conjugacy classes of G, and Z(g) denotes the centralizer of g.
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Equivariant orbifold elliptic genera. For any h ∈ Z(g), let X(g,h) be the set of points of
X fixed by both g and h. By the Lefschetz formula, we have
L(Xg, E(X ; q, y)g)(h) =
∫
Xg,h
ch(E(X ; q, y)g)
ch(Λ−1(N∗Xg,h/Xg))
Td(TXg,h). (146)
Assume now that the G-manifold, X , admits an S1-action which commutes with the G-
action. The equivariant orbifold elliptic genus is given by
χ(X,G; q, y)(s) =
∑
[g]∈G∗
1
|Z(g)|
∑
h∈Z(g)
L(Xg, E(X ; q, y)g)(h, s) , (147)
where s ∈ S1. This defines a character for S1. Denote by M (g,h,s) the points on M which
are fixed by g, h, and s. For our applications, it suffices to assume that Xg,h,s consists of an
isolated point. Then, using the Lefschetz formula, we have
L(Xg, E(X ; q, y)g)(h, s) =
ch(E(X ; q, y)g)
ch(Λ−1(N∗Xg,h,s/Xg))
. (148)
Symmetric products. Assume that X is a nonsingular projective variety admitting an ac-
tion by a torus group T . The diagonal action by T and the natural action by the permutation
group SN on the N -fold cartesian product X
N commute with each other.
Theorem 9.1 Let the equivariant elliptic genera χ(X ; q, y)(t1, . . . , tr) of X be written as
χ(X ; q, y)(t1, . . . , tr) =
∑
m≥0,l,k c(m, l, k)q
myltk11 · · · tkrr , then, one has∑
N∈Z+∪{0}
QNχ(XN , SN ; q, y)(t1, . . . , tr) = exp
∑
N,n∈Z+
QNn
Nn
n−1∑
i=0
χ(X)((ωinq
1/n)N , yN)(tN1 , · · · , tNr )
=
∏
n>0,m≥0,l,k1,...,tr
(1−Qnqmyltk11 · · · tkrr )−c(nm,l,k1,...,kr), (149)
where ωn = exp(2πi/n).
Also, we have∑
N∈Z+∪{0}
QNχy(X
N , SN)(t1, . . . , tr) =
∑
N∈Z+∪{0}
(yQ)Nχ(XN , SN ; 0, y)(t1, . . . , tr), (150)
and, hence, by taking q = 0 in (149) we get∑
N∈Z+∪{0}
QNχy(X
N , SN)(t1, . . . , tr) = exp
∑
m∈Z+
Qmχym(X)(t
m
1 , . . . , t
m
r )
m(1− ymQm)
=
∏
n>0,l,k1,...,kr
(1− (yQ)nyltk)−c(0,l,k1,...,kr) . (151)
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Finally, taking y = 0 in (151),∑
N∈Z+∪{0}
QNχ0(X
N , SN)(t1, . . . , tr) = exp(
∑
m∈Z+
Qm
m
χ0(X)(t
m
1 , . . . , t
m
r )). (152)
For the nonequivariant version of (149)-(152), see [91, 92, 93]. From (134), one sees that
in order to prove the Gopakumar-Vafa conjecture one needs an infinite product expression
for the string partition function. These partition functions are usually given by a sum of
expressions (in the diagrammatic method, for example). We will next show how one can
convert this sum of expressions into an infinite product.
10 Homological aspects of combinatorial identities
We would like now to spend some time on what we believe is the mathematical origin of
the combinatorial identities that are at the basis of the relation between partition functions
and formal power series and homologies of Lie algebras. The following is meant to be a brief
introduction to homological aspects of differential complexes, and in particular we would like
to show how combinatorial identities could be derived from initial complex of (graded) Lie
algebras. In recalling the main results we will follow the book [40]. Our interest is the Euler-
Poincare´ formula associated with a complex consisting of finite-dimensional linear spaces.
The relationship between Lie algebras and combinatorial identities was first discovered by
Macdonald [95, 96] and the Euler-Poincare´ formula is useful for combinatorial identities
known as Macdonald identities. Macdonald identities are related to Lie algebras in one way
or other, and can be associated with generating functions (in particular, elliptic genera) in
quantum theory.
Let g be an infinite-dimensional Lie algebra, and assume that it has a grading, i.e. g is a
direct sum of homogeneous components g(λ), where the λ’s are elements of an abelian group,
[g(λ), g(µ)] ⊂ g(λ+µ) (recall, e.g., the Virasoro algebra). Let us consider a module k over g,
or g-module. k is a vector with the property that there exists a bilinear map µ : g× k→ k
such that [g1, g2] = g1(g2k)− g2(g1k), for all k ∈ k, g1, g2 ∈ g. In other words, our g-module
is a left module over the universal enveloping algebra U(g) of g. Let Cn(g;k) be the space of
all cochains, an n-dimensional cochain of the algebra g, with coefficients in k, being a skew-
symmetric n-linear functional on g, with values in k. Since Cn(g;k) = Hom(Λn,k), the
cochain space Cn(g;k) becomes a g-module. The differential d = dn : C
n(g;k)→ Cn+1(g;k)
can be defined as follows
dc(g1, . . . , gn+1) =
∑
1≤s≤t≤n+1
(−1)s+t−1c([gs, gt], g1, . . . , ĝs, . . . ĝt, . . . , gn+1)
+
∑
1≤s≤n+1
(−1)sgsc(g1, . . . , ĝs, ..., gn+1), (153)
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where c ∈ Cn(g;k), g1, . . . , gn+1 ∈ g, and Cn(g;k) = 0, dn = 0 for n < 0. As dn+1 ◦ dn = 0,
for all n, the set C•(g;k) ≡ {Cn(g;k), dn} is an algebraic complex, while the corresponding
cohomology Hn(g;k) is referred to as the cohomology of the algebra g with coefficients in k.
Let Cn(g;k) be the space of n-dimensional chains of the Lie algebra g. It can be defined as
k⊗ Λng. The differential δ = δn : Cn(g;k)→ Cn−1(g;k) is given by the expression
δ(a⊗ (g1 ∧ . . . ∧ gn)) =
∑
1≤s≤t≤n
(−1)s+t−1a⊗ ([gs, gt] ∧ g1 ∧ . . . ĝs . . . ĝt . . . ∧ gn)
+
∑
1≤s≤n
(−1)sgsa⊗ (g1 ∧ . . . ĝs . . . ∧ gn). (154)
The homology Hn(g;k) of the complex {Cn(g;k), δn} is referred to as the homology of the
algebra g. Suppose now that the g-module k can be graded by homogeneous components
k(µ) in such a way that g(λ)k(µ) ⊂ k(λ+µ). In the case when the module k is trivial, we assume
that k = k(0). The grading of our Lie algebra endows with a grading both the chain and the
cochain spaces, for we can define
Cn(λ)(g;k) = {c ∈ Cn(g;k)|c(g1, . . . , gn) ∈ k(λ1+...+λn−λ) for gi ∈ g(λi)};
C(λ)n (g;k) is generated by the chains a⊗ (g1 ∧ . . . ∧ gn), a ∈ k(µ),
gi ∈ g(λi), λ1 + . . .+ λn + µ = λ . (155)
We get d(Cn(λ)(g;k)) ⊂ Cn+1(λ) (g;k) and δ(C(λ)n (g;k)) ⊂ C(λ)n−1(g;k) and both spaces acquire
gradings14. The chain complex C•(g), g = ⊕∞λ=1g(λ), dim g(λ) <∞, can be decomposed as
0←− C(λ)0 (g)←− C(λ)1 (g) . . .←− C(λ)N (g)←− 0 , (156)
and the Euler-Poincare´ formula reads∑
m
(−1)mdimC(λ)m (g) =
∑
m
(−1)mdimH(λ)m (g) . (157)
As a consequence, we can introduce the q variable and rewrite the identity (157) as a formal
power series15:∑
m,λ
(−1)mqλdimC(λ)m (g) =
∑
m,λ
(−1)mqλdimH(λ)m (g) =
∏
n
(1− qn)dim gn . (158)
14 The cohomological (and homological) multiplicative structures are compatible with these gradings, for
example, Hm(λ)(g)⊗Hn(µ)(g) ⊂ Hm+n(λ+µ)(g).
15If k is the main field, the notation Cn(g;k), Hn(g;k) is abbreviated as Cn(g), Hn(g). For a finite-
dimensional algebra g we obviously have Cn(g) = [Cn(g)]
∗ and Hn(g) = [Hn(g)]
∗, where the symbol ∗
denotes dual space. It is clear that in the case of cohomologies we have a power series similar to (158). For the
finite-dimensional case, as well as for the infinite-dimensional one, an element of the space Hn(g;k) defines a
linear mapHn(g)→ k; if the algebra g and the module k are finite dimensional, thenHn(g;k∗) = [Hn(g;k)]∗.
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In order to get the identity in its final form the homology H
(λ)
m (g) has to be computed.
Let g be a (poly)graded Lie algebra g =
⊕
λ1≥0,...,λk≥0
λ1+...+λk>0
g(λ1,...,λk), satisfying the condition
dim g(λ1,...,λk) <∞. For formal power series in q1, ..., qk, we have the following identity [40]:∑
m,λ1,...,λk
(−1)mqλ11 ...qλkk H(λ1,...,λk)m =
∏
n1,...,nk
(1− qn11 · · · qnkk )dim gn1,...,nk . (159)
We would like to stress that partition functions can indeed be converted into product ex-
pressions. As has been noted in [90], the expression on the right-hand side of (134) look like
counting the states in the Hilbert space of a second quantized theory. This is achieved by
relating the string partition functions to equivariant genera [52], first of Hilbert schemes and
then of symmetric products (see Section 9.2). In general, formulas for Poincare´ polynomials
might be associated with dimensions of homologies of topological spaces and linked with
generating functions and elliptic genera. Infinite products are the heritage of appropriate
polygraded Lie algebras (Eq. (159)). The reader can find in [40] computations of the ho-
mologies H
(λ)
m and, therefore, corresponding partition functions in their final form. Some
algebras can be constructed from exterior automorphisms of simple algebras possessing a
finite center. In this case, we have to find the dimensions of the space H
(λ1,...,λn)
∗ (g), which
is not too difficult to do, but the answer turns out to be rather cumbersome.16
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