Abstract. We consider the population of critical points generated from the trivial critical point of the master function with no variables and associated with the trivial representation of the affine Lie algebra sl N . We show that the critical points of this population define rational solutions of the equations of the mKdV hierarchy associated with sl N .
1. Introduction 1.1. Master functions. Let g be a Kac-Moody algebra with invariant scalar product ( , ), h ⊂ g the Cartan subalgebra, α 1 , . . . , α N simple roots. Let Λ 1 , . . . , Λ n be dominant integral weights, k 1 , . . . , k N nonnegative integers. Set k = k 1 + · · · + k N .
Consider C n with coordinates z = (z 1 , . . . , z n ). Consider C k with coordinates u collected into N groups, the j-th group consists of k j variables, u = (u (1) , . . . , u (N ) ),
The master function is a multivalued function on
with singularities at the places where the arguments of the logarithms are equal to zero. A point in C k ×C n can be interpreted as a collection of particles in C: z a , u (j) i . A particle z a has weight Λ a , a particle u (j) i has weight −α j . The particles interact pairwise. The interaction of two particles is proportional to the scalar product of the weights. The master function is the "total energy" of the collection of particles.
Notice that all scalar products are integers. So the master function is the logarithm of a rational function. From a "physical" point of view, all interactions are integer multiples of a certain unit of measurement. This is important for what will follow.
The variables u are the true variables, variables z are parameters. We will think that the positions of z particles are fixed and u particles can move.
⋆ Supported in part by NSF grant DMS-1101508 There are "global" characteristics of this situation, I(z, κ) = e Φ(u,z)/κ A(u, z)du, where A(u, z) is a suitable measuring function, κ a parameter, and there are "local" characteristics -critical points of the master function with respect to u variables,
A critical point is an equilibrium position of u particles for fixed positions of z particles. Examples of master functions associated with g = sl 2 were considered by Stieltjes and Heine in 19th century, see for example [Sz] . Master functions we introduced in [SV] to construct integral representations for solutions of the KZ equations, see also [V1, V2] .
1.2. KZ equations and Gaudin model. Consider the tensor product L = ⊗ n a=1 L Λa of irreducible highest weight representations of g with highest weights Λ 1 , . . . , Λ n . The KZ equations for an L-valued function I(z 1 , . . . , z n ) is a system of differential equations of the form κ ∂I ∂z a = H a (z)I, a = 1, . . . , n, where κ is a parameter of the equation and H a are some linear operators on L defined in terms of the g-action and called Gaudin Hamiltonians. The KZ equations were introduced in CFT, see [KZ] . In [SV] the KZ equations were identified with a suitable Gauss-Manin connection and solved in multidimensional hypergeometric integrals.
More precisely, choose nonnegative integers k 1 , . . . , k N , consider the associated master function Φ(u, z). There is a rational L-valued function A k 1 ,...,k N (u, z), called the weight function, such that I(z, κ) = γ(z) e Φ(u,z)/κ A k 1 ,...,k N (u, z)du is a solution of the KZ equation. Here γ(z) is an element of a suitable homology group. Different γ give different solutions of the KZ equations. The KZ equations define a flat connection for any κ. In particular, the Gaudin Hamiltonians commute, [H a (z), H b (z)] = 0.
The KZ equations are closely related to the quantum integrable Gaudin model on L, see [G1, G2] . In the Gaudin model, one considers the commutative subalgebra of End(L) generated by the Gaudin Hamiltonians. The subalgebra is called the Bethe algebra. The problem is to diagonalize the operators of the subalgebra.
The integral representations for solutions give a method to diagonalize the Gaudin Hamiltonians. The method is called the Bethe ansatz. Let (u 0 , z) be a critical point of the master function with respect to u, then the vector A k 1 ,...,k N (u 0 , z) is an eigenvector of the Gaudin Hamiltonians, H a (z)A k 1 ,...,k N (u 0 , z) = ∂Φ ∂z a (u 0 , z)A k 1 ,...,k N (u 0 , z), a = 1, . . . , n, with eigenvalues described by the master function, see [BF, RV, V3] . The natural (Shapovalov) norm of the Bethe vector is given by the Hessian of the master function at the critical point, S(A k 1 ,...,k N (u 0 , z), A k 1 ,...,k N (u 0 , z)) = Hess u Φ(u 0 , z), see [MV3, V3, V4] . In a reasonable way one can identify the algebra of functions on the critical set with the Bethe algebra, generated by the Gaudin Hamiltonians, see [MTV1, MTV2] .
The situation is analogous to the situation in quantum cohomology and classical mirror symmetry in Givental's spirit. There one has the quantum differential equation depending on a parameter κ, which is a flat connection for every value of κ. As κ → 0 the asymptotics of the quantum differential equation are described by idempotents of the quantum cohomology algebra. The solutions of the quantum differential equation can be represented by oscillatory integrals. In a reasonable way the quantum cohomology algebra can be identified with the algebra of functions on the critical set of the phase function of the oscillatory integral.
1.3. Generation of new critical points. Having a critical point (u, z) of a master function one can generate new critical points by changing u and not changing z.
Consider the master function Φ associated with g, Λ 1 , . . . , Λ n , k 1 , . . . , k N . Assume that (u, z) is a critical point of Φ with respect to u variables, u = (u (1) , . . . , u (N ) ), u (j) = (u Theorem 1.1 ( [ScV, MV1] ). Choose any one group u (j) of these numbers (particles). Then there exists a unique algebraic one-parameter deformation u (j) (c), c ∈ P 1 , of that group, such that (u (1) , . . . , u (j) (c), . . . , u (N ) , z) is a critical point. For exactly one value c ∈ P 1 , the number of particles in the group u (j) (c) drops. For that c some particles of the group disappear at infinity.
All points of this one-parameter family but one are critical points of the same master function, and the one with the smaller number of particles is a critical point of the master function with a smaller number of variables.
This theorem gives us a way to generate critical points. Starting with a critical point we can generate N one-parameter families of critical points. Then we may apply the same procedure to each of the obtained critical points and so on. The set of all critical points obtained from a given one is called the population of critical points [MV1] .
Question: What does a population look like? Theorem 1.2. If g is a simple Lie algebra, then every population is isomorphic to the flag variety of the Langlands dual Lie algebra g L .
This theorem was proved in [MV1] for the Lie algebras of type A, B, C and extended to other simple Lie algebras in [MV2, F] .
For example, for g = sl 2 each critical point generates a projective line P 1 of critical points. For g = sl 3 each population is isomorphic to the variety F (C 3 ) of complete flags in C 3 . The steps of the generation procedure correspond to the building of F (C 3 ) from Schubert cells labeled by elements of the symmetric group Σ 3 . We start with the zero-dimensional cell C id corresponding to the initial critical point. Then we add two one-dimensional cells C s 1 , C s 2 .
Then add two two-dimensional cells C s 1 s 2 , C s 2 s 1 , and finally add one three-dimensional cell C s 2 s 1 s 2 = C s 1 s 2 s 1 .
Question:
What is the number of populations originated from critical points of a given master function?
Here is an informal answer: The number of populations originated from critical points of the function Φ( · , z), associated with Λ 1 , . . . , Λ n , k 1 , . . . , k N , does not depend on z and equals the multiplicity of the representation L Λ∞ in ⊗ n a=1 L Λa , where Λ ∞ is the highest weight in the orbit of the weight n a=1 Λ a − N j=1 k j α j under the shifted action of the Weyl group. A precise statement for g = sl N can be found in [MV1] , [MTV3] . For other simple Lie algebras a proof of this statement is not written yet. This statement on the number of populations can be considered as a relation between linear algebra (the multiplicity of a representation) and geometry (the number of populations).
We have observed above that master functions are related to interesting objects and have nice properties. Now we will explain how the critical points of master functions are related to integrable hierarchies. We expect that these relations are more general than the results that are reported in this paper, see the statement in Section 1.6.
1.4. Generation for sl N . In this paper we consider the case g = sl N , n = 0. Then the master function does not depend on z and is a function of u = (
Given u, introduce an N-tuple of polynomials of a new variable x,
the Wronskian determinant. An N-tuple of polynomials y = (y 1 (x), . . . , y N (x)) is called generic if each polynomial has no multiple roots and for any i the polynomials y i and y i+1 have no common roots. Here y N +1 = y 1 .
Theorem 1.3 ([MV1]).
A generic N-tuple y represents a critical point if and only if for any j = 1, . . . , N, there exists a polynomialỹ j (x) satisfying
For j = 1, this is Wr(y 1 ,ỹ 1 ) = y N y 2 and for j = N, this is Wr(y N ,ỹ N ) = y N −1 y 1 . Equation (1.2) is a first order inhomogeneous differential equation with respect toỹ j . Its solutions areỹ
where c is any number. For arbitrary polynomials y j−1 , y j+1 , y j , the integral will contain logarithms. The integral is a rational function if the residues of the ratio are all equal to zero. The requirement that the residues are all equal to zero are exactly the critical point equations for the master function.
Theorem 1.4 ([MV1]
). If a generic N-tuple y represents a critical point, then for almost all c ∈ P 1 , the N-tuple (y 1 , . . . ,ỹ j , . . . , y N ) represents a critical point. The set of exceptional c is finite and consists of all c for which the N-tuple y is not generic.
We get a one parameter family of critical points parameterized by c ∈ P 1 . For exactly one value c the degree of the j-th polynomial drops,
where k j ,k j are possible degrees of the j-th polynomial.
Theorem 1.4 describes the generation procedure of critical points for the master function (1.1), this generation was described in general terms in Theorem 1.1.
Let us choose a starting critical point to generate a population of critical points. Namely, let us choose the starting N-tuple to be
Each of the polynomials of the tuple does not have roots. The tuple y ∅ represents the critical point of the master function with no variables. Choose a sequence of integers J = (j 1 , . . . , j m ), j a ∈ {1, . . . , N}, and apply to the tuple y ∅ the sequence of generations at the indices of J. As a result we will obtain an m-parameter family of N-tuples of polynomials
depending on m integration constants c = (c 1 , . . . , c m ).
Example. Let N = 3, J = (1, 2, 3, 1, 2, 3, ...). Then y ∅ = (1, 1, 1) is transformed to
and so on. The triple (1, 1, 1) represents the critical point of the master function with no variables. The triple (x + c 1 , 1, 1) represents critical points of the master function of one variable, namely, the constant function Φ : u + c 2 , 1) represents the critical points of the master function
2 )
. 1.5. Miura opers and mKdV hierarchy. An N × N Miura oper is a differential operator of the form
and λ is a parameter of the differential operator. Drinfeld and Sokolov in 1984 in [DS] considered the space of Miura opers and defined on it an infinite sequence of commuting flows ∂ tr , r = 1, 2, . . . , called the mKdV hierarchy of sl N -type.
More precisely, for a Miura oper L there exists
, where b i (x) are scalar functions, see [DS] . Then for r ∈ N, the differential equation
is called the r-th mKdV equation. The notation () + has the following meaning: given
. Equation (1.5) defines vector fields ∂ tr on the space of Miura opers, the vector fields commute.
1.6. Main result. To every N-tuple y of polynomials we assign the Miura oper L with
For a sequence J = (j 1 , . . . , j m ), we consider the corresponding m-parameter family of critical points of the master function, represented by the family of N-tuples of polynomials y J (x, c). Let L J (c) be the corresponding family of Miura opers.
In this paper we show that this family L J (c) of Miura opers is invariant under every flow of the mKdV hierarchy and is point-wise fixed by every flow ∂ tr with r > 2m.
This statement is proved under the assumption that J is a degree increasing sequence, see the definition in Section 3.5. This is a technical assumption which simplifies the exposition.
Our starting point was the famous paper by Adler and Moser (1978) [AM] where this theorem was proved for N = 2.
1.7. Identities for Schur polynomials. In this paper we describe two proofs of the main result. The first proof is straightforward: for any flow of the hierarchy we deform the constants of integration of the generation procedure to move the oper in the direction of the flow. This proof is similar to the proof in [AM] . The second proof uses tau-functions and, in particular, Schur polynomials. It is based on a Wronskian identity for tau-functions and, in particular, for Schur polynomials.
Schur polynomials F λ (t 1 , t) are labeled by partitions λ = (λ 0 λ 1 · · · λ n 0) and are polynomials in t 1 and t = (t 2 , t 3 , . . . ). Let us define polynomials h i (t 1 , t), i = 0, 1, . . . , by the relation exp (−
. In this paper we prove that certain 4-tuples of Schur polynomials satisfy the Wronskian identity
where Wr t 1 denotes the Wronskian determinant with respect to t 1 . For example,
We also prove that for any N, certain N-tuples of Schur polynomials
are such that for a fixed generic t, the tuple y(x, t) represents a critical point of the master function (1.1). In other words, we show that for a fixed generic t, the roots of the polynomials (F λ 1 (t 1 , t), . . . , F λ N (t 1 , t)) with respect to t 1 satisfy the critical point equations (3.1). For example, for N = 3 the triple (F (1,1) , F (2,1,1) , F (1) ) is such a triple.
1.8. Exposition of the material. In Section 2 we remind the construction of the mKdV and KdV hierarchies from [DS] . In Section 3 we remind the construction of the generation of critical points from [MV1] . In Section 4 we assign a Miura oper to a critical point as in [MV2] and discuss properties of this assignment. In Section 5 we formulate and prove one of the main results of the paper, Corollary 5.2. Corollary 5.2 says that the family L J of Miura opers, associated with the generation of critical points in the direction of a degree increasing sequence J, is invariant with respect to all mKdV flows.
In Section 6 we discuss properties of Schur polynomials. Schur polynomials are labeled by partitions. Following [SW] we consider partitions λ = (λ 0 λ 1 . . . ) and associated subsets S = {s 0 < s 1 < . . . } ⊂ Z of virtual cardinal zero. Since partitions are in a one-to-one correspondence with subsets of virtual cardinal zero, we label Schur polynomials by subsets too. Theorem 6.10 gives a Wronskian identity for Schur polynomials associated with four suitable subsets S 1 , S 2 , S 3 , S 4 of virtual cardinal zero:
see Section 6.3. More general Wronskian identities for Schur polynomials see in Section 6.4.
We fix a natural number N > 1 and introduce KdV subsets S ⊂ Z as subsets of virtual cardinal zero with the property S +N ⊂ S. An example is S ∅ = {0 < 1 < . . . }. We introduce mKdV tuples S = (S 1 , . . . , S N ) as tuples of KdV subsets with the property S i + 1 ⊂ S i+1 for all i = 1, . . . , N. An example is S ∅ = (S ∅ , . . . , S ∅ ). We denote S mKdV the set of all mKdV tuples of subsets. For any S = (S 1 , . . . , S N ) ∈ S mKdV and i = 1, . . . , N we define a mutation w i : S → S (i) = (S 1 , . . . ,S i , . . . , S N ). The mutations w 1 , . . . , w N satisfy the relations of the affine Weyl group W A N−1 and define a transitive action of W A N−1 on S mKdV , see Theorems 6.27 and 6.34. Theorem 6.31 gives a relation of mKdV tuples of subsets with critical points. Namely, if S = (S 1 , . . . , S N ) ∈ S mKdV and (F S 1 (t 1 , t), . . . , F S N (t 1 , t)) is the tuple of the corresponding Schur polynomials, then for a fixed generic t, the tuple (F S 1 (x, t), . . . , F S N (x, t)) represents a critical point of a master function. Theorem 6.32 says that every family of critical points provided by Theorem 6.31 appears as a subfamily of critical points generated from the tuple y ∅ . Let S = (S 1 , . . . , S N ) ∈ S mKdV . Consider the differential operator
with respect to x. Theorem 6.33 says that this differential operator depends on S N only. Theorem 6.33 also describes the kernel of this differential operator as the span of ratios of suitable Schur polynomials. In Section 7 following [SW] we consider the Hilbert space H = L 2 (S 1 ), the subspace H + , which is the closure of the span of {z j } j 0 , and the set Gr 0 (H) of all closed subspaces W ⊂ H such that z q H + ⊂ W ⊂ z −q H + for some q > 0. We define Gr 0,0 (H) ⊂ Gr 0 (H) as the subset of subspaces of virtual dimension zero. Following [SW] we define the tau-functions τ W (t 1 , t) of subspaces W ∈ Gr 0,0 (H). The tau-functions are polynomials in t 1 , t. Theorem 7.6 says that the tau-function τ W (t 1 , t = 0) determines W up to a finite number of possibilities.
Theorem 7.10 gives a Wronskian identity for tau-functions associated with four suitable subspaces W 1 , W 2 , W 3 , W 4 ∈ Gr 0,0 (H):
We fix a natural number N > 1 and define KdV subspaces as subspaces 
Then L W satisfies all mKdV equations, see Theorem 7.15. In Sections 7.8 and 7.9 we define the generation of new mKdV tuples of subspaces starting with a given mKdV tuple. Theorem 7.26 says that the generation acts transitively on the set of mKdV tuples of subspaces. Theorem 7.25 describes a relation of the generation of new mKdV tuples of subspaces and the generation of new critical points of master functions. Theorem 7.25 togethere with G. Wilson's Theorem 7.15 give a new proof of the main result of the paper, Corollary 5.2.
Corollary 7.28 says that points of the set of all mKdV tuples are in one-to-one correspondence with the tuples (y 1 , . . . , y N ) of the population of tuples of polynomials in x generated from y ∅ = (1, . . . , 1), the definition of the population see in Section 3.6. The correspondence is (W 1 Given a finite dimensional vector space U, denote B(U) the space of U-valued functions of x. Let C((λ −1 )) be the algebra of formal Laurent series i∈Z c i λ i , c i ∈ C, where each sum has finitely many terms with i > 0.
Denote Mat the algebra of N × N matrices N i,j=1 c i,j e i,j with basis e ij , coefficients c i,j in C((λ −1 )) and the product e i,j e k,l = δ j,k e i,l . Denote Diag ⊂ Mat the subalgebra of diagonal matrices 
Define the following elements of Diag 0 : H i = e i,i − e i+1,i+1 , i = 1, . . . , N − 1, and H N = e N,N − e 1,1 . Define elements α i ∈ Diag * 0 for i = 1, . . . , N by
Introduce the following elements of Mat: E i = e i,i+1 , F i = e i+1,1 for i = 1, . . . , N − 1 and E N = λ −1 e N,1 , F N = λe 1,N . For j = 1, . . . , N, denote N + j the Lie subalgebra of Mat generated by the elements E i with i ∈ {1, . . . , N} and i = j.
Throughout this paper, we consider all indices modulo N when appropriate. Thus we will write H 0 , E 0 or H N , E N interchangeably.
Lemma 2.2. Let g ∈ B and j ∈ {1, . . . , N}. Then
, and
2.2. Generalized mKdV Hierarchy, [DS] . Denote ∂ the differential operator d dx . For j ∈ {1, . . . , N}, a j-oper is a differential operator of the form
is a j-oper. The j-opers L and e ad w L are called j-gauge equivalent. As N + j is nilpotent, e w and e −w are well defined and
A Miura oper is a differential operator of the form
with V ∈ B(Diag 0 ). A Miura oper is a j-oper for any j. Denote by M the space of all Miura opers.
Lemma 2.4 ([DS]
). Let L be a Miura oper.
(ii) The matrix T is not unique. If both T and T have property (i), then
In particular, for any r ∈ N the matrix T Λ r T
−1
does not depend on the choice of T .
Let L be a Miura oper and r ∈ N. The differential equation
is called the r-th mKdV equation, see [DS] . The classical mKdV equation corresponds to the case N = 2, r = 3.
Equation ( commute, see [DS] .
where 0 is defined in (2.1).
2.3. Generalized KdV Hierarchy, [DS] . Let B((∂ −1 )) be the algebra of formal pseudodifferential operators of the form a = i∈Z a i ∂ i , with a i ∈ B and finitely many terms with i > 0. The relations in this algebra are
is called the r-th KdV equation . The classical KdV equation corresponds to the case N = 2, r = 3. Equation (2.6) defines flows commute, see [DS] .
Recall that we have We define the i-th Miura map by the formula
3. Critical Points of Master Functions, [MV1] 3.1. Master function. Choose a collection of nonnegative integers k = (k 1 , . . . , k N ). Consider variables u = (u (j) i ), where j = 1, . . . , N, and i = 1, . . . , k j . We adopt the notations
for all i. The master function Φ(u; k) is defined by formula (1.1):
The product of symmetric groups Σ k = Σ k 1 × · · · × Σ k N acts on the set of variables by permuting the coordinates with the same upper index. The function Φ is symmetric with respect to the Σ k -action.
A point u is a critical point if dΦ = 0 at u. In other words, u is a critical point if and only if
for j = 1, . . . , N and i = 1, . . . , k j . The critical set is Σ k -invariant. All orbits have the same cardinality k 1 ! · · · k N ! . We do not make distinction between critical points in the same orbit.
3.2. Polynomials representing critical points. Let u = (u (j) i ) be a critical point of the master function Φ. Introduce an N-tuple of polynomials y = (y 1 (x), . . . , y N (x)),
We adopt the notations y N +1 = y 1 and y 0 = y N . Each polynomial is considered up to multiplication by a nonzero number. The tuple defines a point in the direct product (C[x] ) N . We say that the tuple represents the critical point.
It is convenient to think that the tuple y ∅ = (1, . . . , 1) of constant polynomials represents in (C[x] )
N the critical point of the master function with no variables. This corresponds to the case k = (0, . . . , 0).
We say that a given tuple y is generic if each polynomial y j (x) has no multiple roots and the polynomials y j (x) and y j+1 (x) have no common roots for j = 1, . . . , N. If a tuple represents a critical point, then it is generic, see (3.1). For example, the tuple y ∅ is generic.
Elementary generation.
A tuple y is called fertile if for every j = 1, . . . , N there exists a polynomialỹ j such that
For example, the tuple y ∅ is fertile. Equation (3.3) is a first order inhomogeneous differential equation with respect toỹ j . Its solutions areỹ
where c is any number. The tuples
form a one-parameter family. This family is called the generation of tuples from y in the j-th direction. A tuple of this family is called an immediate descendant of y in the j-th direction. 3.4. Degree increasing generation. For j = 1, . . . , N, define k j = deg y j . The polynomial y j in (3.4) is of degree k j ork j = k j−1 + k j+1 + 1 − k j . We say that the generation is degree increasing ifk j > k j . In that case degỹ j =k j for all c.
If the generation is degree increasing we will normalize family (3.5) and construct a map
N as follows. First we multiply the polynomials y 1 , . . . , y N by numbers to make them monic. Then we choose a monic polynomial y j,0 satisfying the equation Wr(y j , y j,0 ) = const y j−1 y j+1 and such that the coefficient of x k j in y j,0 equals zero. Set
and define
All polynomials of the tuple y (j) (x, c) are monic.
Lemma 3.2. If k j is a minimal number among k 1 , . . . , k N , then the generation of tuples from y in the j-th direction is degree increasing.
3.5. Degree-transformations and generation of vectors of integers. For j = 1, . . . , N, the degree-transformation
corresponds to the shifted action of the affine reflection w j ∈ W A N−1 , where W A N−1 is the affine Weyl group of type A N −1 and w 1 , . . . , w N are its standard generators, see Lemma 3.11 in [MV1] for more detail.
We take formula (3.8) as the definition of degree-transformations:
for j = 1, . . . , N, acting on arbitrary vectors k = (k 1 , . . . , k N ). Here we consider the indices of the coordinates modulo N, thus we have k 0 = k N , k N +1 = k 1 and so on.
We start with the vector k ∅ = (0, . . . , 0) and a sequence J = (j 1 , j 2 , . . . , j n ) of integers, 1 j i N. We apply the corresponding degree transformations to k ∅ and obtain a sequence of vectors k
We say that the vector k J is generated from (0, . . . , 0) in the direction of J.
For example, for N = 3 and J = (1, 2, 3, 1, 2, 3) we get the sequence (0, 0, 0), (1, 0, 0), (1, 2, 0), (1, 2, 4), (6, 2, 4), (6, 9, 4), k J = (6, 9, 12).
We call the sequence J degree increasing if for every i the transformation w j i applied to w j i−1 . . . w j 1 k ∅ increases the j i -th coordinate. The sequence J = (j 1 , . . . , j m ) with 1 j i N will be called cyclic if j 1 = 1 and j i+1 = j i + 1 mod N for all i. Lemma 3.3. A cyclic sequence J = (j 1 , . . . , j m ) is degree increasing. If m = p(N − 1) + q for some integers p, q such that 0 q N − 2, then the last changed coordinate of k J has index equal to m mod N and this coordinate equals
For example, for N = 3, J = (1, 2, 3, 1, 2, 3), k J = (6, 9, 12), we have p = 3, q = 0, and the last changed third coordinate equals 12.
3.6. Multistep generation. Let J = (j 1 , . . . , j m ) be a degree increasing sequence of integers. Starting from y ∅ = (1, . . . , 1) and J, we will construct by induction on m a map
N is given by formula (3.7) for y = y ∅ and j = j 1 . More precisely, equation (3.3) takes the form Wr(1,ỹ j 1 ) = 1. Thenỹ j 1 ,0 = x and
where x + c stands at the j 1 -th position. By Theorem 3.1 all tuples in the image are fertile and almost all tuples are generic (in this example all tuples are generic). Assume that forJ = (j 1 , . . . , j m−1 ), the map YJ is constructed. To obtain Y J we apply the generation procedure in the j m -th direction to every tuple of the image of YJ . More precisely, if
see formula (3.6). The map Y J is called the generation of N-tuples from y ∅ in the J-th direction.
Example. Let N = 2, J = (1, 2). Then
2 1 x + c 2 ), c.f. with the first two Adler-Moser polynomials in [AM] .
Example. Let N = 3, J = (1, 2, 3). Then
The set of all tuples (y 1 , . . . , y N ) ∈ (C [x] ) N obtain from y ∅ = (1, . . . , 1) by generations in all degree increasing directions will be called the population of tuples generated from y ∅ .
4. Miura opers and critical points, [MV2] 4.1. Deformations of Miura opers.
). Let L = ∂ + Λ + V be a Miura oper. Let g ∈ B and j ∈ {1, . . . , N}. Then
The opers L and e ad(gE j ) L are i-gauge equivalent for every i = j.
Corollary 4.2 ([MV2]
). Let L = ∂ + Λ + V be a Miura oper. Then e ad(gE j ) L is a Miura oper if and only if the scalar function g satisfies the Ricatti equation
. Assume that the functions v i are rational functions of x. For j ∈ {1, . . . , N}, we say that L is deformable in the j-th direction if equation (4.2) has a nonzero solution g, which is a rational function.
Miura oper associated with a tuple. Define a map
which sends a tuple y = (y 1 , . . . , y N ) to the Miura oper L = ∂ + Λ + V with
Here log ′ (f ) denotes f ′ /f . The Miura oper µ(y) determines y uniquely if y is generic. The Miura oper µ(y) is called associated with y. For example,
is associated with y ∅ = (1, . . . , 1).
Theorem 4.3 ([MV2])
. Let a Miura oper L be associated with y = (y 1 , . . . , y N ). Let j ∈ {1, . . . , N}. Then L is deformable in the j-th direction if and only if there exists a polynomial y j satisfying equation (3.3). Moreover, in that case any nozero rational solution g of equation (4.2) has the form g = log ′ (ỹ j /y j ), whereỹ j is a solution of equation (3.3). If g = log ′ (ỹ j /y j ), then the Miura oper
is associated with the tuple y (j) = (y 1 , . . . ,ỹ j , . . . , y N ), see Section 3.3.
In particular, if L is associated with a fertile tuple, then L is deformable in all directions.
4.3. Miura opers associated with the generation procedure. Let J = (j 1 , . . . , j m ) be a degree increasing sequence of integers. Let
N be the generation of tuples from y ∅ in the J-th direction. We define the associated family of Miura opers by the formula:
The map µ J is called the generation of Miura opers from L ∅ in the J-th direction.
Proof. The lemma follows from Theorem 4.3.
, where
Corollary 4.6. For any r ∈ N and c ∈ C m , let
be the value at µ J (c) of the vector field of the r-th mKdV flow on the space M, see (2.5). Then
Proof. The corollary follows from (2.5) and (4.5).
DenoteJ = (j 1 , . . . , j m−1 ). Consider the associated family µJ : Proof. The lemma follows from formula (4.5) and Theorem 2.7.
Lemma 4.8. ∂µ
for some a ∈ C. 
where
It follows from Lemma 2.3 that Proof. By Theorem 2.7, we have
By Theorems 2.6 and 2.7, we have
By the induction assumption, we have 
For a given i, the left hand side is a differential operator of order N − 2 and the right hand side is zero. Hence, for a given i, we obtain N − 1 linear differential equations on coordinates X 1 , . . . , X N . The index i may take N − 1 values 2, . . . , N. All together we get (N − 1) 2 linear differential equations on X 1 , . . . , X N . Our goal is to show that under conditions of Proposition 5.6 the space of solutions of this system of equations is at most one-dimensional and if the space is one-dimensional then it is generated by
The coefficient of ∂ N −2 in equation (5.9) for i = N, N −1, . . . , 2, gives the following system of equations:
By subtracting the second equation from the first we get (N − 1)X
By using (5.13) and equation X 2 = k =2 X k we obtain from (5.11) the equation
, c m , m) 2 for some a ∈ C. This equation proves Proposition 5.6. Now our goal is to show that under assumptions of Proposition 5.6 equation (5.14) holds.
Lemma 5.7. The coefficient of ∂ N −3 in equation (5.9) for i = 2, . . . , N gives the following system of equations:
In particular, by subtracting the consecutive equations we get equations
Proof. Equate to zero the coefficient of D N −3 in (5.9). We get
The coefficient c ik has the form c ik = −q(k) + d ik , where
and d ik is given by
It is easy to see that
The formulas (5.13), (5.17), (5.18) , (5.19) imply Lemma 5.7.
Let us finish the proof of Proposition 5.6. Recall that we assumed that j m = 1 and it remains to be proved that N k=3 (v 2 −v k )X k = 0, see (5.14). If k is not equal to j ℓ or j ℓ + 1 for some ℓ m, then X k = 0 by the assumption. Otherwise, we have v Proof.
. . , c m )x i be a polynomial in x, c 1 , . . . , c m . Denote h = log ′ g the logarithmic derivative of g with respect to x. Consider the Laurent expansion of h at Lemma 5.14. Let J = (j 1 , . . . , j m ) be a cyclic sequence.
(i) Then the image of the map µ J : C m → M is point-wise fixed by the mKdV flow ∂ tr for every r > r m .
(ii) Let Γ r be the vector fields on C m described in Theorem 5.1. Then Γ rm = a ∂ ∂cm where a is a nonzero number.
Proof. The lemma is a corollary of formula (4.7) and Lemmas 2.2, 2.3, 4.5.
Theorem 5.13 follows from Lemma 5.14.
6. Schur polynomials 6.1. Definition. By a partition we will mean an infinite sequence of nonnegative integers λ = (λ 0 λ 1 . . . ) such that all except a finite number of the λ i are zero. The number |λ| = i λ i is called the weight of λ.
Denote t = (t 2 , t 3 , . . . ). Define polynomials h i (t 1 , t), i = 0, 1, . . . , by the relation
Set h i = 0 for i < 0. We have
Define the Schur polynomial associated to a partition λ = (λ 0 λ 1 · · · λ n λ n+1 = 0) by the formula
Theorem 6.1 ( [Fa] ). For any λ, the Schur polynomial F λ is irreducible in variables t 1 , t.
Corollary 6.2. For a generic fixed t, the roots of F λ (t 1 , t) with respect to t 1 are all simple.
Corollary 6.3. Let λ, µ be partitions, λ = µ. Then for a generic fixed t, the polynomials F λ (t 1 , t) and F µ (t 1 , t) with respect to t 1 have no common roots.
Wronskian determinant.
For n ∈ N and any functions f 1 , . . . , f n of t 1 define the Wronskian determinant
where derivatives are taken with respect to t 1 .
Lemma 6.4 ([MV1]
). For functions f 1 , . . . , f n , g 1 , g 2 of t 1 we have
Proof. If f 1 , . . . , f n , g 1 are linearly dependent, then both sides of (6.4) are equal to zero. Assume that f 1 , . . . , f n , g 1 are linearly independent. Both sides of (6.4) depend on g 2 linearly and are linear combinations of g 2 , g
. Both sides are equal to zero if g 2 = f 1 , . . . , f n , g 1 . In both sides, the coefficient of g (n+1) 2 equals Wr t 1 (f 1 , . . . , f n ) Wr t 1 (f 1 , . . . , f n , g 1 ). This implies the lemma.
Lemma 6.5. For a partition λ = (λ 0 λ 1 · · · λ n λ n+1 = 0), we have
Proof. The lemma follows from (6.1).
Lemma 6.6. For a partition λ, the Schur polynomial F λ (t 1 , t) has degree |λ| with respect to t 1 . The coefficient of t |λ| 1 in F λ is a nonzero rational number.
is a partition. This partition will be called the derivative partition of λ at the i-th position.
Lemma 6.7. For a partition λ = (λ 0 λ 1 · · · λ n λ n+1 = 0), we have
where the sum is over all derivative partitions λ i of the partition λ.
Proof. The lemma follows from Lemma 6.5 and formula (6.1).
6.3. Subsets of virtual cardinal zero. Following [SW] , we say that a subset S = {s 0 < s 1 < s 2 < . . . } ⊂ Z is of virtual cardinal zero, if s i = i for all sufficiently large i. Denote S the set of all subsets of virtual cardinal zero.
Lemma 6.8 ( [SW] ). There is a one to one correspondence between elements of S and partitions, given by S ↔ λ where λ i = i − s i .
For a subset S = {s 0 < s 1 < s 2 < . . . } ⊂ Z and an integer k ∈ Z we denote S + k the subset S = {s 0 + k < s 1 + k < s 2 + k < . . . } ⊂ Z.
Let S be a subset of virtual cardinal zero. Let A = {a 1 , . . . , a k } ⊂ Z be a finite subset of distinct integers.
Lemma 6.9. If {a 1 , . . . , a k } ∩ (S + k) = ∅. Then {a 1 , . . . , a k } ∪ (S + k) is a subset of virtual cardinal zero.
To a subset S = {s 0 < s 1 < s 2 < · · · < s n+1 = n + 1 < . . . } of virtual cardinal zero we assign the Schur polynomial of the partition λ given by Lemma 6.8,
Let S be a subset of virtual cardinal zero. Assume that the two-element subset A = {a 1 < a 2 } ⊂ Z is such that A ∩ (S + 1) = ∅. Then the subsets S 1 := {a 1 } ∪ (S + 1), S 2 := {a 2 } ∪ (S + 1), S 3 := S, S 4 = {a 1 + 1, a 2 + 1} ∪ (S + 2) are of virtual cardinal zero, by Lemma 6.9.
Theorem 6.10. We have
Proof. Let S = {s 0 < s 1 < s 2 < · · · < s n+1 = n + 1 < . . . }. We have 6.4. More general Wronskian identities for Schur polynomials. Lemma 6.4 is a particular case of more general Wronskian identities in [MV1] . Namely, fix integers 0 k s and functions g 1 , . . . , g s+1 of t 1 . Let
Lemma 6.11 ([MV1] ). We have
Let W s (i) = Wr t 1 (g 1 , . . . , g i , . . . , g s+1 ) be the Wronskian of all functions except g i .
Lemma 6.12 ([MV1]). We have
If {g 1 , . . . , g s+1 } is an arbitrary subset of the set {h 1 , h 2 , . . . , }, then Lemma 6.5 and Lemmas 6.11, 6.12 give identities for Schur polynomials. For example if k = 2, s = 3 and {g 1 , g 2 , g 3 , g 4 } = {h 4 , h 3 , h 2 , h 1 }, we get: (F (3,3) , F (3,2) , F (3,1) ) = F 2 (4) F (1,1,1,1) , (6.11) Wr t 1 (F (2,1,1) , F (2,2,1) , F (2,2,2) ) = F (4) F
2
(1,1,1,1) . 6.5. KdV subsets. Fix an integer N > 1. We say that a subset S of virtual cardinal zero is a KdV subset if S + N ⊂ S. For example, for any N > 1
is a KdV subset.
Lemma 6.13. Let S be a KdV subset. Then there exists a unique N-element subset A = {a 1 < · · · < a N } ⊂ Z such that S = A ∪ (S + N).
The subset A of the Lemma 6.13 will be called the leading term of S.
Lemma 6.14. The leading term A uniquely determines the KdV subset S, since S is the union of N nonintersecting arithmetic progressions {a i , a i + N, a i + 2N, . . . }, i = 1, . . . , N. If A = {a 1 < · · · < a N } ⊂ Z is the leading term of a KdV subset S, then a i − a j are not divisible by N for all i = j.
For example, for N = 3 and S = {−3 < 0 < 1 < 3 < 4 < . . . }, the leading term is A = {−3, 1, 5} and S is the union of three arithmetic progressions with step 3: {−3, , 0, 3, 6, . . . }, {1, 4, 7, . . . }, and {5, 8, 11, . . . }. For example, let N = 3. For a KdV subset S = {−3 < 0 < 1 < 3 < 4 < . . . } with leading term A = {−3 < 1 < 5}, we have A[1] = {−2 < −1 < 6} and S[1] = {−2 < −1 < 1 < 2 < 4 < 5 < 6 < . . . }.
Lemma 6.17. Let S 1 be a KdV subset with leading term A. Let S 2 be a KdV subset such that S 1 + 1 ⊂ S 2 . Then S 2 is the mutation of S 1 at some element a ∈ A.
Theorem 6.18. Any KdV subset S can be transformed to the KdV subset S ∅ by a sequence of mutations.
Proof. Let A = {a 1 < · · · < a N } be the leading term of S. The number |S| = a N − a 1 will be called the width of S. The width is not less than N − 1. If the width is N − 1, then S = S ∅ by Lemma 6.15.
Assume that |S| > N − 1. Then |S[a N ]| < |S|. Repeating this procedure we will make the width to be equal to N − 1.
Corollary 6.19. If A = {a 1 < · · · < a N } is the leading term of a KdV subset, then
Proof. The leading term of S ∅ has this property and mutations do not change the sum of the elements of the leading term. Theorem 6.20. A subset A = {a 1 < · · · < a N } is the leading term of a KdV subset if and only if equation (6.13) holds and a i − a j is not divisible by N for any i = j.
Proof. The proof is similar to the proof of Theorem 6.18. 6.6. mKdV tuples of subsets. We say that an N-tuple S = (S 1 , . . . , S N ) of KdV subsets is an mKdV tuple of subsets if S i + 1 ⊂ S i+1 for all i, in particular, S N + 1 ⊂ S 1 .
For example, for any N
is an mKdV tuple of subsets.
Lemma 6.21. If S = (S 1 , . . . , S N ) is an mKdV tuple, then for any i, (S i , S i+1 , . . . , S N , S 1 , S 2 , . . . , S i−1 ) is an mKdV tuple of subsets.
Let S be a KdV subset with leading term A = {a 1 < · · · < a N }. Let σ be an element of the permutation group Σ N . Define an N-tuple S S,σ = (S 1 , . . . , S N ) where 6.7. Mutations of mKdV tuples. Let S = (S 1 , . . . , S N ) be an mKdV tuple. By Theorem 6.23, we have S = S S N ,σ for some permutation σ ∈ Σ N . Let A = {a 1 , . . . , a N } be the leading term of S N . Then S i are given by formula (6.14).
Lemma 6.25. For any i = 1, . . . , N, there exists a unique mKdV tuple
which differs from S at the i-th position only.
The mKdV tuple S
(i) will be called the mutation of the mKdV tuple S at the i-th position. Denote w i : S → S (i) the mutation map.
Proof. First assume that i < N. Let s i,i+1 ∈ Σ N be the transposition of i and i + 1. Then
. By formulas (6.16) and (6.14) the mKdV tuple S (i) differs from S at the i-th position only and the i-th term of
The fact that S (i) is unique follows from Theorem 6.23. In order to mutate S at the N-th position, we consider the mKdV tuple (S N , S 1 , . . . , S N −1 ), see Lemma 6.21, and then mutate this tuple at the first position.
Lemma 6.26. Let S = (S 1 , . . . , S N ) be an mKdV tuple. For any i let S (i) = (S 1 , . . . , S i−1 , S i , S i+1 , . . . , S N ) be the mutation at the i-th position. Then the four KdV subsets S i ,S i , S i−1 , S i+1 satisfy the conditions of Theorem 6.10 and
i ,λ i be the partitions corresponding to the KdV subsets Thus we may assume that d < N. Now we will describe a degree decreasing mutation of S which will decreases d by one if d > 1 and which will increase s min if d = 1. That will prove the theorem. Denote S = S N . Then S = S S,σ for some σ ∈ Σ N . Let A = {a 1 < · · · < a N } be the leading term of S.
Lemma 6.29. We have
Since d < N we may choose i such that a σ(i) + i − N = s min < a σ(i+1) + i + 1 − N. Then the mutation w i : S → S (i) decreases d by one if d > 1 and increases s min if d = 1. The theorem is proved.
Corollary 6.30. Let S = (S 1 , . . . , S N ) be an mKdV tuple of subsets such that S = S ∅ . Let (λ 1 , . . . , λ N ) be the corresponding partitions. Then there exists i ∈ {1, . . . , N} such that
For example, let N = 3 and S = (S 1 , S 2 , S 3 ) with (6.20)
Then s min = −2 and the mutation w 2 produces the triple S (2) = (S 1 ,S 2 , S 3 ),S 2 = {0 < 1 < . . . } and decreases s min . 6.8. mKdV tuples and critical points. Let S = (S 1 , . . . , S N ) be an mKdV tuple. Let (λ 1 , . . . , λ N ) be the N-tuple of the corresponding partitions provided by Lemma 6.8. Let (F λ 1 (t 1 , t) , . . . , F λ N (t 1 , t) ) be the corresponding tuple of Schur polynomials.
Theorem 6.31. For a generic fixed t, the tuple (F λ 1 (x, t) , . . . , F λ N (x, t)) of polynomials in x represents a critical point of the master function Φ given by formula (1.1) where the numbers k 1 , . . . , k N are the numbers |λ 1 |,. . . , |λ N |.
For example, if N = 3 and S = (S 1 , S 2 , S 3 ) is given by (6.25), then λ 1 = (1, 1), λ 2 = (2, 1, 1), λ 3 = (1) is the corresponding triple of partitions. For a generic fixed t the triple (F λ 1 (x, t), F λ 2 (x, t), F λ 3 (x, t)) represents a critical point of the master function with 7 variables (u (2, 4, 1) . Proof of Theorem 6.31. For generic fixed t and any i, all roots of F λ i (x, t) are simple and the polynomials F λ i (x, t), F λ i+1 (x, t) do not have common roots, see Corollaries 6.2 and 6.3. For any fixed t the tuple (F λ 1 (x, t) , . . . , F λ N (x, t)) is fertile by Lemma 6.26. Now the theorem follows from Theorem 3.1. 6.9. mKdV tuples and the generation of critical points. Let S = (S 1 , . . . , S N ) be an mKdV tuple. Let (F S 1 (x, t) , . . . , F S N (x, t)) be the corresponding tuple of Schur polynomials. By Lemma 6.6, there exist numbers α 1 , . . . , α N such that
is a tuple of monic polynomials in x depending on parameters t.
Recall that t = (t 2 , t 3 , . . . ) is an infinite sequence of parameters but the tuple y S (x, t) depends only on finitely many of them, say on t S = (t 2 , t 3 , . . . , t d+1 ) for some integer d. We introduce the map
By Theorem 6.27, there exists a sequence J = (j 1 , . . . , j m ), 1 j ℓ N, such that w j 1 w j 2 . . . w jm : S → S ∅ and each mutation w j ℓ : w j ℓ+1 . . . w jm S → w j ℓ . . . w jm S is degree decreasing.
Recall the map
N , the generation of N-tuples of polynomials in x from the tuple y ∅ = (1, . . . , 1) in the J-th direction, defined in Section 3.6.
Theorem 6.32. The map Y S can be induced from the map Y J by a suitable polynomial map
Theorem 6.32 says that every family of critical points provided my Theorem 6.31 appears as a subfamily of critical points generated from the tuple y ∅ .
Proof. The proof is by induction on m. For m = 0 we have
N is the map (pt) → (1, . . . , 1). The map f : C d → (pt) has the property required in the theorem. Now assume that the theorem is proved for the sequenceJ = (j 1 , . . . , j m−1 ). We have the maps x,c) , . . . , y N (x,c)), x,c) , . . . , y jm,0 (x,c) + c m y jm (x,c), . . . , y N (x,c)), see formulas (3.6), (3.12). Recall that y jm,0 is the monic polynomial in x satisfying the equation Wr x (y jm , y jm,0 ) = const y jm−1 y jm+1 (6.22) and such that the coefficient of x deg y jm inỹ jm,0 equals zero, see Section 3.4. We also have the mKdV tuples S = (S 1 , . . . , S N ), S (jm) = (S 1 , . . . ,S jm , . . . , S N ) and the corresponding tuples of monic polynomials in x depending on parameters t S = (t 2 , . . . , t d+1 ), namely,
We know that
We have the maps
By induction assumptions we have a polynomial mapf :
From formulas (6.22), (6.23), it is clear that there exists a unique scalar polynomial f jm (t S ) such that
Then the map f :
) has the required property. The theorem is proved.
6.10. mKdV tuples and differential operators. Let S be a KdV subset with the leading term A = {a 1 < · · · < a N }. Recall the mutations S[a], a ∈ A. These are KdV subsets defined in (6.12).
For a permutation σ ∈ Σ N consider the mKdV tuple S S,σ = (S 1 , . . . , S N ). Recall that S N = S. Consider the corresponding tuple of the Schur polynomials (F S 1 (x, t) , . . . , F S N (x, t)) and the differential operator (6.24)
with respect to x. Here () ′ denotes the derivative with respect to x. The differential operator depends on t as a parameter.
Theorem 6.33. The differential operator D S does not depend on the permutation σ ∈ Σ N . For every fixed t, the rational functions F S[a] (x, t)/F S (x, t), a ∈ A, form a basis of the kernel of D S .
Proof. The first statement of the theorem is a direct corollary of Lemma 5.2 in [MV1] , Theorem 5.3 in [MV1] and Lemma 6.26 in Section 6.7. The second statement follows from Lemma 5.6 in [MV1] .
Example. For N = 3, consider the KdV subset S = {−1 < 0 < 1 < 2 < . . . } with leading term A = {−1 < 0 < 4}. Consider the mKdV triple S S,σ = (S 1 , S 2 , S 3 ) with (σ(1), σ(2), σ(3)) = (2, 3, 1).
form a basis of the kernel of the differential operator (6.25) 6.11. Identities for Schur functions. In Section 6 we proved identities relating the Schur polynomials and their derivatives with respect to t 1 , see formula (6.8), Theorem 6.33, Section 6.4. By formula (6.6), the derivatives of a Schur polynomial can be expressed as a linear combination with integer coefficients of Schur polynomials. Thus, each of those identities can be written as a polynomial relation with integer coefficients for Schur functions. Since the Schur polynomials are the characters of representations of the general linear group, each of such identities can be interpreted as an isomorphism of two representations.
For example, we have W t 1 (F (2,1) , F (0) ) = F (1) F (1) by formula (6.6). This identity can be written as
by formula (6.6) and can be interpreted as the statement that the tensor square of the representation with highest weight (1) is the direct sum of two representations with highest weights (2) and (1, 1).
6.12. Mutations of mKdV tuples and the affine Weyl group W A N−1 . The affine Weyl group W A 1 is generated by elements w 1 , w 2 subject to the relations w 2 1 = w 2 2 = 1. For N > 2, the affine Weyl group W A N−1 is generated by elements w 1 , . . . , w N . We consider the indices of the generators modulo N, in particular, w 0 := w N and w N +1 := w 1 . The relations are w 2 i = 1, w i w i+1 w i = w i+1 w i w i+1 for all i and w i w j = w j w i otherwise. For N > 1, denote S mKdV the set of all mKdV N-tuples. In Section 6.7 we defined the mutation maps w i : S mKdV → S mKdV for i = 1, . . . , N. Following [SW] , let H be the Hilbert space L 2 (S 1 ) with natural orthonormal basis {z j } j∈Z . Let H + be the closure of the span of {z j } j 0 and H − the closure of the span of {z j } j<0 . We have the orthogonal decomposition H = H + ⊕ H − .
Denote Gr 0 (H) the set of all closed subspaces W ⊂ H such that
for some q > 0. Such subspaces can be identified with subspaces
Denote Gr 0,0 (H) the set of all subspaces of virtual dimension zero. A subspace W ∈ Gr 0 (H) has a basis {v j } j 0 consisting of Laurent polynomials. We may assume that the numbers s j = ord v j form a strictly increasing sequence S W = {s 0 < s 1 < s 2 < . . . } and v j are just monomials for sufficiently large j. The assignment W → S W is well-defined. The subset S W will be called the order subset of W . 
For W ∈ Gr 0,0 (H) we may assume that v j = z j for sufficiently large j. We say that a basis {v j } j 0 of W ∈ Gr 0,0 (H) is special if it consists of Laurent polynomials such that v j = z j for sufficiently large j and the numbers s j = ord v j form a strictly increasing sequence.
7.2. Subspaces in Gr 0,0 (H) and subspaces in C [x] . Let W ∈ Gr 0,0 (H). Let S = {s 0 < s 1 < . . . } be the order subset of W . Let λ = (λ 0 λ 1 . . . ) with λ j = j − s j be the corresponding partition. Let n be such that s j = j for j > n and hence λ j = 0 for j > n. Let {v j = i s j v j,i z i } j 0 be a special basis of W such that v j = z j for j > n and v j,i = 0 if i > n and j n.
Introduce the n + 1-dimensional subspace V W,n ⊂ C[x] as the subspace spanned by the polynomials f j,n (x), j = 0, . . . , n, given by the formula
We have deg f j = λ j + n − j for all j. The relation between V W,n and V W,n+1 is given by the formula f j,n+1 (x) = x 0 f j,n (u)du for j = 0, . . . , n, and f n+1,n+1 (x) = 1. (7.4) In other words, V W,n+1 = V W,n dx.
Conversely, let λ = (λ 0 λ 2 . . . ) be a partition and S = {s 0 < s 1 < . . . }, with s j = λ j − j, the corresponding subset of virtual cardinal zero. Let n be such that λ j = 0 for j > n. Denote Gr (λ, n, C[x] ) the variety of all n + 1-dimensional subspaces V ⊂ C [x] such that V has a basis consisting of polynomials f j , j = 0, . . . , n, with deg f j = λ j + n − j.
Denote P = {λ 0 + n, λ 1 + n − 1, . . . , λ n }. Every V ∈ Gr(λ, n, C[x]) has a unique basis (7.5) where v j,n−i are some numbers such that v j,j−λ j = 1 and v j,n−i = 0 if n − i ∈ P − {λ j + n − j}. The variety Gr(λ, n, C[x] ) is an affine space of dimension |λ| with coordinates {v j,n−i }. The basis of V ∈ Gr(λ, n, C[x]) given by (7.5) will be called special.
To every V ∈ Gr(λ, n, C[x]) we assign W V ∈ Gr 0,0 (H) with the basis {v j } j 0 , where
be the affine space of monic polynomials of degree |λ|. It has dimension |λ|. Define the Wronsky map (7.7)
where f 0 , . . . , f n is the special basis of V . It is well-known that Wr λ is a map of finite degree d λ , which is calculated in terms of Schubert calculus or representation theory, see for example, [MTV3] , [S] .
7.3. Tau-functions. For a subspace W ∈ Gr 0,0 (H) with a special basis {v j } j 0 such that v j = z j for j > n, we define the tau-function by the formula (7.8) see [SW] , c.f. (7.1). The tau-function is a polynomial in a finite number of variables t 1 , t. For example, τ H + = 1.
The tau-function is independent of the choice of n and the choice of a special basis up to multiplication of the tau-function by a nonzero number.
Example. Let S = {s 0 < s 1 < . . . } ⊂ Z be a subset of virtual cardinal zero. Let W S be the subspace with basis {z s i } i 0 . Then the tau-function τ W S of W S equals the Schur polynomial
Lemma 7.4. We have
Lemma 7.5. Let W be as in Lemma 7.4. Let the polynomials f 0 , . . . , f n be given by formula (7.3). Then
Proof. The lemma follows from Lemma 7.4 and formula (6.1).
Theorem 7.6. Let λ be a partition, S the corresponding set of virtual cardinal zero, g(x) a polynomial of degree |λ|. Then the set of subspaces W ∈ Gr 0,0 (H), with order subset S and such that τ W (t 1 = x, t = 0) = g(x), is finite. The number of such subspaces (counted with multiplicities) equals d λ .
Properties of tau-functions
Lemma 7.7. Let a subspace W ∈ Gr 0,0 (H) have order set S = {s 0 < s 1 < . . . }. Then
where the sum is over the subsets S ′ of virtual cardinal zero such that S S ′ , F S ′ is the Schur polynomial associated with S ′ , w S ′ is a suitable number, and w S = 0.
Corollary 7.8. We have
+ (low order terms in t 1 ), (7.12) where a is a nonzero number independent of t 1 , t.
We define the normalized tau-function by the formulaτ W = const τ W where the const is chosen so thatτ
+ (low order terms in t 1 ). (7.13) Let S be a subset of virtual cardinal zero. Let A = {a 1 , . . . , a k } ⊂ Z be a finite subset of distinct integers. Assume that {a 1 , . . . , a k } ∩ (S + k) = ∅. Let W ∈ Gr 0,0 (H) be a subspace whose order subset is S. Let v 1 , . . . , v k be Laurent polynomials such that ord v i = a i for i = 1, . . . , k.
Lemma 7.9. The subspace z k W + span v 1 , . . . , v k is an element of Gr 0,0 (H) and {a 1 , . . . , a k } ∪ (S + k) is its order subset.
Let S be a subset of virtual cardinal zero. Assume that the two element subset A = {a 1 < a 2 } ⊂ Z is such that A ∩ (S + 1) = ∅. Let W ∈ Gr 0,0 (H) be a subspace whose order subset is S. Let v 1 , v 2 be Laurent polynomials such that ord v i = a i for i = 1, 2. Then the subspaces
, zv 2 are elements of Gr 0,0 (H), by Lemma 7.9. Theorem 7.10. We have
where const is a nonzero number independent of t 1 , t.
Proof. The proof follows from Lemma 6.4 and is similar to the proof of Theorem 6.10.
Notice that Theorem 6.10 is a particular case of Theorem 7.10. Similarly to Section 6.4, one can obtain more general Wronskian identities for tau-functions from Lemmas 6.11 and 6.12. is an mKdV tuple. Following [SW] consider the group Γ + of holomorphic maps D 0 → C × , where D 0 is the disc {z ∈ C | |z| 1}. The group Γ + acts on Gr mKdV by multiplication operators and induces on Gr mKdV commuting flows (called the mKdV flows) in the following sense: if g = e t k z k ∈ Γ + , where t 1 , t = (t 2 , t 3 , . . . ) are numbers almost all zero, then (gW 1 , . . . , gW N ) is the mKdV tuple obtained from (W 1 , . . . , W N ) by letting it flow for time t k along the k-th mKdV flow for each k.
These flows on Gr mKdV project to the mKdV flows on Miura opers by the following construction. Let W = (W 1 , . . . , W N ) ∈ Gr mKdV . Let (τ W 1 , . . . , τ W N ) be the tuple of the corresponding tau-functions. If g = e t 0 [SW] . Define the Miura oper L W = ∂ + Λ + V by the formula (7.15)
This Miura oper depends on parameters t 1 , t.
Example. Let S = (S 1 , . . . , S N ) be an mKdV tuple of subsets. Then
is an mKdV tuple of subspaces. For this W formula (7.15) takes the form
Theorem 7.15 ( [W] ). For any r ∈ Z >0 , the Miura oper L W satisfies the r-th mKdV equation, see (2.5).
7.7. Properties of mKdV tuples of subspaces.
Lemma 7.17. Let W = (W 1 , . . . , W N ) ∈ Gr mKdV . Let S i be the order subset of W i and S = (S 1 , . . . , S N ). Then S is an mKdV tuple of subsets.
Let W be a KdV subspace with order subset S. Let A = {a 1 < · · · < a N } be the leading term of S. Let v = (v 1 , . . . , v N ) be a tuple of elements of W such that ord v i = a i for all i. Let σ be an element of the permutation group Σ N . Define an N-tuple W W,v,σ = (W 1 , . . . , W N ) of subspaces by the formula Here is another description of mKdV tuples of subspaces. . Thus we get a family of mKdV tuples of subspaces parameterized by points of the projective line P (V 2 /V 0 ). The new tuples are parametrized by points of the affine line A = P (V 2 /V 0 ) − {V 1 /V 0 }. We get a map X (1) : A → Gr mKdV which sends a ∈ A to the corresponding mKdV tuple W
(1) (a) = (W 1 (a), W 2 , . . . , W N ). This map will be called the generation of mKdV tuples from the tuple W in the first direction.
Similarly, for any i = 1, . . . , N, we construct a map X (i) : A → Gr mKdV , where A = P (V i+1 /V i−1 ) − {V i /V i−1 } which sends a ∈ A to the corresponding mKdV tuple W (i) (a) = (W 1 , . . . ,W i (a), . . . , W N ). This map will be called the generation of mKdV tuples of subspaces from the tuple W in the i-th direction.
We will say that the generation in the i-th direction is degree increasing if for any a ∈ A, we have deg (7.19) where const is a number independent of t 1 , t.
Proof. The proof follows from Lemma 6.4 and is similar to the proofs of Theorems 6.10 and 7.10.
Corollary 7.21. For any mKdV tuple W = (W 1 , . . . , W N ) and any fixed t, the tuple (τ W 1 (x, t) , . . . , τ W N (x, t)) of polynomials in x is fertile. 7.9. Normalized generation. If the generation in the i-th direction is degree increasing, then the generation procedure can be normalized as follows. The mapX (i) is independent of the choice of vectors v 0 ,ṽ 0 and the basis {v i } i 1 . This map will be called the normalized generation in the i-th direction.
7.10. Multistep normalized generation in Gr mKdV . Let J = (j 1 , . . . , j m ) be a degree increasing sequence of integers. Starting from the mKdV tuple W ∅ = (H + , . . . , H + ) and J, we will construct by induction on m a map
If J = ∅, the mapX ∅ is the map C 0 = (pt) → W ∅ . If m = 1 and J = (j 1 ), the map X (i 1 ) : C → Gr mKdV is given by formula (7.21) for W = W ∅ and i = j 1 . In this case equations (7.19) and (7.20) take the form Wr t 1 (1, τW i (c) ) = const, andτW i (c) = t 1 + c. Assume that forJ = (j 1 , . . . , j m−1 ), the mapXJ is constructed. To obtainX J we apply the normalized generation procedure in the j m -th direction to every tuple of the image ofXJ . More precisely, ifXJ :c = (c 1 , . . . , c m−1 ) → (W 1 (c) , . . . , W N (c)). Wr t 1 (τ W jm (c) (t 1 , t),τW jm (c,cm) (t 1 , t)) = constτ W jm−1 (c) (t 1 , t)τ W jm+1 (c) (t 1 , t), (7.24) where const is a nonzero integer depending on J only, and τW jm (c,cm) (t 1 , t) =τW jm (c,cm=0) (t 1 , t) + c mτW jm (c) (t 1 , t)). t 1 , t) , . . . ,τW i (c,cm) (t 1 , t), . . . ,τ W N (c) (t 1 , t)) (7.26) 7.12. Transitivity of the generation procedure.
Theorem 7.26. Let W ∈ Gr mKdV be an mKdV tuple of subspaces. Then there exists a degree increasing sequence J = (j 1 , . . . , j m ) and a point c ∈ C m such that W =X J (c).
Proof. Let W = (W 1 , . . . , W N ). Let S = (S 1 , . . . , S N ) be the tuple of the corresponding order subsets. The tuple S is an mKdV tuple of subsets by Lemma 7.17. By Theorem 6.27, there exists j ∈ {1, . . . , N} such that the mutation w j : S → S (j) = (S 1 , . . . ,S j , . . . , S N ) is degree decreasing. Let us consider the generation If J = ∅, thenτ W 1 (t 1 = x, t = 0), . . . ,τ W N (t 1 = x, t = 0)) = (1, . . . , 1). This condition determines W uniquely, W = (H + , . . . , H + ).
Assume that Theorem 7.27 is proved for m − 1. Starting fromW we generate in the j m -th direction the one-parameter familyŴ (s) of tuples in Gr mKdV as explained in Section 7.8. That family has exactly one value s 0 of the parameter s such that deg t 1τŴj m (s 0 ) < deg t 1τWj m .
By induction assumption, we haveŴ (s 0 ) =X J ′ (c ′ ), where J ′ = (j 1 , . . . , j m−1 ). Therefore, W =W .
Corollary 7.28. The points of the set Gr mKdV of mKdV tuples are in one-to-one correspondence with the tuples (y 1 , . . . , y n ) of the population of tuples generated from y ∅ , see Section 3.6. The correspondence is (W 1 , . . . , W n ) → (τ W 1 (t 1 = x, t = 0), . . . ,τ W N (t 1 = x, t = 0)). (7.33) 7.13. Critical points and the population generated from y ∅ .
Theorem 7.29 ( [MV4] ). If a tuple (y 1 , . . . , y N ) represents a critical point of the master function (1.1) for some parameters k 1 , . . . , k N , then (y 1 , . . . , y N ) is a point of the population of tuples generated from y ∅ .
