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1 Introduction
1.1 Pre´sentation
Les EDO singulie`rement perturbe´es servent tre`s souvent de mode`les, no-
tamment en physique quantique (le parame`tre de perturbation ε repre´sentant
alors la constante de Planck ~ des physiciens).
Un exemple classique est l’e´quation de Schro¨dinger unidimensionnelle sta-
tionnaire dans le champ complexe :
ε2
d2Y
dq2
− V (q)Y = 0, (1)
ou` la fonction potentielle V est analytique (par exemple polynomiale).
L’e´tude de telles e´quations conduit de manie`re naturelle a` conside´rer
des solutions formelles (en ε) qu’on appelle de´veloppements BKW (du nom
des physiciens Brillouin, Krammers et Wentzel) ou de´veloppements semi-
classiques.
D’une manie`re ge´ne´rale, ces de´veloppements formels sont divergents, ce
qui conduit alors a` e´tudier leur caracte`re re´surgent ou sommable (de Borel)
par rapport au parame`tre de perturbation ε (ce qu’E´calle appelle re´surgence
quantique ou coe´quationnelle dans [17]).
Les techniques de sommation ont e´te´ largement de´veloppe´es, notamment
graˆce aux travaux de J.P. Ramis ([27], [28] et [29] notamment) et de J. Ecalle
([14], [15], [16] et [17] par exemple), et utilise´es avec succe`s pour retrouver,
a` partir de certains de´veloppements formels, des “vraies” solutions exactes
de l’e´quation conside´re´e. De fait, l’inte´reˆt de la sommation de Borel, notam-
ment dans la me´thode BKW, est immense, tant au niveau mathe´matique
proprement dit (voir [12], [13], [16] ou [35]) qu’au niveau des applications en
physique (voir [5], [7], [32] et [36] par exemple).
Cette me´thode de sommation dans le cadre BKW est souvent qualifie´e d’-
analyse BKW exacte (ou d’analyse semi-classique exacte) et cette exactitude
permet notamment l’obtention, dans certains cas, de formules de connexion
entre les diffe´rentes solutions BKW (voir [35] par exemple).
En ce qui concerne l’aspect re´surgent de tels de´veloppements, il apparaˆıt
que les solutions BKW peuvent eˆtre perc¸ues comme un ve´ritable codage
exact de vraies solutions (voir [11]) et non pas seulement comme de simples
approximations. Le phe´nome`ne de Stokes s’interpre`te alors naturellement
comme discontinuite´ dans de tels codages.
Un the´ore`me d’Ecalle affirme que dans le cas de l’e´quation (1), il existe
toujours une base de solutions BKW formelles re´surgentes, pourvu que le
potentiel V se comporte “suffisamment bien a` l’infini”. Toutefois, de l’avis
des spe´cialistes, ce the´ore`me n’est pas encore comple`tement de´montre´ dans
sa ge´ne´ralite´.
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Notre point de vue s’inscrit dans ce “courant de pense´e”.
Le sujet principal de cet article est l’e´tude de l’e´quation diffe´rentielle ordi-
naire singulie`rement perturbe´e :
d2Φ
dz2
− z
ε2
Φ = F (z)Φ, (2)
ou` F de´signe une fonction holomorphe, au moins au voisinage de l’origine,
et ε est un petit parame`tre complexe.
Remarquons que cette e´quation ne rentre pas dans le champ d’applications
du the´ore`me d’Ecalle pre´ce´demment cite´.
En utilisant les outils de la the´orie BKW exacte, nous allons analyser
les proprie´te´s de re´surgence (parame´trique) d’une classe de solutions BKW
formelles “bien normalise´es”.
Nous discuterons e´galement de leur e´ventuel caracte`re sommable.
En outre, le re´sultat principal de cet article est le the´ore`me suivant :
The´ore`me 1.1. Lorsque F est holomorphe au voisinage de l’origine (re-
spectivement entie`re), il existe une famille de solutions BKW e´le´mentaires
re´surgentes de type Airy local (respectivement de type Airy) Φbkw(z, ε) de
l’e´quation (2),
au sens de la de´finition suivante :
De´finition 1.2. Un symbole re´surgent e´le´mentaire Φ(z, ε) est dit de type
Airy local en (z = 0, ε = 0) (respectivement de type Airy) s’il ve´rifie les
conditions suivantes :
1. son support singulier est inclus dans la courbe alge´brique
C = {(z, ξ), 9ξ2 = 4z3} au voisinage de (z = 0, ε = 0),
2. pour toute direction α, et tout germe de secteur de Stokes (respective-
ment secteur de Stokes) S relatif a` α, toute de´termination du symbole
Φ(z, ε) peut s’e´crire comme la de´composition locale (respectivement
de´composition), pour z ∈ S, d’une fonction confluente (respective-
ment d’une fonction confluente re´surgente) a` support singulier inclus
dans C.
Par ailleurs, l’une de nos motivations est d’appliquer nos re´sultats a`
l’e´quation de Schro¨dinger (1) : en effet, cette dernie`re se rame`ne a` notre
e´quation principale (2) via un changement de variable analytique.
En particulier, nous e´tablissons un the´ore`me local re´surgent de re´duction (au
voisinage d’un point tournant simple) qui affirme que l’e´quation (1) peut se
ramener a` l’e´quation d’Airy :
d2y
ds2
=
s
ε2
y, (3)
(i.e l’e´quation d’Airy est le mode`le local universel pour un point tournant
simple).
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1.2 Contenu
Le papier est organise´ de la manie`re suivante.
Dans un premier temps, nous allons analyser en de´tail dans la section 2
l’e´quation (2) dans le cas ou` F = 0. : l’e´quation (2) n’est alors rien d’autre
que l’e´quation d’Airy, qui va nous servir de mode`le pour l’analyse BKW ex-
acte de l’e´quation (2) dans le cas ge´ne´ral. En particulier, nous y de´finissons
le symbole BKW d’Airy, y rappelons ses proprie´te´s de re´surgence et somma-
bilite´ et analysons en de´tail le phe´nome`ne de Stokes associe´.
Dans la section 3, nous commenc¸ons par l’analyse BKW formelle de
l’e´quation (2) dans le cas ge´ne´ral en montrant l’existence d’une famille de
solutions BKW formelles ”bien normalise´es” de (2).
La section 4 constitue la partie centrale de l’article, ou` nous allons prou-
ver la re´surgence (locale) des solutions BKW formelles e´le´mentaires. La
preuve se fait en deux e´tapes :
1. La premie`re e´tape consiste a` construire dans le cas ou` la fonction F est
holomorphe au voisinage de l’origine (respectivement entie`re) des fonc-
tions confluentes (respectivement fonctions confluentes re´surgentes)
solutions de (2) a` support singulier la courbe alge´brique C = {(z, ξ), 9ξ2 =
4z3}. Cette construction repose essentiellement sur deux ingre´dients :
une quantification de la transformation canonique associe´e a` l’ope´rateur
principal intervenant dans l’e´quation (2), puis la re´solution d’une EDP
singulie`re.
2. La deuxie`me e´tape consiste alors a` de´montrer l’existence d’une famille
de solutions BKW e´le´mentaires qui peuvent eˆtre vues comme la de´composition
locale (respectivement de´composition) dans des germes de secteurs
de Stokes (respectivement secteurs de Stokes) convenables des fonc-
tions confluentes (respectivement fonctions confluentes re´surgentes)
pre´ce´demment construites.
La section 5 est consacre´e aux applications des re´sultats obtenus en
section 4. Un premier paragraphe e´tablit l’existence d’un the´ore`me local
re´surgent de re´duction tandis qu’un deuxie`me paragraphe est consacre´ a` l’-
analyse BKW de l’e´quation de Schro¨dinger (1) induite par celle de notre
e´quation principale (2). Un dernier paragraphe expose quelques extensions
possibles de nos re´sultats.
Enfin, la section 6 expose quelques pistes de recherche de´coulant na-
turellement de notre analyse.
Nous terminons par un appendice qui expose brie`vement quelques no-
tions fondamentales utilise´es dans ce papier.
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1.3 Convention
Dans l’analyse BKW exacte, tous les principaux objets ((pre´)sommation
de Borel, secteurs de Stokes, etc. . .) sont relatifs a` une direction donne´e α,
qui peut eˆtre vue comme un argument.
Dans tout ce qui va suivre, sauf mention contraire, nous supposerons que
α = 0, de sorte que ℜ(ε) > 0 (et |ε| assez petit).
2 Cas de l’e´quation d’Airy
Nous nous concentrons ici sur l’e´quation d’Airy :
d2y
ds2
=
s
ε2
y, (4)
c’est-a`-dire sur l’e´quation (2) lorsque F = 0.
Comme nous l’avons dit, cette e´quation va nous servir de re´fe´rence pour l’-
analyse BKW de l’e´quation (2), du fait que l’ope´rateur principal intervenant
dans (2) est pre´cise´ment celui d’Airy.
Nous rappelons ici les principaux re´sultats connus concernant l’analyse BKW
de l’e´quation d’Airy.
2.1 Aspect formel : le symbole BKW d’Airy
Nous commenc¸ons par introduire une solution BKW formelle ”bien nor-
malise´e” associe´e a` l’e´quation d’Airy :
De´finition 2.1. La solution BKW e´le´mentaire suivante :
Abkw(z, ε) =
e
−2
3
z3/2
ε
z
1
4
(
1 +
+∞∑
n=1
αn(z)ε
n
)
αn(z) =
(
−3
4
)n Γ(n+ 16 )Γ(n+ 56)
2πΓ(n + 1)
z−
3n
2 n ≥ 1.
(5)
sera appele´e le symbole BKW d’Airy.
Le symbole BKW d’Airy satisfait les proprie´te´s fondamentales de re´surgence
et de sommabilite´ (de Borel) suivantes :
Proposition 2.2. Le symbole BKW d’Airy est re´surgent sommable de Borel
en ε−1, a` de´pendance re´gulie`re en z 6= 0.
2.2 Etude du phe´nome`ne de Stokes associe´
Pour cette e´tude, nous renvoyons a` [22, 10, 11, 12] pour plus de de´tails.
Rappelons ici que nous avons fait le choix de prendre la direction α = 0
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comme direction de sommation de Borel.
Les lignes de Stokes et les secteurs de Stokes sont alors ceux dessine´s sur la
figure 1.a.
S
−1
S1S2
0
L1
L0
L
−1
2
3
3
2z
 
λ
Fig. 1.a Fig. 1.b
Fig. 1 – Fig. 1.a : L0, L1 et L−1 sont les lignes de Stokes (dans le z-
plan) associe´es a` la direction α = 0. Les trois secteurs de Stokes sont les
secteurs ouverts connexes borne´s par les lignes de Stokes (en oubliant la
ligne ondule´e). Fig. 1.b : Le contour d’inte´gration dans le ξ-plan. Les lignes
ondule´es sont des coupures.
Tant que z reste dans l’un des secteurs de Stokes, le symbole BKW d’Airy
est sommable de Borel. Par exemple, fixons les conventions suivantes :
Convention : en dessinant une coupure comme sur la Fig. 1.a, nous fixons
la de´termination de z3/2 (resp. z1/4) de sorte que z3/2 (resp. z1/4) est re´el
positif le long de L0. Nous notons A
+
bkw(z, ε) la de´termination de Abkw(z, ε)
ainsi de´finie, et A−bkw(z, ε) := A
+
bkw(z,−ε).
Notation : nous avons vu dans la proposition 2.2 que le symbole BKW
d’Airy A+bkw est sommable de Borel.
Nous noterons par :
A(z, ε) = s0
(
A+bkw
)
(z, ε) (6)
sa somme de Borel.
Rappelons que cette dernie`re est holomorphe en (z, ε), ℜ(ε) > 0 et z ∈ S1
(resp. S−1) et s’e´tend analytiquement en une fonction entie`re en z. En par-
ticulier, A(z, ε) = 2√πε−1/6Airy(zε−2/3), ou` Airy est la fonction d’Airy.
Historiquement, c’est par l’interme´diaire de l’e´quation d’Airy que Stokes
de´couvrit le phe´nome`ne qui porte aujourd’hui son nom (voir son article fon-
dateur de 1857 [33]).
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Il y a plusieurs fac¸ons de de´crire le phe´nome`ne de Stokes : le point de
vue adopte´ ici est de de´crire ce phe´nome`ne comme une rupture dans la
de´composition de la fonction A(z, ε) lors de la traverse´e d’une ligne de
Stokes. Cette rupture est due a` la pre´sence de singularite´s pour le mineur
associe´ a` A(z, ε).
Pre´cisons les choses.
La sommabilite´ de Borel induit une correspondance bijective entre un
de´veloppement formel et sa somme de Borel de sorte que nous pouvons
associer a` A sa de´composition A+bkw pour z ∈ S1 (resp. S−1) :
A(z, ε) σS1−→ A+bkw(z, ε).(
resp. A(z, ε) σS−1−→ A+bkw(z, ε).
) (7)
Le fait que la de´composition de A(z, ε) dans S1 et S−1 est donne´e par le
meˆme de´veloppement formel, ou autrement dit, que la sommation de Borel
et prolongement analytique en z commutent encore lorsque l’on franchit la
ligne de Stokes L0, est duˆ au fait que le symbole BKW d’Airy A
+
bkw est
re´cessif le long de L0 (avec la de´termination pre´ce´demment choisie pour
z3/2).
En revanche, ce n’est plus vrai lorsque, venant de S1 (resp. S−1) l’on traverse
la ligne de Stokes L1 (resp. L−1) : pour z sur ces lignes, un phe´nome`ne de
Stokes apparaˆıt, et ce dernier est comple`tement de´crit par l’action de la
de´rivation e´trange`re suivante :
∆˙− 4
3
z3/2A
+
bkw(z, ε) = ℓA
+
bkw(z, ε) = −iA−bkw(z, ε) (8)
ou` ℓ est le prolongement analytique en z autour de 0 dans le sens trigonome´trique.
Cela signifie que la de´composition de A pour z ∈ S2 (disons) devient :
A(z, ε) σS2−→ A+bkw(z, ε) − ℓA+bkw(z, ε) = A+bkw(z, ε) + iA−bkw(z, ε) (9)
De meˆme, pour z ∈ L0, nous avons :
∆˙+ 4
3
z3/2A
−
bkw(z, ε) = ℓA
−
bkw(z, ε) = −iA+bkw(z, ε). (10)
La pre´sence de ces deux singularite´s (mobiles avec z) pour le mineur as-
socie´ a` A(z, ε) se traduit e´galement naturellement en termes de lieu singulier
d’un majeur.
En effet, la somme de Borel de Abkw pour z ∈ S1 (disons) peut eˆtre de´finie
comme une inte´grale,
s0 (Abkw) (z, ε) =
∫
λ
e−
1
ε
ξ
∨
Abkw (z, ξ) dξ. (11)
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ou`
∨
Abkw (z, ξ) est un majeur associe´ au symbole BKW d’Airy. Ce majeur
est holomorphe sur le reveˆtement universel de C2\C, ou` le support singulier
C est la courbe alge´brique C = {(z, ξ), 9ξ2 = 4z3}. Le contour d’inte´gration
λ est dessine´ sur la figure 1.b pour z ∈ S1, et sa de´formation pour z ∈ S2
apre`s la traverse´e de la ligne de Stokes L1 est dessine´e sur la figure 2.
2
3
3
2z
3
2z23
Fig. 2 – Effet du phe´nome`ne de Stokes de´crit par (8) en termes de la
de´formation du contour d’inte´gration pour la somme de Borel (11).
Notons pour terminer que la repre´sentation inte´grale (11) ci-dessus peut
eˆtre de´duite de la repre´sentation usuelle pour la fonction d’Airy, plus pre´cise´ment
(a` un facteur de normalisation pre`s) :∫
e−
1
ε
S(z,ẑ) dẑ ou` S(z, ẑ) = zẑ − 1
3
ẑ3. (12)
Notre analyse dans la section 4 sera base´e sur une extension de cette repre´sentation
inte´grale.
3 Analyse BKW formelle dans le cas ge´ne´ral
Nous nous focalisons maintenant sur l’e´quation :
d2Φ
dz2
− z
ε2
Φ = F (z)Φ, (13)
en supposant de´sormais que F est une fonction analytique au voisinage de
l’origine quelconque.
Nous nous inte´ressons tout d’abord au proble`me de l’existence de solutions
BKW formelles de l’e´quation (2) (de manie`re analogue a` la section 2).
3.1 Existence de solutions BKW formelles
Etant donne´ que l’ope´rateur principal apparaissant dans l’e´quation (2)
est celui d’Airy, il est naturel de rechercher des solutions BKW formelles de
la meˆme forme que celle du symbole BKW d’Airy.
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Ceci nous conduit a` la proposition suivante (dont la de´monstration est
imme´diate) :
Proposition 3.1. Il existe des solutions BKW formelles de l’e´quation (2)
de la forme :
Φbkw(z, ε) =
e
−2
3
z3/2
ε
z
1
4
(1 + g1(z)ε
1 + g2(z)ε
2 + · · · ). (14)
Dans ce cas, les fonctions gn ve´rifient les e´quations (diffe´rentielles) de trans-
port suivantes :
32z5/2
dg1
dz
+ 16z2F (z)− 5 = 0
32z5/2
dgn+1
dz
− 16z2 d
2gn
dz2
+ 8z
dgn
dz
+
(
16z2F (z)− 5) gn = 0, n ≥ 1.
(15)
Bien e´videmment, le de´veloppement (14), qui est multivalue´ en z, de´pend
du choix de la de´termination pour z3/2 (de meˆme que pour z
1
4 ).
Puisque l’e´quation (13) est invariante sous l’action de ε 7→ −ε, nous en
de´duisons que
Φbkw(z,−ε) (16)
est une autre solution BKW formelle, et que de plus {Φbkw(z, ε),Φbkw(z,−ε)}
de´finit une base de solutions BKW formelles pour l’e´quation (13).
3.2 Solutions BKW e´le´mentaires
Nous voudrions obtenir une normalisation analogue a` celle adopte´e pour
le symbole BKW d’Airy.
Pour cela, il est inte´ressant d’utiliser une autre repre´sentation de ces de´veloppements
BKW. En e´crivant Φbkw(z, ε) sous la forme
Φbkw(z, ε) = exp
(
−1
ε
∫ z
P (t, ε)dt
)
, (17)
l’e´quation (13) devient :
1
ε
dP
dz
+
1
ε2
(
z − P 2)+ F (z) = 0. (18)
Cela signifie que si
P (z, ε) =
∑
n≥0
pn(z)ε
n (19)
10
alors : 
p20 = z
2p0p1 =
dp0
dz
2p0p2 =
dp1
dz
− p21 + F (z)
2p0pn+1 =
dpn
dz
−
∑
1≤j≤n
pjpn+1−j, n ≥ 2.
(20)
Nous montrons facilement par re´currence que :
p0(z) = z
1
2
p1(z) =
1
4z
pn(z) ∈ z−
3n−1
2 C{z}, n ≥ 2.
(21)
En introduisant la de´composition P = Ppair+Pimpair,

Ppair =
∑
k≥0
p2kε
2k
Pimpair =
∑
k≥0
p2k+1ε
2k+1
,
nous de´duisons de (18) que Pimpair =
ε
2
P ′pair
Ppair
ou` P ′pair =
dPpair
dz
. Par
conse´quent, nous avons la repre´sentation :
Φbkw(z, ε) =
C(ε)√
Ppair(t, ε)
exp
(
−1
ε
∫ z
Ppair(t, ε)dt
)
, avec C(ε) ∈ C[[ε]].
(22)
Proposition 3.2. Les solutions BKW formelles (14) de (13) peuvent eˆtre
normalise´es de telle manie`re que pour tout n ≥ 0, gn(z) ∈ z−
3n
2 C{z}.
De´monstration. Pour n = 1, nous de´duisons de (15) que g1(z) = h1(z) +
Cste, ou` h1(z) ∈ z− 32C{z} tandis que Cste est un nombre complexe quel-
conque. En choisissant Cste = 0, cela fournit le re´sultat.
Maintenant, pour un n ≥ 1 fixe´, nous supposons que gn(z) ∈ z−
3n
2 C{z}. De
(15) nous tirons :
gn+1(z) = − 1
32
∫
Hn(z) dz,
ou`
Hn(z) =
−16z2g′′n(z) + 8zg′n(z) +
(
16z2F (z) − 5) gn(z)
z5/2
∈ z− 3n+52 C{z}.
Si n est pair, nous obtenons que gn+1(z) = hn+1(z) + Cste, ou` hn+1(z) ∈
z−
3n+3
2 C{z}. En choisissant Cste = 0 pour la constante d’inte´gration, cela
donne le re´sultat. Si n est impair, un ln(z) pourrait a priori apparaˆıtre
par inte´gration, mais cela serait en contradiction avec la repre´sentation
e´quivalente (22) et la proprie´te´ (21).
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De´finition 3.3. Les solutions BKW formelles de´crites dans la proposition
3.2 seront appele´es les solutions BKW e´le´mentaires de l’e´quation (13).
4 Re´surgence des solutions BKW e´le´mentaires
4.1 Construction de fonctions confluentes
Nous revenons maintenant aux solutions BKW e´le´mentaires de´crites
dans la proposition 3.2. Nous voudrions “re´aliser” le the´ore`me de Borel-
Ritt, c’est-a`-dire construire des fonctions analytiques dont l’asymptotique
est gouverne´e par (au moins une famille de) ces symboles BKW e´le´mentaires.
Le point de vue est donc ici ”inverse” par rapport au cas d’Airy :
nous ne partons pas d’objets formels pour en de´duire des fonctions ana-
lytiques par (pre´)sommation mais au contraire nous voulons partir de fonc-
tions confluentes (respectivement confluentes re´surgentes) et de´duire nos ob-
jets formels (plus pre´cise´ment une famille de symboles BKW e´le´mentaires)
par de´composition dans des germes de secteurs de Stokes (respectivement
secteurs de Stokes) convenables. Ce point de vue ”inverse” est en effet
souvent plus commode lorsque l’on manipule des objets de´pendant ana-
lytiquement d’un parame`tre (typiquement lorsqu’on e´tudie la re´surgence
parame´trique d’objets formels).
4.1.1 Repre´sentation de type Laplace
Puisque le symbole principal p2 − z de l’ope´rateur de´finissant l’e´quation
(13) est simplement l’ope´rateur d’Airy, en nous inspirant des deux diffe´rentes
repre´sentations de la somme de Borel du symbole BKW d’Airy, nous pou-
vons rechercher de telles solutions analytiques sous deux formes :
1. Une premie`re piste est de partir de la repre´sentation (12) ci-dessus,
en pensant S(z, ẑ) = zẑ − 1
3
ẑ3 comme une fonction ge´ne´ratrice de la
transformation canonique (p, z)↔ (p̂, ẑ) dans l’espace cotangent, dont
l’effet est de redresser la sous-varie´te´ Lagrangienne p̂ = p2 − z = 0.
Cette piste de recherche nous ame`ne a` conside´rer, comme dans [25],
la quantification de la transformation canonique, i.e rechercher des
solutions de la forme :
Φ(z, ε) =
∫
e−
1
ε
S(z,ẑ)ϕ˜(ẑ, ε) dẑ. (23)
2. Une seconde piste est de rechercher des solutions de (13) de´finies
comme somme de Borel, i.e :
Φ(z, ε) =
∫
e−
1
ε
ξ
∨
Φ (z, ξ) dξ, (24)
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ou`
∨
Φ (z, ξ) doit eˆtre un majeur d’une microfonction confluente conven-
able (au sens de´veloppe´ dans l’appendice A). Ce que nous entendons
par “convenable” est la chose suivante : dans la repre´sentation inte´grale
(24), en de´rivant sous le signe somme et en inte´grant formellement par
parties, nous traduisons le fait que Φ est solution de (13) par le fait
de demander a`
∨
Φ de satisfaire l’e´quation :
∂2
∨
Φ
∂z2
− z ∂
2
∨
Φ
∂ξ2
= F (z)
∨
Φ . (25)
Au lieu de rechercher directement des solutions pour l’EDP (25), nous al-
lons combiner les deux ide´es pre´ce´dentes lie´es aux repre´sentations inte´grales
(23) et (24).
En faisant dans (24) le changement de variable ξ ↔ ẑ de´fini par ξ = S(z, ẑ),
nous obtenons la repre´sentation inte´grale :
Φ(z, ε) =
∫
γ
e−
1
ε
S(z,ẑ)Ψ(z, ẑ) dẑ,
∨
Φ (z, ξ)
∣∣
ξ = S(z, ẑ) =
Ψ(z, ẑ)
z − ẑ2 , (26)
ou` le chemin d’inte´gration γ est, pour l’instant, vu comme un chemin sans
fin, allant a` l’infini dans les zones ou` ℜ(1
ε
S(z, ẑ)
)→ +∞.
En posant Ψ˜(z, ẑ) =
∨
Φ (z, ξ), nous de´duisons facilement de (25) que Ψ˜ doit
eˆtre solution de l’EDP line´aire suivante :
∂2Ψ˜
∂z2
− 2ẑ
z − ẑ2
∂2Ψ˜
∂z∂ẑ
− 1
z − ẑ2
∂2Ψ˜
∂ẑ2
= F (z)Ψ˜. (27)
4.1.2 Re´solution de l’EDP singulie`re associe´e
Deux exemples
– Lorsque F (z) = λ2, λ ∈ C, nous montrons facilement que
Ψ˜(z, ẑ) =
e±λ(z−ẑ2)
z − ẑ2 (28)
sont solutions particulie`res de (27). En choisissant dans (26) des con-
tours d’inte´gration convenables γ, nous obtenons ainsi une base de
solutions re´surgentes de (13) de la forme :
Φ(z, ε) =
∫
γ
e−
1
ε
S(z,ẑ)Ψ(z, ẑ) dẑ, Ψ(z, ẑ) = e±λ(z−ẑ
2). (29)
– Lorsque F (z) = λ2z, λ ∈ C, des solutions particulie`res de (27) sont
donne´es par
Ψ˜(z, ẑ) =
e±
1
3
λ(z−ẑ2)√4z−ẑ2
z − ẑ2 , (30)
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qui, par line´arite´, fournissent des solutions de (13) de la forme :
Φ(z, ε) =
∫
γ
e−
1
ε
S(z,ẑ)Ψ(z, ẑ) dẑ, Ψ(z, ẑ) = cosh
(
1
3
λ(z − ẑ2)
√
4z − ẑ2
)
.
(31)
Notons que Ψ(z, ẑ) est holomorphe pour (z, ẑ) ∈ C2, et que cette
inte´grale converge pour |ε| assez petit (pour un choix convenable de
γ).
Re´solution dans le cas ge´ne´ral Dans la repre´sentation inte´grale (26),
ayant en teˆte la me´thode du col, nous demandons a` la fonction Ψ(z, ẑ)
d’eˆtre holomorphe au voisinage du lieu
∂S(z, ẑ)
∂ẑ
= 0 de´finissant les points
cols. Puisque
∂S(z, ẑ)
∂ẑ
= z − ẑ2, nous introduisons la transformation :

(z, ẑ)↔ (z, x = z − ẑ2)
ψ(z, x) := Ψ(z, ẑ) = Ψ˜(z, ẑ)(z − ẑ2).
(32)
Par cette transformation, l’e´quation (27) se traduit pour ψ en l’e´quation
suivante :
x2
∂2ψ
∂x2
+ (4xz − 2x2) ∂
2ψ
∂x∂z
+ x2
∂2ψ
∂z2
+ (2x− 4z)∂ψ
∂z
− x2F (z)ψ = 0. (33)
Nous allons maintenant rechercher des solutions holomorphes de l’e´quation
(33) pour x au voisinage de ze´ro (et z proche de 0 e´galement).
Etant donne´ que dans l’e´quation (33), x = 0 est un point singulier, le re´sultat
est non trivial car il ne peut de´couler simplement du the´ore`me de Cauchy-
Kovalevska.
Nous allons d’abord commencer par regarder l’existence de solutions
formelles pour (33) de la forme
ψ(z, x) =
∑
n≥0
an(z)x
n. (34)
Lemme 4.1. Soit h(z) une fonction holomorphe au voisinage de l’origine.
Alors il existe un unique de´veloppement formel ψ(z, x) =
∑
n≥0
an(z)x
n solu-
tion de (33) tel que les an(z) soient des fonctions holomorphes au voisinage
de z = 0, avec {
a0(z) = 1
a1(z) = h(z).
(35)
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Dans ce cas, nous avons de plus, pour n ≥ 2 :
an(z) =
1
n− 1
∫ 1
0
un−1
(
−a′′n−2(u4z)+2(n−2)a′n−1(u4z)+F (u4z)an−2(u4z)
)
du
(36)
De´monstration. En remplac¸ant ψ(z, x) par (34) dans l’e´quation (33), et en
identifiant les puissances de x, nous obtenons le syste`me suivant :
∂a0
∂z
= 0
4z
∂an
∂z
+ nan =
1
n− 1
(
−∂
2an−2
∂z2
+ 2(n − 2)∂an−1
∂z
+ F (z)an−2
)
, pour n ≥ 2.
(37)
Il suffit alors d’inte´grer l’e´quation (37) en tenant compte du fait que les an
doivent eˆtre holomorphes au voisinage de z = 0.
Nous avons de´montre´ au lemme 4.1 l’existence d’une famille de solutions
formelles de (33).
A notre connaissance, les the´ories classiques (voir [19, 23]) pour analyser
la convergence de ces solutions formelles de l’EDP singulie`re (33) ne s’ap-
pliquent pas dans notre cas.
Afin de montrer la convergence, nous allons utiliser le re´sultat suivant :
Lemme 4.2. La se´rie formelle donne´e au lemme 4.1 repre´sente la se´rie de
Taylor d’une fonction holomorphe ψ(z, x) au voisinage de (z, x) = (0, 0) si
et seulement si ϕ(z, x) :=
ψ(z, x)
x
− 1
x
satisfait l’e´quation inte´grale suivante :
ϕ(z, x) = h(z) +
∫ 1
0
du
∫ ux
0
dtF (zu4) + 2x
∫ 1
0
u∂1ϕ(zu
4, ux)du
−
∫ 1
0
du
∫ ux
0
dt
(
t∂21ϕ(zu
4, t) + 2∂1ϕ(zu
4, t)− tF (zu4)ϕ(zu4, t)
)
,
(38)
ou` ∂21ϕ :=
∂2ϕ
∂z2
et ∂1ϕ :=
∂ϕ
∂z
.
De´monstration. Nous conside´rons la se´rie ψ(z, x) =
∑
n≥0
an(z)x
n donne´e par
le lemme 4.1, en supposant la convergence.
Comme
∫ x
0
xn−21 dx1 =
xn−1
n− 1, nous pouvons e´crire, pour u ∈ [0, 1] et (z, x)
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dans un voisinage de l’origine,
−
∑
n≥2
un−1
n− 1a
′′
n−2(zu
4)xn = −x
∑
n≥2
un−1a′′n−2(zu
4)
∫ x
0
xn−21 dx1
= −xu
∫ x
0
∑
n≥2
a′′n−2(zu
4)(ux1)
n−2 dx1
= −xu
∫ x
0
∑
n≥0
a′′n(zu
4)(ux1)
n dx1
= −xu
∫ x
0
∂21ψ(zu
4, ux1) dx1
= −x
∫ ux
0
∂21ψ(zu
4, t) dt,
ou` nous avons utilise´ a0(z) = 1 (voir (35)). Par conse´quent,∑
n≥2
(∫ 1
0
(
un−1
n− 1 − a
′′
n−2(zu
4)
)
du
)
xn = −x
∫ 1
0
du
∫ ux
0
∂21ψ(zu
4, t) dt.
(39)
Par ailleurs, nous avons :∑
n≥2
un−1
n− 1F (zu
4)an−2(zu4)xn = x
∑
n≥2
un−1F (zu4)an−2(zu4)
∫ x
0
xn−21 dx1
= ux
∫ x
0
∑
n≥2
F (zu4)an−2(zu4)(ux1)n−2 dx1
= ux
∫ x
0
∑
n≥0
F (zu4)an(zu
4)(ux1)
n dx1
= ux
∫ x
0
F (zu4)ψ(zu4, ux1) dx1
= x
∫ ux
0
F (zu4)ψ(zu4, t) dt,
de sorte que∑
n≥2
(∫ 1
0
(
un−1
n− 1F (zu
4)an−2(zu4)
)
du
)
xn = x
∫ 1
0
du
∫ ux
0
F (zu4)ψ(zu4, t) dt.
(40)
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Enfin, nous avons∑
n≥2
2(n− 2) u
n−1
n − 1a
′
n−1(zu
4)xn =
∑
n≥2
2un−1a′n−1(zu
4)xn − 2x
∑
n≥2
a′n−1(zu
4)un−1
xn−1
n− 1
= 2x
∑
n≥0
a′n(zu
4)(ux)n − 2x
∑
n≥2
un−1a′n−1(zu
4)
∫ x
0
xn−21 dx1
= 2x∂1ψ(zu
4, ux)− 2x
∫ x
0
∑
n≥2
a′n−1(zu
4)(ux1)
n−1 dx1
x1
et par suite∑
n≥2
2(n− 2) u
n−1
n − 1a
′
n−1(zu
4)xn = 2x∂1ψ(zu
4, ux)− 2x
∫ x
0
∑
n≥0
a′n(zu
4)(ux1)
n dx1
x1
= 2x∂1ψ(zu
4, ux)− 2x
∫ x
0
∂1ψ(zu
4, ux1)
dx1
x1
= 2x∂1ψ(zu
4, ux)− 2x
∫ ux
0
∂1ψ(zu
4, t)
dt
t
,
ou` nous avons utilise´ a0(z) = 1 (voir (35)). Par conse´quent,∑
n≥2
(∫ 1
0
(
un−1
n− 12(n− 2)a
′
n−1(zu
4)
)
du
)
xn
= 2x
∫ 1
0
∂1ψ(zu
4, ux)du− 2x
∫ 1
0
∫ ux
0
∂1ψ(zu
4, t)
dt
t
du. (41)
Maintenant en utilisant (35) et (36), nous de´duisons de (39), (40) et (41)
que :
ψ(z, x) = 1 + h(z)x+
∑
n≥2
an(z)x
n
= 1 + h(z)x− x
∫ 1
0
du
∫ ux
0
∂21ψ(zu
4, t) dt+ x
∫ 1
0
du
∫ ux
0
F (zu4)ψ(zu4, t) dt
+2x
∫ 1
0
∂1ψ(zu
4, ux)du− 2x
∫ 1
0
du
∫ ux
0
∂1ψ(zu
4, t)
dt
t
.
En se rappelant que ϕ(z, x) :=
ψ(z, x)
x
− 1
x
, cela nous donne (38).
Le lemme 4.2 va nous permettre de prouver la convergence des de´veloppements
formels de´finis dans le lemme 4.1. A cet effet, introduisons une de´finition.
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De´finition 4.3. Si W est un ouvert borne´ de Cn, n ≥ 1, et E espace de
Banach, nous notons par H(W,E) l’espace des fonctions f : Z 7→ f(Z) ∈ E
qui sont continues pour Z ∈W et holomorphes dans W .
Nous rappelons le re´sultat classique suivant :
Proposition 4.4. Soit W un ouvert borne´ de Cn, n ≥ 1, et E un espace de
Banach. Nous munissons l’espace H(W,E) de la norme du maximum :
‖f‖W = sup
Z∈W
|f(Z)|.
Alors (H(W,E), ‖.‖W ) est un espace de Banach.
Dans toute la suite, D(0, l) ⊂ C de´signe le disque ouvert centre´ en 0 de
rayon l > 0.
The´ore`me 4.5. Soit R > 0, r1 > 0 et r0 tel que 0 < r0 < r1. Notons
d0 = r1 − r0.
Supposons que F ∈ H(D(0, r1),C) et h ∈ H(D(0, r1),C). Posons r′ =
min
{
3r1
2e
(
− 1 +
√
1 +
4r0d0
9er21
)
, R
}
.
Alors, il existe une unique fonction holomorphe ψ(z, x) au voisinage de (0, 0)
solution de l’e´quation (33), et satisfaisant les conditions initiales suivantes :
ψ(z, 0) = 1
∂ψ
∂x
(z, 0) = h(z).
(42)
De plus, ψ(z, x) s’e´tend analytiquement sur D(0, r1)×D(0, r′).
De´monstration. La preuve est inspire´e plus ou moins de techniques stan-
dards (voir, par exemple, [34], §17).
1. Pour 0 ≤ s ≤ 1 nous notons Us := D(0, rs) avec rs := r0 + sd0.
2. Pour u ∈ [0, 1] et x ∈ D(0, R) nous introduisons les fonctions T :
(u, x) 7→ T (u, x) et L : (u, x) 7→ L(u, x) de´finies par
T (u, x) : ψ(z) 7→ ∂1ψ(zu4)
L(u, x) : ψ(z) 7→ x∂2ψ(zu4) + 2T (u, x)ψ(z) − xF (zu4)ψ(zu4).
(43)
Nous voyons T (u, x) et L(u, x) comme des ope´rateurs line´aires agis-
sant sur l’espace de Banach H(Us,C) et a` valeurs dans H(Us′ ,C),
T (u, x), L(u, x) : H(Us,C)→ H(Us′ ,C), ou` 0 ≤ s′ < s ≤ 1.
Par les formules de Cauchy,
∂1ψ(zu4) =
1
2iπ
∮
ψ(t)
(t− zu4)2dt
∂2ψ(zu4) =
2
2iπ
∮
ψ(t)
(t− zu4)3dt,
(44)
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ou` nous inte´grons dans le sens direct sur un cercle centre´ en zu4. Etant
donne´ que rs − u4rs′ = (1− u4)r0 + (s− u4s′)d0, nous avons :
‖∂1ψ(u)‖us′ ≤
‖ψ‖us
(1− u4)r0 + (s− u4s′)d0
‖∂2ψ(u)‖us′ ≤
2‖ψ‖us(
(1− u4)r0 + (s− u4s′)d0
)2 ,
(45)
ou` ∂iψ(u) : z 7→ ∂iψ(zu4), avec i = 1, 2. Par suite, pour tout (u, x) ∈
[0, 1] ×D(0, R), nous avons :
‖T (u, x)ψ‖us′ ≤
‖ψ‖us
(1− u4)r0 + (s− u4s′)d0
‖L(u, x)ψ‖us′ ≤
2|x|‖ψ‖us(
(1− u4)r0 + (s− u4s′)d0
)2 + 2‖ψ‖us(1− u4)r0 + (s− u4s′)d0
+|x|‖F‖D(0,r1)‖ψ‖us
(46)
3. Introduisons maintenant :
θ0(x) := z 7→ h(z) +
∫ 1
0
du
∫ ux
0
F (zu4) dt
θk+1(x) = θ0(x) + 2x
∫ 1
0
uT (u, x)θk(ux) du−
∫ 1
0
du
∫ ux
0
L(u, t)θk(t) dt, k ≥ 0.
(47)
Evidemment (47) de´finit une suite (θk)k de fonctions holomorphes en
x ∈ D(0, R), continues pour x ∈ D(0, R), a` valeurs dans H(Us,C),i.e
pour tout 0 ≤ s < 1 :
∀k ≥ 0, θk ∈ H
(
D(0, R),H(Us,C)
)
. (48)
Posons e´galement :
δ0(x) := θ0(x)
δk+1(x) := θk+1(x)− θk(x)
= 2x
∫ 1
0
uT (u, x)δk(ux) du−
∫ 1
0
du
∫ ux
0
L(u, t)δk(t) dt, k ≥ 0.
(49)
Observons dans un premier temps que, pour tout 0 ≤ s < 1, et tout
x ∈ D(0, R),
‖δ0(x)‖Us ≤M, avec M = ‖h‖D(0,r1) +
R
2
‖F‖D(0,r1). (50)
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Nous allons alors montrer le lemme suivant
Lemme 4.6. Pour tout 0 ≤ s < 1, pour tout k ∈ N et tout x ∈
D(0, R),
‖δk(x)‖Us ≤M
(e|x|(αk|x|+ β)
r0d0(1− s)
)k
, (51)
avec αk = 1 +
r0d0(1− s)‖F‖D(0,r1)
k
et β = 3r1.
De´monstration. Nous proce´dons par re´currence sur k.
Le cas k = 0 est donne´ par (50).
Supposons maintenant que (51) soit satisfaite pour un k ∈ N donne´ et
pour tout 0 ≤ s < 1.
Pour tout 0 ≤ s′ < s < 1, nous de´duisons de (49) et (46) que :
‖δk+1(x)‖Us′ ≤ 2|x|
∫ 1
0
u‖δk(ux)‖Us
(1− u4)r0 + (s− u4s′)d0 du
+
∫ 1
0
du
∫ u|x|
0
(
2t(
(1− u4)r0 + (s− u4s′)d0
)2+ 2(1− u4)r0 + (s− u4s′)d0
+t‖F‖D(0,r1)
)
‖δk(t)‖Us dt. (52)
Par l’hypothe`se de re´currence faite sur δk(x), nous avons alors :
I1 = 2|x|
∫ 1
0
u‖δk(ux)‖Us
(1− u4)r0 + (s − u4s′)d0 du
≤ 2Me
k(
r0d0(1− s)
)k ∫ 1
0
(u|x|)k+1(αku|x|+ β)k
(1− u4)r0 + (s − u4s′)d0 du
≤ 2Me
k|x|k+1(αk|x|+ β)k(
r0d0(1− s)
)k ∫ 1
0
uk+1
(1− u4)r0 + (s− u4s′)d0 du.
Or, nous avons la majoration suivante :∫ 1
0
uk+1
(1− u4)r0 + (s− u4s′)d0 du ≤
1
d0(s− s′)
∫ 1
0
uk+1du ≤ 1
(k + 1)d0(s − s′) .
Par suite, nous en de´duisons que :
I1 ≤ Me
k(αk|x|+ β)k|x|k+1
(k + 1)
(
r0d0(1− s)
)k ( 2r1r0d0(s− s′)
)
. (53)
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De meˆme, nous avons :
I2 =
∫ 1
0
du
∫ u|x|
0
2t‖δk(t)‖Us(
(1− u4)r0 + (s− u4s′)d0
)2 dt
≤ 2Me
k(αk|x|+ β)k(
r0d0(1− s)
)k ∫ 1
0
du
∫ u|x|
0
tk+1(
(1− u4)r0 + (s − u4s′)d0
)2 dt
≤ 2Me
k|x|k+2(αk|x|+ β)k
(k + 1)
(
r0d0(1− s)
)k ∫ 1
0
uk+1(
(1− u4)r0 + (s− u4s′)d0
)2 du.
Or, nous avons la majoration suivante :∫ 1
0
uk+1(
(1− u4)r0 + (s− u4s′d0
)2 du ≤ ∫ 1
0
u(
(1− u2)r0 + (s− u2s′)d0
)2 du ≤ 12r0d0(s− s′) .
Par suite, nous en de´duisons que :
I2 ≤ Me
k(αk|x|+ β)k|x|k+2
(k + 1)
(
(r0d0(1− s)
)k ( 1r0d0(s− s′)
)
. (54)
Par ailleurs, nous avons e´galement :
I3 = 2
∫ 1
0
du
∫ u|x|
0
‖δk(t)‖Us
(1− u4)r0 + (s− u4s′)d0 dt
≤ 2Me
k(αk|x|+ β)k(
r0d0(1− s)
)k ∫ 1
0
du
∫ u|x|
0
tk
(1− u4)r0 + (s− u4s′)d0 dt
≤ 2Me
k(αk|x|+ β)k|x|k+1
(k + 1)
(
r0d0(1− s)
)k ∫ 1
0
uk+1
(1− u4)r0 + (s− u4s′)d0 du.
Or, nous avons les majorations suivantes :∫ 1
0
uk+1
(1− u4)r0 + (s− u4s′)d0 du ≤
∫ 1
0
u
(1− u2)r0 + (s− u2s′)d0 du,
d’ou`∫ 1
0
uk+1
(1− u4)r0 + (s− u4s′)d0 du ≤
1
2(r0 + s′d0)
ln
( r0 + sd0
d0(s− s′)
) ≤ r1
2r0d0(s− s′) .
Par suite, nous en de´duisons que :
I3 ≤ Me
k(αk|x|+ β)k|x|k+1
(k + 1)
(
r0d0(1− s)
)k ( r1r0d0(s− s′)
)
. (55)
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Enfin, nous avons :
I4 =
∫ 1
0
du
∫ u|x|
0
t‖F‖D(0,r1)‖δk(t)‖Us dt
≤ Me
k(αk|x|+ β)k‖F‖D(0,r1)(
r0d0(1− s)
)k ∫ 1
0
du
∫ u|x|
0
tk+1 dt
≤ Me
k|x|k+2(αk|x|+ β)k‖F‖D(0,r1)
(k + 1)
(
r0d0(1− s)
)k
d’ou` :
I4 ≤ Me
k(αk|x|+ β)k|x|k+2
(k + 1)
(
r0d0(1− s)
)k (r0d0(s− s′)‖F‖D(0,r1)r0d0(s − s′)
)
. (56)
Au final, en utilisant les majorations (53), (54), (55) et (56), nous
obtenons :
‖δk+1‖Us′ ≤
Mek(αk|x|+ β)k|x|k+1(
r0d0(1− s)
)k
(k + 1)
[(
1+r0d0(s−s′)‖F‖D(0,r1)
)|x|+β] 1
r0d0(s− s′) .
(57)
En choisissant dans (57) : s = s′ +
1− s′
k + 1
, i.e 1 − s = k
k + 1
(1 − s′),
nous obtenons :
‖δk+1‖Us′ ≤
Mek(αk+1|x|+ β)k|x|k+1(
r0d0(1− s′)
)k (1 + 1k)k 1r0d0(1− s′) . (58)
Mais, ∀k ∈ N, (1 + 1
k
)k ≤ e, donc nous en de´duisons finalement que :
‖δk+1‖Us′ ≤M
[e|x|(αk+1|x|+ β)
r0d0(1− s′)
]k+1
, (59)
ce qui ache`ve la re´currence.
4. Remarquons alors que
(αk|x|+ β)k = (|x|+ 3r1)k
(
1 +
r0d0(1− s)‖F‖D(0,r1)|x|
(|x|+ 3r1)k
)k
.
Par suite, par le lemme 4.6, nous en de´duisons que la se´rie majorante
de
∑
k≥0
δk(x) converge de`s que
e|x|(|x| + 3r1)
r0d0(1− s) < 1,
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c’est-a`-dire pour
0 ≤ |x| ≤ 3r1
2e
(
− 1 +
√
1 +
4r0d0(1− s)
9er21
)
.
Par conse´quent, la se´rie
∑
k≥0
δk(x) converge absolument dans H(Us,C)
(pour tout 0 ≤ s < 1) et uniforme´ment en x ∈ K, ou`K est un compact
quelconque du disque ouvert |x| < min
{
3r1
2e
(
−1+
√
1 +
4r0d0(1− s)
9er21
)
, R
}
.
Par construction, sa somme θ(x) satisfait l’e´quation :
θ(x) = θ0(x) +
∫ 1
0
du
∫ ux
0
dtL(u, t)θ(t), (60)
de sorte que la fonction holomorphe ϕ(z, x) := θ(x)(z) est solution de
l’e´quation inte´grale (38). En spe´cialisant le re´sultat pour s = 0, nous
obtenons le the´ore`me par le lemme 4.2.
Nous de´duisons facilement du the´ore`me 4.5 le re´sultat suivant :
Corollaire 4.7. Dans le the´ore`me 4.5, si F et h sont des fonctions entie`res
de z, alors ψ(z, x) s’e´tend analytiquement a` C2.
4.1.3 Construction explicite
Nous revenons maintenant a` la fonction Ψ(z, ẑ) associe´e a` ψ(z, x) par
(32). Du lemme 4.1, du the´ore`me 4.5 et de son corollaire 4.7, nous de´duisons
le re´sultat suivant :
Proposition 4.8. Supposons que F et h soient des fonctions holomorphes
au voisinage de l’origine. Alors il existe une unique fonction holomorphe
Ψ(z, ẑ) au voisinage de (0, 0) satisfaisant les conditions :
Ψ(z, ẑ)
∣∣
z = ẑ2
= 1(
− 1
2ẑ
∂Ψ
∂ẑ
(z, ẑ)
)∣∣
z = ẑ2
= h(z).
(61)
et telle que Ψ˜(z, ẑ) :=
Ψ(z, ẑ)
z − ẑ2 soit solution de l’EDP line´aire (27).
De plus, si F et h sont des fonctions entie`res, alors Ψ(z, ẑ) s’e´tend analy-
tiquement a` C2.
Par suite, nous avons facilement :
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Proposition 4.9. Supposons que F et h soient des fonctions holomophes
au voisinage de l’origine. Alors la fonction
∨
Φ (z, ξ) de´finie par :
∨
Φ (z, ξ)|ξ = S(z, ẑ) :=
Ψ(z, ẑ)
z − ẑ2 (62)
avec Ψ comme dans la proposition 4.8, est solution de (25) et est un ma-
jeur d’une microfonction confluente en (0, 0) a` support singulier la courbe
alge´brique C = {(z, ξ), 9ξ2 = 4z3} (cf. de´finition A.2).
Lorsque F et h sont des fonctions entie`res, alors
∨
Φ (z, ξ) est un majeur
d’une microfonction confluente re´surgente en (0, 0) a` support singulier la
courbe alge´brique C.
L’existence d’un tel majeur va nous permettre de construire in fine les
fonctions confluentes recherche´es en utilisant la repre´sentation inte´grale (26).
Proposition 4.10. Conside´rons la repre´sentation inte´grale
Φ(z, ε) =
∫
γ
e−
1
ε
S(z,ẑ)Ψ(z, ẑ) dẑ (63)
avec Ψ comme dans la proposition 4.8 (ou d’une manie`re e´quivalente la
repre´sentation inte´grale
Φ(z, ε) =
∫
λ
e−
ξ
ε
∨
Φ (z, ξ) dξ. (64)
avec
∨
Φ (z, ξ) comme dans la proposition 4.9).
Notons γ le chemin γ tronque´ comme dans la figure 3 (et λ son image par
la transformation ẑ 7→ ξ = S(z, ẑ) pour la repre´sentation (64)).
Alors, si F et h sont holomorphes au voisinage de l’origine (respectivement
entie`res), alors les repre´sentations inte´grales
Φ(z, ε) =
∫
γ
e−
1
ε
S(z,ẑ)Ψ(z, ẑ) dẑ, (65)
et
Φ(z, ε) =
∫
λ
e−
ξ
ε
∨
Φ (z, ξ) dξ (66)
repre´sentent une fonction confluente Φ(z, ε) (respectivement une fonction
confluente re´surgente) a` support singulier la courbe alge´brique C (au sens de
la de´finition A.3).
De´monstration. 1. Dans le cas ou` F et h sont holomorphes au voisinage
de l’origine, en suivant la proposition 4.8, nous savons que Ψ(z, ẑ)
est holomorphe dans un voisinage de l’origine dans C2, disons pour
(z, ẑ) ∈ D(0, r
2
4
)×D(0, r) avec r > 0 assez petit, ou` D(0, r) de´signe le
24
−z1/2
z1/2
γ λ
2
3
3
2z
 
Fig. 3.1a Fig. 3.1b
−z1/2
z1/2
γ λ
2
3
3
2z
2
3
3
2z
 
Fig. 3.2a Fig. 3.2b
z1/2
−z1/2
γ λ
2
3
3
2z
2
3
3
2z
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Fig. 3 – Sur les figures de gauche les chemins de plus grande pente et le
chemin γ, et sur les figures de droite son image λ par la transformation
ẑ 7→ ξ = S(z, ẑ) (les lignes ondule´es sont coupe´es). Fig. 3.1 pour z ∈ S1, Fig.
3.2 pour z sur L1, Fig. 3.3 pour z ∈ S2 (voir figure 1).
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disque ouvert de rayon r centre´ en 0. Par conse´quent, l’inte´grale (26)
est bien de´finie pourvu que nous tronquions le chemin d’inte´gration γ
qui est alors note´ par γ, comme sur la figure 3.
Alors, dans la repre´sentation inte´grale
Φ(z, ε) =
∫
γ
e−
1
ε
S(z,ẑ)Ψ(z, ẑ) dẑ, (67)
en faisant le changement de variable ξ = S(z, ẑ), nous avons l’inte´grale
correspondante, ou` le chemin λ est dessine´ sur la figure 3.
Φ(z, ε) =
∫
λ
e−
ξ
ε
∨
Φ (z, ξ) dξ. (68)
Une conse´quence de la proposition 4.9 est que l’inte´grale de Laplace
(68) repre´sente une fonction confluenteΦ(z, ε) a` support singulier dans
C, au sens de la de´finition A.3.
2. Lorsque F et h sont des fonctions entie`res, puisque par la proposi-
tion 4.8 (resp proposition 4.9) Ψ(z, ẑ) (resp
∨
Φ (z, ξ)) s’e´tend analy-
tiquement dans tout C2 (resp s’e´tend comme un majeur d’une micro-
fonction confluente re´surgente), l’inte´grale tronque´e (67) (resp. (68))
a encore un sens pour toute tronquature, et nous pouvons interpre´ter
les repre´sentations inte´grales (68) et (67) comme une pre´somme de
Borel [12, 9], de´finissant ainsi fonction confluente re´surgente Φ(z, ε) a`
support singulier dans C (cf. remarque A.4).
4.2 De´composition et conse´quences
La de´composition locale (resp. de´composition) de la fonction confluente
Φ(z, ε) (resp fonction confluente re´surgente Φ(z, ε)) de la proposition 4.10
peut se de´duire de la repre´sentation inte´grale (65) par la me´thode du col.
Nous de´crivons ce que nous obtenons pour un germe de secteurs de Stokes
(resp. secteurs de Stokes) dans la figure 1.a.
4.2.1 De´composition dans S1
Lemme 4.11. Pour z dans le germe de secteurs de Stokes (resp. secteur de
Stokes) S1, la de´composition locale (resp. de´composition) de la fonction con-
fluente (resp. fonction confluente re´surgente) Φ(z, ε) induit un de´veloppement
BKW formel unique :
Φ(z, ε)
σS1−→ i√πεΦ+bkw(z, ε), (69)
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De´monstration. Pour la repre´sentation inte´grale (65), z e´tant dans le (germe
de) secteur de Stokes S1, cela correspond a` la situation de´crite sur la Fig.
3.1a. En de´formant le chemin d’integration γ sous le flot ∇
(
ℜ
(S(z, ẑ)
ε
))
(les extre´mite´s γ restant fixe´es), nous voyons que seul le point col ẑ =
√
z
a une contribution non triviale a` la de´composition. Ceci donne la formule
(69). Notons que le de´veloppement BKW formel ainsi obtenu est une solution
formelle de l’e´quation (13) puisque le majeur
∨
Φ (z, ξ) est une solution de (25)
(cf. Prop. 4.9).
De la meˆme manie`re, nous pouvons montrer que, pour z sur la ligne
de Stokes L1, un phe´nome`ne de Stokes se produit (voir Fig. 3.2) de sorte
que, pour z dans le germe de secteur de Stokes (resp. secteur de Stokes) S2
(voir Fig. 3.3a), la de´composition locale (resp. de´composition) de la fonction
confluente Φ(z, ε) induit maintenant une somme de deux de´veloppements
BKW formels :
Φ(z, ε)
σS2−→ i√πεΦ+bkw(z, ε) −
√
πεΦ−bkw(z, ε), (70)
ou` Φ−bkw(z, ε) = Φ
+
bkw(z,−ε).
Re´ciproquement, conside´rons la solution BKW e´le´mentaire Φbkw(z, ε) de
l’e´quation (13). Par (69), a` un facteur i
√
πε pre`s, une de´termination de cette
solution BKW e´le´mentaire apparaˆıt comme la de´composition locale dans un
germe de secteur de Stokes d’une fonction confluente. Plus ge´ne´ralement,
toute de´termination de Φbkw(z, ε) dans n’importe quel germe de secteur
de Stokes peut eˆtre vue comme la de´composition locale dans ce germe de
secteur de Stokes d’une fonction confluente (a` un facteur c
√
πε, c ∈ {±1,±i}
pre`s) : dans la repre´sentation inte´grale (65), cela en de´coule simplement en
choisissant un chemin d’inte´gration tronque´ convenable γ. En outre, puisque
toute notre analyse peut eˆtre reconduite en choisissant une autre direction
α que 0, nous obtenons le re´sultat suivant :
The´ore`me 4.12. Lorsque F est holomorphe au voisinage de l’origine (re-
spectivement entie`re), il existe une famille de solutions BKW e´le´mentaires
(respectivement e´le´mentaires re´surgentes) de type Airy local (respectivement
de type Airy) Φbkw(z, ε) de l’e´quation (13) (au sens de la de´finition 1.2).
4.2.2 Lien avec le mode`le d’Airy
Nous de´duisons alors du the´ore`me 4.12 pre´ce´dent, en appliquant simple-
ment un the´ore`me de Jidoumou [22] :
The´ore`me 4.13. Si F est une fonction holomorphe au voisinage de l’orig-
ine (respectivement entie`re), et si nous notons Φbkw(z, ε) une solution BKW
e´le´mentaire (respectivement e´le´mentaire re´surgente) donne´e par le the´ore`me
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4.12, alors pour z 6= 0 dans un voisinage de 0 (respectivement z ∈ C\{0}),
nous avons la de´composition unique suivante :
Φbkw(z, ε) = a(z, ε)Abkw(z, ε) + b(z, ε) ε
∂Abkw
∂z
(z, ε),
ou` Abkw(z, ε) de´signe le symbole BKW d’Airy (5), tandis que a et b (qui
de´pendent de Φbkw) sont des constantes locales de re´surgence (respectivement
constantes de re´surgence), a inversible et b petite.
Notons qu’ici, “une constante (locale) de re´surgence” signifie la chose
suivante :
De´finition 4.14. Une constante locale de re´surgence (respectivement con-
stante de re´surgence) c(Z, η) est un de´veloppement BKW formel c(Z, ε) =∑
n≥0
cn(Z)ε
n tel que son mineur
∑
n≥1
cn(Z)
ξn−1
Γ(n)
de´finit un germe de fonc-
tions holomorphes en (Z, ξ) = (0, 0) ∈ Cm × C, m ≥ 1 (respectivement une
fonction holomorphe sur Cm × C, m ≥ 1).
5 Applications
5.1 Un the´ore`me local de re´duction
En reproduisant le raisonnement de Pham ([26] §2.4), nous de´duisons du
the´ore`me 4.13 le the´ore`me suivant :
The´ore`me 5.1. Supposons que F (z) dans (13) est holomorphe au voisi-
nage de l’origine (resp. une fonction entie`re). Alors il existe une constante
locale de re´surgence (resp. une constante de re´surgence) s(z, ε) telle que,
sous l’action de la transformation
s(z, ε) =
∑
k≥0
sk(z)ε
k, s0(z) = z
Φ(z, ε) =
(∂s
∂z
)− 1
2
y
(
s(z, ε), ε
)
,
(71)
l’e´quation (13) devient l’e´quation (4), pour z (resp. s) au voisinage de l’o-
rigine. De plus, sous l’action (71), une solution BKW e´le´mentaire de (4)
est transforme´e en une solution BKW e´le´mentaire de (13).
5.2 Applications pour l’e´quation de Schro¨dinger
Nous nous focalisons maintenant sur l’e´quation de Schro¨dinger :
ε2
d2Y
dq2
= V (q)Y (72)
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avec
V (q) = q +
+∞∑
n=2
vnq
n (73)
analytique au voisinage de l’origine admettant 0 comme ze´ro simple.
Cette hypothe`se sur V signifie que q = 0 est un point tournant simple pour
les solutions formelles BKW. Nous rappelons que ces solutions BKW sont
des combinaisons line´aires de solutions formelles BKW e´le´mentaires de (72)
de la forme :
Ybkw(q, ε) = e
−1
ε
∫ q√
V (t)dt
(
+∞∑
k=0
Yk(q)ε
k
)
. (74)
Nous rappelons e´galement que ces solutions formelles BKW e´le´mentaires
(de´finies localement en q) sont de´finies de manie`re unique a` normalisation
pre`s, i.e a` multiplication pre`s par un de´veloppement formel inversible de la
forme e
c
ε
∑
k≥0
ckε
k, c, ck ∈ C, c0 6= 0.
Nous voulons traduire l’analyse BKW que nous avons faite pour l’e´quation
(13) en une analyse analogue pour l’e´quation (72).
En suivant [1] et [26], le premier pas naturel afin d’obtenir notre the´ore`me
de re´duction est de “redresser” la ge´ome´trie au voisinage de l’origine via
un changement de variable q ↔ z qui transforme la forme diffe´rentielle√
V (q)dq en
√
zdz (l’application cotangente associe´e transforme l’e´quation
de la sous-varie´te´ Lagrangienne P 2 − V (q) = 0 en p2 − z = 0 ).
Ceci nous ame`ne a` poser la transformation :
z(q) =
(
3
2
∫ q
0
V (t)
1
2 dt
) 2
3
Y (q, ε) =
(dz
dq
)− 1
2
Φ(z, ε).
(75)
Ce changement de variable transforme (72) en notre e´quation “canonique” :
d2Φ
dz2
− z
ε2
Φ = F (z)Φ,
avec
F (z) =
z
2V (q)
{z, q}|q = q(z), (76)
ou` {z, q} = z
′′′(q)
z′(q)
− 3
2
(
z′′(q)
z′(q)
)2
de´signe la de´rive´e Schwarzienne de z par
rapport a` q.
La fonction F ainsi de´finie satisfait la proprie´te´ suivante :
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Lemme 5.2. Si V (q) est holomorphe au voisinage de 0, V (q) ∼ q, alors
F (z) est holomorphe au voisinage de l’origine.
De´monstration. Du de´veloppement en se´rie de Taylor convergent (73), nous
en de´duisons que
3
2
∫ q
0
V (t)
1
2 dt−q 32 ∈ q 52C{q}, de sorte que z(q)−q ∈ qC{q}.
Le the´ore`me de Lagrange nous permet d’obtenir la fonction inverse q(z) qui
est elle aussi une fonction holomorphe au voisinage de 0. Etant donne´ que
{z, q} = −{q, z}
(dz
dq
)2
, nous en de´duisons facilement que F (z) est holomor-
phe au voisinage de 0 (et F (z) =
3
7
v3 − 9
35
v22 + O(z), ou` les vi sont de´finis
en (73)).
Lorsque V (q) est une fonction entie`re (ou meˆme une fonction me´romorphe),
un re´sultat plus pre´cis peut eˆtre obtenu en utilisant les proprie´te´s bien con-
nues de la transformation q 7→
∫ q
V (t)
1
2dt en termes de transformation
conforme (voir, par exemple, [21, 30, 18]). La figure 4 illustre ce type de
re´sultat :
–2
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Fig. 4.a Fig. 4.b
Fig. 4 – La transformation q → z (donne´e par (75)) pour V (q) = q + 1
2
q2.
L’ouvert comple´mentaire de la zone grise´e dans le q-plan (Fig. 4.a) est envoye´
conforme´ment sur le domaine coupe´ dans le z-plan (Fig. 4.b. La coupure est
la ligne pleine). Les lignes en pointille´s sont les lignes de Stokes (relatives a` la
direction d’argument 0). La fonction F (z) est holomorphe dans le domaine
coupe´ dessine´ a` la Fig. 4.b.
Par la transformation (75), nous de´duisons maintenant du the´ore`me 5.1
le the´ore`me suivant :
The´ore`me 5.3. Il existe une constante locale de re´surgence
(
sk(q)
)
k≥0 telle
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que, sous l’action de la transformation
s(q, ε) =
∑
k≥0
sk(q)ε
k
Y (q, ε) =
(∂s
∂q
)− 1
2
y
(
s(q, ε), ε
)
,
(77)
l’e´quation (72) est change´e en l’e´quation (4), pour q (resp. s) au voisinage
de l’origine. De plus, sous l’action de (77), une solution BKW formelle (4)
est transforme´e en une solution BKW formelle de (72).
Autrement dit, nous avons montre´ que, dans le cadre de l’analyse BKW,
l’e´quation (72) se rame`ne a` l’e´quation (4).
Au niveau formel, ce type de re´sultat a de´ja` e´te´ e´tabli dans un article
de Silverstone [31], et depuis d’autres re´sultats plus pre´cis concernant les
proprie´te´s de la transformation s dans (77) ont e´te´ e´tablis :
– Dans [1] (voir aussi [24]), T. Aoki, T. Kawai et Y. Takei de´montrent
le the´ore`me 5.3 : nous retrouvons ainsi leur re´sultat a` la diffe´rence que
nous n’avons a` aucun moment utilise´ le calcul microdiffe´rentiel de Sato.
Par la suite, ce re´sultat a e´te´ e´tendu dans [4] au cas ou` dans l’e´quation
(72) la fonction potentielle V est une constante de re´surgence locale.
– Dans [26], F. Pham montre que le de´veloppement s(q, ε) est re´surgent
en ε−1 a` de´pendance re´gulie`re en q. Cependant, ce re´sultat est base´ sur
l’hypothe`se qu’une base de solutions BKW re´surgentes de (72) puisse
eˆtre de´finie, avec une de´pendance re´gulie`re en q excepte´ aux points
tournants.
5.3 Extensions possibles
Nous pouvons e´tendre facilement nos re´sultats a` l’e´quation :
d2Φ
dz2
− z
ε2
Φ = F (z, β)Φ, (78)
ou` F de´pend holomorphiquement de (z, β) ∈ C2 au voisinage de l’origine.
Dans ce cas, les the´ore`mes 4.12 et 4.13 deviennent :
The´ore`me 5.4. Il existe une famille de solutions BKW e´le´mentaires Φbkw(z, β, ε)
de l’e´quation (78) qui sont de type Airy local, a` de´pendance re´gulie`re en β au
voisinage de l’origine. Pour une telle solution BKW e´le´mentaire Φbkw(z, β, ε),
et pour z 6= 0 dans un voisinage de 0 et β pre`s de l’origine, nous avons l’u-
nique de´composition suivante :
Φbkw(z, β, ε) = a(z, β, ε)Abkw(z, ε) + b(z, β, ε)
∂Abkw
∂z
(z, ε),
ou` Abkw(z, ε) est le symbole BKW d’Airy (5), tandis que a et b sont des
constantes locales de re´surgence.
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Nous traduisons e´galement facilement le the´ore`me 5.1.
Nous en de´duisons la conse´quence suivante : en substituant a` β une petite
se´rie Gevrey-1 β(ε) =
∑
k≥1
βkε
k dans une constante locale de re´surgence, nous
obtenons encore une constante locale de re´surgence [12], nous retrouvons le
re´sultat de Aoki et al [4].
De meˆme, par extension, nous obtenons le the´ore`me suivant :
The´ore`me 5.5. Conside´rons l’e´quation diffe´rentielle
d2Φ
dz2
− z
ε2
Φ = F (z, ε)Φ, (79)
ou` F (z, ε) est une constante locale de re´surgence . Alors il existe une con-
stante locale de re´surgence s(z, ε) telle que, sous l’action de la transformation
s(z, ε) =
∑
k≥0
sk(z)ε
k, s0(z) = z
Φ(z, ε) =
(∂s
∂z
)− 1
2
y
(
s(z, ε), ε
)
,
(80)
l’e´quation (79) est change´e en l’e´quation (4), pour z (resp. s) au voisinage
de l’origine. De plus, sous l’action de (80), une solution BKW e´le´mentaire
de (4) est transforme´e en une solution BKW e´le´mentaire de (79).
6 Pistes de recherche
6.1 Points tournants d’ordre supe´rieur
L’analogue de notre forme canonique pour les points tournants d’ordre
supe´rieur est l’e´quation diffe´rentielle suivante :
d2Φ
dz2
− z
n
ε
Φ = F (z)Φ, (Mn)
ou` F (z) est holomorphe au voisinage de l’origine et n ∈ N\{0}. Afin de copier
ce que nous avons fait dans la section 3, il nous faut de´finir une fonction
ge´ne´ratrice convenable dans une transformation canonique (p, z)↔ (p̂, ẑ) de
l’espace cotangent qui simplifie la ge´ome´trie de la sous-varie´te´ Lagrangienne
p2 − zn = 0.
Un point de de´part inte´ressant est l’article [20] ou` Hardy introduit un en-
semble de fonctions spe´ciales Φn solutions de :
d2Φ
dz2
− z
n
ε
Φ = 0, (An)
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sous la forme1
Φn(z, ε) =
∫
e−
1
ε
Sn(z,ẑ) dẑ. (81)
Les fonctions Sn peuvent eˆtre de´finies de la manie`re suivante : pour m =
n + 2 ≥ 3, nous introduisons la fonction polynomiale Pm(t) ∈ Z[t] d’ordre
m de´finie par :
– si m est pair, nous posons cosh(mq) = Pm (sinh(q)).
– si m est impair, nous posons sinh(mq) = Pm (sinh(q)).
Nous associons a` Pm la fonction polynomiale Qm,
Qm(z, ẑ) = z
m/2Pm(ẑ/
√
z),
et Sn(z, ẑ) ∈ Q[z, ẑ] est de´finie comme la fonction polynomiale quasi-homoge`ne
donne´e par :
Sn(z, ẑ) =
2
n+ 2
Qn+2(−z, ẑ). (82)
Ces fonctions polynomiales Sn satisfont les proprie´te´s suivantes :(
∂Sn
∂z
)2
= Tn(z, ẑ)
∂Sn
∂ẑ
+ zn (83)
ou` la fonction polynomiale Tn(z, ẑ) satisfait :
∂2Sn
∂z2
=
∂Tn
∂ẑ
. (84)
A titre d’exemple, nous avons :
S1(z, ẑ) =
8
3 ẑ
3 − 2ẑz T1(z, ẑ) = 12
S2(z, ẑ) = 4ẑ
4 − 4ẑ2z + 12z2 T2(z, ẑ) = ẑ
S3(z, ẑ) =
32
5 ẑ
5 − 8ẑ3z + 2ẑz2 T3(z, ẑ) = 2ẑ2 − 12z
· · ·
Le fait que la fonction Φn(z, ε) donne´e par (81) soit en effet une solution de
(An) peut se montrer par inte´gration par parties, en utilisant les proprie´te´s
fondamentales (83) et (84), cf. [8].
Notons que, a` normalisation pre`s, Φ1(z, ε) correspond a` fonction d’Airy, tan-
dis que Φ2(z, ε) correspond a` la fonction cylindro-parabolique de Weber.
En revenant a` ce que nous avons fait dans la section 3, cela nous ame`ne
a` conside´rer une solution de (Mn) de la forme :
Φ(z, ε) =
∫
e−
ξ
ε
∨
Φ (z, ξ) dξ =
∫
e−
1
ε
Sn(z,ẑ)Ψ(z, ẑ) dẑ, (85)
1Hardy montre en particulier comment ces fonctions sont relie´es aux fonctions de Bessel.
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ou`
∨
Φ doit satisfaire l’e´quation :
∂2
∨
Φ
∂z2
− zn∂
2
∨
Φ
∂ξ2
= F (z)
∨
Φ . (86)
En utilisant (83) et (84), ceci se traduit par le fait que Ψ˜(z, ẑ) =
∨
Φ (z, ξ) doit
satisfaire l’EDP line´aire :
∂2Ψ˜
∂z2
− 2
∂Sn
∂z
∂Sn
∂ẑ
∂2Ψ˜
∂z∂ẑ
+
Tn
∂Sn
∂ẑ
∂2Ψ˜
∂ẑ2
= F (z)Ψ˜. (87)
Comme dans la section 3, le proble`me se re´duit maintenant a` analyser les
proprie´te´s d’holomorphie de Ψ(z, ẑ) := Ψ˜(z, ẑ)
∂Sn
∂ẑ
avec Ψ˜(z, ẑ) une solution
de (87) telle que Ψ(z, ẑ) se comporte bien au voisinage du lieu
∂Sn
∂ẑ
= 0
de´finissant les points cols.
La difficulte´ re´side maintenant dans le fait que la transformation
(z, ẑ)↔ (z, x = ∂Sn
∂ẑ
)
ψ(z, x) := Ψ˜(z, ẑ)
∂Sn
∂ẑ
,
qui de´finit un changement de variables ramifie´, ne s’inverse plus facilement
(nous devons re´soudre une e´quation alge´brique de degre´ n+ 2) et l’analyse
devient d’autant plus de´licate que n devient grand.
6.2 Sommabilite´
En ce qui concerne les proprie´te´s de sommabilite´ des solutions BKW
e´le´mentaires du the´ore`me 4.12, il semble, au regard des exemples explicites
obtenus dans la section 4.1.2, que nous perdions assez vite le caracte`re 1-
sommable.
Notre conjecture est qu’en re´alite´ nous obtenons des solutions formelles mul-
tisommables, au moins dans le cas ou` la fonction F est polynomiale (les
travaux de Balser et al dans [] ne sont d’ailleurs certainement pas sans lien
avec ce phe´nome`ne).
Un travail est engage´ dans cette pre´sente voie afin de de´terminer notamment
les diffe´rents niveaux de sommabilite´ (qui doivent a priori de´pendre du degre´
de F ).
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A Appendice : Fonctions confluentes et microfonc-
tions
Nous rappelons ici quelques notions adapte´es de [22, 12].
De´finition A.1. Une microfonction
▽
Φ (z, ξ) a` (z0, ξ0) est la classe modulo
OC×C,z0×ξ0 d’une fonction
∨
Φ(z, ξ) holomorphe dans un voisinage sectoriel de
(z0, ξ0). La fonction
∨
Φ est appele´e un majeur et la microfonction correspon-
dante sa singularite´ a` (z0, ξ0).
La microfonction
▽
Φ (z, ξ) est re´surgente si son majeur
∨
Φ est prolongeable
sans fin (par rapport a` ξ pour tout z dans un voisinage de z0).
Dans cette de´finition, un voisinage sectoriel de (z0, ξ0) de´signe un ouvert
W ⊂ C×C intersectant {z0}×C comme le montre la figure 5 pour (z0, ξ0) =
(0, 0).
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Fig. 5 – La trace dans le ξ-plan d’un voisinage sectoriel de (0, 0).
Nous rappelons que C de´signe la courbe alge´brique C = {(z, ξ) ∈ C2, 9ξ2 =
4z3}. Nous allons utiliser la de´finition suivante :
De´finition A.2. Une microfonction ( resp. microfonction re´surgente)
▽
Φ
(z, ξ) a` (0, 0) est dite confluente a` support singulier dans C si l’un de ses
majeurs
∨
Φ(z, ξ) s’e´tend analytiquement sur le reveˆtement universel de U ×
V\C (resp. de C2\C), ou` U ×V est un voisinage de (0, 0). Dans ce cas, ∨Φ sera
dit confluent ( resp. confluent re´surgent) a` support singulier dans C.
Par exemple, la microfonction (re´surgente) a` (0, 0) associe´e a`
∨
Abkw (z, ξ)
(cf. formule (11)) est confluente (re´surgente) a` support singulier dans C.
Conside´rons maintenant une microfonction confluente a` (0, 0) a` support
singulier dans C, et notons ∨Φ(z, ξ) l’un de ses majeurs holomorphes dans un
voisinage sectoriel de (0, 0). En gardant z dans un voisinage suffisamment
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petit U de 0, nous pouvons de´finir un ouvert Ω comme sur la figure 6 tel
que
∨
Φ est holomorphe pour (z, ξ) ∈ U × Ω.
z3
2 23
z3
2 23
λ 0
Fig. 6 – L’ouvert Ω (le comple´mentaire de l’ensemble grise´) et le chemin λ.
Les extre´mite´s de λ doivent eˆtre dans le demi-plan ℜ(ξ) > 0.
Cela permet de de´finir la transforme´e de Laplace suivante :
Φ(z, ε) =
∫
λ
e−
ξ
ε
∨
Φ (z, ξ) dξ, (88)
pour un contour d’inte´gration λ comme sur la figure 6. La fonction Φ(z, ε) est
holomorphe pour (z, ε) ∈ U ×C, et admet une croissance sous-exponentielle
d’ordre 1 a` l’infini en ε−1 au sens suivant :
∀η > 0, il existe un voisinage Uη de 0, un voisinage sectoriel Ση de l’origine
d’ouverture ]− δη, δη [ (δη > 0) et cη > 0 tels que
∀(z, ε) ∈ Uη × Ση, |Φ(z, ε)| ≤ ceη|ε|−1 (89)
Si dans (88) nous remplac¸ons le majeur
∨
Φ par par un autre repre´sentant
de la classe de la microfonction confluente
▽
Φ, ou changeons les extre´mite´s
de λ, la fonction Φ(z, ε) est de´cale´e d’une fonction holomorphe ϕ(z, ε) en z
dans un voisinage U ′ de 0, et en ε ∈ C∗ qui est a` de´croissance exponentielle
d’ordre 1 a` l’infini en ε−1 au sens suivant :
il existe η > 0 et un voisinage sectoriel Ση de l’origine d’ouverture ]− δη , δη[
(δη > 0), il existe c > 0 tels que
∀(z, ε) ∈ U ′ × Ση, |ϕ(z, ε)| ≤ ce−η|ε|−1 (90)
Cela justifie la de´finition suivante [22] :
De´finition A.3. La fonction confluente Φ(z, ε) a` support singulier dans
C associe´e a` la microfonction confluente ▽Φ (z, ξ) a` (0, 0) est la classe de
Φ(z, ε) de´finie par (88) modulo les fonctions holomorphes en (0, 0) qui sont
a` de´croissance exponentielle d’ordre 1 a` l’infini en ε−1.
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Remarque A.4. Si
∨
Φ est confluent re´surgent a` support singulier dans C, alors
la fonction confluente re´surgente Φ(z, ε) a` support singulier dans C associe´e
a` la microfonction confluente re´surgente
▽
Φ (z, ξ) a` (0, 0) est de´finie comme
une pre´somme de Borel, voir [12, 9].
A.1 : De´composition locale (pour la direction α = 0)
Pour la notion de de´composition d’une fonction re´surgente, nous ren-
voyons le lecteur a` [12, 9]. Nous introduisons ici son analogue local. Con-
side´rons de nouveau un majeur
∨
Φ(z, ξ) dans la classe d’une microfonction
confluente a` (0, 0) a` support singulier dans C. Nous gardons z dans un
voisinage suffisamment petit U de 0 et z 6= 0. Pour un tel z, la fonction
ξ 7→ ∨Φ(z, ξ) peut se prolonger dans un domaine coupe´ (localement pre`s de
ξ = 0) comme sur la figure 1.b, (cas I), ou sur la figure 2 (cas II).
En conside´rant les prolongements analytiques de ξ 7→ ∨Φ(z, ξ) au voisinage
de chaque singularite´ ω(z) (de´finie par C), et les microfonctions associe´es
(i.e., la classe modulo Oω(z), ω(z) e´tant le support de la microfonction), nous
obtenons la de´composition locale d’une microfonction confluente
▽
Φ. Par ex-
emple, dans le cas I, la de´composition locale est donne´e par seulement une
microfonction
▽
Φ
2
3
z3/2
a` 23z
3/2, alors que dans le cas II, la de´composition locale
fait intervenir deux microfonctions, l’une
▽
Φ
2
3
z3/2
a` 23z
3/2, et l’autre
▽
Φ
− 2
3
z3/2
a` −23z3/2.
Nous utilisons maintenant les germes de secteurs de Stokes, comme sur
la figure 1.a. Tant que nous restons dans un tel germe de secteurs de Stokes
S, les microfonctions
▽
Φ
ω(z)
intervenant dans la de´composition locale de la
microfonction confluente
▽
Φ sont holomorphes en z. Cela nous permet de
de´finir le morphisme
▽
Φ (z, ξ)
σS−→
(
▽
Φ
ω(z)
(z, ξ)
)
ω(z)
(91)
A chaque microfonction
▽
Φ
ω(z)
(z, ξ) nous pouvons associer, par l’interme´diaire
d’une transforme´e de Laplace formelle, un unique symbole BKW e´le´mentaire
Φ
ω(z)
bkw (z, ε). Par suite, nous avons le diagramme commutatif suivant :
▽
Φ (z, ξ)
σS−→
(
▽
Φ
ω(z)
(z, ξ)
)
ω(z)
↓ ↓
Φ(z, ε)
σS−→ ∑ω(z) Φω(z)bkw (z, ε)
(92)
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ou`
∑
ω(z)
Φ
ω(z)
bkw (z, ε), qui de´signe la se´rie transasymptotique locale associe´e a`
la fonction confluente Φ(z, ε), est appele´e la de´composition locale dans S de
la fonction confluente Φ(z, ε).
Lorque nous traversons une ligne de Stokes, un phe´nome`ne de Stokes
apparaˆıt. Ce dernier se traduit par une discontinuite´ de la de´composition
locale, et peut s’analyser en termes de de´rivations e´trange`res. Cette e´tude a
de´ja` e´te´ mene´e par exemple pour le cas Airy dans la section 2.
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