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Abstract 
We address the problem of scheduling aset of generic tasks to be performed infinitely often 
without preemption on finitely many parallel processors. These tasks are subject o a set of 
uniform constraints, modeled by a uniform graph G. The problem is to find a periodic schedule 
that minimizes the cycle time. Although the problem is NP-hard, we show that the special case 
where G is a circuit can be solved in polynomial time. We then study the structure of the set of 
solutions in the general case and determine several dominant subsets of schedules by analyzing 
the periodic structure of the allocation function and the induced uniform constraints on the 
schedule. In particular, we prove the dominance ofcircular schedules, inwhich the occurrences 
of any task are successively performed by all the processors. Finally, we propose a greedy 
heuristic that provides a good circular schedule. 
1. Introduction 
Cyclic scheduling finds important applications in both production systems and 
parallel computers. The problem we address in this paper arises from such an 
application: performing a vector loop with loop carried data dependencies on finitely 
many parallel processors. A set of generic tasks, corresponding to the computation of
the loop body, is subject o a set of generic precedence constraints corresponding to
the data dependencies. If the number of iterations is very large compared to the size of 
the loop body, it can be considered as infinite and a schedule minimizing the cycle 
time can be sought. The solution of the cyclic scheduling problem provides an efficient 
program for the parallel computer. Moreover, the resolution algorithms can be 
implemented in compilers of high-level languages. 
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Up to now, cyclic scheduling problems have been studied from several points of 
view, depending on the target application. We can mention [9, 10, 13, 14, 17, 18] that 
studied cyclic job-shops and related problems. 
In presence of parallel identical processors, few theoretical results have been 
established. Most of the authors described heuristics that have been applied to loop 
scheduling problems: software pipelining techniques. In [-1], a list schedule is per- 
formed on the successive occurrences ofthe generic tasks until a periodic structure is
detected. The other studies focus on periodic schedules. Greedy heuristics that define 
task priorities to solve the resource conflicts within a given period are presented in
[5, 11]. A general resolution method that makes use of any algorithm solving the 
m-processor classical makespan minimization problem in a cyclic context is described 
in [6, 8]. This approach led to a heuristic with an asymptotic performance ratio 
bounded by 3 for the problem addressed in this paper [8]. We can also mention [15] 
that studied the problem with infinitely many processors, assuming that the tasks of 
one iteration are performed sequentially by one processor. It has been proved to be 
NP-hard, and the authors provide efficient heuristics. 
So up to now, no exact algorithm has been provided for this problem, and thus it is 
difficult o know the real performance ofthe usual heuristics on large problems. We 
aim at studying the structure of the set of schedules in order to provide dominance 
properties that might be used by efficient algorithms, in particular branch and bound 
enumeration procedures as in [9] for the recurrent job-shop problem. 
The results presented here are based on the study of the basic cyclic scheduling 
problem [2-4] that is a cyclic version of the basic project scheduling problem, usually 
solved by CPM/PERT algorithms. The solution of this problem and its main properties 
are reviewed in Section 2. We define in Section 3 our target problem, establish its 
NP-hardness and discuss the periodicity of its solutions. We show that permutation 
schedules, for which the allocation function is defined by a permutation, are dominant. 
Particular attention is paid to circular schedules, for which the occurrences ofany 
task are processed successively by all the processors according to a circular permuta- 
tion. Indeed, we present in Section 4 the study of the uniform circuit for which we 
prove that a circular schedule can be provided in polynomial time using a version of 
the McNaughton algorithm for preemptive scheduling [12-]. 
In a classical scheduling problem on parallel processors any schedule defines an 
order on the tasks on each processor. Once this order is known, the minimum 
makespan can be provided easily by computing the critical path of a precedence 
graph. 
The same kind of feature is shown in Section 5 for our cyclic scheduling problem. 
We prove that a set of uniform constraints modeled by a tie-breaking graph, repres- 
enting some kind of cyclic ordering of tasks, can be associated with a schedule, and 
that conversely a tie-breaking raph defines a subset of schedules with a given 
periodicity of the allocation function. The best one in this subset can be provided by 
computing the critical circuit of a uniform graph. This characterization allows us to 
prove that circular schedules, corresponding to tie-breaking circuits, are dominant. 
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Finally, in Section 6 we propose a greedy heuristic that builds a tie-breaking circuit 
step by step, and provides a good periodic schedule. 
2. The basic cyclic scheduling problem 
This section is devoted to the basic cyclic scheduling problem, in which no resource 
constraints are considered. This problem has already been studied with different 
approaches based on algebra, graph theory, Petri nets, or empirical methods [2-4]. 
We first define the problem and then recall the main results that we use in the next 
sections. The missing proofs can be found in [2, 9]. 
2.1. Problem definition 
The basic cyclic scheduling problem is characterized by a set of generic tasks 
denoted by T = { 1 . . . . .  n} whose processing times are denoted by Pi, i e T. The kth 
occurrence of task i is denoted by (i, k). 
A schedule tr assigns a starting time f(i, k) e ~ to each occurrence (i, k). The cycle 
time w(a) of a is defined by 
max{f(/, k) + Pi l i ~ T} 
w(a) = lim sup 
k ~oo k 
A uniform constraint is a 3-tuple (i,j, h) where i andj  are two generic tasks and h is an 
integer. A schedule a meets the uniform constraint (i,j, h) if for any natural number 
k, f(j, k + h)/> f(i, k) + Pl. Notice that the non-reentrance onstraints (i, i, 1) are as- 
sumed. These constraints will be implicit in the following. 
A uniform constraint may model a recurrence in a vector loop, where h is the depth 
of the recurrence, or a bound on the work-in-process in a production system. 
The set of uniform constraints is modeled by a uniform graph (G = (T,E),L,H) 
whose vertices are the generic tasks. L :E  ~ N denotes the length function and 
H : E ~ 7/denotes the height function on the arcs of G. A uniform constraint (i,j, h) is 
modeled by an arc eij from i to j whose length is pg and whose height is h. 
Example. Fig. 1 shows an instance of the basic cyclic scheduling problem. Each arc is 
labeled by a couple (l, h) that represents its length and its height. 
Assume that we are given a set of non-reentrant generic tasks T, and a uniform 
graph (G,L,H). The basic cyclic scheduling problem (BCSP) is to find a feasible 
schedule with a minimum cycle time. 
2.2. Preliminary results 
The basic cyclic scheduling problem is a cyclic version of the basic project schedul- 
ing problem, the solution of which is characterized by the critical paths of the 
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Fig. 1. An instance of BCSP. 
precedence graph (CPM/PERT algorithms). Critical circuits generalize this notion for 
BCSP. 
Let F = (V, E) be any directed graph, and let v: E --. ~ be a valuation of the arcs of 
F. A function u : V ~ Z on F is called a potential on (H, v) if 
V(i,j) ~ E, u(j) - u(i) >~ v(i,j). 
The most usual way to compute a potential on a finite graph F is to set u(i) to be the 
maximum value of a path from a fixed source node s to node i. 
The developed graph (7~, 2) of G is an infinite valued graph whose nodes are the 
occurrences of the generic tasks : (i, k), i e T, k/> 1. Any arc eij of G induces a family of 
arcs of 7~ as follows: Vk ~> max(l,  1 - H(eO), there is an arc denoted by ekj from node 
(i, k) to node ( j ,  k + H(ei~)) whose valuation is Pi: 2(eke) = Pi. 
7G represents the usual precedence constraints on the occurrences of the generic 
tasks. Thus a schedule is feasible if and only if it is a non-negative potential on (~G, 2). 
Now, such a potential can be computed if and only if the developed graph is acyclic. 
This consistency condition can be expressed as follows on the uniform graph (G, L, H): 
Theorem 2.1. There exists a feasible schedule if and only if any circuit of G has a positive 
height. 
From now on we assume that the uniform graphs we consider are consistent. 
The following lemma shows that the height of a circuit indicates the maximum 
number of tasks of the circuit that may be processed concurrently. This property will 
be useful in presence of resource constraints. 
Lemma 2.1. Let C be a circuit of G. Let us denote by Tc the set of nodes of C. There 
exist constants Ki, i ~ Tc such that the set of nodes A = {(i,k), k >~ Ki, i ~ Tc} can be 
partitioned into H(C) disjoint infinite paths of 7 ~. 
Proof. Assume without loss of generality that the tasks of C are indexed from 1 to q. 
Let us denote by hl the height of the arc between node i and i + 1 for i < q, and by 
hq the height of the arc between q and 1. We set K 1 = 1 - zq= 1 min(0, hl). For p = 0 to 
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H(C) - 1, the nodes <1, K1 q- p> are the origins of disjoint infinite paths in yo. Indeed, 
the arcs of C induce the following path: 
q-1  
<I, K1 +p>,(2,K1 +p+h~>,(3,K1 +p+hl  + h2>,... ,(q,K~ +p+ ~ hi>, 
i= l  
(1,K1 + p + H(C)>,(2,K~ + p + n(C) + hl> .... 
j -1  The choice of K~ ensures that the partial sums K1 + p + ~= ~ hi are always positive 
so that the path really exists. We now just have to set K i = K1 + 3~-~ hi for 
j=2 , . . . ,q .  The path with origin (1,K1 +p> thus contains all the nodes 
(i,K~ + p + rH(C)>, ie Tc, r >>. O, hence all the nodes (i,k> such that ie Tc, k >>. Ki, 
(k - K~)mod H(C) = p. This defines the partition of the set A. [] 
In order to introduce the second theorem, we need some additional definitions. 
If~t is a path of G, the length L(I 2) (resp. the height H(#)) is the sum of the lengths (or 
heights) of the arcs of #. If H(/I) # 0, the value of/~ is defined by W(#) = L(p)/H(lt). 
A circuit/~ is critical if its value W(p) is maximum among all the circuits of G. We 
denote by w(G) the value of the critical circuit of G. 
Example. In the example reported in Fig. 1, the critical circuit is el2 ,e23 , e34 , e45, e51- 
Its value is 6.5. 
Lemma 2.2. For any instance of the basic cyclic scheduling problem, w(G) is a lower 
bound on the cycle time of any feasible schedule. 
Moreover, one can define an earliest schedule that achieves this lower bound by 
performing the tasks as soon as possible. Although it is optimal, the earliest schedule has 
a complex periodic structure in its steady state, and its transitory part may be long [3]. 
In order to make the implementation easier, a time-periodic schedule is often sought. 
A schedule tT is time-periodic with period w if for each generic task i, 
t(i,k) = tl + w*(k - 1), where ti = f(i, 1) ~> 0. w is the cycle time of a and the vector 
t = (tl . . . . .  t,) is called a generic schedule. Thus a time-periodic schedule is denoted by 
~r = (t, w). 
Let us define the amplitude of an arc % of G with respect o the cycle time w to be 
aw(eij) = L(eli) -- wH(eq). 
For a given time-periodic schedule with cycle time w, the uniform constraints are 
met if and only if for any arc eq of G, tj - ti >>- aw(eij). 
It can be shown that time-periodic schedules are dominant schedules for the basic 
cyclic scheduling problem. 
Theorem 2.2. There exists an optimal time-periodic schedule a = (t, w(G)) for BCSP 
that can be computed in time O(n a log n). Moreover, for any w >>. w(G), ~ = (t, w) is 
a feasible schedule if and only if t is a non-negative potential on the graph (G, aw). 
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Fig. 3. A periodic schedule cr = (t, w). 
So one way to obtain an optimal generic schedule is to compute the paths with 
maximal amplitude w.r.t, w(G) on the graph G. 
Example. Fig. 2 depicts the graph (G, aw) where w = 6.5 is the optimal cycle time 
value. In the circles a potential on this graph is given, leading to the optimal schedule 
pictured in Fig. 3. 
3. Periodic scheduling on parallel processors 
We now consider aset of generic tasks subject o uniform constraints hat must be 
periodically performed by finitely many parallel processors. This section establishes 
the NP-hardness of the problem and discusses the periodicity of schedules. Permuta- 
tion schedules, for which the allocation of the tasks of any iteration is the output of 
a given permutation applied to the allocation of the previous iteration, are defined. 
We study their properties (periodicity, equivalence between permutations). We then 
establish that permutation schedules are dominant. 
3.1. Problem definition and lower bound on the cycle time 
An instance of the Periodic Scheduling on Identical Processors problem (PSIP) is 
defined by a uniform graph (G, L, H) and an integer m: the tasks are to be processed on 
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m identical processors. In this context a feasible schedule a assigns a starting time 
f(i, k)/> 0 and a processors f(i, k) to each occurrence <i, k> of a generic task i so that 
each processor performs at most one task per unit of time and the uniform constraints 
are met. The problem is to determine a feasible time-periodic schedule with a min- 
imum cycle time. 
Notice that time-periodic schedules are not dominant for the cycle time minimiz- 
ation in presence of a limited amount of processors [14]. However, they are easy to 
implement and their structure induces interesting properties that will be presented 
below. 
The resource constraint can be expressed as for non-cyclic problems in terms of 
starting times only as follows: at each time t, there are at most m occurrences of tasks 
that are being processed simultaneously. However, the study of the feasible allocation 
functions will be useful to determine the structure of the set of schedules, as we shall 
see in the next sections. 
If we relax either the uniform constraints or the resource constraint, we get the 
following bound for PSIP: 
Lemma 3.1. M = max(ZP~T/m, w(G)) is a lower bound on the cycle time. 
3.2. Problem complexity 
PSIP is a cyclic version of the classical m-processor makespan minimization 
problem SIP, an instance of which is defined by the number of processors m, a set of 
tasks T and an arbitrary acyclic graph F representing the precedence constraints. 
Now, any instance of SIP can be formulated as an instance of PSIP. Hence the 
following theorem holds. 
Theorem 3.1. PSIP is NP-hard in the strong sense. The special case of PSIP in which 
there are only two available processors is NP-hard. 
Proof. Let I = (m, T,F) be an instance of SIP, it can be reduced to an instance 
C(I) = (m,C(T), G) of PSIP as follows: one adds two dummy tasks of duration 1 to the 
set T (i.e. C(T)  = Tw{begin, end}); G is built by adding to F an arc of height 0 from 
begin to each source node of F, and from each sink node of F to node end. Moreover, 
an arc (end, begin) of height 1 is added, and the height of every arc of F is set to 0. Fig. 
4 illustrates this transformation. 
Let a = (t, w) be a time-periodic schedule of C(I). Assuming without loss of general- 
ity that tbeoi .= 0, one can build a schedule s of I by setting: si = tl - 1 Vi ~ T. The 
makespan M(s) of s is the duration of the generic schedule t minus 2. 
Conversely, any feasible schedule s of I induces a feasible periodic schedule 
cr = (t, w) of C(1) by setting: 
tbeoi n = 0;  t i = S i -}- 1 V ie  T; te,a = M(s) + 1; w = M(s) + 2. 
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Fig. 4. A precedence graph F and its associated uniform graph (G, L, H). 
Now, as there is an arc (end, begin) of height 1, and as there is a path of height 0 from 
node begin to node end passing through any node i, in any feasible schedule of C(1), 
the iterations cannot overlap: for any pair of generic tasks (i,j) and for any iteration 
number k, the occurrence ( i ,k)  is processed before ( j , k  + 1). This implies that the 
period of any time-periodic schedule is greater than the duration of the generic 
schedule. Hence a is an optimal time-periodic schedule of C(I) if and only if its 
associated schedule s of I has a min imum makespan. 
Hence as SIP is strongly NP-hard,  then so is PSIP. This transformation can also be 
done if m is fixed. Thus if m = 2, as the makespan minimization problem is NP-hard 
then so is its cyclic version. []  
3.3. Periodicity of the allocation function 
In this subsection we study the structure of the allocation function f of a time- 
periodic schedule a = (t, w, r-). We define a dominant subset of schedules, for which the 
allocation function is defined by a permutation, and thus can be very easily imple- 
mented. 
3.3.1. Permutation schedules 
Let us define the resource periodicity of a schedule as follows: a schedule a = (t, w, r-) 
is resource-periodic with period K if 
Vk ~ N, F(i, k + K) = f(i, k). 
Resource periodicity is an interesting property in terms of implementation, since it 
reduces the size of the schedule representation. We now introduce particular esource 
periodic schedules: 
A permutation schedule is a time-periodic schedule a = (t, w, f) such that there is 
a permutat ion s on {1 ....  ,m} with f(i,k) = s(f(i,k - 1)) for any k > 1 and any task 
i e T. The allocation function of a permutat ion schedule is completely defined by the 
permutat ion s and the initial vector r = (r~ . . . . .  r,) with r~ = f(i, 1). Thus, it is denoted 
by a = (t,w,r,s). 
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t = (2, 7, 1.5, 4.5, 0, 2.25, 3.25, 6.75) 
w= 6.5, r=(1,1,2,2,1,3,3,3), s=(l 2X3) 
Fig. 5. A permutation schedule. 
The resource periodicity of a permutation schedule is naturally the degree d~ of the 
permutation s, i.e. the minimum number such that s d" = id. 
Example. Fig. 5 shows a permutation schedule on three processors that satisfies the 
uniform constraints of Fig. 1. 
Let us consider the unique decomposition of s into circular permutations (also 
called cycles): s = cl .... ,ck,. The cycles partition the set { 1, . . . ,m} into k~ subsets 
CI,  . . . ,  Ck, such that c~ is a circular permutation on C i. We assume that the cycles are 
indexed by increasing order of levi. Recall the well-known result of combinatorics 
establishing that the degree of the permutation s is given by ds = Icm(IC~l,..., ICk,I). 
Hence the periodicity of a permutation schedule can be easily obtained once the cycles 
of the permutation s are known. 
Obviously, if tr = (L f) is a feasible schedule then for any permutation s on the set 
{ 1 , . . . ,  m}, a'  = (f, s o F) is also a feasible schedule (it just corresponds to a new labeling 
of the processors). This property can be expressed as follows for permutation sched- 
ules. 
Lemma 3.2. Let a = (t, w, r, s) be a permutation schedule. For any permutation r of 
{ 1 . . . . .  m }, a'  = (t, w, z(r), zsz-1) is still a schedule with the same resource periodicity. 
Proof. Two permutations s and s' are said to be equivalent if there exists a permuta- 
tion z such that s' zsz-  1 Now, s c l , . . . ,  Cks and s' = ' = . = C 1 , "'" , Cks' are two equivalent 
permutations if and only if k~ = k~, and IC A = IC~l. Thus tr' has the same periodicity 
than a. [] 
Hence an allocation function is characterized by its equivalence subset, i.e. the 
cardinality of the cycles of the permutation. 
3.3.2, Patterns 
We show that it is possible to associate with a permutation schedule a a pattern 
H which is the schedule of the generic tasks during a period of ~ in the steady state. We 
also show how to build a schedule, if there is one, from a given pattern. 
For any rational numbers x and w, we define 
xd ivw=[ -x [  and xmodw=x-w(xd ivw) .  
LWl 
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Fig. 6. A pattern H associated with cr = (t, w, r). 
Let a = (t ,w,r,s) be a permutat ion schedule. The occurrence vector r /=  (rh . . . . .  r/,) 
of a is defined by r/i = (tl - t0d iv  w. The pattern/7 = (~, w, p) of a is defined as follows: 
= (rh,...,r~n), rci = (ti -- t l )modw,  i = 1 . . . .  ,n.  
P = (P l  . . . . .  Pn), Pi = S-rt'(ri) • 
By definition, ni = ti - t l  - wqi. Hence if d = t(1,k) for large enough k, then for 
1 ~< i ~< n, d + ni is the starting time of the occurrence (i, k - rh) of task i. Moreover,  
this task is performed on the processor sk(pi). So the pattern represents the schedule of 
an interval of length w that is executed repeatedly in the steady state, performing the 
permutat ion s in each new interval to get the al location function. 
Fig. 6 reports the pattern of the schedule of Fig. 5 
Let H = (n, w, p) be such that rc is a n-vector on [0, w) and p a n-vector on { 1 , . . . ,  m}. 
We say that H is a feasible pattern if there exists a permutat ion schedule a = (t, w, r, s) 
whose pattern is /7.  
We call i a borderline task if nl + Pl > w and we define the head and the tail of i to be 
two tasks with processing times w - nl and nl + pl - w. The other tasks are called 
inner tasks. 
Clearly, a pat tern /7  defines a schedule of makespan w on m processors of all the 
inner tasks and all heads of borderl ine tasks. We say that the borderl ine tasks are 
schedulable in /7  if their tail can also be scheduled in the idle periods at the beginning 
of this schedule. 
Let us consider the intervals [0,x l )  . . . . .  [0, Xm) with xj = minp,=j(ni). The border-  
line tasks are schedulable in /7  if a function fass igns  a processor f( i)  to each borderl ine 
task i such that: f( i)  ~ f( i ' )  if i :~ i' and xf,~ >>. ni + p~ - w. 
We also define a valuat ion an on the arcs of G as follows: for any arc eli, 
C~n(e~j) = [ ~z~ - ~zi + aw(e~)] 
w 
We now establish a feasibility condit ion for a pattern. 
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Theorem 3.2. A pattern 17 is feasible if and only if the following conditions are met: 
(a) The circuits of  G have a negative an value. 
(b) I f  Pi = Pj then either 7~ i q- Pi ~ 7~j or nj + pj <~ ~z i.
(c) The borderline tasks are schedulable in 17. 
Proof. Indeed, the pair (H,~/) defines a schedule (t,w) satisfying the uniform 
precedence constraints if and only if for any task i, t i -  tl = ni + wrh and for 
any arc  eij: 
tj -- t i >~ Pi -- wH(eij) ¢:~ rlj -- ?li >~ o~n(eij). 
Now, let us consider the resource constraint. Clearly, conditions (b) and (c) imply 
that at most m generic tasks are being processed concurrently in the steady state of 
any schedule based on the starting times given by (t, w). So the pattern corresponds to 
at least one schedule. 
We now describe a method for building a permutat ion from the pattern. By (c) the 
borderl ine tasks are schedulable, so that there exists an allocation function f as 
described above. We then set, for any borderline task i, s -  1 (pi) = f(i). By the definition 
of f, and as there are at most m borderl ine tasks, if s(j) and s(j ')  are defined then 
j # j '  ~s( j )  ~ s(j'), s can then be completed in any way to obtain a permutation. (b) 
and (c) can then be rewritten as: 
If p~ = pj then either n~ + p~ <~ nj or nj + p~ <. hi. 
If pj = s -  l (p i )  then n i ~- Pi - w ~ "iTj. 
Let r/g be a feasible occurrence vector and let us consider an interval [d, d + w) with 
d = ?(1,k). Clearly, if the resource constraint is met on each of these intervals, 
tr = (t, w, r, s) defined above is a feasible schedule. Now, by construction of the pattern, 
if a task (i, n~) is being executed in this interval we have necessarily either n~ = k - r/i 
and (i, n~) is performed by processor sk(pi) in the time interval [ni + kw, rci + Pi + kw) 
or i is a borderline task, n~ = k - r/i - 1 and (i, nl) is performed by s k- l(pi) in the time 
interval [n~ + (k -  1)w,g~ + p~ + (k -  1)w). Thus the choice of s ensures that no 
conflict will occur on a processor. [] 
Fig. 7 shows the graph G with the valuation an. In the circles are reported the 
components of the occurrence vector ~/. 
3.3.3. Dominance o f  permutation schedules 
The notion of pattern results in a simple property : the dominance of permutat ion 
schedules. 
Corollary 3.1. The set of  permutation schedules is a dominant subset of  time-periodic 
schedules. 
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Fig. 8. A uniform graph G. 
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Fig. 9. Optimal periodic schedule if all the instances of a generic task must be executed by the same 
processor. 
Proof. It is a simple outcome of the previous result. Indeed, if a = (t,w,f) is 
a schedule then if k is large enough, the schedule in the interval [d,d + w) 
with d = f(1,k) defines a pattern that meets obviously the conditions stated in 
Theorem 3.2. [] 
Now, it would be interesting to know the kind of periodicity that can be expected 
from an optimal schedule. In particular, one can ask whether the schedules for which 
the permutation is the identity function are dominant. The example reported in Fig. 
9 shows that the answer to this question is "no". 
Let us consider four generic tasks subject o the uniform constraints depicted in Fig. 
8 and two processors. If all the instances of a generic task must be executed by the 
same processor, the minimum cycle time is 5 (Fig. 9). 
When this restriction is relaxed, the optimal value is 4.5 (Fig. 10). 
We shall prove in the following that permutation schedules a = (t, w, r, s) such that 
s is a circular permutation of the tasks are dominant. We call them circular schedules. 
C. Hanen, A. Munier / Discrete Applied Mathematics 57 (1995) 167-192 
4.5----------~- 
Fig. 10. Opt imal  periodic schedule. 
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4. A po lynomia l  special case :The  uni form circuit 
In this section we study the subproblem of PSIP for which the uniform graph is 
reduced to a circuit• We build a pattern reaching the lower bound on the cycle time, 
and then prove that this pattern defines a circular schedule. Moreover, we prove that 
any potential on G with respect o the amplitude defines a circular schedule on H(G) 
processors. These properties will be useful to define the structure of the set of 
schedules in the general case as we shall see in the next section• 
Let G be a simple circuit and assume without loss of generality that the nodes are 
indexed following the order of the circuit, so that G is composed of the arcs 
e12,e23,... ,enl. Let M be the lower bound established in Section 3.1. We build 
a pattern 17" = (~*, M, p*) as follows: 
(,~* = 0, p*  = 1, 
J 
Vj6{2,. .  ,n}, In* * • u j_ 1 + Pj 1, P* = P* 1, if ~_ 1 Al'- P j -  1 < M, 
! 
[rt* re* M, * j_ ~ + p j_ ~ - pj = p*_ ~ + 1, otherwise. 
Note that this pattern is exactly the schedule obtained with the McNaughton 
algorithm for preemptive scheduling on m processors [12] when m <<. H(G). 
Theorem 4.1. l f  G is a simple circuit the pattern 17" is feasible. Moreover, it defines an 
optimal circular schedule. 
Proof. Let us consider a generic task i ~ n: if i is not a borderline task then 
n*+l=n*+pi .  So, ~n*(ei, i+x) = -n (e i . i+ l ) .  Else, n*+pi -n*+l=M.  So, 
0~n.(ei,/+ 1)= I - H(ei, i+l). 
For task n, we have necessarily n, + p, ~< M, and as n* = 0, ~n,(e,1) = 1 - H(e.1). 
Moreover,  according to the definition of 17", and as 
M~> max(L(G), L(G)~ 
there are at most min(m,H(G)) - 1 borderline tasks. So, 
E ~rl*(el, i+l) + ~n*(e,1) <~ -- H(G) + min(m,H(G)) <<. O. 
iE{1 ..... n - I}  
Hence the condition (a) of Theorem 3.2 is met. 
180 C Hanen, A. Munier / Discrete Applied Mathematics 57(1995) 167-192 
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Fig. 11. The pattern/ /*  and the occurrence vector. 
Now, ifj is a borderline task, so that p* = k then task j + 1 will start on processor 
k + 1 at time Xk ÷ ~ = ~* + pj -- M so that the tail of j  can be performed in the interval 
[0,Xk÷ 1). Thus the conditions (b) and (c) are also met. 
We can choose the circular permutation s defined by s- 1(i) = i mod m + 1, so that 
the conditions below are met. If p* = p* then either rr* + Pi <<. ~* or re* + pj ~< ~*; if 
p* = s - l (p  *) then r~* + Pi -- W ~ 7Z*. 
Hence a permutation schedule can be built as in Theorem 3.2 with the permuta- 
tion s. [] 
Fig. 11 reports the pattern H* on two processors for the circuit reported in Fig. 8. 
This result allows one to determine the minimum number of processors needed by 
a schedule of the circuit whose cycle time is w(G) = max(maxi~r p~, L(G)/H(G)). 
Corollary 4.1. Let (G, L, H) be a uniform circuit. The minimum number of processors 
required by an optimal schedule of the corresponding basic cyclic scheduling problem is 
m* =[LtCq 
IwtG)/ 
Proofi Obviously, for any time-periodic schedule a = (t, w, f), the number of proces- 
sors required by its execution is at least V L(c)/w 7. This bound is achieved by the 
schedule corresponding to the pattern/7* previously defined. The maximum number 
of tasks performed simultaneously is 1 + I{i, i < n, n~ + Pi ~> w} I and there is no idle 
time between two successive tasks. [] 
More generally, we can derive an upper bound on the number of processors needed 
by any solution of the basic scheduling problem. Further, we prove the dominance of 
circular schedules in this case. 
Theorem 4.2. Let (G, L, H) be a uniform circuit. I f  w >>. w(G), any potential t on (G, aw) 
defines a circular schedule a = (t, w, r, s) on H(G) processors. 
Proof. By Lemma 2.1, to each task i corresponds a constant K~ such that the set of 
nodes A = {(i, k), k >>. K~} of the developed graph 7G is partitioned into H(G) infinite 
paths. Thus in any schedule at most H(G) of these tasks are performed concurrently. 
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Now if more than H(G) tasks (i, ki) with at least one of them that do not belong to 
A were performed concurrently, then the same situation would occur for the tasks 
(i, ki + p) for any p >t 1. By choosing p large enough, we would have more than H(G) 
tasks of A performed concurrently, the contradiction. Hence a schedule on H(G) 
processors can be defined from any potential t. 
Recall that if we denote by #1 . . . . .  #raG) the infinite paths above, then/tp contains all 
the occurrences ( i ,k )  of task i such that (k - Ki)modH(G) = p - 1. So we can set 
ri =(1 -  Ki )modH(G)+ 1, and s ( j )= jmodw + 1 in order to define a circular 
allocation function such that the tasks of #p are performed by the processor p. [] 
5. Structure of solutions 
In this section we show that the feasible schedules can be structured into subsets, 
each of them associated with a tie-breaking raph. We show that the best schedule in 
a subset can be provided in polynomial time by solving an instance of the basic cyclic 
scheduling problem. This formulation allows one to show that circular schedules are 
dominant. Such schedules are associated with tie-breaking circuits, and induce new 
properties of the optimal schedule. 
5.1. Tie-breaking raphs 
Let us consider an instance I of the PSIP problem. A tie-breaking raph for I is 
a uniform graph (X, L, H) where X = (T, A) is a set of disconnected circuits denoted by 
X1 . . . . .  Xq. The length function L is defined as usual by the processing times of the 
tasks. The height of any circuit is positive and the sum of the heights H(X) of all the 
arcs of X is not greater than m. The circuits of X are assumed to be indexed by 
increasing order of their heights. 
In order to distinguish the initial uniform constraints from the ones defined by 
a tie-breaking graph, we denote an arc of a tie-breaking graph from node i to nodej  by 
Xij. 
The tie-breaking raph captures the minimum number of uniform constraints that 
are sufficient to meet the resource constraint. Indeed, any potential on a given 
tie-breaking raph valued by the amplitude induces a permutation schedule that can 
be performed on m processors and whose periodicity is the least common multiple of 
the heights of the circuits of X: 
Theorem 5.1. Let (X, L, H) be a tie-breaking raph and let t be a potential on (X, aw). 
There exists a vector p and a permutation s = c l , . . . ,cq  on {1, . . . ,H(X)} with 
IC~l = H(X~) such that a = (t, w, p, s) meets the resource constraint. 
Proof. Let t be a potential on (X, aw) and let Xj be a circuit of X. By Theorem 4.2, the 
restriction of t to the tasks of X~ defines a circular schedule of these tasks on H(X~) 
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processors. As the circuits of X are disconnected, the circular permutations of these 
partial schedules can be combined in order to define the cycles of a permutation s on 
{ 1, . . . ,  H(X)}.  The same argument holds for the vector p. As by the definition of X we 
have H(X)  <~ m, a = (t,w,p,s) meets the resource constraint. [] 
We show now how to build a tie-breaking graph denoted by X" from a permutation 
schedule tr = (t, w, r, s). 
Let us consider two generic tasks i and j such that the occurrence (j, K j )  
follows immediately ( i ,K~) on the same processor p = s r ' -  l(ri) = s Kj- l(rj), assum- 
ing large values for Ki and Kj. As tr is a permutation schedule, Vn > 0, the 
occurrences (i, Ki + n) and (j, Kj + n) are also consecutively performed by the same 
processor. This property can be modeled by a uniform precedence constraint x~j be- 
tween tasks i and j with length p~ and height H(x 0 = Kj - K~. We build a uniform 
graph X" from all couples of such consecutive tasks and we prove the following 
theorem: 
Theorem 5.2. Let tr = (t, w, r, s) be a permutation schedule. X ~ is a tie-breaking raph. 
Moreover, if s = c l . . .cq, then X ~ is composed of q circuits of heights ICll . . . .  , I fql. 
Proof. Let us consider a couple of tasks (i,j) whose occurrences are performed by the 
same set of processors (i.e. 3a, (rl, rj) e Ca2). There exists a path in X" from i toj. Indeed, 
any task k such that rk ~ Ca is performed infinitely often by all the processors of Ca. 
Thus if we consider an occurrence (i, Ki),  there is an occurrence o f j  that will be 
performed on the same processor. If we take the nearest occurrence ( j ,  K j) then the 
tasks performed between them on this processor define a path in XL Moreover, the 
structure of the allocation function implies that each task i has exactly one successor 
and one predecessor in XL So, X" is composed of q circuits. 
Now, let us consider a task i such that r~ ~ C,. By the definition of permutation 
schedules, the difference between two successive occurrences of i on processor p ~ Ca is 
exactly IC~l. So, the height of the circuit of X" corresponding to C~ is ICal. [] 
Example. The periodic schedule presented in Fig. 5 is optimal. Its associated tie- 
breaking graph is depicted in Fig. 12. 
5.2. Dominance of tie-breaking raphs 
In this section we use the previous properties to describe the set of schedules. We 
prove that it can be partitioned into subsets, each of them associated with a tie- 
breaking raph. The best schedule in each subset can be provided in polynomial time 
by solving an instance of the basic cyclic scheduling problem. Hence the set of 
tie-breaking raphs defines a dominant subset of schedules. 
Any schedule o meets the uniform constraints defined by both X ~ and G. In order to 
unify the two kinds of constraints, we define the folded graph. 
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Fig. 12. A tie-breaking raph. 
Suppose we are given a uniform graph (G = (T, EG),LG, HG) and a tie-breaking 
graph (X = (T, Ex), Lx, Hx). The folded graph is defined by (GX = (T, Ea~Ex), L, H) 
where L(e) = LG(e), H(e) = Ha(e) if e ~ EG; L(e) = Lx(e), H(e) = Hx(e) if e ~ Ex. 
If a is a schedule, then we denote by (GX ~, L, H) the folded graph induced by X ~ and 
G. 
As a simple outcome of the previous theorems and of the preliminary properties of 
the basic cyclic scheduling problem we get the three following results. 
Corollary 5.1. I f  a = (t, w,p,s) is a permutation schedule, then t is a potential on the 
folded graph (GX ~, aw). So this graph has no circuit with non-positive height. 
Conversely, any potential on a folded graph defines a schedule. 
Corollary 5.2. Let X be a tie-breaking raph with q circuits such that GX has no circuit 
with non-positive height. The following assertions hold: 
(1) Any potential t on (GX, aw) defines a permutation schedule a = (t,w,p,s). 
(2) s = cl ...Cq is decomposed into q cycles with ICkl = H(Xk), k = 1 . . . . .  q. 
(3) The minimum cycle time of any schedule associated with X is the value of the critical 
circuit of GX. 
We denote by a*(X) a schedule with minimal cycle time associated with X. We now 
have the following dominance property. 
Corollary 5.3. The set of schedules 6*(X) such that X is a tie-breaking raph is 
a dominant subset of schedules. 
Example. Fig. 13 shows the folded graph for our example and its critical circuit, 
leading to the schedule reported in Fig. 5. 
For a given X, a*(X) is the solution of the basic cyclic scheduling problem induced 
by GX and thus can be computed in polynomial time. Thus PSIP can be reformulated 
as follows: 
Find a tie-breaking raph such that the value of the critical circuit of the induced 
folded graph is minimum. 
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Fig. 13. A folded graph. 
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Fig. 14. A merge operation. 
5.3. Dominance of  circular schedules 
In this section, we prove that the schedules associated with tie-breaking circuits are 
dominant with respect o the cycle time minimization. 
Assume that we are given a permutation schedule a = (t,w,p,s) and consider 
a tie-breaking raph X" associated with a. We are going to prove that if X" is 
composed of q > 1 disjoint circuits, it is always possible to build a schedule a' with the 
same cycle time such that X ' '  has q - 1 circuits. 
We first introduce the basic operation on tie-breaking raphs that leads to this 
result. 
For any task i, let us denote by Xcti) the circuit of X containing node i. Let i andj  be 
two nodes such that Xcto ~ Xco). The predecessor f i (or j) on its circuit is denoted by 
y(i) (or y(j)). 
If h is an integer, we define the tie-breaking graph X' (h) = merge(X, i,j, h) obtained 
from X as follows. 
Delete the arcs x~,),~ and x~d),j; add the arcs x~i).j and x~j~,~ with: L(x~i),j) = p~,); 
L(x~,(j), i) = p~tj); H(x~,(i),j) = H(x~,(i),i) -Jr h and H(xz,  o), i  ) = H(x~(j).j) -- h. 
This transformation is depicted in Fig. 14. 
Obviously, the following property holds. 
Lemma 5.1. I f  X is composed of q > 1 circuits then for any h, X'(h) = merge(X, i,j, h) is 
a tie-breaking raph and is composed of q - 1 circuits. 
We first determine particular schedules for which this transformation is always 
feasible. 
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Lemma 5.2. Let  X be a tie-breakin9 raph and let t be a potential on (GX' ,  aw). Assume 
that there are two nodes i and j such that: 
Xcti) # X~tj) and t jmod w = (tr,) + p~ti))mod w. (1) 
Then one can f ind h such that, if X '  = merye(X~, i j, h), t is a potential on (GX' ,  aw). 
Proof. Assume that (1) holds. There exists an integer ~ such that tj - t r¢  o = pr,) + aw. 
If we set h= -~-H(x~, ) ,~) ,  we obtain t j - t r , )=pr ,~- (h+H(x~, ) ,~) )= 
Pr~o - wH(x~¢i~,j). In other respects, t~ - t~j) = (t~ - tr,)) + (tr¢i) - tj) + (tj - t~u)). As 
t is a potential on (GX,  a~), for any edge X~k),k of this graph, 
tk - -  t~,(k) ~ P~(k) --  wH(Xr(k),k). SO, 
t~ - trtj) >~ p~,) - wH(x~,),i) - P~ti) - ~w + P~ti) - wH(xru),J).  
Then, we get ti - tr(j) >~ petj~ - wH(x~(j),i). So, the two potential constraints corres- 
ponding to the edges x~t~).j and x~tj),~ are met. []  
Now, starting from some schedule a, we intend to modify this schedule until the 
condition (1) is met. We introduce the basic shifting operation for this purpose. 
Let X be a tie-breaking raph, C be a circuit of X, and let t be a potential on 
(GX, aw). We say that t' is shifted from t on C by 6 > 0, which is denoted by 
t' = shift(t, C, 6) if for any task i of the circuit C, t'~ = t~ + 6 and for any other task tl = t~. 
The following lemma describes a feasibility condition for the shifting operation. 
Lemma 5.3. I f  t is a potential on (GX,  aw) then t' = shift(t, C, 6) is still a potential on 
(GX,  aw) if and only i f for any arc eij of  G such that i¢C  andjq~C we have: 
6 <~ tj -- ti -- aw(eij). 
Proof. Let u~j be an arc of GX from i to j. The associated constraint on t' can be 
expressed as follows: t~ - t~ >>. aw(Uij). As t' ~> t, this constraint may be violated only if 
t~ >~ ti and t) = tj, i.e. if i ~ C and jq~C. [] 
Let X be a tie-breaking raph and t be a potential on (GX,  aw). For every couple (i,j) 
of nodes such that Xc,~ # Xcu), we set 6~j = (tj - tg - p~) mod w. We define the shift 
index of (X, t) as follows: 
6" = min 6u. 
Xc(i) ~ Xc(j) 
Lemma 5.4. For any circuit C of  X,  t' = shift(t, C, 6") is a potential on ( G X,  aw) and thus 
induces a feasible schedule with cycle time w. 
Proof. Let C be a circuit of X, eij be an arc of G such that i e C and j¢C.  Then, there 
exists an integer ~u such that t j - tg -p~= ~ijw + 6~j. As t is a potential, 
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Fig. 15. A shifted schedule. 
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Fig. 16. A tie-breaking circuit. 
t j - t i -p~+wH(e i j )>~O.  So, 6~j+w(H(e i j )+~j )>>.O.  As 6 i j<w we get 
H(eij) + ~ij >~ O, so that tj - ti - Pi + wH(ei~) >>. 6ij >>- 3*. [] 
Finally, we can shift any schedule so that a merge operation is feasible. 
Lemma 5.5. / f t r=  (t, w, p, s) is a permutation schedule then there exists a circuit C in X ~ 
such that t' = shift(t, C, 3*) meets condition (1). 
Proof. Let us consider the couple of nodes (i,j) such that Xctl} 4: Xc<i} and 3" = 31j. As 
previously, tj - t~ - pi = ctijw + 3*. If we set C = Xc{0, t~ - t~ - p~ = tj - t~ - 6" - 
p~ =- w~j. So, t' meets condition (1). [] 
As a simple outcome of these lemmas, by applying alternately the shift and merge 
operations to a schedule and its tie-breaking graph, we obtain a potential on 
a tie-breaking circuit that induces a circular schedule with the same cycle time as the 
initial one. So we can state the following result. 
Theorem 5.3. Circular schedules are dominant for  the cycle time minimization. 
Example. In our example, 3*=658=0.25 .  For  C=(1 ,2 ,3 ,4 ,5 ,1 ) ,  we set: 
t' = shift(t, C,0.25) and we obtain the schedule reported in Fig. 15. Then, we merge 
tasks 5 and 8 with a height h = 1 and we obtain the tie-breaking circuit of Fig. 16. The 
corresponding circular schedule is depicted in Fig. 17. 
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Fig. 17. A circular schedule. 
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Fig. 18. An insert operation. 
6. A greedy  a lgor i thm 
We present here a construction algorithm that always provides a feasible solution. 
At each step, a tie-breaking circuit that involves the first k tasks of a PS IP  instance is 
given, and the heuristic attempts to insert the (k + 1)th task in the tie-breaking circuit 
without modifying the current value of the cycle time. If it fails, this value increases as 
little as possible. 
6.1. Feasibility o f  insertion 
Assume that we are given a uniform graph (G, L, H) and a circuit X k_ 1 that is 
a partial t ie-breaking raph: Xk-1  is composed of a circuit with height m passing 
through nodes 1 to k -  1. The remaining nodes have a degree 0. Assume that the 
folded graph GX k_ 1 is consistent: the height of any circuit is positive. 
Let xij be an arc of Xk-  1. We define the insertion of  k between i and j by h as the 
construction of the graph Xk, obtained from Xk-  1 as follows: 
(1) delete the arc x u and add the arcs Xik and Xk~; 
(2) set L(Xlk) = Pi, L(Xkj) = Pk, H(Xik) = h and H(Xkj) = H(xij) -- h. 
We denote this insertion by insert(k,x~j, h). (See Fig. 18.) 
We first establish a consistency condition. Let us define H : T x T ~ 7/ to be the 
min imum height function on the current folded graph GX k 1: for any two nodes i and 
j, H(i,j) is the minimal height of a path in GX k_ 1 from node i to node j. 
Lemma 6.1. insert(k, xq, h) yields to a consistent graph GX k if and only if 
1 - H(k, i) ~ h ~</q(j, k) + H(xij) - 1. (2) 
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Proof. Any circuit in GXk induces a circuit of GXk-  1, with the same height, unless it 
passes through either the new arc X~k or the other new arc Xkj. Let rki (or rjk ) be the path 
with the shortest height in GX k-  1 from k to i (or f romj to k). As those paths are simple 
paths, they do not pass through the arc xq. Hence they are still paths in the graph 
GX k. Moreover, ru (or rjk ) is the path with minimum height from k to i (orj  to k) in the 
new graph that do not pass through the arc Xk~ (or Xik). 
There fore ,  GX k is consistent if and only if the heights are chosen so that 
H(Xik) + H(k,i) >~ 1 and H(Xkj) + ~r(j, k) >1 1. As H(Xik) + H(XRj) = H(x O, we can 
express the previous inequalities as follows: 1 - FI (k, i) <~ H(Xik) <<. H(j, k) + H(x 0 - 1. 
[] 
We now prove that it is always possible to construct a feasible solution by 
successive insertions. 
Lemma 6.2. I f  GX k-  1 is consistent, then there exist xq and h such that insert(k, xii, h) 
yields to a consistent 9raph. 
Proof. Assume that for any arc xli, and for any h, insert(k, xii, h) is not feasible. By 
Lemma 6.1, we have FI(j, k) + ft(k, i) + H(x~j) ~< 1. Assume without loss of generality 
that the nodes of the circuit are indexed by 1 . . . . .  k -1  so that its arcs are 
X12, X23,  . . .  ,Xk-1,1.  
If k = 2 then we assumed that ~r(1, 2) + H(2, 1) + m = 1. But hr(1,2) + H(2, 1) = 
1 - m is the height of a circuit in GX1, and it cannot be non-positive, hence the 
contradiction. 
Let us set a =/~(k,  1) and assume that k/> 2. As insert(k, xx2,h) is not feasible, we 
have: /4(2,k)~< 1-  a -  H(x~2). Now as GXk-1 is consistent, we have H(2 ,k )+ 
H(k,2)/> 1. From that we deduce that ~(k,2) 1> a + H(x~2). 
Similarly, hr(3,k) ~< 1 - H(k,2) - H(x23  ) ~ 1 - -  a - H(x12  ) - H(x23) .  As /4(3,k) 
+/4(k,  3) >~ 1, we get H(k, 3) ~> a + H(x12) + H(x23). The same argument applied to 
the successive arcs of the circuit yields to the following inequality: 
k-2  
FI(k,k -1 )  ~> a + ~ n(xp, p+ l). 
p=l  
Finally, as H(1,k) + t-I(k,k - 1) + H(Xk-l.1) ~< 1 we get /St(l, k) ~< 1 - a -- m. 
Therefore, ~r(1, k) +/4(k,  1) ~< 1 - m ~< 0, hence the contradiction. [] 
So, in order to build step by step a feasible solution we just have to find, at each step, 
an arc xij and a value h satisfying (2). The minimal height H must then be updated. 
Lemmas 6.1 and 6.2 guarantee the feasibility of this construction. The remaining 
problems are to find a good rule to select the arc x o to be deleted, and to choose 
a value h so that the cycle time does not increase too much at each step. 
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6.2. Insertion with bounded cycle time 
Let w be an upper bound of the optimal cycle time. This section addresses the 
problem of constructing a feasible schedule with cycle time at most w using the 
insertion as in Section 6.1. So let us consider as previously a partial tie-breaking graph 
Sk-  1. 
Let us define dw : T x T ~ Q to be the maximal amplitude with respect o w on the 
current folded graph GXk-I: for any two nodes i and j, dw(i,j) is the maximal 
amplitude of a path in GXk- ~ from node i to node j. 
If k is inserted between i and j, then as previously the circuits with maximal 
amplitude that could be modified by the insertion are those passing either through 
Xik or through Xkj. From that we deduce the following lemma. 
Lemma 6.3. The folded graph GX k induced by the insertion insert(k, xij, h) has no circuit 
with positive amplitude with respect o w if and only if the following inequalities hold: 
h >~ max([dw(k'i--)w + P'],l - FI(k,i) ), 
h <~ min( H(x,j)-[dw(J'k--)w + Pk],R(j,k) + H(x, j ) -1) .  (3) 
Proofi Two circuits have to be considered: the first one (resp. the second) is composed 
of the path with maximal amplitude from node k to node i (or from j to k), and of the 
new arc X~k (or Xk~). Their amplitudes will be, respectively, dw(k, i) + L(Xik) -- wH(X~k) 
and dw(j, k) + L(Xkj) -- wH(Xkj). As L(Xkj ) = Pk, L(Xik) = Pi and H(Xkj ) = H(x i j  ) -- H(Xlk) 
we get our result. [] 
Of course, it is not always possible to choose an arc xij satisfying this condition. 
However, when any insertion induces a circuit with a positive maximal amplitude we 
can still continue the insertion as in the previous paragraph to obtain a feasible 
solution. Moreover, we can compute the value of the critical circuit of the current 
folded graph and simply update w in order to continue the process based on Lemma 6.3. 
6.3. A construction heuristic scheme 
We present here an outline of our heuristic scheme for PSIP. This heuristic an be 
inserted into a binary search for the optimal cycle time. Finally, we discuss the 
possible choices of the insertion arcs and the height values. 
PSIP-construction heuristic 
Input: a uniform graph (G, L, H), a number of processors mand a cycle time value w. 
Output: a tie-breaking circuit and the value w' of the optimal cycle time of schedules 
based on this circuit. 
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1. Set X := (T,{x11}) with L(Xll) := Pl and n(X l l )  := m. Let GX be the folded 
graph associated with G and X. 
2. Compute/~ and dw on GX. 
3. Fork=2tondo 
3.1. If it is possible choose xij in X and h such that (3) holds and 
insert(k, x~j, h); then update the values of H, dw on the new folded graph. 
3.2. Else choose xij in X and h such that (2) holds; insert(k, xij, h), and compute 
the critical circuit/~ of the new folded graph. 
Set w := L(#)/H(/~) and finally update H and dw. 
4. Compute the critical circuit g of GX and set w' := L(/~)/H(/~). 
Example. This heuristic applied to our example on 3 processors yields to the optimal 
schedule shown in Fig. 17. The insertions were made as follows: insert(3,x~l, 1), 
insert(7, x31, 1), insert(4, x37, 0), insert(5, x71, 1), insert(8, x47, 0), insert(2, xl 3, 0), and 
finally insert(6, x87, 1). 
This heuristic an be used in a binary search of the optimal throughput. Starting 
from a lower bound w- and an upper bound w ÷ on the optimal cycle time, we can 
initiate the construction algorithm with value w = (w ÷ + w-)/2. The value w' pro- 
vided by the construction is then the new upper bound on the optimal cycle time. 
Finally, it is obvious that the behavior of the heuristic will depend on the choices 
made on the arc to be deleted, on the value of the height parameter of the insertion, 
and on the indexation of the nodes. We have tested several policies. We mention here 
the one that seems to be the most interesting as far as we know. 
It is easy to compute, for a given arc x~j, the value h* in the insertion procedure that 
minimizes the maximal amplitude of the two new circuits passing, respectively, 
through the arcs Xlk and Xkj. We thus propose to compute this value for all the arcs of 
the current ie-breaking circuit X and to choose the arc xlj for which the maximal 
amplitude of the new circuits is minimal when value h* is chosen. The hope is that the 
amplitude will not grow very much at each step. 
Besides, we suggest hat the tasks should be indexed by decreasing order of their 
processing times. Thus the bottleneck tasks could be scheduled first, hence reducing 
the bad choices at the beginning of the algorithm. 
7. Conclusion 
Several heuristics and approximation algorithms had been proposed for the NP- 
hard problem addressed in this paper. However, these results did not enhance the 
structure of the set of schedules, o that no exact algorithm had been constructed. We 
proposed a new approach using the solution of the basic cyclic scheduling problem. 
We have shown that the set of schedules can be partitioned into subsets. In a subset, 
all schedules meet a set of uniform constraints modeled with a tie-breaking raph. 
Conversely, the uniform constraints defined by a tie-breaking raph are sufficient o 
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meet the resource constraint.  Thus the best schedule in each subset can be provided in 
polynomial  time by comput ing the critical circuit of a uniform graph. 
Moreover,  we have explained the relations between the structure of an al location 
function and the structure of a t ie-breaking raph. We have shown that circular 
schedules, associated with t ie-breaking circuits, are dominant.  
Clearly, t ie-breaking circuits are very well suited for branch and bound enumer- 
ation procedures. Each node could be associated with a t ie-breaking circuit on 
a subset of tasks. The computat ion of some critical circuit could provide the evalu- 
at ion function. And the insertion heuristic presented in this paper could define a good 
upper bound on the cycle time. However, much work is to be done in order to derive 
efficient branching rules and bounds on the variable heights of the t ie-breaking 
circuits. 
Approaches based on local search can also be considered. The neighborhood of 
a given schedule can be defined by swaps of two successive tasks on the t ie-breaking 
circuit. 
Hence the results presented in this paper may be useful for constructing new 
efficient algorithms, as well as for understanding and evaluating the behavior of usual 
heuristics. 
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