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Let O be a bounded domain in RN ðN 2 NÞ with boundary @O: This paper
is concerned with initial-boundary value problems of the form:
@u
@t
 ðlþ iaÞDpuþ ðkþ ibÞjujq2u gu¼ 0 on O Rþ;
u¼ 0 on @O Rþ;
uðx; 0Þ ¼ u0ðxÞ; x 2 O:
ðCGLÞp
Here l;k 2 Rþ :¼ ð0;1Þ; a; b; g 2 R are constants, i ¼
ﬃﬃﬃﬃﬃﬃ
1
p
and u is a
complex-valued unknown function with Dpu :¼ divðjruj
p2ruÞ; p; q 2
½2;1Þ: In particular, ðCGLÞ2 is a problem for the usual complex
Ginzburg–Landau equation and recently studied very extensively (see e.g.
[3–5, 15]). However, one cannot apply the semilinear theory, such as
contraction methods for the corresponding integral equation, to ðCGLÞp
with p > 2: Therefore, there seems to be no preceding work on ðCGLÞp: To
overcome the difﬁculty, we develop the complex space version of mono-
tonicity methods in which subdifferentials of convex functions play the
central role. This accounts for the generalization from ðCGLÞ2 to ðCGLÞp:
Monotonicity methods are known to be independent of spatial dimension N
at least in real spaces. The dimension independence is proved to be true also
in complex spaces. We have already carried out this type of consideration
for ðCGLÞ2 in a previous paper [8] under the strict restriction on the complex1Partially supported by Grant-in-Aid for Scientiﬁc Research (C), No. 11640185.
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OKAZAWA AND YOKOTA542coefﬁcient of non-linear term. In [9] the Laplacian and usual non-linear
terms have been, respectively, replaced with uniformly elliptic operators and
non-linear terms both of which depend explicitly on the spatial variable x:
The operators in [8, 9], however, were not yet cast into the language of
subdifferential operators.
The purpose of this paper is to discuss two kinds of solvability of ðCGLÞp:
Problem 1. Global existence of strong solutions to ðCGLÞp with u0 2
W 1;p0 ðOÞ \ L
qðOÞ under mild restrictions on the complex coefﬁcients.
Problem 2. Global existence of ‘‘unique’’ strong solutions to ðCGLÞp
with u0 2 L2ðOÞ (smoothing effect) under strict restrictions on the complex
coefﬁcients.
We shall discuss these problems without any upper restriction on N 2 N and
p; q 2 ½2;1Þ: To this end we deﬁne two proper lower semicontinuous convex
functions on the complex Hilbert space X :¼ L2ðOÞ:
jðuÞ :¼
ð1=pÞjjrujjpLp for u 2 DðjÞ :¼ W
1;p
0 ðOÞ;
1 otherwise;
(
cðuÞ :¼
ð1=qÞjjujjqLq for u 2 DðcÞ :¼ L
qðOÞ;
1 otherwise:
(
Then ðCGLÞp is regarded as an abstract Cauchy problem in X :
du=dt þ ðlþ iaÞ@jðuÞ þ ðkþ ibÞ@cðuÞ  gu¼0; t > 0;
uð0Þ¼u0;
ðACPÞ
where @j and @c are the subdifferentials of j and c; respectively:
@jðuÞ ¼ Dpu; u 2 DðDpÞ :¼ fu 2 W
1;p
0 ðOÞ; Dpu 2 L
2ðOÞg;
@cðuÞ ¼ jujq2u; u 2 L2ðq1ÞðOÞ:
Thus, we shall develop a relevant perturbation theory for (ACP) containing
the sum of two subdifferential operators with complex coefﬁcients. The
accretivity of ðlþ iaÞ@j and ðkþ ibÞ@c depend on the ratios a=l and b=k;
respectively. We consider both accretive and non-accretive cases for the
perturbation ðkþ ibÞ@c though we always assume that the unperturbed
operator ðlþ iaÞ@j is accretive in X : In the non-accretive case we utilize the
relative compactness of the level set for j: The m-accretivity of the perturbed
operator will be discussed in the accretive case. However, we have not yet
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@ððlþ iaÞjþ ðkþ ibÞcÞðuÞ ¼ ðlþ iaÞ@jðuÞ þ ðkþ ibÞ@cðuÞ:
In particular, if the base space is a real Hilbert space and a ¼ b ¼ 0; then we
may employ the theory of subdifferential operators developed by Bre´zis
[1, 2] and #Otani [10, 11]. Nevertheless, it would be difﬁcult to apply their
results directly to our (ACP) because one has to convert the equation into a
system over the real product space. To solve the single equation in the
complex space, we need a little more devise to deal with the imaginary parts
of the inner products when we derive some a priori estimates. Thus, we shall
employ the homogeneity of convex functions to simplify the computations.
The corresponding subdifferential operators then behave like non-negative
self-adjoint operators. Such an operator-theoretical point of view yields not
only uniﬁed proofs independent of the dimension and exponents but also
smoothing effect on the solutions to (ACP) with u0 2 X : It is expected that
(ACP) contains something more than ðCGLÞp itself.
To describe our result more precisely we introduce three subsets of R2 and
the deﬁnition of strong solutions to ðCGLÞp: Namely, for x0; y0 2 Rþ we
deﬁne CGLðy0Þ; S1ðx0Þ; and S2ðy0Þ as
CGLðy0Þ :¼ ðx; yÞ 2 R2; xy50 or
jxyj  1
jxj þ jyj
5y0
 
;
S1ðx0Þ :¼ fðx; yÞ 2 R2; jxj4x0g;
S2ðy0Þ :¼ fðx; yÞ 2 R2; jyj4y0g:
In addition it is convenient to set S1ð1Þ ¼ S2ð1Þ ¼ CGLð1Þ ¼ R2: Note
that the regions CGLðy0Þ and S2ðy0Þ have been introduced through the
investigation of ðCGLÞ2: CGLðy0Þ is illustrated in Fig. 1 as the region
bounded by a pair of hyperbolas:
y ¼ y0 
1þ y20
xþ y0
ðx5 y0Þ; y ¼ y0 
1þ y20
x y0
ðx > y0Þ;
while S2ðy0Þ is a strip along the x-axis. When we consider ðCGLÞp; we shall
use CGLðy0Þ and S2ðy0Þ intersected with S1ðx0Þ as illustrated in Fig. 2.
Definition 1. A function uðÞ 2 Cð½0;1Þ;X Þ is called a strong solution to
ðCGLÞp if
(a) uðtÞ 2 Dð@jÞ \ Dð@cÞ for a.a. t > 0;
(b) uðÞ is locally absolutely continuous on Rþ so that uðÞ is strongly
differentiable a.e. on Rþ;
FIG. 1. CGLðy0Þ is the region covered with oblique lines and its boundary is given by a pair
of hyperbolas. S2ðy0Þ is the horizontal strip.
OKAZAWA AND YOKOTA544(c) uðÞ satisﬁes the equation in (ACP) a.e. on Rþ as well as the initial
condition.
In Problem 1, we use compactness methods to obtain strong solutions to
ðCGLÞp; in this case there is no information on the uniqueness. Setting
cp :¼
p  2
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p  1
p ðp52Þ;
we can state our answer to Problem 1.FIG. 2. CGLðy0Þ and S2ðy0Þ intersected by S1ðx0Þ are, respectively, used in Theorems 1.1–1.3
ðx0 ¼ c1p ; y0 ¼ c
1
q Þ:
GINZBURG–LANDAU EQUATION 545Theorem 1.1. Let N 2 N; p; q 2 ½2;1Þ and l;k 2 Rþ: Suppose that
a
l
;
b
k
 
2 S1
1
cp
 
\ CGL
1
cq
 
:
Then for any u0 2 W
1;p
0 ðOÞ \ L
qðOÞ there exists a strong solution uðÞ to
ðCGLÞp such that
uðÞ 2 Cð½0;1Þ;W 1;p0 ðOÞ \ L
qðOÞÞ; ð1:1Þ
uðÞ 2 L2ð0; T ;DðDpÞÞ \ L2ðq1Þð0; T ; L2ðq1ÞðOÞÞ 8T > 0; ð1:2Þ
ð@u=@tÞðÞ 2 L2ð0; T ; L2ðOÞÞ 8T > 0 ð1:3Þ
with the estimates
jjuðtÞjjL24e
gtjju0jjL2 ; ð1:4Þ
jjruðtÞjjpLp þ jjuðtÞjj
q
Lq4k1e
gþrtðjjru0jj
p
Lp þ jju0jj
q
Lq Þ; ð1:5Þ
where gþ :¼ maxfg; 0g; r :¼ maxfp; qg and k1 is a constant depending only on
lþ ia; kþ ib and p; q:
Remark 1. In particular, if p ¼ 2 then
S1ð1=cpÞ \ CGLð1=cqÞ ¼ S1ð1Þ \ CGLð1=cqÞ ¼ CGLð1=cqÞ:
In this case, Theorem 1.1 is essentially proved by Ginibre–Velo [3] in which
(1.3) is not explicitly stated; note that (1.3) implies that uðÞ is H .older
continuous: uðÞ 2 C0;1=2ð½0; T ; L2ðOÞÞ 8T > 0:
A simple question arises here. Is ðCGLÞp solvable in any sense when
ða=l;b=kÞ does not belong to the region S1ð1=cpÞ \ CGLð1=cqÞ? The answer
is yes. Actually, ðCGLÞp is weakly solvable without any restriction on
kþ ib: We shall discuss this problem in Appendix A.
In order to give an answer to Problem 2 we prepare the next theorem by
using monotonicity methods. Actually, we can show that ðlþ iaÞ@jþ
ðkþ ibÞ@c is m-accretive (maximal monotone) in X if we impose a strict
restriction on kþ ib: Hence, we obtain a semigroup fU ðtÞ; t50g on
Dð@jÞ \ Dð@cÞ generated by ðlþ iaÞ@j ðkþ ibÞ@cþ g: If u0 2 Dð@jÞ \
Dð@cÞ; then uðtÞ :¼ U ðtÞu0 is a unique strong solution to (ACP). In this way
we come to the second existence theorem for ðCGLÞp which generalizes a
previous result in [8] for ðCGLÞ2:
OKAZAWA AND YOKOTA546Theorem 1.2. Let N 2 N; p; q 2 ½2;1Þ and l;k 2 Rþ: Suppose that
a
l
;
b
k
 
2 S1
1
cp
 
\ S2
1
cq
 
:
Then for any u0 2 DðDpÞ \ L2ðq1ÞðOÞ there exists a ‘‘unique’’ strong solution
uðÞ to ðCGLÞp such that uðtÞ 2 DðDpÞ \ L
2ðq1ÞðOÞ for every t50; and
uðÞ 2 C0;1=pð½0; T ;W 1;p0 ðOÞÞ \ C
0;1=qð½0; T ; LqðOÞÞ 8T > 0; ð1:6Þ
uðÞ 2 L1ð0; T ;DðDpÞÞ \ L1ð0; T ; L2ðq1ÞðOÞÞ 8T > 0; ð1:7Þ
ð@u=@tÞðÞ 2 L1ð0; T ; L2ðOÞÞ 8T > 0: ð1:8Þ
Furthermore, uðÞ satisfies the estimates
jjruðtÞjjLp4e
gðtsÞjjruðsÞjjLp ; 04s4t; ð1:9Þ
jjDpuðtÞjjL24l
1egtk2ðu0Þ; t50; ð1:10Þ
jjuðtÞjjq1L2ðq1Þ4k
1ð1þ l1jajÞegtk2ðu0Þ; t50; ð1:11Þ
where k2ðu0Þ :¼ jjðlþ iaÞDpu0  ðkþ ibÞju0jq2u0 þ gu0jjL2 þ gþjju0jjL2 :
Let vðÞ be a unique solution to ðCGLÞp with vð0Þ ¼ v0 2 DðDpÞ \ L
2ðq1ÞðOÞ:
Put k2ðu0; v0Þ :¼ k2ðu0Þ þ k2ðv0Þ: Then
jjuðtÞ  vðtÞjjL24e
gtjju0  v0jjL2 ; ð1:12Þ
jjruðtÞ  rvðtÞjjpLp42
p2l1e2gtk2ðu0; v0Þjju0  v0jjL2 ; ð1:13Þ
jjuðtÞ  vðtÞjjqLq42
q2k1ð1þ l1jajÞe2gtk2ðu0; v0Þjju0  v0jjL2 : ð1:14Þ
Remark 2. The uniqueness in Theorem 1.2 is an assertion without any
dimension constraint. If p ¼ 2; then there are uniqueness theorems with
dimension constraint. For example, under the strict restrictions on N (and q)
the parameter region for uniqueness is widened from S2ð1=cqÞ to the regions
including CGLð1=cqÞ (see e.g. [5, Theorems 7.1 and 7.2]). It is worth noticing
that in [5] the properties of the ‘‘modiﬁed’’ heat kernel are effectively used.
GINZBURG–LANDAU EQUATION 547However, it would be difﬁcult to prove such a uniqueness theorem in the
ðCGLÞp case.
This question is partially related to the domain characterization of
Dp: Noting that DðD2Þ ¼ H2ðOÞ \ H10 ðOÞ when @O is of class C
2; we have
the embedding DðD2Þ  L1ðOÞ for N43: Unfortunately, if p > 2; then what
we can show is the only one-sided inclusion: DðDpÞ*W 2;pðOÞ \ W
1;p
0 ðOÞ \
W 1;1ðOÞ which is not sufﬁcient to apply the corresponding embedding
theorem. Nevertheless, we may apply the embedding W 1;p0 ðOÞ  L
1ðOÞ
for N5p:
Finally, we give our answer to Problem 2 which reveals smoothing effect
without any dimension constraint. It might be said that such a result is new
even for ðCGLÞ2 though in principle the effect is well known. Under the
same assumption as in Theorem 1.2 we show that the solution operator U ðtÞ
has the smoothing property in the following sense:
U ðtÞ :DðjÞ \ DðcÞ ! Dð@jÞ \ Dð@cÞ for t > 0:
To this end it seems necessary to cast the problem into the language of
subdifferential operators. As a consequence we can prove the global
existence of unique strong solutions to ðCGLÞp for u0 2 L
2ðOÞ ¼
W 1;p0 ðOÞ \ L
qðOÞ: This is a natural assertion because ðCGLÞp is a parabolic
problem. In fact, if the base space is a real space and a ¼ b ¼ 0; then the
corresponding property has already been shown in the monumental works
[1, 2].
Theorem 1.3. Let N 2 N; p; q 2 ½2;1Þ and l;k 2 Rþ: Suppose that
a
l
;
b
k
 
2 S1
1
cp
 
\ S2
1
cq
 
:
Then for any u0 2 L2ðOÞ there exists a ‘‘unique’’ strong solution to ðCGLÞp
such that uðtÞ 2 DðDpÞ \ L2ðq1ÞðOÞ for every t > 0; and
uðÞ 2 C0;1=ploc ðRþ;W
1;p
0 ðOÞÞ \ C
0;1=q
loc ðRþ; L
qðOÞÞ;
uðÞ 2 L1locðRþ;DðDpÞÞ \ L
1
locðRþ; L
2ðq1ÞðOÞÞ;
ð@u=@tÞðÞ 2 L1locðRþ; L
2ðOÞÞ:
Also, uðÞ satisfies (1.12) and
jjruðtÞjjLp 4e
gðtsÞjjruðsÞjjLp ; 05s4t;
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1 þ gþÞe
gþrt=2jju0jjL2 ; t > 0; ð1:15Þ
jjuðtÞjjq1L2ðq1Þ4k4ðt
1 þ gþÞe
gþrt=2jju0jjL2 ; t > 0; ð1:16Þ
where k3; k4 are constants depending only on lþ ia; kþ ib and p; q:
Let vðÞ be a unique solution to ðCGLÞp with vð0Þ ¼ v0 2 L
2ðOÞ: Then
jjruðtÞ  rvðtÞjjpLp4k3ðt
1 þ gþÞe
gþrtðjju0jjL2 þ jjv0jjL2 Þjju0  v0jjL2 ;
jjuðtÞ  vðtÞjjqLq4k4ðt
1 þ gþÞe
gþrtðjju0jjL2 þ jjv0jjL2 Þjju0  v0jjL2 :
Let us mention the organization of this paper. In Section 2, we prepare
some basic inequalities which will be used in Section 6. In Section 3, we
study the approximate problem to (ACP). Namely, we replace ðkþ ibÞ@c in
(ACP) with Lipschitz continuous operators. Sections 4 and 5 are devoted to
the abstract formulation of (ACP). They are concerned with nonaccretive
and accretive perturbations, respectively. The abstract result on (ACP)
applies to give proofs of Theorems 1.1–1.3 in Section 6. In Appendix A we
shall prove the global existence of weak solutions to ðCGLÞp with u0 2 L
2ðOÞ
without any restriction on kþ ib:
2. BASIC INEQUALITIES
Let H be a complex Hilbert space with inner product ð; Þ and norm jj  jj:
We will establish some basic inequalities in H one of which is known in C
and the others are known in RN : We shall use both C and CN cases in
Section 6.
First we present a ‘‘Hilbert space’’ version of the Liskevich–Perelmuter
inequality [6, Lemma 2.2] in which H ¼ C: Since the inequality is
fundamental in applications, we believe that it is meaningful to give a new
proof though we can modify theirs.
Lemma 2.1. Let p 2 ð1;1Þ: Then for non-zero z; w 2 H with z=w;
jImðjjzjjp2z jjwjjp2w; z wÞj
Reðjjzjjp2z jjwjjp2w; z wÞ
4
jp  2j
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p  1
p : ð2:1Þ
Proof. First, let p52: Setting fz;wðtÞ :¼ tzþ ð1 tÞw; we have
jjzjjp2z jjwjjp2w ¼
Z 1
0
d
dt
½jjfz;wðtÞjj
p2fz;wðtÞ dt:
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can be written as I1 þ ðp  2ÞI2; where
I1 :¼
Z 1
0
jjfz;wðtÞjjp2jjz wjj2 dt;
I2 :¼
Z 1
0
jjfz;wðtÞjjp4ðfz;wðtÞ; z wÞReðfz;wðtÞ; z wÞ dt:
Under this notation we obtain
ReW ¼ I1 þ ðp  2ÞRe I250; ð2:2Þ
ImW ¼ ðp  2Þ Im I2; ð2:3Þ
jI2j24I1 Re I2; ð2:4Þ
note that in (2.4) we have used the Cauchy–Schwarz inequality. As was
shown in Okazawa [7] it follows from (2.2)–(2.4) that
ðp  2Þ2jImW j2 ¼ jIm I2j24I1 Re I2  ðRe I2Þ
2
¼ ½ReW  ðp  2ÞRe I2Re I2  ðRe I2Þ
2
¼ ðReW ÞðRe I2Þ  ðp  1ÞðRe I2Þ
2
4 ð1=4Þðp  1Þ1ðReW Þ2:
Noting that ReW50; we obtain (2.1) for p52: If 15p52 then we can
prove in the same way as above that
jImWdj4
2 p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p  1
p ReWd; d > 0; ð2:5Þ
where Wd :¼ ððjjzjj
2 þ dÞðp2Þ=2z ðjjwjj2 þ dÞðp2Þ=2w; z wÞ: Letting d # 0 in
(2.5), we obtain (2.1) for p 2 ð1; 2Þ: ]
The following lemma is a ‘‘complex Hilbert space’’ version of Tartar’s
inequality. For the case where H ¼ RN see Sakaguchi [12, Lemma 3.1],
Simon [14, p. 210] and Tolksdorf [16, p. 129, Lemma 1].
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Reðjjzjjp2z jjwjjp2w; z wÞ522p jjz wjjp: ð2:6Þ
ðiiÞ Let p 2 ð1; 2Þ: Then for non-zero z; w 2 H ;
Reðjjzjjp2z jjwjjp2w; z wÞ5
ðp  1Þjjz wjj2
maxfjjzjj2p; jjwjj2pg
:
Proof. Put W :¼ ðjjzjjp2z jjwjjp2w; z wÞ as above.
(i) Let p 2 ½2;1Þ: Then we have
jjz wjjp
ReW
¼
ðjjzjj2 þ jjwjj2  2 Reðz;wÞÞp=2
jjzjjp þ jjwjjp  ðjjzjjp2 þ jjwjjp2ÞReðz;wÞ
:
Setting
gðsÞ :¼
ðjjzjj2 þ jjwjj2  2sÞp=2
jjzjjp þ jjwjjp  ðjjzjjp2 þ jjwjjp2Þs
;
we see that g0ðsÞ40 for jjzjj  jjwjj4s4jjzjj  jjwjj: Therefore, we obtain
jjz wjjp
ReW
4gðjjzjj  jjwjjÞ ¼
ðjjzjj þ jjwjjÞp1
jjzjjp1 þ jjwjjp1
42p2:
(ii) Let p 2 ð1; 2Þ: Then we have
jjz wjj2
ReW
¼
jjzjj2 þ jjwjj2  2 Reðz;wÞ
jjzjjp þ jjwjjp  ðjjzjjp2 þ jjwjjp2ÞReðz;wÞ
:
Setting
hðsÞ :¼
jjzjj2 þ jjwjj2  2s
jjzjjp þ jjwjjp  ðjjzjjp2 þ jjwjjp2Þs
;
we see that h0ðsÞ50 for jjzjj  jjwjj4s4jjzjj  jjwjj and hence
jjz wjj2
ReW
4hðjjzjj  jjwjjÞ ¼
jjzjj  jjwjj
jjzjjp1  jjwjjp1
4
maxfjjzjj2p; jjwjj2pg
p  1
;
in the last step we have used the mean value theorem. ]
As a consequence of (2.6), we can obtain
GINZBURG–LANDAU EQUATION 551Lemma 2.3. Let uj 2 DðDpÞ; vj 2 L2ðq1ÞðOÞ ð j ¼ 1; 2Þ; and p; q 2 ½2;1Þ:
Then
jjru1 ru2jj
p
Lp42
p2ðjjDpu1jjL2 þ jjDpu2jjL2 Þjju1  u2jjL2 ; ð2:7Þ
jjv1  v2jj
q
Lq42
q2ðjjv1jj
q1
L2ðq1Þ þ jjv2jj
q1
L2ðq1Þ Þjjv1  v2jjL2 ; ð2:8Þ
where Dpu ¼ divðjrujp2ruÞ and DðDpÞ ¼ fu 2 W
1;p
0 ðOÞ;Dpu 2 L
2ðOÞg:
3. LIPSCHITZ PERTURBATIONS
Given a complex Hilbert space X as in Section 2, let j : X/ð1;1 be a
proper lower semicontinuous convex function, where ‘‘proper’’ means that
the effective domain DðjÞ :¼ fu 2 X ; jðuÞ51g is non-empty. Then the
subdifferential of j at u 2 DðjÞ is deﬁned as the set of all f 2 X such that
Reðf ; v uÞ4jðvÞ  jðuÞ for every v 2 X ; and denoted by @jðuÞ: We assume
for simplicity that j50 and @j is single-valued.
In this section we consider the following abstract Cauchy problem in X :
du
dt
þ ðlþ iaÞ@jðuÞ þ Fu ¼ 0;
uð0Þ ¼ u0;
ð3:1Þ
where l > 0; a 2 R; and F is a Lipschitz continuous operator on X : We
introduce two conditions imposed on j and @j; respectively:
(H1) 9 p 2 ½2;1Þ such that jðzuÞ ¼ jzjpjðuÞ; u 2 DðjÞ; Re z > 0:
(H2) 9op 2 ½0;p=2Þ such that for u; v 2 Dð@jÞ;
jImð@jðuÞ  @jðvÞ; u vÞj4ðtanopÞReð@jðuÞ  @jðvÞ; u vÞ:
The following proposition has fundamental importance.
Proposition 3.1. Let conditions ðH1Þ and ðH2Þ be satisfied. Let l > 0 and
l1jaj4ðtanopÞ
1: Assume that there is a constant L > 0 such that
jjFu Fvjj4Ljju vjj; u; v 2 X :
ðiÞ If u0 2 DðjÞ; then there exists a unique strong solution uðÞ to (3.1)
such that
ðaÞ uðÞ 2 C0;1=2ð½0; T ;X Þ 8T > 0;
ðbÞ @jðuðÞÞ; ðdu=dtÞðÞ 2 L2ð0; T ;X Þ 8T > 0;
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d
dt
jðuðtÞÞ ¼ Re @jðuðtÞÞ;
du
dt
ðtÞ
 
a:a: t 2 ½0; T : ð3:2Þ
ðiiÞ In particular, if u0 2 Dð@jÞ; then the solution has the additional
properties:
ðdÞ uðtÞ 2 Dð@jÞ 8t50;
ðeÞ uðÞ 2 C0;1ð½0; T ;X Þ 8T > 0;
ðfÞ @jðuðÞÞ; ðdu=dtÞðÞ 2 L1ð0; T ;X Þ 8T > 0:
ðiiiÞ Even for u0 2 DðjÞ ¼ Dð@jÞ there exists a unique strong solution uðÞ
to (3.1) such that
ðd0Þ uðtÞ 2 Dð@jÞ 8t > 0;
ðe0Þ uðÞ 2 C0;1locðRþ;X Þ;
ðf 0Þ @jðuðÞÞ; ðdu=dtÞðÞ 2 L1locðRþ;X Þ:
Furthermore, the solutions depend continuously on the initial data:
jjuðtÞ  vðtÞjj4eLt jju0  v0jj 8t50: ð3:3Þ
Parts (i) and (iii) form a slight generalization of the real-space case in
which a ¼ 0 (see [2, Corollary 20 and Theorem 23]). Since ðlþ iaÞ@j is
m-accretive in X (for the accretivity see (3.13) below), part (ii) is nothing but
a fundamental result in the general theory of non-linear semigroups (see e.g.
[13, Corollary IV.4.1]). Part (i) will be used in Section 4 while (iii) is useful
when the weak solvability is concerned with (see Appendix A).
To prove part (i) of Proposition 3.1 let u0 2 DðjÞ and consider the
approximate problem
due
dt
þ ðlþ iaÞ@jeðueÞ þ Fue ¼ 0;
ueð0Þ ¼ u0:
ð3:4Þ
Here je is deﬁned as
jeðuÞ :¼ minv2X
1
2e
jjv ujj2 þ jðvÞ
 
; e > 0:
Note that je is Fr!echet differentiable on X and the derivative coincides with
the Yosida approximation of @j:
@je ¼
1
e
ð1 ð1þ e@jÞ1Þ ¼ @jð1þ e@jÞ1
GINZBURG–LANDAU EQUATION 553(see [13, Proposition IV.1.8]). Since @je is Lipschitz continuous on X ; we see
that (3.4) has a unique solution ueðÞ 2 C1ð½0;1Þ;X Þ:
Now we prepare some lemmas.
Lemma 3.2. Let ðH1Þ be satisfied. Then for u 2 Dð@jÞ;
Reð@jðuÞ; uÞ ¼ p jðuÞ50; Imð@jðuÞ; uÞ ¼ 0 ð3:5Þ
and for e > 0 and u 2 X ;
042 jeðuÞ4Reð@jeðuÞ; uÞ4p jeðuÞ; Imð@jeðuÞ; uÞ ¼ 0: ð3:6Þ
Proof. Let u 2 Dð@jÞ: Then by deﬁnition we have
Reð@jðuÞ; v uÞ4jðvÞ  jðuÞ; v 2 X :
Setting v ¼ ð1 sÞu or v ¼ ð1 isÞu with 05s51; we see from (H1) that
ðsÞ1ðð1 sÞp  1ÞjðuÞ4Reð@jðuÞ; uÞ4s1ðð1þ sÞp  1ÞjðuÞ;
jImð@jðuÞ; uÞj4s1ðð1þ s2Þp=2  1ÞjðuÞ: ð3:7Þ
Letting s # 0; we obtain (3.5). To prove (3.6) we have only to compute
similarly. However, the ﬁrst inequality in (3.7) should be replaced with
ðsÞ1ðð1 sÞ2  1ÞjeðuÞ4Reð@jeðuÞ; uÞ4s
1ðð1þ sÞp  1ÞjeðuÞ:
In fact, note that jeðzuÞ4jzj
2jeðuÞ if jzj41 and jeðzuÞ4jzj
pjeðuÞ if jzj51:
Therefore, we obtain (3.6). ]
Lemma 3.3. Let ueðÞ be a unique solution to (3.4). If ðH1Þ is satisfied, then
jjueðtÞjj4eLt jju0jj þ L1ðeLt  1ÞjjF 0jj; ð3:8Þ
l
2
Z t
0
jj@jeðueðsÞÞjj
2 ds4jðu0Þ þ
e2Lt  1
4lL
ðLjju0jj þ jjF 0jjÞ
2: ð3:9Þ
Proof. First, we see from the equation in (3.4) that
ð1=2Þðd=dtÞjjuejj
2 þReðlþ iaÞð@jeðueÞ; ueÞ þReðFue; ueÞ ¼ 0:
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ð1=2Þðd=dtÞjjuejj
24Ljjuejj2 þ jjF 0jj  jjuejj:
Thus we can apply the Gronwall-type inequality (see [13, Lemma IV.4.1]) to
obtain (3.8).
Next we prove (3.9). By the usual chain rule we have
d
dt
jeðueðtÞÞ ¼ Re @jeðueðtÞÞ;
due
dt
ðtÞ
 
a:a: t > 0 ð3:10Þ
(see [13, Proof of Lemma IV.4.3]). Thus, making the inner product of the
equation in (3.4) with @jeðueÞ leads us to
d
dt
jeðueÞ þ ljj@jeðueÞjj
2 ¼ ReðFue; @jeðueÞÞ
4 ðLjjuejj þ jjF 0jjÞjj@jeðueÞjj
4
1
2l
ðLjjuejj þ jjF 0jjÞ
2 þ
l
2
jj@jeðueÞjj
2:
Integrating this inequality, we obtain (3.9) by virtue of (3.8). ]
Lemma 3.4. Let ueðÞ be a unique solution to (3.4). Assume that ðH1Þ and
ðH2Þ are satisfied. If l1jaj4ðtanopÞ
1; then there exists a function uðÞ 2
Cð½0;1Þ;X Þ such that uð0Þ ¼ u0 and
ueðÞ ! uðÞ ðe # 0Þ in Cð½0; T ;X Þ 8T > 0: ð3:11Þ
Furthermore, set Je :¼ ð1þ e@jÞ
1: Then
JeueðÞ ! uðÞ ðe # 0Þ in L2ð0; T ;X Þ 8T > 0: ð3:12Þ
Proof. As a direct consequence of condition (H2) we see that if
l1jaj4ðtanopÞ
1 then ðlþ iaÞ@j is accretive in X :
Reððlþ iaÞð@jðuÞ  @jðvÞÞ; u vÞ
5ððtanopÞ
1l jajÞ jImð@jðuÞ  @jðvÞ; u vÞj50: ð3:13Þ
Now we show that fueðÞg satisﬁes Cauchy’s condition in Cð½0; T ;X Þ for
every T > 0: To see this let n; m > 0: It then follows from (3.4) that
d
dt
jjun  umjj
2 ¼  2 Reðlþ iaÞð@jnðunÞ  @jmðumÞ; un  umÞ
 2 ReðFun  Fum; un  umÞ:
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Reðlþ iaÞð@jnðunÞ  @jmðumÞ; un  umÞ
¼ Reðlþ iaÞð@jnðunÞ  @jmðumÞ; n@jnðunÞ  m@jmðumÞÞ
þ Reðlþ iaÞð@jðJnunÞ  @jðJmumÞ; Jnun  JmumÞ
5lðnjj@jnðunÞjj
2 þ mjj@jmðumÞjj
2Þ  jlþ iajðnþ mÞjð@jnðunÞ; @jmðumÞÞj
5 jlþ iajðnþ mÞjj@jnðunÞjj  jj@jmðumÞjj:
Hence, we obtain
d
dt
jjun  umjj
242jlþ iajðnþ mÞjj@jnðunÞjj  jj@jmðumÞjj þ 2Ljjun  umjj
2:
Therefore, (3.9) yields that
jjunðtÞ  umðtÞjj
2
42jlþ iajðnþ mÞ
Z t
0
e2LðtsÞjj@jnðunðsÞÞjj  jj@jmðumðsÞÞjj ds
4l2jlþ iajðnþ mÞe2Ltf4ljðu0Þ þ L1ðe2Lt  1ÞðLjju0jj þ jjF 0jjÞ
2g;
which implies that fueðÞg satisﬁes Cauchy’s condition in Cð½0; T ;X Þ: Thus,
we obtain (3.11).
Since ue  Jeue ¼ e@jeðueÞ; (3.12) follows from (3.9) and (3.11). ]
Here we need a trick. In fact, the operator @j in X should be viewed in the
sequel as an operator @F in L2ð0; T ;X Þ: Let j be as deﬁned above. Then we
can introduce a new proper lower semicontinuous convex function F on
L2ð0; T ;X Þ as follows:
FðuðÞÞ :¼
Z T
0
jðuðtÞÞ dt
for uðÞ 2 DðFÞ :¼ fuðÞ 2 L2ð0; T ;X Þ;jðuðÞÞ 2 L1ð0; T Þg and FðuðÞÞ :¼ 1
otherwise. It is easy to see that @F is an m-accretive operator in L2ð0; T ;X Þ
and
ð@FðuðÞÞÞðtÞ ¼ @jðuðtÞÞ a:a: t 2 ð0; T Þ
with Dð@FÞ :¼ fuðÞ 2 L2ð0; T ;X Þ; @jðuðÞÞ 2 L2ð0; T ;X Þg (see [13, Example
IV.2.C]). Also, it is convenient to deﬁne a closed linear operator Dt in
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ðDtuðÞÞðtÞ :¼ ðd=dtÞuðtÞ for uðÞ 2 DðDtÞ:
Here H 1ð0; T ;X Þ :¼ fuðÞ 2 L2ð0; T ;X Þ; ðd=dtÞuðÞ 2 L2ð0; T ;X Þg: We shall use
the following property of @F and Dt:
Lemma 3.5. @F and Dt are demiclosed in L2ð0; T ;X Þ:
In fact, the m-accretivity implies the demiclosedness (see [13, Proposition
IV.1.6 (b)]), while Dt is weakly closed.
Now we can complete
Proof of Proposition 3.1(i). First we prove that uðÞ obtained in Lemma
3.4 is a unique strong solution to (3.1). Lemma 3.3 shows that f@jeðueðÞÞg is
bounded in L2ð0; T ;X Þ and so is fðdue=dtÞðÞg; too. This means that
f@FðJeueðÞÞg and fDtueðÞg are bounded in L2ð0; T ;X Þ: Since @j and d=dt
are demiclosed as operators in L2ð0; T ;X Þ (see Lemma 3.5), it follows
from (3.11) and (3.12) that uðÞ 2 Dð@FÞ \ H1ð0; T ;X Þ and
@jeðueðÞÞ ¼ @jðJeueðÞÞ ! @jðuðÞÞ and
due
dt
ðÞ !
du
dt
ðÞ ðe # 0Þ
weakly in L2ð0; T ;X Þ: Therefore uðÞ is a strong solution to (3.1) with
properties (a) and (b). The uniqueness is a consequence of the accretivity of
ðlþ iaÞ@j (it is easy to prove (3.3)). The property (c) is derived from (a) and
(b) (see [13, Lemma IV.4.3]). ]
Finally, we prove Proposition 3.1(iii), assuming simply that F 0 ¼ 0:
We begin with the key a priori estimate.
Lemma 3.6. Let uðÞ be a strong solution to (3.1) with u0 2 DðjÞ: Then
tjðuðtÞÞ þ
l
2
Z t
0
sjj@jðuðsÞÞjj2 ds4
Lt þ 1
4l
e2Lt jju0jj
2 8t50: ð3:14Þ
Proof. As in the proof of (3.8) we see from (3.5) that
ð1=2Þðd=dtÞjjujj2 þ lpjðuÞ ¼ ReðFu; uÞ4Ljjujj2:
Integrating this inequality, we have
jjuðtÞjj2 þ 4l
Z t
0
jðuðsÞÞ ds4e2Lt jju0jj2; ð3:15Þ
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the equation in (3.1) with @jðuÞ: Since ReðFu; @jðuÞÞ4ðl=2Þjj@jðuÞjj2 þ
ðL2=2lÞjjujj2; it follows from (3.2) that
d
ds
jðuÞ þ
l
2
jj@jðuÞjj24
L2
2l
jjujj2 a:a: s 2 ½0; t:
Multiplying this inequality by s 2 ½0; t and integrating it over ½0; t; we have
tjðuðtÞÞ þ
l
2
Z t
0
sjj@jðuðsÞÞjj2 ds4
Z t
0
jðuðsÞÞ dsþ
L2
2l
Z t
0
sjjuðsÞjj2 ds:
Thus, we can apply (3.15) to obtain (3.14). ]
Proof of Proposition 3.1(iii). Given u0 2 DðjÞ; let fu0ng be a sequence in
Dð@jÞ such that u0n ! u0 ðn!1) in X ; note that DðjÞ ¼ Dð@jÞ (see
[13, Corollary IV.1.4]). Then it follows from part (i) that there exists a strong
solution unðÞ to (3.1) with unð0Þ ¼ u0n: In view of (3.3) we can show that unðÞ
converges in Cð½0; T ;X Þ to a function uðÞ with uð0Þ ¼ u0: It remains to show
that uðÞ is a unique strong solution to (3.1) with properties ðd0Þ–ðf 0Þ: Let
T > 1: Then we see from (3.14) that f@jðunðÞÞg is bounded in L2ðT1; T ;X Þ:
Therefore, it follows from the demiclosedness of @j as an operator in
L2ðT1; T ;X Þ that not only uðÞ satisﬁes the equation in (3.1) a.e. on ðT1; T Þ
but also uðtÞ 2 Dð@jÞ a.e. on ðT1; T Þ: Since T > 1 is arbitrary, uðÞ is a
‘‘unique’’ strong solution to (3.1). Take t0 2 ð0; 1Þ such that uðt0Þ 2 Dð@jÞ:
Then we can apply part (ii) with u0 replaced with uðt0Þ to conclude that uðÞ
has the properties (d)–(f) on ½t0; t10 : Since t0 is almost arbitrary, we obtain
ðd0Þ–ðf 0Þ: ]
4. NON-ACCRETIVE PERTURBATIONS
Let X be a complex Hilbert space (as in Sections 2 and 3) and j;c :
X/ð1;1 proper lower semicontinuous convex functions. We assume
for simplicity that j; c50 and @j; @c are single-valued. Of course, the
contents of this paper remain true without such restrictions.
In this and the next sections we consider the abstract Cauchy problem
(ACP) in X :
du
dt
þ ðlþ iaÞ@jðuÞ þ ðkþ ibÞ@cðuÞ  gu ¼ 0;
uð0Þ ¼ u0;
ðACPÞ
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conditions on j; c; @j; @c from the following list:
(A1) The level set fu 2 X ; jðuÞ4cg is relatively compact in X for each
c > 0:
(A2) 9 p 2 ½2;1Þ such that jðzuÞ ¼ jzjpjðuÞ; u 2 DðjÞ; Re z > 0:
(A3) 9 q 2 ½2;1Þ such that cðzuÞ ¼ jzjqcðuÞ; u 2 DðcÞ; Re z > 0:
(A4) 9 op 2 ½0; p=2Þ such that for u; v 2 Dð@jÞ;
jImð@jðuÞ  @jðvÞ; u vÞj4ðtanopÞReð@jðuÞ  @jðvÞ; u vÞ:
(A5) 9oq 2 ½0;p=2Þ such that for u 2 Dð@jÞ and e > 0;
jImð@jðuÞ; @ceðuÞÞj4ðtanoqÞReð@jðuÞ; @ceðuÞÞ:
(A6) For the same constant oq as in (A5) and u; v 2 Dð@cÞ;
jImð@cðuÞ  @cðvÞ; u vÞj4ðtanoqÞReð@cðuÞ  @cðvÞ; u vÞ:
Using the regions S1ðx0Þ and CGLðy0Þ introduced in Section 1, we can
state and prove the ﬁrst existence theorem for (ACP).
Theorem 4.1. Let ðA1Þ–ðA5Þ be satisfied. Let l;k 2 Rþ and
a
l
;
b
k
 
2 S1
1
tanop
 
\ CGL
1
tanoq
 
:
Then for any u0 2 DðjÞ \ DðcÞ there is a strong solution uðÞ to ðACPÞ such
that
ðaÞ uðÞ 2 C0;1=2ð½0; T ;X Þ 8T > 0;
ðbÞ @jðuðÞÞ; @cðuðÞÞ; ðdu=dtÞðÞ 2 L2ð0; T ;X Þ 8T > 0;
ðcÞ jðuðÞÞ and cðuðÞÞ are absolutely continuous on ½0; T  8T > 0:
To prove Theorem 4.1 we consider the following approximate problem:
due
dt
þ ðlþ iaÞ@jðueÞ þ ðkþ ibÞ@ceðueÞ  gue ¼ 0;
ueð0Þ ¼ u0:
ð4:1Þ
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with F :¼ ðkþ ibÞ@ce  g that given u0 2 DðjÞ \ DðcÞ there exists a unique
strong solution ueðÞ to (4.1); note that conditions (A2) and (A4) are nothing
but conditions (H1) and (H2) in Section 3.
Now we prepare some lemmas.
Lemma 4.2. The function t/egtjjueðtÞjj is non-increasing on ½0;1Þ and
hence
jjueðtÞjj4egtjju0jj 8t50: ð4:2Þ
Proof. According to Lemma 3.2 we can easily obtain (4.2) in the same
way as in the proof of (3.8). ]
Lemma 4.3. Let r :¼ maxfp; qg: Then
d2jðueðtÞÞ þ ceðueðtÞÞ4e
gþrtfd2jðu0Þ þ cðu0Þg; ð4:3Þ
Z t
0
fd2jj@jðueðsÞÞjj2 þ jj@ceðueðsÞÞjj
2g ds4Z1egþrtfd2jðu0Þ þ cðu0Þg; ð4:4Þ
where d > 0 and Z > 0 are constants depending only on lþ ia; kþ ib and
tanoq:
Proof. Setting Z :¼ ð@jðueÞ; @ceðueÞÞ; we have
d
dt
jðueÞ þ ljj@jðueÞjj2 þ kRe Z þ b Im Z ¼ gpjðueÞ; ð4:5Þ
d
dt
ceðueÞ þ kjj@ceðueÞjj
2 þ lRe Z  a Im Z4gþqceðueÞ: ð4:6Þ
In fact, make the inner product of the equation in (4.1) with @jðueÞ or
@ceðueÞ: Then we can obtain (4.5) and (4.6) by virtue of (3.2), (3.10) and
Lemma 3.2.
Next let 05Z5minfl;kg: Then adding (4.6) and (4.5) multiplied by d2
ðd > 0Þ gives
gþrfd
2jðueÞ þ ceðueÞg
5
d
dt
fd2jðueÞ þ ceðueÞg þ ld
2jj@jðueÞjj2 þ kjj@ceðueÞjj
2
þ ðlþ kd2ÞRe Z þ ðbd2  aÞ Im Z:
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is greater than or equal to
d
dt
fd2jðueÞ þ ceðueÞg þ Zfd
2jj@jðueÞjj2 þ jj@ceðueÞjj
2g
þ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðl ZÞðk ZÞ
p
djZj þ ððl ZÞ þ ðk ZÞd2ÞRe Z  jbd2  aj  jIm Zj:
Since jIm Zj4ðsinoqÞjZj4ðtanoqÞRe Z by condition (A5), we have
gþrfd
2jðueÞ þ ceðueÞg 
d
dt
fd2jðueÞ þ ceðueÞg
5Zfd2jj@jðueÞjj2 þ jj@ceðueÞjj
2g þ f ðl Z; k ZÞjIm Zj; ð4:7Þ
where
f ðl; kÞ :¼
2d
sinoq
ﬃﬃﬃﬃﬃ
lk
p
þ
1
tanoq
ðlþ kd2Þ  jbd2  aj:
Now suppose that f ðl;kÞ > 0: Then by the continuity we can ﬁnd Z0 > 0
such that f ðl Z;k ZÞ50 for 05Z4Z0: Therefore, (4.7) yields the desired
differential inequality:
d
dt
½egþrtfd2jðueÞ þ ceðueÞg þ Z e
gþrtfd2jj@jðueÞjj2 þ jj@ceðueÞjj
2g40: ð4:8Þ
So it remains to show that f ðl;kÞ > 0 for some d > 0: If ab > 0; then it
sufﬁces to take d ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
a=b
p
: If ab40; then jbd2  aj ¼ jbjd2 þ jaj so that
f ðl;kÞ is regarded as a quadratic function of d:
f ðl;kÞ ¼ ððtanoqÞ
1k jbjÞd2 þ 2ðsinoqÞ
1
ﬃﬃﬃﬃﬃ
lk
p
dþ ððtanoqÞ
1l jajÞ:
First, suppose that jbj4ðtanoqÞ
1k: Then f ðl;kÞ > 0 for all sufﬁciently large
d > 0: Second, suppose that jbj > ðtanoqÞ
1k: Then by completing the square
we have
f ðl;kÞ ¼ ðjbj  ðtanoqÞ
1kÞ1D ðjbj  ðtanoqÞ
1kÞðd d0Þ
2;
where d0 :¼ ðsinoqÞ
1ðjbj  ðtanoqÞ
1kÞ1
ﬃﬃﬃﬃﬃ
lk
p
> 0 and
D :¼ ðsinoqÞ
2lk ðjaj  ðtanoqÞ
1lÞðjbj  ðtanoqÞ
1kÞ
¼ lk
1
tanoq
jaj
l
þ
jbj
k
 

jabj
lk
 1
  
:
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D > 0 ,
a
l
;
b
k
 
2 CGL
1
tanoq
 
:
Thus, we can realize (4.8). Integrating (4.8), we obtain (4.3) and (4.4). ]
Lemma 4.4. Let Je :¼ ð1þ e@cÞ1: Then there exists a sequence fuen ðÞg
selected from fueðÞg and a function uðÞ 2 Cð½0;1Þ;X Þ such that uðÞ 2
C0;1=2ð½0; T ;X Þ; T > 0; with uð0Þ ¼ u0 and
uen ðÞ ! uðÞ ðn!1Þ in Cð½0; T ;X Þ 8T > 0; ð4:9Þ
Jenuen ðÞ ! uðÞ ðn!1Þ in L
2ð0; T ;X Þ 8T > 0: ð4:10Þ
Proof. Let T > 0: Since fðdue=dtÞðÞg is bounded in L2ð0; T ;X Þ by (4.2)
and (4.4), we see that fueðtÞg is equicontinuous on ½0; T :
jjueðtÞ  ueðsÞjj4
Z T
0
due
dt
ðrÞ
				
				
				
				
2
dr
 !1=2
jt  sj1=2; t; s 2 ½0; T :
By virtue of condition (A1), (4.3) implies that for each t 2 ½0; T ; fueðtÞg is
relatively compact in X : Therefore, Ascoli’s theorem applies and yields the
assertion; note that uen  Jenuen ¼ en@cen ðuenÞ: ]
We are now in a position to complete
Proof of Theorem 4.1. Let fuen ðÞg be the sequence obtained in Lemma
4.4. Then Lemmas 4.2 and 4.3 show that f@jðuen ðÞÞg; f@cen ðuen ðÞÞg and
fðduen=dtÞðÞg are bounded in L
2ð0; T ;X Þ: Since @j; @c and d=dt are
demiclosed as operators in L2ð0; T ;X Þ (see Lemma 3.5), we see from (4.9)
and (4.10) that uðÞ has property (b) and
@jðuenðÞÞ ! @jðuðÞÞ; @cenðuen ðÞÞ ¼ @cðJenuen ðÞÞ ! @cðuðÞÞ
and ðduen=dtÞðÞ ! ðdu=dtÞðÞ ðn!1Þ weakly in L
2ð0; T ;X Þ: Therefore, we
can conclude that uðÞ is a strong solution to (ACP). Property (c) follows
from (a) and (b). ]
Remark 3. In particular, if ða=l;b=kÞ 2 S1ð1=tanopÞ \ S2ð1=tanopÞ
then accretivity condition (A6) plays the role of compactness condition
(A1) in Theorem 4.1. In fact, since ðkþ ibÞ@c is accretive (as will be shown
OKAZAWA AND YOKOTA562in Section 5), we can show that fueðÞg satisﬁes Cauchy’s condition as in the
proof of Proposition 3.1.
5. ACCRETIVE PERTURBATIONS
In this section we shall present detailed results on the existence and
uniqueness together with smoothing effect for the strong solutions to (ACP)
by applying monotonicity methods more directly under a strict restriction
on kþ ib: We ﬁrst show that ðlþ iaÞ@jþ ðkþ ibÞ@c is m-accretive in X :
The proof of this assertion is almost the same as that in a previous paper
[8, Theorem 2.5, Corollary 2.6]. Thus, we can employ the general theory of
non-linear semigroups to obtain the existence and uniqueness theorem (note
that conditions (A1)–(A3) are eliminated), while the proof of the smoothing
effect depends on the fact that the operator under consideration is a linear
combination of subdifferential operators.
Theorem 5.1. Let ðA4Þ–ðA6Þ be satisfied. Let l;k 2 Rþ and
a
l
;
b
k
 
2 S1
1
tanop
 
\ S2
1
tanoq
 
:
Assume that Dð@jÞ \ Dð@cÞ=|: Then
Aþ g :¼ ðlþ iaÞ@jþ ðkþ ibÞ@c; DðAÞ :¼ Dð@jÞ \ Dð@cÞ;
is m-accretive in X and hence for any u0 2 Dð@jÞ \ Dð@cÞ there exists a unique
strong solution uðÞ to ðACPÞ such that
ðaÞ uðtÞ 2 Dð@jÞ \ Dð@cÞ for every t50 and jjAuðtÞjj4egðtsÞjjAuðsÞjj for
04s4t;
ðbÞ uðÞ 2 C0;1ð½0; T ;X Þ with the Lipschitz constant egþT jjAu0jj 8T > 0;
ðcÞ uðÞ is right-differentiable and dþu=dt þ Au ¼ 0 on ½0;1Þ;
ðdÞ @jðuðÞÞ; @cðuðÞÞ; ðdu=dtÞðÞ 2 L1ð0; T ;X Þ 8T > 0;
ðeÞ jðuðÞÞ and cðuðÞÞ are absolutely continuous on ½0; T  8T > 0:
Moreover, the solutions depend continuously on the initial data:
jjuðtÞ  vðtÞjj4egtjju0  v0jj 8t50: ð5:1Þ
Assume further that ðA2Þ and ðA3Þ are satisfied. Then
jðuðtÞÞ4egpðtsÞjðuðsÞÞ; 04s4t; ð5:2Þ
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gt 8t50; ð5:3Þ
kjj@cðuðtÞÞjj4ð1þ l1jajÞðjjAu0jj þ gþjju0jjÞe
gt 8t50: ð5:4Þ
Proof. First, we shall prove the m-accretivity of Aþ g: Suppose that
ða=l;b=kÞ 2 S1ð1=tanopÞ \ S2ð1=tanoqÞ: Then, as in Section 3, ðlþ iaÞ@j is
m-accretive in X by condition (A4). On the other hand, condition (A6)
implies that ðkþ ibÞ@ce is accretive and Lipschitz continuous on X :
Reððkþ ibÞð@ceðuÞ  @ceðvÞÞ; u vÞ5ekjj@ceðuÞ  @ceðvÞjj
2:
Therefore, ðlþ iaÞ@jþ ðkþ ibÞ@ce is m-accretive in X (see [13, Lemma
IV.2.1]) and hence for f 2 X and e > 0 there exists a unique solution ue 2
Dð@jÞ such that
ue þ ðlþ iaÞ@jðueÞ þ ðkþ ibÞ@ceðueÞ ¼ f :
Noting that ljj@jðueÞjj24Reð@jðueÞ; ðlþ iaÞ@jðueÞ þ ðkþ ibÞ@ceðueÞÞ by con-
dition (A5), we obtain ljj@jðueÞjj4jjf  uejj: Since Dð@jÞ \ Dð@cÞ=|; it
follows that fjjuejjg is bounded as e # 0 (see [13, Lemma IV.2.2]) and so are
fjj@jðueÞjjg and fjj@ceðueÞjjg; too. Therefore, we see from a complex-space
version of the Bre´zis–Crandall–Pazy theorem (see [13, Proposition IV.2.1])
that ðlþ iaÞ@jþ ðkþ ibÞ@c is m-accretive in X :
Next, applying a fundamental result in the theory of non-linear
semigroups (see e.g. [13, Theorem IV.4.1]), we can obtain properties
(a)–(e) and (5.1).
Finally we prove (5.2)–(5.4), assuming that (A2) and (A3) are satisﬁed. Set
Z0 :¼ ð@jðuðtÞÞ; @cðuðtÞÞÞ: Then in the same way as in Section 4 [see (4.5)] we
have
d
dt
jðuðtÞÞ þ ljj@jðuðtÞÞjj2 þ kRe Z0 þ b Im Z0 ¼ gpjðuðtÞÞ:
Here, we see from condition (A5) that kRe Z0 þ b Im Z05ððtanoqÞ
1k
jbjÞjIm Z0j50: Therefore, we obtain ðd=dtÞ½egptjðuðtÞÞ40: This proves
(5.2). Since ljj@jðuðtÞÞjj24Reð@jðuðtÞÞ;AuðtÞÞ þ gþð@jðuðtÞÞ; uðtÞÞ [see (3.5)], it
follows that
ljj@jðuðtÞÞjj4jjAuðtÞjj þ gþjjuðtÞjj: ð5:5Þ
In view of property (a) and (5.1) we can obtain (5.3). Similarly, we can prove
(5.4). Noting that kjj@cðuðtÞÞjj24ReððA ia@jÞuðtÞ; @cðuðtÞÞÞ þ gþðuðtÞ;
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kjj@cðuðtÞÞjj4jjAuðtÞjj þ jaj  jj@jðuðtÞÞjj þ gþjjuðtÞjj: ð5:6Þ
Thus, (5.4) follows from property (a), (5.1) and (5.3). ]
By virtue of Theorem 5.1 we can now state and prove a theorem on the
smoothing effect for solutions to (ACP) with u0 2 DðjÞ \ DðcÞ: In this
connection we note that 0 2 Dð@jÞ \ Dð@cÞ when conditions (A2) and (A3)
are satisﬁed.
Theorem 5.2. Let ðA2Þ–ðA6Þ be satisfied. Let l;k 2 Rþ and
a
l
;
b
k
 
2 S1
1
tanop
 
\ S2
1
tanoq
 
:
Then for any u0 2 DðjÞ \ DðcÞ there exists a unique strong solution uðÞ to
ðACPÞ such that
ðaÞ uðtÞ 2 Dð@jÞ \ Dð@cÞ for every t > 0 and jjAuðtÞjj4egðtsÞjjAuðsÞjj for
05s4t;
ðbÞ uðÞ 2 C0;1locðRþ;X Þ: jjuðtÞ  uðsÞjj4e
gþT jjAuðrÞjj  jt  sj ðt; s 2 ½r; T Þ;
ðcÞ uðÞ is right-differentiable and dþu=dt þ Au ¼ 0 on Rþ;
ðdÞ @jðuðÞÞ; @cðuðÞÞ; ðdu=dtÞðÞ 2 L1locðRþ;X Þ;
ðeÞ jðuðÞÞ and cðuðÞÞ are locally absolutely continuous on Rþ:
Furthermore, (5.1) holds good and the function t/egptjðuðtÞÞ is non-
increasing on Rþ:
The key to the proof of this theorem is the following
Lemma 5.3. Let uðÞ be a strong solution to ðACPÞ obtained in Theorem
4.1 with uð0Þ ¼ u0 2 DðjÞ \ DðcÞ: ThenZ t
0
s egþrðtsÞfd2jj@jðuðsÞÞjj2 þ jj@cðuðsÞÞjj2g ds4
M1
2Z
egþrtjju0jj
2; ð5:7Þ
where d; Z are the same as in Lemma 4.3 and M1 :¼ maxfd
2=ðlpÞ; 1=ðkqÞg:
Proof. Make the inner product of the equation in (ACP) with uðÞ: Since
r ¼ maxfp; qg52; it follows from Lemma 3.2 that
1
2
d
dt
jjujj2 þ lp jðuÞ þ kq cðuÞ ¼ gjjujj24
gþr
2
jjujj2
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jjuðtÞjj2 þ 2
Z t
0
egþrðtsÞflp jðuðsÞÞ þ kq cðuðsÞÞg ds4egþrtjju0jj2: ð5:8Þ
In the same way as in Section 4 [see (4.8)] we have
d
ds
½egþrsfd2jðuðsÞÞ þ cðuðsÞÞg þ Zegþrsfd2jj@jðuðsÞÞjj2 þ jj@cðuðsÞÞjj2g40:
Multiplying this inequality by s 2 ½0; t and integrating it on ½0; t; we have
Z
Z t
0
s egþrðtsÞfd2jj@jðuðsÞÞjj2 þ jj@cðuðsÞÞjj2g ds
4
Z t
0
egþrðtsÞfd2jðuðsÞÞ þ cðuðsÞÞg ds tfd2jðuðtÞÞ þ cðuðtÞÞg:
Therefore (5.8) applies to give (5.7). ]
Now we can complete
Proof of Theorem 5.2. Let u0 2 DðjÞ \ DðcÞ: Then there exists a
sequence fu0ng in DðjÞ \ DðcÞ such that u0n ! u0 ðn!1Þ in X : Let unðÞ
be a strong solution to (ACP) with unð0Þ ¼ u0n (use Theorem 4.1):
ðd=dtÞunðtÞ þ ðlþ iaÞ@jðunðtÞÞ þ ðkþ ibÞ@cðunðtÞÞ  gunðtÞ ¼ 0 ða:e:Þ:
Since ðlþ iaÞ@jþ ðkþ ibÞ@c is accretive in X (as we have assumed), it is
easy to see that funðÞg forms a Cauchy sequence in Cð½0; T ;X Þ:
jjunðtÞ  umðtÞjj4egtjju0n  u0mjj 8t50:
Set uðÞ ¼ limn!1 unðÞ: Then uð0Þ ¼ u0 and (5.1) is true. It remains to show
that uðÞ is a unique strong solution to (ACP). Now let T > 1: Then it follows
from (5.7) that
Z T
T1
fd2jj@jðunðtÞÞjj2 þ jj@cðunðtÞÞjj2g dt4ðT=2ZÞM1egþrT jju0njj2:
The demiclosedness of @j and @c as operators in L2ðT1; T ;X Þ yields that
not only uðÞ satisﬁes the equation in (ACP) a.e. on ðT1; T Þ but also uðtÞ 2
Dð@jÞ \ Dð@cÞ for a.a. t 2 ðT1; T Þ: Since T > 1 is arbitrary, uðÞ is a
‘‘unique’’ strong solution to (ACP). Take t0 2 ð0; 1Þ such that uðt0Þ 2 Dð@jÞ \
Dð@cÞ: Then we can apply Theorem 5.1 with u0 replaced with uðt0Þ to
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arbitrary, we obtain the desired assertion. ]
The next theorem provides information about the behavior of solutions at
inﬁnity. In particular, if g40 then jjAuðtÞjj ¼ Oðt1Þ as t !1:
Theorem 5.4. Let uðÞ be a unique strong solution to ðACPÞ with u0 2
DðjÞ \ DðcÞ: Then for every t > 0;
jjAuðtÞjj4ððM1=ZÞt2 þ g2þÞ
1=2M2egþrt=2jju0jj; ð5:9Þ
where M2 :¼ d
1jlþ iaj þ jkþ ibj þ 1 and d; Z are the same as in Lemma 4.3.
Proof. We shall use Theorem 5.2(a) and Lemma 5.3; note that (5.7)
holds true for the solution to (ACP) with u0 2 DðjÞ \ DðcÞ: Since r52; we
see by a simple calculation that for t5s > 0;
jjAuðtÞjj24 egþrðtsÞjjAuðsÞjj2
4M3egþrðtsÞfd
2jj@jðuðsÞÞjj2 þ jj@cðuðsÞÞjj2 þ g2þjjuðsÞjj
2g;
where M3 :¼ d
2jlþ iaj2 þ jkþ ibj2 þ 1: Since jjuðtÞjj24egþrt jju0jj2 by (5.1), it
follows that for t5s > 0;
jjAuðtÞjj2 M3g2þe
gþrt jju0jj
24M3egþrðtsÞfd
2jj@jðuðsÞÞjj2 þ jj@cðuðsÞÞjj2g:
Applying this inequality to the integrand of (5.7), we have
ðjjAuðtÞjj2 M3g2þe
gþrtjju0jj
2Þ
Z t
0
s ds4ð2ZÞ1M1M3egþrtjju0jj2:
Therefore, we obtain (5.9). ]
Remark 4. In Sections 3–5, we have assumed ðH1Þ ¼ ðA2Þ and (A3) to
simplify the computations. However, Proposition 3.1, Theorems 4.1 and 5.2
remain true under more general assumption. Indeed, we can replace ðH1Þ ¼
ðA2Þ and (A3) with
ðA2Þ0 jð0Þ ¼ 0 and Imð@jðuÞ; uÞ ¼ 0 for u 2 Dð@jÞ;
ðA3Þ0 cð0Þ ¼ 0 and Imð@cðuÞ; uÞ ¼ 0 for u 2 Dð@cÞ:
In this case, we can control Reð@jðuÞ; uÞ and Reð@jeðuÞ; uÞ as follows:
jðuÞ4Reð@jðuÞ; uÞ4jj@jðuÞjj  jjujj 8u 2 Dð@jÞ;
jeðuÞ4Reð@jeðuÞ; uÞ4jj@jeðuÞjj  jjujj 8u 2 X
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complicated.
6. PROOFS OF THEOREMS 1.1–1.3
In this section, we shall apply the abstract result prepared in Sections 4
and 5 to ðCGLÞp: Let X :¼ L
2ðOÞ with inner product ð; Þ ¼ ð; ÞL2 and norm
jj  jj ¼ jj  jjL2 : Given p; q 2 ½2;1Þ; we deﬁne as in Section 1 two proper lower
semicontinuous convex functions on X :
jðuÞ ¼
1
p
jjrujjpLp ¼
1
p
Z
O
XN
j¼1
@u
@xj
				
				
2
 !p=2
dx for u 2 DðjÞ :¼ W 1;p0 ðOÞ;
and jðuÞ ¼ 1 otherwise,
cðuÞ ¼ ð1=qÞjjujjqLq for u 2 DðcÞ :¼ L
qðOÞ;
and cðuÞ ¼ 1 otherwise. Then their subdifferentials are given by
@jðuÞ ¼ Dpu for u 2 Dð@jÞ ¼ DðDpÞ;
@cðuÞ ¼ jujq2u for u 2 Dð@cÞ ¼ L2ðq1ÞðOÞ:
Therefore, we can regard ðCGLÞp as one of (ACP)s.
Remark 5. The space W 1;pðOÞ is usually equipped with a norm
jjujjW 1;p :¼ jjujjLp þ
XN
j¼1
@u
@xj
				
				
				
				
p
Lp
 !1=p
:
Since we have assumed that 24p51 and O is bounded, we can show that
ðW 1;p0 ðOÞ; jjr  jjLp Þ has the same properties as ðW
1;p
0 ðOÞ; jj  jjW 1;p Þ: Therefore,
the lower semicontinuity of j is derived from the weak lower semicontinuity
of the norm jjrujjLp : In this connection, we note that our argument does not
exclude
jðuÞ ¼
1
p
XN
j¼1
@u
@xj
				
				
				
				
p
Lp
and @jðuÞ ¼ 
XN
j¼1
@
@xj
@u
@xj
				
				
p2 @u
@xj
 !
:
Now, we shall show that conditions (A1)–(A6) introduced in Section 4 are
satisﬁed. First, (A1) follows from Rellich’s theorem. Next, (A2) and (A3) are
trivial by deﬁnition. Moreover, we can derive (A4) and (A6) from Lemma
2.1 with H ¼ CN and H ¼ C; respectively. In fact, let u; v 2 Dð@jÞ 
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ð@jðuÞ  @jðvÞ; u vÞ ¼ ðjrujp2ru jrvjp2rv;rurvÞ
and then applying (2.1) with z and w replaced with ruðxÞ and rvðxÞ; we
obtain (A4) with tanop ¼ ðp  2Þ=ð2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p  1
p
Þ: On the other hand, as a
direct consequence of (2.1) with z and w replaced with uðxÞ and vðxÞ; we
obtain (A6) with tanoq ¼ ðq 2Þ=ð2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q 1
p
Þ:
It remains to show that (A5) is satisﬁed with tanoq ¼ ðq 2Þ=ð2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q 1
p
Þ:
To compute ð@jðuÞ; @ceðuÞÞ we prepare the following
Lemma 6.1. W 1;p0 ðOÞ is invariant under ð1þ e @cÞ
1 for every e > 0: More
precisely, put ueðxÞ :¼ ð1þ e@cÞ
1f ðxÞ for f 2 W 1;p0 ðOÞ and e > 0: Then ue 2
W 1;p0 ðOÞ and
rue ¼
1
1þ ejuejq2
rf  e
q 2
Jac
juejq4ue Reðuerf Þ ða:e:Þ; ð6:1Þ
where Jac :¼ ð1þ ejuejq2Þð1þ eðq 1Þjuejq2Þ:
Proof. The invariance of W 1;p0 ðOÞ \ C
1ð %OÞ under ð1þ e @cÞ1 has
already been proved as a direct application of the inverse function theorem
(see [9] or [17]). Namely, put ueðxÞ :¼ veðxÞ þ iweðxÞ :¼ ð1þ e @cÞ
1f ðxÞ for
f ¼ gþ ih 2 W 1;p0 ðOÞ \ C
1ð %OÞ and e > 0: Then ue 2 W
1;p
0 ðOÞ \ C
1ð %OÞ and the
derivative is computed as follows:
rve ¼
1
Jac
ð1þ ejuejq2 þ eðq 2Þjuejq4w2e Þrg e
q 2
Jac
juejq4vewerh
and rwe is in a similar form (for details see [17, Proof of Lemma 7]). Using
the equality w2e ¼ juej
2  v2e ; we can simplify the above expression:
rve ¼
1
1þ ejuejq2
rg e
q 2
Jac
juej
q4ve Reðuerf Þ ð6:2Þ
and rwe is given by (6.2) with g and ve replaced with h and we; respectively.
Therefore, we see that rue ¼ rve þ irwe is written as (6.1).
Now let f 2 W 1;p0 ðOÞ: Then there is a sequence ffng  C
1
0ðOÞ such that
fn ! f ðn!1Þ in W
1;p
0 ðOÞ and a.e. on O: Set
un;e :¼ ð1þ e @cÞ
1fn; ue :¼ ð1þ e @cÞ
1f : ð6:3Þ
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1;p
0 ðOÞ \ C
1ð %OÞ and
run;e ¼
1
1þ ejun;ejq2
rfn  e
q 2
ðJacÞn
jun;ejq4un;e Reðun;e rfnÞ;
where ðJacÞn :¼ ð1þ ejun;ej
q2Þð1þ eðq 1Þjun;ejq2Þ: In order to prove that
ue 2 W 1;pðOÞ we ﬁrst note that
jjun;e  uejjLp4jjfn  f jjLp : ð6:4Þ
Since the mapping z/jzjq2z is accretive on C; it follows from (6.3) that
jun;eðxÞ  ueðxÞj4jfnðxÞ  f ðxÞj a:e: on O:
Thus, we obtain (6.4). Next we can show that frun;eg converges in LpðOÞ to
the right-hand side of (6.1) as n!1: In fact, since un;eðxÞ ! ueðxÞ (n!1)
a.e. on O; the dominated convergence theorem yields that
1
1þ ejun;ejq2
rfn 
1
1þ ejuejq2
rf
					
					
					
					
Lp
! 0;
jun;ejq4
un;e
ðJacÞn
Reðun;erfnÞ  juejq4
ue
Jac
Reðue rf Þ
				
				
				
				
Lp
! 0
as n!1: This implies together with (6.4) that ue 2 W 1;pðOÞ; un;e ! ue
ðn!1Þ in W 1;pðOÞ and (6.1) holds good. Since W 1;p0 ðOÞ is closed in W
1;pðOÞ;
we can conclude that ue ¼ limn!1un;e 2 W
1;p
0 ðOÞ: ]
Remark 6. Lemma 6.1 is true even if @cðuÞ ¼ jujq2u is replaced with
gðx; juj2Þu as in [9, Lemma 5.4].
As a consequence, we have
Lemma 6.2. Let p; q 2 ½2;1Þ: Then for u 2 Dð@jÞ and e > 0;
jImð@jðuÞ; @ceðuÞÞj4
q 2
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q 1
p Reð@jðuÞ; @ceðuÞÞ; ð6:5Þ
where @ce is the Yosida approximation of @c:
Proof. Set ue :¼ ð1þ e @cÞ
1u for u 2 Dð@jÞ: Then it follows from
Lemma 6.1 that @ceðuÞ ¼ e
1ðu ueÞ 2 W
1;p
0 ðOÞ and
rð@ceðuÞÞ ¼
juejq2
1þ ejuejq2
ruþ
q 2
Jac
juej
q4ue ReðueruÞ a:e: on O:
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ð@jðuÞ; @ceðuÞÞ ¼ ðjruj
p2ru;rð@ceðuÞÞÞ ¼ I1ðuÞ þ ðq 2ÞI2ðuÞ;
where
I1ðuÞ :¼
Z
O
juej
q2
1þ ejuejq2
jrujp dx;
I2ðuÞ :¼
Z
O
1
Jac
juejq4ðue ruÞ ReðueruÞjrujp2 dx:
Hence, we obtain
Reð@jðuÞ; @ceðuÞÞ ¼ I1ðuÞ þ ðq 2ÞRe I2ðuÞ50; ð6:6Þ
Imð@jðuÞ; @ceðuÞÞ ¼ ðq 2Þ Im I2ðuÞ: ð6:7Þ
Moreover, we see from the Cauchy–Schwarz inequality that
jI2ðuÞj24
Z
O
juej
q2
Jac
jrujp dx
Z
O
juej
q4
Jac
jReðueruÞj2jrujp2 dx
4 I1ðuÞRe I2ðuÞ: ð6:8Þ
Thus we can obtain (6.5) in the same way as in the proof of Lemma 2.1; note
that (6.6)–(6.8) correspond to (2.2)–(2.4), respectively. ]
In this way all conditions (A1)–(A6) are satisﬁed with tanop ¼ cp :¼
ðp  2Þ=ð2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p  1
p
Þ: Hence the abstract result in Sections 4 and 5 applies to
ðCGLÞp:
Proof of Theorem 1.1. Let p; q 2 ½2;1Þ and l;k 2 Rþ: Suppose that
ða=l;b=kÞ 2 S1ð1=cpÞ \ CGLð1=cqÞ: Owing to Theorem 4.1 we see that for
any u0 2 W
1;p
0 ðOÞ \ L
qðOÞ there exists a strong solution uðÞ to ðCGLÞp in
L2ðOÞ: By Theorem 4.1(b) we obtain (1.2) and (1.3). Also, (1.4) and (1.5)
follow from (4.2) and (4.3), respectively. It remains to prove (1.1). Using
uðÞ 2 Cð½0;1Þ; L2ðOÞÞ and the boundedness of jjruðÞjjLp on ½0; T ; we see that
uðÞ : ½0;1Þ ! W 1;p0 ðOÞ is weakly continuous. Moreover, it follows from
Theorem 4.1(c) that jjruðÞjjLp is continuous on ½0;1Þ: Since W
1;p
0 ðOÞ is a
uniformly convex Banach space, we obtain (1.1). ]
Proof of Theorem 1.2. Let p; q 2 ½2;1Þ and l;k 2 Rþ: Suppose that
ða=l;b=kÞ 2 S1ð1=cpÞ \ S2ð1=cqÞ: Then we see from Theorem 5.1 that for
any u0 2 DðDpÞ \ L2ðq1ÞðOÞ there exists a unique strong solution uðÞ to
GINZBURG–LANDAU EQUATION 571ðCGLÞp in L
2ðOÞ: Theorem 5.1(d) implies (1.7) and (1.8). Also, (1.9)–(1.12)
are derived from (5.1)–(5.4). Next, using (2.7) and(2.8), we obtain (1.6) by
(1.10), (1.11) and Theorem 5.1(b):
jjruðtÞ  ruðsÞjjpLp 42
p1l1jjAu0jjL2k2ðu0Þe
2gþT jt  sj;
jjuðtÞ  uðsÞjjqLq 42
q1k1ð1þ l1jajÞjjAu0jjL2k2ðu0Þe
2gþT jt  sj;
where k2ðu0Þ :¼ jjAu0jjL2 þ gþjju0jjL2 : Similarly, (1.13) and (1.14) follow from
(1.10)–(1.12), (2.7) and (2.8). ]
Proof of Theorem 1.3. The proof is parallel to that of Theorem 1.2 by
virtue of Theorem 5.2; note that W 1;p0 ðOÞ \ L
qðOÞ is dense in L2ðOÞ: To
obtain (1.15) and (1.16) it sufﬁces to apply (5.9) to the right-hand sides of
(5.5) and (5.6). ]
APPENDIX A: GLOBAL WEAK SOLUTIONS
To give a weak formulation for ðCGLÞp let V1 :¼ ðW
1;p
0 ðOÞ; jjr  jjLp Þ and
V2 :¼ LqðOÞ with p; q 2 ½2;1Þ: Then
V :¼ ðV1 \ V2; jj  jjV1 þ jj  jjV2 Þ
is a Banach space which is dense and continuously embedded in the Hilbert
space X :¼ L2ðOÞ; identify X with its dual X 0 so that V+X+V 0: Next let
jV1 ðvÞ :¼ ð1=pÞjjrvjj
p
Lp ðv 2 V1Þ and cV2 ðvÞ :¼ ð1=qÞjjvjj
q
Lq jj
O
jjqLq ðv 2 V2Þ (note
that jV1 and cV2 are the restrictions of j and c to V1 and V2). For simplicity,
we denote jV1 and cV2 by j and c: Then the subdifferentials @j : V1 ! V
0
1
and @c : V2 ! V 02 coincide with the duality maps corresponding to the
respective gauges. Accordingly, we see that the realizations
@j :V1 :¼ Lpð0; T ; V1Þ !V01 ¼ L
p0 ð0; T ; V 01 Þ 8T > 0;
@c :V2 :¼ Lqð0; T ; V2Þ !V02 ¼ L
q0 ð0; T ; V 02 Þ 8T > 0
are also the duality maps with the same gauges so that they are continuous.
Given u0 2 X ; we consider the following Cauchy problem:
uðÞ 2V :¼V1 \V2 8T > 0; ðA:1Þ
du
dt
þ ðlþ iaÞ@jðuÞ þ ðkþ ibÞ@cðuÞ  gu ¼ 0 in V0 8T > 0; ðA:2Þ
uð0Þ ¼ u0; ðA:3Þ
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0
2;maxfjj  jjV01 ; jj  jjV02gÞ: We say that uðÞ satisfying
(A.1)–(A.3) is a weak solution to ðCGLÞp: In the same way as in the proof of
[13, Proposition III.1.2], we can show that the Banach space
W ð0; T Þ :¼ fuðÞ 2V; ðdu=dtÞðÞ 2V0g
is continuously embedded in Cð½0; T ;X Þ: Therefore, (A.1) and (A.2) imply
that uðÞ 2 Cð½0; T ;X Þ and hence the initial condition (A.3) is meaningful.
Now we can state the existence theorem on the weak solution to ðCGLÞp
without any restriction on kþ ib:
Theorem A.1. Let p; q 2 ½2;1Þ; l;k 2 Rþ and jaj=l41=cp ¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p  1
p
=
ðp  2Þ: Then for any u0 2 L2ðOÞ there exists a weak solution uðÞ to ðCGLÞp
such that
uðÞ 2 Cð½0;1Þ; L2ðOÞÞ;
uðÞ 2 Lpð0; T ;W 1;p0 ðOÞÞ \ L
qð0; T ; LqðOÞÞ 8T > 0
with the estimates
jjuðtÞjjL24e
gtjju0jjL2 8 t50; ðA:4Þ
l
Z T
0
jjruðtÞjjpLp dt þ k
Z T
0
jjuðtÞjjqLq dt4
1
2
e2gT jju0jj
2
L2 8T > 0: ðA:5Þ
Remark 7. Theorem A.1 with p ¼ 2 has been proved in [3].
In the rest part we shall prove Theorem A.1. Suppose that jaj=l41=cp:
Given u0 2 X ; we consider as in Section 4 the approximate problem:
due
dt
þ ðlþ iaÞ@jðueÞ þ ðkþ ibÞ@ceðueÞ  gue ¼ 0;
ueð0Þ ¼ u0:
ðA:6Þ
Noting that W 1;p0 ðOÞ is dense in L
2ðOÞ; we see from Proposition 3.1(iii) that
(A.6) has a unique strong solution ueðÞ in Cð½0;1Þ;X Þ:
Lemma A.2. Let ueðÞ be a strong solution to (A.6) with u0 2 X : Then
jjueðtÞjjX4e
gtjju0jjX 8t50; ðA:7Þ
l
Z T
0
jjueðtÞjj
p
V1 dt þ k
Z T
0
jjJeueðtÞjj
q
V2 dt4
1
2
e2gT jju0jj2X 8T > 0; ðA:8Þ
where Je :¼ ð1þ e@cÞ
1 : V 02 ! V2:
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ð1=2Þðd=dtÞjjuejj2X þ ljjuejj
p
V1 þ kjjJeuejj
q
V2  gjjuejj
2
X40; ðA:9Þ
where we have used the following inequality:
Reð@ceðueÞ; ueÞX ¼ Reð@cðJeueÞ; JeueÞX þ ejj@ceðueÞjj
2
X5jjJeuejj
q
V2 :
Integrating (A.9), we obtain (A.7) and (A.8). ]
Lemma A.3. Set Q :¼ ð0; T Þ  O: Then there exist a sequence fuen ðÞg
selected from fueðÞg and a function u 2 LpðQÞ such that
uen ! u ðn!1Þ in L
pðQÞ and a:e: on Q:
Proof. Inequality (A.8) implies that fueðÞg and fJeueðÞg are bounded in
V1 and V2; respectively. Since @j and @c are duality maps, it follows that
f@jðueðÞÞg and f@cðJeueðÞÞg are bounded in V01 and V
0
2 ; respectively. Let
m 2 N with m > N=p: Then V0 :¼ W
m;p
0 ðOÞ is continuously embedded in V ;
and hence fueðÞg is bounded in
Y :¼ fuðÞ 2 Lpð0; T ; V1Þ; ðdu=dtÞðÞ 2 Lr
0
ð0; T ; V 00 Þg;
where r :¼ maxfp; qg: Since V1  LpðOÞ  V 00 where V1+L
pðOÞ is compact
and LpðOÞ+V 00 is continuous, we see from the Lions–Aubin theorem
(see [13, Proposition III.1.3]) that the inclusion Y+Lpð0; T ; LpðOÞÞ ¼
LpðQÞ is compact. Therefore, the assertion follows. ]
Lemma A.4. Let uen ðÞ and uðÞ be the same as in Lemma A.3. Then
uðÞ 2 L1ð0; T ;X Þ \V; ðA:10Þ
uenðÞ ! uðÞ ðn!1Þ weakly
n in L1ð0; T ;X Þ; ðA:11Þ
uen ðÞ ! uðÞ ðn!1Þ weakly in V1; ðA:12Þ
Jenuen ðÞ ! uðÞ ðn!1Þ weakly in V2; ðA:13Þ
@cenðuen ðÞÞ ! @cðuðÞÞ ðn!1Þ weakly in V
0
2 : ðA:14Þ
Proof. Since @c is also accretive on C; we have
jJeue  uj4jJeue  Jeuj þ ej@ceðuÞj4jue  uj þ ej@cðuÞj:
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ðn!1Þ a.e. on Q: Noting that fJeueg and f@ceðueÞg are bounded in V2 ¼
LqðQÞ and V02 ¼ L
q0 ðQÞ; respectively, we obtain (A.13) and (A.14)
(see [13, Proposition II.3.4]). (A.10)–(A.12) follow from Lemmas A.2
and A.3. ]
Now we can complete
Proof of Theorem A.1. As noted above, f@jðueðÞÞg and fueðT Þg are
bounded in V01 and X ; respectively. So we can ﬁnd two functions wðÞ 2V
0
1 ;
un 2 X and a subsequence of fuen ðÞg; which is denoted again by fuen ðÞg; such
that
@jðuenðÞÞ ! wðÞ ðn!1Þ weakly in V
0
1; ðA:15Þ
uen ðT Þ ! u
n ðn!1Þ weakly in X : ðA:16Þ
It follows from (A.6) that for vðÞ 2 C1ð½0; T ; V Þ;
ðueðT Þ; vðT ÞÞX  ðu0; vð0ÞÞX 
Z T
0
ðueðtÞ; v0ðtÞÞX dt
þ
Z T
0
hðlþ iaÞ@jðueðtÞÞ þ ðkþ ibÞ@ceðueðtÞÞ  gueðtÞ; vðtÞiV 0;V dt ¼ 0:
Setting e ¼ en and letting n!1; we see by (A.11) and (A.14)–(A.16) that
ðun; vðT ÞÞX  ðu0; vð0ÞÞX 
Z T
0
ðuðtÞ; v0ðtÞÞX dt
þ
Z T
0
hðlþ iaÞwðtÞ þ ðkþ ibÞ@cðuðtÞÞ  guðtÞ; vðtÞiV 0 ;V dt ¼ 0:
This implies that uðÞ 2 W ð0; T Þ;
du=dt þ ðlþ iaÞwþ ðkþ ibÞ@cðuÞ  gu ¼ 0 in V0; ðA:17Þ
and uð0Þ ¼ u0; uðT Þ ¼ un in X : It remains to show that wðÞ ¼ @jðuðÞÞ:
To this end we ﬁrst note that (A.17) yields
Z T
0
Reðlþ iaÞhwðtÞ; uðtÞiV 0
1
;V1 dt  g
Z T
0
jjuðtÞjj2X dt
¼  k
Z T
0
jjuðtÞjjqV2 dt þ
1
2
ðjju0jj
2
X  jjuðT Þjj
2
X Þ: ðA:18Þ
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l
Z T
0
jjueðtÞjj
p
V1 dt  g
Z T
0
jjueðtÞjj2X dt
4 k
Z T
0
jjJeueðtÞjj
q
V2 dt þ
1
2
ðjju0jj
2
X  jjueðT Þjj
2
X Þ:
Taking the superior limit, we see by (A.11), (A.13), (A.16) and (A.18) that
l lim sup
n!1
Z T
0
jjuen ðtÞjj
p
V1 dt  g
Z T
0
jjuðtÞjj2X dt
4 k lim inf
n!1
Z T
0
jjJenuen ðtÞjj
q
V2 dt þ
1
2
jju0jj
2
X  lim infn!1
jjuen ðT Þjj
2
X
 
4 k
Z T
0
jjuðtÞjjqV2 dt þ
1
2
ðjju0jj
2
X  jjuðT Þjj
2
X Þ
¼
Z T
0
Reðlþ iaÞhwðtÞ; uðtÞiV 0
1
;V1dt  g
Z T
0
jjuðtÞjj2X dt:
Noting that ljjuen ðtÞjj
p
V1 ¼ Re hðlþ iaÞ@jðuen ðtÞÞ; uen ðtÞiV 01 ;V1 ; we obtain
lim sup
n!1
Z T
0
Rehðlþ iaÞ@jðuen ðtÞÞ; uen ðtÞiV 01 ;V1 dt
4
Z T
0
Rehðlþ iaÞwðtÞ; uðtÞiV 0
1
;V1 dt: ðA:19Þ
Since ðlþ iaÞ@j :V1 !V01 is continuous and monotonic, (A.12), (A.15)
and (A.19) imply that wðÞ ¼ @jðuðÞÞ (see [13, Lemma II.2.1]). Therefore,
uðÞ is a weak solution to ðCGLÞp: Finally, (A.4) and (A.5) follow from (A.7)
and (A.8), respectively. ]
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