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INTRODUZIONE
Ero DNA a Cambridge nel marzo
del ’52 prima di Watson e Crick.
Douglas Noel Adams
1952-2001
Il 1953 è l’anno in cui James Watson e Francis Crick pre-
sentarono sulla rivista Nature quello che ad oggi è conside-
rato come il più accurato modello della struttura del DNA.
Da allora sono stati fatti numerosi progressi. Un’importan-
te novità in questo campo è rappresentata dai microarray,
che sono una tecnologia che promette di essere un punto
di riferimento per ricercatori e professionisti che lavorano
nell’ambito delle scienze mediche o biologiche.
Il sequenziamento del DNA consiste nel determinare l’e-
satta sequenza di nucleotidi dell’acido nucleico. All’inter-
no di questa sequenza sono codiﬁcati i geni del nostro or-
ganismo, nonché le istruzioni per esprimerli nel tempo e
nello spazio. Essere in grado di leggere per intero la se-
quenza del DNA di ogni organismo vivente permette ai ri-
cercatori di disporre di una mole di informazione di fonda-
mentale importanza per le dinamiche biologiche, ma senza
una interpretazione rimane una massa di dati senza senso.
Scoprire la funzione di ogni gene è una delle sﬁde per cui
i ricercatori si battono e i microarray sono uno degli stru-
menti più idonei a tale scopo. A differenza dei metodi tra-
dizionali di ibridazione dell’acido nucleico, nei microarray
si possono identiﬁcare centinaia di geni contemporanea-
mente, e questo permette di eseguire un’analisi genetica
su larga scala. Lo stimolo creato dalla possibilità di studia-
re il comportamento di migliaia di geni simultaneamente
ha dato un forte impulso di collaborazione a diverse scien-
ze, quali biologia, genetica, informatica, statistica; sono ri-
chieste competenze sempre più complete e variegate per
realizzare un esperimento così complesso, e queste esigen-
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ze danno origine a nuove professionalità, quali ad esempio
il bioinformatico, il biostatistico.
La tecnologia dei microarray è in rapida crescita: dalla
sua nascita negli anni Novanta, ha subíto uno sviluppo
velocissimo, sia per quanto riguarda lo svolgimento tec-
nico dell’esperimento, sia riguardo l’analisi statistica dei
dati. Di fatto, diversi metodi classici non portano a risul-
tati signiﬁcativi in questo campo, per questo sono attivi
molti progetti di ricerca che estendono tecniche classiche e
propongono nuovi espedienti ﬁnalizzati all’ottenimento di
metodologie più robuste e speciﬁche.
Di seguito viene fatta una breve rassegna dei concet-
ti di biologia cellulare utili a capire il funzionamento dei
microarray.
1.1 la cellula
La cellula (dal latino, piccola camera) è l’unità fonda-
mentale di tutti gli organismi viventi. Tutte le cellule sono
racchiuse da una membrana che le protegge dall’ambiente
esterno. All’interno della membrana è presente il citopla-
sma, una sostanza salina che occupa la maggior parte del
volume. Tutte le cellule utilizzano acidi nucleici (DNA ed
RNA) per conservare e trasmettere l’informazione geneti-
ca necessaria a produrre proteine ed enzimi necessari per
il suo funzionamento. Il processo di trasmissione avvie-
ne attraverso l’RNA messaggero (noto con l’abbreviazione
di mRNA o con il termine più generico di trascritto). La
trascrizione è il processo mediante il quale le informazio-
ni contenute nel DNA vengono trascritte enzimaticamente
in una molecola complementare di RNA. Concettualmente,
si tratta del trasferimento dell’informazione genetica dal
DNA all’RNA. Nel caso in cui il DNA codiﬁchi per una
proteina, la trascrizione è l’inizio del processo che porta,
attraverso la produzione intermedia di un mRNA, alla sin-
tesi di peptidi o proteine funzionali. Quindi immaginando
di poter analizzare il contenuto di mRNA presente nella
cellula è possibile fare una “foto” dello stato in cui si trova
la cellula. Questa “fotograﬁa”viene eseguita dai microarray,
che riescono ad analizzare il contenuto di mRNA presente
nel citoplasma cellulare.1.1 la cellula 3
la regolazione genica Il genoma cellulare è iden-
tico in tutti i tessuti ed in qualsiasi condizione ambien-
tale. La differenziazione tra i tessuti e la risposta della
cellula agli stimoli ambientali avvengono attraverso la re-
golazione genica. La regolazione genica è il processo che
permette ad una cellula di esprimere un determinato pool
di geni in un contesto e di silenziarne altri. Per esempio,
una cellula nervosa di coniglio ha lo stesso genoma di una
cellula muscolare di coniglio, eppure le due cellule sono
diverse, sia a livello funzionale che morfologico. Questo è
dovuto al fatto che non tutti i geni sono sempre espressi:
Figura 1: Trascrizione genica.
la cellula nervosa ne attive-
rà alcuni silenziandone al-
tri, e lo stesso farà la cel-
lula muscolare con altri ge-
ni. Una cellula tumorale
esprime geni all’infuori del
contesto in cui è sita, quin-
di capirne i processi della
regolazione genica potreb-
be aiutare a curare i tumo-
ri. Inoltre se due geni so-
no coespressi è plausibile
ipotizzare che siano coin-
volti negli stessi processi
biologici.
Possiamo riferirci per sem-
plicità ad un semplice espe-
rimento: cellule di lievito
in un medium inizialmente
ricco di glucosio. In questo
ambiente le cellule producono energia mediante fermenta-
zione. Man mano che il glucosio disponibile diminuisce, le
cellule passano dalla fermentazione alla respirazione. Po-
tendo disporre una sequenza di esperimenti di microarray
è possible “fotografato”a intervalli regolari lo stato cellu-
lare. Un esperimento così formulato può rispondere alla
domanda su quali siano i geni che vengono accesi e qua-
li spenti quando la cellula passa dalla fermentazione alla
respirazione.4 introduzione
1.2 la tecnologia dei microarray
Fino a pochi anni fà gli studi di genetica umana si in-
centravano sullo studio intensivo di uno o pochi geni alla
volta. Quando si iniziò ad identiﬁcare un enorme nume-
ro di geni, si cominciò a pensare di sviluppare tecnologie
che permettessero un’analisi di geni su vasta scala. A que-
sto proposito è stata messa a punto la tecnica dei microar-
ray. I chip sono formati da moltissime molecole di DNA,
dette sonde o probes, depositate in una posizione nota su
un supporto a formare una microgriglia (da cui il nome
microarray) che consente di identiﬁcarle in modo univoco.
Figura 2: Esperimento
microarray.
Il supporto di solito è un vetri-
no da microscopio che ha le di-
mensioni, più o meno, di un pol-
lice della mano. Ogni sonda è co-
stituita da un segmento di DNA
a singola elica di un gene e, nel
loro insieme, tutte le sonde di
un DNA chip rappresentano tut-
ti, o la maggior parte, dei geni
di un organismo. I chip sfrutta-
no una proprietà importante del
DNA, ossia l’appaiamento tra ba-
si complementari nella sua strut-
tura: la T si appaia con la A e la
G con la C. Per fare un esempio
di applicazione pensiamo di do-
ver identiﬁcare dei geni differen-
zialmente espressi in un tessuto
tumorale rispetto al relativo tessuto normale. Quando i ge-
ni sono differenzialmente espressi, cioè sono attivati, nelle
cellule di questo tessuto sarà presente un numero elevato
di molecole di mRNA corrispondente ai geni espressi ri-
spetto al tessuto sano. Si estrae pertanto l’mRNA dai due
tipi di tessuti (sano e tumorale), si converte l’mRNA nella
copia più stabile di DNA (cDNA) e vi si lega un marcatore
ﬂuorescente. Le sostanze solitamente utilizzate per marca-
re i geni sono il Cy3 (Cyanine 3), di colore verde, e il Cy5
(Cyanine 5), di colore rosso. Si applicano i cDNA marca-
ti al chip. Quando il cDNA trova la sua sequenza di basi
complementare tra le decine di migliaia di sonde depositia-1.3 la matrice dei dati 5
te sul chip, vi si appaia. In quel punto del microarray si ha
emissione di ﬂuorescenza, indice dell’espressione di quel
determinato gene. I chip vengono quindi analizzati con
uno scanner, strumento che valuta il quadro di ﬂuorescen-
za. I risultati sono elaborati da un computer. Si ottiene co-
me risposta una mappa a colori: segnale verde se un gene
è espresso solo nel tessuto sano, rosso se un gene è espres-
so solo nel tessuto tumorale e diverse gradazioni di giallo
(verde + rosso) se un gene è espresso in entrambi i tessuti a
livelli diversi. Uno scanner ottico permette di quantiﬁcare
le intensità della ﬂuorescenza nei due campioni conside-
rati. Sembra opportuno menzionare che commercialmen-
te esistono due differenti tecniche, una detta cDNA arrays
in cui per ciascun gene viene misurato il rapporto tra la
quantità di mRNA nella situazione sperimentale di interes-
se e la quantità di mRNA in una situazione di controllo,
mentre la tecnologia Affymetrix arrays consente una misu-
razione della quantità assoluta di mRNA nella situazione
sperimentale di interesse.
1.3 la matrice dei dati
Il dataset si presenta quindi come una matrice di p righe
e m + n colonne, dove m indica la numerosità degli espe-
rimenti per il canale marcato con Cy3, che verrà in seguito
denominato gruppo di controllo, e n la numerosità degli
esperimenti per il canale marcato con Cy5, chiamato anche
gruppo di trattamento. Un esempio di come si presenta la
Tabella 1: Matrice dei dati.
Canale verde Canale rosso
gene 1 y11,y12,...,y1m x11,x12,...,x1n
gene 2 y21,y22,...,y2m x21,x22,...,x2n
... ... ...
gene p yN1,yN2,...,yNm xN1,xN2,...,xNn
matrice dei dati è illustrato in tabella 1. Come è possibi-
le intuire i dati provenienti da esperimenti di microarray si
prestano ad una grande varietà di analisi. Come strumento
diagnostico è possibile analizzare i tessuti tumorali prove-6 introduzione
nienti da diversi pazienti, raggrupare i pazienti in clusters
caratterizzati da pattern simili di espressione genica oppu-
re veriﬁcare se pattern simili di espressione genica sono
correlati con caratteristiche simili dal punto di vista istolo-
gico. Tuttavia l’applicazione principale è l’analisi su larga
scala dell’espressione genica. Questo tipo di analisi pre-
vede la formalizzazione di un problema che in letteratura
viene chiamato problema di test multiplo.
tecniche di analisi Il livello di espressione genica
nella cellula è un sistema ben coordinato e quindi le misu-
re fatte non sono in generale indipendenti. Per compren-
dere al meglio i meccanismi che regolano il funzionamento
della cellula ed avere una conoscenza il più completa pos-
sibile dei meccanismi di interazione e trascrizione sarebbe
molto più preciso considerare la distribuzione congiunta
di un certo insieme di geni. Causa il loro elevato numero
questo è pressochè impossibile.
Oggigiorno vengono considerati due differenti approcci:
ignorare la struttura di correlazione oppure ridurre il nu-
mero di ipotesi. Il primo approccio, detto anche gene-by-
gene, ignora completamente le dipendenze tra geni e ana-
lizza i dati gene per gene. Questo approccio è di gran
lunga il più popolare per la sua semplicità concettuale, per
la sua robustezza e per il fatto che esistano procedure al-
quanto standard a cui fare riferimento. Il secondo approc-
cio consiste nel ridurre il numero di ipotesi in modo da
considerare solo quelle di interesse. In questo caso non
esiste una procedura standard a cui fare riferimento e la
sua applicazione si basa direttamente sulle conoscenze a
priori del ricercatore. É comunque sempre vero che il pro-
cesso di isolamento dei geni di interesse è costituito da due
operazioni ben distinte: l’ordinamento, in cui tramite una
statistica si ordinano i geni in funzione del livello di espres-
sione genica decrescente, e la selezione, in cui si isolano i
geni differenzialmente espressi. Anche il lavoro di tesi se-
gue questo schema che viene peraltro suggerito attraverso
i titoli dei capitoli.1.4 scopo della tesi 7
1.4 scopo della tesi
L’interese del presente elaborato è rivolto alla possibi-
lità di utilizzare un test semiparametrico nelle procedure
di analisi dei dati provenienti da esperimenti di microar-
ray. Questo test ipotizza che i valori di espressione genica
nel gruppo di controllo siano distribuiti secondo una nor-
male oppure un gamma, mentre non fà nessuna ipotesi
distributiva sul gruppo di trattamento.
Contestualmente al problema di selezione dei geni re-
putati differenzialmente espressi, vengono anche prese in
esame le procedure per il conrollo della molteplicità: in
particolare viene focalizzato l’interesse su due quantità di
interesse, il False Wise Error Rate (o FWER) che rappresenta
la probabilità di commettere anche un solo errore di dichia-
razione e il False Discovery Rate (o FDR), che rappresenta
la percentuale di errori di dichiarazione sul totale di geni
dichiarati come differenzialmente espressi.
Per eseguire le procedure vengono utilizzati due pacchet-
ti statistici reperibili sul sito del progetto Bioconductor1: il
pacchetto multtest e il pacchetto DEDS.
1.5 struttura della tesi
Il secondo capitolo tratta dell’ordinamento, ovvero di
quel processo mediante il quale si ordinano i geni in base
alle statistiche test. Nel terzo capitolo si parla della pro-
cedura di selezione, ovvero di quel processo mediante il
quale si selezionano i geni differenzialmente espressi. Nel
quarto capitolo si presentano i risultati ottenuti da prove
di simulazione.
1 http://bioconductor.org2
ORDINAMENTO
È mia ambizione dire in dieci frasi
ciò che altri dicono in interi volumi
Friedrich Nietzsche
1844-1900
Un obiettivo prioritario nello studio dei dati da microar-
ray è quello di identiﬁcare geni differenzialmente espressi.
La procedura di identiﬁcazione può essere divisa in due
fasi: ordinamento e selezione.
L’ordinamento prevede l’uso di una statistica o più in ge-
nerale di una misura che catturi l’evidenza di una espres-
sione genica differente. Esistono numerosissime statistiche
in letteratura che cercano di sintetizzare l’informazione ri-
guardo la differenza di espressione nei due campioni: dal-
le più semplici fold change, alle statistiche t-penalizzate
Tusher et al. (2001), agli approcci Bayesiani empirici Kend-
ziorski et al. (2002) o ai modelli lineari generalizzati Kerr
et al. (2000).
Gran parte delle analisi statistiche proposte si basano sul-
l’idea che i dati seguano una certa distribuzione: di cui
quelle maggiormente utilizzate sono quella Normale e la
Gamma. Con queste premesse è possibile sfruttare utili
risultati teorici che sempliﬁcano lo studio. Tuttavia non
si è ancora riusciti a dimostrare che i dati da microarray
abbiano un andamento normale, tuttalpiù sembra verosi-
mile che il logaritmo del rapporo tra i due canali abbia
una distribuzione normale. A ﬁanco di metodologie para-
metriche ne esistono anche di non parametriche. Queste
ultime non fanno nessuna ipotesi distributiva. Può essere
considerato anche un approccio semiparametrico, che as-
sume un’ipotesi distributiva solo su una parte dei dati. In
questo lavoro di tesi verranno presentate 3 differenti tipi di
statistiche per l’identiﬁcazione dei geni differenzialmente
espressi e un algoritmo che ne fà la sintesi. Questo al-
goritmo è stato presentato da Yang et al. (2004) ed è una
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interessante procedura che è in grado di considerare sva-
riati test e di operare una sintesi, tentando di porre rimedio
all’arbitrarietà della scelta di una statistica.
In questo capitolo vengono presentate le 3 differenti sta-
tistiche che verranno poi utilizzate negli esempi numerici.
Nella parte ﬁnale viene presentato l’algoritmo DEDS.
2.1 le statistiche test
Nelle procedure di analisi dei dati provenienti da mi-
croarray, l’unità statistica è il singolo gene. Il risultato del-
la lettura allo scanner è una matrice di dati che contiene,
per ogni gene (g), i valori di ﬂuorescenza del canale verde
(G) e i valori di ﬂuorescenza del canale rosso (R). La più
semplice operazione che è possibile eseguire sui valori è di
considerare il logaritmo del rapporto tra il livello di ﬂuo-
rescenza nella condizione sperimentale che ci interessa e il
livello di ﬂuorescenza in una situazione di controllo:
log2
Gg
Rg
= log2 Gg −log2 Rg. (2.1)
Successivamente vengono dichiarati equivalentemente espres-
si tutti quei geni il cui rapporto risulta essere “vicino” allo
0 mentre vengono dichiarati differenzialmente espressi tut-
ti quei geni il cui rapporto si discosta “molto” dal valore
nullo. Per fare riferimento ad una procedura più generale
è possibile osservare che la considerazione da cui si prende
spunto per affermare che due geni sono differenzialmente
espressi, di seguito indicati con DE, è che le misurazio-
ni dell’espressione genica, nei due canali, presentano una
differenza tra le medie. Analogamente nel caso di geni
equivalentemente espressi, di seguito indicati con EE, la
differenza in media è invece trascurabile. Indicando con
µy la media dei valori nel gruppo di controllo e con µx
la media dei valori nel gruppo di trattamento è possibile
formalizzare il sisteme di ipotesi da testare per ogni gene:
H0 : µY = µX,
H1 : µY  = µX.
(2.2)
Le statistiche scelte hanno la caratteristica di rilassare pro-
gressivamente l’assunzione parametrica sella distribuzione2.1 le statistiche test 11
dei dati. In dettaglio, il test parametrico assume che en-
trambi i campioni derivino da distribuzioni normali, quel-
lo semiparametrico assume la normalità per un solo cam-
pione e quello non parametrico non formula alcuna ipotesi
distributiva.
2.1.1 Il test parametrico
Il primo test presentato è un test parametrico che si basa
sulla assunzione che entrambi campioni derivino da distri-
buzioni normali. Si indichino con y1,y2,...,ym le osserva-
zioni per il primo campione e x1,x2,...,xn le osservazio-
ni per il secondo campione. Si assuma inoltre che le rea-
lizzazioni siano indipendenti ed identicamente distribuite
secondo una legge normale:
Yj ∼ N(µY,σ2
Y), j = 1,2,...,m,
Xi ∼ N(µX,σ2
X), i = 1,2,...,n,
(2.3)
con µY ∈ R, µX ∈ R, σ2
Y > 0 e σ2
X > 0. Sulla base dei due
campioni si vuole veriﬁcare il seguente sistema di ipotesi:
H0 : µY = µX,
H1 : µY  = µX.
Sotto queste ipotesi lo spazio parametrico Θ è quadrimen-
sionale. Sotto l’ipotesi nulla, ovvero di uguaglianza delle
medie, lo spazio parametrico ha dimensionalità pari a tre
e per massimizzare la funzione di verosimiglianza è ne-
cessario risolvere un’equazione di terzo grado molto com-
plessa; una possibile soluzione può essere cercata per via
numerica.
Un’assunzione sempliﬁcatrice è quella di assumere che
le due distribuzioni abbiano la medesima varianza σ2, ov-
vero siano omoschedastiche. La log-verosimiglianza risulta
essere:
l
 
µY,µX,σ2 
= −
n+m
2
logσ2 −
1
2σ2
  m
j=1
 
yj −µY
 2 +
 n
i=1 (xi −µX)
2
 
(2.4)12 ordinamento
da cui è possibile ricavare le stime di massima verosimi-
glianza, che sono:
ˆ µY =
1
m
 m
j=1 yj = y ˆ µX =
1
n
 n
i=1 xi = x
ˆ σ2 =
1
n+m
  m
j=1
 
yj −y
 2 +
 n
i=1 (xi −x)
2
  (2.5)
La funzione da massimizzare sotto l’ipotesi nulla è la se-
guente:
l
 
µ,σ2
 
= −
n+m
2
logσ2−
1
2σ2
m  
j=1
 
yj −µ
 2−
1
2σ2
n  
i=1
(xi −µ)
2
(2.6)
che portano alle stime di:
ˆ µ =
1
m+n
  m
j=1 yj +
 n
i=1 xi
 
ˆ σ2 =
1
m+n
  m
j=1
 
yj − ˆ µ
 2 +
 n
i=1 (xi − ˆ µ)
2
  (2.7)
Si può quindi scrivere il test di verosimiglianza, che dopo
opportuna riscrittura ha forma:
λ =
 
1+
t2
n+m−2
 −1
2(n+m)
(2.8)
che è una funzione monotona crescente della statistica:
t =
(y−x)
s
 
1
m
+
1
n
(2.9)
che, sotto H0, si distribuisce come una t di Student con
m+n−2 gradi di libertà. Fissato il livello di signiﬁcatività
α, si riﬁuta l’ipotesi nulla quando:
| toss |> tn+m−2;1−α
2. (2.10)
2.1.2 Il test semiparametrico
La seconda statistica utilizzata è una statistica semipara-
metrica presentata da Adimari e Chiogna (2006). Nell’ar-
ticolo, vengono presentate alcune differenti tecniche per
stimare la quantità:
ρ = Pr{Y > X} (2.11)2.1 le statistiche test 13
e per ricavare i relativi intervalli di conﬁdenza. In par-
ticolare, viene presentato un metodo per fare inferenza
su ρ facendo delle ipotesi distributive solo sulla variabi-
le Y e non facendone alcuna sulla variabile X. Calando-
si nel contesto dell’analisi dei dati da microarray, vengo-
no dichiarati DE tutti quei geni in cui il valore di ρ ri-
sulta essere signiﬁcativamente diverso da 1
2. Si consideri
un generico modello parametrico per la variabile Y. Sia
quindi F
 
yj;θ
 
= Pr
 
Yj 6 yj;θ
 
la funzione di ripartizio-
ne di Y. Si deﬁnisca la funzione di sopravvivenza come
S
 
yj;θ
 
= 1−F
 
yj;θ
 
. Si assuma inoltre che le variabili Y
e X siano indipendenti. Indicando con ρ0 il vero valore di
ρ e con θ0 il vero valore di θ, si può scrivere che:
ρ0 = Pr{Y > X;θ0} = E
 
Pr{Y > X | X;θ0}
 
= E
 
S(X;θ0)
 
.
(2.12)
Risulta immediato pensare di stimare ρ0 come:
ˆ ρ =
1
n
n  
i=1
S
 
Xi; ˆ θ
 
, (2.13)
dove ˆ θ indica la stima di massima verosimiglianza del pa-
rametro del modello parametrico. Sotto ipotesi di regolari-
tà, è ammesso lo sviluppo in serie di Taylor:
1
n
n  
i=1
S
 
Xi; ˆ θ
 
=
1
n
n  
i=1
S(Xi;θ0)+
 
1
n
n  
i=1
˙ S
 
Xi;θ0
 
 T  
ˆ θ−θ0
 
+op
 
n−1
2
 
,
(2.14)
dove ˙ S indica la derivata prima si S rispetto a θ. Riscriven-
do la funzione si giunge a:
√
n
 
ˆ ρ−ρ0
 
=
√
n
 
1
n
n  
i=1
S(Xi;θ0)−ρ0
 
+
√
nβT
 
ˆ θ−θ0
 
+op (1).
(2.15)
in cui β = E
 ˙ S(Xi;θ0)
 
. Segue che
√
n(ˆ ρ − ρ0) ha una
distribuzione asintoticamente normale con media zero e
varianza pari a ω:
√
n(ˆ ρ−ρ0) ˙ ∼ N(0,ω2). (2.16)14 ordinamento
Il parametro ω viene stimato attraverso la formula:
ˆ ω2 = ˆ ω2
S +
n
m
ˆ βT ˆ Ωˆ β (2.17)
le cui singole componenti sono rispettivamente ωs che è la
varianza di S(X;θ0) e Θ che è la matrice di covarianza di √
m(ˆ θ−θ0). Questo suggerisce che l’intervallo di conﬁden-
za può essere ricavato con un approccio classico, calcolan-
do le grandezze in gioco, di cui vengono riportati i termini:
ˆ ω2
S =
1
n
 n
i=1
 
S(Xi; ˆ θ)− ˆ ρ
 2
,
ˆ β =
1
n
 n
i=1 ˙ S(Xi; ˆ θ).
(2.18)
Può capitare che la stima di ρ risulti essere esterno all’in-
tervallo [0,1]; si rende necessaria una riparametrizzazione
per ottenere sempre dei valori interni a questo intervallo.
Si utilizza la funzione logit() e si considera il nuovo pa-
rametro τ = log(
ρ
1−ρ
). In questo modo è possibile otte-
nere una distribuzione asintotica da cui poter ricavare le
quantità pivotali:
√
n(ˆ τ−τ0) ˙ ∼ N
 
0,
ω2
ρ2(1−ρ)2
 
. (2.19)
Questa distribuzione asintotica può essere utilizzata per
costruire un intervallo di conﬁdenza per τ. Operativamen-
te, si calcola la regione di conﬁdenza per τ e si riportano i
valori sulla scala originale.
ˆ τinf = zα
2
ˆ ρ2(1−ˆ ρ)2
ˆ ω2 ,
ˆ τsup = z1−α
2
ˆ ρ2(1−ˆ ρ)2
ˆ ω2 .
(2.20)
L’intervallo di conﬁdenza di livello α per ρ viene calcolato
come segue:
ICα =
 
ρ ∈
 
eˆ τinf
eˆ τinf +1
;
eˆ τsup
eˆ τsup +1
  
. (2.21)
L’ipotesi nulla H0 : ρ =
1
2
viene accettata se tale valore
appartiene all’intervallo di conﬁdenza osservato.
Questi tipo di approccio può essere usato con differenti
distribuzioni. Di seguito viene presentato con una distri-
buzione Normale ed una Gamma.2.1 le statistiche test 15
Distribuzione Normale
Si supponga ora che la variabile Y abbia una distribuzio-
ne Normale:
Yj ∼ N(µ,σ2), (2.22)
e si indichi con ˆ θ = (ˆ µ, ˆ σ2) le stime di massima verosimi-
glianza dei parametri. Procediamo al calcolo delle gran-
dezze sopra deﬁnite. La stima di ρ viene calcolata come:
ˆ ρ =
1
n
n  
i=1
S(Xi; ˆ θ) =
1
n
n  
i=1
 
1−φ
 
Xi − ˆ µ
ˆ σ
  
, (2.23)
dove φ( ) indica la funzione di ripartizione di una Norma-
le standard. La quantità
√
n(ˆ ρ − ρ0) si distribuisce come
una normale a media zero e varianza ω2 ed una stima
consistente della varianza è ˆ ω2 = ˆ ω2
S +
n
m
ˆ βT ˆ Ωˆ β. Se ne
riportano i termini:
ˆ ω2
S =
1
n
 n
i=1
 
S(Xi; ˆ θ)− ˆ ρ
 2
, ˆ Ω =
 
ˆ σ2 0
0 2ˆ σ4
 
,
ˆ β =




1
nˆ σ2
 n
i=1 φ
 
Xi − ˆ µ
ˆ σ
 
1
2nˆ σ2
 n
i=1
 
Xi − ˆ µ
ˆ σ
 
φ
 
Xi − ˆ µ
ˆ σ
 




Si prosegue come illustrato sopra: stimando un intervallo
di conﬁdenza per ρ e riﬁutando l’ipotesi nulla se ρ0 non
appartiene all’intervallo di conﬁdenza osservato.
Distribuzione Gamma
Si suggonga ora che la variabile Y abbia una distribuzio-
ne Gamma:
Yj ∼ Ga(α,λ), (2.24)
Si indichino con ˆ θ = (ˆ α, ˆ λ) le stime di massima verosi-
miglianza. Procediamo al calcolo delle grandezze sopra
deﬁnite. La stima di ρ viene calcolata come:
ˆ ρ =
1
n
n  
i=1
S(Xi; ˆ θ) =
1
n
n  
i=1
Γ(α,λXi)
Γ(α)
(2.25)16 ordinamento
dove Γ(α) indica la funzione Gamma di parametro α, e
Γ(α,λXi) viene deﬁnita come:
Γ(α,λXi) =
 λXi
0
tα−1e−tdt (2.26)
La quantità
√
n(ˆ ρ − ρ0) si distribuisce asintoticamente co-
me una normale a media zero e varianza ω2 ed una stima
consistente della varianza è ˆ ω2 = ˆ ω2
S +
n
m
ˆ βT ˆ Ωˆ β. Se ne
riportano i termini:
ˆ ω2
S =
1
n
 n
i=1
 
S(Xi; ˆ θ)− ˆ ρ
 2
, ˆ Ω =
 
ψ1(α) 0
0
α
λ2
 
,
ˆ β =




ψ0(α)−
 inf
k=0
(−1)n−k
(a+k)n+1k!
Γ(n+1,−(a+k)log(λXi))
1
Γ(α)
 n
i=1 e−λXiXi(λXi)α−1




dove ψi è la derivata i-esima della funzione log(Γ(α)), più
comunemente chiamata bigamma la derivata prima,
Γ ′(α)
Γ(α)
,
e trigamma la derivata seconda. Si prosegue come illustra-
to nel caso precedente.
2.1.3 Il test non parametrico
Il test non parametrico non fa alcuna assunzione sul ti-
po di distribuzione dei dati; utilizza invece degli indicato-
ri rappresentativi della distribuzione come possono essere
la mediana oppure i ranghi. Si deﬁnisce mediana, di se-
guito Me, quella quantità per cui Pr(Y 6 Me) = Pr(X >
Me) = 0.5. Si deﬁnisce rango l’intero corrispondente al po-
sto che l’osservazione occupa quando si passa dalle realiz-
zazioni (x1,...,xn) al campione ordinato in senso crescente
(x(1),...,x(n)).
Il test che segue è stato presentato da Wilcoxon nel 1945,
successivamente Whitney e Mann nel 1947 introducono la
variante per campioni di numerosità differente. Il princi-
pio su cui si basa il test è che se la mediana MeY di Y
supera la mediana MeX di X, allora i ranghi del campione
combinato e ordinato delle unità provinienti da X saranno2.2 l’algoritmo deds 17
prevalentemente superiori ai ranghi delle unità provenien-
ti da Y.
Consideriamo due campioni di dati y1,y2,...,ym e x1,x2,...,xn
provenienti da due distribuzioni continue e supponiamo
per semplicità che la numerosità dei campioni sia la me-
desima, si assume cioè che m = n. Il sistema di ipotesi
considerato è:
H0 : MeY = MeX
H1 : MeY  = MeX.
La statistica test proposta da Wilcoxon è la seguente:
W =
n  
j=1
r
 
Yj
 
,
dove r
 
Yj
 
è il rango che compete a Yj nel campione ordi-
nato. La distribuzione di W ha un minimo in min(W) =
m(m+1)
2 e un massimo in max(W) = mn +
m(m+1)
2 e si può
inoltre veriﬁcare che:
E[W] =
n(m+n+1)
2
; Var[W] =
mn(m+n+1)
12
.
Per numerosità superiori a 12, tale statistica si distribuisce
asintoticamente come una normale, per cui si può scrivere
che:
Tm,n =
W −
m(m+n+1)
2
−
1
2  
mn(m+n+1)
12
˙ ∼ N(0,1).
Fissato quindi un livello di signiﬁcatività, si riﬁuta l’ipotesi
nulla per valori grandi della statistica test, nello speciﬁco
per | toss
m,n |> z1−α
2.
2.2 l’algoritmo deds
In letteratura esistono numerosissime pubblicazioni in
cui vengono proposti dei metodi di ordinamento dei ge-
ni basati sulle più disparate statistiche che sono un passo
iniziale per una futura selezione. Si è visto però che carat-
teristiche di efﬁcienza e robustezza risultano essere troppo18 ordinamento
spesso funzione dei dati, né è stato possibile delineare delle
linee guida a cui fare riferimento per la scelta della statisti-
ca migliore. Per tentare di migliorare l’ordinamento que-
sto aspetto si introduce una misura, chiamata DEDS, che
considerando più statistiche e facendone una sintesi, può
affermare con più sicurezza che un gene è differenzialmen-
te espresso. Si deﬁnisca ti il valore dell’i-esima statistica,
per ogni gene la misura DEDS viene calcolata come:
DEDS(t1,t2,...,tj) =
(t1 −E2
1)
MAD(t1)2 +
(t2 −E2
2)
MAD(t2)2 +...+
(tJ −E2
J)
MAD(tJ)2
dove Ej rappresenta il valore massimo della j-esima statisti-
ca e MAD(tj) è la deviazione assoluta dalla mediana della
stessa statistica. Per fare un esempio intuitivo, possiamo
vedere il calcolo della misura DEDS come una funzione
che calcola la distanza euclidea non su un asse solo, ma in
uno spazio ℜn dove il numero degli assi è uguale al nume-
ro dei test considerati.
Considerando più statistiche contemporaneamente non
è più possibile fare ricorso al livello di signiﬁcatività osser-
vato perché non si sa nulla sulla distribuzione della statisti-
ca DEDS. Si ricorre perciò a procedure di bootstrap che rie-
scono ad approssimare la distribuzione campionaria della
statistica DEDS. Si procede come segue:
• si calcola la statistica DEDS per il campione di dati
non permutati, si indica questa misura con DEDS0,
• si permutano tra loro le colonne della matrice dei da-
ti e si calcola la misura DEDSb, dove b indica la b-
esima permutazione, per il campione di dati permu-
tato; si ripete questo passaggio B volte.
• si calcola il livello di signiﬁcatività osservato come la
percentuale di volte in cui la misura DEDSi, relati-
va ai dati permutati, risulta essere maggiore rispet-
to alla misura DEDS0 relativa ai dati del campione
osservato.
αoss =
 J
i=1(DEDSi > DEDS0)
B
Lo svantaggio più evidente della procedura DEDS è l’ele-
vato costo computazionale.3
SELEZIONE
I geni non fanno previsioni né
preparano progetti in anticipo:
semplicemente esistono, alcuni
più di altri, ma è tutto qui.
Richard Dawkins
1941
Per selezione si intende quell’operazione in cui i geni
reputati differenzialmente espressi vengono isolati dagli
altri, detti equivalentemente espressi. Si vogliono quindi
scegliere quei geni che meglio discriminano tra il gruppo
di controllo e il gruppo di trattamento. I dati prevenienti
da un esperimento di microarray possono essere organiz-
zati, dopo esser stati “puliti”, sotto forma di una matrice
formata da p righe e N colonne: ogni riga rappresenta un
gene mentre le colonne sono le misure dell’espressione ge-
nica sulle varie unità statistiche. Di queste misure alcune
sono relative al gruppo di controllo, altre al gruppo del
trattamento. Per poter discriminare tra le une e le altre si
utilizza un vettore indicatore, con dimensione pari al nu-
mero di colonne della matrice dei dati, con le indicazioni
di appartenenza.
L’operazione di selezione può essere eseguita nella sua for-
ma più semplice utilizzando il test t: ovvero, calcolate le
differenze tra le medie dei due gruppi si procede selezio-
nando quei geni il cui test risulta statisticamente signiﬁcati-
vo. Operativamente viene riﬁutata l’ipotesi di uguaglianza
delle medie quando il livello di signiﬁcatività osservato è
inferiore ad un livello di signiﬁcatività preﬁssato.
1920 selezione
Per ogni gene si procede come segue:
• si individuano mediante il vettore inidicatore quali
misure appartengono al gruppo di controllo e quali
al gruppo del trattamento,
• si calcola il valore della statistica scelta per veriﬁcare
l’ipotesi di uguaglianza tra le medie,
• si utilizza il livello di signiﬁcatività osservato dichia-
rare il gene EE oppure DE.
Il risultato è un vettore di dimensione p con tutti i livelli
di signiﬁcatività osservati dal quale è possibile ricavare un
istogramma come mostrato in ﬁgura 3. La ﬁgura sugge-
risce la proporzione tra geni equivalentemente espressi e
geni differenzialmente espressi. Il problema che si presen-
Figura 3: Istogramma dei livelli di signiﬁcatività osservati.
ta ora è la determinazione di una soglia per poter opera-
tivamente discernere tra i geni del primo gruppo e quelli
del secondo. Si risolve il problema deﬁnendo differenzial-
mente espressi tutti quei geni il cui livello di signiﬁcatività
osservato è inferiore ad una soglia, che solitamente è ﬁs-
sata a 0.05. Il graﬁco in ﬁgura 4, detto anche qqplot, è un
utile strumento per poter vedere graﬁcamente se i valori
osservati della statistica t-test si distribuiscono come una t
di Student. Nel caso in cui tutti i geni siano EE ci si aspetta
che i punti si dispongano sulla bisettrice del primo e terzo21
quadrante. I punti che non giaciono su questa linea sono
in contrasto con l’ipotesi nulla: le linee rosse rappresenta-
no i quantile di livello 0.025 e 0.975.
Quello appena illustrato è un modo di procedere mol-
Figura 4: Graﬁco Q-Q plot.
to semplice e lineare, tuttavia questa procedura tende ad
incrementare di molto il numero di geni che vengono di-
chiarati DE quando in realtà non lo sono. Per far fronte a
questo problema sono state sviluppate procedure, chiama-
te procedure per i confronti multipli, che tendono a con-
trollare la probabilità di commettere errori del primo tipo,
considerando non più il singolo test, ma la globalità dei
test.22 selezione
3.1 test multipli
Nei test semplici il controllo dell’errore di primo tipo vie-
ne eseguito facendo riferimento alla distribuzione, esatta o
approssimata, della statistica test sotto l’ipotesi nulla. L’ap-
proccio standard dei test singoli risulta essere errato nel
caso in cui vengono considerate più di una ipotesi contem-
poraneamente. Nell’ipotesi sempliﬁcatrice che i geni siano
indipendenti tra loro, si incorre infatti in un errore del pri-
mo tipo con una frequenza ben maggiore rispetto a quella
ﬁssata come soglia. Siano M0 = {i : Hi = 0} è l’insieme del-
le ipotesi nulle vere, mentre M1 = {i : Hi = 1} è l’insieme
delle ipotesi alternative vere. Siano inoltre m0 =| M0 | e
m1 =| M1 | il numero degli elementi di M0 e M1 rispettiva-
mente. I valori di m0 e m1 sono in generale ignoti. Facendo
riferimento alla tabella 5 introdotta da Benjamini e Hoch-
berg (1995) è possibile introdurre alcune grandezze a cui si
fa riferimento per affrontare il problema dei test multipli:
Figura 5: I test multipli.
1. per-comparison error rate (PCER): rappresenta il valore
atteso del numero di errori del primo tipo fratto il
numero di ipotesi testate;
PCER =
E(V)
m
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2. per-family error rate (PFER): rappresenta il valore atte-
so del numero di errori del primo tipo;
PFER = E(V).
3. family-wise error rate (FWER): rappresenta la probabi-
lità di commettere 1 o più errori del primo tipo:
FWER = P(V > 0);
4. false discovery rate (FDR): proporzione di errori di pri-
mo tipo che ci aspettiamo di avere tra tutte le ipotesi
nulle riﬁutate:
FDR = E
 
V
R
| R > 0
 
P(R > 0);
Questa grandezza viene molto usata in ambito ap-
plicativo viene introdotta da Benjamini e Hochberg
(1995) nel 1995. Nel caso in cui R = 0 il FDR coincide
con il FWER.
5. positive false discovery rate (pFDR): è l’FDR condiziona-
to al fatto che R sia positivo;
pFDR = E(
V
R
|R > 0).
Storey in Storey (2001) dimostra che questa deﬁnizio-
ne ha una interessante interpretazione bayesiana.
Varie procedure sono state deﬁnite, basate sul controllo di
una delle quantità sopra riportate. Esse sono diversamente
conservative. Dudoit et al. (2003) dimostrano che a parità
di regione di riﬁuto:
PCER 6 FDR 6 FWER 6 PFER.
Nella pratica, vengono solitamente controllati l’FWER e l’F-
DR: il primo si tutela contro la probabilità di avere anche
un solo errore del primo tipo, mentre il secondo controlla il
numero di errori del primo tipo in proporzione al numero
di ipotesi testate.24 selezione
3.2 il controllo dell’errore di primo tipo
Sia:
HM0 =
 
i∈M0
{Hi = 0}.
Per introdurre il controllo dell’errore di primo tipo si consi-
dera per esempio il FWER: Controllare il tasso di errori del
primo tipo in questo caso vuol dire realizzare un controllo
esatto.
Per fare un esempio consideriamo il FWER: secondo deﬁ-
nizione è P(V > 0). Eseguire un controllo esatto signiﬁca
controllare il numero di errori del primo tipo condiziona-
tamente alle M0 ipotesi nulle vere, ovvero controllare la
quantità:
Pr(V > 0 | HM0).
Poichè solitamente il numero di ipotesi nulle vere, è igno-
to, si controlla il tasso di errore supponendo vere tutte le
ipotesi nulle, ovvero si considerano M = M0 e si controlla
la quantità:
Pr(V > 0 | HM)
In questo caso si parla di controllo debole. Attuare invece
un controllo forte vuol dire condurre una procedura che
considera tutte le possibili ipotesi, ovvero controlla l’errore
del primo tipo per ogni possibile scelta di M0.
max
M0⊆{1,...,m}
Pr(V > 0 | HM0).
In generale il controllo forte implica il controllo esatto e
quello debole. Negli esperimenti di microarray è molto dif-
ﬁle che nessun gene sia differenzialmente espresso, quindi
un controllo debole sembra inappropriato, mentre sembra
essere opportuno un controllo forte o esatto dell’errore di
primo tipo. Il vantaggio di un controllo esatto è l’aumento
di potenza.
Procedure a stadi successivi
Il più delle volte i test statistici risultano correlati e di
conseguenza anche i livelli di signiﬁcatività osservati. Que-
sto è dovuto al fatto che, soprattutto negli esperimenti di3.3 procedure per il controllo del fwer 25
microarray, i geni considerati tendono ad avere una stretta
relazione: questo fenomeno è detto di co-regolazione. Per
ovviare in minima parte a questo indesiderato effetto esi-
stono delle procedure che corregono i livelli di signiﬁcati-
vità osservati tenendo conto della struttura di correlazione.
Partendo dai valori grezzi è possibile ricalcolare i livelli di
signiﬁcatività osservati i diversi modi:
single-step i livelli di signiﬁcatività osservati vengono
corretti utilizzando il numero totale p di geni consi-
derati;
step-down i livelli di signiﬁcatività osservati vengono
riordinati in senso decrescente e solo successivamen-
te ricalcolati;
step-up analogo allo step-down ma l’ordinamento è in sen-
so crescente.
3.3 procedure per il controllo del fwer
Il controllo del FWER è una delle procedure più segui-
te. Di seguito vengono presentati un breve elenco di meto-
di che implementano il controllo. In particolare vengono
considerate dapprima le procedure che correggono un va-
lore per volta e successivamente anche le procedure che
considerano la struttura di correlazione dei dati.
3.3.1 Ipotesi nulle indipendenti
Per il controllo del FWER, la procedura più conosciuta
rimane sicuramente la correzione di Bonferroni: è una pro-
cedura molto conservativa che venne introdotta per con-
trollare l’errore del primo tipo nel caso in cui si volesse
trarre una conclusione comune, ovvero tale sistema di ipo-
tesi riﬁuta l’ipotesi nulla quando anche un solo test risulta
signiﬁcativamente diverso dall’ipotesi nulla. La procedura
è basata sull’aggiustamento del singolo livello di signiﬁ-
catività osservato. Sia ˜ pi l’iesimo livello di signiﬁcatività
aggiustato.26 selezione
single-step bonferroni adjusted p-value l’aggiustamento
è basato sull’espressione:
˜ pi = min(mpi,1).
šidák single step adjusted p-value basato sull’espres-
sione:
˜ pi = 1−(1−pi)
m0 ,
risulta essere una procedura esatta nel caso in cui i
livelli di signiﬁcatività osservati sono uniformemente
distribuiti tra [0,1]
single-step minp adjusted p-values
˜ pi = Pr
 
min
16l6m
Pl 6 pi | HM
 
dove HM indica le ipotesi nulle al completo e Pl è la
variabile casuale per il livello di signiﬁcatività osser-
vato dell’l-esima ipotesi.
single-step maxt adjusted p-values sono deﬁniti in
termini di della statistica test Ti
˜ pi = Pr
 
min
16l6m
| Tl |>| ti || HM
 
Si nota che le ultime due procedure sono basate sulle per-
mutazioni, computazionalmente più complesse ma con il
vantaggio di non dover fare ipotesi sulle distribuzioni dei
dati.
3.3.2 Ipotesi nulle dipendenti
Un aumento in potenza, preservando tuttavia un con-
trollo forte del FWER si può ottenere con delle procedure
step-down. Queste procedure considerano inizialmente i li-
velli di signiﬁcatività osservati ordinati secondo un ordine
crescente.
pr1 6 pr2 6 ... 6 prm;
da questo vettore si calcolano i livelli di signiﬁcatività con
differenti procedure.3.4 procedure per il controllo del fdr 27
holm step-down adjusted p-values
˜ pri = max
k=1,...,i
{min((m−k+1)prk,1)}
šidák step-down adjusted p-values
˜ pri = max
k=1,...,i
 
1−(1−prk)
(m−k+1)
 
step-down minp adjusted p-values
˜ pri = max
k=1,...,i
 
Pr
 
min
l=k,...,m
Prl 6 prk | HM
  
step-down maxt adjusted p-values
˜ psi = max
k=1,...,i
 
Pr
 
max
l=k,...,m
| Tsl |>| tsi || HM
  
3.4 procedure per il controllo del fdr
Il FDR venne introdotto da Benjamini e Hochberg (1995)
ed è una delle grandezze più usate in ambito applicativo
perché ripropone il concetto di errore di primo tipo consi-
derando l’insieme delle ipotesi testate: si accetta di com-
mettere un numero di errori di primo tipo in percentuale
pari ad α sull’insieme delle ipotesi dichiarate false.
3.4.1 Ipotesi nulle indipendenti
Benjamini e Hochberg (1995) hanno studiato una pro-
cedura step-up che implementa il controllo forte del’FDR
nel caso di ipotesi nulle indipendenti.Questa procedura
ricalcola i livelli di signiﬁcatività osservati come segue:
˜ pri = min
k=1,...,m
 
min
 m
k
prk,1
  
Si può notare che nel caso in cui M = M0 si ottiene l’u-
gualianza tra FWER e FDR e quindi una procedura che
controlla il primo controlla anche il secondo.28 selezione
3.4.2 Ipotesi nulle dipendenti
Mentre la procedura illustrata nel paragrafo preceden-
te tiene sotto controllo il FDR sotto delle ipotesi di dipen-
denza Benjamini e Yekutieli (2001) hanno sviluppato una
procedura che mantiene sotto controllo l’FDR in presen-
za di una struttura di dipendenza. I livelli di signiﬁcatività
osservati vengono ricalcolati secondo la formula che segue:
˜ pri = min
k=1,...,m

 
 
min



m
 m
l=1
1
l
k
prk,1




 
 
3.5 quale procedura scegliere?
Sono stati proposti una serie di procedure per il control-
lo dell’errore di primo tipo: ora si presenta il problema di
deﬁnire quale sia la procedura da usare.
A questa domanda non si può rispondere in maniera uni-
voca: ogni procedura ha propri vantaggi e svantaggi. In
prima battuta è opportuno tenere presente quale sia il tipo
di controllo (forte, debole o totale) utile per le analisi che si
vogliono svolgere. Inoltre è necessario valutare se sia pre-
sente una struttura di correlazione nei dati o se questa può
essere ignorata. Un’altro aspetto da considerare è quello
computazionale, dal momento che alcune procedure sono
risultare troppo onerose per il calcolatore. La prima e più
importante considerazione rimane comunque quella di ri-
guardante la scelta di quale sia la grandezza da considera-
re per il controllo dell’errore del primo tipo. Come detto,
FDR e FWER sono le due quantità più usate: consideran-
do il primo si è interessati a controllare la proporzione di
geni differenzialmente espressi, con il secondo si tiene sot-
to controllo la probabilità di fare anche un solo errore di
dichiarazione di un gene differenzialmente espresso.
Il graﬁco in ﬁgura 6 riporta in ascissa il numero di ipote-
si rigettate e in ordinata i valori dei livelli di signiﬁcatività
aggiustati, utilizzando alcune delle procedure descritte in
precedenza, ordinati in senso crescente. É immadiato no-
tare come le procedure modiﬁchino radicalmente i valori
dei livelli di signiﬁcatività osservati. In particolare si fà3.5 quale procedura scegliere? 29
Figura 6: Confronto graﬁco tra le procedure per il controllo della
molteplicità.
notare al lettore che le procedure che controllano il FWER,
come ad esempio la procedura ŠidákSS o la ŠidákSD, siano
rappresenati da curve con una pendenza maggiore, ovvero
discriminano in modo netto tra geni DE e geni EE, men-
tre le procedure che controlla il FDR, come ad esempio la
BH, abbia un andamento molto più dolce, a conferma del
carattere meno conservativo di tale procedura.4
ANALISI DEI DATI
In God we trust;
all others bring data.
W. Edwards Deming
1900-1993
Di seguito si riportano i risultati degli studi di simula-
zione. La motivazione alla base della scelta di simulare la
matrice dei dati è duplice: la prima e la più importante è
che simulando i dati si conoscono a priori quali geni so-
no DE e quali no; è quindi possibile valutare in termini
di speciﬁcità e sensibilità l’algoritmo in esame. Secondaria-
mente simulando i dati si può studiare, a costi contenuti,
la bontà della procedura di veriﬁca di ipotesi in situazio-
ni di espressione genica anche molto differenti tra loro. I
modelli considerati per simulare i dati sono due modelli
bayesiani gerarchici. Per ﬁssare le idee, lo schema che si
segue è il seguente:
1. si simula il campione di dati,
2. si applica l’algoritmo di classiﬁcazione,
3. se ne valutano le prestazione.
I pacchetti a cui si è fatto riferimento sono il pacchetto
multtest e il pacchetto DEDS. Il primo, scritto da Katherine
Pollard, Yongchao Ge, Sandra Taylor e Sandrine Dudoit è
un pacchetto molto corposo che contempla al suo interno
quasi la totalità dei test e delle tecniche utilizzate nelle pro-
cedure per il controllo dell’errore di primo tipo. Tuttavia
proprio a causa del suo caratere enciclopedico risulta esse-
re anche molto dispersivo. Di contro il pacchetto DEDS,
che utilizza gran parte del codice del pacchetto multtest,
risulta essere molto semplice da usare.
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4.1 i modelli di simulazione
I modelli bayesiani gerarchici sono stati proposti da New-
ton et al. (2003) come metodo per identiﬁcare i geni DE.
Tuttavia gli stessi modelli possono essere utilizzati per fa-
re l’operazioni inversa, ovvero simulare dati simili a quelli
che si ottengono da un esperimento di microarray. Opera-
tivamente si prende un esperimento di microarray, si stima
il modello bayesiano e si utilizzano le stime per poter simu-
lare nuovi dati. Facendo riferimento al caso più semplice
in cui sono presenti due sole condizioni, possiamo ipotiz-
zare che i livelli di espressione genica dei due canali siano
delle realizzazioni di variabili causali, ovvero che:
Y ∼ fY(y;θY),
X ∼ fX(x;θX).
Nel caso in cui il gene sia (EE) i valori dell’espressione
genica del gruppo di controllo e del gruppo del trattamen-
to non presentano delle variazioni sistematiche, detto altri-
menti provengono dalla medesima distribuzione, mentre
se il gene è DE i valori dell’espressione genica nel gruppo
del trattamento provengono da una distribuzione di proba-
bilità differente. Considerando poi che ogni gene ha una
probabilità pari a δ di essere DE e di contro una probabilità
1−δ di essere EE, possiamo scrivere che:
fY(x;θY) = fEE(x;θ),
fX(x : θX) = δfDE(x;θ)+(1−δ)fEE(x;θ).
Supponendo che il parametro che maggiormente riesce a
discernere tra il gruppo di controllo e il gruppo del tratta-
mento è la media, possiamo scrivere la funzione del mo-
dello nel caso in cui un gene è EE come:
fEE(y,x) =
 


m  
j=1
f(yi | µ)


 
n  
i=1
f(xj | µ)
 
π(µ)dµ
mentre nel caso in cui siano DE si può scrivere che:
fDE(y,x) =
 


m  
j=1
f(y | µ)

π(µ)dµ
   
n  
i=1
f(xj | µ)
 
π(µ)dµ4.1 i modelli di simulazione 33
Si può quindi notare che il modello è speciﬁcato da una
distribuzione f(x | µ) che caratterizza la variabilità entro i
gruppi e da una componente π(µ) che misura la variabilità
tra i gruppi. Di seguito si fa riferimento a due modelli dif-
ferenti: il Gamma-Gamma (GG) e il LogNormale-Normale
(LNN). I valori numerici dei parametri sono stati ricavati
da esperimenti reali.
4.1.1 Il modello Gamma-Gamma
Il modello Gamma-Gamma, di seguito indicato con GG,
utilizza, come suggerisce il nome, la funzione gamma co-
me modello parametrico di riferimento per generare i dati.
La forma della distribuzione di densità è la seguente:
f(x | α,λ) =
λαxα−1e−λx
Γ(α)
dove α è il parametro di forma e λ il parametro di scala.
Poichè µ = E[X] =
α
λ
, una volta ﬁssato il valore α è neces-
sario scegliere una distribuzione che funga da a priori per
la media della distribuzione e poichè γ =
α
µ
scegliamo co-
me distribuzione l’inversa di una Gamma che è ancora una
Gamma con parametro di forma α0 e parametro di scala ν,
ovvero
1
µ
∼ Gamma(α0,ν). Il modello è completamente
speciﬁcato con θ = (α,α0,ν).
4.1.2 Il modello LogNormale-Normale
Nel modello LogNormale-Normale, di seguito indicato
con LNN, si ipotizza che la distribuzione della trasformata
logaritmica della misura di espressione genica sia normale.
Posto Z = log(X):
Z | µ ∼ N(µ,σ2),
La distribuzione a priori di µ è assunta essere una distribu-
zione Normale, ovvero µ ∼ N(µ0,τ2). Il modello è comple-
tamente speciﬁcato con θ = (µ0,σ,τ2).34 analisi dei dati
4.1.3 Simulazione
Di seguito si riportano i valori numerici utilizzati per si-
mulare i dati provenienti da esperimenti di microarray. I
dataset sono formati da 2000 geni considerati in 2 condi-
zioni e 15 ripetizioni per ogni condizione. Inoltre la proba-
bilità a priori che un gene sia differenzialmente espresso è
stata posta al 20% in entrambi i modelli. Successivamente
sono stati utilizzati per le analisi anche dei dataset ridot-
ti, io cui il gruppo di controllo continua ad avere sempre
15 misurazioni dell’espressione genica, mentre vengono ri-
dotte a 5 nel gruppo di trattamento. Per quanto riguarda i
parametri, si sono considerati i seguenti valori numerici:
α α0 ν
GGc1 10 0.9 0.5
GGc2 1 1.1 45.4
GGc3 3.64 2.37 1761
µ σ τ0
LNNc1 2.3 0.3 1.39
LNNc2 6.58 0.9 1.13
LNNc3 7.96 0.165 0.895
Tabella 2: Valori numeri dei modelli di simulazione.
4.2 analisi grafica
I risultati proposti sono sia numerici per quanto riguarda
l’effettivo numero di geni dichiarati DE, sia graﬁci. L’ana-
lisi graﬁca risulta esser di gran lunga quella più comuni-
cativa, perché ad avere subito la percezione della bontà o
meno dell’analisi, inoltre riesce a considerare non solo la
soglia ﬁssata è pari ad α ma anche altri valori di soglia. Di
seguito verranno descritti i graﬁci utilizzati nell’analisi dei
risultati.4.2 analisi grafica 35
il grafico ma plot Per visualizzare i dati provenienti
da un esperimento di microarray solitamente si utilizza lo
strumento degli MA-plot. Un MA-plot altro non è che un
graﬁco in cui si riporta in ascissa la media dei logaritmi in
base 2 dell’espressione dei geni nei due canali e in ordinata
il logaritmo in base 2 del rapporto tra le due espressioni
geniche:
M = log2
 y
x
 
A = log2 (
√
yx)
Visti altrimenti, questi graﬁci non sono che una rotazione
di 45◦ in senso antiorario del graﬁco dei logaritmi delle
intensità nei due canali, con un’opportuna trasformazio-
ne di scala. In un esperimento di microarray non distorto
questi graﬁci si presentano come una nuvola ellittica di
punti simmetrica rispetto alla retta M = 0, un andamen-
to non lineare del graﬁco suggerisce la necessità di una
normalizzazione prima di iniziare l’analisi dei dati.
curva roc Facendo riferimento alla tabella in ﬁgura
5, è possibile calcolare due grandezze utili per valutare
l’algoritmo, la speciﬁcità e la sensibilità:
specificità =
S
S+T
, sensibilità =
U
U+V
.
La sensibilità indica la proporzione di veri positivi sul tota-
le dei geni equivalentemente espressi, mentre la speciﬁcità
indica la proporzione di veri positivi sul totale dei geni dif-
ferenzialmente espressi. Le curve ROC sono dei graﬁci con
in ascissa la proporzione di falsi positivi sul totale dei ge-
ni equivalentemente espressi (1-speciﬁcità) e in ordinata la
proporzione di veri positivi sul totale dei differenzialmente
espressi (sensibilità). Maggiore è la concavità della curva,
migliore è l’algoritmo di classiﬁcazione.
il grafico p vs r Il graﬁco chiamato pVSr è un graﬁco
in cui sono presenti in ascissa il numero di ipotesi riﬁutate
ed in ordinata sono riportati i valori numerici dei livelli di
signiﬁcatività osservati.
il grafico p vs t Questo graﬁco viene anche chiamato
vulcano plot. Si contruisce riportando in ascissa i valori del-36 analisi dei dati
la statistica considerata e in ordinata i valori del logaritmo
dei livelli di signiﬁcatività aggiustati.
4.3 i dataset simulati
Quella che segue è una breve presentazione delle analisi
graﬁche e non che possono essere eseguite sui dati. Co-
me detto nel capitolo precedente i dataset utilizzati per le
analisi sono stati ben 12, divisi in due gruppi; il primo
disponeva di misurazione dell’espressione genica in pari
numero sia per il gruppo di controllo che per il gruppo di
trattamento, mentre nel secondo è stata ridotta la numero-
sità del gruppo del trattamento, portandola da 15 a 5. É
stato fatto questo per valutare un possibile miglioramento
delle prestazioni nei test semiparametrici rispetto a quelli
tradizionali. Di seguito viene analizzato il dataset deno-
minato GGc1; in particolare si commentano i graﬁci che
verranno poi proposti in appendice per ogni dataset preso
in esame.
4.3.1 Modello GGc1
I dati sono stati generati utilizzando i parametri seguen-
ti: α = 10 α0 = 0.9 ν = 0.5, il coefﬁciente di variazione
è 0.1. Il primo graﬁco utile per visualizzare il dataset è
l’MA-plot, in fugura 7. L’esame di questo graﬁco è molto
importante per poter accertare che non siano state intro-
dotte delle distorsioni durante le fasi preliminari dell’espe-
rimento di microarray. Dudoit et al. (2002) dimostrano che
in un esperimento di microarray non distorto l’MA-plot si
presenta come una nuvola ellittica di punti simmetrica ri-
spetto alla retta M = 0. Nei dati derivanti da esperimenti
reali accade molto spesso che la nuvola di punti abbia un
andamento non lineare, con una coda per valori bassi di
espressione media verso il basso o verso l’alto. Questo
comportamento è indice di errori sistematici nei processi
di marcatura e ibridazione. Come è lecito aspettarsi, un
dataset di dati simulati non presenta distorsioni. In caso
contrario, come succede nella pratica è opportuno norma-
lizzare i dati per non incorrere nell’errore di imputare diffe-
renze nell’espressione genica quando invece sono dovute4.3 i dataset simulati 37
ad errori sistematici. L’esame dei dati continua applicando
Figura 7: GGc1: graﬁco MA-plot.
l’algoritmo di analisi. Questo procedimento ha lo scopo
di discernere tra i geni DE e quelli EE, in altre parole si
cerca attraverso un uso appropriato dei test statistici di evi-
denziare quei geni le cui misure di espressione genica so-
no in netto contrasto rispetto ad una ipotesi di uguaglinza
di espressione. Esistono numerossissimi pacchetti statistici
che mettono a disposizioni le più disparate tecniche di ana-
lisi: la maggior parte di loro fa leva sulla differenza tra le
medie tra i due campioni, tuttavia altri procedimenti con-
siderano la varianza interna ai gruppi, oppure tentano di
stimare un modello lineare. In questo elaborato vengono
per lo più considerati le tecniche che fanno uso della media
campionaria. I test utilizzati nelle analisi sono quelli pre-
sentati nel capitolo 2: il test t, due test semiparametrici e
un test non parametrico. Questi test, considerati insieme ai
test semiparametrici, hanno la peculiarità di allentare pro-
gressivamente le ipotesi normalità del gruppo di controllo.
Inoltre non sarà sfuggito al lettore che i due test semipara-
metrici utilizzano per fare inferenza le stesse distribuzioni,
una normale e una gamma, che sono state utilizzate per
generare i dati.In ﬁgura 8 sono riportati i graﬁci quantile-38 analisi dei dati
quantile delle statistiche utilizzate per discernere tra i geni
EE e quelli DE. Per ogni statistica viene riportato il graﬁco
quantile-quantile in cui si può facilmente individuare tutti
quei geni il cui valore della statistica test risulta essere in
contrasto con l’ipotesi nulla. Questi valori vengono ripor-
tati in rosso. Come detto in precedenza la scelta della stati-
Figura 8: GGc1: graﬁci Quantile-Quantile: (in senso orario) test t
, semiparametrico Normale, semiparametrico Gamma
e test di Wilcoxon
stica può essere cruciale nell’analisi dei dati prevenienti da
microarray. Per far fronte a questo problema l’algoritmo
DEDS introduce una statistica che sintetizza l’informazione
raccolta da 1 o più statistiche. Il risultato dell’algoritmo è
una misura del grado di lontananza da un massimo deﬁni-
to in funzione dei dati e di un livello di signiﬁcatività viene
calcolato con una procedura di bootstrap. Un altro graﬁco
molto utile per capire l’andamento delle statistiche prese in
esame è quello in ﬁgura 9. In questo graﬁco viene riportata
per ogni statistica test la densità stimata dei valori; in rosso
la densità stimata delle statistiche prendendo in considera-
zioni e soli geni selezionati come DE. In questi graﬁci si
intravede come si distribuiscono le statistiche nelle quattro
possibili statistiche prese in esame: è possibile per esem-
pio notare che non sempre il valore della statistica risulta4.3 i dataset simulati 39
Figura 9: GGc1: graﬁci pairs.
maggiore rispetto al caso normale, questo al indicare come la
differenza in media contempla sia il caso in cui il gruppo
di trattamento ha un livello di espressione genica maggiore
rispetto al gruppo di controllo sia il caso contrario. Quanto
detto risulta meno evidente nei casi semiparametrici.
Un altro graﬁco molto utile è quello denominato vulcano
plot. Questo graﬁco risulta essere molto utile per eviden-
ziare le differenze che ci possono essere usando un con-
trollo di errore che si cautela contro un singolo errore di
dichiarazione e un controllo di errore che si cuatela con-
tro una percentuale di errori del primo tipo. In ﬁgura 10
si vede chiaramente come i livelli di signiﬁcatività osserva-
ti vengano “schiacciati”verso lo 0 nel controllo del FWER,
ad indicare il carattere conservativo di questa procedura,
mentre non si percepisce lo stesso comportamenteto con
la procedure per il controllo del FDR. In riferimento alla
ﬁgura 10 e ad un valore di soglia pari a 0.05, vengono di-
chiarati DE sono tutti quei geni i cui valori in ordinata sono
maggiori di 2.995. L’ultima operazione è quella di selezio-
ne. Vengono isolati i geni reputati DE. La soglia ha un
signiﬁcato diverso nei due casi considerati, nel FWER com-
mette un errore di dichiarazione ogni 20 analisi, mentre
nel FDR commette in media il 5% di errori di dichiarazio-40 analisi dei dati
Figura 10: GGc1: graﬁco vulcano plot, controllo FWER (in alto) e
controllo FDR (in basso).
ne ad ogni analisi. Si è fatto riferimento al valore di soglia
pari a 0.05 ma ovviamente è possibile utilizzare altri valo-
ri. Graﬁcamente si costruisce un graﬁco in cui si evidenzia
come all’aumentare del valore di soglia cambia il numero
delle ipotesi riﬁutate. In questo graﬁco risulta evidente co-
me nel controllo dell’FWER ci sia un cambiamento rapido
dei valori dei livelli di signiﬁcatività osservati, mentre le
curve sono molto più dolci nella procedura per il controllo
del FDR. Si riportano inﬁne i valori numerici ottenuti dalle4.3 i dataset simulati 41
Figura 11: GGc1: graﬁco delle ipotesi riﬁutate.
analisi: ﬁssata la soglia al valore 0.05 è possibile isolare i
geni DE. Nella tabella 4.3.1 vengono riportati, per ogni sta-
tistica test considerata, il numero di geni dichiarati come
DE: nel caso di controllo FWER, si riporta anche il numero
assoluto di falsi positivi, nel caso del controllo del FDR si
riporta la percentuale di falsi positivi sul totale delle ipote-
si nulle riﬁutate. Iin ﬁgura 12 la curva ROC: si annota un
potere discriminante pressochè identico.
Per concludere possiamo dire che :42 analisi dei dati
test t test sN test sG test w deds
FWER 270 270 274 267 273
#errori 1° tipo 0 0 0 0 0
FDR 335 333 336 336 335
%errori 1° tipo 0.039 0.042 0.045 0.044 0.045
Tabella 3: GGc1: tabella risultati ﬁnali.
Figura 12: GGc1: curva ROC.
• nella procedura per il controllo del FWER il test con
ipotesi distributiva gamma ha una prestazione lieve-
mente migliore.
• la procedura DEDS ha una prestazione in linea con il
test semiprametrico con ipotesi distributiva gamma.
• il controllo del FDR non presenta differenze sostan-
ziali.
4.3.2 Modello GGc1r5
Il dataset chiamato GGc1r5 è un dataset in cui la nume-
rosità delle misure di espressione genica del campione dei4.3 i dataset simulati 43
dati del gruppo di trattamento viene portata da 15 a 5. In
ﬁgura 13 il graﬁco MA-plot. In ﬁgura 14 si riportano i graﬁ-
Figura 13: GGc1r5: graﬁco MA-plot.
ci QQ-norm. i risultati della selezione dei geni con livello di
signiﬁcatività pari a 0.05 sono riportati in tabella 4.3.2: ed
test t test sN test sG test w deds
FWER 147 193 220 7 219
#errori 1° tipo 0 0 0 3 0
FDR 310 310 309 295 310
%errori 1° tipo 0.052 0.042 0.036 0.038 0.039
Tabella 4: GGc1r5: tabella risultati ﬁnali.
ancora una valutazione graﬁca della bontà delle procedure
in ﬁgura 16:
É possibile notare che:
• Il test semiparametrico con ipotesi distributiva Gam-
ma ha un potere discriminante maggiore, riesci cioè
a parità di errore del primo tipo, a dichiarare DE un
numero maggiore di geni,44 analisi dei dati
Figura 14: GGc1r5: graﬁco Q-Q plot.
Figura 15: GGc1r5: graﬁco pairs.
• la procedura DEDS riesce a fare una ottima sintesi tra
le differenti statistiche,4.3 i dataset simulati 45
Figura 16: GGc1r5: curva ROC.
• il test di Wilcoxon ha una prestazione pessima, sele-
zionando 7 e commettendo 3 errori; ciò nonostante la
curva ROC non presenta un andamento così pessimo,
• il controllo del FDR non presenta differenze sostan-
ziali tra le differenti statistiche prese in esame.
4.3.3 Modello GGc3
I parametri considerati per simulare il campione sono
α = 1 α0 = 1.1 ν = 45.4. In ﬁgura 17 il graﬁco
MA-plot.
In ﬁgura 18 si riportano i graﬁci QQ-norm. i risultati del-
la selezione dei geni con valore di soglia 0.05 sono riportati
in tabella 4.3.3:
ed ancora una valutazione graﬁca della bontà delle pro-
cedure in ﬁgura 19:
Dalle analisi è possibile annotare che:
• nella procedura per il controllo del FWER il test con
ipotesi distributiva Gamma ha una prestazione mi-
gliore.46 analisi dei dati
Figura 17: GGc3: graﬁco MA-plot.
Figura 18: GGc3: graﬁco pairs.
• la procedura DEDS non riesce a cogliere le migliorie
del test semiparametrico.4.3 i dataset simulati 47
test t test sN test sG test w deds
FWER 100 106 121 109 106
#errori 1° tipo 0 0 0 0 0
FDR 228 225 226 215 225
%errori 1° tipo 0.057 0.049 0.058 0.038 0.054
Tabella 5: GGc3: tabella risultati ﬁnali.
Figura 19: GGc3: curva ROC.
• il controllo del FDR non presenta differenze sostan-
ziali, tra le differenti statistiche considerate.
4.3.4 Modello LNNc1
Per generare i dati del dataset LNNc1 sono stati utilizza-
ti i seguenti valori:µ0 = 2.3 σ = 0.3 τ = 1.39. In
ﬁgura 20 è possibile apprezzare il graﬁco del MA-plot.
In ﬁgura 21 si riportano i graﬁci QQ-norm. i risultati del-
la selezione dei geni con valore di soglia 0.05 sono riportati
in tabella 4.3.4:48 analisi dei dati
Figura 20: LNNc1: graﬁco MA-plot.
Figura 21: LNNc1: graﬁco Q-Q plot.
ed ancora una valutazione graﬁca della bontà delle pro-
cedure in ﬁgura 22:4.3 i dataset simulati 49
test t test sN test sG test w deds
FWER 349 350 349 345 349
#errori 1° tipo 0 0 0 0 0
FDR 412 413 413 403 412
%errori 1° tipo 0.051 0.058 0.058 0.038 0.056
Tabella 6: LNNc1: tabella risultati ﬁnali.
Figura 22: LNNc1: curva ROC.
• nella procedura per il controllo del FWER il test con
ipotesi distributiva normale ha una prestazione lieve-
mente migliore.
• la procedura DEDS ha una prestazione in linea con
gli altri test.
• il controllo del FDR non presenta differenze sostan-
ziali, fatta eccezione un lieve calo del test di Wilcox.50 analisi dei dati
4.3.5 Modello LNNc3
I parametri considerati per simulare i dati sono µ0 =
7.96 σ = 0.164 τ = 0.895. In ﬁgura 23 è possibile
apprezzare il graﬁco del MA-plot.
Figura 23: LNNc3: graﬁco MA-plot.
In ﬁgura 24 si riportano i graﬁci QQ-norm. i risultati del-
la selezione dei geni con valore di soglia 0.05 sono riportati
in tabella 4.3.5:
test t test sN test sG test w deds
FWER 349 349 349 347 350
#errori 1° tipo 0 0 0 0 0
FDR 411 412 411 403 412
%errori 1° tipo 0.051 0.056 0.053 0.038 0.056
Tabella 7: LNNc3: tabella risultati ﬁnali.
ed ancora una valutazione graﬁca della bontà delle pro-
cedure in ﬁgura 25:4.3 i dataset simulati 51
Figura 24: LNNc3: graﬁco Q-Q plot.
Figura 25: LNNc3: curva ROC.
• nella procedura per il controllo del FWER non ci sono
differenze sostanziali.52 analisi dei dati
• la procedura DEDS ha una prestazione in linea con
gli altri test.
• il controllo del FDR non presenta differenze sostan-
ziali, fatta eccezione un lieve calo del test di Wilco-
xon.5
CONCLUSIONI
Lo scopo del lavoro di tesi era quello di valutare l’op-
portunità di utilizzare un approccio semiparametrico per
analizzare i dati provenienti da esperimenti di microarray.
La maggior parte delle analisi volte a discriminare tra geni
equivalentemente espressi e geni differenzialmente espres-
si, fanno leva sulla differenza tra le medie del valori di
espressione genica dei due canali. I test semiparametri-
ci fanno una assunzione parametrica solo sul campione
dei dati di controllo, mentre non fanno nessuna ipotesi
distributiva per i dati del campione del trattamento.
Per testare le ipotesi sono stati utilizzati dati simulati:
l’algoritmo utilizzato per generare i dati è un modello mi-
stura che simula i dati utilizzando uno schema LogNormale-
Normale, in un caso e Gamma-Gamma, nell’altro. Questa
due distribuzioni sono le stesse del modello semiparame-
trico. Si pensava quindi che i due test semiparametrici
potessero avere delle prestazioni migliori nel caso in cui
l’assunzione parametrica coincideva con la distribuzione
utilizzata per generare i dati. Inoltre si era individuato nel-
l’algoritmo DEDS una possibile soluzione per ottenere una
sintesi delle statistiche test prese in esame. Le aspettative
sono state per lo più disattese: in particolare và segnala-
to come il test semiparametrico con ipotesi di normalità
abbia nella quasi totalità dei casi una prestazione presso-
chè identica ai test parametrici e non parametrici. L’unica
nota positiva la merita il test semiparametrico con ipotesi
di distribuzione gamma che, soprattutto nei casi in cui la
numerosità del campione dei dati di trattamento è esigua,
riesce a migliorare le prestazioni dei test classici.
I test semièparametrici sono stati implementati in lin-
guaggio R e in linguaggio C. In particolare si è utilizzato il
codice C per essere inserito nei pacchetti di analisi dei da-
ti che implementano al loro internoi differenti procedure
per il controllo di errore del primo tipo. Una nota partico-
lare la meritano, il False Wise Error Rate che si rivolge ad
un analisi in cui si vogliano evidenziare un insieme di ge-
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ni il più possibile ridotto, mentre il False Discovery Rate è
un tipo di controllo dell’errore del primo tipo molto più
blando ma non per questo meno utile. Sono stati presen-
tati diversi graﬁci per poter valutare e comprendere come
mutano le quantità in questione, si legga livelli di signiﬁ-
catività aggiustati, a seconda che si tenga sotto controllo
l’uno oppure l’altro tipo di errore.
É giusto sottolineare anche il fatto che non è stato raro
che i test semiparametrici abbiano incontrato difﬁcoltà a
trattare misure di espressione genica troppo distanti tra lo-
ro, si fá riferimento in particolare al fatto che non è stato
sempre possibile rappresentare al calcolatore i valori nume-
rici coinvolti nei calcoli. Si è aggirato il problema assegnan-
do in questi casi un valore di default, falsando molto però
i valori numerici della misura DEDS: la procedura non ne
ha risentito, tuttavia ad una ispezione si possono notano
dei valori numerici non coerenti.A
APPENDICE
a.1 simulazione
La simulazione dei valori di espressione genica ha un
ruolo chiave. Di seguito si riporta il codice usato per ge-
nerare i valori numerici che simulano i dati provenienti da
esperimenti di microarray. I valori che è possibile imposta-
re sono il numero di righe n.row, ovvero la numerosità dei
geni presente negli esperimenti, il numero di ripetizioni
per il grupp di controllo n1.col e per il gruppo di tratta-
mento n2.col, il valore di α che indica la percentuale di
geni simulati come DE ed inﬁne i parametri del modello
LogNormale-Normale in un caso e Gamma-Gamma nel-
l’altro. Il risultato è un oggetto con una matrice X di dati
simulati, un vettore L in cui è presente l’informazione sui
gruppi di appartenenza dei dati e un vettore X.nota che
mantiene traccia di quali siano i geni DE e quali no.
Il modello Gamma-Gamma
simGG<-function (n.row=n.row,
n1.col=n1.col,
n2.col=n2.col,
alpha=alpha,
alpha0=alpha0,
nu=nu,
delta=delta)
{
n.col <- n1.col+n2.col
X <- matrix(rep(NA, n.row*n.col), ncol=n.col, byrow=T)
L <- c(rep(0,n1.col),rep(1,n2.col))
X.nota <- rep(NA,n.row)
parametri <- paste("alpha:",alpha," alpha0:",alpha0," nu:",nu)
for(i in 1:n.row) {
if(runif(1)>delta){
lambda <- rgamma(1,shape=alpha0,rate=nu)
X[i,] <- rgamma(n.col, shape=alpha, rate=lambda)
X.nota[i] <- 0
}
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else{
lambda1 <-rgamma(1, shape=alpha0, rate=nu)
lambda2 <-rgamma(1, shape=alpha0, rate=nu)
cond1 <-rgamma(n1.col, shape=alpha, rate=lambda1)
cond2 <-rgamma(n2.col, shape=alpha, rate=lambda2)
X[i,] <-c(cond1,cond2)
X.nota[i] <- 1
}
}
list(X=X, L=L, X.nota=X.nota, parametri=parametri)
}
Il modello LogNormale-Normale
simLNN<-function(n.row=n.row,
n1.col=n1.col,
n2.col=n2.col,
mu0=mu0,
sigma=sigma,
tau=tau,
delta=delta)
{
n.col <- n1.col+n2.col
X <- matrix(rep(NA, n.row*n.col), ncol=n.col, byrow=T)
L <- c(rep(0,n1.col),rep(1,n2.col))
X.nota <- rep(NA,n.row)
parametri <- paste("mu0:",mu0," sigma:",sigma," tau:",tau)
for(i in 1:n.row) {
if(runif(1)>delta){
mu <- rnorm(1,mu0,tau)
X[i,] <- exp(rnorm(n.col,mu,sigma))
X.nota[i] <- 0
}
else{
mu1 <- rnorm(1,mu0,tau)
mu2 <- rnorm(1,mu0,tau)
cond1 <- exp(rnorm(n1.col,mu1,sigma))
cond2 <- exp(rnorm(n2.col,mu2,sigma))
X[i,] <- c(cond1,cond2)
X.nota[i] <- 1
}
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list(X=X, L=L, X.nota=X.nota)
}
a.2 il test semiparametrico
Il test semiparametrico viene presentato nel capitolo 2.
Si riporta di seguito lo script R. Si fa notare l’uso di una
simbologia propria dell’analisi di microarray: Y è il vettore
che contiene le espressioni geniche per entrambi i canali,
mentre L è un vettore di Y di 0 e 1 con lunghezza pari
al numero di colonne di Y che indica quali misurazioni
appartengono al gruppo di controllo e quali al gruppo del
trattamento (nessuna ipotesi distributiva).
a.2.1 semiparNorm.R
### semiparNorm.R
semiparNorm<-function(Y,L,level=0.05){
x1 <- Y[L==0] #hp di normalità
x2 <- Y[L==1]
m <- length(x1)
n <- length(x2)
mn <- m+n
meanX1 <- mean(x1)
varX1 <- var(x1)
sdX1 <- sqrt(varX1)
S <-1-pnorm(x1,mean=meanX1,sd=sdX1)
rho <-(1/n)*sum(S)
g <-(S-rho)^2
w2s <-(1/(n-1))*sum(g)
omega1 <-var
omega2 <-2*(var^2)
zi<-(x-mean)/sd
densxi<-dnorm(zi)
beta1<-(1/(n*sd))*sum(densxi)
si<-zi*densxi
beta2<-(1/(2*n*var)) * sum(si)
p1<-omega1 * (beta1^2)
p2<-omega2 * (beta2^2)
p<- (n/m) * (p1+p2)
rho.var <-(w2s+p)58 appendice
tau <-log(rho/(1-rho))
tau.var <-(var.rho)/(rho^2*(1-rho)^2*n)
tau.t_oss<-(tau)/sqrt(var.tau)
### stampa dei risultati:
cat("\n")
cat("\tsemiparametric test:\n")
cat("\tY[L==0]~N(mu,sigma^2)\n")
cat("\tY[L==1]~?\n")
cat("\t rho=Pr{Y>X}\n")
cat("\t H0: rho=1/2\n")
cat("\t H1: rho!=1/2\n")
cat("\n")
cat("distribuzione normale:\n")
cat("mu →\t",meanX1,"\n")
cat("sigma^2 →\t",varX1,"\n")
cat("rho →\t",rho,"\n")
cat("\n")
cat("intervallo di confidenza per rho: ",rho.inf,"\t",rho.sup,"\n")
cat("statistica test:\t",test,"\n")
cat("p-value:\t\t",pvalue,"\n")
return(test)
}
a.2.2 semiparGamma.R
Sviluppo analogo per il test semiparametrico con l’ipote-
si distributiva Gamma.
### semiparGamma.R
semiparGamma<-function(Y,L,level=0.05){
x1 <- Y[L==0] #hp di normalità
x2 <- Y[L==1]
m <- length(x1)
n <- length(x2)
mn <- m+n
meanX1 <- mean(x1)
varX1 <- var(x1)
sdX1 <- sqrt(varX1)
alpha <- meanX1^2 / varX1
gamma <- meanX1 / varX1
scale <- varX1 / meanX1
S <- exp(pgamma(x2,shape=alpha,scale=scale,lower.tail=FALSE,log.p=TRUE))
rho <- (1/n)*sum(S)
g <- (S-rho)^2
w2s <- (1/(n-1)) * sum(g)
omega1 <- trigamma(alpha)
omega2 <- alpha / gamma^2A.2 il test semiparametrico 59
# calcolo del primo elemento del vettore beta
g1i <- digamma(alpha)
beta1 <- mean(g1i)
# calcolo del secondo elemento del vettore beta
g2i <- exp(-gamma*x2)* x2 * ((gamma * x2)^(alpha-1))
beta2 <- mean(g2i) / gamma(alpha)
#calcolo di w2s
p1 <- omega1 * (beta1^2)
p2 <- omega2 * (beta2^2)
p <- (n/m) * (p1+p2)
rho.var <- (w2s+p) / n
#passaggio al tau = logit(rho)
tau <-log(rho/(1-rho))
tau.var <-( (rho.var) ) / (rho^2*(1-rho)^2 *n)
tau.t_oss<-(tau) / sqrt(tau.var)
z1 <-qnorm(level/2)
z2 <-qnorm(1-level/2)
tau.inf <-z1*sqrt(tau.var)
tau.sup <-z2*sqrt(tau.var)
rho <-exp(tau)/(exp(tau)+1)
rho.inf <-exp(tau.inf)/(exp(tau.inf)+1)
rho.sup <-exp(tau.sup)/(exp(tau.sup)+1)
test <-tau.t_oss
test.var<-tau.var
cat("\n")
cat("\tsemiparametric test:\n")
cat("\tY[L==0]~Gamma(a,b)\n")
cat("\tY[L==1]~?\n")
cat("\t rho=Pr{Y>X}\n")
cat("\t H0: rho=1/2\n")
cat("\t H1: rho!=1/2\n")
cat("\n")
cat("distribuzione gamma:\n")
cat("a →\t",alpha,"\n")
cat("b →\t",gamma,"\n")
cat("rho →\t",rho,"\n")
cat("\n")
cat("intervallo di confidenza per rho: ",rho.inf,"\t",rho.sup,"\n")
cat("statistica test:\t",test,"\n")
cat("p-value:\t\t",pvalue,"\n")
return(test)
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a.2.3 semiparNorm.C
Il codice del test semiparNorm.c
#include<stdio.h>
#include<R.h>
#include<Rmath.h>
#define EPSILON 12*FLT_EPSILON
void semiparNorm(const double *Y,const int *L,int *nL,double *signific,double *ris)
{
int n=*nL;
float pval,z1,z2;
float level = *signific;
int j, class, count[2]={0,0}, nX1, nX2;
float mean[2]={0,0}, meanq[2]={0,0}, dev[2]={0,0}, var[2]={0,0};
float meanX1, meanX2, meanX1q, meanX2q, varX1, sdX1;
float rho, w2s, omega1, omega2, beta1, beta2;
float p1, p2, p, rho_var, tau, tau_toss, tau_var;
float tau_inf,tau_sup,rho2,rho2_inf,rho2_sup,test_var;
float test;
pval = level/2;
z1 = qnorm(pval,0,1,1,0);
z2 = qnorm((1-pval),0,1,1,0);
// numero dei valori non-Na
for (j=0; j<n; j++){
if(!R_FINITE(Y[j]))
continue;
class = L[j];
mean[class] += Y[j];
count[class]++;
}
nX1 = count[0]; //numerosità delle X1
nX2 = count[1]; //numerosità delle X2
for(j=0;j<2;j++) mean[j] /= (count[j]*1.0);
meanX1 = mean[0]; // media di X1
meanX2 = mean[1]; // media di X2
for(j=0;j<2;j++) meanq[j] = (mean[j] * mean[j]);
meanX1q = meanq[0]; // media al quadrato di X1
meanX2q = meanq[1]; // media al quadrato di X2
// varianza e deviazione standard
for (j=0; j<n; j++){
if(!R_FINITE(Y[j]))A.2 il test semiparametrico 61
continue;
class = L[j];
var[class]+=((Y[j]*Y[j])-meanq[class])/((count[class]-1)*1.0);
}
varX1 = var[0]; //var corretta
sdX1 = sqrt(varX1); // standard deviation
// rho
for(j = 0; j<n; j++){
if(L[j]==0) continue;
rho += exp(pnorm(Y[j], meanX1, sdX1, 0, 1));
}
rho /= (nX2 * 1.0);
if(rho==0){
Rprintf("rho nullo!!!\n");
rho=EPSILON;
}
if (rho==1) rho=1-EPSILON;
// w2s
for(j = 0; j<n; j++){
if(L[j]==0) continue;
w2s+=(exp(pnorm(Y[j],meanX1,sdX1,0,1))-rho)
*(exp(pnorm(Y[j],meanX1,sdX1,0,1))-rho);
//in R:pnorm(Y[j],mean=meanY,sd=sdY,lower.tail=FALSE,log.p=TRUE)
}
w2s /= ((nX2 -1) * 1.0);
// omega1 e omega2
omega1 = varX1;
omega2 = 2 * (varX1 * varX1);
// beta1
for(j = 0; j<n; j++){
if(L[j]==0) continue;
beta1 += dnorm(( (Y[j]-meanX1) / sdX1 ), 0, 1, 0);
}
beta1 /= (sdX1 * (nX2 * 1.0));
// beta2
for(j = 0; j<n; j++){
if(L[j]==0) continue;
beta2+=((Y[j]-meanX1)/sdX1)*dnorm(((Y[j]-meanX1)/sdX1 ),0,1,0);
}
beta2 /= ( (nX2 * 1.0) * varX1 * 2.0 );
// p1 e p2
p1 = omega1 * (beta1 * beta1);62 appendice
p2 = omega2 * (beta2 * beta2);
p = (nX2/nX1) * (p1+p2);
rho_var = (w2s +p);
//passaggio al logit
tau = log(rho/(1-rho));
tau_var = rho_var / (rho*rho*(1-rho)*(1-rho)*nX2);
tau_toss = tau / sqrt(tau_var);
tau_inf = z1 * sqrt(tau_var);
tau_sup = z2 * sqrt(tau_var);
rho2 = exp(tau)/(exp(tau)+1);
rho2_inf = exp(tau_inf)/(exp(tau_inf)+1);
rho2_sup = exp(tau_sup)/(exp(tau_sup)+1);
// risultati finali
test = tau_toss;
test_var = tau_var;
*ris = test;
}
a.2.4 semiparGamma.C
E ancora il codice del test semiparametrico nel caso Gam-
ma:
#include<stdio.h>
#include<R.h>
#include<Rmath.h>
#include <math.h>
#define EPSILON 12*FLT_EPSILON
void semiparGamma(const double *Y,const int *L,int *nL,double *Level,double *ris)
{
int n=*nL;
float pval,z1,z2;
float level = *Level;
int j, class, count[2]={0,0}, nX1, nX2;
float mean[2]={0,0}, meanq[2]={0,0}, dev[2]={0,0}, var[2]={0,0};
float meanX1, meanX2, meanX1q, meanX2q, varX1, sdX1, alpha, rate;
float rho, w2s, omega1, omega2, beta1, beta2;
float p1, p2, p, rho_var, tau, tau_toss, tau_var;A.2 il test semiparametrico 63
float tau_inf,tau_sup,rho2,rho2_inf,rho2_sup,test_var;
float test;
pval = level/2;
z1 = qnorm(pval,0,1,1,0);
z2 = qnorm((1-pval),0,1,1,0);
// numero dei valori non-Na
for (j=0; j<n; j++){
if(!R_FINITE(Y[j]))
continue;
class = L[j];
mean[class] += Y[j];
count[class]++;
}
nX1 = count[0]; //numerosità delle X1
nX2 = count[1]; //numerosità delle X2
for(j=0;j<2;j++) mean[j] /= (count[j]*1.0);
meanX1 = mean[0]; // media di X1
meanX2 = mean[1]; // media di X2
for(j=0;j<2;j++) meanq[j] = (mean[j] * mean[j]);
meanX1q = meanq[0]; // media al quadrato di X1
meanX2q = meanq[1]; // media al quadrato di X2
// varianza e deviazione standard
for (j=0; j<n; j++){
if(!R_FINITE(Y[j]))
continue;
class = L[j];
var[class]+=((Y[j]*Y[j])-meanq[class])/((count[class]-1)*1.0);
}
varX1 = var[0]; //var corretta
sdX1 = sqrt(varX1); // standard deviation
//parametri della gamma
alpha = ( meanX1*meanX1 ) / varX1;
jamma = meanX1 / varX1;
// rho
for(j = 0; j<n; j++){
if(L[j]==0) continue;
rho += exp(pgamma(Y[j], alpha, jamma, 0, 1));
}
rho /= (nX2 * 1.0);
if(rho==0){
Rprintf("rho nullo!\n");
rho=EPSILON;64 appendice
}
if (rho==1) rho=1-EPSILON;
// w2s
for(j = 0; j<n; j++){
if(L[j]==0) continue;
w2s+=(exp(pgamma(Y[j],alpha,scale,0,1))-rho)
*(exp(pgamma(Y[j],alpha,scale,0,1))-rho);
//in R:pnorm(Y[j],mean=meanY,sd=sdY,lower.tail=FALSE,log.p=TRUE)
}
w2s /= ((nX2 -1) * 1.0);
// omega1 e omega2: matrice di varianza covarianza di (teta-teta_0)
omega1 = abs(trigamma(alpha));
omega2 = (scale*scale) * alpha ;
// beta1
//for(j = 0; j<n; j++){
// if(L[j]==0) continue;
// beta1 += abs(digamma(alpha))
// }
beta1 = digamma(alpha);
// beta2
for(j = 0; j<n; j++){
if(L[j]==0) continue;
beta2+=(exp(-Y[j]/scale)*Y[j]*(pow((alpha*Y[j]),(alpha-1))));
}
beta2 /= gamma(alpha);
// p1 e p2
p1 = omega1 * (beta1 * beta1);
p2 = omega2 * (beta2 * beta2);
p = (nX2/nX1) * (p1+p2);
rho_var = (w2s +p);
//passaggio al logit
tau = log(rho/(1-rho));
tau_var = rho_var / (rho*rho*(1-rho)*(1-rho)*nX2);
test = tau / sqrt(tau_var);
*ris = test;
}
Queste funzioni possono essere eseguite singolarmente. Per
farlo in R è necessario compilarle, linkarle e invocarle me-
diante la funzione .C. Nel caso si voglia eseguire la semi-
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$R CMD SHLIB semiparGamma.c
$R CMD SHLIB semiparGamma.c
$R
>dyn.load("semiparGamma.so")
>L<-c(rep(0,15),rep(1,15))
>level<-.05
>ris<-0
>.C("semiparGamma",Y = as.double(Y),L = as.integer(L),
nL=as.integer(length(L)),level=as.double(level),ris=as.double(ris))$ris
a.3 il software usato
É stato fatto ampio uso di software libero, in particolare
del programma statistico R1 e del software reperibile sul
sito del progetto Bioconductor2. In particolare dei pacchetti
chiamati multtest e DEDS. Il primo è un punto di riferi-
mento per molti ricercatori e sviluppatore nell’ambito dei
microarray e non solo, il secondo riprende grossa parte del
codice al suo interno da questo pacchetto ma è molto più
facile il suo utilizzo.
a.3.1 Il pacchetto multtest
Il pacchetto multtest è liberamete scaricabile. É stato
modiﬁcato e sono stati inseriti i test semiparametrici, le
modiﬁche più rilevanti coinvolgono i seguenti ﬁles:
src vengono aggiunti i ﬁle semiparNorm.c e semiparGamma.c.
scr/mt.h è il ﬁle che contiene tutti gli header delle fun-
zioni, vengono aggiunte gli header per semiparNorm
e semiparGamma.
scr/rpack.c è un ﬁle che esegue dei controlli generici,
vengono modiﬁcate le funzioni type2test() e type2sample().
r/mt.func.r vengono modiﬁcate alcune voci che eseguo-
no dei controlli generici, per esemipio mt.getmaxB e
mt.checkclasslabel.
1 http://www.r-project.org
2 http://www.bioconductor.org66 appendice
Successivamente è necessario controllare che il pacchetto
sia coerente al suo interno, compilarlo ed insallarlo, tali
operazioni vengono eseguite con i comandi:
$R CMD check multtest
$R CMD build multtest --no-vignettes
$R CMD INSTALL multtest_1.20.0.tar.gz
a.3.2 Il pacchetto DEDS
Il pacchetto DEDS è liberamete scaricabile dal sito del
progetto Bioconductor. Le modiﬁche fatte sono state:
src vengono aggiunti i ﬁle semiparNorm.c e semiparGamma.c.
scr/utilities.h è il ﬁle che contiene tutti gli header del-
le funzioni, vengono aggiunte gli header per semipar-
Norm e semiparGamma.
scr/deds.c è un ﬁle che esegue dei controlli generici,
vengono modiﬁcate le funzioni type2test() e type2sample().
r/deds.r vengono modiﬁcate alcune voci che eseguono
dei controlli generici, per esemipio deds.checkothers
e deds.checkclasslabel.
Successivamente è necessario controllare che il pacchetto
sia coerente al suo interno, compilarlo ed insallarlo, tali
operazioni vengono eseguite con i comandi:
$R CMD check DEDS
$R CMD build DEDS --no-vignettes
$R CMD INSTALL DEDS_1.12.1.tar.gz
a.4 il programma
Si riporta un brevissimo accenno della procedura per
la selezione dei geni, tuttavia si consiglia vivamente di
consultare la documentazione relativa al pacchetto DEDS.
>load(paste("./dataset/",dati,".Rdata",sep=""))
>cat("Inizio dell analisi di ",dati,"\n")
>X <- sim$X
>X.nota <- sim$X.nota
>L <- sim$L
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Operazioni mediante cui è possibile rendere disponibili i
dati simulati all’algoritmo di selezione; mentre per l’esecu-
zione si usa il seguente codice:
>deds <- deds.stat.linkC(X,L,tests=c("t","semiparNorm","semiparGamma","wilcox"),
B=B,adj=c("adjp","fdr"))
num <- sum(deds$p < .05)
quali <- topgenes(deds,number = num)
prev <- array(0,dim(X)[1])
prev[quali$geneOrder] <- 1
cfr(prev,X.nota,type="fdr")
a.5 i modelli ridotti
Di seguito vangono alcuni graﬁci relative alle analisi dei
modelli che non hanno trovato spazio nel capitolo prece-
dente. Si riportano per semplicità espositiva solo le curve
ROC.
Figura 26: GGc2: curva ROC.68 appendice
Figura 27: GGc2r5: curva ROC.
Figura 28: GGc3r5: curva ROC.A.5 i modelli ridotti 69
Figura 29: LNNc1r5: curva ROC.
Figura 30: LNNc2: curva ROC.70 appendice
Figura 31: LNNc2r5: curva ROC.
Figura 32: LNNc3r5: curva ROC.BIBLIOGRAFIA
Adimari, G. e Chiogna, M. (2006), «Partially parame-
tric interval estimation of Pr{Y>X}», Computational Sta-
tistics and Data Analysis, Vol. 51, p. 1875–1891. (Citato a
pagina 12.)
Benjamini, Y. e Hochberg, Y. (1995), «Controlling the fal-
se discovery rate: a practical and powerful approach to
multiple testing», Journal of the Royal Statistical Society,
Vol. Series B no 57, p. 289–300. (Citato alle pagine 22, 23
e 27.)
Benjamini, Y. e Yekutieli, D. (2001), «The control of
the false discovery rate in multiple hypotesis testing
under dependency», The Annals of Statistic, Vol. 29, p.
1165–1188. (Citato a pagina 28.)
DebRoy, S. e Trapletti, A. (2008), «Writing R Extensions»,
Rap. Tecn. 2.7.0, R Development Core Team.
Dudoit, S. (Spring 2007a), «Multiple Testing Proce-
dure with Applications to Genomics: Applications
to Genomics and Software Implementation.», Rap.
tecn., Departament of Statistics, University of Califor-
nia, Berkeley, http://www.stat.berkeley.edu/users/
sandrine/Docs/Talks/MHT/mhtIII.pdf.
Dudoit, S. (Spring 2007b), «Multiple Testing Procedure
with Applications to Genomics: Methodology», Rap.
tecn., Departament of Statistics, University of Califor-
nia, Berkeley, http://www.stat.berkeley.edu/users/
sandrine/Docs/Talks/MHT/mhtII.pdf.
Dudoit, S. (Spring 2007c), «Multiple Testing Procedure
with Applications to Genomics: Motivation and Over-
view», Rap. tecn., Departament of Statistics, University
of California, Berkeley, http://www.stat.berkeley.edu/
users/sandrine/Docs/Talks/MHT/mhtI.pdf.
7172 bibliografia
Dudoit, S., Shaffer, J. P. e Boldrick, J. (2003), «Multiple
hypothesis testing in microarray experiments», Statistical
science, Vol. 18, p. 71–103. (Citato a pagina 23.)
Dudoit, S. et al. (2002), «Statistical methods for identifying
differentially expressed genes in replicated cdna microar-
ray experiments», Statistica Sinica, Vol. 12, p. 111–139.
(Citato a pagina 36.)
Ge, Y., Dudoit, S. e Speed, T. P. (Jan. 2003), «Resampling-
based multiple testing for microarray data analysis»,
Rap. Tecn. 633, Departament of Statistics, University of
California, Berkeley.
Kendziorski, C. et al. (February 2002), «On parametric em-
pirical Bayes methods for comparing multiple groups
using replicated gene expression proﬁles», Rap. Tecn.
166, Univerity of Wisconsin, Department of Biostatistics
and Medical Informatics. (Citato a pagina 9.)
Kerr, M. K., Martin, M. e Churchill, G. A. (2000), «Ana-
lysis of variance for gene expression microarray data»,
Journal of Computational Biology, Vol. 7, p. 819–837. (Citato
a pagina 9.)
Miede, A. (2007), A Classic Thesis style, Manuale d’u-
so dello stile ClassicThesis, http://www.ctan.org/
tex-archive/macros/latex/contrib/classicthesis/
ClassicThesis.pdf.
Mori, L. (2007), «Scrivere la tesi di laurea con L ATEX2ε»,
ArsTEXnica, http://www.guit.sssup.it/arstexnica.
php.
Newton, M. et al. (2003), «On parametric empirical Bayes
methods for comparing multiple groups using replicated
gene expression proﬁles.», Statistics in Medicine, Vol. 22,
p. 3899–3914. (Citato a pagina 32.)
Oetiker, T. (2000), Una (mica tanto) breve introduzio-
ne a L ATEX2ε, http://www.ctan.org/tex-archive/info/
italian/lshort/itlshort.pdf.
Pantieri, L. (2008), L’arte di scrivere con L ATEX, Un’intro-
duzione a L ATEX2ε, http://www.lorenzopantieri.net/
LaTeX_files/ArteLaTeX.pdf.bibliografia 73
Pollard, K. et al. (2008), «multtest package (version
1.20.0)», Rap. tecn., http://www.bioconductor.org/
packages/release/bioc/html/multtest.html.
Sartori, N. (2007), «Sweave = R   L ATEX2.», Rap. tecn., Uni-
versità Cá Foscari, Venezia, http://www.dst.unive.it/
~sartori.
Spector, P. (2007), «Calling R functions from C.», Rap.
tecn., Departament of Statistics, University of Califor-
nia, Berkeley, http://stat-www.berkeley.edu/classes/
s243/call_R.pdf.
Storey, J. (2001), «The positive false discovery rate: a
Bayesian interpretation and the q-value», Rap. Tecn. 166,
Stanford University, Department of Statistics. (Citato a
pagina 23.)
Tusher, V. G., Tibshirani, R. e Chu, G. (2001), «Signiﬁ-
cance analysis of microarrays applied to the ionizing ra-
diation response», Proceedings of the National Academy of
Sciences, Vol. 98, p. 5116–5121. (Citato a pagina 9.)
von Heydebreck, A., Huber, W. e Gentleman, R. (2003),
«Differential Expression with the Bioconductor Project»,
Statistical science, Vol. 18, p. 71–103.
Westfall, P. e Young, S. (1993), Resampling-based multiple
testing: example and methods for p-value adjustment, John
Wiley and Sons.
Xiao, Y. e Yang, J. Y. H. (2008), «DEDS package (ver-
sion 1.14.0)», Rap. tecn., http://www.bioconductor.org/
packages/release/bioc/html/DEDS.html.
Yang, Y. H., Xiao, Y. e Segal, M. R. (2004), «Identifying
differentially expressed genes from microarray experi-
ments via statistic synthesis», Bioinformatics, Vol. 21, p.
1084–1093. (Citato a pagina 9.)Questo lavoro è stato realizzato con L ATEX2ε.
Versione ﬁnale: 18 Settembre 2008.