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Abstract
We present a time-dependent (TD) linear-response description of excited electronic
states within the framework of embedded mean-field theory (EMFT). TD-EMFT allows
for subsystems to be described at different mean-field levels of theory, enabling straight-
forward treatment of excited-states and transition properties. We provide bench-
mark demonstrations of TD-EMFT for both local and non-local excitations in organic
molecules, as well as applications to chlorophyll a, solvatochromic shifts of a dye in
solution, and sulfur K-edge X-ray absorption spectroscopy (XAS). It is found that
mixed-basis implementations of TD-EMFT lead to substantial errors in terms of tran-
sition properties; however, as previously found for ground-state EMFT, these errors are
largely eliminated with the use of Fock-matrix corrections. These results indicate that
TD-EMFT is a promising method for the efficient, multi-level description of excited-
state electronic structure and dynamics in complex systems.
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1 Introduction
Excited electronic states are central to photo-induced processes in a wide variety of
chemical, biological, and materials applications. In any molecular system, the choice
of electronic structure methods for calculating excited-state properties involves a nec-
essary compromise between accuracy and computational cost. Despite its shortcom-
ings,1–4 time-dependent density functional theory (TDDFT) offers an appealing balance
between these factors and is thus widely used; and yet the costly scaling of TDDFT
(formally O(N4)) makes the approach unaffordable for many large-scale applications.
Various strategies have been developed to expand the applicability of excited-state
methods. For example, linear-scaling implementations based on linear response take ad-
vantage of spatial locality of either the atomic5–7 or molecular8–13 orbitals. An alterna-
tive strategy employs subsystem embedding to describe localized excitations, including
TDDFT implementations using either fragment molecular orbitals14 or frozen-density
embedding,15–20 as well as the QM/MM approach.21–24
While each of these methods has merits, they also have limitations. For example,
methods based on localized molecular orbitals lead to complicated implementations for
analytical gradients and properties, while many embedding methods place constraints
on the subsystem particle numbers, spin state, and spatial extent of the excitation,
or they neglect particle-number fluctuations between subsystems, or the environmental
response to the excitation. Removing such constraints has motivated the recent devel-
opment of embedding strategies that are formally exact in the description of subsystem
interactions25–37 and allow for particle-number fluctuations between subsystems via
their description as open quantum systems.35–37
Here, we introduce time-dependent embedded mean-field theory (TD-EMFT), a
linear-response approach to describe excited electronic states using the EMFT frame-
work.37,38 TD-EMFT provides subsystem embedding at different levels of mean-field
theory, avoiding the need to specify or fix the particle number or spin state for each
subsystem. It is simple to implement, and because EMFT is itself a mean-field theory,
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calculation of analytical nuclear gradients and response properties remains straightfor-
ward. We demonstrate TD-EMFT for a range of benchmark systems and applications,
both with and without Fock-matrix corrections,39 illustrating that TD-EMFT allows
for comparable accuracy to TDDFT with the potential for vastly reduced computa-
tional cost. This work is complementary to the recent extension of EMFT in terms of
the real-time TD-DFT formalism by Parkhill and coworkers.40
2 Methodology
In this section, we first review EMFT and present the linear-response formulation.
Throughout the discussion, we use restricted closed-shell orbitals for simplicity; gener-
alization to spin-unrestricted cases is straightforward. As usual, indices i, j, k, l denote
occupied orbitals; a, b, c, d unoccupied orbitals, and p, q, r, s arbitrary molecular orbitals.
2.1 Embedded Mean-Field Theory
EMFT employs a partitioning of the one-particle reduced density matrix in the repre-
sentation of an atomic-orbital (AO) basis set37 (or a block-orthogonalized AO basis38):
D =
DAA DAB
DBA DBB
 , (1)
whereDAA andDBB denote the density-matrix blocks that belong to subsystems A and
B, respectively. The EMFT energy functional associated with describing subsystems A
and B with these two different levels of mean-field theory is given by
EEMFT[D] = E(2)[D] + E(1)[DAA]− E(2)[DAA], (2)
where E(1) and E(2) are the different mean-field theory energy functionals. The EMFT
ground state energy is then obtained by minimizing EEMFT with respect to D, while
enforcing the idempotency and normalization constraints for the total density matrix.
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This leads to the familiar self-consistent field (SCF) equation
FC = SCε, (3)
where the EMFT Fock matrix F is the derivative of EEMFT with respect to the total
density matrix; C is the molecular orbital (MO) coefficient matrix, and ε is the diagonal
matrix containing the MO energies in the canonical representation.
EMFT provides a general framework for quantum embedding at the mean-field
level. Examples include the embedding of relatively high-cost mean-field methods such
as DFT with hybrid, double-hybrid, or range-separated exchange-correlation (xc) func-
tionals into low-cost methods such as minimal-basis DFT with local-density approxi-
mation (LDA), and density functional tight-binding (DFTB) models.
2.1.1 Fock-corrected density functional theory
For ground-state EMFT applications, the use of Fock-matrix corrections39 has been
shown to eliminate errors associated with mismatches between the high- and low-level
theories.39,41 The same strategy will be employed here in the context of electronic ex-
cited states. Fock-corrected density functional theory (FCDFT)39 employs parameter-
ized Fock-matrix corrections to KS-DFT with a low-cost xc functional (such as LDA)
and a minimal basis (such as STO-3G42), to approximate KS-DFT results obtained
with more sophisticated functional (such as B3LYP) and larger basis.39
The FCDFT energy functional is
EFCDFT[D] = EDFT[D] + Tr(DL) + Ucor, (4)
where EDFT[D] is the DFT functional of the minimal-basis one-particle density matrix
D evaluated, for example, at the LDA/STO-3G level. The term Ucor is a sum of short-
ranged pairwise interactions that gives rise to the correction to the potential energy.
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Lastly, L is the Fock correction matrix, which is defined as
Lµν =
 δµνµ, µ, ν ∈ atom IF SKµν (RIJ), µ ∈ atom I, ν ∈ atom J, I 6= J (5)
where µ are fitted, atom-specific diagonal energy shifts; F SKµν (RIJ) are fitted atom-
atom interaction functions. Minimization of the energy functional in Eq. 4 with respect
to D ensures that FCDFT provides a self-consistent correction to the low-cost mean-
field theory with energy EDFT[D]. Full details of the FCDFT method is given in Ref.
39, and additional analysis of its performance for ground-state problems is given in Ref.
41.
In the current work, we employ the FCLDA implementation of FCDFT in which
EDFT[D] in Eq. (4) corresponds to the LDA/STO-3G level. The FCDFT parameters
and fitting procedure are described in the Computational Details section. The term
Ucor is neglected since it does not affect the MOs or vertical excitation energies.
For EMFT calculations using FCDFT in subsystem B, the ground state density is
obtained by minimizing the following energy expression39
EDFT-in-FCDFT[D] = E(2)[D] + E(1)[DAA]− E(2)[DAA] + Tr(DL)− Tr(DAALAA),
(6)
where the Fock correction matrix L is projected from the minimal-basis for the low-level
subsystem to the basis for the whole system, as described in Ref. 39.
2.2 Time-dependent EMFT
Here, we briefly present the derivation of TD-EMFT, which closely follows that of con-
ventional linear-response TDDFT.43 The presented equations assume that the mean-
field reference state is computed by EMFT, using AO partitioning and assuming that
the mean-field theories correspond to pure DFT functionals. Generalization to other
cases (such as using a hybrid DFT functional or FCDFT) and other subsystem-partitioning
5
schemes38 can be straightforwardly obtained, by applying linear response43 to the cor-
responding EMFT equations.
We consider the linear response of the electron density for the EMFT reference state,
δρ, to an effective one-particle perturbation, δv of frequency ω,
δρ(r, ω) =
∫
dr′χs(r, r′, ω)δv(r′, ω). (7)
Here, δv is defined as
δv(r, ω) = δvext(r, ω) + δvH(r, ω) +
∫
dr′f (2)xc (r, r
′, ω)δρ(r′, ω)
+
∫
dr′f (1)xc, AA(r, r
′, ω)δρA(r′, ω)−
∫
dr′f (2)xc, AA(r, r
′, ω)δρA(r′, ω), (8)
in which δvext represents the external perturbation, and δvH is the first-order change
in the Coulomb potential. The last three terms in Eq. 8 correspond to the first-order
changes in the xc potential for the low-level functional on the entire system, the high-
level functional on subsystem A, and the low-level functional on subsystem A, respec-
tively; although the xc kernel in each of these terms (i.e., f (2)xc (r, r′, ω), f
(1)
xc, AA(r, r
′, ω),
and f (2)xc, AA(r, r
′, ω)) is generally frequency dependent, we will neglect this depen-
dence by employing the adiabatic approximation.4 As a result, the low-level xc kernel,
f
(2)
xc (r, r′), is obtained from the second derivative of the low-level xc functional with
respect to the total density,
f (2)xc (r, r
′) =
δ2E
(2)
xc [ρ]
δρ(r)δρ(r′)
; (9)
and f (1)xc, AA(r, r
′) and f (2)xc, AA(r, r
′) are the second derivatives of the high- and low-level
functionals with respect to the subsystem A density, respectively:
f
(1)
xc, AA(r, r
′) =
δ2E
(1)
xc [ρA]
δρA(r)δρA(r′)
, f
(2)
xc, AA(r, r
′) =
δ2E
(2)
xc [ρA]
δρA(r)δρA(r′)
. (10)
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The changes in the total density and subsystem A density are
δρ(r, ω) =
∑
i,a
[
δDia(ω)ψi(r)ψ
∗
a(r) + δDai(ω)ψa(r)ψ
∗
i (r)
]
, (11)
δρA(r, ω) =
∑
i,a
[
δDia(ω)ψ
A
i (r)ψ
A∗
a (r) + δDai(ω)ψ
A
a (r)ψ
A∗
i (r)
]
, (12)
where δDia denotes a matrix element of the density response in the basis of ground-state
MOs, and {ψAi , ψAa } are subsystem-A parts of molecular orbitals
ψAp (r) =
∑
µ∈A
Cµpφµ(r). (13)
The response function χs(r, r′, ω) in Eq. (7) is the usual density-density linear-response
function for the non-interacting system,
χs(r, r′, ω) =
∑
i,a
[
ψ∗i (r)ψa(r)ψi(r
′)ψ∗a(r′)
ω − (a − i) −
ψi(r)ψ
∗
a(r)ψ
∗
i (r
′)ψa(r′)
ω + (a − i)
]
, (14)
with {i, a} corresponding to the canonical ground-state MO energies.
Following the same algebraic manipulations as in conventional linear-response TDDFT,43
we obtain the response equation for TD-EMFT in the ground-state MO basis,

 A B
B∗ A∗
− ω
1 0
0 −1


X
Y
 = −
δvext
δv†ext
 . (15)
Here, X and Y correspond to the virtual-occupied and occupied-virtual blocks of the
density response matrix,
Xai = δDai, Yai = δDia, (16)
and δvext is the external perturbation matrix in the MO basis. The matrices A and B
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are defined as
Aai,bj = δijδab(εa − εi) + (ai|bj) + (ai|f (2)xc (r, r′)|bj)
+ (aAiA|f (1)xc, AA(r, r′)|bAjA)− (aAiA|f (2)xc, AA(r, r′)|bAjA), (17)
Bai,bj = (ai|jb) + (ai|f (2)xc (r, r′)|jb)
+ (aAiA|f (1)xc, AA(r, r′)|jAbA)− (aAiA|f (2)xc, AA(r, r′)|jAbA), (18)
where {aA, iA} are the simplified notation for {ψAa (r), ψAi (r)} defined in Eq. (13). (ai|bj)
and (ai|fxc(r, r′)|bj) correspond to the two-electron repulsion integrals and the xc in-
tegrals, respectively,
(pq|rs) =
∫
drdr′ψ∗p(r)ψq(r)
1
|r− r′|ψ
∗
r (r
′)ψs(r′), (19)
(pq|fxc|rs) =
∫
drdr′ψ∗p(r)ψq(r)fxc(r, r
′)ψ∗r (r
′)ψs(r′). (20)
Excitation energies are determined as the poles of the response function (i.e. left-hand-
side of Eq. (15)), leading to the TD-EMFT eigenvalue equation,
 A B
B∗ A∗

X
Y
 = ω
1 0
0 −1

X
Y
 , (21)
with the eigenvalue ω corresponding to the excitation energy and the eigenvector (X,Y)
corresponding to the transition density.
Note that the expressions for the xc kernals in Eqs. (9) and (10) remain unchanged
for cases in which the low-level theory corresponds to FCDFT, except that the MO
energies and coefficients are obtained from the minimization of the energy functional in
Eq. (6). This follows from the fact that the Fock-matrix corrections in Eq. (4) involve
at most one-body interactions.
TD-EMFT offers potential advantage over conventional linear-response TDDFT in
terms of the computational efficiency. Assuming the low-level theory is negligible in
cost with respect to the high-level theory, the cost of TD-EMFT is comparable to the
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cost of the TDDFT calculation on subsystem A only, while TD-EMFT includes the
environmental response to the excitation. Unlike other embedding approaches such
as ONIOM, TD-EMFT allows for straightforward implementation and calculation of
excited-state gradients and transition properties such as the non-adiabatic couplings.
Furthermore, inherited from its parent ground-state method, TD-EMFT avoids the
need to specify the number of electrons or spin state for each subsystem, allowing for
the description of charge transfer and particle-number fluctuations between subsystems.
Despite these advantages, several limitations of TD-EMFT are worth noting. In par-
ticular, TD-EMFT inherits all of the normal shortcomings of linear-response TDDFT,
including poor description of double-excitations due to adiabatic approximation2 and
poor description of Rydberg or long-ranged charge-transfer excitations due to incorrect
long-range behavior in the xc kernels.4 Furthermore, since the last two terms in Eq. (8)
only involve integration over fluctuations in the subsystem A density, this expression
for the one-particle perturbation potential confines the high-level description of the
response to subsystem A; the expression in Eq. (8) is thus akin to the EX0 implemen-
tation of ground-state EMFT for hybrid functionals,37,38 for which the exact exchange
contribution of the hybrid functional is included only within the subsystem A block of
the Fock matrix. Given these approximations, it is expected that delocalized excita-
tions will be challenging to accurately describe using TD-EMFT, such as the example
of the pi → pi∗ excitation in decapentaene that is presented below.
3 Computational Details
Unless otherwise indicated, all results are obtained using the entos molecular simulation
package.44 Benchmark calculations address the localized n→ pi∗ excitation in decanoic
acid, the localized pi → pi∗ excitations in nonylbenzene, and the delocalized pi → pi∗
excitation in decapentaene. We also include applications of TD-EMFT to the lowest Q-
band excitations in chlorophyll a, the study of solvatochromic shifts for para-nitroaniline
(pNA) in water, and the sulfur K-edge X-ray absorption spectra (XAS) for the amino
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acid cysteine and its oxidized dimer cystine. We analyze the transition properties of
these molecules including the excitation energy, the oscillator strength, and the weight
of the corresponding orbital transitions, defined as
wia =
X2ia − Y 2ia
〈X+Y|X−Y〉 , (22)
where Xia, Yia are the transition density matrix elements defined in Eq. (16).
All TD-EMFT calculations reported here describe DFT-in-DFT or DFT-in-FCDFT
embedding, in which the high-level theory corresponds to DFT and the low-level theory
corresponds to either DFT or FCDFT. The notation “PBE-in-LDA" (or “B3LYP-in-
LDA") indicates that the PBE45 (or B3LYP46,47) functional is employed for subsys-
tem A, and LDA is used for subsystem B; likewise, “PBE-in-FCLDA" and “B3LYP-
in-FCLDA" indicate the use of FCLDA for subsystem B. Table 1 lists the functionals
and AO basis sets describing the high- and low-level theories for TD-EMFT calcula-
tions on the systems studied in this work. The notation “same-basis" corresponds to
the situation where subsystems A and B employ the same AO basis set; and the nota-
tion “mixed-basis" indicates that the subsystems employ different AO basis sets, with
subsystem B using the minimal STO-3G basis set.
Table 1. List of the high- and low-level functionals and AO basis sets used in
TD-EMFT for the systems studied in this work.
System
Functional AO basis
High-level Low-level High-level Low-level
Decanoic acid PBE LDA 6-31G* STO-3G
Nonylbenzene B3LYP LDA 6-311G** STO-3G
Chlorophyll a B3LYP LDA 6-31G* STO-3G
pNA in water B3LYP LDA 6-31G* STO-3G
Decapentaene B3LYP LDA 6-311G** STO-3G
Density fitting is employed in all calculations for the evaluation of the Coulomb
and exact exchange integrals.48 The Ahlrichs Coulomb Fitting basis49,50 is used for the
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PBE-in-LDA and PBE-in-FCLDA embedding calculations, and the cc-pVDZ/JKFIT
basis51 is used for the B3LYP-in-LDA and B3LYP-in-FCLDA embedding calculations.
For cases with the same-basis implementation, the full density-fitting basis is used for
both subsystems A and B; for cases with the mixed-basis implementation, the full
density-fitting basis is used for subsystem A, and only the s-type functions of the
corresponding density-fitting basis is used for subsystem B. Both the AO and density-
fitting functions are implemented as spherical Gaussians.
For EMFT and TD-EMFT calculations that employ the B3LYP functional for the
high-level mean-field theory, the EX0 implementation is used, for which the exact ex-
change contribution of the hybrid functional is included only within the subsystem
A block of the Fock matrix.37,38 Block-orthogonalized (BO) partitioning is employed
for calculations with the same-basis B3LYP-in-LDA embedding to avoid unphysical
collapse of the ground-state EMFT solutions.38
For calculations employing FCLDA, we use the full Fock-matrix corrections for sys-
tems composed of only carbons and hydrogens, with the FCLDA parameters provided
in Ref. 39; we use the diagonal-only Fock-matrix corrections for systems containing
elements other than carbon and hydrogen, with the parameters provided in Ref. 41.
For comparison, we also provide results obtained using conventional linear-response
TDDFT for the full system. Additionally, we provide results in some cases using
TDDFT with vacuum embedding, in which subsystem A is terminated with hydrogen
link-atoms and treated at the high-level of theory. The terminal hydrogen link-atoms
are positioned according to the default parametrization scheme for ONIOM in Gaussian
09.52 All geometries are optimized at the B3LYP/6-31G* level, with the Cartesian co-
ordinates as well as the the specification of EMFT partitioning of subsystems provided
in the Supporting Information.
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4 Results and Discussion
4.1 Localized n→ pi∗ excitation in decanoic acid
We first evaluate the performance of TD-EMFT for localized excitations, focusing on
the n→ pi∗ excitation in decanoic acid. Figure 1 shows the subsystem-size dependence
of the TD-EMFT results in terms of the embedding error in the excitation energies
(Figure 1a), the oscillator strength (Figure 1b), and the weight of n → pi∗ transition
(Figure 1c). Three implementations of TD-EMFT are considered: same-basis PBE-
in-LDA, mixed-basis PBE, and mixed-basis PBE-in-LDA. The embedding errors in
Figure 1a plot the difference between the TD-EMFT results and TDDFT performed
on the full system at the PBE/6-31G* level.
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Figure 1. TD-EMFT results for the n→ pi∗ excitation of decanoic acid with respect to the size of subsystem
A: (a) embedding errors in the excitation energy, (b) oscillator strength, and (c) weight of the n→ pi∗ orbital
transition. The x-axes indicate the number of carbon atoms from the alkane chain plus the carbon atom
from the carboxyl group.
For the same-basis PBE-in-LDA embedding (green curves in Figure 1), TD-EMFT
accurately describes the n → pi∗ excitation at all subsystem sizes, reproducing the
excitation energy, oscillator strength, and percentage of n → pi∗ transition from those
obtained using TDDFT at the PBE/6-31G* level. However, the mixed-basis TD-EMFT
results are substantially worse, with both mixed-basis PBE and mixed-basis PBE-in-
LDA embedding exhibiting slow convergence with respect to subsystem size for the
calculation of the oscillator strength (Figure 1b) and percentage of n → pi∗ transition
(Figure 1c).
12
nπ*
Figure 2. MO energies for closed-shell molecular fragments derived from de-
canoic acid. Fragment A corresponds to acetic acid and fragment B corresponds
to octane. The x-axis indicates the fragment and the level of theory used for
obtaining the MO energies.
The errors in Figure 1 for the excited-state properties obtained with mixed-basis
TD-EMFT are attributed to the mismatch of the MO energies between the levels of
theory used to describe subsystems A and B. Figure 2 illustrates this by comparing
the MO energies for closed-shell molecular fragments derived from decanoic acid, with
fragment A corresponding to acetic acid and fragment B corresponding to octane. When
the same level of theory (PBE/6-31G*) is used to described the two fragments, all of
the occupied orbitals of fragment B lie well below the HOMO of fragment A (i.e., the
lone-pair orbital) and all of the unoccupied orbitals of fragment B lie well above the
LUMO of fragment A (i.e., the pi∗ orbital). As a result, the lowest excited state of
decanoic acid obtained from TDDFT at the PBE/6-31G* level is dominated by the
n → pi∗ transition from the carboxyl group. However, in a TD-EMFT calculation in
which subsystem B is described by the LDA/STO-3G level, the orbitals of subsystem
B are shifted to higher energies such that the HOMO of subsystem B becomes close
in energy to the HOMO of subsystem A. This mismatch leads to contamination of the
n → pi∗ excitations obtained from TD-EMFT with mixed-basis embedding, as seen in
13
Figure 1b and Figure 1c.
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Figure 3. Comparison of TD-EMFT without (black) and with (red) Fock-matrix corrections for the n→ pi∗
excitation of decanoic acid with respect to the subsystem size: (a) errors in the excitation energy, (b) oscillator
strength, and (c) weight of n→ pi∗ orbital transition.
As was previously shown for ground-state mixed-basis EMFT calculations,41 er-
rors associated with mismatch of the subsystem MO energies can be alleviated using
FCDFT. Figure 3 demonstrates that including Fock-matrix corrections in the TD-
EMFT calculation of the n → pi∗ excitation of decanoic acid likewise improves the
description of the excited state, yielding smaller errors and better convergence in the
excitation energy, oscillator strength, and percentage of n → pi∗ character. The final
column in Figure 2 confirms that the improvements with Fock-matrix corrections in-
deed arise from correction of the molecular orbital mismatch between the subsystems;
the molecular orbital energies for fragment B with Fock-matrix corrections are shifted
to be in excellent agreement with the PBE/6-31G* results. These results suggest that
employment of FCDFT will alleviate errors in the TD-EMFT description of excitations
that primarily arise due to mismatch in valence orbital energies between the high- and
low-level methods.
4.2 Localized pi → pi∗ excitations in nonylbenzene, chloro-
phyll a, and solvated dye molecule
We now consider three examples involving localized pi → pi∗ excitations in various
molecular environments. The first system considered is nonylbenzene, for which the
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two lowest excited states are both dominated by pi → pi∗ transitions from the phenyl
group (Figure 4). As shown in Figure 4, the 1B2u-like excited state is dominated by
the HOMO→ LUMO and HOMO–1→ LUMO+1 orbital pair excitations, whereas the
1B1u-like excited state is characterized by the HOMO → LUMO+1 and HOMO–1 →
LUMO orbital pair excitations.
LUMO+1
LUMO
HOMO
HOMO-1
Figure 4. Frontier MOs involved in the 1B1u-like and 1B2u-like excited states of nonylbenzene.
We investigate the performance of TD-EMFT for these excitations using mixed-basis
B3LYP-in-LDA embedding. Figure 5 shows the subsystem-size dependence of the TD-
EMFT results both without (black) and with (red) Fock-matrix corrections. For both
excited states, TD-EMFT without Fock-matrix corrections gives slow convergence of
the transition properties (i.e. excitation energy, oscillator strength, and the transition
character), which is again attributed to mismatch of the subsystem MO energies due to
use of the mixed-basis set. As before, the use of Fock-matrix corrections substantially
improves the convergence of all three transition properties with respect to the subsystem
size.
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Figure 5. TD-EMFT results for the 1B2u-like (a-c) and 1B1u-like (d-f) excited states for nonylbenzene with
respect to the subsystem size: (a, d) embedding errors in the excitation energy, (b, e) oscillator strength,
and (c, f) percentage of pi → pi∗ orbital transition. The x-axes indicate the number of carbon atoms from
the alkane chain plus the number of carbon atoms from the phenyl group.
We next consider the localized pi → pi∗ excitations in chlorophyll a (Figure 6),
one of the essential pigments for light absorption in natural photosynthesis. Previous
theoretical studies on this system53–60 have focused on the structural and environmental
effects on its absorption/emission properties, employing semi-empirical methods,56–58
correlated wavefunction methods for truncated model structures,54 TDDFT for low-
energy absorption spectra,53,55,59 and the subsystem TDDFT approach16,60–63 based
on the frozen density embedding.
16
Figure 6. Geometry and schematic representation of the subsystem partitioning for chlorophyll a.The
atoms associated with subsystem A are shown as solid balls, and the atoms in subsystem B are shown as
translucent.
We consider the Qx- and Qy-band excitations of chlorophyll a, both of which cor-
respond to pi → pi∗ excitations within the magnesium-binding moiety of the molecule.
Figure 6 illustrates the subsystem partitioning used for the TD-EMFT calculations re-
ported here, with the atoms of subsystem A highlighted in red. Table 2 shows the TD-
EMFT results obtained using the mixed-basis B3LYP-in-LDA and B3LYP-in-FCLDA
embedding. The TD-EMFT results are compared with TDDFT results obtained at the
B3LYP/6-31G* and LDA/STO-3G levels of theory, as well as results obtained using
vacuum embedding.
As seen in Table 2, TDDFT with LDA/STO-3G gives large errors relative to TDDFT
with B3LYP/6-31G* for the various transition properties of the two excited states.
TD-EMFT without Fock-matrix corrections improves the excitation energies, but gives
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qualitatively inaccurate description of the excitation character in terms of the oscilla-
tor strength and orbital transition weights, due to MO-energy mismatch arising from
the mixed basis set. Employment of Fock-matrix corrections greatly improves the de-
scription of both excited states, leading to excellent agreement with TDDFT at the
B3LYP/6-31G* level in terms of the excitation energies, oscillator strength, and orbital
transition characters. However, the success of vacuum embedding for this application
indicates that it is not a challenging case for embedding methods, since complete neglect
of polarization in subsystem B still leads to good agreement with TDDFT calculations
performed over the full system; more challenging applications related to substantial
solvent effects and delocalized excitations are explored next.
Table 2. Excitation energies (in eV), oscillator strengths (in au), and weight of dominant orbital transitions
for the Qx- and Qy-band excitations in chlorophyll a, obtained using TD-EMFT with mixed-basis B3LYP-in-
LDA and B3LYP-in-FCLDA embedding, TDDFT at the B3LYP/6-31G*and LDA/STO-3G levels of theory,
as well as TDDFT with vacuum embedding.
TDDFT Mixed-basis TD-EMFT Vac. Embed.
B3LYP/6-31G* LDA/STO-3G B3LYP-in-LDA B3LYP-in-FCLDA B3LYP/6-31G*
Qy-band excitation
Excitation energy (eV) 2.14 2.45 2.14 2.15 2.18
Oscillator strength (au) 0.228 0.123 0.162 0.221 0.201
Orbital transition weight (%)
HOMO-1 → LUMO+1 14.1 38.1 9.6 14.4 16.4
HOMO → LUMO 85.5 52.4 58.1 85.2 82.2
Qx-band excitation
Excitation energy (eV) 2.31 2.37 2.33 2.34 2.30
Oscillator strength (au) 0.025 0.042 0.015 0.018 0.035
Orbital transition weight (%)
HOMO-1 → LUMO 70.9 60.7 64.4 68.2 74.0
HOMO → LUMO+1 27.4 16.9 21.9 30.1 23.9
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Figure 7. Geometry and schematic representation of the subsystem partitioning
for para-nitroaniline in (H2O)18 cluster. Solid balls represent atoms in the pNA
molecule, which corresponds to subsystem A; the surrounding 18 water molecules
correspond to subsystem B and are shown as translucent.
As a third example, we consider the solvatochromic shift associated with the lo-
calized pi → pi∗ charge-transfer (CT) excitation of para-nitroaniline (pNA). Previous
theoretical studies for this system have employed TDDFT with cluster models for the
solvation,64,65 continuum solvation models,66 QM/MM,67–70 and frozen-density em-
bedding.71 Here, we employ TD-EMFT, using a cluster model composed of the pNA
molecule and 18 explicit water molecules representing the first solvation shell (Fig-
ure 7). Table 3 presents the TD-EMFT results obtained using the mixed-basis B3LYP-
in-LDA and B3LYP-in-FCLDA embedding, with subsystem A corresponding to the
pNA molecule. For comparison, we also include results obtained using TDDFT at the
B3LYP/6-31G* and LDA/STO-3G levels of theory applied to the full cluster. The sol-
vatochromic shifts are computed relative to the gas-phase results, which are obtained
using TDDFT at the B3LYP/6-31G* level for the bare pNA molecule.
As in the previous example, TDDFT at the LDA/STO-3G level gives substantial
errors, overestimating the solvatochromic shift by ∼ 0.4 eV and producing too low
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oscillator strength and the weight of the pi → pi∗ transition. TD-EMFT without Fock-
matrix corrections improves the accuracy in the solvatochromic shift, reducing the
error to ∼ 0.06 eV with respect to TDDFT at the B3LYP/6-31G* level, but it gives
qualitatively incorrect description for the transition character, with reduced oscillator
strength (0.098) and the weight of the pi → pi∗ transition (48.7 %), due to MO-energy
mismatch arising from the mixed basis set. Table 3 shows that TD-EMFT with Fock-
matrix corrections greatly improved the description for all three transition properties,
leading to much better agreement with TDDFT at the B3LYP/6-31G* level.
Table 3. Solvatochromic shifts (in eV), oscillator strengths (in atomic units), and weight of the
lowest pi → pi∗ orbital transition of pNA in (H2O)18 cluster, obtained using TD-EMFT with mixed-
basis B3LYP-in-LDA and B3LYP-in-FCLDA embedding, and TDDFT at the B3LYP/6-31G* and
LDA/STO-3G levels of theory. The solvatochromic shifts are computed relative to the gas-phase
results, which are obtained using TDDFT with B3LYP/6-31G* for the bare pNA molecule. Numbers
in the parenthesis correspond to errors in the solvatochromic shift with respect to TDDFT at the
B3LYP/6-31G* level.
TDDFT TD-EMFT
B3LYP/6-31G* LDA/STO-3G B3LYP-in-LDA B3LYP-in-FCLDA
Solvatochromic shift (eV) −0.68 −0.28 (0.40) −0.74 (−0.06) −0.75 (−0.07)
Oscillator strength (au) 0.487 0.140 0.098 0.445
Weight of pi → pi∗ (%) 84.4 48.7 60.0 95.6
4.3 Delocalized pi → pi∗ excitation in a polyene
Having demonstrated TD-EMFT for the localized excitations, we now consider the
challenging case of a delocalized pi → pi∗ excitation in decapentaene. This system
is demanding for embedding approaches because the excitation occurs over the entire
molecule and inconsistent treatment of the subsystems can lead to large errors in the
description of the excitation.
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Figure 8. TD-EMFT results for the pi → pi∗ excitation of decapentaene with
respect to the subsystem size: (a) embedding errors in the excitation energy and
(b) the oscillator strengths, obtained using mixed-basis B3LYP-in-LDA, mixed-
basis B3LYP-in-FCLDA and vacuum embedding.
Figure 8 shows the subsystem-size dependence of the TD-EMFT results using mixed-
basis B3LYP-in-LDA (black curves), mixed-basis B3LYP-in-FCLDA embedding (red
curves), and vacuum embedding (purple curves). It is clear from Figure 8 that vacuum
embedding fails to give even qualitative description for the pi → pi∗ excitation of the
whole system, producing significant errors in both the excitation energy and oscillator
strength at all subsystem sizes. For small subsystem sizes (with less than 5 carbons
in subsystem A), the errors in the excitation energy are greater than 1 eV. Moreover,
the errors oscillate substantially due to the change in the conjugation pattern across
subsystem A. TD-EMFT with mixed-basis B3LYP-in-LDA embedding improves the
description of the pi → pi∗ excitation, reducing the embedding errors in the excitation
energy to within 0.5 eV. However, these errors are still larger than those seen for the
localized excitations, as discussed in previous examples.
To again address the errors caused by use of the mixed basis set, we employ Fock-
matrix corrections to TD-EMFT with the mixed-basis B3LYP-in-LDA embedding. As
seen in Figure 8, the use of Fock-matrix corrections greatly reduces errors in both the
excitation energy and oscillator strength, and shows better convergence with respect to
the subsystem size.
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4.4 Sulfur K-edge X-ray absorption spectra for cysteine
and cystine
Near-edge X-ray absorption spectroscopy (XAS) probes excitations of core electrons
to the unoccupied valence orbitals and is a powerful experimental technique to probe
information about the chemical composition and the electronic structure in biological
systems,72–75 surfaces,76 thin films,77 and small molecules in the gas phase.78 The-
ory can play a crucial role in aiding the interpretation of the experimental spectra.74
Several theoretical approaches have been developed to simulate XAS spectra, which in-
cludes methods based on TDDFT,79–82 ∆SCF-based approaches,83,84 the excited-state
core-hole (XCH) method,85 the multiple scattering χα methods,86 the equation-of-
motion or linear-response coupled cluster approaches,87 and the second-order algebraic
diagrammatic construction scheme (ADC).88,89 Most of these methods require DFT
or more expensive calculations on the full system, which can become less feasible for
large systems. TD-EMFT is potentially useful for simulating XAS spectra because of
the localized nature of the corresponding excitations, which the previously discussed
benchmark results show to be accurately described.
Cysteine Cystine
Figure 9. Geometry and schematic representation of the EMFT subsystem
partitioning for cysteine and cystine. The solid balls represent atoms in subsystem
A; the remaining atoms correspond to subsystem B and are shown as translucent.
We calculate the sulfur K-edge XAS spectra, which enables the in vivo detection
and the quantification of thiols and disulfides in biological systems.72,90 We apply both
TDDFT and TD-EMFT to the amino acid cysteine and its dimer cystine. For TDDFT
calculations, we use the BH0.71LYP functional, which corresponds to a modified BHLYP
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functional with 71% of HF exchange, as it was shown to give smaller errors than stan-
dard hybrid functionals for core-excitations for second-row elements;91 the 6-311++G**
basis set is used to provide an adequate description of both core and unoccupied or-
bitals. For TD-EMFT calculations, the sulfur atoms and their nearest-neighbor atoms
are treated at the BH0.71LYP/6-311++G** level, as indicated by the highlighted atoms
in Figure 9; the remaining atoms are treated at the LDA/STO-3G level.
Figure 10 shows the simulated spectra for the two molecules. Relativistic effects on
the sulfur 1s orbital were included by applying a correction of 7.4 eV to all calculated
excitation energies, and the computed spectra were convolved with a Gaussian function
with full-with-at-half-maximum (FWHM) of 0.5 eV. All calculated spectra were univer-
sally shifted by 0.9 eV to higher energy to match the position of the main experimental
peak of cysteine. Table 4 reports the dominant excitations to the XAS spectra in terms
of the unshifted excitation energies and oscillator strengths. For comparison, we also
show in Figure 10 and Table 4 the experimental spectra and main peak positions of
cysteine and cystine measured in their solid phase.
It is clear from Figure 10 that TD-EMFT gives spectra almost identical to TDDFT,
reproducing both the main absorption features and the relative peak positions. Further-
more, both the TDDFT and TD-EMFT simulated spectra agree well with experiment.
The experimental spectra of both cysteine (Figure 10a) and cystine (Figure 10b) exhibit
intense absorptions in the low-energy regime, and a very broad low-intensity band in
the high-energy region. For cysteine (Figure 10a), the low-energy regime exhibits only
one intense peak, corresponding to excitations from the sulfur 1s orbital to the anti-
bonding orbitals dominated by σ∗S-H and σ
∗
S-C character. For cystine (Figure 10b), the
low-energy region of the spectrum exhibits two intense peaks, with the fist peak corre-
sponding to excitations from the two sulfur 1s orbitals to the anti-bonding orbital with
σ∗S-S character, and the second peak corresponding to excitations to the anti-bonding or-
bitals dominated by σ∗S-C character. For these intense excitations, TD-EMFT produces
excitation energies and oscillator strengths that are very similar to full TDDFT (with
less than 0.05 eV errors in the excitation energy), as indicated in Table 4. Compared
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to experiment, both TDDFT and TD-EMFT predict the intense peak positions with a
uniform error of ∼ 0.9 eV, which can be attributed to the self-interaction error of the
BH0.71LYP functional. For the high-energy regimes of the spectra (excitations above
2475 eV), the agreement between TD-EMFT, TDDFT, and experiment is also reason-
able, despite the strong mixing between excitations to the low-lying valence orbitals and
excitations to the delocalized Rydberg orbitals, and larger embedding errors at higher
energies. For completeness, we have also performed TDDFT calculations using vacuum
embedding (results not shown), which produces a red-shift of more than 0.15 eV for
the intense excitations, and much worse predictions for the high-energy excitations as
expected due to the stronger effects from subsystem B.
Overall, Figure 10 shows that TD-EMFT quantitatively reproduces the sulfur K-
edge XAS spectra obtained from the more expensive TDDFT calculations for cysteine
and cystine, and agreement between calculated and experimental spectra suggests that
TD-EMFT can be a useful alternative to TDDFT in simulating and interpreting XAS
spectra for large systems.
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Figure 10. TDDFT (blue), TD-EMFT (red), and experimental (black) sulfur K-
edge XAS absorption spectra for: (a) cysteine and (b) cystine. Panel (c) directly
compares the spectra of cysteine (solid lines) and cystine (dashed lines) obtained
from experiment (black) and TD-EMFT calculations (red). The TDDFT spectra
were calculated using a modified B3LYP functional with 71% of HF exchange
(labeled as “BH0.71LYP") and 6-311++G** basis set. The TD-EMFT spectra
were calculated using the mixed-basis BH0.71LYP-in-LDA embedding with the
subsystems partitioning shown in Figure 9. All computed spectra were convoluted
with a Gaussian function with full-with-at-half-maximum (FWHM) of 0.5 eV. A
constant shift of 0.9 eV in the excitation energy was applied to all computed
spectra to align the main absorption peak of cysteine to the experimental value.
The experimental spectra were adapted from Ref. 72.
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Table 4. Computed excitation energies (in eV) and oscillator strengths (in hartree) for the intense
excitations corresponding to S(1s) → σ∗ transitions in cysteine and cystine.
Molecule Excitation
Exp.a TDDFTb TD-EMFTb
Energy Energy Osc. strength Energy Osc. strength
cysteine
S(1s) → σ∗S-H 2473.6 2472.67 0.0083 2472.67 0.0083
S(1s) → σ∗S-C 2474.4 2473.97 0.0051 2473.93 0.0051
cystine
S(1s) → σ∗S-S 2472.7
2471.77 0.0095 2471.73 0.0095
2471.81 0.0092 2471.79 0.0092
S(1s) → σ∗S-C 2474.4
2473.68 0.0075 2473.71 0.0075
2473.77 0.0070 2473.82 0.0068
a Experimental excitation energies from Ref. 72.
b The splitting in the theoretical S(1s) → σ∗S-S and S(1s) → σ∗S-C excitations of cystine arises
from breaking of the molecular symmetry during the geometry optimizations.
5 Conclusions
We have introduced time-dependent embedded mean-field theory (TD-EMFT) for the
description of electronic excited states in complex systems. TD-EMFT is derived based
on the time-dependent linear response formulation within the framework of embedded
mean-field theory (EMFT). TD-EMFT offers potential advantages over conventional
linear-response TDDFT in terms of the computational efficiency. Compared to other
embedding approaches, TD-EMFT allows for straightforward implementation and cal-
culation of nuclear gradients and transition properties. Furthermore, inherited from its
parent ground-state method, TD-EMFT avoids the need to specify the number of elec-
trons or spin state for each subsystem, allowing for the description of charge transfer and
particle-number fluctuations between subsystems. We have demonstrated benchmarks
of TD-EMFT for both local and non-local excitations in several organic molecules, as
well as applications to chlorophyll a, solvatochromic shifts of pNA in explicit water,
and sulfur K-edge XAS spectra of cysteine and cystine.
Overall, TD-EMFT gives excellent agreement with conventional linear-response
TDDFT in terms of the excitation energy, oscillator strength, and orbital transition
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character. Mixed-basis implementations of TD-EMFT can lead to substantial errors in
the transition properties, due to the mismatch of the subsystem MO energies; however,
these errors are largely eliminated with the use of Fock-matrix corrections, as previ-
ously found for ground-state EMFT. The tests suggest that TD-EMFT is a promising
method for the efficient, multi-level description of excited-state electronic structure and
dynamics in complex systems.
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