In this paper we study the mean of the first exit time from a bounded interval of various Lévy processes. We establish sharp two-sided estimates of the mean for Lévy processes under certain condition on their characteristic exponents. We also study the cumulative distribution function of the supremum and infimum processes. Finally, we establish integral conditions that assure that the renewal function of the ladder height process is comparable with the linear one.
Introduction and preliminaries
The expected exit time x → E x τ D of a Markov process X from an open bounded set D is a very important function for both probability and analysis point of view and for applications in finance and insurance. This function is a barrier for D (superharmonic inside and vanishes outside, near a part of the boundary of the set) and knowing its estimates let studying the behaviour of solutions to the Dirichlet problem [1, 22] and the behaviour of the underlying process near the boundary [3, 5] . We shall effectively estimate this function for a bounded interval and quite general Lévy processes on the real line having paths of unbounded variation. To this end we use the renewal functions V andV of the ascending and descending ladderheight processes. The idea of using V in the context of potential theory comes from [16] and turned out to be very fruitful and allowed to prove a lot of interesting results for symmetric Lévy and Markov processes.
In this work we consider a Lévy process X t in R that it is not a compound Poisson. By ψ we denote its Lévy-Khintchine exponent
which is of the form [23, Theorem 8.1] 
where γ ∈ R, σ 0 and a measure ν(dx), called a Lévy measure, satisfies result may be summarized as follows
where ≈ means that both sides are comparable i.e. their ratio is bounded between two positive constants. The definitions of V andV are provided in Section 2. We should note that the renewal functions are defined implicitly but in the considered setting its product enjoys simple sharp estimates in terms of more elementary functions like the Lévy-Khintchine exponent and the Pruitt's concentration function h (Corollary 5). In addition, we believe that such estimate will be useful since the renewal function is non-decreasing and subadditive. In fact in our settings it satisfies the weak lower scaling property (Lemma 8). The main tool is estimates of the cumulative distribution functions of the supremum process sup s t X s and the infimum inf s t X t obtained by Kwaśnicki, Małecki and Ryznar [17] . In our setting we provide more explicit and useful form of their estimates (Theorem 6). To this end we obtain the weak scaling property and estimates for the Laplace exponents of the ascending and descending ladder time processes (Corollaries 3 and 7). It was possible due to the estimates of the transition density obtained recently in [15] . To obtain estimates on the renewal function we provide an integral condition equivalent to existence the non-zero drift term of the ladder height process (Proposition 14). It is not of full generality but it refutes Doney and Maller's conjecture [8, Remark 6] . The results seem to be valuable in themselves because they break a bit of the barrier of using fluctuation theory for people from potential theory and shed some light on the general situation. We use them to derive estimates and asymptotics of the tail probability of the first hitting time of a point or an interval in the forthcoming paper [12] . The explicit formula for the mean of the first exit time from a bounded interval is very rare. It is known for strictly α-stable processes ( [10, 9, 19] ) and in this case
where ρ = P(X 1 > 0). The estimates in form of (1) for symmetric Lévy processes were obtained in [13] and next using the concentration function in [4] . To the author best knowledge the estimates in our generality are not known.
For r > 0 we define the concentration function
. and the drift part
It is easy to observe that (4) λ 2 h(λr) h(r), r > 0, 0 < λ 1.
By [11, Lemma 4] h(r) 24 sup
More properties of h can be found in [15] . For X t we denote its dual process by X t . Notice that X t := 2x − X t with respect to P x and notice that the concentration function for the dual process is the same as for X t . Every functions corresponding to the dual process we indicate by·.
Let f be a positive function on (0, ∞). We say that f satisfies the weak lower scaling
Throughout the paper by c, c 1 , . . . we denote non-negative constants which may depend on parameters only that we indicate c = c(. . .). The value of constants may change from line to line in a chain of estimates. If we use C, C 1 , . . ., then they are fixed.
Fluctuation theory
By P we denote P 0 . Let us introduce fundamental objects of the fluctuation theory for Lévy processes on the real line. Let L t be the local time of the process X t reflected at its supremum M t = sup s t X s and denote by L −1 s the right-continuous inverse of L t , the ascending laddertime process for X t . This is a (possibly killed) subordinator and H s = X L −1 s = M L −1 s , called the ascending ladder-height process. The Laplace exponent of the ascending ladder process, that is, the bivariate subordinator (
For the sake of simplicity assume that c = 1. Let us denote κ as the Laplace exponent the ascending ladder process for the dual process. Since P(X t = 0) = 0 for every t > 0 it is easy to see that
By V (x) = ∞ 0 P(H s x)ds we denote the renewal function of the process H s . We have
We notice that V is subadditive and non-decreasing, therefore
Using Vigon's equation we obtain the following bound.
Lemma 1. There exists a constant C 1 such that for any non-Poisson Lévy processes
Proof. Let δ be a drift and η be a Lévy measure of H t . By Vigon's equation [6, Theorem 16] , for x > 0,
By subadditivity and monotonicity of
, t > 0.
Hence
By the same argument for H t we obtain
Recall that σ 2 = δ δ (see [6, Corollary 4] ). That is
.
These imply the claim.
Weak scaling of the Laplace exponent of a subordinator is very useful property. We examine this property for the ladder time process. Lemma 2. Assume that there are ρ > 0 and T ∈ (0, ∞] such that P(X t 0) ρ for t < T , then there is an absolute constant c > 0 such that
Using the lower bound of the heat kernel obtained recently in [15] we obtain weak scaling properties of the Laplace exponents of ladder time processes. Corollary 3. Assume that Re ψ ∈ WLSC(α, θ) with α > 1, then there exists ρ ∈ [1/2, 1) such that, for λ, z 1,
If we additionally assume that EX 1 = 0, then the above inequalities hold for every z > 0, λ 1 with c = 1 and ρ depending only on α and θ.
Proof. By [15, Proposition 6.1 and Remark 3.2] we get for t 1,
for some η ∈ (0, 1/2]. Hence a consequence of Lemma 2 applying to κ and κ with ρ = 1 − η is
If EX 1 = 0 then b r = |z| r zN(dz) (see (3)). Hence by [15, Lemma 2.10] t|b h −1 (1/t) | ch −1 (1/t) for all t > 0 and one can repeat the proof of Proposition 6.1 in [15] to obtain (5) for every t > 0 with η = η(α, θ). Applying Lemma 2 ends the proof.
Main results
In this section we present the main results of the article. At first we derive estimates of the cumulative distributions function of the supremum and infinimum processes or equivalently tails of the distribution for the first exit time from the half-lines (0, ∞) and (−∞, 0). Then we prove optimal bounds for the expected value of the first exit time from a bounded interval. 
Proof. According to [2, Theorem VI.20] , for any measurable function f :
We apply it to a characteristic function of an interval [0, R]. We have
Combining the above proposition with Pruit's bounds of the expectation of the first exit time from a ball when the process start from its center [20] we get the following result. If we additionally assume that Re ψ ∈ WLSC(α, θ) with α > 1 and EX 1 = 0, then
where the comparability constant depends only on α, θ.
Proof. By Pruitt's result [20] and Proposition 4 c h(r) + |b r |/r E r τ (0,2r) V (r)V (2r), r > 0.
The subadditivity of V ends the proof of the first claim. If Re ψ ∈ WLSC(α, θ) with α > 1 and EX 1 = 0 by the proof of Corollary 3 we get that there exists a constant c such that |b r | c rh(r), r > 0. Hence the second claim is a consequence of Lemma 1.
Recall that, by [20] , there exists an absolute constant C 3 such that for any Lévy process X t , for r > 0,
Theorem 6. Assume that Re ψ ∈ WLSC(α, θ) with α > 1 and EX 1 = 0, then there exists a constant C 4 = C 4 (α, θ) such that, for x, t > 0,
}.
Proof. The following bounds are a consequence of Corollary 3 and [17, Corollary 3.2], for t, x > 0,
where c 1 depends only on the scaling characteristics. Hence it remains to prove that
and P (inf s t 0 X s > −λ) 1/2. Combining these with (7) gives κ( 1 t 0 , 0)V (λ) 
and
Since by the proof of Corollary 3 h(λ)t 0 ≈ 1 we obtain by Corollary 3
By the above proof we have the following result.
Corollary 7.
Assume that Re ψ ∈ WLSC(α) with α > 1 and EX 1 = 0, then
where the comparability constant depends only on the scaling characteristics.
Lemma 8. Assume that Re ψ ∈ WLSC(α, θ) with α > 1 and EX 1 = 0, then there exists a constant C 5 = C 5 (α, θ) such that
Proof. By subadditivity of V , Corollary 5 and comparibility of h(r) with Re ψ(1/r) imply
Theorem 9. Assume that Re ψ ∈ WLSC(α, θ) with α > 1 and EX 1 = 0 then there exists a constant C = C(α, θ) > 0 such that for any R > 0 and 0 < x < R
Proof. Fix R > 0. First assume that 0 < x R/2. The upper bound is a consequence of Proposition 4 and subadditivity of V . Let us notice that the assumption Re ψ ∈ WLSC(α) with α > 1 implies that the process X t has paths of unbounded variation (see [15, Lemma 2.9] ). Hence, by [21] , 0 is regular for half-lines (0, ∞) and (−∞, 0). Therefore, by [24, Theorem 2] , V is harmonic and continuous function on (0, ∞). That is E x V (X τ (r,R) ) = V (x), for 0 < r < R and x ∈ R. Since V is locally bounded and continuous by quasi left continuity of X t and Fatou Lemma we have V (x) E x V (X τ (0,R) ). By monotonicity of V we obtain
Hence,
Observe that by the Markov inequality, for any t > 0,
Hence, by Theorem 6, for t > 0,
Now we choose appropriate time t > 0 such that we get the lower bound for small x. Let us observe that by the scaling property for h −1 and V (see Lemma 8) there exists a constant c 1 4, depending only on α and θ, such that for t = (c 1 h(R)) −1 we have
Hence by (8) and (4) ,
Let us denote x 0 = R/ √ c 1 . Now we consider x 0 < x R/2. Since |b r |/r ch(r) we have by Pruitt's lower bound of Eτ (−r,r) ( [20] )
For x > R/2 one can use the above reasoning for the dual process.
Estimates of the renewal function
In this section we present sharp and explicit estimates for the renewal functions in several cases. Example 10. Let X t be strictly α-stable process (1 < α < 2) then it is well known that the ladder height processes are stable subordinators and for ρ = P(X 1 > 0), V (r) = c 1 r α ρ and V (r) = c 2 r α(1−ρ) , r > 0.
Hence, by Theorem 9 we have
In fact in this case the equality (2) holds instead of the comparability (see i.e. [19, Remark 5] ). Example 11. Let X t be symmetric. ThenV (r) = V (r) and by Corollary 5
In fact the above comparability holds for every non-Poisson Lévy process (see [4, Proposition 2.4] ). Theorem 9 implies
Now we discuss when the renewal function V behave like the linear one.
Lemma 12.
Assume that Re ψ ∈ WLSC(α, θ) with α > 1, then there exists C = C(ψ) such that |Imψ(ξ)| C Re ψ(ξ), |ξ| 1. If additionally EX 1 = 0, then the above inequality holds for ξ ∈ R and C = C(α, θ).
Proof. Since Re ψ ∈ WLSC(α, θ) with α > 1, we infer |x| 1 |x|ν(dx) < ∞ (see [15, Lemma 2.10] ). Let us notice that This together with the proof of Lemma 2.14 in [14] allow us to use the dominated convergence theorem to justify existence of the limit in the claim. In addition, by the monotone convergence theorem
The claim is a consequence of [14, Lemma 2.14] .
In our setting we are provide the integral condition equivalent to the existence of the nonzero drift term of the ladder height subordinator. This type condition was conjectured by Doney and Maller in [8, Remark 6] . In fact the denominator in our condition is greater than in Doney and Maller's proposition. We notice that one can consider a spectrally positive Lévy process with non-zero Gaussian term then our condition is finite but Doney and Maller's can not be even computed but it is well known that then the drift term is non-zero. Hence their conjecture is incorrect. Proof. Let us notice that 1 0 1/(xh(x))dx < ∞. Hence, combining Lemma 13 with Theorem 3.2 and Corollary 3.1 in [18] we obtain that (9) is equivalent to having a positive drift by the ladder height process. Since V (x) ≈ 1 κ(0,1/x) , having a positive drift by the ladder height process is equivalent to V (x) ≈ x, 0 < x < 1.
Notice that V (x) ≈ x, x > 1 if and only if the ladder height process has finite moment EH 1 < ∞. Let us observe that the weak lower scaling property with the exponent grater than 1 and EX 1 = 0 imply that X t oscillates at infinity (see [7, Theorem 4.4] ). Therefore one could use [8, Theorem 8] to check whenever EH 1 < ∞ but unfortunately the proof of equivalence of (3.13) with the other conditions in [8, Theorem 8] is incorrect, since the authors use there two facts that do not hold in their generality. Namely that ν(−∞, 0) > 0 (the 11th line from below on the page 208) and the support of the distribution of the process with truncated large jump it is not contained in the negative half-line (the 6th line from below on the page 208). To see that the integral condition (3.13) is improper one can consider spectrally positive Lévy process with finite second moment. Then EH 1 < ∞ but the integral in (3.13) can not be even considered because the denominator is equal to 0. Fortunately, processes, that we are considering, have infinite variation, therefore the second fact holds in our setting always. Hence, if ν(−∞, 0) > 0 one can use [8, Theorem 8] if it is not the case, the process is spectrally positive and EH 1 < ∞ if and only if EX 2 1 < ∞. Therefore we have complete description, when V (x) ≈ x, x > 1. If the tail of the Lévy measure on the negative half-line dominated the tail on the positive one the integral condition is similar to the condition in the above proposition. cν(−∞, −r)/ ln(r + 1/r) 1+β , r > 0, for some c, β > 0. If a function x → x 2 1/x 0 uν(−∞, −u)du satisfies the weak scaling property with the exponent greater than 1, then V (r) ≈ r, r > 0. Hence, for any R > 0,
, 0 < x < R.
