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Исследование онкогенов человека является важной задачей биоинформатики 
[1]. Онкологические болезни определяются наличием экспрессированных онкогенов 
[2]. Гены состоят из экзонов и интронов. Особый интерес представляют экзоны. Из эк-
зонов формируются транскрипты РНК. На основе транскриптов РНК происходит синтез 
белка в клетке [3]. В качестве признаков экзонов могут выступать длины нуклеотидных 
последовательностей, биофизические свойства экзонов, измеренные экспериментальным 
путем, признаки фланкирующих нуклеотидных участков последовательностей [4]. Каждый 
экзон характеризуется большим количеством признаков, в то же время число наблюдений 
невелико. Проблема большого числа признаков и относительно малого числа наблюдений 
характерна для всей доменной области биоинформатики в целом [5]. 
Обучение алгоритмов классификации является сложной задачей, что связано с 
«проклятием размерности» [6]. Возможным решением данной проблемы является ис-
пользование алгоритмов отбора признаков, которые осуществляют непосредственный от-
бор наиболее релевантных признаков из исходного множества признаков. Отсутствие ка-
ких-либо преобразований над исходными признаками позволяет сохранить физический 
смысл признаков. Данное свойство является особенно важным в биоинформатических 
приложениях поскольку каждый из признаков имеет уникальный биологический смысл, 
важный для эксперта в доменной области. В настоящее время применение алгоритмов 
отбора признаков особенно необходимо в приложениях биоинформатики, связанными с 
построениями прогностических моделей машинного обучения. 
Целью работы является исследование влияния алгоритмов автоматического вы-
бора атрибутов на точность классификации экзонов генов человека. 
В работе выполнен сравнительный анализ наиболее эффективных алгоритмов 
автоматического отбора признаков на примерах наборов экзонов 14 генов организма 
человека [7]. 
 
Методология. Блок-схема организации вычислительного эксперимента для ис-












В блоке 1 осуществляется загрузка анализируемых данных. Экспериментальные 
данные получены из базы данных Ensemble [6] и содержат 1762 уникальных экзона. 
Каждый экзон характеризуется 1198 численными признаками (429 признаков непо-
средственно самих экзонов и 769 признаков фланкирующих нуклеотидных последова-
тельностей). Для каждого из экзонов указана принадлежность к модельному гену че-
ловека. Совокупное число генов 14. 
В блоке 2 производится разбиение данных на два подмножества, эталонную и 
тестируемую выборки, использующиеся далее для перекрестной проверки. 
В блоке 3 выполняется ранжирование признаков по информативности. Среди 
алгоритмов отбора признаков широкое распространение получили методы-фильтры 
[8], что обусловлено легкостью их проектирования и простой структурой. В настоящей 
работе рассмотрены наиболее популярные и универсальные методы-фильтры: алго-
ритм счета Фишера [9], алгоритм Relief-F [10] и алгоритм отбора признаков на основе 
индекса Джини [11]. 
В блоке 4 оценивается релевантность выбранного набора признаков с помощью 
оценки точности классификации алгоритмов индуктивного обучения на тестовом набо-
ре данных. Реализованы три типа классификаторов: наивный байесовский классифика-
тор [12], метод k-ближайших соседей [13] и машина опорных векторов [14]. Алгоритмы 
представляют три совершенно разных подхода к индуктивному обучению и не содер-
жат встроенных механизмов отбора признаков. 
В блоке 5 оценивается точность классификации экзонов в зависимости от коли-
чества наиболее информативных признаков. 
Результаты. Исследована эффективность алгоритмов отбора признаков на при-
мерах классификации экзонов генов человека. На рисунке 2 представлена зависимость 
точности бинарной классификации экзонов от количества признаков для алгоритмов 
отбора признаков и метода k-ближайших соседей. Результаты получены усреднением 
по 10 парам различных генов. По характеру полученных зависимостей установлен факт 




Рисунок 2. – Зависимость точности бинарной классификации экзонов  
по методу k-ближайших соседей в зависимости от числа признаков фланкирующих  
нуклеотидных последовательностей (слева) и числа признаков экзонов (справа) 
 
Наилучшую точность классификации среди демонстрирует метод k ближайших 
соседей – 0.96. При этом использование алгоритмов отбора признаков не дает пре-







Выводы. Показана принципиальная применимость подхода выделения наибо-
лее информативных признаков экзонов для решения задачи классификации экзонов 
генов и последующего предсказания альтернативных вариантов транскриптов РНК ге-
нов человека. 
Установлен факт хорошей разделимости между экзонами принадлежащими 
различным генам (метод k-ближайших соседей, 2 класса – точность 0.96), что свиде-
тельствует о принципиальной возможности классификации экзонов. 
Проведено исследование алгоритмов отбора признаков на признаках экзонов 
генов. Алгоритм счета Фишера в контексте отбора признаков экзонов демонстрирует 
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