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Objective:  In this  paper  we  present  an evaluation  of the role  of  reliability  indicators  in  glaucoma  severity
prediction.  In  particular,  we investigate  whether  it is  possible  to extract useful  information  from  tests
that  would  be  normally  discarded  because  they  are  considered  unreliable.
Methods:  We  set  up  a predictive  modelling  framework  to  predict  glaucoma  severity  from  visual  ﬁeld  (VF)
tests sensitivities  in different  reliability  scenarios.  Three  quality  indicators  were  considered  in  this  study:
false  positives  rate,  false  negatives  rate  and ﬁxation  losses.  Glaucoma  severity  was evaluated  by  consider-
ing  a 3-levels  version  of  the Advanced  Glaucoma  Intervention  Study  scoring  metric.  A  bootstrapping  and
class  balancing  technique  was  designed  to overcome  problems  related  to  small  sample  size and  unbal-
anced  classes.  As a classiﬁcation  model  we  selected  Naïve  Bayes.  We  also  evaluated  Bayesian  networks
to  understand  the relationships  between  the  different  anatomical  sectors  on  the  VF  map.
Results:  The  methods  were  tested  on  a data  set  of  28,778  VF  tests  collected  at Moorﬁelds  Eye  Hospital
between  1986  and  2010. Applying  Friedman  test  followed  by the  post  hoc  Tukey’s  honestly  signiﬁcant
difference  test,  we  observed  that the  classiﬁers  trained  on  any  kind  of  test,  regardless  of its  reliability,
showed  comparable  performance  with  respect  to the  classiﬁer  trained  only  considering  totally  reliable
tests  (p-value  > 0.01). Moreover,  we showed  that  different  quality  indicators  gave  different  effects  on
prediction  results.  Training  classiﬁers  using  tests  that  exceeded  the  ﬁxation  losses  threshold  did not  have
a deteriorating  impact  on classiﬁcation  results  (p-value  >  0.01).  On the contrary,  using only  tests  that
fail  to  comply  with  the  constraint  on  false  negatives  signiﬁcantly  decreased  the  accuracy  of  the  results
(p-value  <  0.01).  Meaningful  patterns  related  to glaucoma  evolution  were also  extracted.
Conclusions:  Results  showed  that  classiﬁcation  modelling  is not  negatively  affected  by  the  inclusion  of less
reliable  tests  in the  training  process.  This  means  that  less  reliable  tests  do not  subtract  useful  information
from  a model  trained  using  only  completely  reliable  data. Future  work  will  be  devoted  to  exploring  new
quantitative  thresholds  to ensure  high  quality  testing  and  low  re-test  rates.  This  could  assist  doctors  in
tuning  patient  follow-up  and  therapeutic  plans,  possibly  slowing  down  disease  progression.. Introduction
Quality control during medical testing is an important issue in
ealthcare. Introducing unreliable, low-quality and noisy informa-
ion into the care process can ultimately lead to incorrect diagnoses
nd therapy plans. High quality test delivery is important, but it
hould also take into account patient comfort and compliance,
alancing the beneﬁts of high quality measurements with the
osts and harm potentially caused by over-repeating a test [1–3].
hecking reliability in a test can increase examination duration
∗ Corresponding author. Tel.: +39 0382 985981.
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causing patient fatigue and affecting test outcome. Finding a trade-
off between high quality care and patients’ comfort during the
testing procedure is still an open question in the medical commu-
nity.
One of the most frequently applied techniques for ensuring
high quality testing is to discard those tests that are considered
unreliable. That said, it is often difﬁcult to deﬁne the criteria for
stating which tests are really trustworthy. These criteria are usu-
ally deﬁned by the manufacturers of the testing devices and are
conservative and general in nature. In this paper, we  investigate
whether it is possible to extract useful information from tests that
may  be discarded because they are considered unreliable. As a
matter of fact, during clinical practice a qualitative evaluation of
unreliable tests is often carried out to identify patterns that might
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aig. 1. Map  of the visual ﬁeld test locations for the right eye under the Humphrey
ield AnalyzerTM 24-2 program (the grey squares indicate the location of the blind
pot).
uggest some useful information to the physician. This process,
owever, is not translated into a standard quantitative procedure
nd it is strongly dependent on the individual medical expert. The
ain objective of the present study is to evaluate the possibility of
educing the number of test repetitions while keeping the quality
f the results and the patients’ conditions at a high level. To this
nd, we consider an application of visual ﬁeld testing (VF), a pri-
ary technique for detecting functional abnormalities related to
laucoma.
During a VF test, a subject is shown spots of light of vary-
ng brightness at several locations on the VF map. The number
f locations on the map  depends on the speciﬁc test program
dopted in the clinical practice. VF tests are currently delivered
hrough computerised automated perimetry. In this paper, we
onsider tests taken using second generation Humphrey Field
nalyzersTM under the 24-2 program (HFA, Carl Zeiss Meditec,
nc., Dublin, CA). This protocol tests a total of 54 locations. At
ach location, the intensity of the stimulus that the subject is
ble to just see can be directly related to the sensitivity of
etina to light. Each test location can be identiﬁed through use
f a fovea-centred coordinates system or, more conveniently,
 unique identiﬁcation number, as shown for the right eye in
ig. 1.
VF testing is a good example of a testing paradigm where the
eliability issue plays a crucial role. The process of deﬁning reti-
al sensitivity needs to be performed using a small number of
timuli with the ultimate goal of minimising test duration. Algo-
ithms devoted to the evaluation of patient reliability are included
n the majority of testing programs. Besides sensitivity values, a
F test also collects global indices aimed at evaluating a patient’s
ondition and the reliability of the test. Among these indicators,
hose intended to monitor reliability are the false positives rate
FP), the false negatives rate (FN) and ﬁxation losses count (FL).
n full-threshold automated perimetry, which is the technique we
ill consider in this study, an estimate of false positive and false
egative rates is usually derived from a catch-trial strategy [4].
ccording to this technique, responses given during a pause in
timulus presentation are recorded as FP. On the other hand, when
o response is given to a stimulus substantially brighter than the
stablished threshold at a VF location, an FN response is recorded.
Ls are determined by the count of positives responses to random
timuli at the location for the physiological blind spot [5–7].
Presently, tests results are not automatically adjusted for reli-
bility and it is still up to the clinician to interpret an unreliable test.n Medicine 60 (2014) 103– 112
The challenge of determining which tests should be discarded is still
open. Manufacturers of VF analysers have proposed certain thresh-
olds on the reliability indices which, if exceeded, can be associated
with a signiﬁcant alteration of the visual ﬁeld test results due to an
unreliable patient. Once these thresholds are exceeded, a clinician
is advised to discard the test and repeat it.
VF test reliability assessment has been addressed by many stud-
ies in the literature. In their early work, Katz and Sommer [8]
described how manufacturer-deﬁned reliability parameters are
distributed into a clinic-based population. The effect of missed
catch trials in normal subjects was  studied in the work by Cascairo
et al., where a population of normal controls was analysed when
asked to purposely miss an increasing percentage of questions [9].
Bengtsson [5] considered reliability of VF test results expressed as
threshold reproducibility, showing that it can be reasonably pre-
dicted by the amount of ﬁeld loss with only a small contribution
from reliability indices. Work by the same group [10] analysed the
meaning of FN responses in a VF test, concluding that they were
more related to the damage of the eye than to the patient’s reliabil-
ity characteristics. FP responses were addressed in both [6] and in
[11]. In the ﬁrst of these studies, the authors evaluated the accu-
racy of the catch-trial method for estimating the FP rate, proposing
that tests showing less than 20% of FP should not be discarded and
should be considered reliable instead. In the second study, two dif-
ferent test programs, full-thresholds and the Swedish interactive
threshold algorithms (SITA standard) [12] were compared on their
capability for estimating FP error frequency, with results showing
that SITA suffered from FP underestimation on normal patients.
We  address the problem of understanding the impact that test
reliability indices have on the task of determining future disease
severity. Many studies have investigated the appropriateness of
reliability cut-offs for determining whether those thresholds reﬂect
sensitivity alterations due to patient unreliability. To the best of our
knowledge, the issue of how reliability indicators affect the results
of the problem of predicting future disease severity has not yet been
tackled.
We particularly focus on the following questions: is the
information contained in unreliable tests totally impractical for
determining the future evolution of the disease? How do differ-
ent reliability indicators impact on prediction results? Are these
contributions signiﬁcantly different?
To answer these questions we setup a traditional predictive
modelling framework [13,14], where we try to forecast future dis-
ease severity on the basis of visual ﬁeld threshold sensitivities
during a sample visit. In the literature, the problem of forecasting
glaucoma evolution has been tackled by many authors [15]. It has
been shown that machine learning classiﬁers (MLCs) out-perform
traditional statistical analysis packages in glaucoma diagnosis
[16–18]. Also, progression detection was  shown to beneﬁt from
predictive modelling [19–21]. In these works, VF sensitivities have
been used either to distinguish between glaucomatous and normal
patients or to predict future disease progression based on speciﬁc
criteria. In this paper we  will consider disease severity, and we
attempt to predict it in different reliability scenarios. To account for
disease severity, we focus on scoring metrics used to assess visual
loss.
A number of clinical trials have proposed scoring strategies to
assess the severity of visual ﬁeld loss for a speciﬁc test and to
deﬁne disease progression during follow-up [22–24]. Advantages
and limitations of such tests have been highlighted in several stud-
ies, mainly focusing on progression characterisation [25–28]. Even
though effective visual ﬁeld scoring and accurate progression def-
initions are highly desirable, the choice of standardised criteria
is still very controversial in the clinical community. We  selected
the Advanced Glaucoma Intervention Study (AGIS) scoring sys-
tem to assess VF test results. This choice comes from the current
ence in Medicine 60 (2014) 103– 112 105
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Table 1
Reliability scenarios considered in the predictive problem. Only reliable cases at t + 1
were used.
Scenario Reliability at time t
1 Reliable
2 Unreliable on FP
3  Unreliable on FN
1. VF sensitivities averaged according to groups of points related
by their relationship to nerve ﬁbre bundle (Fig. 2). To group the
variables, we  followed the well-known correspondence betweenL. Sacchi et al. / Artiﬁcial Intellig
ractice adopted by our clinical partners at Moorﬁelds Eye Hospital,
ogether with the relevance of the criteria to the study objectives
nd the available data.
The rest of this paper is organised as follows: in Section 2 we
tate the predictive problem and we address and describe the
ethodologies used to tackle it. In Section 3, we outline the results
e have obtained comparing different reliability scenarios in terms
f classiﬁcation performances. These results are then discussed in
ection 4, where advantages and limitations of the study are high-
ighted. Finally, Section 5 provides concluding remarks.
. Methods
One of the most important issues in glaucoma research is the
ttempt to model the temporal evolution of the disease. To this end,
n collaboration with our clinical partners, we have collected a large
atabase that stores approximately 54 thousand VF tests taken in a
eriod from 1986 to the end of 2010. To the best of our knowledge,
his is one of the largest databases considered in the literature for
tudies aimed at elucidating and forecasting glaucoma evolution.
.1. Predictive task formalisation
We  attempt to forecast ﬁeld loss severity at the ‘following’ visit
n the basis of VF data at the ‘current’ time point in different groups
f patients classiﬁed on the basis of reliability indices. We  address
his issue as a standard classiﬁcation problem [29], with the class
ariable being the AGIS score [22]. AGIS scores visual ﬁeld defects
ased on the number and depth of adjacent depressed test locations
n the visual ﬁeld. Depressed locations are assessed with respect
o the age-corrected normal thresholds available in the Humphrey
erimeter. Depending on the sectors of the visual ﬁeld, AGIS intro-
uces different critical values for deﬁning depression. AGIS is built
s an additive score where the different areas of the visual ﬁeld
nasal, upper hemi-ﬁeld and lower hemi-ﬁeld) contribute and sum
o form the ﬁnal metric value. The AGIS score ranges for 0–20, where
 value of 0 stands for no defect while 20 stands for end-stage
laucoma.
Since our database is made up of time series of VF tests col-
ected during patient follow-ups, to perform our classiﬁcation task
e selected a pair of visits from the time series to extract the vari-
bles and the outcome for the classiﬁcation problem. Considering
he nature of our study (a retrospective survey on patients who
tart being monitored at any stage of the disease), we chose to ran-
omly sample one of the visits of the follow-up and the following
isit for prediction. To this end, only patients with 2 or more visits
ere considered and, in the case one patient had only two tests,
hose two were selected. In the case one of the eyes of the patient
as tested more than the other, that eye was selected for sampling.
therwise, also they eye is randomly selected.
Once a visit is selected (sample visit at a generic time t), the vari-
bles related to that visit are extracted. Moreover, the AGIS score
t the following visit (time t + 1) is computed. As regards AGIS, we
hose to use a 3-levels version of the score. The motivation under-
ying this choice is twofold: on the one hand, it allows a reduction
n the number of values of the class variable and on the other it
imics the diagnostic process clinicians are currently using to rate
 patient’s status. AGIS values were grouped on the basis of clinical
nowledge according to the qualitative categorisation presented in
he AGIS paper [22]:. Mild defect: AGIS in the range [0,5]
. Moderate defect: AGIS in the range [6,11]
. Severe defect: AGIS in the range [12,20].4  Unreliable on FL
5  Any test
To better elucidate the real role of the quality indicators in fore-
casting visual loss severity we implemented a strategy that takes
into account reliability indicators at time t and at time t + 1. On
the basis of the literature and the advice of the clinical expert,
we considered false positives, false negatives and ﬁxation losses
as quality indicators. The reliability thresholds were set according
to the manufacturer of the Humphrey Field Analyzer. As we con-
sider the AGIS score as a means of evaluating disease severity, and
since this score is speciﬁcally deﬁned for tests delivered through full
threshold strategy, we  considered the reliability thresholds accord-
ingly. In more detail, VF tests where FP or FN errors exceeded the
33% or where FL exceeded the 20% were considered unreliable [30].
Similarly, a test was  considered totally reliable if all the constraints
on the FP rate, FN rate and FL rate were met. We  identiﬁed ﬁve
possible scenarios, as listed in Table 1. These scenarios are built by
considering several test reliability conditions at time t and totally
reliable tests at time t + 1. The restriction of taking into account
only reliable tests at t + 1 is made to avoid the introduction of noise
on the outcome. Since the class variable is computed at time t + 1,
considering unreliable tests at that visit could lead to consideration
of noisy class values that would negatively affect the training of the
model.
In case 1, classiﬁcation models are trained and tested on VFs
which are completely reliable at time t. In case 2, we consider tests
that fail to satisfy the reliability criteria on FP at time t. Case 3 inves-
tigates a situation where VFs are unreliable due to a high FN rate at
time t. Scenario 4 considers a case where the visit at time t shows
a failure due to ﬁxation losses. Finally, case 5 considers a situation
where we  use any kind of test at time t, regardless of reliability
indicators. As mentioned, for all ﬁve scenarios we require the tests
to be completely reliable at time t + 1.
The variables we  considered in the analyses are the following:Fig. 2. Visual ﬁeld sectors allocation to the nerve ﬁbre bundles [31].
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Table 2
Reliability indicators distribution in a sample of 1000 randomly extracted visits.
Indicator Average % of patients (std)
FP 1.6 (0.1)06 L. Sacchi et al. / Artiﬁcial Intellig
VF test locations on the retina and the nerve ﬁbre bundle dis-
position [31]. According to this strategy, a total of 6 variables
were obtained. Under the advice of the clinician, we used both
variables at time t and variables at time t + 1 as features.
. AGIS score (3-levels version) at time t + 1.
To perform the analysis presented so far, the data set was
rocessed to extract only interesting pairs of visits (e.g., in Sce-
ario 1 pairs of reliable tests). For this reason, even starting from a
arge set of patients, it is possible to be left with a small number of
ases for some speciﬁc scenario. Reducing the size of the data set
aises the important issues of sample size and class balancing. To
vercome these potential problems, we have deﬁned the bootstrap
nd class balancing procedure described in the following section.
.2. Bootstrap and class balancing
To address the problems of small sample size and unbalanced
lasses, we implemented a strategy that couples bootstrap samp-
ing with class balancing [32–34]. The methodology involves both
he creation of the bootstrap samples to train the classiﬁers and of
he test sets on which to evaluate the performance of the classi-
cation models. For each scenario, a balanced sampled data set is
reated according to the following pseudocode:
 Input:
 n boot = number of bootstrap samples
 C = number of classes in the problem
 nmC = number of examples in the minority class
 D = complete data set (matrix where the number of rows
equals the total number of examples and the number of
columns equals the total number of variables)
 Output: n boot balanced data sets
 Separate D into C subsets D1, D2, . . ., DC, each one
containing the examples of one class D = D1 U D2 U . . . U DC
 for n = 1 to n boot
 for i=1 to C
0  Bi = {sample from Di with replacement a number of
examples equal to the number of samples in Di}
1 If |Bi| > nmC
2 Bi = {take only the first nmC examples from Bi}
3 else
4 num test = number of examples NOT sampled from Di to
make up Bi
5 end
6 end
7 create a balanced training set B = B1UB2. . .UBC
8 for i=1 to C
9  Tti = {examples of Di not sampled to create Bi}
0  if |Bi| > nmC
1 Tti = {extract num test randomly selected elements
from Tti}
2 end
3 end
4 create a balanced test set T = Tt1U Tt2. . .UTtC
5 end
Once the n boot training and test sets have been created, we
uild the classiﬁcation models, obtaining performance indicators
or each bootstrap sample we create.
To evaluate and compare the classiﬁcation models we  consid-
red classiﬁcation accuracy (CA) and the area under the ROC curve
AUC). The classiﬁer we chose to exploit was Naïve Bayes. This
hoice was motivated by the characteristics of the algorithm, usu-
lly accurate despite the strong assumption of independency of
he features [35]. This has been shown in many studies, especially
elated to clinical applications [36].
Since the models will be evaluated on several bootstrapped
ata sets and then compared on different scenarios, we needed
o select suitable statistical instruments to correctly interpret the
esults. To perform multiple comparisons across scenarios, we  used
he Friedman test. When multiple scenarios are available, this test
stablishes whether there is a signiﬁcant difference between thoseFN 8.3 (0.2)
FL 22.8 (0.3)
scenarios against the null hypothesis that they are all the same.
To be able to state which pairs of scenarios are different we use
the post hoc Tukey’s honestly signiﬁcant difference (HSD) test for
multiple comparisons [37].
3. Results
3.1. Data set description
The global database we created contained 54,665 tests, includ-
ing tests delivered with both full-threshold and SITA programs. As
the AGIS score is speciﬁcally deﬁned for full threshold tests, we
considered only these tests in the analysis. A total of 28,778 tests
met  our requirements. These tests were related to 2318 patients,
of which 2307 were tested on both eyes. The average number of
follow-up visits was 6.2 (median: 3 visits, range: [1,42]). Overall,
our data set contained 0.7% of tests with an FP rate greater than
33%, 4.5% with a FN rate greater than 33% and 13% of tests showing
a FL rate outside the reliability boundaries (20%).
Following the methodology described in Section 2, for each
patient we  randomly extracted one visit and then consider that visit
and the following to build the classiﬁcation models. To understand
how FP, FN and FL rates are distributed in the data set we will be
analysing, we  randomly performed the visit sampling 1000 times,
obtaining the results shown in Table 2. In this table we report, for
each reliability indicator, the percentage of patients that show a test
outside the reliability thresholds, averaged over all the samplings;
standard deviation (std) values are shown in brackets.
3.2. Glaucoma severity prediction models: selected results
After a ﬁrst explorative analysis of the 5 proposed scenarios,
the number of tests that were unreliable due to a high FP rate was
small when compared with the total number of available tests in
our study. In the whole data set made up of full threshold tests, only
200 were unreliable due to false positives. Moreover, once the 1000
balanced bootstrap samples had been created, the median number
of FP faults was 12 per training set.
The behaviour observed in our data is conﬁrmed by several
studies in the literature that show that, among the three reliabil-
ity indicators, false positives are the least variable and occur less
frequently than ﬁxation losses or false negatives [5,8,11].
For these reasons, we decided not to pursue the analysis related
to those unreliable tests due to FP at time t (Scenario 2 in Table 1).
Fig. 3 shows the boxplots related to the classiﬁcation accuracies
obtained when using Naïve Bayes on 1000 bootstrap samples for
all remaining scenarios.
From an initial qualitative analysis, we note that performance
on tests that were unreliable due to a FN fault were poorer than
those obtained by predicting on totally reliable tests (or on tests
unreliable for other causes). As interestingly, the performances of
the classiﬁer appear comparable when we use totally reliable tests
or any data at time t.
As shown by the boxplots in Fig. 3, we obtained average accuracy
values greater than 80% in all cases, excluding only the one related
to Scenario 3 (Unreliable FN → Good). These values are in line with
the accuracy values published in the literature when MLCs were
applied to glaucoma diagnosis prediction [17].
L. Sacchi et al. / Artiﬁcial Intelligence i
Fig. 3. Distribution of the classiﬁcation accuracies obtained using a Naïve Bayesian
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slassiﬁer over 1000 bootstrapped datasets in the reliability scenarios detailed in
able 1.
To better evaluate the clinical relevance of these accuracies,
ogether with the clinical expert we deﬁned the baseline scenario
o which the performance of our predictive models should be com-
ared. In this scenario, we simply predict glaucoma severity at
 + 1 as the severity recorded at time t. For every scenario we  used
 Wilcoxon signed-rank test to compare the accuracies obtained
y our model to the baseline accuracies over the 1000 bootstrap
amples. We  obtained signiﬁcant results for all the scenarios with
-values beyond 0.01; our models out-performing the baseline
lassiﬁer.
Observing the results presented in Fig. 3, we  note that the vari-
nces of the accuracies are different across the four scenarios. This
s conﬁrmed by looking at Table 3 that reports, for each scenario, the
alues of the average classiﬁcation accuracies and standard devi-
tion, together with the number of examples contained in each of
he bootstrapped training sets. Higher standard deviations indicate
ore variability in the classiﬁcation results across the 1000 boot-
trap samples. In our case, this happens for the scenarios involving
he use of unreliable tests due to FN and FL.
Considering Fig. 3 and Table 3, we can observe that classiﬁca-
ion models trained on the largest data sets (i.e. the ones for the
ood → Good and the Any → Good scenarios) show results with
ess variability and thus more robust. This is in line with the lit-
rature, where it has been shown that classiﬁcation performance
s correlated to data set size [38].
Starting from this observation, to be able to fairly quantify the
ifferences among the four scenarios without advantaging those
hat can rely on larger training sets, we performed an additional
nalysis by slightly modifying the bootstrap algorithm presented
n Section 2.2 with the aim of creating across-scenarios balanced
ata sets. Using this strategy, we have been able to obtain balanced
ata sets within a scenario and equal-size data sets across the dif-
erent scenarios. This can be easily done by limiting the number of
xamples of each class in each data set to the number of examples
f the less represented class across all scenarios.
able 3
ata sets sizes and average classiﬁcation performance in the different reliability
cenarios.
Scenario Mean classiﬁcation
accuracy (std)
Number of examples
in each training set
Good → Good 0.8433 (0.0239) 543
Unreliable FN → Good 0.7897 (0.0490) 165
Unreliable FL → Good 0.8343 (0.0498) 138
Any data → Good 0.8709 (0.0213) 591n Medicine 60 (2014) 103– 112 107
Fig. 4 shows the boxplots of the CAs obtained when using Naïve
Bayes on the data sets balanced across the four scenarios. To cope
with the reduced number of examples in the data sets, to per-
form these analyses we  chose to increase the number of bootstrap
samples to 10,000.
Comparing Fig. 4 to Fig. 3, it is possible to note that the per-
formances of the classiﬁer remain still comparable when we use
totally reliable tests or any data at time t. Moreover, the result
related to poor classiﬁcation performances when training the
model only on unreliable tests due to FN at time t is conﬁrmed.
To compare classiﬁcation results across the different scenar-
ios, we applied the Friedman test and the post hoc Tukey’s HSD
test to these new data sets. The Friedman test resulted in a p-
value <0.01, thus suggesting that there is a difference between the
results obtained in the different scenarios. We  proceeded by apply-
ing Tukey’s test. As expected from Fig. 4, classiﬁcation accuracies
obtained using totally reliable tests and any type of test at time t are
not signiﬁcantly different (p-value >0.01). Results obtained using
totally reliable tests and tests unreliable due to FL at time t are not
signiﬁcantly different (p-value >0.01). Predicting VF loss severity
on unreliable tests due to FN at time t gave the worst results when
compared to any other scenario (all the p-values result <0.01).
The same results in terms of statistical signiﬁcance were
obtained when examining AUCs across the different scenarios.
To describe the connections between variables at the same time
point and shifting from one visit to the next, we used Bayesian
networks (BNs). A BN was built for every case study considering
the following variables: the class, the 6 VF sectors at time t and
the 6 VF sectors at time t + 1. Figs. 5–8 show the resulting networks
coupled to a VF map  representing the relationships between sectors
at time t and time t + 1. Variables are named according to the sector
on the VF map  and the time point they are related to (e.g. VF 1 t
is the visual ﬁeld sensitivity averaged according to sector 1 on the
map  considered at time t).
The networks that we  show are summary networks derived
by merging the results of 1000 runs of the bootstrap strategy.
Networks were merged according to a strategy aimed at taking into
account the number of times a link was preserved in the 1000 runs
of the learning process. According to this strategy, a weight was
given to each edge, representing the conﬁdence of the connection it
identiﬁed. The conﬁdence of an edge is deﬁned as follows [39]:
Confidence = 1
m
m∑
i=1
ei
where m is the number of bootstrap samples (1000 in this case) and
ei equals 1 if e is an edge in the ith network and 0 otherwise. In the
presented graphs, we chose to plot only edges with a conﬁdence
>0.5.
In the ﬁgures, the networks are coupled with two  VF maps, one
for time t and the other for time t + 1. An edge connects the VF
areas linked in the BN. With this representation we aim to give a
more intuitive picture of VF sector relationships from an anatomical
viewpoint and to thus help the clinical interpretation of results.
4. Discussion
The aspect of checking patient’s reliability during a VF test is
very important since it should result in a more accurate thresh-
old estimation. Nevertheless, it is also a time-consuming procedure
that can increase test duration, thus fatiguing the patient [40,41].
Moreover, if a test turns out to be unreliable it needs to be repeated,
resulting in additional testing time and possibly more noise. For
these reasons, it is important to study how the quality of a test
actually impacts the capability of assessing the damage related
to VF loss. Finding a way  to understand which tests need to be
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uig. 4. Distribution of the classiﬁcation accuracies obtained using a Naïve Bayesia
etailed in Table 1.
iscarded and which can still be helpful to elucidate the disease
volution is a crucial aspect of glaucoma research. The ques-
ions that we addressed in this paper are: did the information
nderlying an unreliable test make it useless to understand and
Fig. 5. Bayesian network and visual ﬁeld maps related to reliability Ssiﬁer over 10,000 bootstrapped datasets balanced across the reliability scenarios
predict glaucoma severity? Was  there any difference among the
quality indicators in the way they impact VF loss acuity prediction?To answer these questions, we trained a Naïve Bayesian classi-
ﬁer in different clinical scenarios to evaluate the global meaning of
cenario 1 (reliable data at time t and reliable data at time t + 1).
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uality indicators and the effect that each of them had on prediction
esults.
A noteworthy result is that in Figs. 3 and 4. From these graphs
e noticed that the classiﬁer trained on any kind of test, regard-
ess of its reliability, has performance comparable to the classiﬁer
rained only considering totally reliable tests at time t. This means
hat adding less reliable tests does not have a negative impact on
he classiﬁcation model obtained using only completely reliable
ata. These results are conﬁrmed both by the CA and by the AUC
erformance indicators. This is an encouraging result, as it implies
hat discarding unreliable tests might not always be necessary and
an possibly be avoided in cases when patients are particularly
ired (e.g. aged or ill patients) or non-compliant. This would help
n limiting patient’s fatigue, which is often the cause for poor tests
esults.
As we were intuitively expecting, both AUC and CA showed high
alues when considering totally reliable tests in both consecutive
isits. Interestingly, these values were higher but not signiﬁcantly
ifferent from the ones obtained by using tests that failed for ﬁxa-
ion losses at time t. This suggests that also including tests that do
ot respect criteria for ﬁxation losses does not signiﬁcantly affect
he performance of the classiﬁer. Fixation losses have been shown
everal times to be the most ﬂexible reliability index since theyo 3 (data unreliable do to FN at time t and reliable data at time t + 1).
depend on blind spot positioning. Some studies have showed that
raising the FL Humphrey cut-off from 20% to 33% can signiﬁcantly
reduce the required re-test rates without compromising defect
identiﬁcation [42,43]. Coupling the literature conclusions with our
results suggests that keeping FL unreliable tests in the analyses does
not impact signiﬁcantly on classiﬁcation performance.
The worst classiﬁcation results were obtained for Scenario 3,
where variables related to tests exceeding the threshold on FN
rate were used for prediction. In this case, using only tests which
registered a high number of false negatives had a negative effect
on classiﬁcation results. Patients showing a high FN rate were
patients that cannot see a supra-threshold stimulus given at a loca-
tion where retinal sensitivity had been previously assessed. It is
known from the literature that false negative responses correlate
with patient status, increasing as glaucomatous VF loss increases
[10,25,44]. This may result in visual ﬁeld ﬂuctuations that do not
allow the patient to see spots of light (previously seen). Neverthe-
less, this has an impact on the quality of the recorded threshold
values, originating from noisier and less reliable data. This direct
effect on VF variables is probably what we detect in our classiﬁca-
tion results: poorer performances due to a higher level of noise.
The results from the analysis of the classiﬁcation performances
can be further supported by evaluating the BNs. These give us an
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dea of how the variables (corresponding to different VF sectors)
re linked to each other within the same visit and between two
onsecutive visits. As we see from Figs. 5 to 8, all the variables were
ound to be strongly connected to the class variable (AGIS), meaning
hat they were all useful for predicting the outcome. While this is
ore intuitive for variables at time t + 1 (the AGIS score is related
o the visual loss at the same visit), it is interesting that the AGIS
core at the following visit can be predicted by considering the VF
alues at time t.
If we consider the links between the VF variables, we notice that
he most connected network is the one extracted considering reli-
ble tests at time t (13 connections between the variables, 10 of
hich link different visits). Both the networks extracted consid-
ring any data and unreliable tests due to FN at time t show 6
onnections among the variables, while the less connected network
s that related to the case of FL tests failing at time t (only 2 links
etween VF variables).
If we take a closer look at the strength of connections that
haracterise the networks, we can see that the network with, on
verage, the strongest links is the one corresponding to Scenario 5
any data at time t), with an average weight of the links of 0.87. A
igh edge weight means that the link is strongly preserved across
he 1000 bootstrap rounds. A high average edge weight in the net-
ork suggests that this is the most robust network and that its linksio 4 (data unreliable do to FL at time t and reliable data at time t + 1).
can be trusted more than those in other networks. Interestingly,
the network with weaker links turned out to be that extracted in
the case of failed tests due to false negatives at time t (average links
weight: 0.78). The fact that this network seems to be the less robust
through the considered samples conﬁrms results already obtained
for classiﬁcation performances, suggesting that using just FN unre-
liable tests to predict future disease severity is inadvisable. These
tests are too noisy to be able to provide all the information needed
to assess disease severity robustly.
To evaluate the links between the anatomical sectors of the
visual ﬁeld map, we  decided to focus only on Scenarios 1 and 5.
Considering the same time point, both scenarios extracted a link
between sectors 1 and 2 and between sectors 5 and 6. It is inter-
esting that the sectors involved in these pairs were anatomically
adjacent to each other, suggesting that these areas were damaged
concurrently. Moreover, the three sectors 2, 5 and 6 all include test
locations belonging to the nasal part of the VF. The nasal step is a
well-known glaucomatous visual ﬁeld defect, which characterises
the onset of the disease. This defect is often accompanied by more
central defects [45], and this is conﬁrmed in our results by the pres-
ence of the inner points belonging to regions 5 and 6 of the VF
map.
The links between the variables at time t and variables at time
t + 1 are noteworthy, since they suggest a temporal pattern of
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volution of the VF loss, describing how different areas of the visual
eld get depressed in time. This is important, as we are aware that
isual defects follow speciﬁc patterns according to the anatomy
f the retinal nerve ﬁbre layer [46]. As derived using BNs, we  can
ypothesise that changes in a certain VF sector at one time can
ause another sector at the following visit to change. Also from
he literature, it is known that disease progression is most likely to
ccur in proximity to previous defects, as the affected part of the
ptic nerve head is weaker and more vulnerable to further changes
45]. The two  scenarios that we consider agreed only on the link
hat connected VF6 at time t to VF2 at time t + 1. This is a sign of
 defect that, having developed in the lower hemi-ﬁeld, crosses to
he upper hemi-ﬁeld. Some ring shaped defects are documented
n the literature, where the damage starts affecting the upper or
ower part of the visual ﬁeld including a nasal step, which then
oves towards the other hemi-ﬁeld and spreads towards the centre
45].
. Conclusions
In this study we presented an evaluation of the role of quality
ndicators in glaucoma visual ﬁeld testing. We  compared different
eliability scenarios to understand the impact of introducing into
he data analysis process tests that would normally be discarded
s unreliable in clinical practice. We  tackled the problem from a
achine learning viewpoint, setting up a classiﬁcation framework Scenario 5 (any data at time t and reliable data at time t + 1).
where we  predicted glaucoma severity using AGIS categories as the
outcome.
We obtained interesting results showing that classiﬁcation
modelling was not negatively affected by the inclusion of less
reliable tests in the training process. Moreover, we showed that
different quality indicators give different effects on prediction
results. Training classiﬁers using tests that exceed the ﬁxation
losses threshold do not have a deteriorating effect on classiﬁcation
results. On the contrary, using only tests that fail to comply with
the constraint on false negatives signiﬁcantly decreases accuracy
of the results.
The results of this study are encouraging and their translation
into clinical practice is highly desirable as they could improve the
current way tests are delivered. In order to complete this process
though, some further investigations are required. Future work will
be devoted to exploring new quantitative thresholds to ensure high
quality testing and a low re-test rate. This could assist doctors in
tuning patient follow-up and therapeutic plans, thus possibly slow-
ing down disease progression.
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