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UNIVALENT HARMONIC MAPPINGS WITH INTEGER OR
HALF-INTEGER COEFFICIENTS
S. PONNUSAMY AND J. QIAO †
Abstract. Let S denote the set of all univalent analytic functions f(z) = z +∑∞
n=2 anz
n on the unit disk |z| < 1. In 1946 B. Friedman found that the set S of
those functions which have integer coefficients consists of only nine functions. In
a recent paper Hiranuma and Sugawa proved that the similar set obtained for the
functions with half-integer coefficients consists of twelve functions in addition to
the nine. In this paper, the main aim is to discuss the class of all sense-preserving
univalent harmonic mappings f on the unit disk with integer or half-integer co-
efficients for the analytic and co-analytic parts of f . Secondly, we consider the
class of univalent harmonic mappings with integer coefficients, and consider the
convexity in real direction and convexity in imaginary direction of these mappings.
Thirdly, we determine the set of univalent harmonic mappings with half-integer
coefficients which are convex in real direction or convex in imaginary direction.
1. Introduction
Assume that f = u + iv is a complex-valued harmonic function defined on the
unit disk D = {z ∈ C : |z| < 1}, i.e. u and v are real harmonic in D. Then f admits
the decomposition f = h + g, where h and g are analytic in D. Often h and g are
referred to as the analytic and co-analytic parts of f , respectively. If in addition f
is univalent in D, then f has a non-vanishing Jacobian in D, where the Jacobian of
f is given by
Jf (z) = |fz(z)|2 − |fz¯(z)|2 = |h′(z)|2 − |g′(z)|2.
We say that f is sense-preserving in D if Jf (z) > 0 in D. Moreover, the converse is
also true, see [17]. If f is sense preserving, then the complex dilatation ω := g′/h′
is analytic in D and maps D into D.
Denote by SH the class of all univalent sense-preserving harmonic mappings f =
h+ g with the power series expansions of h and g about the origin are given by
(1) h(z) = z +
∞∑
n=2
anz
n and g(z) =
∞∑
n=1
bnz
n, z ∈ D,
where we write for convenience a0 = 0 and a1 = 1. Also, let
S0H = {f ∈ SH : fz¯(0) = 0},
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2 S. PONNUSAMY, J. QIAO
so that S0H ⊂ SH , and let S = {f = h+g ∈ S0H : g(z) ≡ 0}. Just like the class S has
been a central object in the study of univalent function theory, S0H plays a vital role
in the study of harmonic univalent mappings (see [4, 8]). The Bieberbach conjecture
had been a driving force to develop the theory of univalent functions for a long time
([10, 21, 7]) and was finally solved in the affirmative by Louis de Branges in 1985.
On the other hand, the corresponding coefficient conjecture for the class S0H has not
been solved even for the second coefficient of the analytic part h of f ∈ S0H ([4, 8]).
We say that a harmonic function f = h + g in D has integer coefficients if all the
Taylor coefficients an of h and bn of g are (rational) integers. A similar convention
applies when we say f = h + g has half-integer coefficients. In 1946, Friedman [9]
proved the following interesting result and for a simple proof of it, we refer to [18]
(see also [24]).
Theorem A. If f ∈ S has integer coefficients, then f is one of the nine functions
from SZ, where
(2) SZ =
{
z,
z
1± z ,
z
1± z2 ,
z
(1± z)2 ,
z
1± z + z2
}
.
In [15], Jenkins presented a different proof of Theorem A extending the results also
to functions with coefficients in an imaginary quadratic extension of the rationals,
see also [27, 28]. It is a natural question to determine all functions f = h + g in
SH such that h and g have integer coefficients. We obtain the following surprising
result.
Theorem 1. If f = h+ g ∈ SH have integer coefficients, then f is one of the nine
functions from SZ.
The key ingredient in the proof of Theorem A is the Area Theorem due to Gronwall
[12]. We refer to the work of Jenkins [15] for some information that led to Theorem
A and some related ideas. Unfortunately, there is no corresponding area theorem for
the harmonic case as in the lines of proof of Theorem A. So, it becomes necessary to
obtain a suitable method to obtain a proof of Theorem 1. In Section 3, we present
a proof of Theorem 1 and the proof uses Theorem A and a result of Rogosinski on
subordination.
A univalent harmonic function f in D is said to be convex (resp. starlike, close-
to-convex) if f is univalent and maps D onto a convex (resp. starlike with respect
to the origin, close-to-convex) domain (see [7, 8, 10, 21]). Observe that each f ∈ SZ
is starlike in D.
Definition 1. A domain D ⊂ C is called convex in the direction α (0 ≤ α < pi) if
every line parallel to the line through 0 and eiα has a connected intersection with
D. A univalent harmonic function f in D is said to be convex in the direction α if
f(D) is convex in the direction α.
Obviously, every function that is convex in the direction α (0 ≤ α < pi) is neces-
sarily close-to-convex. Clearly, a convex function is convex in every direction. The
class of functions convex in one direction has been studied by many mathematicians
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(see, for example, [5, 13, 16, 25]) as a subclass of functions introduced by Robertson
[22]. We denote by CV(1) (resp. CV(i)) the class of functions convex in the direction
of the real axis (resp. in the direction of the imaginary axis). Functions in these
classes are referred to as convex in real direction and convex in imaginary direction,
respectively.
We continue to discuss the geometric property of the functions in SZ and refor-
mulate the following version of Theorem 1.
Theorem 2. Let f ∈ SH or f ∈ S be a function with integer coefficients. Then
f ∈ CV(1) if and only if f is one of the eight functions from the set
SZ\
{
z
1− z2
}
and f ∈ CV(i) if and only if f is one of the four functions from the list{
z,
z
1± z ,
z
1− z2
}
.
Proof of Theorem 2 is an easy consequence of looking at the image domains of
f ∈ SZ. But for the sake of completeness, we shall present its proof.
Recently, Hiranuma and Sugawa [14] determined univalent functions with half-
integer coefficients.
Theorem B. [14, Theorem 1.2] Suppose that all the coefficients an of a function f
in S are half-integers. Then f is one of twenty one functions from SZ∪T , where SZ
consists of nine functions given by (2) and T consisting of twelve functions given
by T = T1 ∪ T2, where
(3) T1 =
{
z ± z
2
2
,
z(2± z)
2(1± z) ,
z(2± z2)
2(1± z2) ,
z(2± z)
2(1− z2) ,
z(2± z)
2(1± z)2
}
and
(4) T2 = {f+(z), f−(z)}
with
f+(z) =
z(2− z + z2)
2(1− z + z2) and f−(z) =
z(2 + z + z2)
2(1 + z + z2)
.
In [20], the authors pointed that each f ∈ SZ is not only starlike in D but is
also belonging to the class U of normalized analytic functions in D satisfying the
condition ∣∣∣∣∣f ′(z)
(
z
f(z)
)2
− 1
∣∣∣∣∣ < 1
for |z| < 1. As observed in [14], a similar observation is not possible for the addi-
tional twelve functions belonging to the set T . By a careful analysis, the authors
[14] showed that every f ∈ T1 is close-to-convex in D. The two univalent functions
f+(z) and f−(z) in T2 are neither close-to-convex nor belong to U . We remark that
an analytic function that is convex in one direction is necessarily close-to-convex,
but the converse is not true. Since the class of harmonic functions convex in real
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direction and the class of harmonic functions convex in imaginary direction have
special role in geometric function theory, these classes of univalent harmonic map-
pings can be characterized by its analytic part and anti-analytic part (see Lemma
C, and Lemma D with α = pi/2). Thus, it is natural to investigate the class of all
univalent harmonic mappings with half-integer coefficients convex in real direction
or convex in imaginary direction.
Theorem 3. Let f ∈ S0H(12Z), i.e. f ∈ S0H with half-integer coefficients. If f is
convex in real direction, then f is one of the twenty one functions from S1∪T3∪T4,
where
S1 =
{
z,
z
1± z ,
z
1 + z2
,
z
(1± z)2 ,
z
1± z + z2
}
,
T3 =
{
z ± z
2
2
,
z(2± z)
2(1± z) ,
z(2 + z2)
2(1 + z2)
,
z(2± z)
2(1± z)2
}
,
and
(5)
T4 =
{
Re
(
z
(1∓ z)2
)
+ iIm
(
z
1∓ z
)
,Re
(
z
1∓ z
)
+ iIm
(
z
(1∓ z)2
)
, z ± z
2
2
}
We remark that, in the proof, functions in T4 are represented in the sequence by
f3(z), f6(z), f9(z), f11(z), f17(z), f20(z), respectively. We emphasize that there exists
only six functions in S0H(12Z) ∩ CV(1) that are not conformal.
Theorem 4. Let f ∈ S0H(12Z). If f is convex in imaginary direction, then f is one
of the eleven functions from T5 ∪ T6, where
(6) T5 =
{
z,
z
1± z ,
z
1− z2 ,
z(2± z)
2(1± z) ,
z(2− z2)
2(1− z2) ,
z(2± z)
2(1− z2)
}
and
T6 =
{
Re
(
z
1− z
)
+ iIm
(
z
(1− z)2
)
, Re
(
z
1 + z
)
+ iIm
(
z
(1 + z)2
)}
.
It is worth pointing out from Theorem 4 that there exists only two functions in
S0H(12Z) ∩ CV(i) that are not conformal.
We briefly describe the organization of the paper. In Section 2, we recall necessary
lemmas that are required for the proofs of Theorems 1 and 2 and the proofs of these
theorems will be given in Section 3 while the proofs of Theorems 3 and 4 will be
presented in Section 4.
We end the section with a conjecture.
Conjecture 1. Let f ∈ S0H(12Z). Then f is one of twenty seven functions fromSZ ∪ T1 ∪ T2 ∪ T4 where SZ, T1, T2, T4 are given by (2), (3), (4), and (5) respectively.
5. Illustrations through figures
Using Mathematica, we present the images of the unit disk D under some of these
mappings.
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2. Lemmas
In proving our theorems we will need a few known lemmas. The first lemma is
popularly known as Clunie and Sheil-Small’s shear construction theorem [4, Theorem
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5.3] which produces a univalent harmonic function that maps D onto a domain
convex in the direction of the real axis.
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Lemma C. A harmonic f = h + g locally univalent in D is a univalent mapping
of D onto a domain convex in the direction of the real axis if and only if h− g is a
conformal univalent mapping of D onto a domain convex in the direction of the real
axis.
If f = h+ g is convex in the direction α, then
e−iαf = e−iαh+ eαg and e−iαh− eiαg = e−iα(h− e2iαg)
are convex in the direction of the real axis, and hence the function h − e2iαg is
convex in the direction α. Thus, a natural corollary to Lemma C may be stated
in the following precise form so that f = h + g is convex in the direction of the
imaginary axis if and only if h+ g is convex in the direction of the imaginary axis,
in particular.
Lemma D. A harmonic f = h+ g locally univalent in D is a univalent mapping of
D onto a domain convex in the direction α (0 ≤ α < pi) if and only if h− e2iαg is a
conformal univalent mapping of D onto a domain convex in the direction α.
Paul Greiner [11] has constructed numerous examples using the method of shear-
ing. In the proofs of Theorems 3 and 4, the discussion on different cases and sub-
cases give a number of univalent harmonic mappings that are especially convex in
real direction and/or convex in vertical direction. However, only few of them have
half-integer coefficients.
Next, we recall a useful result by Royster and Ziegler [25] concerning analytic
mappings convex in one direction. Several particular cases of this result is helpful
in testing whether an analytic mapping is convex in a direction.
Lemma E. [25, Theroem 1] Let ϕ(z) be a non-constant function analytic in D.
The function ϕ(z) maps univalently D onto a domain convex in the direction of
imaginary axis if and only if there are numbers µ and ν, 0 ≤ µ < 2pi and 0 ≤ ν ≤ pi,
such that
(7) Re {−ieiµ(1− 2ze−iµ cos ν + z2e−2iµ)ϕ′(z)} ≥ 0, z ∈ D.
Again, since a function ϕ is convex in real direction if and only if the function iϕ
is convex in imaginary direction, the following version is a consequence of Lemma
E.
Lemma F. Let ϕ(z) be a non-constant function regular in D. The function ϕ(z)
maps univalently D onto a domain convex in the direction of real axis if and only if
there are numbers µ and ν, 0 ≤ µ < 2pi and 0 ≤ ν ≤ pi, such that
(8) Re {eiµ(1− 2ze−iµ cos ν + z2e−2iµ)ϕ′(z)} ≥ 0, z ∈ D.
Using Royster and Ziegler’s result, Schaubroeck [26] investigated certain proper-
ties of the class of functions convex in a direction.
Lemma G. [8, p.87, Theorem] For all functions f ∈ S0H , the sharp inequality
|b2| ≤ 12 holds, with equality if and only if ω(z) = eiαz for some real α.
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The notion of subordination is an important property in analytic function theory,
see [7, 23]. For analytic functions f and g in D, we say that f is subordinate to g,
written f(z) ≺ g(z) or simply f ≺ g, if there exists a Schwarz’ function ϕ (i.e. ϕ
is analytic in D with ϕ(0) = 0 and |ϕ(z)| < 1 for z ∈ D) such that f(z) = g(ϕ(z)).
The condition implies that f(0) = g(0) and |f ′(0)| ≤ |g′(0)|. If, in addition, g is
univalent, then f ≺ g if and only if f(D) ⊂ g(D) and f(0) = g(0).
The following result due to Rogosinski [23] (see also Duren [7, p.195, Theorem
6.4]) is crucial in the proof of Theorem 1.
Lemma H. If g(z) =
∑∞
n=1 bnz
n is analytic in D and g ≺ f for some convex
function from f ∈ S, then |bn| ≤ 1 for n ≥ 1.
3. The proofs of Theorems 1 and 2
3.1. Proof of Theorem 1. Let f = h+ g ∈ SH , where h and g have the standard
form given by (1):
h(z) = z +
∞∑
n=2
anz
n and g(z) =
∞∑
n=1
bnz
n
where an, bn are integers. Since f is sense-preserving, we have Jf = |h′|2 − |g′|2 > 0
so that ϕ′(z) 6= 0 in D for ϕ(z) = h(z)− g(z), and |b1| = |g′(0)| < |h′(0)| = 1 which
implies that b1 = 0. Thus, f ∈ S0H . But then, by Lemma G, |b2| ≤ 1/2. Since b2 is
an integer, we must have b2 = 0.
Now, we claim that g(z) ≡ 0 in D. Suppose on the contrary that g is not identically
zero. Because f is sense-preserving, we have |h′| = |g′ + ϕ′| > |g′|, that is∣∣∣∣ g′ϕ′ + 1
∣∣∣∣ > ∣∣∣∣ g′ϕ′
∣∣∣∣ , i.e. Re{ g′(z)ϕ′(z)
}
> −1
2
for z ∈ D.
In terms of subordination, we may rewrite the last inequality as
g′(z)
ϕ′(z)
≺ z
1− z for z ∈ D.
Let n0 = min{n : bn 6= 0} and observe that ϕ′(z) = 1 +
∑∞
n=2 n(an− bn)zn−1 6= 0 in
D so that 1/ϕ′ has the form
1
ϕ′(z)
= 1 +
∞∑
n=1
cnz
n.
Then bn0 6= 0 for some n0 > 2 and therefore, we have the representation
g′(z)
ϕ′(z)
= n0bn0z
n0−1 +
∞∑
n=n0
dnz
n for z ∈ D.
By Lemma H, we deduce that |n0bn0| ≤ 1. Since bn0 is an integer and n0 > 2, it
follows that bn0 = 0 which is a contradiction. Thus, we conclude that g(z) ≡ 0.
Finally, the proof of the theorem follows from Theorem A. 
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3.2. Proof of Theorem 2. Let f ∈ SH (resp. S) with integer coefficients. Then
it follows from Theorem 1 (resp. Theorem A) that
f ∈ SZ =
{
z,
z
1± z ,
z
1± z2 ,
z
(1± z)2 ,
z
1± z + z2
}
.
Clearly, z, z/(1−z) and z/(1+z) are convex in D. In particular, these three functions
belong to CV(1) ∩ CV(i). Next, we need to consider the remaining functions with
the help of either the condition (7) or (8).
Case 1. The function ϕ(z) = z/(1 + z2).
If we choose µ = 0 and ν = pi/2 in Lemma F then for this ϕ(z), we obtain that
Re {(1 + z2)ϕ′(z)} = Re
{
1− z2
1 + z2
}
> 0, z ∈ D,
which implies that ϕ(z) is convex in real direction. Moreover, since
ϕ(eiθ) =
eiθ
1 + e2iθ
=
1
2 cos θ
,
it follows that ϕ(z) maps D onto the complex plane slit along the two half-lines
y = 0, |x| ≥ 1/2. Note that ϕ(z) is not convex in imaginary direction.
Next, we consider the case ψ(z) = z/(1−z2) and observe that ψ(z) = −iϕ(iz). As
consequence of this observation, we see that ψ is convex in imaginary direction and
ψ(z) maps D onto the complex plane slit along the two half-lines x = 0, |y| ≥ 1/2.
In particular, ψ(z) is not convex in real direction.
Case 2. The Koebe function k(z) = z/(1− z)2.
It is well-known that k(z) maps D onto the complex plane slit along the half-line
y = 0, x < −1/4 and so, k ∈ CV(1)\CV(i).
Next, we let p(z) = z/(1 + z)2 and observe that p(z) = −k(−z). Thus, p(z) maps
D onto the complex plane slit along the half-line y = 0, x > 1/4 and so, has similar
geometric properties as that of k(z).
Case 3. The function ϕ(z) = z/(1− z + z2).
If we choose µ = 0 and ν = 2pi/3 in Lemma F, then we have
Re {(1− z + z2)ϕ′(z)} = Re
{
1− z2
1− z + z2
}
> 0, z ∈ D,
because the inversion
1− z + z2
1− z2 =
1
1 + z
+
z2
1− z2
obviously has positive real part. Thus, by Lemma F, ϕ(z) is convex in real direction.
Moreover, as
ϕ(eiθ) =
eiθ
1− eiθ + e2iθ =
1
2 cos θ − 1 ,
it follows easily that ϕ(z) maps D onto the complex plane slit along the two half-lines
y = 0, x < −1/3 and y = 0, x > 1. In particular, ϕ(z) ∈ CV(1)\CV(i).
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Finally, if ψ(z) = z/(1 + z + z2), then ψ(z) = −ϕ(−z) so that ψ(z) maps D onto
the complex plane slit along the two half-lines y = 0, x > 1/3, and y = 0, x < −1.
Consequently, ψ(z) ∈ CV(1)\CV(i). 
4. The proofs of Theorems 3 and 4
We need the following lemma which gives the complete information on the set of
all univalent functions with half-integer coefficients, that are either convex in real
direction or convex in imaginary direction.
Lemma 1. Let f ∈ S with half-integer coefficients. Then f is convex in real direc-
tion if and only if f ∈ S1 ∪ T3, where
S1 = SZ\
{
z
1− z2
}
and T3 = T1\
{
z(2− z2)
2(1− z2)
}
.
Moreover, f is convex in imaginary direction if and only if f is one of the nine
functions from T5, where SZ, T1 and T5 are given by (2), (3), and (6), respectively.
Proof. Assume that f ∈ S with half-integer coefficients. According to Theorem B,
f must belong to SZ∪T1∪T2, where T2 = {f+(z), f−(z)} is given by (4) and observe
that
f+(z) =
z(2− z + z2)
2(1− z + z2) and f−(z) =
z(2 + z + z2)
2(1 + z + z2)
are not close-to-convex and hence, can neither be convex in real direction nor be
convex in imaginary direction. Thus, in view of Theorem 2, is suffices to deal with
only the functions in T1. Consequently, we need to check which functions in T1 are
convex in real direction or convex in imaginary direction.
Case 1. The function ϕ1(z) = z − z2/2.
Choose µ = 0 and ν = 2pi/3 in Lemma F with ϕ = ϕ1. Then ϕ1(z) maps D
univalently onto a domain convex in real direction, since
Re {(1 + z + z2)ϕ′1(z)} = Re {1− z3} > 0.
The line x = 1/2 intersects the boundary of the image domain ϕ1(D) at least with
three points: (1
2
, 0), (1
2
, 1), (1
2
,−1). It follows that ϕ1(z) is not convex in imaginary
direction.
Setting ψ1(z) = −ϕ1(−z) shows that ψ1(z) is convex in real direction but not
convex in imaginary direction.
Case 2. The function ϕ2(z) = z(2− z)/(2(1− z)).
If we set µ = 0 and ν = 0 in Lemma F with ϕ = ϕ2, then the condition (8) is
satisfied, since
Re {(1− z)2ϕ′2(z)} = Re
{
(1− z)2 (1− z)
2 + 1
2(1− z)2
}
=
1
2
Re {1 + (1− z)2} > 0,
showing that ϕ2(z) is convex in real direction.
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Similarly, if we choose µ = pi
2
and ν = pi
2
in Lemma E with ϕ = ϕ2, then (7) is
also satisfied, since
Re {(1− z2)ϕ′2(z)} = Re
{
(1− z2)(1− z)
2 + 1
2(1− z)2
}
=
1
2
Re
{
1− z2 + 1 + z
1− z
}
> 0,
which gives that ϕ2(z) is also convex in imaginary direction.
Now, for the function ψ2(z) = z(2 + z)/(2(1 + z)), we observe that ψ2(z) =
−ϕ2(−z) and therefore, ψ2(z) is convex both in real and imaginary direction.
Case 3. The function ϕ3(z) = z(2− z2)/(2(1− z2)).
Choose µ = pi
2
and ν = pi
2
in Lemma E with ϕ = ϕ3. Then, the condition (7) is
also satisfied, since
Re {(1− z2)ϕ′3(z)} = Re
{
(1− z2)2− z
2 + z4
2(1− z2)2
}
=
1
2
Re
{
1− z2 + 1 + z
2
1− z2
}
> 0.
Thus, ϕ3(z) is convex in imaginary direction. Next, we observe that
ϕ3(e
iθ) =
eiθ(2− e2iθ)
2(1− e2iθ) =
cos θ
2
+ i
(
sin θ
2
+
1
4 sin θ
)
,
and so, it is a simple exercise to verify that the line y = 3/4 meets the boundary
of the image domain ϕ3(D) at least with three points: (
√
3
4
, 3
4
), (−
√
3
4
, 3
4
), (0, 3
4
).
Consequently, ϕ3(z) is not convex in real direction.
Again if we let ψ3(z) = z(2 + z
2)/(2(1 + z2)), then, since ψ3(z) = −iϕ3(iz), it
follows easily that ψ3(z) is convex in real direction but is not convex in imaginary
direction.
Case 4. The function ϕ4(z) = z(2− z)/(2(1− z2)).
For this function, we see that
4ϕ4(z)− 1 = −1 + 4z − z
2
1− z2 ,
and
ϕ4(e
iθ) =
eiθ(2− eiθ)
2(1− e2iθ) =
2− eiθ
−4i sin θ =
1
4
− i2− cos θ
4 sin θ
.
Therefore, it follows easily that ϕ4(z) maps the unit disk D onto the complex plane
slit along the two half-lines 1
4
+ iy, |y| ≥ √3/4. In particular, ϕ4(z) is convex in
imaginary direction, but not convex in real direction.
Now, for the function ψ4(z) = z(2 + z)/(2(1− z2)), we see that ψ4(z) = −ϕ4(−z)
and therefore, we conclude that ψ4(z) maps D onto the complex plane slit along
the two half-lines −1
4
+ iy, |y| ≥ √3/4. In particular, ψ4(z) is convex in imaginary
direction, not convex in real direction.
Case 5. The function ϕ5(z) = z(2− z)/(2(1− z)2) = (1− (1− z)2)/(2(1− z)2).
If we choose µ = 0 and ν = 0 in Lemma F with ϕ = ϕ5, then
Re {(1− z)2ϕ′5(z)} = Re
{
1
1− z
}
> 0,
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which shows that ϕ5(z) is convex in real direction. Further, it is easy to check that
the boundary of the image domain ϕ5(D) is the parabola 8u + 16v2 + 3 = 0. In
particular, ϕ5(z) is not convex in imaginary direction.
Finally, if we let ψ5(z) = z(2+z)/(2(1+z)
2), then we have ψ5(z) = −ϕ5(−z) and
therefore, ψ5(z) is convex in real direction, but is clearly not convex in imaginary
direction.
The desired conclusion follows if we compile all the above cases together. 
Now, we are ready to prove Theorems 3 and 4.
4.1. Proof of Theorem 3. Let f = h + g ∈ S0H(12Z) such that f ∈ CV(1), and
further let ϕ = h − g, where h and g have the standard form given by (1) with
b1 = 0:
h(z) = z +
∞∑
n=2
anz
n and g(z) =
∞∑
n=2
bnz
n.
According to Lemma C, since f is univalent, f ∈ CV(1) if and only if ϕ is a conformal
univalent mapping such that ϕ ∈ CV(1). Moreover, as f ∈ S0H(12Z), we observe that
the analytic function ϕ = h − g also has half-integer coefficients. It follows from
Lemma A that ϕ ∈ S1 ∪ T3, where S1 and T3 are defined as in Lemma 1. As in the
proof of Theorem 1, since f is sense-preserving, an analysis shows that
g′(z)
ϕ′(z)
≺ z
1− z , z ∈ D,
where ϕ(z) is locally univalent analytic function in D satisfying the normalization
condition ϕ(0) = 0 and ϕ′(0) = 1. By Lemma H, we obtain that |b2| ≤ 1/2. As 2b2
is an integer, we must have either b2 = 0 or b2 = ±1/2. These two conditions are
necessary for f to belong to S0H(12Z).
Case 1. The case b2 = 0.
We claim that g(z) ≡ 0. Suppose on contrary that g(z0) 6= 0 for some z0 ∈ D.
Then, we may let n0 = min{n : bn 6= 0} so that
1
ϕ′(z)
= 1 +
∞∑
n=1
cnz
n.
Note that bn0 6= 0 (n0 ≥ 3) and
g′(z)
ϕ′(z)
= n0bn0z
n0−1 +
∞∑
n=n0
dnz
n.
By Lemma H, we have |n0bn0 | < 1, since bn0 is a half-integer and n0 ≥ 3, it follows
that bn0 = 0 which is a contradiction. Thus, g(z) ≡ 0 in D and hence, by Lemma
A, the analytic part h of f must belong to one of the functions from the set S1 ∪T3.
The conditions b2 = ±1/2 are necessary for f to belong to S0H(12Z), but not
sufficient to claim f ∈ S0H(12Z) as we can see below in a number of examples.
Case 2. The case b2 = ±1/2.
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Since b2 = ±1/2, by Lemma G, we deduce that ω(z) = eiαz. Because 2an and
2bn are integers and the dilatation ω(z) satisfies the condition g
′(z) = ω(z)h′(z), α
is either 0 or pi and thus, ω(z) = ±z.
Solving g′(z) = ω(z)h′(z) together with ϕ(z) = h(z)− g(z) gives us the harmonic
function f(z) in a convenient form:
(9) f(z) = h(z) + g(z) = 2Reh(z)− ϕ(z), with h(z) =
∫ z
0
ϕ′(t)
1− ω(t) dt
where ω(z) = ±z. We divide the remaining part of the proof into several subcases
and in all these cases, we need first to compute the integral in (9).
Subcase 1. The case ϕ(z) = z and ω(z) = ±z.
Evaluating the integral in (9) with ϕ(z) = z and ω(z) = z yields
h(z) = − log(1− z)
and when ϕ(z) = z and ω(z) = −z, it gives h(z) = log(1 + z). Thus, the corre-
sponding functions in questions in these two cases are given by
f1(z) = −2 log |1− z| − z and f2(z) = 2 log |1 + z| − z.
Note that both the analytic and co-analytic parts of the univalent harmonic functions
f1(z) and f2(z) do not have half-integer coefficients, although they are convex in real
direction. It can be easily seen that f1(z) maps D onto a domain bounded by three
concave arcs, with cusps at the points − log 2± i and ∞.
Subcase 2. The case ϕ(z) = z/(1− z) and ω(z) = ±z.
The analytic part h(z) in (9) when ϕ(z) = z/(1 − z) and ω(z) = ±z takes the
form
h(z) =
∫ z
0
dt
(1− t)2(1− ω(t))
=

1
2
(
1
(1− z)2 − 1
)
for ω(z) = z,
z
2(1− z) +
1
4
log
(
1 + z
1− z
)
for ω(z) = −z.
In the case when ω(z) = z, a simplification with the above h gives
f3(z) = h(z) + g(z)) =
1
2
(
z
(1− z)2 +
z
1− z
)
+
1
2
(
z
(1− z)2 −
z
1− z
)
so that the function
f3(z) =
∞∑
n=1
(
n+ 1
2
)
zn +
∞∑
n=2
(
n− 1
2
)
zn
has half-integer coefficients. Thus, f3 ∈ S0H(12Z) and the function f3(z) may be
equivalently written as
f3(z) = Re
(
z
(1− z)2
)
+ iIm
(
z
1− z
)
.
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If we let `(z) = z/(1− z) and k(z) = z/(1− z)2, we see that
f3(z) =
1
2
(`(z) + k(z))− 1
2
(`(z)− k(z)) = Re k(z) + iIm `(z).
which is indeed not convex (see the relevant figure in Section 1). It is worth remark-
ing that although the function
L(z) = Re `(z) + iIm k(z) =
∞∑
n=1
(
n+ 1
2
)
zn −
∞∑
n=2
(
n− 1
2
)
zn
is known to be a well-known extremal function for the coefficient inequality for the
class of convex functions from S0H (see [4, 8]). However coefficients of f3(z) do satisfy
the necessary coefficient conditions for convex functions in S0H without f3(z) being
convex in D.
In the case when ω(z) = −z, it is clear that the Taylor coefficients of the corre-
sponding h above does not have half-integer coefficients and so, the corresponding
harmonic function
f4(z) =
1
2
log
∣∣∣∣1 + z1− z
∣∣∣∣+ iIm( z1− z
)
does not belong to S0H(12Z).
Subcase 3. The case ϕ(z) = z/(1 + z) and ω(z) = ±z.
The analytic part h(z) in (9) when ϕ(z) = z/(1 + z) takes the form
h(z) =
∫ z
0
dt
(1 + t)2(1− ω(t)) (ω(z) = ±z)
=

z
2(1 + z)
+
1
4
log
(
1 + z
1− z
)
for ω(z) = z
1
2
(
z
1 + z
+
z
(1 + z)2
)
for ω(z) = −z.
By a computation, we can easily see that the corresponding harmonic functions are
given by
f5(z) =
1
2
log
∣∣∣∣1 + z1− z
∣∣∣∣+ iIm( z1 + z
)
and
f6(z) = h(z) + g(z) =
1
2
(
z
(1 + z)2
+
z
1 + z
)
+
1
2
(
z
(1 + z)2
− z
1 + z
)
or equivalently,
f6(z) = Re
(
z
(1 + z)2
)
+ iIm
(
z
1 + z
)
,
respectively. We see that f6(z) ∈ S0H(12Z), but f5z) 6∈ S0H(12Z). Observe that
f6(z) = −f3(−z) and so, f6(z) is not convex although it does satisfy the necessary
coefficient conditions for convex functions in S0H
Subcase 4. The case ϕ(z) = z/(1 + z2) and ω(z) = ±z.
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The function h(z) in (9) in this case takes the form
(10) h(z) =
∫ z
0
1− t2
(1 + t2)2(1− ω(t)) dt (ω(z) = ±z).
For ω(z) = z, we write the integrand as
1 + t
(1 + t2)2
=
1
4
[
1
(1 + it)2
+
1
(1− it)2 +
1
1 + it
+
1
1− it
]
+
t
(1 + t2)2
and the integration leads
h(z) =
z2
2(1 + z2)
+
z
2(1 + z2)
+
1
4i
log
(
1 + iz
1− iz
)
.
This gives
f7(z) = Re
(
z2
(1 + z)2
)
+
1
2
arg
(
1 + iz
1− iz
)
+ iIm
(
z
1 + z2
)
and it clear that f7(z) 6∈ S0H(12Z), because h does not have half-integer coefficients.
In the case of ω(z) = −z, simplifying the integrand in (10), we obtain that
h(z) = − z
2
2(1 + z2)
+
z
2(1 + z2)
+
1
4i
log
(
1 + iz
1− iz
)
and therefore, the corresponding harmonic function is
f8(z) = −Re
(
z2
(1 + z)2
)
+
1
2
arg
(
1 + iz
1− iz
)
+ iIm
(
z
1 + z2
)
which is again not in S0H(12Z).
Subcase 5. The case ϕ(z) = z/(1− z)2 and ω(z) = ±z.
If ω(z) = z, then as above we end up with
f9(z) =
z − 1
2
z2 + 1
6
z3
(1− z)3 +
1
2
z2 + 1
6
z3
(1− z)3 .
which is indeed the well-known harmonic Koebe function (with dilatation ω(z) = z)
and the function has no half-integer coefficients.
If ω(z) = −z, then a calculation gives
h(z) =
z(2− z)
2(1− z)2 =
1
2
(
z
(1− z)2 +
z
1− z
)
and
g(z) = h(z)− ϕ(z) = −1
2
z2
(1− z)2 = −
1
2
(
z
(1− z)2 −
z
1− z
)
which leads to
f9(z) = Re
(
z
1− z
)
+ iIm
(
z
(1− z)2
)
,
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or equivalently in power series,
f9(z) =
∞∑
n=1
(
n+ 1
2
)
zn −
∞∑
n=2
(
n− 1
2
)
zn.
Clearly, the function f9(z) belongs to S0H(12Z).
Subcase 6. The case ϕ(z) = z/(1 + z)2 and ω(z) = ±z.
As in the previous case, it follows easily that for ω(z) = z we get
f11(z) =
z(2 + z)
2(1 + z)2
+
z2
2(1 + z)2
= Re
(
z
1 + z
)
+ iIm
(
z
(1 + z)2
)
and for ω(z) = −z we obtain
f12(z) =
z + 1
2
z2 + 1
6
z3
(1 + z)3
+
1
2
z2 − 1
6
z3
(1 + z)3
.
Again, by a minor calculation, we see that f11(z) belongs to S0H(12Z) whereas f12(z)
does not belong to S0H(12Z).
Subcase 7. The case ϕ(z) = z/(1− z + z2) and ω(z) = ±z.
In this case, the analytic part h(z) of the corresponding harmonic mappings sat-
isfies
h′(z) =

1 + z
(1− z + z2)2 for ω(z) = z,
1− z
(1− z + z2)2 for ω(z) = −z.
It is easy to check that, for h(z) =
∑∞
n=1 akz
k,
a4 =

−1
4
for ω(z) = z,
−3
4
for ω(z) = −z,
which implies that in these two cases the corresponding harmonic mappings f13 and
f14 do not have half-integer coefficients.
Subcase 8. The case ϕ(z) = z/(1 + z + z2) and ω(z) = ±z.
We see that the analytic part h(z) satisfies
h′(z) =

1 + z
(1 + z + z2)2
for ω(z) = z,
1− z
(1 + z + z2)2
for ω(z) = −z.
As in the previous case, we obtain that, for h(z) =
∑∞
n=1 akz
k,
a4 =

3
4
for ω(z) = z,
1
4
for ω(z) = −z,
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which shows that the corresponding harmonic mappings f15 and f16 do not have
half-integer coefficients.
Subcase 9. The case ϕ(z) = z − z2/2 and ω(z) = ±z.
For ω(z) = z, it is easy to obtain that
f17(z) = z +
z2
2
which clearly belongs to S0H(12Z). On the other hand, in the case ω(z) = −z, the
analytic part of the corresponding harmonic mapping f18(z) turns out to be
h(z) = 2 log(1 + z)− z = z −
∞∑
n=2
(−1)n
k
zk,
and so f18(z) = 2Reh(z)− (z − z2/2) does not have half-integer coefficients.
Subcase 10. The case ϕ(z) = z + z2/2 and ω(z) = ±z.
If ω(z) = z, a computation gives f19(z) with the corresponding analytic part as
h(z) = −2 log(1− z)− z = z +
∞∑
n=1
1
n
zn.
It follows that f19(z) = 2Reh(z)− (z + z2/2) does not have half-integer coefficients.
If ω(z) = −z, then it is easy to obtain
f20(z) = z − z
2
2
which is clearly in S0H(12Z).
Subcase 11. The case ϕ(z) = z(2− z)/(2(1− z)) and ω(z) = ±z.
In these two cases, the corresponding analytic parts are obtained from
h′(z) =

(1− z)2 + 1
2(1− z)3 for ω(z) = z,
(1− z)2 + 1
2(1− z)2(1 + z) for ω(z) = −z.
Indeed integrating the last for each case gives
h(z) =

−1
2
log(1− z) + 1
4(1− z)2 −
1
4
for ω(z) = z,
5
8
log(1 + z)− 1
8
log(1− z) + 1
4(1− z) −
1
4
for ω(z) = −z;
or equivalently,
h(z) =

∞∑
n=1
(
1
2n
+
n+ 1
4
)
zn for ω(z) = z,
∞∑
n=1
(
(−1)n+15
8n
+
1
8n
+
1
4
)
zn for ω(z) = −z.
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We see that in these two cases the corresponding harmonic mappings f21(z) and
f22(z) do not have half-integer coefficients.
Subcase 12. The case ϕ(z) = z(2 + z)/(2(1 + z)) and ω(z) = ±z.
As in the previous case, we obtain
h′(z) =

(1 + z)2 + 1
2(1 + z)2(1− z) for ω(z) = z,
(1 + z)2 + 1
2(1 + z)3
for ω(z) = −z.
Then if ω(z) = z, we obtain
h(z) =
1
8
log(1 + z)− 5
8
log(1− z) + z
4(1 + z)
=
∞∑
n=1
(
(−1)n+1
8n
+
5
8n
− (−1)
n
4
)
zn
and for ω(z) = −z, we have
h(z) =
1
2
log(1 + z)− 1
4
(
1
(1 + z)2
− 1
)
=
∞∑
n=1
(−1)n+1
(
1
2n
+
n+ 1
4
)
zn.
Thus, in both cases the corresponding harmonic mappings f23(z) and f24(z) do not
belong to S0H(12Z).
Subcase 13. The case ϕ(z) = z(2 + z2)/(2(1 + z2)) and ω(z) = ±z.
In this case, we obtain that
h′(z) =

2 + z2 + z4
2(1 + z2)2(1− z) if ω(z) = z,
2 + z2 + z4
2(1 + z2)2(1 + z)
if ω(z) = −z.
If h(z) =
∑∞
n=1 anz
n, then by elementary computations, we see that a3 = −1/6
in both cases ω(z) = z and ω(z) = −z. Therefore, the corresponding harmonic
mappings f25(z) and f26(z) do not belong to S0H(12Z).
Subcase 14. The case ϕ(z) = z(2− z)/(2(1− z)2) and ω(z) = ±z.
If ω(z) = z, then
h′(z) =
1
(1− z)4 , i.e. h(z) =
1
3
(
1
(1− z)3 − 1
)
,
and if we let h(z) =
∑∞
n=1 anz
n, then we see that a3 = 10/3.
Similarly, for the case ω(z) = −z, we obtain
h′(z) =
1
(1− z)3(1 + z) =
1
2(1− z)3 +
1
4(1− z)2 +
1
4(1− z2)
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and the integration gives
h(z) =
1
4(1− z)2 +
1
4(1− z) −
1
2
+
1
8
log
(
1 + z
1− z
)
=
∞∑
n=1
(
n+ 2
4
+
1 + (−1)n+1
8n
)
zn.
Clearly, the corresponding harmonic mappings f27(z) and f28(z) do not belong to
S0H(12Z).
Subcase 15. The case ϕ(z) = z(2 + z)/(2(1 + z)2) and ω(z) = ±z.
As in the previous subcase, for ω(z) = z, we find that
h′(z) =
1
(1 + z)3(1− z) ,
and therefore,
h(z) = − 1
4(1 + z)2
− 1
4(1 + z)
+
1
2
+
1
8
log
(
1 + z
1− z
)
=
∞∑
n=1
(−1)n+1
(
n+ 2
4
+
1 + (−1)n+1
8n
)
zn.
Similarly, for ω(z) = −z, it is easy to check that
h′(z) =
1
(1 + z)4
, i.e. h(z) = −1
3
(
1
(1− z)3 − 1
)
,
and for h(z) =
∑∞
n=1 anz
n, we see that a3 = 10/3.
Thus, the corresponding harmonic mappings f29(z) and f30(z) do not belong to
S0H(12Z). 
Remark 1. For a given θ ∈ [0, 2pi), letM(θ) denote the set of all harmonic functions
f = h+ g in D, with h′(0)− 1 = 0 = h(0), that satisfies
g′(z) = eiθzh′(z) and Re
(
1 + z
h′′(z)
h′(z)
)
> −1
2
for all z ∈ D.
In [1, Theorem 1], the authors have shown that (without the normalization restric-
tion) every function in M(θ) is univalent and close-to-convex in D. The case θ = 0
was originally solved by Bshouty and Lyzzaik [3].
Note that if f = h+g ∈M(pi) and h(z) = ∑∞n=1 anzn (a1 = 1), then it is a simple
exercise to see that the co-analytic part g of f has the form
g(z) = −
∞∑
n=2
an−1
(
n− 1
n
)
zn.
In particular, the function
f9(z) = Re
(
z
1− z
)
+ iIm
(
z
(1− z)2
)
=
∞∑
n=1
(
n+ 1
2
)
zn −
∞∑
n=2
(
n− 1
2
)
zn
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belongs to M(pi). From Theorem 3, it follows that f9 ∈ S0H(12Z) and is convex in
real direction. Furthermore, the function f9(z) is a well-known extremal function
for the convex family of functions from S0H , and has the dilation ω(z) = −z, see
[4]. This function has a special role in deriving convolutions results for harmonic
mappings, see [5, 6, 19]. Thus, it is natural to ask if the convolution results of
[5] can be derived by using the class M(θ). For example, when can the harmonic
convolution f1 ∗ f2 of functions in f1 ∈ M(θ1) and f2 ∈ M(θ2) be univalent in D?
We ask whether M(θ) is included in the class of functions convex in a direction.
In [1], it was conjectured that the functions in M(0) are starlike in D. The
function f3(z) given by (see Subcase 2)
f3(z) = Re
(
z
(1− z)2
)
+ iIm
(
z
1− z
)
belongs to M(0). We recall that f3 ∈ S0H(12Z) and is convex in real direction.
However, the graph of the function f3(z) shows that f3(z) is not starlike in D (see
the relevant figure in Section 1). This fact may be easily verified if one uses for
example, the method of proof of Clunie and Sheil-Small [4] via the transformation
ζ =
1 + z
1− z = ξ + iη (ξ > 0),
and then writing
f3(z) =
1
4
Re
[(
1 + z
1− z
)2
− 1
]
+ i
1
2
Im
(
1 + z
1− z − 1
)
.
An equivalent requirement for starlikness of an univalent harmonic mappings f is
that arg f(eit) be nondecreasing function of t, i.e.,
∂
∂t
arg f(eit) = Re
(
Df(eit)
f(eit)
)
≥ 0,
where Df(z) = zfz(z) − zfz(z). In our case, a simple calculation shows that for
|t| < pi/2,
∂
∂t
arg f3(e
it) =
2 cos t
−3 + cos 2t < 0,
showing that f3(z) is not starlike with respect to the origin. Thus, there exists a
function inM(0) that is not starlike in D. This example shows that the conjecture
is false. 
4.2. Proof of Theorem 4. Let f = h + g ∈ S0H(12Z) such that f ∈ CV(i), and
further let ψ = h+ g, where
h(z) = z +
∞∑
n=2
anz
n and g(z) =
∞∑
n=2
bnz
n.
By Lemma D (with α = pi/2), since f is univalent, f ∈ CV(i) if and only if ψ is a
univalent mapping such that ψ ∈ CV(i). Moreover, ψ has half-integer coefficients,
since f ∈ S0H(12Z). It follows from Lemma A that ψ ∈ T5, where T5 is given by (6).
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As in the proof of Theorem 1, since f is sense-preserving, it follows that
− g
′(z)
ψ′(z)
≺ z
1− z .
By Lemma H, we have |2b2| ≤ 1. Thus, we must have b2 = 0 or b2 = ±1/2,
because 2b2 is an integer. Again, we observe that these two restrictions on b2 are
only necessary conditions for f ∈ S0H(12Z).
Case 1. The case b2 = 0.
As in the proof of Case 1 in the proof of Theorem 3, we can easily conclude that
g(z) ≡ 0. Hence f is one of the functions from the set T5.
Since b2 = ±1/2 are necessary, but not sufficient, for f to be in S0H(12Z), we need
to deal these two cases separately.
Case 2. The case b2 = ±1/2.
Since b2 = ±1/2, we can easily deduce from Lemma G that ω(z) = ±z. Solving
g′(z) = ω(z)h′(z) and ψ(z) = h(z) + g(z), we obtain
(11) h′(z) =
ψ′(z)
1 + ω(z)
,
which gives us the harmonic function
(12) f(z) = 2iImh(z) + ψ(z), with h(z) =
∫ z
0
ψ′(t)
1 + ω(t)
dt,
where ω(z) = ±z. We divide the remaining part of the proof into several subcases.
Subcase 1. The case ψ(z) = z and ω(z) = ±z.
Evaluating the integral in (12) with ψ(z) = ±z yields
h(z) =
{
log(1 + z) if ω(z) = z,
− log(1− z) if ω(z) = −z.
Thus, the corresponding functions in CV(i) in these two cases are given by
f1(z) = log(1 + z) + z − log(1 + z) = 2i arg(1 + z) + z
and
f2(z) = − log(1− z) + z + log(1− z) = −2i arg(1− z) + z,
respectively. Clearly, f1(z) and f2(z) do not belong to S0H(12Z).
Subcase 2. The case ψ(z) = z/(1− z) and ω(z) = ±z.
Evaluating the integral in (12) with ψ(z) = z/(1− z) and ω(z) = z, we obtain
h(z) =
z
2(1− z) +
1
4
log
(
1 + z
1 + z
)
=
∞∑
n=1
(
1
2
+
1 + (−1)n+1
4n
)
zn.
Clearly, the corresponding function f3(z) belongs to CV(i) but do not have half-
integer coefficients.
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On the other hand, when ψ(z) = z/(1− z) and ω(z) = −z, it yields
h(z) =
1
2(1− z)2 −
1
2
=
1
2
(
z
(1− z)2 +
z
1− z
)
=
∞∑
n=1
n+ 1
2
zn
so that
g(z) = ψ(z)− h(z) = −1
2
(
z
(1− z)2 −
z
1− z
)
= −
∞∑
n=2
n− 1
2
zn.
Consequently, the corresponding harmonic function f4(z) in CV(i) takes the form
f4(z) = Re
(
z
1− z
)
+ iIm
(
z
(1− z)2
)
,
which clearly belongs to S0H(12Z).
Subcase 3. The case ψ(z) = z/(1 + z) and ω(z) = ±z.
In this case, it follows from (12) that
h(z) =

− 1
2(1 + z)2
+
1
2
if ω(z) = z,
z
2(1 + z)
+
1
4
log
(
1 + z
1− z
)
if ω(z) = −z.
In the case ω(z) = z, h(z) above may be rewritten as
h(z) =
1
2
(
z
(1 + z)2
+
z
1 + z
)
=
∞∑
n=1
(−1)n+1n+ 1
2
zn
and therefore, the corresponding co-analytic part is
g(z) = ψ(z)− h(z) = −1
2
(
z
(1 + z)2
− z
1 + z
)
= −
∞∑
n=2
(−1)n+1n− 1
2
zn.
Thus, the corresponding harmonic function f5(z) in CV(i) takes the form
f5(z) = Re
(
z
1 + z
)
+ iIm
(
z
(1 + z)2
)
and is clearly in S0H(12Z).
In the case ω(z) = −z, it is again easy to see that the corresponding harmonic
function f6(z) in CV(i) does not have half-integer coefficients, since the analytic part
of f6(z) given by
h(z) =
z
2(1 + z)
+
1
4
log
(
1 + z
1− z
)
=
∞∑
n=1
(−1)n+1
(
1
2
+
1 + (−1)n+1
4n
)
zn
does not have half-integer coefficients.
Subcase 4. The case ψ(z) = z/(1− z2) and ω(z) = ±z.
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Evaluating h′(z) with ψ(z) = z
1−z2 and ω(z) = ±z in (11) yields
h′(z) =

1 + z2
(1− z2)2(1 + z) for ω(z) = z,
1 + z2
(1− z2)2(1− z) for ω(z) = −z.
It is easy to check that in these two cases, the third coefficient of h(z) is a3 = 4/3, and
so, the corresponding harmonic functions f7(z) and f8(z) do not have half-integer
coefficients.
Subcase 5. The case ψ(z) = z(2− z)/(2(1− z)) and ω(z) = ±z.
It follows from the integral in (12) with ψ(z) = z(2− z)/(2(1− z)) and ω(z) = z
that
h(z) =
5
8
log(1 + z)− 1
8
log(1− z) + z
4(1− z) =
∞∑
n=1
(
5(−1)n+1 + 1
8n
+
1
4
)
zn,
which implies that the corresponding harmonic function f9(z) does not belong to
S0H(12Z).
In the case ω(z) = −z, it yields
h(z) =
1
4(1− z)2 −
1
2
log(1− z)− 1
4
=
∞∑
n=1
(
n+ 1
4
+
1
2n
)
zn,
and hence, the corresponding harmonic function f10(z) does not have half-integer
coefficients.
Subcase 6. The case ψ(z) = z(2 + z)/(2(1 + z)) and ω(z) = ±z.
From the integral in (12) with ψ(z) = z(2+z)
2(1+z)
and ω(z) = z, we obtain
h(z) =
1
8
log(1 + z)− 5
8
log(1− z) + z
4(1 + z)
=
∞∑
n=1
(−1)n+1
(
5(−1)n+1 + 1
8n
+
1
4
)
zn.
In the case ω(z) = −z, we get
h(z) = − 1
4(1 + z)2
+
1
2
log(1 + z) +
1
4
=
∞∑
n=1
(−1)n+1
(
n+ 1
4
+
1
2n
)
zn.
Hence in these two cases, the corresponding harmonic functions f11(z) and f12(z)
do not belong to S0H(
1
2
Z).
Subcase 7. The case ψ(z) = z(2− z2)/(2(1− z2)) and ω(z) = ±z.
When ω(z) = z, it follows from (11) that
h′(z) =
2− z2 + z4
2(1− z2)2(1 + z) =
1
4(1 + z)3
+
1
8(1− z)2 +
1
16(1− z) +
9
16(1 + z)
,
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and therefore,
h(z) = − 1
8(1 + z)2
+
1
8(1− z) −
1
16
log(1− z) + 9
16
log(1 + z)
=
∞∑
n=1
(
(n+ 1)(−1)n+1 + 1
8
+
1 + 9(−1)n+1
16n
)
zn.
If ω(z) = −z, then from (11) we get
h′(z) =
2− z2 + z4
2(1− z2)2(1− z) =
1
4(1− z)3 +
1
8(1 + z)2
+
1
16(1 + z)
+
9
16(1− z) ,
and thus
h(z) =
1
8(1− z)2 −
1
8(1 + z)
+
1
16
log(1 + z)− 9
16
log(1− z)
=
∞∑
n=1
(−1)n+1
(
(n+ 1)(−1)n+1 + 1
8
+
1 + 9(−1)n+1
16n
)
zn.
In these two cases, the corresponding harmonic functions f13(z) and f14(z) do not
have half-integer coefficients.
Subcase 8. The case ψ(z) = z(2− z)/(2(1− z2)) and ω(z) = ±z.
Evaluating h′(z) and h(z) in (11) and (12) with ψ(z) = z(2−z)
2(1−z2) and ω(z) = z, we
obtain
h′(z) =
1− z + z2
(1− z2)2(1 + z) =
3
4(1 + z)3
+
1
8(1− z)2 +
1
16
(
1
1− z +
1
1 + z
)
and the integration gives
h(z) =
1
16
log
(
1 + z
1− z
)
+
1
8(1− z) −
3
8(1 + z)2
+
1
4
=
∞∑
n=1
(
(−1)n+1 + 1
16n
+
1 + 3(n+ 1)(−1)n+1
8
)
zn.
If ψ(z) = z(2−z)
2(1−z2) and ω(z) = −z, it follows that
h′(z) =
1− z + z2
(1− z2)2(1− z) =
1
4(1− z)3 +
3
8(1 + z)2
+
3
16(1− z) +
3
16(1 + z)
,
and thus integration gives
h(z) =
3
16
log
(
1 + z
1− z
)
+
1
8(1− z)2 −
3
8(1 + z)
+
1
4
=
∞∑
n=1
(
3(−1)n+1 + 3
16n
+
n+ 1 + 3(−1)n+1
8
)
zn.
Therefore, in these two cases, the corresponding harmonic functions f15(z) and
f16(z) do not belong to S0H(12Z).
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Subcase 9. The case ψ(z) = z(2 + z)/(2(1− z2)) and ω(z) = ±z.
If ψ(z) = z(2+z)
2(1−z2) and ω(z) = z, then it follows from (11) and (12) that
h′(z) =
1 + z + z2
(1− z2)2(1 + z) =
1
4(1 + z)3
+
3
8(1− z)2 +
3
16(1 + z)
+
3
16(1− z) ,
and therefore,
h(z) =
3
16
log
(
1 + z
1− z
)
− 1
8(1 + z)2
+
3
8(1− z) −
1
4
=
∞∑
n=1
(−1)n+1
(
3(−1)n+1 + 3
16n
+
n+ 1 + 3(−1)n+1
8
)
zn.
When ψ(z) = z(2+z)
2(1−z2) and ω(z) = −z, we have
h′(z) =
1 + z + z2
(1− z2)2(1− z) =
3
4(1− z)3 +
1
8(1 + z)2
+
1
16(1 + z)
+
1
16(1− z) ,
and therefore,
h(z) =
1
16
log
(
1 + z
1− z
)
+
3
8(1− z)2 −
1
8(1 + z)
− 1
4
=
∞∑
n=1
(−1)n+1
(
(−1)n+1 + 1
16n
+
1 + 3(n+ 1)(−1)n+1
8
)
zn.
Thus, in these two cases, the corresponding harmonic functions f17(z) and f18(z) do
not belong to S0H(12Z). 
Remark 2. In the proof of Theorem 3, we observe that there are thirty functions
that are convex in real direction (for the case b2 = ±1/2) out of which only six have
half-integer coefficients.
From the proof of Theorem 3, we see that there are eighteen functions that are
convex in vertical direction (for the case b2 = ±1/2) but only two of these have
half-integer coefficients.
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