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ABSTRAKT
Cílem prezentované práce je demostrace a zhodnocení přínosu vypočetních systémů
SIMD a to zejména jednotek MMX, SSE, SSE2, SSE3, SSSE3 a SSE4 firmy Intel, pomocí
vytvořených demostračních aplikací knihovnou Intel Integrated Performance Primitives.
Nejprve prezentujeme možnosti programování SIMD pomocí intrinsic funkcí, vektorizace
a knihovny Intel Integrated Performance Primitives, dále pak popisujeme možnosti vy-
hodnocení jednotlivých algoritmů. V závěru práce ukazujeme postup programování za
použití knihovny Intel Integrated Performance Primitives.
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ABSTRACT
The aim of the presented work is to demonstrate and evaluate the contribution of com-
puting system SIMD especially units MMX, SSE, SSE2, SSE3, SSSE3 and SSE4 from
Intel company, by creation of demostrating applications with using Intel Integrated Per-
formance Primitives library. At first, possibilities of SIMD programming using intrinsic
function, vektorization and libraries Intel Integrated Performance Primitives are presen-
ted, as next are descibed options of evaluation of particular algorithms. Finally procedure
of programing by using Intel Integrated Performance Primitives library are ilustrated.
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ÚVOD
Diplomová práce popisuje historii a vlastnosti výpočetních systému, se zaměřením
na výpočetní systém SIMD (Single Instruction-Multiple Data) používané v osobních
počítačích. Hlavní pozornost je zaměřená na moderní procesory firmy Intel s jed-
notkami SIMD MMX (Matrix Math eXtensions), Intel SSE (Intel Streaming SIMD
Extencions), Intel SSSE (Supplemental Streaming SIMD Extension)[3]. Zároveň se
zabývá i jinými firmami, které používají SIMD. Seznámíme se s aktuální i budoucí
generací SSE jednotek společností AMD.Jednotky SIMD lze využívat pro optimali-
zaci programu pomocí vektorizace. V práci popíšeme vlastnosti a princip vytvoření
vektorizace pomocí kompilátoru od firmy Intel.
V diplomové práci se také věnujeme knihovně Intel IPP (Integrated Performance
Primitives), která využívá vlastnosti SIMD v programovacím jazyku C/C++. Pro
pochopení této knihovny vytvoříme demonstrační aplikace výukového charakteru.
Jsou uvedeny i praktické možnosti využití knihovny a její výhody při programování
aplikací. Ukážeme si rozdíl a snadnější programovaní pomocí knihovny IPP využí-
vajících SIMD a bez využití SIMD a IPP v jazyku C/C++. Některé algoritmy z
knihovny IPP budou přepsány do jazyka Assembler využívajících instrukcí jednotek
SIMD. Na těchto algoritmech demonstrujeme složitost programovaní v Assembleru
využívajících instrukce SIMD.
Zároveň práce popisuje výpočetní složitost algoritmů a metody měření výkon-
nosti procesoru. Na jednotlivých procesorech srovnáváme doby trvání výpočtů algo-
ritmů používajících knihovnu IPP a algoritmů bez použití této knihovny.
V závěru práce jsou ukázkové postupy programování pomocí knihovny IPP. Jed-
notlivé programy jsou napsány jako konzolová aplikace.
V příloze jsou uvedeny některé zdrojové kódy aplikací a obsah přiloženého CD.
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ROZLIŠENÍ JEDNOTLIVÉHO TEXTU
Pro lepší přehlednost textu v semestrální práci používáme několik textových fontu.
Každý font popisuje jinou informaci. Následuje popis jednotlivých textových rozli-
šení.
text normální text
proměnné a funkce označení proměnných a funkcí v textu
Include jména popisující názvy položek
„název− >názevÿ cesta k jednotlivým menu v programech
„cestaÿ cesta k souborům
program text jednotlivých částí programového kódu
soubory názvy souboru
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1 HISTORIE A VLASTNOSTI VÝPOČETNÍCH
SYSTÉMŮ
V roce 1966 M.J.Flynn definoval výpočetní systémy podle počtů instrukčních a da-
tových proudů, které lze v jednom okamžiku na počítačové architektuře zpracovat.
Jednotlivé instrukční a datové proudy označil SI (Single Instruction), MI (Multiple
Instruction), SD (Single Data) a MD (Multiple Data). Pomocí předchozích zkratek
vznikly názvy pro výpočetní systémy Single Instruction-Single Data (SISD), Sin-
gle Instruction-Multiple Data (SIMD), Multiple Instruction-Single Data (MISD) a
Multiple Instruction-Multiple Data (MIMD)[15].
1.1 Výpočetní systémy podle M.J.Flynna
SISD je typický pro von Neumanovu architekturu. Jednoprocesorový počítač zpra-
covává jeden tok dat.
SIMD používá větší počet procesorů. Různé procesory provádějí stejnou instrukci s
různými daty. Tento pojem se však používá i pro jeden procesor, který provádí
jednu instrukci naráz nad několika datovými slovy.
MISD představuje specializované systémy jako neuronové sítě.
MIMD je multiprocesorový systém. Každý procesor je řízen samostatným progra-
mem a pracuje se svými daty.
1.2 Vlastnosti systému SIMD
Architektura SIMD se nejlépe hodí pro maticové procesory. U práce s maticemi se
zpracovává větší počet prvku matice současně a zároveň na jednotlivých prvcích ma-
tice se provádí stejná operace. To znamená, že SIMD umožňuje každému procesoru
pracovat s jiným prvkem matice a přitom všechny procesory synchronně provádějí
totožnou operaci.
V architektuře SIMD je umístěna řídící jednotka, která se nazývá řadič, a několik
výkonných jednotek označených PE (Processor Element). Řídící jednotka zajišťuje
komunikaci s okolím, načítá data a nastavuje instrukci pro výpočet. Po načtení dat
pošle řadič jednotlivým PE jednotkám instrukci, která bude prováděna. Jednotky
PE provedou výpočet a následně řadič uloží vypočítaná data do lokální paměti.
Každá datová jednotka má svoji paměť na uložení dat, se kterými pracuje. Jednotlivé
procesory mají mezi sebou meziprocesorovou komunikaci pro případ práce s daty,
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která jsou uložena v jiné jednotce. Každá datová jednotka má přiřazenou jen určitou
část paměti. Díky rozdělení paměti nedochází ke kolizím mezi daty (obr.2.1).
Obr. 1.1: Architektura SIMD s rozdělenou pamětí
Existuje i druhý přístup, kde všechny procesory mohou pracovat s celou pamětí
a používají tzv. sdílení paměti. V tomto případě muže dojít ke kolizím mezi daty,
a proto musíme být více opatrní při psaní programového kódu. U obou principů
můžeme využít i maskovací instrukce, které zajišťují vypnutí určitých PE jednotek.
Blokové schéma je znázorněno na (obr.2.2)
Obr. 1.2: Architektura SIMD se společnou pamětí
Typické použití SIMD v PC jsou multimediální aplikace, kde se uplatňuje stra-
tegie jednoho toku instrukcí na jednom procesoru. Instrukce operují na násobných,
ale shodných datech. Muže se jednat o výpočet obrazových dat, matic nebo dat,
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se kterými počítáme pomocí vektoru. Na jednotlivých datech musí být prováděna
stejná instrukce. Jednotlivé principy výpočtů jsou uvedeny u jednotlivých SIMD ob-
vodu firmy Intel v následujících kapitolách. Výpočty v těchto jednotkách se mohou
lišit od definice SIMD.
1.3 První použití SIMD
První použití architektury SIMD se datuje do roku 1976 se superpočítačem Cray X
- MP (obr.1.3), který využíval paralelního zpracování vektorových dat.[17] Jednalo
se o první SIMD architekturu, která se používala dále jen v superpočítačích.
Obr. 1.3: Super počítač Cray-X
U stolních počítačů převládala SISD architektura. Změna nastala až v roce 1997,
kdy společnost Intel vytvořila první procesor (obr.3.1) pro PC s SIMD jednotkou
označenou MMX (Matrix Math eXtensions). První SIMD jednotka byla zaměřena
pouze pro práci s celými čísly. Následující generace jednotky byla vytvořena i pro
výpočet s reálnými čísly. Procesory jsou nadále založeny na architektuře SISD a do
jádra procesoru jsou přidávány SIMD jednotky. Jednotky SIMD komunikují s pro-
cesorem pomocí vnitřních sběrnic. Data, která využívá SIMD jednotka, jsou uložena
v jejích registrech.
Důvodem uvedení SIMD jednotek na trh bylo urychlení výpočetního výkonu v
real-time aplikacích, a to hlavně v multimediálním zpracování dat. Výpočty byly
orientovány na dvou, tří nebo čtyř rozměrné matice, které používají celá čísla. Po
uvedení Intel Pentium MMX vytvořily svoje jednotky také firmy jako IBM, Motorola
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a AMD. Následující tabulka ukazuje historii použití SIMD ve stolních počítačích[17].
Rok Popis
1997 Intel uvádí procesor Intel Pentium MMX
1997 Motorola vyvinula jednotku Altivec pro procesor G3 PowerPC
1998 AMD uvádí procesor s 3DNow
1999 Intel procesor Intel Pentium III s jednotkami SSE a novou MMX
2001 Intel procesor Intel Pentium IV s jednotkou SSE2
2004 Intel procesor Intel Pentium IV HT s jednotkou SSE3
2007 Intel procesor Intel Core 2 Duo s jednotkou SSE4
2007 AMD procesor Barcelona s jednotkou SSE4a
Tab. 1.1: Historie SIMD v PC[17]
Další generací SIMD v PC byla jednotka SSE, kterou rozvíjí firma Intel dodnes.
Jednotky dokáží pracovat s 128b reálným číslem a nemají instrukce jen pro výpočet,
ale dokáží pracovat i s pamětí procesoru. Tím jsou jednotky více spjaty s procesorem.
Nejnovější jednotka je SSE4. Došlo i na definici jednotky SSE5, která má být jen v
procesorech firmy AMD.
Firma Intel zatím neplánuje další rozšiřování SSE jednotky, ale chce se zaměřit
na specializované výpočetní jednotky.
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simd’ s popisem SIMD
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2 VLASTNOSTI SYSTÉMU SIMD
Architektura SIMD se nejlépe hodí pro maticové procesory. U práce s maticemi se
zpracovává větší počet prvku matice současně a zároveň na jednotlivých prvcích ma-
tice se provádí stejná operace. To znamená, že SIMD umožňuje každému procesoru
pracovat s jiným prvkem matice a přitom všechny procesory synchronně provádějí
totožnou operaci.
V architektuře SIMD je umístěna řídící jednotka, která se nazývá řadič, a několik
výkonných jednotek označených PE (Processor Element). Řídící jednotka zajišťuje
komunikaci s okolím, načítá data a nastavuje instrukci pro výpočet. Po načtení dat
pošle řadič jednotlivým PE jednotkám instrukci, která bude prováděna. Jednotky
PE provedou výpočet a následně řadič uloží vypočítaná data do lokální paměti.
Každá datová jednotka má svoji paměť na uložení dat, se kterými pracuje. Jednotlivé
procesory mají mezi sebou meziprocesorovou komunikaci pro případ práce s daty,
která jsou uložena v jiné jednotce. Každá datová jednotka má přiřazenou jen určitou
část paměti. Díky rozdělení paměti nedochází ke kolizím mezi daty (obr.2.1).
Obr. 2.1: Architektura SIMD s rozdělenou pamětí
Existuje i druhý přístup, kde všechny procesory mohou pracovat s celou pamětí
a používají tzv. sdílení paměti. V tomto případě muže dojít ke kolizím mezi daty,
a proto musíme být více opatrní při psaní programového kódu. U obou principů
můžeme využít i maskovací instrukce, které zajišťují vypnutí určitých PE jednotek.
Blokové schéma je znázorněno na (obr.2.2)
Typické použití SIMD v PC jsou multimediální aplikace, kde se uplatňuje stra-
tegie jednoho toku instrukcí na jednom procesoru. Instrukce operují na násobných,
ale shodných datech. Muže se jednat o výpočet obrazových dat, matic nebo dat,
se kterými počítáme pomocí vektoru. Na jednotlivých datech musí být prováděna
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Obr. 2.2: Architektura SIMD se společnou pamětí
stejná instrukce. Jednotlivé principy výpočtů jsou uvedeny u jednotlivých SIMD ob-
vodu firmy Intel v následujících kapitolách. Výpočty v těchto jednotkách se mohou
lišit od definice SIMD.
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3 SIMD OBVODY FIRMY INTEL
V této kapitole jsou popsány SIMD obvody firmy Intel. Jednotka MMX v architek-
tuře firmy AMD je nahrazena jednotkou 3DNow. Obvody řady SSE jsou volně k
dispozici, a proto jsou použity i v procesorech firem AMD nebo VIA.
3.1 MMX
Obr. 3.1: Procesor Pentium MMX
Obr. 3.2: Procesor Pentium II s MMX
MMX je nejstarší jednotka SIMD od firmy Intel (obr.3.1). Poprvé byla uvedena
s procesorem Intel Pentium MMX a to v roce 1997. Rozšiřuje instrukční sadu pro-
cesoru o 47 nových instrukcí pro práci s celými čísly. Instrukce jsou určeny pro
podporu multimediálních a komunikačních aplikací. Používá osm 64-bitových re-
gistrů MMX(MM0 až MM7), které jsou namapovány na registry RX (R0 až R7)
jednotky FPU. S uvedením procesoru Intel Pentium II došlo ke zlepšení jednotky
MMX a její instrukční soubor byl rozšířen o 64 nových instrukcí[3].
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Na blokovém schématu procesoru Pentium MMX je vidět umístění jednotky
MMX (obr. 3.3).
Obr. 3.3: Procesor Pentium MMX blokové schéma[9]
3.1.1 Přístup do registru
Jednotka MMX používá dva módy přistupování do registru. Firma Intel definuje[3]:
32-bitový přístup:
• 32-bitový přístup do paměti
• 32-bitový přesun dat mezi registry procesoru a registry MMX
a 64-bitový přístup:
• 64-bitový přístup do paměti
• 64-bitový přesun dat mezi registry MMX
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Obr. 3.4: Registry MMX
3.1.2 Nové datové typy
Jednotka MMX pracuje se čtyřmi datovými typy pro práci s celými čísly. Firma
Intel definuje[3]:
Obr. 3.5: Datové typy v MMX
• Osm datových typů packed byte integer
• Čtyři datové typy packed word integer
• Dva datové typy packed doubleword integer
• Jeden datový typ quadword integer
3.1.3 MMX instrukce
MMX obsahuje 47 nových instrukcí, které lze rozdělit do kategorií. Firma Intel
definuje[3]:
• Přesun dat
• Aritmetické operace
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• Instrukce pro porovnání
• Logické instrukce
• Prázdné EMMS instrukce
• Operace posunu
• Konverze mezi typy
• Unpack instrukce
3.1.4 Instrukční slovo MMX
Jednotlivé instrukce jsou rozděleny podle datových typů se kterými pracují v paměti
nebo registru. Instrukční slovo je na obrázku(obr.3.6).
Obr. 3.6: Instrukční slovo MMX
Význam jednotlivých písmen:
• B - packed byte
• W - packed word
• D - packed double word
• Q - quad word
Velké písmeno určuje datový typ vstupních a výstupních dat.
Malé písmeno určuje datový typ výstupních dat.
První písmeno P znamená packed.
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Obr. 3.7: Procesor Pentium III
3.2 SSE
SSE se poprvé objevila v architektuře Intel Pentium III v roce 1999. Jednotka rozši-
řuje instrukční sadu o 70 nových instrukcí pro práci s reálnými čísly s jednoduchou
přesností. Používá osm 128-bitových registrů XMM0 až XMM7 pro data a jeden 32-
bitový MXSCR registr pro kontrolu stavu jednotky SSE(obr. 3.8). Jednotka dokáže
pracovat také s registry MMX, ve kterých muže být použito jen celé číslo[3].
Obr. 3.8: Registr MXSCR
3.2.1 Datové typy
Jednotka SSE pracuje s čtyřmi packed float s jednoduchou přesností v registru XMM.
V registru MMX používá stejné typy dat jako jednotka MMX.
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Obr. 3.9: Registry v SSE
Obr. 3.10: Datové typy v SSE2/SSE3
3.2.2 SSE instrukce
SSE obsahuje 70 nových instrukcí, které lze rozdělit do kategorií. Firma Intel definuje[3]:
• Přesun dat
• Aritmetické operace
• Instrukce pro porovnání
• Logické instrukce
• Počítání s 128-bitovými celými čísly
• Operace posunu
• Konverze mezi typy
• Unpack instrukce
• Práce s pamětí
• Kontrolní instrukce
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Obr. 3.11: Procesor Pentium IV
Obr. 3.12: Datové typy v SSE
3.3 SSE2
Poprvé byla tato jednotka implementována do procesoru Intel Pentium IV a Intel
Xeon v roce 2000. Používají se stejné registry jako v SSE, které mohou být použity i
pro výpočet s celými čísly. Každý XMM registr lze rozdělit na dva 64-bitové registry.
Jednotka pracuje s reálnými čísly s dvojitou přesností a také s celými čísly. Zároveň
došlo k dalšímu rozšíření instrukční sady o 144 nových instrukcí pro práci s reálnými
i celými čísly. Rozšířené instrukce neobsahují jen práci s daty pro výpočet, ale také
instrukce pro práci s cache a operační pamětí.
3.3.1 Datové typy
Rozšířením jednotky u IntelSSE došlo i ke změně využití datových typů v jednotce
MMX[3]. V registrech MMX:
• Dva datové typy packed doubleword integer
• Jeden datový typy quadword
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V registrech XMM:
• Dva datové typy packed double float s jednoduchou přesností
• Šestnáct datových typů packed byte integer
• Osm datových typů packed word integer
• Čtyři datové typy packed doubleword integer
• Dva datové typy quadword integer
• Jeden datový typ double quadword
3.4 SSE3
Jednotka byla implementována až do procesoru Intel Pentium IV s Hyper-Threading
v roce 2004. Rozšíření spočívá jen v přidání 13 nových instrukcí pro zvýšení výpočtu
u jednotek SSE2 a FPU.
3.4.1 Datové typy
Datové typy jsou stejné jako v SSE2
3.4.2 SSE3 instrukce
Firma Intel definovala instrukce při SSE3 následovně[3]:
Jedná se o rozšíření jednotky FPU o jednu instrukcí zaměřenou pro
• Převod reálného čísla na celé číslo.
SIMD instrukce pro celá čísla:
• Načtení 128b dat.
SIMD instrukce pro reálná čísla:
• Tři instrukce LOAD/MOVE/DUPLICATE.
• Čtyři instrukce pro sčítání a odčítání packed dat.
• Dvě instrukce pro horizontální sčítání a odčítání packed dat.
Dvě instrukce jsou zaměřeny na synchronizaci mezi více vláknovými aplikacemi.
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3.5 SSSE3
Jednotka použita poprvé v procesoru Intel Core 2 Duo a Intel Xeon 5100. Rozšiřuje
instrukční sadu o 32 nových instrukcí. Nová architektura procesorů dovoluje čtyřem
jednotkám SSE přistupovat do 16 registru XMM. Jedná se o základ budoucí jednotky
SSE4.
Obr. 3.13: Procesor Core 2 Duo
3.5.1 Datové typy
Datové typy jsou stejné jako v SSE2
3.5.2 SSSE3 instrukce
Jedná se o rozšíření o 32 instrukcí společnosti Intel zaměřených na[3]:
• Dvanáct instrukcí pro horizontální sčítání a odčítání.
• Šest instrukcí pro absolutní hodnotu.
• Dvě instrukce urychlující skalární součin.
• Osm instrukcí s packed integer daty.
• Dvě instrukce na posun bajtů.
• Dvě instrukce pro seřazení dat.
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3.6 SSE4
3.6.1 Základní informace
Nejnovější výpočetní jednotka SIMD od firmy Intel je SSE4. Obsahuje 54 nových
instrukcí a je vyráběna 45 nm technologií. 47 instrukcí se označuje jako SSE4.1 a
jsou umístěny v novém procesoru řady Intel Core 2 Duo, který byl uveden na trh v
listopadu 2007. Nové instrukce jsou zaměřeny na řetězce a text. Procesor má kódové
označení Penryn. Zbylých 7 instrukcí označených SSE4.2 bude implementováno až
v další řadě procesorů. Nepůjde s největší pravděpodobností o označení Intel Core
2 Duo. Kódové označení tohoto procesoru je Nehalem a má být do 8 měsíců uveden
na trh.
SSE4 zlepšuje výpočetní výkon u počítání s obrázky a práci ve 3D. Nově přidává
instrukce k vektorům a podporu pro počítání s packed dword. Zlepšení je také u
práce s pamětí a to u uncachable WC. Používá stejné registry a datové typy jako
předchozí jednotky SSE .
3.6.2 Datové typy
Jednotka nemá nové datové typy, a proto používá stejné typy jako předchozí jed-
notky SSE2 a SSE3.
3.6.3 Nové instrukce
47 nových instrukcí SSE4.1 v procesoru Penryn od Intelu[3]:
• Dvě instrukce k násobení packed dword.
• Dvě instrukce k počítání se skalárním součinem s reálnými čísly.
• Instrukci načítání streaming integeru.
• Šest instrukcí pro ulehčení packed blending.
• Osm instrukcí rozšiřující packed integer MIN/MAX.
• Čtyři instrukce podporující reálné číslo s volitelným odchozím módem a s
přesným potlačení výjimek.
• Sedm instrukcí pro vkládání a vytažení dat z XMM registru.
• Dvanáct instrukcí packed integer pro konverzi formátu.
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• Instrukce pro SAD s 4 bytovými bloky dat.
• Instrukce pro horizontální vyhledávání.
• Instrukce pro maskovaná porovnání.
• Instrukce pro porovnání dvou qword packed.
• Instrukce pro packed dword bez znaménka.
7 nových instrukcí SSE4.2 v procesoru s označením Nehalem není přesně defino-
váno. Tyto instrukce zlepší výpočetní výkon v oblastech práce s řetězci a textem,
ATA instrukcí a zlepšení práce s integer o velikosti 128bitu.
3.6.4 SSE4 u společnosti AMD
Společnost AMD uvedla jednotku SSE4a v procesoru Barcelona. Jedná se pouze o
čtyři instrukce, které nejsou v jednotce SSE4. První dvě instrukce slouží k ukládání
dat z registru XMM přímo do hlavní paměti. Při ukládání se nepoužívá cache paměť.
Dvě zbývající instrukce pracují se spodní polovinou registru XMM.
3.7 SSE5
Společnost Intel neplánuje vytvoření jednotky SSE5 a chce místo ní vytvářet specia-
lizované jednotky. Firma AMD uvedla specifikaci pro SSE5, která má obsahovat 170
instrukcí. Čtyři instrukce se zaměřením na zaokrouhlení desetinných čísel obsahuje
už jednotka SSE4.1 od Intelu.
3.8 Detailní popis instrukcí
3.8.1 Skalární
Operace se provádí nad jedním datovým slovem ostatní se pouze překopírují(obr.3.14).
3.8.2 Vektorové
Operace se provádí nad všemi datovými slovy(obr.3.15).
3.8.3 Vertikální (asynchronní)
Operace mezi odpovídajícími datovými slovy v různých vektorových registrech(obr.3.15).
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Obr. 3.14: Skalární operace
Obr. 3.15: Vektorová a vertikální operace
3.8.4 Horizontální
Operace mezi jednotlivými datovými slovy ve stejném vektorovém registru(obr.3.16).
3.9 Příklad výpočtů pomocí assembleru
V této kapitole si ukážeme pomocí obrázků instrukce, které využívají SIMD jed-
notku. Z obrázku je patrné, jak jednotka pracuje s daty.
První příklad demonstruje použití instrukce PADDW, která sčítá integer words
z registru mm0 a mm1. Použity jsou 16b operandy (obr. 3.18).
Druhý příklad ukazuje instrukci PMADDWD. Tato instrukce je základem al-
goritmů pro IIR, FIR, FFT nebo DCT. Podrobně si tuto instrukci vysvětlíme na
příkladu konvoluce v kapitole Aplikace s knihovnou Intel Integrated Performance
Primitives.
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Obr. 3.16: Horizontální operace
Obr. 3.17: Instrukce PADDW
3.10 Programování pomocí intrinsic funkcí
Intrinsic nám dovoluje používat funkce a proměnné v jazyků C/C++ místo použití
assemblerovských instrukcí. Intrisic funkce poskytují stejné výhody jako programo-
vání v assembleru. Pomocí intrisic funkcí dochází k lepší čitelnosti kódu a k redukci
chyb. Jednotlivé funkce nejsou dostupné na všech architekturách procesorů od firmy
Intel[7].
Intrinsic funkce lze rozdělit na dvě částí. První využívají rozšíření moderních
procesorů o jednotky SIMD. Druhá využívá vlastností procesorů všech architektur
firmy intel. Zaměříme se pouze na intrisic funkce pro jednotky SIMD.
3.10.1 Datové typy a popis funkcí
Datový typ
Funkce intrinsic využívají čtyři nové datové typy, které by se měli používat jen pro
výstupní proměnné a parametry. Na datových typech se nedá použít např. násobení,
sčítání a odčítání.Datové typy jsou v tabulce 3.1 .
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Obr. 3.18: Instrukce PMADDWD
Datový typ Popis
m64 používá se pro jednotky MMX. Datový typ muže obsa-
hovat osm 8-bit hodnoty, čtyři 16-bit hodnoty, dvě 32-bit
hodnoty nebo jednu 64-bit hodnotu.
m128 používá se pro jednotky SSE. Datový typ muže obsaho-
vat čtyři 32-bit hodnoty reálného čísla.
m128d používá se pro jednotky SSE. Datový typ muže obsaho-
vat dvě 64-bit hodnoty reálného čísla.
m128i používá se pro jednotky SSE. Datový typ muže obsa-
hovat šestnáct 8-bit hodnoty, osm 16-bit hodnoty, čtyři
32-bit hodnoty nebo dvě 64-bit hodnotu.
Tab. 3.1: Datové typy pro intrinsic
Pojmenování intrinsic funkcí
Funkce jsou pojmenovány následovně:
_mm_<intrin_op>_<suffix>
,kde <intrin op> je pojmenování prováděné operace např. add, sub, and a or.
<suffix> určuje použitý datový typ.
3.10.2 Příklad intrinsic instrukcí
V tabulce 3.2 jsou uvedeny příklady funkcí pro všechny architektury firmy Intel[7].
V tabulce 3.3 jsou uvedeny příklady funkcí pro jednotky SIMD firmy intel.
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Funkce Popis
int abs(int) vrací absolutní hodnotu z proměnné int.
double tan(double) vrací vypočítanou hodnotu tangens z proměnné double.
double exp(double) vrací vypočítanou hodnotu exponenciální funkce z pro-
měnné double.
void enable(void) povolení přerušení.
void disable(void) zakázání přerušení.
Tab. 3.2: Intrinsic funkce pro procesory Intel
Funkce Instrukce v assembleru
mm add pi8 PADDB.
mm sub pi32 PSUBD
mm mulhi pi16 PMULHW
mm cmpgt pi32 PCMPGTD
mm load ss MOVSS
mm hadd pd HADDPD
Tab. 3.3: Intrinsic funkce pro SIMD
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4 INTEL INTEGRATED PERFORMANCE PRI-
MITIVES
Softwarová knihovna IPP využívá rozšíření moderních procesoru Intel o jednotky
Intel MMX, Intel SSE, Intel SSE2, Intel SSE3 a Intel SSE4. Knihovnu lze používat
na procesorech obsahující předchozí SIMD jednotky. Při použití funkcí knihovny
dochází k optimalizaci výpočetních algoritmů a tím k urychlení času potřebného
k vykonání celé aplikace. Knihovna přistupuje k jednotkám SIMD pomocí strojo-
vých instrukcí. Jednotlivé funkce knihovny jsou určeny pro operace s jednorozměr-
nými signály, řečovými signály, audio, video, maticemi, kryptografií, 3D, grafikou
a renderem. Pomocí jednoduchých funkcí lze naprogramovat kodeky MP3, JPEG,
JPEG2000.[10]
Knihovna je určena pro programovací jazyk C/C++ nebo Fortran, proto mu-
síme mít nainstalován kompilátor tohoto jazyka. Software knihovnu lze využívat na
operačních systémech Windows, Linux a MacOS.
Knihovna se skládá ze čtyř samostatných částí. První část je určena pro práci
s jednorozměrným signálem, druhá pracuje s obrazem a videem, třetí s maticemi
a čtvrtá s kryptografií. Jednotlivé části knihovny popíšeme skupinou funkcí, které
se zaměřují na určité použití. Funkce vysvětlíme v jednotlivých aplikacích, které
budeme vytvářet.
Nejprve popíšeme společné vlastnosti knihovny. Poté se zaměříme na jednotlivé
části knihovny, kde nebudeme popisovat jednotlivé funkce. Zaměříme se na všeo-
becná využití a možnosti knihovny. Ukážeme, jak knihovnu správně nainstalovat a
nastavit v jednotlivých prostředích.
4.1 Všeobecné vlastnosti IPP
Ke všem funkcím knihovny IPP přistupujeme pomocí souboru ipp.h. Všechny části
knihovny obsahují funkce, podle kterých lze zjistit nastavení a verzi IPP knihovny.
Další skupina funkce přistupují k informacím o použitém procesoru, jako je frek-
vence, typ použitého procesoru. Lze také funkcemi nastavit vlákna programu, a
také alokování a uvolňování paměti. Jednotlivé části knihovny lze volat samostatně
pomocí include souboru.
4.1.1 Datové typy
Knihovna IPP muže používat standardní datové typy jazyka C/C++, ale zároveň
si definuje vlastní datové typy, které odvozuje od standardních. Jednotlivé datové
typy jsou popsány v tabulce (tab. 4.1).[10]
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Typ Typ v C Typ v IPP
8u unsigned char Ipp8u
8s signed char Ipp8s
16u unsigned short Ipp16u
16s signed short Ipp16s
16sc complex short Ipp16sc
32u unsigned int Ipp32u
32s signed int Ipp32s
32f float Ipp32f
32fc complex float Ipp32fc
64s int64 (Windows) Ipp64s
64s long long (Linux) Ipp64s
64f double Ipp64f
64fc complex double Ipp64fc
Tab. 4.1: Datové typy v IPP[10]
Zároveň nastavuje u datových typů přesný rozsah hodnot. Výhodou přesně de-
finovaných rozsahů hodnot u datových typů je, že hodnota se nemění v závislosti
na použitém procesoru. U datových typů si nemusíme pamatovat přesný rozsah
hodnot, ale můžeme k nim přistupovat pomocí identifikátoru pro minimální a ma-
ximální hodnotu. Identifikátory pro datové typy v komplexním číslu jsou udávány
v absolutní hodnotě.
4.1.2 Pojmenování funkcí
Funkce v knihovně firmy Intel[10] IPP mají následující formát:
ipp<typ-knihovny><jmeno> <datový typ>[ <descriptor>](<parametry>);
Všechny funkce nemají přesně definovaný tvar uvedený výše. Většina funkcí má
určitý návratový typ, který udává informace o průběhu funkce. Z jeho pomocí je
možné najít chybu při zadávání parametru funkce nebo chyby vnitřního výpočtu ve
funkci.
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Datový Typ Minimální hodnota Maximální hodnota
8s -128 127
8u 0 255
16s -32768 32767
16u 0 65535
32s −231 231 − 1
32u 0 232 − 1
32f 1.175494351e−38 3.402823466e38
64s −263 263 − 1
64f 2.2250738585072014e−308 1.7976931348623158e308
Tab. 4.2: Maximální a minimální hodnoty v datových typech[10]
Datový Typ Minimální Identifikátor Maximální Identifikátor
8s IPP MIN 8S IPP MAX 8S
8u IPP MAX 8U
16s IPP MIN 16S IPP MAX 16S
16u IPP MAX 16U
32s IPP MIN 32S IPP MAX 32S
32u IPP MAX 32U
32f IPP MINABS 32F IPP MAXABS 32F
64s IPP MIN 64S IPP MAX 64S
64f IPP MINABS 64F IPP MAXABS 64F
Tab. 4.3: Identifikátory pro krajní hodnoty[10]
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Typ knihovny
Jedná se o znak za ipp, který určuje jaká část knihovny je použita. Jednotlivé znaky
mohou být[10] :
s pro jednorozměrné signály
i pro obrázky a video
m pro matice
r pro 3D data a render
Jméno
Jméno udává název funkce, která bude použita[10].
Datový typ
Datový typ určuje, s jakými daty se bude pracovat. Na výběr jsou datové typy v
tabulce(tab. 4.1)[10].
Deskriptor
Popisuje data, která souvisejí s funkcí. Může se jednat o parametry, které funkce
předpokládá, nebo dodatečné signalizační parametry[10].
Parametry
Parametry jsou odkazy na hodnoty, se kterými bude funkce pracovat. Parametrů
může být zadáno několik. Záleží na použité funkci. Většinou se zde vkládají data,
se kterými se bude počítat, a data, kam se výsledný výpočet uloží. Mohou zde být
také hodnoty, které rozhodují o vlastnostech prováděné funkce[10].
4.1.3 Rozšířené datové typy
V knihovně jsou předdefinovány struktury dat např. pro MP3, komplexní čísla atd.
Pomocí těchto struktur se usnadňuje zadávání jednotlivých vlastností, které využí-
vají jednotlivé funkce. Zároveň ulehčují práci programátorovi, který nemusí definovat
jednotlivé struktury. V knihovně se také používají výčtové typy[10].
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4.2 Rozdělení knihovny IPP
4.2.1 Jednorozměrný signál
První částí knihovny IPP je určena jen pro jednorozměrný signál. O knihovně se
říká, že používá signálový procesor. Knihovnu pro jednorozměrné signály lze dále
dělit podle hlavních rysů používaných funkcí[10]:
1. Funkce informační a pro základní použití knihovny. Pomocí nich můžeme zís-
kat informace o používané knihovně. Zároveň pomocí funkcí můžeme alokovat
dynamickou paměť a uvolňovat ji. Lze také používat kontrolní funkce pro pro-
cesor a knihovnu.
2. Vektorové inicializační funkce. Používají se pro inicializaci vektorových dat a
generování signálů. Obsahují také funkce s vektory jako je kopírování, mazání
a nastavování.
3. Základní funkce. Obsahuje základní matematické funkce pro aritmetické, lo-
gické operace, pro posun bitu, převody mezi datovými typy a funkce okna,
jako je Hammingovo nebo Barlettovo okno. Jednotlivé funkce pracují s daty
jednotlivě nebo s celým vektorem dat.
4. Funkce pro filtraci dat. Muže se jednat o funkce konvoluce, korelace, FIR, IIR,
LMS a mediánové filtry.
5. Funkce pro transformaci. Transformační funkce pro výpočty Fourierovy, DCT,
Hilbertovy a waveletovy transformace.
6. Rozpoznávání hlasu.
7. Kódování řečových dat. Funkce pro vytváření jednotlivých kodeku pro data,
která obsahují řeč, a jsou definovány v ITU-T napo. G711, G.722, G.722.1,
G.723.1, G726, G.728 a G.729.
8. Kódování audio dat. Pomocí základních funkcí můžeme naprogramovat MP3,
MPEG-1 a MPEG-4.
9. Funkce pro práci s textovými daty.
10. Rozšířené matematické funkce. Obsahuje geometrické, speciální a zaokrouhlo-
vací funkce.
11. Kódování dat. Funkce pro VLC a Huffmanovo kódování.
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Výpis jednotlivých funkcí není kompletní, ukazujeme pouze možnosti využití
knihovny IPP. Jedná se o primitivní funkce pomocí, kterých lze vytvořit například
složité kódování dat nebo si ulehčit programování speciálních funkcí.
Knihovnu vkládáme do programu pomocí #include<ipps.h>.
4.2.2 Obraz a video
Další část knihovny je zaměřena na počítání obrazových a video dat. Knihovnu pro
video a obrazová data lze dále dělit podle hlavních rysů používaných funkcí[11]:
1. Funkce informační a pro základní použití knihovny. Pomocí nich můžeme získat
informace o používané knihovně a alokovat i uvolňovat dynamickou paměť.
2. Funkce pro práci s obrazovými daty, jejich změnu a inicializaci.
3. Aritmetické a logické operace nad obrazovými daty.
4. Konverze barev v obrazu. Funkce pro gamma korekci, RGB na CMYK a mnoho
dalších.
5. Funkce pro filtraci dat.
6. Waveletova transformace.
7. Funkce pro konverzi dat do formátu JPEG a JPEG2000. Ztrátová komprese a
bezeztrátová komprese dat na obrazový signál.
8. Kódování videa. Funkce pro vytvoření kódování a dekódování videa pomocí
kodeku MPEG-1, MPEG-2, MPEG-4, DV, H.261, H.263, H.264 a VC-1.
Výčet všech funkcí není kompletní. Pouze ukazuje možnosti využití knihovny. Mož-
nosti naprogramování jednotlivých aplikací využívajících tuto knihovnu jsou velmi
široké, od pouhých obrazových dat až po vytváření vlastních programu pro práci s
videem. V aplikacích používajících tuto knihovnu bude výpočetní výkon vyšší.[11]
Knihovnu vkládáme do programu pomocí #include<ippi.h>.
4.2.3 Matice
Třetí část knihovny se zaměřuje na malé matice, vektorové počítání a realistický
render. Pro počítání s maticemi jsou používané funkce jako je transformace ma-
tice, násobení matic, odečítání matic a další. Knihovna se zaměřuje na vektorovou
algebru.[12]
Knihovnu vkládáme do programu pomocí #include<ippm.h>.
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4.2.4 Kryptografie
Jedná se o nejnovější rozšíření knihovny IPP[13]. Pomocí základních funkcí lze za-
bezpečovat data pro bezpečnou komunikaci nebo ukládání dat. Knihovna má funkce
pro jednotlivé druhy kódování. Funkce lze rozdělit do následujících kategorií:
1. Symetrické kryptografické funkce. Funkce pro symetrické algoritmy jako DES,
Triple DES (TDES), Rijndael, Twofish, Blowfish.
2. One-Way Hash funkce.
3. Funkce pro ověření dat. Jedná se o algoritmy pro MAC a DAA
4. Funkce pro veřejný klíč.
4.3 Intel Integrated Performance Primitives in-
stalace a nastavení v IDE
Knihovnu Intel IPP lze stáhnout z webových stránek firmy Intel (www.intel.com).
Knihovna je zdarma poskytována pro operační systém Linux a to pouze pro ne-
komerční používání. Pro operační systém Windows lze použít 90 denní zkušební
verzi. Jinak se za knihovnu platí. Pro funkčnost knihovny musí být nainstalován
kompilátor jazyka C/C++.
4.3.1 Instalace
Instalace IPP je velmi jednoduchá podle manu8lu firmy Intel[10]. Instalační program
se nás pouze zeptá na cestu, kam chceme knihovnu nainstalovat a ostatní se nastaví
automaticky. Defaultní cesta je „C:\Program Files\Intel\IPP\5.3\ia32\ÿ.
Při instalaci a ověření funkčnosti se doporučuje udělat následující kroky:
1. Spustíme instalační soubor od firmy Intel.
2. Zadání licence je možné dvěma způsoby. Jedním z nich je sériové číslo, druhým
licenční soubor.
3. Pomocí souboru ippenv.bat lze zadat cesty do Windows PATH, LIB a INCLUDE.
Defaultní umístění:
„C:\Program Files\Intel\IPP\5.3\ia32\Tool\envÿ.
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4. Ověření funkčnosti provedeme pomocí programu ippiDemo.exe.
Defaultní umístění je v „C:\Program Files\Intel\IPP\5.3\ia32\Demoÿ
Objeví-li se hláška „This application has failed to start because ippcore.dll was
not foundÿ nebo „No DLL were found in the waterfall procedureÿ jsou špatně
nastavené cesty viz bod 3. Nebo musíme překopírovat DLL knihovny z
„C:\Program Files\Intel\IPP\5.3\ia32\binÿ do „C:\Windows\system32ÿ.
Poté je knihovna správně nainstalována.
4.3.2 Nastavení v Microsoft Visual C 2005
Nastavení knihovny bylo prováděno pro program Microsoft Visual 2005. Pro jiné
verze se jednotlivé kroky mohou lišit. Jsouli cesty k souborům knihovny nastaveny
ve Windows, pak Visual C++ je použije automaticky.
Pro nastavení knihovny do programu Microsoft Visual C 2005 musíme udělat
následující kroky[14]:
1. Nejprve nastavíme cesty k Inculde Files.
Ve Visual C++ nejprve pomocí menu „Tools− >Optionsÿ otevřeme okno, v
kterém pomocí záložek se přesuneme na „Project and Solotions− >Directoriesÿ.
V položce „Show directories for:ÿ vybereme include(obr. ). Poté přidáme cestu
k souborům knihovny. Defaultní cesta je
„C: \Program Files\Intel\IPP\5.3\a32\includeÿ.
Obr. 4.1: Nastavení Include Files ve Visual C
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2. Nastavíme cesty k Library Files.
Postupujeme přesně podle bodu 1, kde místo include vybereme Library Files
a nastavíme cestu:
„C: \Program Files\Intel\IPP\5.3\a32\stublibÿ.
Obr. 4.2: Nastavení Library Files ve Visual C
4.3.3 Nastavení v Borland C++
Nejprve musíme pomocí programu IMPLIB vytvořit knihovny pro prostředí Bor-
land C++. Příkaz pustíme v adresáři, kde se nacházejí soubory DLL knihovny. Poté
nastavíme IDE Borland C++ a cestu k Inculde a Library Files. V Borland C++ vy-
bereme v menu „Project− >Optionsÿ, záložku Directories/Conditionals a přidáme
soubory Include a Library (obr.4.3). Umístění těchto souboru je popsáno v instalaci
pro Microsoft Visual Studio 2005.
4.4 Sestavení programu
Funkce a struktury Intel IPP jsou definovány ve více hlavičkových souborech v
include adresáři. Při sestavení programu můžeme zadat pouze hlavičkový soubor
IPP.h, ten má v sobě definované všechny ostatní hlavičkové soubory.
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Obr. 4.3: Nastavení Library a Include Files v Borland C++
4.4.1 Volání funkcí
Funkce Intel IPP jsou definovány v DLL knihovnách. Jednotlivé funkce IPP se volají
úplně stejně jak funkce v jazyku C/C++. Pro sestavení programu můžeme použít
dva principy volání funkcí IPP.
4.4.2 Použití Intel IPP DLL knihoven
Při linkování programu s dynamickou knihovnou se do výsledného spustitelného
souboru ukládají tabulky odkazů na symboly definované v dynamické knihovně. Pro
chod programu je nutné mít kromě vlastního programu i nainstalované příslušné
dynamické knihovny. Pro sestavení programu pomocí DLL používá IPP soubory
IPP*.lib v studlib adresáři[14].
Intel IPP má definovány knihovny DLL pro jednotlivé typy procesorů. Po spuš-
tění programu Intel IPP jednoznačně určí typ použitého procesoru a přiřadí pro-
gramu nejlépe se hodící DLL knihovnu. Knihovny pro jednotlivé procesory:
4.4.3 Použití Intel IPP statické knihovny
Druhou možností je použití statických knihoven v souborech IPP*merged.lib v lib
adresaři. Statické knihovny jsou spojovány linkerem při sestavení programu. linker
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*px*.dll C-optimalizace pro IA-32 procesory
*a6*.dll optimalizace pro Pentium III procesory
*w7*.dll optimalizace pro Pentium 4 procesory
*t7*.dll optimalizace pro Pentium 4 procesory s Streaming
SIMD Extensions 3 (SSE3)
*v8*.dll optimalizace pro 32-bit aplikace pro Intel R© CoreTM 2
and Intel R© Xeon R© 5100 Procesory
*p8*.dll optimalizace pro 32-bit aplikace pro 45nm Intel R©
CoreTM2 Duo (Penryn) procesory
Tab. 4.4: Popis knihoven DLL pro IPP
vkládá všechny kódy do jednoho spustitelného souboru. Výsledkem je spustitelný
soubor, obsahují části statické knihovny, které jsou nezbytné pro chod programu[14].
4.5 Funkce knihovny IPP pro řízení procesoru
Knihovna Intel IPP obsahuje funkce pro ovládání procesoru a nastavení vlastností
programu využívajícího jednotky SIMD[10]. Pomocí funkce můžeme nastavit kon-
krétní procesor, pro který budeme programový kód překládat a nebo zavolat funkci,
která vybere nejlépe se hodící procesor. Tyto dva postupy používáme při použití sta-
tických knihoven. Také lze nastavit počet používaných vláken v programu. Funkce
pracují s více vlákny, aby maximálně využily výpočetní potenciál vícejádrových pro-
cesorů. Funkce nastavující vlastnosti procesoru jsou následující[14]:
Funkce pro nastavení počtu vláken:
IppStatus ippSetNumThreads(int numThr);
Funkce je deklarovaná v souboru ippcore.h. Návratová hodnota je ukazatel na sta-
tická data typu IppStatus, kde jsou uloženy informace o výsledku provedeni funkce.
Proměnné ve funkci:
numThr parametrem nastavujeme počet vláken programu
Funkce pro zjištění počtu vláken:
IppStatus ippGetNumThreads(int* pNumThr);
Funkce je deklarovaná v souboru ippcore.h. Návratová hodnota je ukazatel na sta-
tická data typu IppStatus, kde jsou uloženy informace o výsledku provedeni funkce.
Proměnné ve funkci:
pNumThr parametrem udávající počet vláken programu
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Funkce pro nastavení nejvhodnějšího procesoru:
IppStatus ippStaticInit(void);
Funkce je deklarovaná v souboru ippcore.h. Návratová hodnota je ukazatel na sta-
tická data typu IppStatus, kde jsou uloženy informace o výsledku provedeni funkce.
Funkce pro nastavení konkrétního procesoru
IppStatus ippStaticInitCpu(IppCpuType cpu);
Funkce je deklarovaná v souboru ippcore.h. Návratová hodnota je ukazatel na sta-
tická data typu IppStatus, kde jsou uloženy informace o výsledku provedeni funkce.
Proměnné ve funkci:
cpu parametrem zadávající typ procesoru
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5 OPTIMALIZACE ALGORITMŮ
Pro optimalizaci programu můžeme využít různé programovací techniky např. více
vláknové aplikace, nalezení lepšího algoritmu a vektorizace. Vektorizaci pro zvýšení
výkonu využívá knihovna Intel IPP. Některé kompilátory, jako gcc a icc, dokáží vyu-
žívat jednotky SIMD pro vektorizaci výpočtu. V následující části popisujeme základy
a vlastnosti vektorizace za použití kompilátoru Intel C++ Compiler. Na demonstrač-
ních příkladech programu ukážeme porovnání vektorizace s pomocí knihovny Intel
IPP a použitím kompilátoru ICC s a bez nastavení vektorizace[7].
5.1 Vektorizace s Intel C++ Compiler
Kompilátor ICC využívá jednotky SIMD pro urychlení výpočtu pomocí tzv. vektori-
zace. Kompilátor rozezná určitou část kódu, kde lze využít paralelismu pro jednotky
SIMD. Stupeň vektorizace lze nastavit při kompilaci programu nebo použitím značek
v programovém kódu. Vektorizaci můžeme nechat na kompilátoru.
5.1.1 Vlastnosti vektorizace
Pro použití vektorizace musíme programový kód napsat podle určitých pravidel.
Vektorizace se nejvíce používá při smyčkách. Smyčka by měla pracovat s vekto-
rem(polem) dat, obsahovat pouze jeden blok, neměnné příkazy na pravé straně vý-
razu a mít jen přiřazovací příkazy na pravé straně výrazu. Ve smyčce by jsme neměli
volat funkce, použit více datových typů, použit jiné než matematické operace a po-
užít data závislá na výstupní podmínce.
Omezení vektorizace jsou závislá na dvou faktorech. První je omezení kompi-
látoru v závislosti na vlastnostech hardwaru. Druhým je styl programování, který
nevyhovuje vektorizaci dat.
5.1.2 Programování smyček pro vektorizaci
Při vytváření smyček můžeme použít příkazy while a for. Při překladu kompilátor
s parametrem /Qx vnitřní smyčky vektorizuje. Každá smyčka nemůže být vektori-
zovaná. To je zapříčiněno vlastnostmi SIMD jednotek. Operace, pro vektorizaci jsou
uvedeny v kapitole SIMD obvody firmy Intel. Dále jsou podporovány matematické
funkce jako sin, cos a tan. Tyto funkce jsou definovány v knihovně samotného kom-
pilátoru. Datové typy pro celá čísla pracující s jednotkou SIMD jsou 8b, 16b a 32b
datový tip integer. Pro práci s celými čísly používáme 64bitový datový typ float s
dvojnásobnou přesností a 32 bitový datový typ float s jednoduchou přesností.
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5.1.3 Příklady programování pomocí smyček
V následující části popíšeme jak psát smyčky, aby je bylo možné vektorizovat.
Smyčka pro vektorizaci musí obsahovat jediný vstup a jediný výstup. Použité da-
tové typy musí být stejného typ a nemělo by docházet ke ztrátě přesnosti. Smyčka
musí mít předem definovaný počet opakování. V následující části ukazujeme příklady
dobře a špatně napsaných smyček podle firmy Intel[7].
Správně napsaná smyčka
for(int k = 0; k < 4;k++)
a[k] = b[k] + c[k];
Datová závislost ve smyčce
Vektorizace se neprovede obsahuje-li smyčka datovou závislost.
for(int k = 0; k < 4;k++)
a[k] = a[k+1] + 2*a[k-1] - a[k];
Datově závislé opuštění smyčky
Pro vektorizaci nelze použít datově závislé opuštění smyčky. Nelze opustit smyčku
na hodnotě vstupních dat v poli.
for(int k = 0; k < 4;k++)
{
if(a[k] == 200) break;
a[k] = a[k+1] + 2*a[k-1] - a[k];
}
Počet opakování smyčky nesmí zaležet na hodnotě z pole dat
Počet opakování nesmí být závislý na hodnotách ze vstupního pole dat.
while( b[i] < 23 ) b[ i ] = 22;
Překrývání polí
Pole se nesmějí překrývat. Pole nemají pro hodnoty stejná místa v paměti.
int *a = &a1[3];
for(int k = 0; k < 4;k++)
a[k] = a1[k];
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Rozbalování smyček
Smyčku, která má přesně definovaný počet opakování, je lepší rozepsat na jednotlivé
operace. Odstraňuje se výpočet podmínky a umožní se lepší využití pipeline. V roz-
balení smyček v kódu pro kompilátoru Intel Compiler lze použít #pragma unroll(n).
Tento postup se provádí pro menší počet pakování v řádu desítek, při větším počtu
opakování smyčky dochází ke zvětšení výsledného spustitelného programu[7].
for(int k = 0; k < 4;k++)
a[k] = b[k]*c[k];
a[0] = b[0]*c[0];
a[1] = b[1]*c[1];
a[2] = b[2]*c[2];
a[3] = b[3]*c[3];
5.1.4 Nastavení kompilátoru Intel Compiler pro vektorizaci
Pomocí kompilátoru máme více možností k nastavení vektorizací programu. Prvním
z nich je pomocí #pragma přímo definovat, jaké smyčky se budou vektorizovat[7].
Druhou možností je při kompilaci použít parametry pro vektorizaci.
Nastavení v kódu programu
V následující tabulce jsou ukázány možnosti nastavení pro kompilaci.
Nastavení Popis
declspec(align(n)) Kompilátor seřadí n-bytové slabiky proměnných. Adresa
proměnných je ADRESA mod n = 0
declspec(align(n,off)) Kompilátor seřadí n-bytové slabiky proměnných s offes-
tem mimo proměnné v n-bytových proměnných. Adresa
proměnných: ADDRESA mod n = off
restrict Umožňuje větši vektorizaci
assume aligned(a,n) Kompilátor předpokládá, že pole je uspořádáno na n-
bytových slabikách. Použito v případech kde kompilátor
selhal k získání informací o zarovnání
#pragma ivdep Kompilátor ignoruje předpokládané závislosti vektoru
#pragma vector Popisuje jak smyčka bude vektorizovaná
#pragma novector Smyčka nebude vektorizovaná
Tab. 5.1: Nastavení kódu pro vektorizaci[7]
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Nastavení při kompilaci
Při kompilaci můžeme přímo zadat atributy pro nastavení vektorizace. V následu-
jících tabulkách je přehled možných parametrů pro vektorizaci v kompilátoru od
firmy Intel[7].
/Qvec-report[n] popis parametru
0 Nedává žádné informace o vektorizaci
1 Popis, které smyčky byly vektorizované
2 Popis, které smyčky byly vektorizované a nevektorizo-
vané
3 Kompilátor předpokládá, že pole je uspořádáno na n-
bytových slabikách. Použito v případech, kde kompilátor
selhal k získání informací o zarovnání
4 Popis, které smyčky nebyly vektorizované a nevektori-
zované, popis závislosti dat
5 Popis, které smyčky nebyly vektorizované a popis proč
Tab. 5.2: Parametr /Qvec-report[n][7]
/Qx popis parametru
S Optimalizace kódu pro jednotku SSE4
T Optimalizace procesorů Intel Core 2 Duo
P Optimalizace architektur procesorů Intel Core a Net-
Burst mikroarchitekturu
O Optimalizace architektur procesorů Intel Core a Net-
Burst mikroarchitekturu
B Optimalizace architektur procesorů Intel Pentium M
N Optimalizace architektur procesorů Intel Pentium 4 a
Intel Xeon
W Optimalizace architektur procesorů Intel Pentium 4 a
Intel Xeon
K Optimalizace architektur procesorů Intel Pentium III
Tab. 5.3: Parametr /Qx[7]
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/Qax popis parametru
S Optimalizace kódu pro jednotku SSE4
T Optimalizace procesorů Intel Core 2 Duo
P Optimalizace architektur procesorů Intel Core a Net-
Burst mikroarchitekturu
B Optimalizace architektur procesorů Intel Pentium M
N Optimalizace architektur procesorů Intel Pentium 4 a
Intel Xeon
W Optimalizace architektur procesorů Intel Pentium 4 a
Intel Xeon
K Optimalizace architektur procesorů Intel Pentium III
Tab. 5.4: Parametr /Qax[7]
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6 POROVNÁNÍ A DOBY TRVÁNÍ ALGORITMŮ
Pomocí demonstračních programů změříme dobu trvání funkcí využívaných z knihovny
IPP a porovnáme je s funkcemi, které jednotku IPP nevyužívají. Jednotlivé pro-
gramy mohou být kompilovány s optimalizací nebo bez optimalizace programového
kódu. Vyzkoušíme, jak se různé nastavení kompilátoru projeví na době trvání funkcí.
Výkonnost knihovny IPP je také závislá na typu použitého procesoru a proto měření
výkonnosti provedeme na různých typech CPU.
6.1 Principy měření a porovnávaná algoritmů
Při programovaní určité úlohy můžeme mít k dispozici více řešení. Musíme tedy
rozhodnout jaký algoritmus použijeme. Proto zavádíme pojmy časová a paměťová
složitost.
6.1.1 Paměťová složitost
Paměťovou složitost algoritmu definujeme jako závislost paměťových nároků pro
provedení určitého algoritmu. Měříme ji v jednotkách velikosti paměti, tedy v jed-
notkách bitů.[19]
6.1.2 Časová složitost
Časová složitost algoritmu je definována jako časová náročnost algoritmu na kon-
krétním řešení algoritmu nebo na konkrétních vstupních datech. Pro jednoduchost
v diplomové práci budeme používat časovou složitost v nejhorším případě, to zna-
mená, jak nejdéle může trvat algoritmus s určitými vstupními daty. Časová složitost
je neklesající funkce.
Asymptotická složitost je způsob klasifikace počítačových algoritmů. Náročnost
algoritmu je dána chování algoritmu v závislosti na změně velikosti vstupních dat.
Zapisuje se pomocí velké O notace O(f(N)) (např. O(N)). Při porovnání dvou algo-
ritmů nepotřebujeme znát přesný počet provedených operací, ale jen ten člen, kde
hodnota v závislosti na vstupních datech N nejvíce roste. Lepší algoritmus je ten,
kde hodnota na vstupních datech roste v závislosti na čase menší rychlosti.[19]
Algoritmy můžeme podle f(N) rozdělit do tříd. Jednotlivé třídy jsou:
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O(1) konstantní
O(logN) logaritmická
O(N) lineární
O(N logN) lineárnělogaritmická
O(N2) kvadratická
O(N3) kubická
O(NX) polynomiální
O(XN) exponenciální
O(N!) faktoriálová
Tab. 6.1: Třídy algoritmů podle složitosti
6.1.3 Měření doby běhu algoritmu
Pomocí metody časové složitosti zjistíme, kolik elementárních operací je nutné ke
zpracování algoritmu. Tato metoda se nedá použít k zjištění doby trvání algoritmu
na určitém procesoru, protože nevíme, za jaký časový interval se elementární operace
provede. Dobu trvání programu ovlivňují vlastnosti výpočetního systému a operační
systém. Ovlivňující vlastnosti mohou být např.:
• Počet procesorů
• Multitasking
• V jaké fázi se nachází systém
• Frekvence procesorů
• Doba trvání jednotlivé instrukce
• Jaké výpočetní bloky v procesoru jsou použity
• atd.
Pro měření doby trvání programu můžeme využít následující metody:
• TSC - Time Stamp Counter
• Služby WinAPI v OS Windows
• Knihovna IPP
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TSC - Time Stamp Counter
Procesory Intel a AMD obsahují registr TSC(Time Stamp Counter). Jedná se o
64bitový registr s funkcí čítače. S každým taktem procesoru se hodnota v TSC
zvyšuje o jedna. Pomocí TSC lze určit dobu trvání jednotlivých algoritmů a určit
rychlejší algoritmus. Postup programovaní je následující[2]:
• Přečtení hodnoty TSC a zapsaní do proměnné např. Start
• Provedení algoritmu, který zkoumáme
• Přečtení hodnoty TSC a zapsaní do proměnné např. Stop
• Výsledná hodnota je Stop− Start
Výsledná hodnota je v Hertzích.
Obr. 6.1: Registr TSC
Služby WinAPI v OS Windows
V operačním systému Windows určíme dobu algoritmu pomocí aplikačního pro-
gramového rozhraní WinAPI. Jednotlivé služby aplikačního programového rozhraní
jsou definovány jako funkce. Dobu trvání algoritmu můžeme určit dvěmi způsoby.
Prvním způsobem je pomocí dvou funkcí[2]:
• BOOL QueryPerformanceFrequency
( LARGE INTEGER * lpliPerformanceFreq );
– funkce navrací počet tiků čítače za 1 sekundu.
• BOOL QueryPerformanceCounter
( LARGE INTEGER * lpliPerformanceCount );
– funkce zpřístupňuje aktuální hodnotu čítače.
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Druhým způsobem je pustit algoritmus v jednom vlákně a určit dobu trvání
vlákna. Dobu trvání vlákna dostáváme pomocí funkce GetThreadTimes, která měří
skutečně spotřebovaný čas v daném vlákně. Definice funkce je:
• BOOL WINAPI GetThreadTimes(
in HANDLE hThread,
out LPFILETIME lpCreationTime,
out LPFILETIME lpExitTime,
out LPFILETIME lpKernelTime,
out LPFILETIME lpUserTime);
Knihovna IPP
V knihovně IPP je definována funkce ippGetCpuClocks. Tato funkce vrací aktuální
hodnotu z TSC. Jedná se o stejný princip uvedený výše pomocí TSC. Funkcí získáme
frekvenci procesoru. Definice funkcí jsou:
• Ipp64u ippGetCpuClocks (void);
funkce vrací hodnotu registru TSC
• IppStatus ippGetCpuFreqMhz(int* pMhz); funkce vrací hodnotu frekvence
CPU v MHz
Vývojový diagram pro dobu algoritmu pomocí IPP:
Hodnotu času pak získáme podle vzorce:
Tprog =
Start− Stop
FrekvenceCPU
[s]
Uvedený vývojový diagram i vzorec lze použít i pro výpočet pomocí WinAPI.
Rozdílný je jen ve volání funkcí.
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Obr. 6.2: Vývojový diagram doby trvání algoritmu
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7 DEMONSTRAČNÍ APLIKACE S KNIHOV-
NOU INTEL INTEGRATE PERFORMANCE
PRIMITIVES
V této části diplomové práce jsou uvedeny návody pro vytvoření aplikací výukového
charakteru v programovacím jazyku C/C++ pomocí knihovny IPP. Předpokládá se
znalost jazyka C/C++. Programy byly vytvářeny se záměrem pro pochopení funkcí
z knihovny IPP. Funkce uvedené v demonstračních programech nejsou jediné funkce
z knihovny IPP, které řeší daný problém.
Vytvořené programy jsou jednoduché konzolové aplikace. Jednotlivé kroky po-
stupu nebudou opakovaně vysvětlovány u každého příkladu. Teorie k programované
aplikaci nebude popsána detailně, ale jen pomocí základních informací. Popíšeme
použité funkce z IPP. Popis funkcí, které byly použity v předchozích příkladech
nebudeme uvádět. Následně bude vytvořen program po jednotlivých krocích. V pří-
kladech nejsou udávány detaily pro vytvoření programového kódu v jazyku C/C++.
Pouze je uveden postup, pomocí kterého program vytvoříme.
U některých programů uvedeme příklad programování pomocí smyček bez po-
užití knihovny IPP. V některých smyčkách nejsou uvedeny všechny podmínky pro
bezchybné provedení. Program může nahlásit chybu v závislosti na vstupních da-
tech. Napsané smyčky jsou jen informativní pro lepší pochopení knihovny IPP, která
využívá vektorizaci pro zlepšení doby běhu programu.
Při vytváření aplikace je vhodné do projektu ve Visual Studiu přímo vkládat lib
knihovny. Knihovny vložíme pomocí „Project->Add Existing Item. . .ÿ. Zobrazí se
nám dialogové okno a v něm nalezneme cestu k lib souborům pro použití dynamic-
kých nebo statických knihoven. Knihovny vybereme a přiřadíme k projektu.
7.1 Seznámení s IPP a vytvoření konzolové apli-
kace
První příklad slouží pro zjištění, je-li IPP knihovna dobře nainstalována a nastavena.
7.1.1 Použité funkce z IPP
const IppLibraryVersion* ippsGetLibVersion(void);
Funkce je deklarovaná v souboru ipps.h. Návratová hodnota je ukazatel na sta-
tická data typu IppLibraryVersion, kde jsou uloženy informace o použité knihovně.
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Proměnné ve funkci:
major číslo udávající hlavní verzi knihovny
minor číslo udávající vedlejší verzi knihovny
majorBuild číslo sestavené z hlavní verze knihovny
build číslo udávající vytvoření
Name jméno použité knihovny
Version řetězec s verzí knihovny
BuildDate aktuální datum vytvořené knihovny
7.1.2 Vytvoření v Microsoft Visual C 2005
Jednotlivé kroky pro vytváření programu:
1. Zapneme Microsoft Visual C.
2. Vytvoříme novou konzolovou aplikaci pomocí „File->New Project. . .ÿ. Zob-
razí se nám dialogové okno a v něm vybereme Win32 Console Aplication a
zadáme do Name text „Verzeÿ a klikneme na OK. Zobrazí se nám nové okno,
kde klikneme na Next. V dalším okně vybereme Console application a Empty
project. Tyto volby potvrdíme zmáčknutím tlačítka Finish.
Obr. 7.1: Vytvoření nového projektu
3. Vytvoříme nový soubor pomocí „Project->Add New Item.. .ÿ. Zobrazí se nám
dialogový box, kde vybereme C++ File(.cpp). Zároveň zadáme do Name text
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„Verze Souborÿ. Soubor se automaticky přiřadí do projektu. Do vytvořeného
souboru budeme psát náš kód.
Obr. 7.2: Vytvoření nového souboru
4. Vložíme knihovnu IPP a to pomocí #include<ipp.h> a knihovnu pro vstupní
a výstupní funkce jazyka C++ #include<iostream>. Zároveň vytvoříme hlavní
funkci main.
5. Následně vytvoříme v hlavní funkci konstantní ukazatel na IppLibraryVersion
a přiřadíme mu hodnoty z funkce ippsGetLibVersion(). Tím jsme dostali do
vytvořené proměnné jednotlivé informace o knihovně.
6. Získané informace necháme vypsat na obrazovku. Pomocí příkazu cout si jed-
notlivé informace zobrazíme a to následovně: první je příkaz pro zobrazení,
následuje jméno vytvořené proměnné ukazující na jednotlivou položku napo.:
cout << lib->major;.
7. Poslední příkaz v programu bude cin.get() Pomocí tohoto příkazu se okno
uzavře až po stisku jakékoliv klávesy.
8. Program následně přeložíme příkazem Start Debugging v menu „Debugÿ.
Celý zdrojový kód je zobrazen v příloze. Pro spuštění jednotlivých funkcí pro-
gramu Microsoft Visual C můžeme přistupovat pomocí klávesových zkratek.
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Obr. 7.3: Výpis programu pro zjištění IPP
7.2 Konvoluce
Příklad je zaměřen na klasickou lineární konvoluci dvou vektorů dat. Používá se
knihovna pro jednorozměrný signál. Podle vložené funkce můžeme zadávat dva da-
tové typy. Výpočet je podle vzorce:
vysledek[n] =
n∑
k=0
PrvniV ektor[k]DruhyV ektor[n− k] (7.1)
U tohoto příkladu porovnáváme dobu trvání výpočtu závislou na velikosti vek-
toru dat a použitém datovém typu. Porovnávaný program bude používat jen funkce
z knihovny Intel IPP.
7.2.1 Výpočet pomocí C/C++ bez SIMD
Bez použití knihovny IPP a bez SIMD musíme nejprve matematický vzorec vyjá-
dřit v jazyku C/C++. Pro výpočet konvoluce dostaneme dva vnořené cykly for.
Nevýhoda tohoto řešení spočívá ve velké časové složitosti a ošetření výsledku při
násobení dat. Uvažujeme-li vektory o stejné délce, dostáváme kvadratickou časovou
složitost. Další nevýhodou výpočtu je závislost počtu vykonaných instrukcí na po-
čtu výkonných jednotek procesoru v jednom časovém intervalu. Následuje příklad v
jazyku C/C++.
for(int n = 0; n < (velikost1+velikost2-1);n++)
for(int k = 0; k < velikost1;k++)
Vysledek[n] = PrvniVektor[k]*DruhyVektro[n-k] + Vysledek[n];
7.2.2 Výpočet s jednotkou SIMD v assembleru
Při použití jednotky SIMD s instrukcí PMADDWD(obr. 3.18) urychlíme výpočet
konvoluce. Je to patrné ze jejího vzorce. Postup programování v assembleru vypadá
následovně:
1. Budeme uvažovat vektory celých hodnot. Velikost vektorů je 4. Typ dat 16b
integer.
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2. Nejprve vynulujeme registry mm0 a mm1.
3. Do registru mm1 načteme hodnoty prvního vektoru. Musíme dávat pozor, kam
načteme první prvek. Umístíme ho na nejvyšší hodnotu adresy v registru mm1.
Poslední prvek bude umístěn na nejnižší hodnotě adresy v registru mm1.
4. Do registru pomocí instrukce mm0 na největší adresu načteme první prvek
vektoru. Nyní provedeme instrukcí PMADDWD vypočet. Dostaneme dvě vypo-
čítané hodnoty, které sečteme a tím jsme dostali výsledný první prvek vektoru
konvoluce.
5. V dalším kroku vynulujeme registr mm0 a načteme dvě hodnoty druhého vek-
toru. Druhá hodnota v pořadí vektoru bude umístěna na nejvyšší adrese re-
gistru.
6. Provedeme krok 4, jestliže jsme tento postup už neopakovali 7krát. V opačném
případě vypíšeme výsledky a program ukončíme.
Výhoda instrukce PMADDWD je v násobení dvakrát dvou polí z registrů mm0 a
mm1 mezi sebou a zároveň jejich sečtením. Oproti předchozímu příkladu v C/C++
bez SIMD jsme minimálně o polovinu rychlejší ve výpočtu.
7.2.3 Výpočet pomocí knihovny IPP a jazyku C/C++
Při použití knihovny IPP se nemusíme starat jak vnitřní funkce pracuje. Stačí nám
zadat tři vektory, které předáme funkci jako parametry. Nepotřebujeme znát vnitřní
chování funkce ani s jakou instrukcí assembleru pracuje. Tento postup usnadňuje
programátorovi v jazyku C/C++ mnoho práce.
Použité funkce z IPP
IppStatus ippsConv 32f(const Ipp32f* pSrc1, int src1Len, const Ipp32f* pSrc2,int
src2Len, Ipp32f* pDst);
IppStatus ippsConv 64f(const Ipp64f* pSrc1, int src1Len, const Ipp64f* pSrc2,int
src2Len, Ipp64f* pDst);
Funkce je deklarovaná v souboru ipp.h. Návratová hodnota je ukazatel na data
typu IppStatus, kde jsou uloženy informace o průběhu vypočtu funkce např: chyba
vstupních dat, funkce byla provedena vpořádku.
Výsledný vektor má velikost (src1Len + src2Len - 1).
Použité proměnné ve funkci:
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pSrc1, pSrc2 zdrojový vektory dat pro konvoluci.
src1Len počet prvků prvního vloženého vektoru.
src2Len počet prvků druhého vloženého vektoru.
pDst cílový vektor dat.
Návratové hodnoty funkce:
ippStsNoErr Žádná chyba.
ippStsNullPtrErr Chyba v pDst nebo pSrc, kde data ukazují na NULL.
ippStsSizeErr Chyba způsobena, když jeden z vektorů má délku nula.
ippStsMemAllocErr Chyba nedostatek volné paměti.
Ipp32f* ippsMalloc 32f(int len);
Ipp64f* ippsMalloc 64f(int len);
Funkce alokuje paměť pro datový typ uvedený v názvu funkce.
Použité proměnné ve funkci:
len počet alokovaných proměnných.
void ippsFree(void* ptr);
Funkce uvolňuje alokovanou paměť pro datový typ.
Použité proměnné ve funkci:
*ptr ukazatel na uvolňovanou paměť.
Vytvoření v Microsoft Visual C 2005
Jednotlivé kroky pro vytváření programu:
1. Vytvoříme nový projekt s názvem „Konvoluceÿ a v něm také soubor Konvo-
luce.cpp.
2. Do souboru vložíme #include<ipp.h> a #include<iostream>.
3. Zobrazíme na obrazovce název programu.
4. Vytvoříme dvě proměnné typu int, které budou udávat velikost vektorů pro
konvoluci.
5. Pomocí příkazu cin >> n načteme velikost vektoru pro konvoluci. Příkaz mu-
síme zadat pro dvě proměnné, protože používáme dva vektory dat pro konvo-
luci.
6. Vytvoříme dvě dynamická pole typu Ipp32f, která mají velikost zadaných hod-
not velikosti vektoru. Zároveň musíme vytvořit dynamické pole typu Ipp32f
pro výsledky výpočtu konvoluce. Velikost tohoto pole musíme vypočítat ze
zadaných hodnot velikostí vektorů.
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Ipp32f *prvniVektor = ippsMalloc_32f(n);
Ipp32f *druhyVektor = ippsMalloc_32f(m);
Ipp32f *vyslednyVektor = ippsMalloc_32f(m+n-1);
7. Do vytvořených dynamických polí načteme jednotlivé hodnoty vektorů, to
provedeme pomocí smyčky for a funkce cin.
8. Vložíme výše uvedenou funkci pro konvoluci, s parametry vytvořených dyna-
mických polí a načtených velikostí vektorů.
ippsConv_32f(prvniVektor, n, druhyVektor,m , vyslednyVektor);
9. Výsledek zobrazíme na obrazovku. Nesmíme zapomenout, že zobrazujeme pole
dat.
10. Přidáme dva příkazy pro stisknutí klávesy, aby se nám nezavřelo okno s pro-
gramem.
11. Nesmíme zapomenout uvolnit paměť vytvořených dynamických polí. To pro-
vádíme pomocí příkazu ippsFree;
ippsFree(vyslednyVektor);
ippsFree(prvniVektor);
ippsFree(druhyVektor);
12. Program přeložíme příkazem Start Debugging v menu „Debugÿ.
13. Spustíme aplikaci.
7.2.4 Porovnání funkcí algoritmu
Vytvořený program pro konvoluci, jsme pustili na různých výpočetních systémech
a změřili dobu trvání výpočtu algoritmu pro datové typy Ipp16s, Ipp32f a Ipp64f.
Čím menší hodnota trvání algoritmu byla naměřena, tím byl výpočet rychlejší. Z
naměřených dat vyplývá závislost doby trvání algoritmu na použitém výpočetním
systému a použitém datovém typu. Naměřená data jsou zobrazena v tabulkách(7.2,
7.1, 7.3), kde m = první vektor a n = druhý vektor.
Z hodnot v tabulkách(7.4, (7.5) je vidět závislost doby trvání algoritmu na pro-
cesoru a na určitém datovém typu. Použitím malých vektorů probíhá výpočet na
všech testovaných procesorech stejně a ve velmi krátkém časovém intervalu, který se
blíži k nule. Také je patrné, čím je rozměr matice větší, tím je i doba trvání výpočtu
delší. Ze změřených dat lze odvodit, že doba výpočtu funkce je závislá na velikosti
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Procesor[frekvence] m=10,
n=50
m=10,
n=2650
m=10,
n=4950
m=40,
n=2550
m=40,
n=4850
Core2Duo[1,86GHz] 3[µs] 153[µs] 257[µs] 135[µs] 247[µs]
Pentium M[1,5GHz] 6[µs] 290[µs] 529[µs] 308[µs] 472[µs]
Pentium IV[1,7GHz] 6[µs] 243[µs] 545[µs] 256[µs] 471[µs]
Sempron[1,4GHz] 10[µs] 253[µs] 493[µs] 212[µs] 411[µs]
Tab. 7.1: Doba trvání výpočtu konvoluce pomocí typu Ipp16s na různých proceso-
rech, kde m,n je délka vstupních vektorů
vstupních dat a na použitém datovém typu funkce. Zároveň je zřejmé, že s novější
architekturou procesoru roste výkonnost SIMD obvodů i bez zvětšování frekvence.
Z tabulek se dá předpokládat, že procesor Pentium IV špatně pracuje s datovým
typem Ipp32f.
Procesor[frekvence] m=10,
n=50
m=10,
n=2650
m=10,
n=4950
m=40,
n=2550
m=40,
n=4850
Core2Duo[1,86GHz] 7[µs] 53[µs] 89[µs] 325[µs] 400[µs]
Pentium M[1,5GHz] 6[µs] 68[µs] 121[µs] 350[µs] 450[µs]
Pentium IV[1,7GHz] 36[µs] 125[µs] 204[µs] 1448[µs] 1731[µs]
Sempron[1,4GHz] 5[µs] 61[µs] 112[µs] 242[µs] 337[µs]
Tab. 7.2: Doba trvání výpočtu konvoluce pomocí typu Ipp32f na různých proceso-
rech, kde m,n je délka vstupních vektorů
Procesor[frekvence] m=10,
n=50
m=10,
n=2650
m=40,
n=1440
m=40,
n=2550
Core2Duo[1,86GHz] 2[µs] 47[µs] 98[µs] 135[µs]
Pentium M[1,5GHz] 4[µs] 69[µs] 142[µs] 308[µs]
Pentium IV[1,7GHz] 9[µs] 79[µs] 373[µs] 445[µs]
Sempron[1,4GHz] 5[µs] 61[µs] 112[µs] 173[µs]
Tab. 7.3: Doba trvání výpočtu konvoluce pomocí typu Ipp64f na různých proceso-
rech, kde m,n je délka vstupních vektorů
7.3 Waveletová transformace pro 1D signál
Na příkladu si ukážeme výpočet diskrétní waveletové transformace pomocí Haar
waveletu.
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7.3.1 Program pomocí knihovny IPP v jazyku C++
Použité funkce z IPP
IppStatus ippsWTHaarFwd 32f(const Ipp32f* pSrc, int lenSrc, Ipp32f* pDstLow,
Ipp32f* pDstHigh);
Funkce je definována v hlavičkovém souboru ipps.h. Funkce vypočítá waveletovu
transformaci a získané výsledky detailních a aproximačních waveletových koeficientů
uloží.
Použité proměnné ve funkci:
pSrc vstupní vektor
lenSrc velikost vstupního vektoru
pDstLow ukazatel výsledný vektor
pDstHig ukazatel výsledný vektor
Návratové hodnoty funkce:
ippStsNoErr Žádná chyba.
ippStsNullPtrErr Jeden z ukazatelů ukazuje na NULL.
ippStsLengthErr Délka vektoru je zadána špatně.
IppStatus ippsWTHaarInv 32f(const Ipp32f* pSrcLow, const Ipp32f* pSrcHigh,
Ipp32f* pDst, int lenDst);
Funkce je definována v hlavičkovém souboru ipps.h. Funkce vypočítá waveletovu
transformaci pomocí detailních a aproximačních waveletových koeficientů. Získaný
signál uloží.
Použité proměnné ve funkci:
pDest výstupní vektor
lenDst velikost výstupního vektoru
pSrcLow ukazatel na koeficienty
pSrcHig ukazatel na koeficienty
Návratové hodnoty funkce:
ippStsNoErr Žádná chyba.
ippStsNullPtrErr Jeden z ukazatelů ukazuje na NULL.
ippStsLengthErr Délka vektoru je zadána špatně.
Vytvoření v Microsoft Visual C 2005
Vytvoříme program pro výpočet dopředné a zpětné waveletove transformace pro
velikost vstupního vektoru o délce osm.
Jednotlivé kroky pro vytváření programu:
1. Vytvoříme nový projekt s názvem „WaveletovaTransformaceÿ a v něm také
soubor WaveletovaTransformace.cpp.
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2. Vložíme hlavičkové soubory #include<ipp.h> a #include<iostream>
3. Zobrazíme na obrazovce název programu.
4. Vytvoříme tři pole typu int označené x, lo a hi. Délka vektorů bude konstantní
o délkách osm pro x, čtyři pro lo a čtyři pro hi.
5. Vytvoříme smyčku pro zadání hodnot signálu.
6. Vložíme funkci pro waveletovu transformaci.
ippsWTHaarFwd_32f(x, 8, lo, hi);
7. Pomocí funkce vypíšeme získané hodnoty, nesmíme zapomenout, že vypisu-
jeme pole dat o přesně definované velikost vektorů.
8. Vložíme funkci pro výpočet zpětné waveletovy transformace.
ippsWTHaarInv_32f(lo, hi, x, 8);
9. Výsledek zobrazíme na obrazovku.
10. Program přeložíme příkazem Start Debugging v menu „Debugÿ.
11. Spustíme aplikaci.
7.4 Aplikace pro nalezeni textu v textu
Program v zadaném textu najde hledaný řetězec znaků. Prohledávaný a hledaný
text zadáváme pomocí klávesnice. Po zadání textu bude vypsáno číslo, které udává
místo v hledaném textu. V aplikaci provedeme porovnání doby trvání výpočtu při
použití vektorizace, vypnutí vektorizace a použití knihovny Intel IPP.
7.4.1 Program bez použití IPP knihovny
Program napsaný bez použití knihovny IPP využívá funkci:
int najdiText(char *str, int strLen, char*str2, int strLen2)
{
int vysledek = -1;
int pom = 0;
int pom3 = 0;
bool pom2 = true;
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if(strLen2 > strLen)
return -1;
for(int i = 0; i < strLen-strLen2+1; i++)
{
for(int j = 0; j < strLen2; j++)
{
pom = str[i+j] == str2[j];
pom3 += pom;
}
if((pom3 == strLen2) && pom2)
{
pom2 = false;
return i;
}
}
return vysledek;
}
Funkce navrací hodnotu int, která udává místo hledaného textu. Parametry
funkce jsou hledaný a prohledávaný text a jejich velikost. Hlavní část algoritmu
tvoří dvě smyčky for. První smyčka prohází prohledávaným textem. Druhá smyčka
kontroluje, shoduj- li se následující znaky prohledávaného textu s hledaným textem.
Časová složitost tohoto algoritmu je závislá na délce prohledávaného a hledaného
textu, zjednodušeně se dá vyjádřit jako (délkaProhledávanéhoTextu - delkaHledane-
hoTextu + 1) * délkaHledanéhoTextu). V nejhorším možném případě, kdy prohledá-
vaný text je stejně velký jako hledaný text, dochází ke kvadratické časové složitosti.
7.4.2 Program pomocí knihovny IPP v jazyku C++
Použité funkce z IPP
IppStatus ippsFind 8u(const Ipp8u* pSrc, int len, const Ipp8u* pFind, int lenFind,
int* pIndex);
Funkce je definována v hlavičkovém souboru ippch.h. Funkce zjistí první výskyt
hledaného textu a vypíše jeho pozici.
72
Použité proměnné ve funkci:
pSrc1 prohledávaný text
len velikost prohledávaného textu
pFind ukazatel na hledaný text
lenFind délka hledaného textu
pIndex ukazatel na integer, udává pozici hledaného textu.
Návratové hodnoty funkce:
ippStsNoErr Žádná chyba.
ippStsNullPtrErr Jeden z ukazatelů ukazuje na NULL.
ippStsLengthErr Délka jednoho textu je záporná hodnota.
Vytvoření v Microsoft Visual C 2005
Jednotlivé kroky pro vytváření programu:
1. Vytvoříme nový projekt s názvem „NajdiTextIPPÿ a v něm také soubor Na-
jdiText.cpp.
2. Vložíme hlavičkové soubory #include<ipp.h> a #include<iostream>
3. Zobrazíme na obrazovce název programu.
4. Vytvoříme dvě proměnné typu int, které budou udávat velikost hledaného a
prohledávaného textu. Zároveň proměnným přiřadíme počáteční hodnotu o
velikosti 1.
5. Vytvoříme dvě dynamická pole pro prohledávaný a hledaný text.
char *prohText = new char[pocet];
char *hledText = new char[pocet2];
6. Pomocí funkce vytvorText(char *str, int &pocet) načteme do dynamic-
kých polí hledaný a prohledávaný text. Funkce pro načtení textu je:
char * vytvorText(char *str, int &velikost)
{
char a;
while((a = cin.get())!= ’\n’)
{
char *pomText = new char[velikost];
pomText[velikost-1] = a;
for(int i = 0; i < velikost-1; i++)
73
pomText[i] = str[i];
delete [] str;
str = new char[velikost];
for(int i = 0; i < velikost; i++)
str[i] = pomText[i];
delete [] pomText;
velikost++;
return str;
}
}
7. Vložíme funkci pro nalezení textu uvedenou výše, s parametry vytvořených
dynamických polí, velikostí textu a hodnotou integer pro výsledek.
ippsFind_8u((Ipp8u*)prohText, pocet-1,
(Ipp8u*)hledText, pocet2-1, &vysledek);
8. Výsledek zobrazíme na obrazovku.
9. Přidáme příkaz pro stisknutí klávesy, aby se nám nezavřelo okno s programem.
10. Nesmíme zapomenout uvolnit paměť vytvořenou pro dynamická pole pomocí
příkazu delete.
delete []prohText;
delete []hledText;
11. Program přeložíme příkazem Start Debugging v menu „Debugÿ.
12. Spustíme aplikaci.
7.5 Program pro součet matic
Po zadání dvou matic vypočítáme jejich součet. V aplikaci provedeme porovnání
doby trvání výpočtu při použití vektorizace, vypnutí vektorizace a použití knihovny
Intel IPP.
7.5.1 Program bez použití IPP knihovny
Program napsaný bez použití knihovny IPP využívá funkci:
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void nasobMatice(float *A, float *B, float *C
, int radek, int sloupec)
{
for(int i = 0; i < radek;i++)
for(int j = 0; j < sloupec;j++)
C[i,j] = A[i,j] + B[i,j];
}
Časová složitost algoritmu je kvadratická (radek*sloupec). Vstupní parametr funkce
je počet řádků, sloupců a dva ukazatele na pole typu float. Výstupní parametr je
ukazatel na pole typu float.
7.5.2 Program pomocí knihovny IPP v jazyku C++
Použité funkce z IPP
IppStatus ippmAdd mm 32f(const Ipp32f* pSrc1, int src1Stride1, int src1Stride2,
const Ipp32f* pSrc2, int src2Stride1, int src2Stride2, Ipp32f* pDst, int dstStride1,
int dstStride2, int width, int height);
Funkce je definována v hlavičkovém souboru ippm.h. Funkce vypočítá součet dvou
matic.
Použité proměnné ve funkci:
pSrc1 prohledávaný text
len velikost prohledávaného textu
pFind ukazatel na hledaný text
lenFind délka hledaného textu
pIndex ukazatel na integer, udává pozici hledaného textu.
Návratové hodnoty funkce:
ippStsNoErr Žádná chyba.
ippStsNullPtrErr Jeden z ukazatelů ukazuje na NULL.
ippStsLengthErr Délka jednoho textu je záporná hodnota.
Vytvoření v Microsoft Visual C 2005
Jednotlivé kroky pro vytváření programu:
1. Vytvoříme nový projekt s názvem „SoucetMaticSIPPÿ a v něm také soubor
SoucetMaticSIPP.cpp.
2. Vložíme hlavičkové soubory #include<ipp.h> a #include<iostream>
3. Zobrazíme na obrazovce název programu.
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4. Vytvoříme dvě proměnné typu int, které budou udávat velikost řádků a sloupců.
5. Vytvoříme tři dynamická pole typu Ipp32f s velikostí matic.
Ipp32f *A = ippsMalloc_32f(radek*sloupec);
Ipp32f *B = ippsMalloc_32f(radek*sloupec);
Ipp32f *C = ippsMalloc_32f(radek*sloupec);
6. Načteme hodnotu sloupců a řádků. Zároveň načteme hodnoty do matic.
7. Deklarujeme:
int src1Stride2 = sizeof(Ipp32f);
int src1Stride1 = sloupec*sizeof(Ipp32f);
int src2Stride2 = sizeof(Ipp32f);
int src2Stride1 = sloupec*sizeof(Ipp32f);
int dstStride2 = sizeof(Ipp32f);
int dstStride1 = sloupec*sizeof(Ipp32f);
Hodnoty jsou vzdálenosti mezi jednotlivými prvky pole, pro bližší pochopeni
doporučuji literaturu[12].
8. Vložíme funkci pro součet matic a dosadíme parametry do funkce.
ippmAdd_mm_32f(A, src1Stride1, src1Stride2, B, src2Stride1,
src2Stride2, dstStride1, dstStride2, radek, sloupec);
9. Výsledek zobrazíme na obrazovku.
10. Přidáme příkaz pro stisknutí klávesy, aby nedošlo k zavření okna programu.
11. Nesmíme zapomenout uvolnit paměť vytvořených dynamických polí pomocí
příkazu ippsFree(*A).
ippsFree(A);
ippsFree(B);
ippsFree(C);
12. Program přeložíme příkazem Start Debugging v menu „Debugÿ.
13. Spustíme aplikaci.
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7.5.3 Porovnání algoritmu na jiných systémech
Vytvořený program pro sčítání matic, jsme pustili na různých výpočetních systémech
a změřili dobu trvání výpočtu algoritmu pro datové typy Ipp32f a Ipp64f. Čím menší
hodnota trvání algoritmu byla naměřena, tím byl výpočet rychlejší. Z naměřených
dat vyplývá závislost doby trvání algoritmu na použitém výpočetním systému a
použitém datovém typu. Naměřená data jsou zobrazena v tabulkách(7.4, 7.5).
Procesor[frekvence] Matice
4x4
Matice
20x20
Matice
100x100
Matice
400x400
Matice
1000x1000
Core2Duo[1,86GHz] 0[µs] 1[µs] 18[µs] 280[µs] 3596[µs]
Pentium M[1,5GHz] 0[µs] 1[µs] 25[µs] 430[µs] 6537[µs]
Pentium IV[1,7GHz] 0[µs] 4[µs] 33[µs] 1529[µs] 9954[µs]
Sempron[1,4GHz] 0[µs] 1[µs] 31[µs] 1633[µs] 10101[µs]
Tab. 7.4: Doba trvání výpočtu součtu matic pomocí typu Ipp32f na různých proce-
sorech
Z hodnot v tabulkách(7.4, (7.5) je vidět závislost doby trvání algoritmu na pro-
cesoru a na určitém datovém typu. Použitím malých rozměrů matic probíhá výpočet
na všech testovaných procesorech stejně a ve velmi krátkém časovém intervalu, který
se blíží nule. Také je patrné, čím je rozměr matice větší, tím je i doba trvání výpočtu
delší. Ze změřených dat lze odvodit, že doba výpočtu funkce je závislá na velikosti
vstupních dat a na použitém datovém typu funkce. Zároveň je patrné, že s novější
architekturou procesoru roste výkonnost SIMD obvodů i bez zvětšování frekvence.
Procesor[frekvence] Matice
4x4
Matice
20x20
Matice
100x100
Matice
400x400
Matice
1000x1000
Core2Duo[1,86GHz] 0[µs] 1[µs] 24[µs] 1166[µs] 7293[µs]
Pentium M[1,5GHz] 0[µs] 1[µs] 43[µs] 1151[µs] 21902[µs]
Pentium IV[1,7GHz] 0[µs] 4[µs] 45[µs] 2584[µs] 17480[µs]
Sempron[1,4GHz] 0[µs] 2[µs] 47[µs] 2630[µs] 16661[µs]
Tab. 7.5: Doba trvání výpočtu součtu matic pomocí typu Ipp64f na různých proce-
sorech
7.6 Výpočet DCT a IDCT pro blok 8x8
Aplikace demonstruje možnosti výpočtu DCT a IDCT pro blok dat 8x8. DCT je
často používána při zpracování signálu a obrazu, pro ztrátovou kompresi dat v ob-
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razovém kodeku JPEG, video kodeku MJPEG a MPEG.
7.6.1 Program pomocí knihovny IPP v jazyku C++
Použité funkce z IPP
IppStatus ippiDCT8x8Fwd <mod>(Ipp<datatype>* pSrcDst );
Funkce je definována v hlavičkovém souboru ippi.h. Funkce provede výpočet DCT
na bloku dat 8x8.
Použité proměnné ve funkci:
pSrcDst ukazatel na vstupní a výstupní obrázek
Návratové hodnoty funkce:
ippStsNoErr žádná chyba.
ippStsNullPtrErr ukazatel ukazuje na NULL.
IppStatus ippiDCT8x8Inv <mod>(Ipp<datatype>* pSrcDst);
Funkce je definována v hlavičkovém souboru ippi.h. Funkce provede výpočet IDCT
na bloku dat 8x8.
Použité proměnné ve funkci:
pSrcDst ukazatel na vstupní a výstupní obrázek
Návratové hodnoty funkce:
ippStsNoErr žádná chyba.
ippStsNullPtrErr ukazatel ukazuje na NULL.
Vytvoření v Microsoft Visual C 2005
Jednotlivé kroky pro vytváření programu:
1. Vytvoříme nový projekt s názvem „DCTIDCT8x8ÿ a v něm také soubor
DCTIDCT8x8.cpp.
2. Vložíme hlavičkové soubory #include<ipp.h> a #include<iostream>
3. Zobrazíme na obrazovce název programu.
4. Vytvoříme pole x o velikosti 64 s datovým typem Ipp16s a načteme do pole
jednotlivé hodnoty.
5. Vložíme funkci pro výpočet DCT.
ippiDCT8x8Fwd_16s_C1I( x );
6. Výsledek zobrazíme na obrazovku pomocí funkce:
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7. Vložíme funkci pro výpočet DCT.
ippiDCT8x8Inv_16s_C1I( x );
8. Výsledek zobrazíme na obrazovku.
9. Aby se nám nezavřelo okno s výsledky programu vložíme dva příkazy pro stisk
klávesnice.
10. Program přeložíme příkazem Start Debugging v menu „Debugÿ.
11. Spustíme aplikaci.
7.7 Program pro převod RGB na YUV
Aplikace demonstruje možnosti převodu barevného prostoru RGB do YUV. Aplikace
nebude načítat obrázek, ale bude pracovat s jednorozměrným polem reprezentující
obrázek. Jeden pixel je v poli reprezentován třemi hodnotami pole, které udávají
jednotlivé složky RGB. Výpočet se provádí podle vzorce:
Y = 0.299 ∗R + 0.587 ∗G + 0.114 ∗B (7.2)
U = −0.147 ∗R− 0.289 ∗G + 0.436 ∗B = 0.492 ∗ (B − Y ) (7.3)
V = 0.615 ∗R− 0.515 ∗G− 0.100 ∗B = 0.877 ∗ (R− Y ) (7.4)
7.7.1 Program bez použití IPP knihovny
Program napsaný bez použití knihovny IPP využívá funkci:
int i = 0;
for(int j = 0; j < x*y*3 ; j++)
{
double R = src[i++];
double G = src[i++];
double B = src[i++];
dst[j++] = Ipp8u(0.299*R + 0.587*G + 0.114*B);
dst[j++] = Ipp8u(-0.147*R - 0.289*G + 0.436*B);
dst[j] = Ipp8u(0.615*R - 0.515*G - 0.100*B);
}
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7.7.2 Program pomocí knihovny IPP v jazyku C++
Použité funkce z IPP
IppStatus ippiRGBToYUV <mod>(const Ipp8u* pSrc, int srcStep, Ipp8u* pDst,
int dstStep, IppiSize roiSize);
Funkce je definována v hlavičkovém souboru ippcc.h. Funkce převede obrázek v RGB
na obrázek YUV.
Použité proměnné ve funkci:
pSrc ukazatel na vstupní obrázek
srcStep velikost vstupního obrazu
pDst ukazatel výstupní obrázek
srcDst velikost výstupního obrazu
roiSize velikost vstupního a výstupního ROI.
Návratové hodnoty funkce:
ippStsNoErr Žádná chyba.
ippStsNullPtrErr Jeden z ukazatelů ukazuje na NULL.
ippStsLengthErr roiSize je špatně definován.
Vytvoření v Microsoft Visual C 2005
Jednotlivé kroky pro vytváření programu:
1. Vytvoříme nový projekt s názvem „RGBnaYUVÿ a v něm také soubor RGB-
naYUV.cpp.
2. Vložíme hlavičkové soubory #include<ipp.h> a k #include<iostream>
3. Zobrazíme na obrazovce název programu.
4. Vytvoříme dvě proměnné x, y typu int, které budou udávat velikost řádků a
sloupců. Načteme hodnotu sloupců a řádků.
5. Vytvoříme pole reprezentující vstupní a výstupní obrázek.
Ipp8u *dst = new Ipp8u[x*y*3];
Ipp8u *src = new Ipp8u[x*y*3];
6. Zároveň načteme hodnoty do pole. Nejdříve musíme načíst hodnoty do pro-
měnné int a poté je přiřadit pomocí přetypování proměnným typu Ipp8u.
Kdyby jsme neudělali tento postup načtené hodnoty dat by byly uloženy
špatně a způsobilo by to chybu. Opačný postup musíme použít i při výpisu
dat pomocí příkazu cout.
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cin >> R;
src[i] = Ipp8u(R);
7. Deklarujeme:
IppiSize srcRoi = { x, y };
8. Vložíme funkci pro převod obrazu.
ippiRGBToYUV_8u_C3R ( src, x*3, dst, x, srcRoi );
9. Výsledek zobrazíme na obrazovku pomocí funkce:
void vypis(Ipp8u *src, int x, int y, int k)
{
for(int i = 0; i < x*y*k; i++)
{
int p =src[i];
cout << p << " ";
if(((i+1)%(k*x)) == 0)
cout << endl;
}
}
10. Nezapomeneme uvolnit paměť.
delete[] dst;
delete[] src;
11. Přeložíme a spustíme aplikaci.
7.8 Aplikace pro vypočet entropie
Aplikace ze zadaného vektoru dat vypočítá entropii podle vzorce:
vysledek =
n−1∑
i=0
vstupniV ektor[i].log2pSrc[i] (7.5)
, kde n udává velikost vstupního vektoru.
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7.8.1 Program bez použití IPP knihovny
Program napsaný bez použití knihovny IPP využívá funkci:
float entropie(float *vstupniVektro, int delka)
{
float vysledek;
for(int j = 0; j < delka ; j++)
{
vysledek = vstupniVektro[i]*log(vstupniVektor[i]);
}
return vysledek;
}
7.8.2 Program pomocí knihovny IPP v jazyku C++
Použité funkce z IPP
IppStatus ippsEntropy 32f(const Ipp32f* pSrc, int len, Ipp32f* pResult);
Funkce je definována v hlavičkovém souboru ippsr.h. Funkce vypočítá entropii.
Použité proměnné ve funkci:
pSrc ukazatel na vstupní vektor
len velikost vstupního vektoru
pResult výsledek výpočtu
Návratové hodnoty funkce:
ippStsNoErr Žádná chyba.
ippStsNullPtrErr Jeden z ukazatelů ukazuje na NULL.
ippStsLengthErr délka je špatně definována.
Vytvoření v Microsoft Visual C 2005
Jednotlivé kroky pro vytváření programu:
1. Vytvoříme nový projekt s názvem „Entropieÿ a v něm také soubor Entro-
pie.cpp.
2. Na začátek kódu programu vložíme hlavičkové soubory #include<ipp.h> a
#include<iostream>.
3. Zobrazíme na obrazovce název programu.
4. Vytvoříme proměnnou n typu int, které budou udávat velikost vstupního vek-
toru. Načteme z klávesnice délku vektoru a zapíšeme do proměnné typu int.
82
5. Vytvoříme pole reprezentující vstupní vektor.
Ipp32f *pSrc = ippsMalloc_32f(n);
6. Načteme hodnoty do pole.
7. Vytvoříme proměnnou Ipp32f na uložení výsledku.
Ipp32f *p = ippsMalloc_32f(1);
8. Vložíme funkci pro výpočet entropie.
ippsEntropy_32f(pSrc, n, p);
9. Výsledek zobrazíme na obrazovku.
10. Nesmíme zapomenout uvolnit paměť.
ippsFree(pSrc);
ippsFree(p);
11. Program přeložíme příkazem Start Debugging v menu „Debugÿ.
12. Spustíme aplikaci.
7.9 Program pro převod RGB na stupně šedi
Aplikace demonstruje možnosti převodu barevného prostoru RGB do stupňů šedi.
V aplikace nebude načítat obrázek, ale budeme pracovat s jednorozměrným polem
reprezentující obrázek. Jeden pixel je v poli reprezentován třemi hodnotami pole,
které udávají jednotlivé složky RGB. Výpočet se provádí podle vzorce:
Y = 0.299 ∗R + 0.587 ∗G + 0.114 ∗B (7.6)
7.9.1 Program bez použití IPP knihovny
Program napsaný bez použití knihovny IPP využívá pro výpočet cyklus for.
int i = 0;
for(int j = 0; j < x*y ; j++)
{
double R = src[i++];
double G = src[i++];
double B = src[i++];
dst[j] = Ipp8u(0.299 * R + 0.587 * G + 0.114 * B);
}
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7.9.2 Program pomocí knihovny IPP v jazyku C++
Použité funkce z IPP
IppStatus ippiRGBToGray <mod>(const Ipp<datatype>* pSrc, int srcStep,
Ipp<datatype>* pDst, int dstStep, IppiSize roiSize);
Funkce je definována v hlavičkovém souboru ippcc.h. Funkce převede obrázek v RGB
na obrázek ve stupních šedi.
Použité proměnné ve funkci:
pSrc ukazatel na vstupní obrázek
srcStep velikost vstupního obrazu
pDst ukazatel výstupní obrázek
srcDst velikost výstupního obrazu
roiSize velikost vstupního a výstupního ROI.
Návratové hodnoty funkce:
ippStsNoErr Žádná chyba.
ippStsNullPtrErr Jeden z ukazatelů ukazuje na NULL.
ippStsLengthErr roiSize je špatně definován.
Vytvoření v Microsoft Visual C 2005
Jednotlivé kroky pro vytváření programu:
1. Vytvoříme nový projekt s názvem „RGBnaStupenSediÿ a v něm také soubor
RGBnaStupenSedi.cpp.
2. Vložíme hlavičkové soubory #include<ipp.h> a #include<iostream>
3. Zobrazíme na obrazovce název programu.
4. Vytvoříme dvě proměnné typu int, které budou udávat velikost řádků a sloupců.
Načteme hodnotu sloupců a řádků.
5. Vytvoříme pole reprezentující vstupní a výstupní obrázek.
Ipp8u *dst = new Ipp8u[x*y];
Ipp8u *src = new Ipp8u[x*y*3];
6. Zároveň načteme hodnoty do pole.
cin >> R;
src[i] = Ipp8u(R);
7. Deklarujeme:
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IppiSize srcRoi = { x, y };
8. Vložíme funkci pro převod obrazu.
ippiRGBToGray_8u_C3C1R ( src, x*y, dst, x*y, srcRoi );
9. Výsledek zobrazíme na obrazovku.
10. Nezapomeneme uvolnit paměť.
delete[] dst;
delete[] src;
11. Program přeložíme příkazem Start Debugging v menu „Debugÿ.
12. Spustíme aplikaci.
7.10 Program vypočítá sinc
Aplikace demonstruje možnosti výpočtu sinc funkce ze zadaného vektoru dat.
pDest[k] =
sin(pSrc[k])
pSrc[k]
, k = 0, .., delka− 1 (7.7)
je-li pSrc[k] = 0, pak pDest[i] = 1.
7.10.1 Program bez použití IPP knihovny
Program napsaný bez použití knihovny IPP využívá pro výpočet cyklus for. Před
použitím výpočtu musíme ošetřit možnost dělení nulou. V aplikaci provedeme po-
rovnání doby trvání výpočtu při použití špatně napsané smyčky pro vektorizaci a
vypnutou vektorizaci.
for(int j = 0; j < delka ; j++)
{
if(src[j] == 0)
{
dst[j] = 1;
}
else
{
dst[j] = sin(src[j])/src[j];
}
}
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7.10.2 Program pomocí knihovny IPP v jazyku C++
Použité funkce z IPP
IppStatus ippsSinC 32f(const Ipp32f* pSrc, Ipp32f* pDst, int len);
Funkce je definována v hlavičkovém souboru ippsr.h. Funkce vypočítá ze zadaného
vektoru funkci sinc.
Použité proměnné ve funkci:
pSrc ukazatel na vstupní vektor
len velikost vstupního vektoru
pDst ukazatel výstupní vektor
Návratové hodnoty funkce:
ippStsNoErr Žádná chyba.
ippStsNullPtrErr Jeden z ukazatelů ukazuje na NULL.
ippStsSizeErr délka je špatně zadaná.
Vytvoření v Microsoft Visual C 2005
Jednotlivé kroky pro vytváření programu:
1. Vytvoříme nový projekt s názvem „SinCIPPÿ a v něm také soubor SinCIPP.cpp.
2. Vložíme hlavičkové soubory #include<ipp.h> a #include<iostream>
3. Zobrazíme na obrazovce název programu.
4. Vytvoříme proměnnou typu int, která bude udávat velikost vstupního vektoru.
5. Vytvoříme pole reprezentující vstupní a výstupní obrázek.
Ipp32f* pSrc = ippsMalloc_32f(n);
Ipp32f* pDst = ippsMalloc_32f(n);
6. Zároveň načteme hodnoty do pole.
7. Vložíme funkci pro sinc.
ippsSinC_32f(pSrc, pDst, y);
8. Výsledek zobrazíme na obrazovku.
9. Nezapomeneme uvolnit paměť.
ippsFree(pSrc);
ippsFree(pDst);
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10. Program přeložíme příkazem Start Debugging v menu „Debugÿ.
11. Spustíme aplikaci.
7.10.3 Porovnání funkcí algoritmu
Vytvořili jsme dvě aplikace pro výpočet sinc. Jedna z aplikace používá pro výpočet
knihovnu Intel Integrated Performance Primitives a druhá námi definovanou funkci.
Provedli jsme měření doby provádění algoritmu a zapsali výsledky do tabulky(7.6).
Délka vektoru aplikace s IPP aplikace jen C/C++
10 2[µs] 4[µs]
50 8[µs] 22[µs]
100 15[µs] 42[µs]
1000 149[µs] 430[µs]
5000 749[µs] 2143[µs]
Tab. 7.6: Doba trvání výpočtu sinc s použitím IPP a bez použití IPP
Z naměřených hodnot v tabulce(7.6) je patrná lepší efektivita programu s pou-
žitím knihovny IPP. Při vzrůstající délce vektoru se doba provádění algoritmu bez
použití IPP rychle zvětšuje. Funkce sinc námi naprogramovaná je 3x pomalejší než
funkce z IPP.
87
8 ZÁVĚR
V diplomové práci jsme se seznámili s architekturou SIMD, která rozšiřuje moderní
procesory pro PC. U jednotlivých jednotek SIMD jsme nastudovali datové typy a
instrukce využívané v programovacím jazyku.
Vytvořili jsme jednoduché aplikace, z kterých jsou patrné možnosti využití knihovny
Intel IPP. U aplikací napsaných v programovacím jazyku C/C++ jsme ukázali po-
stup programování s knihovnou IPP a porovnali teoretické možnosti výpočtu al-
goritmu. Velká výhoda programování s funkcemi této knihovny je její optimalizace
pro určité procesory. Funkce tedy využívají maximální možný výkon a vlastnosti
procesoru.
Všechny funkce popsáné v knihovně Intel Integrated Performance Primitives lze
přepsat pomocí jazyka C/C++ na blok kódu obsahující smyčku např. for. Použití
smyček je charakteristické pro vektorizaci. Z toho vyplývá, že knihovna používá pro
zlepšení doby běhu algoritmu jednotky SIMD. SIMD obvody jsou charakteristické
pro výpočet více instrukcí ve stejném čase.
Vektorizaci lze nastavit i přímo v kompilátoru od firmy Intel. V kompilátoru
můžeme nastavovat stupeň optimalizace pro určitou architekturu procesoru. Špatně
napsaný programový kód nastavený pro vektorizaci může i zpomalit výpočet, proto
musíme dodržovat pevně daná pravidla sestavení smyček.
U některých aplikací jsme změřili dobu běhu programu. Z naměřených hodnot
je patrná výhoda využití vektorizace dat pro větší počet prvků pole. Pro malé veli-
kosti pole je doba běhu programu za použití vektorizace i bez vektorizace stejná. To
je způsobeno větším počtem výkonných jednotek v procesoru. Rychlost provádění
aplikace závisí na napsaném kódu programu, použitých datových typech, architek-
tuře procesorů, cache pamětí a dalších vlastnostech výpočetních systémů. Špatně
napsaný algoritmus neurychlí lepší výpočetní systém.
Funkce knihovny IPP nám usnadňují programování aplikací a také umožňují
vytvářet optimalizované programy pro jednotlivé architektury procesorů.
Na přiloženém CD jsou umístěny zdrojové kódy naprogramovaných aplikací.
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A OBSAH CD
Na přiloženém CD jsou umístěny zdrojové kódy programů, naměřené hodnoty, ob-
rázky použité v diplomové práci a text diplomové prace. Programy přiložené na
CD nejsou ošetřeny výjimkami proto musíme dávat pozor na vkládání korektních
vstupních hodnot.
92
B SPUŠTĚNÍ EXE SOUBORŮ
Chceteli spustit vytvořené aplikace pomocí souborů exe, musíme mít nainstalován
Microsoft Visual C++ 2005 SP1 Redistributable Package (x86) 8.0.50727.762, který
lze volně stáhnout ze stránek firmy Microsoft. Zároveň musíme nainstalovat kni-
hovnu Intel Integrated Performance Primitives pro aplikace využívající její DLL
knihovny. Programy kompilované za pomocí statických knihoven Intel IPP, nepo-
třebují její DLL knihovny.
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