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Evaluating Programs
Ann Bonar Blalock 
Washington Employment Security Department
Decisionmakers, planners, project staff, and [program] partici 
pants are increasingly skeptical of common sense and conventional 
wisdom as sufficient bases upon which to design social programs 
that will achieve their intended goals.
Peter Rossi and Howard Freeman 
Evaluation: A Systematic Approach
Questions have always been raised about the value of tax-supported 
program strategies for resolving major problems in society. Resistance 
and inability to provide evidence of public value have, in the end, led to 
social unrest and sometimes active protest. This is not likely to change. 
Throughout history, those receiving and spending public money have had 
to guarantee that a reasonable tradeoff would be honored between their 
rights and responsibilities. Discretion and control have had to be balanced 
by an accounting of the public good produced, of the kinds and in the ways 
intended. Planned change has always required accountability.
There is a new element, however, in the historical exchange between 
public privileges and obligations. It involves the form accountability 
now takes. The scientific technology for developing evidence of value 
and popular support for using scientific approaches and methods have 
changed radically over the last three decades. Increased public educa 
tion, breakthroughs in the automation of data processing and analysis, 
and growing interest in the role of applied social science research in 
weighing the risks and benefits of social initiatives have converged.
Evaluators can now perform statistical analyses of large amounts of 
data rapidly and relatively inexpensively. Evaluation research has 
become an established field within applied social research (Patton 1986), 
and the public's sophistication about the contribution evaluation re-
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search can make to more objective judgments of social programs has 
grown significantly. Most elected officials, government professionals 
and others responsible for social programs now accept science-based 
evaluation as an integral part of public policymaking.
Evaluation is less well-understood, however, as a pragmatic manage 
ment tool for making general improvements in programs and testing new 
ways to organize and deliver services for particular client groups. At the 
state and local level, evaluation has not been fully utilized as an 
opportunity to infuse the policy and planning process with better infor 
mation, but there are cogent reasons why this condition has prevailed, 
and why the situation is changing.
While the value and legitimacy of evaluation was reinforced, the 
conservative social policies of the 1980s substantially changed the 
location of responsibility for making judgments of the value of social 
programs. Control and responsibility were transferred downward, from 
federal to state government. The premise for this change involved a mix 
of new and older political philosophies: new fiscal conservatism 
emerging in response to economic, energy, and environmental problems 
and postindustrial changes in American society; older conservatism 
favoring states' rights and opposing "big government"; and the more 
idiosyncratic social welfare policies of the Reagan administration, 
designed primarily to shrink federal involvement in social programs 
altogether (Palmer 1986). However, this shift in the locus of accounta 
bility occurred in the context of little prior state training or experience in 
performing the tasks required by the new evaluative role.
Although the federal evaluation effort throughout the 1970s was 
extensive, it did little to enhance state-level evaluation capability. 1 
Collecting the data essential in carrying out federal evaluations required 
the cooperation of state and local program professionals, but these 
professionals were rarely brought into the effort as partners, and the 
information coming back to them from federal studies offered few direct 
informational benefits in adjusting policies or improving programs.
Although states were required to develop automated reporting sys 
tems responsive to federal program goals, few incentives existed to 
incorporate an evaluation capability within their design, or to develop in-
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house evaluation expertise. When political changes required that states 
assume evaluation responsibilities, the infrastructure to support these 
activities was too often missing. Nevertheless, new provocative state 
and local oversight opportunities accompanied this unanticipated trans 
fer of authority. Gradually recognizing these opportunities, states and 
local areas have begun to take a new interest in evaluation as an 
information tool.
The Purpose of the Book
This book is written for those at the state and local level who find 
themselves working within this new social welfare environment: those 
who develop program policies, oversee their translation into ongoing 
programs, and seek to judge their value.
Its purpose is to encourage them to view evaluation not simply as a new 
responsibility they now find themselves required to assume, but as a 
pragmatic policy and management tool that can directly inform their 
decisions and improve their programs. Its purpose is also to provide 
those given the responsibility for judging the value of state and local 
programs with practical guidance about how to develop or enhance their 
ability to evaluate, and offer them assistance in planning and carrying out 
program evaluations. Although these purposes are oriented primarily to 
the information needs and capabilities of those most involved with social 
programs at these levels, it is hoped that the book will be of interest and 
use to state and local elected officials, the evaluation research commu 
nity, public interest and client advocacy groups, and ultimately the 
American taxpayer who makes social programs possible.
The new public-private decisionmaking partnerships, and the pro 
gram administrators and staff who are now more responsible for seeing 
that programs meet their intent, have always wanted to be effective 
decisionmakers. Often they have not had sufficient in-depth information 
about their programs to feel comfortable about the decisions they must 
make. In an era that affords states and local areas vastly increased 
opportunities to think more imaginatively about defining accountability, 
evaluation is viewed in this book as a chance to obtain a better under-
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standing of the much more complex and intriguing interplay of forces 
within programs, and between them and their environments. This 
understanding is necessary to the sound decisions practitioners want to 
make. Approaching evaluation as a new opportunity, states and local 
areas can use their increased autonomy to consider what information is 
essential to them in enhancing programs, particularly at the level where 
critical relationships between client and service provider occur.
Using Employment and Training Programs as a Case Example
Given the book's purpose, and its focus on the information needs of 
state and local program professionals, selecting an ongoing program as 
the key illustrative case throughout the book was considered a useful 
device for giving abstract concepts a richer and more practical meaning. 
Therefore, in each chapter the general ideas about evaluation, which are 
relevant to a range of social programs, are applied to a single case 
example.
The basic program for adults authorized in 1982 by the federal Job 
Training Partnership Act (JTPA) was selected as the illustration. JTPA 
exemplifies the contemporary trend in social programs, and its intrica 
cies are well-known to the book's authors. The stimulus for writing the 
book was their development of a set of complementary evaluation guides 
for use by state and local JTPA council leaders and program practitio 
ners. 2 Preparing the guides required a thorough knowledge of the 
legislative intent of JTPA and the actual operation of JTPA programs. 
This familiarity has permitted the authors to apply the concepts in the 
book to realistic program situations, drawing from actual employment 
and training program evaluations.
Frustrated by criticism of previous social program efforts to resolve 
unemployment and underemployment among the disadvantaged, and 
needing a bipartisan agreement on a new strategy, the architects of JTPA 
designed a program that made only incremental changes in the goals, 
services, and target groups of traditional employment and training 
programs, but substantially changed the philosophy and framework 
within which such programs were organized and implemented.
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The proposed change agent in JTPA was the range of basic services 
common to previous approaches, with the major omission of public 
service employment and the restriction of training stipends to those most 
in need. The eligible client population remained the unemployed, the 
economically disadvantaged, the officially poor, and those with signifi 
cant barriers to employment. The philosophy underlying JTPA was 
unique and anticipated future trends. This new initiative involved 
reduced funding and the decentralization of power and responsibility to 
public-private partnerships at the state and local level.
For the first time in the history of national public employment and 
training programs, and consistent with the strengthened role of the 
private sector, specific methods of quality control, i.e., federal perform 
ance standards that were to be met or exceeded by local service delivery 
areas (SDAs), were made an integral part of the legislation. State fiscal 
rewards and state sanctions in the form of mandatory technical assistance 
were incorporated into the legislation as reinforcements for local confor- 
mance with standards.
JTPA also required increased coordination with related programs, and 
encouraged new modes of organizing the provision of services, includ 
ing performance-based subcontracting. Most relevant to this book, 
states and local areas were expected to move beyond monitoring pro 
gram outcomes against a limited set of performance measures. The 
legislation mandated that states evaluate their programs as well. Seem 
ingly novel at the time, many of JTPA's distinctive features became 
models for future publicly funded social programs. The reader will find 
it useful, in understanding the application of the book's central ideas to 
JTPA, to refer to the more detailed description of this program in the 
appendix.
The Framework of the Book
The concept of evaluation that provides the framework for this book 
is not an orthodox one. Despite the prolific literature that now charac 
terizes the special field of evaluation research, most books and articles 
on program evaluation have been written primarily for researchers or 
oriented to those dealing with program issues at the national level. This
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literature has only rarely addressed state and local evaluation needs and 
interests, or been directed to those making decisions about social 
programs at levels closer to the client.
Consistent with its purpose, this book describes a somewhat novel 
concept of evaluation that is specifically responsive to the information 
needs of state and local program decisionmakers. This perspective on 
evaluation recognizes the expanded opportunities inherent in their new 
oversight responsibilities, and respects the singular constraints and 
supports for evaluation at the state and local level. It views program 
evaluation holistically as both an art and a science.
Studying programs in real-life environments does not take place in a 
social vacuum. It is impossible to isolate research activities from other 
important influences. The organizational, political, and technical activi 
ties involved in producing information to inform decisions are interde 
pendent. Giving attention to the scientific principles and methods 
involved in studying programs is critical. Restricting the book to 
research issues would ignore the larger environment of evaluation that 
resists or supports the application of research. Therefore, the book seeks 
to integrate the technical aspects of evaluation with its organizational and 
political realities.
The content of the book focuses on the state and local users of 
evaluation information, the conditions under which they must make 
program decisions, and the kinds of decisions they are expected to make 
at key points in a program's planning and funding cycle. The assumption 
is that the timeliness and relevance of evaluation information, as well as 
its accuracy and reliability, predict its level of use. This does not presume 
that the mere presence of these qualities is sufficient to carve a predomi 
nant role for evaluation in shaping policies or directing the fate of 
programs. A strong visible role for information production of this kind 
is mitigated by many other compelling agendas.
Nevertheless, there are key points in the policy and planning cycle 
where personal, bureaucratic, and political influences compete with less 
subjective sources of information to produce decisions through negotia 
tion, exchange, and compromise. The point in this decisionmaking 
process at which the worth of a program strategy must be judged is
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particularly vulnerable to the convergence of a variety of pressures, but 
it is precisely at this juncture where competent program evaluation can 
have its day in court.
Its case will not be heard, however, if evaluation information is not 
directly relevant to the content and context of the decisions being made, 
or if it reveals too little sensitivity to decisionmakers' information needs 
and technical sophistication. On the other hand, in the absence of 
empirically based usable information at this decision point, program 
adjustments will inevitably be based on more biased, and potentially 
misguided, considerations. To the extent that objective information can 
serve as one important influence among many other factors, state and 
local policies and the programs they generate will come closer to 
accurately defining and effectively resolving social problems.
In this context, the comprehensive concept of evaluation proposed in 
this book has a number of dimensions. Each is important, but the strength 
of the book is in its attempt to integrate these elements into an overall 
evaluation strategy. These dimensions can be expressed as interdepend 
ent sequential propositions.
1. Potential users of evaluations need to be identified and educated 
about the practical benefits of becoming informed consumers of 
evaluation research and using it as a decisionmaking tool.
2. State and local program councils and agencies need to develop an 
adequate organizational capability to evaluate their programs to 
initiate, plan, and implement evaluations in-house or with the 
assistance of outside research consultants.
3. Evaluations should be planned with the primary goal of improving 
programs.
4. Evaluations will be of minimal utility in improving programs if 
evaluation sponsors fail to seek answers to questions that are 
responsive to the interests and concerns of key decisionmakers.
5. Relevant insights from previous program evaluations need to be 
considered in planning evaluations if the information from research 
studies is to contribute to program improvement and to the accumu 
lation of knowledge about social programs from which decision- 
makers can draw in the future.
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6. The most useful knowledge base for decisionmaking is one that 
integrates information obtained by using comparable evaluation 
approaches and methodologies across different programs.
7. To be of maximum use in improving programs and contributing to 
general knowledge production, comparable evaluations should yield 
complementary information about (a) program implementation, 
and (b) the relationship between services and outcomes.
8. This complementary information will be more accurate and usable 
if studies of implementation and impact are based on the use of 
common definitions and measures of the major variables, involve 
the same historical cohort of clients, reflect the same program 
context and environment, and represent the same time period.
9. If this complementary information is to be fully used, it must be 
presented to decisionmakers in user-oriented, nontechnical form at 
optimal points in the program planning cycle.
10. Comprehensive evaluations providing complementary information 
to decisionmakers make the best use of new state and local oversight 
opportunities.
The Meaning of Evaluation
In promoting this concept of evaluation, it is important to define what 
we mean by program evaluation. Like any complex system, the organi 
zations involved in implementing social programs are expected to 
perform certain essential functions that assure that programs are contin 
ued, can be fine-tuned to increase their effectiveness, and can be adapted 
to changing client needs and circumstances.
In exchange for funds, these organizations are typically required to 
review program plans, monitor the way those plans are carried out, and 
evaluate the extent to which programs meet their overall intent. These 
obligations, tied to fiscal support, are usually authorized by legislation or 
the formal policies of governing bodies. The contemporary form these 
expectations take is drawn from American industrial concepts. Although 
it is infinitely more difficult to define "production process," "consumer 
products," and functions such as "quality control" and "research and
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development" when dealing with human services, the same principles 
that have characterized the industrial process have been applied to social 
programs.
Certain consumers are selected as the key recipients of the goods 
produced, particular steps are taken in producing these goods, a certain 
level of consumption is maintained, and the consumer is affected by the 
product in some identifiable way. The characteristics of the process and 
products and the costs and benefits of the effort are observed and 
recorded. Marketing the product may be necessary, and research and 
development are accepted as a basis for change in the consumers 
targeted, the nature of the process, the product itself, the way it is 
introduced to the consumer, and the effect of the product on the recipient. 
Historically, these expectations have always attached to public expendi 
tures in one form or another. We have simply made them more explicit 
and measurable and adapted them to the human service sector.
It is natural, then, that social programs meet such expectations and that 
certain oversight functions be established to assure quality and accounta 
bility. As the methods for carrying out these oversight functions have 
become more precise, automated, and reliant on scientific method, the 
distinctions among them have grown clearer and more consistent across 
different areas of social legislation. In this decade, review, monitoring, 
and evaluation are generally understood to be distinct but related 
accountability functions that have different purposes and require differ 
ent expertise. Collectively, these assessments seek to preserve the 
distinctive features of a program.
The typical differences among these functions are suggested in 
chart 1.1. Based on these distinctions, evaluation is defined as the 
systematic collection, analysis, and interpretation of information to 
answer questions about the efficiency and effectiveness of program 
implementation and impact, using the principles and methods of social 
science research (Rossi and Freeman 1985).
When we study a program's efficiency, we want information on how 
well resources are used to achieve program goals; i.e., are we achieving 
maximum social benefits for a given outlay of resources? When we 
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nonmonetary costs and benefits as well as between monetary costs and 
benefits. Evaluation focuses not only on what is happening in a program, 
but also why and how. The emphasis is on studying relationships among 
different aspects of a program (Weiss 1972).
In gathering information on compliance for reporting purposes, 
monitoring provides information that is useful and sometimes essential 
to an evaluation effort. However, it is not the purpose of monitoring to 
collect the full range of data on the way programs are organized and 
carried out or on the relationship between their interventions and effects, 
which is required to answer critical relationship questions.
An interesting example of the differences between monitoring and 
evaluation is the mandating of official performance standards to monitor 
the outcomes of programs. The use of standards is an effort to formalize 
the provision of evidence that a certain level of goal achievement is being 
attained. The Department of Labor developed a set of standards, 
measures for each of the standards, and a monitoring process to compare 
JTPA employment, income, and welfare reduction outcomes and pro 
gram costs against quantitative goals. Compliance with these standards 
is determined using a narrow set of easily accessible, low cost, quantita 
tive measures, such as the number of clients placed in jobs and their 
hourly wages.
It would seem that using performance standards is a form of program 
evaluation, or at least illustrates a gray area between monitoring and 
evaluation. However, the performance standards strategy is limited to a 
set of proxies for a much broader array of evidence of program efficiency 
and effectiveness. Although we may be making an important assessment 
of a program's effects by monitoring selected outcomes against carefully 
selected but incomplete standards, we may also obtain a skewed view of 
a program's value.
Compliance with standards does not tell us anything about relation 
ships among a more extensive set of potential outcomes, between 
outcomes and the organization of the program, or between outcomes and 
the way services are delivered to the client. Most significantly, the level 
of compliance does not inform us about the program's role vis-a-vis these 
outcomes; i.e., was compliance responsible for the outcomes, or were 
these outcomes due to chance or other influences?
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Monitoring information is not intended to help us look in depth at what 
is going on and explain it (Blalock 1982). Unfortunately, however, 
monitoring requirements tend to preoccupy state and local administra 
tors with a restricted view of outcomes, distracting them from consider 
ing the magnitude, quality, and durability of program effects, and 
dampening their natural curiosity about the "black box" that holds the 
secrets of how and why certain outcomes may have occurred. Conse 
quently, decisions about adjusting programs are often made without 
sufficient information. It is helpful, then, to think about evaluation as 
distinct from monitoring regarding the questions each is expected to 
answer (see chart 1.2).
The Practical Benefits of State and Local Evaluation
Practitioners have little difficulty appreciating the need for planning, 
managing, and monitoring, or understanding the prerequisites and bene 
fits of these activities. But they sometimes question what social science 
research can do for them that collective experience and conventional 
wisdom cannot. Classic stereotypes about evaluation persist: it is too 
costly, risky, esoteric, inconclusive, too easily underutilized or misused.
Evaluation does cost. However, the largest program outlay, other than 
personnel and services, has characteristically been the start-up costs for 
designing and placing in operation automated management information 
systems (MISs) for required monitoring purposes. As the reliability of 
the information in these systems has improved, and their technical 
sophistication for recording, storing, extracting, and analyzing data has 
grown, interrelated MISs now afford a basic information bank for 
evaluation, which can be easily and inexpensively supplemented with 
additional data. It is inefficient, in fact, not to use these systems as an 
evaluation opportunity. By making optimal use of the monitoring data 
already being routinely gathered, in terms of data analysis opportunities, 
evaluation can expand resources for improving state and local programs.
It is true that evaluations may sometimes produce results that poli- 
cymakers and administrators would rather not know. Some evaluations 
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for some of the people exposed to it. However, such results are useful in 
modifying unrealistic assumptions about the effect a program's implem 
entation and service strategies should have, about the groups for whom 
such strategies are to work best, or about the kinds of changes needed to 
make programs more effective. Disappointing results can also alert 
practitioners to influences that should have been studied but were not, or 
to developing better definitions and measures of the factors that were 
studied. It may be problems such as these that explain nonsignificant or 
negative results rather than the characteristics of the program. Aware 
ness of such issues can lead to a better understanding of programs and to 
more informed changes in the allocation and targeting of program 
resources.
It is well-known that evaluation findings and conclusions drawn from 
them are misused more often than we would prefer, but policy and 
management decisions clearly suffer more from an absence of scientific 
efforts to obtain objective information. More often than we think, 
evaluation offers new chances to demonstrate successful program as 
pects rarely revealed by monitoring information. Important outcomes 
that do not lend themselves to numerical measurement and are critical to 
a program's success are frequently missed in the monitoring process.
On the other hand, evaluation should not be oversold. Science cannot 
establish "the truth" beyond a doubt. Scientific method only brings us 
closer to the truth than more subjective and undisciplined methods. 
Nevertheless, myriad, rich, warm anecdotal reports no longer convince 
taxpayers, program managers, or legislators that a program is worth its 
cost, or even that it works. Accurate empirical evidence of the value of 
both ends and means is the contemporary measure of the worth of social 
initiatives.
Therefore, the challenge for states and local program areas at the 
beginning of a new decade is to develop the deeper and more expansive 
knowledge they must have in order to make important short- and long- 
term program decisions: how to determine needs appropriately, use 
resources wisely, target services so that those most in need or likely to 
benefit will have access to them, plan and manage programs effectively, 
coordinate with related programs in a meaningful way, and test new ideas 
as a basis for innovation.
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An impressive benefit of evaluation in meeting this challenge is the 
reduction of bias in the information made available for decisionmaking. 
In the simplest terms, a scientific approach is a guide map for obtaining 
the least-biased information available about what is really happening in 
programs. Bias-free information must be an essential part of the range of 
influences to which decisionmakers expose themselves in making judg 
ments of program value and recommending change.
Administrators often take the position that evaluation has little impact 
on the decisionmaking process, suggesting it is used mainly to support 
foregone decisions. This is often true, but this conclusion neglects the 
role evaluation plays in narrowing the range of choices available to 
decisionmakers to those likely to be the best ones. The development of 
performance standards in employment and training programs is again a 
good example. The measures selected to "stand for" employment, 
earnings, and welfare-reduction outcomes were based on a substantial 
number of previously undertaken national evaluations that tested the 
predictive ability of optional measures of these traditional program 
effects (Barnow 1987). Those with greatest predictive capability were 
suggested as a basis for federal decisions on performance standards 
indices. Administrative choices were thus directed to the most accurate, 
least-biased measures. The ultimate decision about standards favored 
these measures, benefiting from the framework for decisionmaking 
provided by insights from past evaluations.3
Changes made in programs are inevitable, but not always desirable. 
With increased state and local control, and the new flexibility to shape the 
purpose and content of change, administrators have the power to facili 
tate the kinds of change that will directly benefit their programs. 
Therefore, it is critical that state and local decisionmakers have a pool of 
unbiased information to balance other pressures for change.
Reducing Bias
Information about social programs is hardly lacking. The issues are 
the reliability and validity of that information. The practical benefits of 
program evaluation are tied to the need for objective information for
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decisionmaking. Important decisions about the future of programs are 
made on the basis of diverse information sources that vary in their 
approximation of the truth about a program's impact and the effective 
ness of its implementation. Decisions are clearly more useful to society 
if they are informed by accurate information. Well-designed and 
competently conducted program evaluations that are responsive to state 
and local concerns are the most trustworthy source of information for 
making choices among alternative courses of action. An important 
purpose of evaluations is, therefore, to reduce information bias.
Biases can be viewed simply as factors other than those studied in an 
evaluation that may, or probably do, affect the answers we obtain to 
evaluation questions. The degree to which such answers may be biased 
is a function of the extent to which an evaluation plan can control for 
extraneous influences that may explain evaluation results as well as or 
better than those being studied. That is, ideally we want to eliminate 
competing explanations of our findings, so that we are assured that what 
we have learned applies specifically to the relationships we have selected 
for evaluation attention (Smith 1981).
Based on the principles and methods that characterize scientific 
method, the logical chronology of steps in the research process is 
designed to control for the effects of bias to the extent possible. This 
chronology describes methods that are within the control of the evaluator 
and methods that are fallback strategies to compensate for potential bias 
outside the evaluator's control. However, not even this systematic 
approach can eliminate all biases, since even in the most competent 
research many influences cannot be anticipated or measured. Knowl 
edge about their potential effects may be lacking. It may be very difficult 
to quantify such influences for purposes of analysis. The cost of access 
ing such information may be prohibitive. Organizational or political 
constraints may exist. Nevertheless, conforming as much as possible to 
the classic steps in the research process brings us closer to the truth than 
any other method (Blalock 1982).
An overview of these steps is provided in chart 1.3, with the caveat 
that, in practice, the questions to be answered in this progression are 
highly interdependent and must often be dealt with simultaneously. To
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provide the reader with a clearer idea of the kinds of biases that may 
emerge at each point in the research process, a hypothetical work/welfare 
demonstration project is used as an illustration in chart 1.4.
The Range of Evaluation Options
As we try to conform to the research process, we should appreciate the 
alternatives available for evaluating state and local programs. A variety 
of distinctions can be made among these research options, but we will 
concentrate on two: (1) the issues given primary attention, and (2) the 
characteristics of the research designs used to study these issues.
Issues of Interest in Evaluating Social Programs: 
Studying Program Implementation vs. Program Outcomes
Most major national evaluations, such as studies of programs under 
the Comprehensive Employment and Training Act (GETA) and the more 
recent series of evaluations of state work/welfare programs, have fo 
cused singularly on a program's outcomes (Mirengoff 1982; Gueron 
1986). Recognition of the significance of studying program implemen 
tation has evolved slowly, even though practitioners have always had an 
intuitive awareness of its importance. To select among various evalu 
ation possibilities appropriately, in a way that is responsive to different 
information purposes and evaluation circumstances, we need to under 
stand the difference between outcome evaluations and studies of pro 
gram implementation, or process evaluations.
The major impetus for the development of social programs lies in the 
political arena as much as in the realities of life in societies. The 
definition of certain social phenomena as "problematic" is shaped 
strongly by the parameters of public debate, media attention, and the 
political process. Having been assigned problem status, pressures build 
to develop public policies to ameliorate or resolve these conditions. 
Some policies are subsequently translated into action programs through 
legislation. These programs are essentially strategies for change  
change in individuals, organizations, institutions and their environ 





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































WSteps in the Evaluation Process Questions Answered
Use of Results
Summarization of Findings
The presentation of the most important evaluation results, given the 
research questions
Crq
What was learned about the issues, influences, and relationships of interest? oo 
What are the answers to the research questions? o
Interpretation of Findings
The drawing of conclusions from the findings, given the qualifications to 
these results.
What conclusions can be drawn from the findings, considering the 
following:
• What potential sources of bias were not measured, or were outside the 
evaluator's control, that may limit evaluation conclusions?
• How do the nature of the research questions and the characteristics of 
those studied affect the usefulness of the conclusions?
• To what extent can conclusions be generalized beyond the subjects 
of this evaluation, and the context and environment of the program 
evaluated?
Advice about Improving the Program Evaluated
The development of recommendations about improving program policy and 
operation.
Based on the findings and conclusions, and considering the biases left 
unmeasured or uncontrolled, as well as the extent to which results can be 
generalized, what recommendations can be made from the evaluation that 
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26 Evaluating Social Problems
succession of political and organizational actors with different perspec 
tives and investments. Each program, however, can be understood in 
terms of a number of common attributes that reveal assumptions about 
(1) the nature of the problem the program is to address, (2) who and what 
should be changed, and (3) what types of changes are needed and how 
they are to be accomplished, i.e., the "theory of change" underlying the 
design of the program.
Each social program involves a variety of strategies for accomplishing 
change. The strategy that tends to receive the most public policy 
attention is the program's formal service interventions directed to 
participants. These involve particular mixes and sequences of serv 
ices and sometimes subsidies that respond to a particular problem 
and distinguish a given program from others. Less visible to the public, 
but just as important to study, is the program's implementation strategy, 
or the organizational features of a program that are expected to provide 
an environment in which the service interventions can have maximum 
effect. This strategy represents an additional change agent, or set of 
organizational interventions that can influence the extent to which the 
desired changes are accomplished. These implementation characteris 
tics are (1) the structural and functional aspects of the organizations 
responsible for a program, and (2) the nature of the service delivery 
systems operated by these organizations.
Service delivery systems expose the client to the program's service 
interventions, facilitating a satisfactory exchange between program 
effort and the social benefits associated with change. The way this 
exchange occurs is greatly influenced by the organizational context in 
which it takes place. In turn, this context has a significant impact on the 
program experiences of clients and client outcomes. Therefore, process 
evaluations that focus on how effectively and efficiently a program's 
organizational system works, and what influences it has on program 
outcomes, provide essential information. Studying implementation 
poses unique measurement dilemmas, however. Some aspects of organ 
izational life cannot be defined in a form that lends itself to statistical 
analysis. Other methods can be used to summarize and draw inferences 
from such information, yielding useful insights about these lesser- 
known, but critical organizational interventions.
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Outcome evaluations, on the other hand, focus more exclusively on re 
lationships among the characteristics of clients entering a service deliv 
ery system that are thought to affect their outcomes, the program's 
service interventions targeted to these clients, and these clients' out 
comes. Outcome evaluations typically seek information on the net 
effects of services on outcomes, requiring that the evaluator trade 
information scope for information accuracy.
Sometimes important measurement issues must be neglected in out 
come studies, such as the precision of the definitions that distinguish one 
kind of service activity from another; the development of profiles that 
describe the most frequent configurations of services and sequences 
delivered; the capture of information on significant attributes of the 
service interventions, such as length, and the gathering of information on 
important characteristics of client outcomes, such as quality, magnitude, 
and duration. Furthermore, outcome evaluations have often been limited 
to the program's effects for participants at the point of program comple 
tion, neglecting longer-term impacts. And some outcome studies have 
ignored the program's impact on other key individuals and entities, such 
as employers, educators, or other social programs.
Nevertheless, studying outcomes is the major oversight responsibility 
in judging the value of social programs. If outcome evaluations are to 
provide information genuinely useful for policy, planning, and manage 
ment purposes, the goal is to define and measure as inclusive a range of 
important interventions and outcomes as a feasible research plan per 
mits. Process studies can then offer information regarding why and how 
the observed outcomes occur. Comprehensive program evaluations, 
therefore, will address both implementation and outcome issues, afford 
ing users complementary information about the different influences and 
effects that describe a particular program.
Again, using the work/welfare demonstration project as an example, 
chart 1.5 helps us sort out the different influences and effects studied in 
process vs. outcome evaluations.
Pressure to justify a program's costs by demonstrating its social utility 
has often encouraged resistance to conducting process and outcome 
evaluations simultaneously. Outcome evaluations represent an ineffi-
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cient use of resources, however, if carried out in the absence of process 
evaluations that can help explain program effects. The goal of outcome 
evaluations to estimate program impact and the goal of process 
evaluations to understand why such effects were produced and how 
service or implementation strategies can be modified to more fully and 
efficiently produce desired outcomes are not in conflict. The achieve 
ment of both goals assures more comprehensive, complementary infor 
mation for decisionmaking (Judd 1987).
The Characteristics of Evaluation Approaches and Methodologies
In seeking answers to complicated questions about program implem 
entation and impact, the ultimate objective is to come as close as possible 
to establishing which influences are causing certain effects. Was it good 
case management or the formal service received that resulted in a better 
outcome? Untangling cause and effect is a difficult task. Science can 
give us accurate estimates but not certainty. And it can only offer greater 
precision if we follow scientific principles and methods very closely. 
Sometimes that is not possible. The questions lead us elsewhere, or there 
are organizational or political reasons why we cannot use a particular 
evaluation strategy. Not all of our evaluation options provide us with 
information on cause and effect. They may, however, offer extremely 
useful information of a different kind about the relationships in which we 
are interested.
One basis for differentiating among evaluation strategies is the extent 
to which different research designs produce information that explains 
cause-effect relationships, as compared with determining associations or 
correlations among influences (short of establishing cause and effect), 
or simply providing important clues or insights about the possible nature 
of such relationships. Following scientific principles and methods most 
closely, the ideal experiment gives us the most "unbiased" information 
about programs. In realistic social program settings, however, not even 
experimental designs can produce information miracles. Therefore, we 
need to appreciate the spectrum of design possibilities available to us. 
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.5 (Continued) 
Influences Studied In Process And Outcome Evaluations
Program Implementation Features Expected to Foster Desired Outcomes
Characteristics of Welfare Reform Program As an Organizational System





State Program Administration Structure
Local Program Management Structure




• Acquisition of funding 
• Needs assessment/resource allocation 
• Formulation of program policies 
• Coordination with related programs 
• Program accountability: plan review, 
program monitoring, program evaluation
Provision of expert opinion to Executive 
Committee
Central administration, planning, management, 
monitoring/reporting
Local administration, planning, contracting, 
program operation, monitoring and reporting
Supervision of local service delivery systems and 
provision of services
Provision of grassroots feedback from local clients 
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Summary of Issues Investigated in Process vs. Outcome Evaluations
Studying Program Implementation Studying Program Outcomes
The focus is on relationships among the organizational elements of a 
program and the potential influence of these organizational factors on 
program outcomes.
The focus is on relationships between the interventions targeted to program 
participants and the outcomes of the program for participants and other 
entities.
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The characteristics of evaluation alternatives relevant to information 
about cause and effect are not the only attributes that distinguish one 
evaluation option from another. One must consider other characteristics, 
such as the rigor of the research design and the realism and generalizability 
of the information different kinds of evaluations provide.4 Each alterna 
tive may vary in terms of these attributes, depending on the decisions 
made in developing the research design guiding an evaluation and the 
way this methodology is actually implemented. For example, for each 
type of design described in chart 1.6, there is a variety of methodologi 
cal choices that differ in the extent to which they produce accurate infor 
mation information that realistically reflects a program's natural state 
and can be generalized beyond the individuals or other entities studied.
Even the ideal experimental design has its own set of tradeoffs in this 
respect. It is the most rigorous in the scientific sense, in that it provides 
maximum control over certain kinds of bias. However, control is 
achieved by randomly assigning eligible clients to served vs. nonserved 
groups. This essentially changes the program's expected implementa 
tion strategy, which calls for service assignment at the discretion of 
professional staff.
Even if staff do not subvert random assignment, and client advocacy 
groups do not demand that all eligibles be served, we still find ourselves 
asking, "How did random assignment itself affect program outcomes?" 
Or if, for a variety of reasons, the experimental sites for studying a 
program are not representative of the areas to which evaluation results 
are to be generalized, the information obtained will be of less value no 
matter how unbiased it is.
Experimental designs also place limits on the variables and relation 
ships that can be studied, in order to institute control, which then leads 
us to wonder whether we have studied the most important influences and 
effects or missed something critical. In general, experimental designs are 
stronger with respect to rigor, or the ability to isolate certain of the effects 
of a program's interventions, but they tend to be weaker on realism, and 
often on generalizability (Blalock 1964).
Quasi-experimental designs interfere much less with a program's 







Type of Research Design Primary Purpose Examples
Nonexperimental 
Designs
Exploratory To explore relationships among implementation features, 
service interventions, outcomes, and/or the program's envi 
ronment, in order to identify what factors operating in these 
relationships may be the most important ones to study, and to 
obtain insights about the nature of their influence for more 
systematic study.
Participant-observation and case studies ranging from informal 
to quite formalized studies.
Descriptive To describe relationships among any or all of the above, 
focusing on influences and effects known or considered to be 
probable key factors, to determine the extent to which they are 
interrelated —i.e., associated statistically, or correlated — 
short of attempting to establish cause-effect.
Surveys or panel studies of program participants and other 
indviduals to be changed by the program, ranging from 
relatively unstructured to highly sophisticated studies An 
example is descriptive gross outcome studies that involve 
simple statistical analyses of program follow-up information.
Quasi-experimental To estimate cause-effect relationships between a program's 
interventions and outcomes, comparing program participants' 
outcomes with a statistically constructed comparison group of 
individuals who have not received the programs' interventions.
Differential gross outcome studies, which compare the 
outcomes of particular subgroups of program participants who 
have been assigned different interventions, using one group as 
a comparison group for another, adjusting statistically for 
selection bias, and controlling for influences on the program's 
environment that could affect outcomes.
Net impact studies, which compare the outcomes of program 
participants with those of a group of individuals as similar to 
these participants as possible and who have not received the 
interventions, statistically adjusting for selection bias, and 
controlling for the program's environment.
Experimental Designs To more precisely determine cause-effect relationships between Field experiments, which compare the outcomes of "treated" vs 
interventions and outcomes, companng the outcomes of partici- "non-treated" groups that are equivalent in terms of prepro- 
pants who received the program's interventions with those who gram charactistics that may affect outcomes, controlling 
have not received them, based on the random assignment of a statistically for influences in the program's environment, 
pool of clients to a "treated" group and a "non-treated control 
group" prior to the introduction of the interventions
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accuracy depending on the methods used to control for bias. Again, the 
scope of an evaluation is necessarily limited, but there is greater flexibil 
ity in studying programs as they actually operate. If carefully developed, 
these designs can achieve the desired generalizability in terms of iden 
tifying program outcomes across diverse sites. Therefore, quasi-experi 
mental designs are generally weaker in controlling bias than experimen 
tal designs, but frequently stronger with respect to realism and general 
izability (Campbell 1963).
Exploratory and descriptive designs clearly do not offer as much 
control over biases as the two designs just discussed. Assuring that the 
information from surveys, panel studies, and case studies has been 
purged of subjective judgments is much more difficult. Within this 
constraint, however, the sampling, data collection, and data analysis 
methods incorporated within descriptive designs can vary from rela 
tively unsophisticated to highly sophisticated.
Well-structured exploratory designs can also yield reliable informa 
tion. Far more flexible in what can be studied, the more rigorous 
exploratory and descriptive designs can reflect the true complexities of 
programs in their natural settings better than other methodologies. If 
sampling strategies are adequate, information obtained using descriptive 
designs is very generalizable, competent survey research being a case in 
point. And these designs are appropriate for studying both implementa 
tion and outcomes (Davis 1967). However, they represent weaker 
methodologies in terms of rigor.
These tradeoffs among accuracy, realism, and generalizability need to 
be viewed positively, as providing a framework within which different 
compromises can be crafted in the context of other tradeoffs, particularly 
organizational and political ones. As we try to increase our proximity to 
the truth, we should appreciate the different tradeoffs and options 
available and make the best choice given the many demands and 
pressures surrounding that choice.
The Evaluation Approaches Emphasized in this Book
The three nonexperimental evaluation approaches selected for atten 
tion in this book represent only one set of choices. They were chosen
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because (1) they respond to the organizational and political realities of 
ongoing social programs; (2) they provide the least-biased information 
short of imposing random assignment procedures on service assignment 
policies; (3) they represent an integrated and comprehensive approach 
to studying programs over their planning cycles; and (4) they are 
oriented to the practical decisionmaking needs of those responsible for 
the success of such programs.
Net Impact Evaluation
The approach used in determining the net impact of programs, or their 
"return on the public investment," is based on the principle that this return 
cannot be estimated precisely without comparing the outcomes of 
participants with those of similar individuals who have not received^the 
program's interventions. Therefore, the selection and measurement of an 
appropriate comparison group are key tasks. In this context, cause-effect 
relationships between interventions and outcomes for men vs. women are 
studied, using a rigorous quasi-experimental design. The influence of the 
length of time a client is exposed to a particular service intervention and 
the effects of local program environments are considered, focusing on the 
magnitude and duration of the outcomes achieved. A comparison group 
strategy utilizes regularly collected administrative data and adjusts for 
potential nonequivalence in the "treated" vs. "nontreated" groups through 
the application of statistical techniques.
Because of the rigorous research design required to estimate net 
program impact, such evaluations are necessarily more limited in the 
number and kinds of questions they can answer. However, they afford 
the best means of establishing what exclusive contribution the program 
is making to the short-term and longer-term fiscal and programmatic 
outcomes observed, as compared with other potential influences that 
could explain these outcomes.
Gross Outcome Evaluation
The approach used in studying a program's gross outcomes is a 
twofold strategy for gaining an understanding of a broader range of 
outcomes than those that can be studied in net impact evaluations and
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acquiring more in-depth information about the intensity, quality, and 
durability of such outcomes for client subgroups receiving different 
program interventions. This approach can make optimal use of and build 
upon a program's automated information system.
The first strategy utilizes a descriptive research design to study 
relationships between service interventions and gross client outcomes, 
as well as gross outcomes for others to be benefited by the program. The 
second strategy, referred to as a differential gross outcome analysis, uses 
a quasi-experimental design to analyze potential cause-effect relation 
ships between program services and outcomes, sorted by types of 
interventions and kinds of clients. This approach does not involve the use 
of a comparison group of nontreated individuals. It relies, instead, on 
using one treated group as a comparison for another. This strategy also 
involves a study of service assignment practices and uses statistical 
techniques to compensate for selection biases. In this sense, the approach 
combines careful outcome evaluation with a complementary study of 
particular aspects of program implementation.
Process Evaluation
The approach taken in studying program implementation applies basic 
systems analysis concepts to social programs that are viewed as organ 
izational systems (Mintzberg 1979). Emphasis is on how efficiently and 
effectively the parts of this system interrelate to achieve system goals, 
and on the influence the articulation among parts has on program 
outcomes. In evaluating implementation, the system is classified into its 
component parts and their integration with one another is examined. 
However, no matter how well such a system may work internally, it is 
also shaped by its relationships within a larger environment, including its 
funders, resource allocators, auditors, other human service organizations 
with which it is expected to interact, and key actors in its home 
community. Therefore, these relationships are also subjected to scrutiny.
The assumption underlying this approach using either an explora 
tory or descriptive research design is that organizations and systems of 
interrelated organizations are goal-directed, and successful goal achieve 
ment is a function of how well organizational structures and functions
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work together. Information about these important organizational link 
ages can help explain why programs providing similar interventions to 
comparable clients can produce quite different outcomes. More often 
than not, the success of a program in conforming to its intent is more 
dependent on organizational factors than on the influences typically 
given maximum attention in the public policy arena. Such information 
is essential in making useful program modifications (Williams 1976).
The Organization of the Book
The book is organized to express the particular concept of evaluation 
outlined earlier. This concept views evaluation as a set of complemen 
tary approaches that can offer practical information on program implem 
entation and impact for state and local decisionmaking. Evaluation is 
also seen as requiring a special fiscal, organizational, and political 
capability, which can benefit the state and local agencies operating social 
programs.
Chapters 1 through 4 focus on research approaches and methods for 
carrying out net impact, gross outcome, and process evaluations, respec 
tively. Each set of approaches and methods has its own unique explana 
tory advantages in providing information useful in improving programs.
Chapter 5 encourages the reader to treat the development of a user- 
focused evaluation capability as an opportunity to increase staff skills 
and expand program resources. The author discusses practical planning 
challenges posed by evaluations conducted at state and local levels, and 
suggests realistic alternatives for acquiring the funds, expertise, and 
other resources essential to an evaluation effort.
The final chapter builds on the issues discussed in chapter 5 by 
proposing ways to strengthen evaluation capability and the use of results, 
and concludes with a brief overview of the book's major ideas.
Each of the chapters utilizes the same basic format, whose purpose is 
to assist the reader in absorbing complex material by moving from the 
general to the specific. This progression begins with an overview of the 
chapter's main ideas, which are relevant to the evaluation of a broad 
variety of social programs and demonstration projects. This overview is
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followed by an application of these ideas to a contemporary case 
example, JTPA. Each chapter concludes with a brief exploration of how 
the ideas in the chapter relate to and complement ideas in other chapters, 
and a summary of the main points to be retained by the reader.
In the three technical chapters covering research strategies, the over 
view in some cases gives the reader a sense of the state-of-the-art 
regarding the evaluation approach proposed. Where feasible, the appli 
cation of principles and methods to the JTPA example are presented in 
a manner consistent with the steps in the research process outlined 
earlier. Specific illustrations within these chapters are related to the kinds 
of pragmatic program decisions made by policymakers, administrators, 
planners, managers, or professionals responsible for program oversight. 
There is also a commitment to expressing technical concepts in practical 
language.
In conclusion, it is important to emphasize that looking at the political, 
organizational, and technical aspects of evaluation recognizes their 
influence in producing objective information for decisions affecting 
program evolution. The information user, evaluation funder, poli- 
cymaker, program professional, and evaluator must work together as a 
novel partnership to guarantee that the information product justifies its 
effort and cost. This perspective on program evaluation, stressed 
throughout the book, acknowledges the reality that research techniques 
are only one major part of a larger system of influences that shape the 
form and content of program decisions.
NOTES
1. The decade of the 1970s witnessed a senes of large-scale national human service demonstration 
projects, followed by substantial evaluations of their effects. These were innovative projects 
designed to test alternative program strategies with particular client groups. Examples are the 
extensive Seattle/Denver Income Maintenance Experiments, the Carter administration welfare 
reform projects, the four-state Flexible Intergovernmental Grant Project, and CETA. At the same 
time, there were a number of net impact studies of more established programs, such as the Work 
Incentive Program and Head Start. Most evaluations concentrated on the relationship between 
service interventions and client outcomes, but this decade marked the beginning of interest in the 
influence of program implementation as well. Social R&D were at their zenith. (See Mirengoff, 
Barnow, and Gueron for examples of major evaluations in the 1970s and 1980s.)
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2. The volumes and their authors are listed in the appendix. Another series of evaluation guides 
that may be of interest is a set of three volumes for studying local programs under CETA, prepared 
for Region I, Employment and Training Administration, U.S. Department of Labor in 1978 (Sum 
et al. 1978). Sage Publications has also produced a series of nine monographs on basic research 
approaches and methods titled the Program Evaluation Kit (Herman 1987).
3. The literature review in chapter 2 is also an excellent source of information about the basis for 
developing performance standards indicators in employment and training.
4. The three italicized terms, and the discussion of tradeoffs among these characteristics of 
research, are based on an interesting article by Leslie Kish, a well-known survey research expert, 
titled "Representation, Randomization, and Control" (1975).
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