With the development of cloud computing and big data, the reliability of data storage systems becomes increasingly important. Previous researchers have shown that machine learning algorithms based on SMART attributes are effective methods to predict hard drive failures. In this paper, we use SMART attributes to predict hard drive health degrees which are helpful for taking different fault tolerant actions in advance. Given the highly imbalanced SMART datasets, it is a nontrivial work to predict the health degree precisely. The proposed model would encounter overfitting and biased fitting problems if it is trained by the traditional methods. In order to resolve this problem, we propose two strategies to better utilize imbalanced data and improve performance. Firstly, we design a layerwise perturbation-based adversarial training method which can add perturbations to any layers of a neural network to improve the generalization of the network. Secondly, we extend the training method to the semi-supervised settings. Then, it is possible to utilize unlabeled data that have a potential of failure to further improve the performance of the model. Our extensive experiments on two real-world hard drive datasets demonstrate the superiority of the proposed schemes for both supervised and semi-supervised classification. The model trained by the proposed method can correctly predict the hard drive health status 5 and 15 days in advance.
I. INTRODUCTION
Nowadays, increasing numbers of industrial and academic institutes rely on data centers to store and process their data. The crash of data centers may incur tremendous loss or even catastrophic consequences. The reliability and the availability of data centers are of the utmost importance to data center administrators. However, the complex architecture and functionality of data centers lead to a serious problem of IT equipment failures, among which hard drives are the most frequently failing components [1] , [2] .
The self-monitoring, analysis and reporting technology (SMART) [3] has been implemented in almost all hard drives to monitor and analyze the internal attributes of hard drives. The previous researches demonstrate that the impending hard Jianguo Zhang and Ji Wang contributed equally to this work. For the full version of this work, please refer to https://arxiv.org/abs/1809.04188 drives failure manifests itself through SMART statistics [4] . It is feasible to predict the impending failures by using SMART statistics. To improve failure prediction performance, many efforts have been made [5] , [2] , [6] , [7] . Most of these works focused on the proactive failure prediction, which forecasts hard drive failures in advance and gives a binary result identifying the hard drive as healthy or faulted. However, hard drives usually fail gradually rather than abruptly. To harness the potential of gradual change, it is necessary to develop a health prediction model which can predict the heath status of hard drives rather than merely providing a simple binary result.
Predicting the health status of hard drives is not a trivial task. Most hard drives undergo a deterioration process before they finally fail. Hence, we need to extract the long-term temporal dependency in the SMART statistics to make an accurate prediction of the hard drive status. The most stubborn problem in the prediction of health status is that the data to be used in the model is highly imbalanced. Although hard drive failures occur frequently in data centers, the failure records are much fewer than the healthy records, merely accounting for less than 3% of the total records [4] . Due to the overfitting and biased fitting problems of most statistical and machine learning algorithms, the prediction model trained by the imbalanced SAMRT data is easy to be biased fitted to the healthy records and over fitted to the failure records.
In order to extract the long-term temporal dependency embedded in the SMART statistics, we build a deep neural network based on the long short-term memory unit (LSTM) [8] . Nonetheless, the deep neural networks (DNNs) are notorious for the overfitting and biased fitting problems on the highly imbalanced datasets like the hard drive records. To solve this problem, we propose two strategies.
Firstly, we introduce the adversarial training strategy. The adversarial training [9] , [10] , [11] is a strong regularization method that injects the perturbations affecting the neural network's inference in the most sensitive way during the training phase. The traditional adversarial training injects adversarial perturbations into the inputs to force the networks to learn a better distribution of the training data and avoid the overfitting problem [12] , [13] . However, only injecting perturbations into the inputs may restrict the effectiveness of the adversarial training. In this paper, we enhance the adversarial training by enabling layerwise perturbation where the adversarial perturbation can be injected into any layer of the neural network rather than just the input layer.
Another more effective approach to mitigate the overfitting and biased fitting is to increase the number of positive samples, i.e., the failure records. It is obvious that the anomaly of SMART statistics is evident when hard drives are close to failure. Therefore, we can label the records close to failure as the failure records directly. But for the records dozens of days ahead of the final failure, they may be less informative for the failure or even demonstrate the same features as the healthy records do. It is inappropriate to label these records as failure records arbitrarily. Labeling these records is a time consuming task and relies on the expert knowledge, which makes it unfeasible in reality. Hence, in traditional supervised training, these records are discarded in spite of the high probability that they show fault features. To fully harness these potential failure records, we extend the proposed adversarial training into the semi-supervised setting where the records far before the final failure are regarded as unlabeled data during the training phase.
Based on the above two strategies, we propose a Layerwise Perturbation-based Adversarial Training (LPAT) method to train our hard drive status prediction model. Note that although the LPAT is designed for predicting hard drive health status in this work, it can be used in other similar anomaly detection problems to mitigate the overfitting and biased fitting. The main contributions are summarized as follows:
(1) We design a novel LPAT method for hard drive status prediction tasks. Instead of only adding perturbation to inputs of neural networks, LPAT can flexibly add perturbation to a specific layer or all layers to better address the overfitting and biased fitting problem. We further introduce an approach based on Kullback-Leibler divergence to utilize unlabeled data to improve the performance of the prediction model.
(2) To the best of our knowledge, it is the first work toward designing a layerwise perturbation-based adversarial training with the semi-supervised setting for deep learning models. We use this model to predict hard drive status in both supervised and semi-supervised settings.
(3) Thorough experiments on two hard drive datasets demonstrate that LPAT can improve the prediction performance in both supervised and semi-supervised settings. Specifically, the model can predict hard drive health status 5 days and 15 days before failure, which is more useful in practice than only predicting healthy or failed.
II. METHODOLOGY A. Problem Definition
In this work, we aim to build a model trained by LPAT to predict the status of hard drives based on their SMART statistics. The training dataset is denoted as D = (x (1) , y (1) ), ..., (x (N ) , y (N ) ) , where x (i) ∈ R w×n is the i th training sample consisting of continuous SMART records from the day t i to the day t i + w. Each day has a feature vector of n SMART attributes, and y denotes health degrees of the hard drive. We predict hard drives by three different health degrees 1 , i.e., y ∈ {0, 1, 2}. '0' represents a "red alert" which means the residual life of the hard drive is less than 5 days; '1' represents that the drive is "going to fail" in 5 − 15 days; '2' means "healthy". Our goal is to learn a function f : X → {0, 1, 2} that minimizes the negative log-likelihood L(Θ) on the training dataset, where Θ is the model parameters learned during the training. Intuitively, we try to train a model that correctly predicts the health degree of a hard drive.L(Θ) can be formulated as:
To solve this problem, we propose a prediction model consisting of two dense (fully connected) layers, followed by a LSTM layer and a dense layer.
B. Layerwise Perturbation-Based Adversarial Training
Previous works on adversarial training concluded that training a DNN with adversarial examples acts as a regularizer and improves the robustness of the neural network on the test dataset. In order to mitigate the overfitting and biased fitting problem caused by the highly imbalanced data, we design LPAT to train the prediction model. Instead of only injecting perturbation into inputs, LPAT generates adversarial samples at the time series inputs and the intermediate layers. Fig. 1 illustrates how LPAT works when training the model.
In Fig. 1 , for a model consisting of M − 1 hidden layers, m = 0 is the input layer, andx m = (x m,1 , ...,x m,k ) is the output of the m th layer, where k is the dimension of the layer. Each layer has a gradient accumulation layer P m serving two functions: (1) it temporarily stores the backpropagation gradients on the output of the m th layer, which is denoted by the yellow line; and (2) it computes the adversarial perturbations r m = (r m,1 , ..., r m,k ) for the m th layer and adds the perturbation tox m as denoted by the blue line. Then, the neural network performs feedforward process again to compute its new output. The training process can be formed as a min-max problem. The adversarial samples apply the worst perturbation to maximize the error of the model, while the model tries to be robust to such perturbations through minimizing the error caused by the adversary. The min-max problem for the m th layer can be formulated as an additional cost function:
where is the magnitude of the perturbation, l is the nonnegative cross entropy between two distributions representing the prediction error caused by the perturbation, and q(y (i) ) is a one-hot distribution of the corresponding label y (i) . The additional cost function can be simplified as:
Then,
whereΘ is a constant set to the current parameters of the model. In general, the exact calculation for r m is intractable for most DNNs. We follow the method proposed in [10] to linearly approximate r m with the L 2 norm constraints as:
C. Extension of Semi-Supervised Setting
We extend the proposed adversarial training into the semisupervised setting to utilize the records relatively far before the final failure. Due to the difficulty of labeling these records, we regard them as unlabeled samples during the training. Then, the adversarial perturbation r is incalculable by using Eq. (5) without the label y (i) . To depict the prediction error, we introduce the Kullback-Leibler (KL) divergence [14] which measures the divergence between the current output distribution p(·|x);Θ) and the perturbed output distribution p(·|x + r;Θ). The layerwiase adversarial perturbation for the m th layer can be calculated as:
where
p(·|x m ;Θ) is differential withΘ andx m . However, the maximum value of KL m cannot be computed directly as the first derivative ∇ rm KL m has the minimum value 0 when r m = 0. Hence, we approximate it with the second-order Taylor series: initialized with zero. No gradient accumulation layer is active at the initial step i = 0.
Perform feedforward process without perturbation to calculate the output of NN and the lossL(Θ) for
Produce a random unit vector e using an iid Gaussian distribution; 5 Perform backpropagation to take the gradient of KL w.r.t r on r = ξe on each layer's outputXm. Each accumulation layer Pm temporarily stores the gradients backpropagated to that layer; 6 Calculate and store layerwise adversarial perturbation r m for each layer using Eq. (11); 7 Perform feedforward process with layerwise adversarial perturbation:Xm =Xm + m · r m . Calculate the loss L lap for both (X i l , Y i l ) and (X i ul , ·) using Eq. (14); 8 Perform backpropagation using loss L(Θ) to update parameters;
where H(x m ,Θ) is the Hessian matrix [15] . Then, r m is the first dominant eigenvector u(x m ,Θ) of H(x m ,Θ) with magnitude , and r m can be represented as:
where (·) represents the unit vector in the direction of (·). Given a randomly sampled unit vector e, according to the power iteration method [15] , u(x m ,Θ) is the convergence of the iteration e ← He, and He can be approximated as follow:
where ξ = 0. The preliminary test shows that one-time iteration provides sufficient performance as multi-time iterations in our problem. So we approximate the convergence by the one-time power iteration [15] . Then, the approximation of r m is:
Hitherto, we get the adversarial perturbation to the DNN model in both the supervised setting and the semi-supervised setting. During the training phase, the DNN model is trained not only to minimize the regular classification loss on labeled data but also to resist the adversarial perturbation on labeled and unlabeled data. Thus, for all the training dataset including # of F  ST-1  33800  938  30685  758  ST-2  8660  48  7932  47   TABLE II: Summary of  datasets   Train  Valid  Test  Unlabeled  ST-1  17137  4285  5356  10326  ST-2  755  236  489 labeled and unlabeled data of size N , the full loss is given by:
whereL(Θ) is the negative log-likelihood for the labeled data defined by Eq. (1) . L lap is computed on both labeled and unlabeled data:
The training procedure is summarized in Algorithm 1. During training, we add the gradient accumulation layer P m after each neural network layer. During testing, all the gradient accumulation layers are removed from the model.
III. EXPERIMENTS
In order to empirically evaluate the effectiveness of the proposed methods in addressing hard drive healthy degree prediction, we conduct a series of experiments on two datasets and compare it with several existing methods.
A. Data Preparation
Our evaluation and analysis are based on the Backblaze dataset 2 . In this paper, we use two models of hard drives. The first one is Seagate ST4000DM000 (ST-1). There are 33,800 healthy hard drives and 938 failed hard drives of ST-1 in the dataset. After data cleaning and aggregation [2] , there are 30,685 healthy hard drives and 758 failed hard drives. To further verify our method, we collect another small dataset from Seagate ST8000DM002 (ST-2). Table I lists the details. Apparently, the dataset is extremely imbalanced. The prediction model encounters serious overfitting and biased fitting problems if the dataset is used directly, even with the help of LPAT. Hence, we select the representative subset of healthy hard drives to construct the dataset for training and testing our model. The K-means clustering algorithm [16] is used to cluster the healthy hard drives into 10 clusters based on every day's records of SMART attributes. Then, for each cluster, the top 30% samples closest to the centroid are selected as the representative subset of healthy hard drives. Finally, we follow the previous works [2] , [17] to select distinctive features and rescale the values of SMART statistics. Similar to the definitions used in [18] , [17] , we predict the hard drives based on their residual life. Label '0' is "red alert", which means the residual life is less than 5 days. Label '1' means "going to fail" in 15 days. Label '2' represents "healthy". For the failed 2 https://www.backblaze.com/hard-drive-test-data.html hard drives with more than 15-day residual life, we regard them as unlabeled data.
We split each dataset into three subsets, i.e., the training set, the validation set, and testing set. For the supervised setting, we use 80% of all labeled data as the training set and the rest as the testing set. We use 20% of the training set as validation set for tuning hyper-parameters. For the semisupervised setting, we add unlabeled data into the training set and keep the validation set and the testing set unchanged. The information about the datasets is summarized in Table II .
B. Baselines and Metrics
To demonstrate the performance improvement of the proposed approach, we compare it with decision tree (DT), regularized greedy forest (RGF) [2] , and recurrent neural network (RNN) [17] . Besides, the proposed LSTM based neural network trained without adversarial training methods (Basic), the prediction model trained by the adversarial training method (Basic+AT) [10] , the prediction model trained by adding perturbations to intermediate layers (basic+RDAT) [19] , and the prediction model trained by the virtual adversarial training method (Basic+VAT) [20] are also used as baselines. For these baselines, we tune parameters on the validation set and report their results on the testing set.
For the proposed LPAT, we design three variations: We measure the overall accuracy, and each class's precision, recall, and Macro-F1 score. For the basic prediction model, we set the two bottom dense layers with 128 units and the activation as None. The LSTM layer has 200 units. The final dense layer includes 3 units as we have 3 classes. The time sequence window for each sample is set to 20. We use RMSProp optimizer [21] with learning rate 0.001. The minibatch size is 128. The epsilon is empirically set in [0, 50]. The hyperparameter λ is set between [0, 5]. The training epochs are set to 210. All the experiments are trained and tested on four NVIDIA Tesla K80 GPUs.
C. Supervised Setting
We first conduct experiments in the supervised setting where all the training data are labeled. As can be seen from Table  III , the proposed LPAT method achieves the best results on both datasets. It improves accuracy by 2.0% and Macro-F1 by 2.9% on ST-1 compared to the best baseline method. As LPAT can flexibly choose which layer and how many layers to add perturbations, it makes the training more robust and brings better performance on the testing set. On ST-2, it improves accuracy by 3.1% and Macro-F1 by 4.5% over the other baseline methods. These results indicate that the performance improvement is more significant on small datasets like ST-2.
Considering that neural networks are more likely to encounter overfitting when trained by small datasets, we infer that our method shows good regularization and generalization ability to prevent overfitting. RNN performs better than RGF on ST-1 while slightly worse than RGF on ST-2. ST-1 and ST-2 datasets are collected on different hard drive models whose SMART attributes are also different. RGF which automatically selects SMART attributes may perform better in feature obvious dataset [2] . Models with the adversarial learning achieve better results than the basic one without the adversarial training. VAT slightly improves the performance than AT on the both datasets. basic+RDAT shows the best performance among the baseline methods only inferior to LPAT. It argues that adding perturbation to intermediate layers is an effective approach to improving robustness of neural networks.
We further investigate the impact of different perturbation patterns. For ST-1, LPAT-Bottom works better than only adding perturbation to the input layer while worse than LPAT-Top. Among the three perturbation patterns, LPAT-All achieves the best results, which could be partly attributed to the LSTM layer. Adding perturbations to the bottom layers before the LSTM layer will make perturbations wrapped in the LSTM layer and show less effect on the loss function. It undermines the effectiveness of adversary perturbations. Thus, LPAT-Bottom is less effective than adding perturbations after the LSTM layer. For ST-2, LPAT-Top achieves the best performance on accuracy and Macro-F1, though; its performance is only marginally better than LPAT-All. Based on these results, we speculate that adding perturbations to top or all layers can achieve better regularization ability.
Table IV details the results on each class. Precision represents the ability for a classifier to capture hard drives fails in 5 and 5 − 15 days precisely. Recall represents the failure detection rate, i.e. the fraction of failed drives that are correctly classified as failed. The proposed methods outperform basic+AT, basic+RDAT, and basic+VAT in terms of precision and recall on both datasets. In addition, LPAT+All improves Macro-F1 by 3.9% on class '0' and 2.2% on class '1' than basic+VAT for ST-1, while LPAT+Top improves Macro-F1 by 10.7% on class '0' and 10.2% on class '1' for ST-2. These results demonstrate that adding perturbations to different layers improves the performance of the classifier. Besides, the better performance of LPAT compared to basic+RDAT on both datasets concludes that using the KL divergence to measure perturbation could further improve robustness of neural networks. Based on the observation, our methods can give operators and users more flexibility to take different 
D. Semi-Supervised Setting
In the following groups of experiments, we test the performance of the proposed method when using unlabeled data during training. Here we conduct experiments on different amounts of unlabeled data and analyze the influence. The labeled data are always totally used during training in these experiments. But the amount of unlabeled data varies. We change the amount of unlabeled data used during training from 0% to 100% of all the unlabeled data. A larger value means that more unlabeled samples are used. Fig. 2 gives the effect on the overall performance.
From Fig. 2 , we can see that when using unlabeled data, both the accuracy and the Macro-F1 score are improved compared with the purely supervised setting. By extending the adversarial perturbation to the semi-supervised setting, the Macro-F1 of LPAT+All and basic+VAT are improved by 2.7% and 3.9%, respectively. When the amount of unlabeled data increases, the accuracy and the Macro-F1 of both LPAT+All and basic+VAT firstly increase, and they achieve the highest scores around 60% and 40% unlabeled data, respectively. After that, the accuracy and the Macro-F1 score slightly decrease. We speculate that this is because when there are too many unlabeled data, the perturbation-based adversarial training method will focus more on resisting the perturbations to minimize the adversarial loss on unlabeled samples rather than the supervised loss. Hence, the model prioritizes being robust to perturbations rather than correctly predicting hard drives health degrees. In addition, we find that the performance of LPAT+All is almost always better than that of basic+VAT even when LPAT+All is trained without unlabeled data. It once again indicates that layerwise perturbation is a powerful approach to improving regularization and generalization of models. Table V reports the best overall results of different methods. In order to clearly identify the performance improvement brought by the extension of semi-supervised setting, we list the performance of basic+AT and basic+RDAT which only use the label information to generate perturbation at the bottom of the table. For ST-1, LPAT+All improves Macro-F1 by 2.7% than basic+VAT and by 5.6% than basic+RDAT. For ST-2, LPAT+All improves Macro-F1 by 4.8% than basic+VAT and by 5.4% than basic+RDAT. This results show that the extension of semi-supervised setting could considerably improve the performance. Besides, the improvement brought by the layerwise perturbation is usually more notable on small dataset.
E. Parameter Analysis
LPAT mainly involves two hyperparameters: and λ, where controls the intensity of perturbation added to different layers and λ controls the trade-off between the supervised loss and the adversarial loss. Fig. 3(a) shows the effects of with different values of λ ∈ {0.5, 1.0, 2.0}. LPAT achieves the best result when = 20 and λ = 1. We can find that the performance (i.e., Macro-F1) is not very sensitive to the parameter . When ∈ [10, 50] , it typically can improve the neural networks performance. But when the value of is extraordinarily large, the performance would drop substantially. The perturbation is too large for neural networks to resist. Fig. 3(b) shows the effects of λ with different values of ∈ {20, 50}. The best result appears around = 20 and λ = 1. When λ > 1.0, Macro-F1 shows a descending trend. It indicates that λ should not be too large otherwise the model would be trained to focus on the resistance against perturbation. In most cases λ ∈ [0.5, 2.5], the proposed method generates better results than 'base'. We find from the above results that the adversarial perturbation should be moderate to achieve the balance between the supervised loss and the adversarial loss. health degree prediction. Differing from traditional methods IV. CONCLUSION
In this paper, we propose a layerwise perturbation-based adversarial training method with an application on hard drive which usually predict hard drive health in a binary fashion, the proposed method focuses on different health degrees. Additionally, the proposed LPAT can not only add adversarial perturbations to the input but also to the intermediate layers or all layers, which improves the generalization and performance of model. Besides, it utilizes unlabeled data to further improve performance on prediction. Extensive experiments demonstrate the superiority of our proposed methods.
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