Abstract. We obtain several results on the distortion asymptotics for the iterations of diffeomorphisms of the interval extending the recent work of Polterovich and Sodin.
Main results
We consider the groups Diff 
where f n , n ≥ 1, is the n-th iteration of f , and f −n , n ≥ 1, is the n-th iteration of the inverse diffeomorphism f −1 . The asymptotics of the growth sequence does not change under conjugations: for g ∈ Diff This asymptotics is a basic dynamic invariant (see [3] ). G. D'Ambra and M. Gromov proposed in [1, 7.10 .C] to study the behavior of the growth sequences for various classes of diffeomorphisms on smooth manifolds. Recently, L. Polterovich and M. Sodin [8] obtained several interesting results on the growth sequences for diffeomorphisms in Diff For other results on the growth sequences of diffeomorphisms see [7] , [8] , [2] . This paper is devoted to two problems related to the result of Polterovich and Sodin. First, we would like to get more information on the behavior of the growth sequences than that contained in the cited theorem, possibly for smoother diffeomorphisms f , in terms of the local properties of f . Another problem is to get analogs to the growth gap effect for diffeomorphisms of smoothness between C 1 and C 2 . To formulate our results we need to introduce a decomposition of the set of fixed points of a diffeomorphism. Let 1 ≤ N ≤ ∞, and let f ∈ Diff N 0 ([0, 1]). Denote by E(f ) the (closed) set of fixed points of f ; {0, 1} ⊂ E(f ). Consider the subsets of E(f ):
For N = ∞ we consider also
. . = 0}, and for N < ∞ we consider E 0 N (f ) = {x ∈ E(f ) : f ′ (x) = 1, f ′′ (x) = . . . = f (N ) (x) = 0}.
For N = ∞ we have
and for N < ∞ we have
Furthermore (see [8] ), for every f ∈ Diff
and hence, lim sup n→∞ log Γ n (f ) log n ≥ 1.
Of course, any f ∈ Diff ∞ 0 ([0, 1]) with E 1 (f ) = ∅ satisfies one and only one condition among (A)-(C).
A version of this result for f ∈ Diff
The principal part of Theorem 1 is the part (B); the parts (A) and (C) are rather standard; the lower estimates there follow, for example, from the description of the behavior of the iteration sequences {f n (x)} n≥1 near a fixed point of f given in a book of Yu. Lyubich [5, Section 2.6] ; the upper estimate in (A) follows from the growth gap theorem of [8] .
A natural question is now whether additional smoothness conditions on f ∈ Diff ∞ 0 ([0, 1]) may permit us to improve the asymptotics in the part (B) of Theorem 1. To answer this question in the negative, we fix a sequence {ε k } of positive numbers tending to 0, and a non-quasianalytic Carleman class C{M n },
where f (n) is the n-th derivative of f , and log M n is an increasing convex sequence, lim n→∞ M n = +∞. Recall that such a class is nonquasianalytic if for every two closed subintervals I, J of [0, 1] with I ⊂ Int J, there exists f ∈ C{M n } with 0 ≤ f ≤ 1, f I ≡ 1, and supp f ⊂ J. The Denjoy-Carleman theorem (see, for example, [4, 6] ) claims that the Carleman class C{M n } is non-quasianalytic if and only if
, and
Thus, we can conclude that some predictions from the Outlook of [8] are true as demonstrated by Theorem 1; nevertheless, the "optimistic scenario" from the Outlook is disproved by Theorem 2.
, and that E(f ) = E ∞ (f ) = {0, 1}. What additional conditions should one impose on f to guarantee that lim sup
3)
The previous theorem shows that no additional smoothness conditions will work. On the other hand, a bounded oscillation condition is sufficient for the property (1.3) to hold. For simplicity, we consider here only a model case. 4) and the same inequality holds for 1/2 < x < y < 1. Then
Note that the condition (1.4) guarantees, by a result of F. Sergeraert [9] that the germ of f at 0 imbeds in a flow of germs of C ∞ -smooth diffeomorphisms f σ , σ > 0, with f σ (x) − x flat at 0 (and an analogous imbedding holds at the point 1). However, such an imbedding by itself does not provide, apparently, any new information on the behavior of the growth sequence Γ n (f ), see the remark at the end of Section 3.
One more natural question here is whether there is the growth gap effect for two (possibly non-commuting) diffeomorphisms f, g in the 
Question 2. Suppose that log Γ n (f, g) = o(n), n → ∞. Is it possible that the value lim sup n→∞ log log Γ n (f, g) log n is positive? is equal to 1?
Next, we deal with diffeomorphisms of lower smoothness. The class Diff
is too large for any kind of the growth gap effect to be present. Namely, given a sequence {ε k } of positive numbers tending to 0, one can construct f ∈ Diff
of diffeomorphisms with the derivative in the Lipschitz α class, where
For α = 1 we have just the growth gap of [8] : if f ∈ Diff
, n → ∞. In the case 0 < α < 1, we obtain a weaker form of the growth gap effect.
The plan of the paper is as follows. We start Section 2 with an analysis of the behavior of the iteration sequences {f n (x)} n≥1 resembling the results contained in [5, Section 2.6] . In contrast to the asymptotical estimates of [5] we obtain global uniform estimates. Then, using this analysis, we prove Theorems 1 and 3. Theorem 2 is proved in Section 3. Finally, in Section 4 we prove Theorem 4. Our proof of the part (A) of Theorem 4 imitates that of the original growth gap theorem of Polterovich and Sodin [8, Section 2].
The author is thankful to Leonid Polterovich and Misha Sodin for numerous helpful discussions.
Proofs of Theorems 1 and 3
2.1. First, we make several simple remarks. Since f is a diffeomorphism, we have
We are going to estimate the value
(and the supremum of |Φ| for x 1 ∈ (0, 1)) as a function of n. This permits us to evaluate a n (f ),
(and a n (f −1 ) is evaluated analogously). Now we assume that f is C 2 -smooth,
Next we consider the set A of the closed subintervals
We have f ′ = 1 at the endpoints of I. 2.2. In the following three lemmas for simplicity of notations we assume that the left end point of I is 0; without loss of generality we assume that
Hence,
where |I| is the length of I. (B) If H > 1, and we have ϕ < 1/100,
Thus, to estimate Φ(n, x 1 ), we need only to know the asymptotics of ϕ(x n ).
Proof. (A) As a consequence of (2.5) we have
First we verify that for every x ∈ I, θ ∈ [0, 1],
Otherwise, (2.2) would imply that for some x ∈ I, the function ϕ ′ is of constant sign on the interval
1/2 ) < 0, which is impossible. Thus, (2.6) is proved. Inequality (2.6) implies that
and that
.
By (2.7) and (2.8) we obtain
Furthermore,
and for some
Suppose now that x ∈ E = {y ∈ D : |ϕ(y)| ≥ 1/100}. The set E is a compact subset of D disjoint with E(f ). Furthermore, for y ∈ E, the interval [y, y + ϕ(y)] does not intersect E(f ). Hence, the function y → ϕ(y + ϕ(y)) does not vanish on E, and as a consequence,
Therefore,
Next, for x = x 1 , . . . , x n−1 we sum up the inequalities (2.9) (if
Again using (2.7), we conclude that
3), and the above argument shows that C(f ) = C(H) in (2.11).
If we have more information on the size of ϕ ′′ , then we can extend the estimate (2.8) to bigger intervals. |ϕ ′′ (y)| ≤ δ.
Proof. The arguments in the cases (A) and (B) are analogous, and we restrict ourselves to the case (A). By (2.12),
and hence, I x ⊂ [0, 2x] ⊂ I. Let us verify that
Otherwise, we would obtain that
and hence ϕ(
Inequality (2.13) implies our assertion:
The following lemma shows that x n as a function of n behaves asymptotically as the function inverse to the integral of 1/ϕ. For related results see [5, 
(2.14)
Summing up for k = 1, . . . , n − 1 we obtain the assertion.
2.3.
We return to the analysis of the behavior of our sequence {x k } 1≤k≤n on the interval I = [a, b] ∈ A. If |f ′ − 1| < 1/2 on I, then we put J(I) = ∅. Otherwise, we choose the minimal closed subinterval
where
is a compact subset of D having empty intersection with E(f ). Indeed, if y ∈ ∂J, then there are y k ∈ ∂J(I k ), I k ∈ A, such that y k → y as k → ∞. Hence, |f ′ (y) − 1| ≥ 1/2, and y / ∈ E(f ). Therefore, for some I ∈ A, we have y ∈ Int I, and finally, y ∈ J(I) ⊂ J. By continuity of f , inf
Since f (x) − x is of constant sign on I, and |x k+1 − x k | ≥ ρ(f ) for x k ∈ J(I), our sequence {x k } 1≤k≤n may contain at most N(f ) = 1 + ∆/ρ(f ) points of J(I). Furthermore, if J(I) = ∅, then condition (2.14) holds for our sequence {x k } 1≤k≤n ⊂ I. Otherwise, we have one of the following four possibilities:
(I) either {x k } 1≤k≤n ⊂ I l or {x k } 1≤k≤n ⊂ I r , and condition (2.14) holds for the sequence {x k } 1≤k≤n ;
(II) either {x k } 1≤k≤n ⊂ I l ∪ J(I) or {x k } 1≤k≤n ⊂ J(I) ∪ I r . Then dropping at most N(f ) points of the sequence {x k } we return to the situation in (I) without changing the asymptotics of Φ;
If j is the minimal index such that x j ∈ J(I), then
and we are able to drop all the points x k , j ≤ k ≤ n, and return to (I) without worsening the asymptotics of Φ;
satisfies the conditions of (II) or (III), and Φ(n,
(Here we use (2.4).)
Thus, from now on we may assume that the assertion of Lemma 3 holds for {x k } 1≤k≤n .
2.4.
Proof of Theorem 1. The parts (A) and (C) are rather standard; the lower estimates follow, for example, from the description of the behavior of the iteration sequences {f n (x)} n≥1 near a fixed point of f given in [5, Section 2.6]; to get the upper estimates we can use an argument similar to that in the part (B).
(B) Fix A ≥ 1. Let {x k } 1≤k≤n ⊂ I = [a, b] ∈ A, suppose that ϕ ≥ 0 on I, and let {x k } 1≤k≤n and I satisfy the conditions of Lemma 3. Using Lemma 2 and the fact that ϕ ′′ vanishes on ∂I and is uniformly continuous on D, we obtain that for dist (x, ∂I) < ε(A, f ),
and then, by Lemma 1,
Otherwise, (2.15) holds for x = x 1 . Now, if
, and again by Lemma 1,
1/2 , then by Lemma 3 and by (2.15),
It remains to apply once again Lemma 1 to conclude that
Since A is arbitrary, our proof is completed.
2.5.
Proof of Theorem 3. We argue as in the previous proof. Instead of Lemma 2, we use the following resultat:
Lemma 4. If ϕ vanishes at 0 with all its derivatives, N ≥ 1, x > 0, and
Thus, condition (2.16) permits us to extend the estimate of Lemma 2 to much bigger intervals.
Proof. The Gorny-Cartan inequalities (see, for example, [6, 6.4 .IV]) claim that for every 1 ≤ k ≤ M, and
where F (k) is the k-th derivative of F . Applying these inequalities to F (t) = ϕ(xt), M = 4N 2 , 1 ≤ k ≤ N, and using (2.16) and the fact that for some C(N, ϕ),
we conclude that
which is impossible. This contradiction proves (2.17) with our choice of C(N, ϕ).
Now we fix N and x 1 ∈ D, and obtain as in the proof of Theorem 1 (B) that either
In the latter case,
Since N is arbitrary, our proof is completed.
Proof of Theorem 2
Without loss of generality we assume that {ε k } is a decreasing sequence. We are going to construct a function f , f (x) = x + ϕ(x) with non-negative ϕ ∈ C{M n } vanishing at 0 with all its derivatives, and points
The function ϕ will be of the form t → γ k (t − z k ) 2 + ω k on disjoint intervals J k tending to 0 with ω k ≪ γ k → 0. In this way, we can make max x∈[0,1] Φ(n, x) grow almost as fast as for ϕ(x) = x 2 , and still keep ϕ smooth and flat at 0.
We choose closed intervals J k , and numbers z k , w k such that
Then we find non-negative
belong to C{M n } and vanish at 0 with all their derivatives. Finally, we choose n k such that
The functions f k satisfy the conditions of Lemma 1 (B) with H = 2. We start with x k ,m 1 = z k + m, 0 < m ≤ w k /3, and continue by x k ,m s+1
To do this, consider the equation , x) ), x, t ≥ 0,
Then g t = F (t, ·), t ≥ 0, are the germs of C ∞ -smooth diffeomorphisms, and the germs g t (x) − x are flat at 0. Put g = g
1 . An easy argument shows that for x > 0, n ≥ 1, such that g n (x) is sufficiently small, we have
and hence
Starting from these equalities, and using the same argument as in the previous proof, we conclude that (3.5) holds.
Proof of Theorem 4
(A) We use the scheme proposed in [8] . First we prove two lemmas: a Denjoy-type statement and a convex analysis result.
is a closed interval such that f (J) ∩ J = ∅, then for every n ∈ N and every x, y ∈ J,
Next, the intervals [x k , y k ] are disjoint, and hence n k=1 |x k − y k | ≤ 1. By the Hölder inequality we obtain
and (4.1) follows.
Lemma 6 (compare to Lemma 2.3 of [8] ). Let {a n } n≥0 be a sequence of non-negative numbers. Suppose that the following almost convexity inequality
holds for some positive K, K 1 , a 0 = 0, and
Proof. First we fix A so large that for every n ≥ 1,
If (4.4) does not hold, then we could find the smallest integer n such that a n ≤ An 1−α , a n+1 > A(n + 1) 1−α , (4.6) and hence, a n+1 − a n > A (n + 1)
or we could find the smallest integer m > n such that
In the latter case, by (4.2),
Now, by (4.5) and by (4.7),
and
Since the function x → x 1−α is concave, we obtain
and we get a contradiction to (4.9). Thus, (4.8) is established. Arguing as above we derive from (4.10) that
that contradicts to our condition (4.3). Thus, (4.6) does not hold, and (4.4) is proved. Now, the assertion (A) of Theorem 4 follows just as in [8] . To make our proof self-contained, we repeat here the argument from [8] .
Consider the sequence a n (f ) defined by (2.1). Fix n ≥ 1, and choose
and as a result,
for some y between x 1 and x 2 . By Lemma 5,
and we conclude that the sequence a n (f ) satisfies the condition (4.2). Since E 1 (f ) = ∅, this sequence satisfies also (4.3), and we can apply Lemma 6 to complete the proof of the part (A) of the theorem.
(B) First we fix β > 0, and consider the function
Fix a positive integer N. If x 1 = N −β , then
and by induction we obtain
In particular, we obtain thatφ ′ vanishes on a sequence of points y k ,
The formula (4.11) implies that Applying the result of the part (A) we obtain that f satisfies (1.5), and the proof of Theorem 4 is completed.
Remark. Note that ϕ and ϕ ′ constructed in the part (B) of the previous proof may vanish at 0 more rapidly than any preassigned power if we take sufficiently small β > 0. However, ϕ ′′ is always unbounded near the point 0.
