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Scheduling theory has been studied and developed extensively in prior research. In some
existing scheduling theory results, the focus is primarily on demonstrating interesting theoretical
properties, thus these results are not always cognizant of pragmatic constraints. We seek to determine
how existing scheduling theory can be improved with respect to pragmatic constraints and behaviors.
The goal of this research is to study and design scheduling algorithms for scheduling real-time
workload under constraints and behaviors found in real-time systems. Based on our study we
derive a scheduling algorithm for partitioning a collection of real-time tasks in a manner that is
cognizant of multiple resource constraints. We apply the above scheduling algorithm for partitioning
mixed-criticality tasks.
In real-time systems the scheduling algorithm must schedule workload such that all timing
constraints are met; we verify this using schedulability tests. We describe schedulability tests for
each of the scheduling algorithms that we derive. We also propose a new schedulability test for an
existing scheduling algorithm that is commonly used in real-time systems research for scheduling
tasks with limited-preemptivity.
Finally, we propose a scheduling algorithm and schedulability test for scheduling real-time
workload on processors that allow dynamic overclocking.
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CHAPTER 1: INTRODUCTION
In real-time systems logical correctness and temporal correctness are equally important. Some
examples of real-time systems are safety-critical computer systems such as those in aircrafts,
automobiles, nuclear reactors, and railway switching systems. In all the above examples the
computation that is performed by the system has to be logically correct, that is, the system needs to
compute the correct result (logical correctness in required in any general computer system), and the
computation needs to be temporally correct, that is, the computation must complete within a certain
time frame. The lack of temporal correctness in such systems could lead to life-threatening events.
There are several aspects that need to be considered in order to implement real-time systems. In
real-time scheduling theory two types of algorithms, which are crucial for implementing real-time
systems, are studied extensively. First, a scheduling algorithm controls how any given workload
is scheduled to run on a computing platform. Second, a schedulability test algorithm determines
whether the schedule generated by the scheduling algorithm ensures that all timing constraints are
met. Every scheduling algorithm should have an associated schedulability test.
In this dissertation we study real-time scheduling theory and incorporate pragmatic constraints
and behaviors found in real-time systems. The pragmatic constraints and behaviors that we consider
are motivated in the following section.
1.1 Motivation
The advantages of multicore technologies, and the increase in functionality of real-time systems
has caused an increasing trend towards the use of multicore CPUs and multiprocessor platforms for
implementing real-time systems. One approach for implementing real-time systems on multiproces-
sor platforms is to statically assign real-time workload to processors such that only the workload
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that is assigned to a processor can execute on that processor. This is the well known partitioned
scheduling approach. While partitioning it is necessary to ensure that sufficient amounts of all
the resources required by the workload are available on a processor. Some key resources include
computing capacity, local (per-core) memory, and network bandwidth. We study and evaluate parti-
tioning scheduling approaches on platforms in which an arbitrary (but fixed) number of different
types of resources are available in limited quantities upon each processor.
Multiprocessor platforms are also used to implement mixed-criticality real-time systems. In
such systems, workload that may be of different degrees of importance or criticality are implemented
upon a common platform. For example, the safety critical workload that must meet their timing
guarantees, and the non-safety critical workload that may cause suboptimal behavior if they do not
meet their timing guarantees, are implemented upon a common platform. Workloads with different
criticalities are validated to different levels of assurance. In case of the safety critical workload, we
need high confidence that the timing guarantees are met. Thus, pessimistic assumptions (i.e inflated
values) are used to denote the computing capacity required by the workload. In the case of the
non-safety critical workload less pessimistic assumptions are used to denote the computing capacity
required by the workload. However, if we provision the system to operate under the pessimistic
assumptions of the safety-critical workload, then we waste a lot of the computing capacity available
on the processors, because during run-time the safety critical workload may use much less computing
capacity than the pessimistic estimate. The question then arises as to how can we better utilize the
available computing capacity? One way to do this is to design scheduling algorithms for mixed
criticality systems that schedule all the workload under less pessimistic assumptions, while ensuring
that only the safety critical workload can be scheduled under pessimistic assumptions if and when
needed. Scheduling in this manner effectively utilizes the available computing capacity, which
further enables more software functionality to be implemented on the same hardware. We extend
our knowledge of partitioned scheduling to derive a partitioned scheduling approach for mixed
criticality real-time systems.
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An important design choice that arises upon scheduling on uniprocessor and multiprocessor
platforms alike is whether preemptions are enabled (fully-preemptive or simply preemptive schedul-
ing) or disabled (non-preemptive scheduling) during task execution. Both fully-preemptive and
non-preemptive scheduling have pros and cons. For example, fully-preemptive scheduling provides
better schedulability. However, in the case of fully-preemptive scheduling, the overheads incurred at
run-time tend to be larger. Further, in fully-preemptive scheduling access to shared resources need
to be arbitrated using non-trivial synchronization protocols, whereas in non-preemptive scheduling
the synchronization protocols are simpler to implement. An alternative to fully-preemptive and
non-preemptive scheduling is a restricted model of preemptive scheduling referred to as limited-
preemptive scheduling. Limited-preemptive scheduling is an approach to incorporate the positive
aspects of both fully-preemptive and non-preemptive scheduling. We study scheduling under
limited-preemptive scheduling.
On a computing platform the frequency of the processor is an important property of the
computing platform. The frequency rating provided by the processor manufacturer is usually
conservative, and a processor can be operated at a frequency higher than the specified frequency
rating; this is called overclocking. Overclocking a processor improves its performance, for example
some workloads may be able to satisfy their timing guarantees only with the help of overclocking.
However, uncontrolled overclocking may overheat the processor, and may finally damage the
processor. In dynamic overclocking a processor can overclock only if the conditions are favorable.
For example, the Turbo Boost technology by Intel (Rotem et al., 2012), enables overclocking
given a suitable workload and suitable operating conditions. We design a system model that
justifiably reflects the dynamic overclocking behavior allowed on a processor and study how
real-time workloads can be scheduled on such processors.
1.2 Thesis Statement
In my research we study existing real-time scheduling theory that has been developed within the
real-time systems community. We also study existing scheduling theory that has been developed in
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the “traditional” scheduling (Operations Research/Theoretical Computer Science) community; some
of this theory is directly applicable to real-time systems, some is not, and some needs significant
adaption. Based on the analysis, we derive new scheduling algorithms and compare them on the
basis of theoretical metrics, and schedulability experiments. One of the theoretical metrics we use
to evaluate algorithms is the resource augmentation bound (Kalyanasundaram and Pruhs, 2000),
which compares the performance of an algorithm with that of a hypothetical optimal one, under
the assumption that the algorithm under discussion has access to more resources than an optimal
algorithm. This leads me to my thesis statement which is as follows:
A careful analysis of existing scheduling theory and evaluation of scheduling algorithms using
theoretical metrics, such as resource augmentation bound and worst-case run-time complexity,
and evaluation using schedulability experiments aid in the design and implementation of effective
real-time scheduling algorithms that are cognizant of pragmatic constraints and behaviors.
1.3 Contributions
We derive two partitioned scheduling approaches and compare both the approaches using
theoretical metrics. Based on our analysis we identify the partitioned scheduling approach that is
preferable for implementing partitioned scheduling on processors that have an arbitrary (but fixed)
number of different types of limited resources. We derive a heuristic improvement for the preferred
partitioned scheduling approach, and evaluate the heuristic improvement based on schedulability
experiments.
We then derive a partitioned scheduling approach for a mixed-criticality system. We also
derive the resource augmentation bound, run-time complexity, and pragmatic improvements for
the partitioned scheduling approach. We use schedulability experiments to evaluate the pragmatic
improvements.
From our study of prior work on limited-preemption scheduling, we found that there already
exist schedulability tests for some of the well known partitioned scheduling approaches with limited
preemptions. We did not however, encounter a demand-based schedulability test under limited-
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preemption scheduling for a scheduling approach that is not based on partitioned scheduling but
is widely used in real-time systems research. We therefore derive a new schedulability test and
perform schedulability experiments to emphasize the different scenarios in which our schedulability
test can be used.
Finally, we study and identify a system model that justifiably reflects the dynamic overclock-
ing behavior allowed on a processor. Further, we derive an offline scheduling algorithm and a
schedulability test for scheduling real-time workload on processors that allow this behavior.
Overview. In Chapter 2, I provide some background on real-time systems. I then describe the
work on partitioned scheduling in Chapter 3, mixed-criticality scheduling in Chapter 4, limited-
preemption scheduling in Chapter 5, and dynamic overclocking in Chapter 6. I present a summary
of the work accomplished in this dissertation in Chapter 7.
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CHAPTER 2: BACKGROUND
In real-time systems it is necessary to ensure that a scheduling algorithm is able to schedule a
given workload on a computing platform such that all the timing constraints are met. In order to
make such guarantees about timing constraints we need to first, identify the relevant characteristics
of the workload, the computational platform, and the scheduling algorithm that affect the timing
constraints of the system (Liu, 2000). We can then build a model for the workload and the
computational platform that justifiably abstracts away any information that is not relevant, or can be
simplified, from the perspective of ensuring timing constraints. Once we have derived the workload
and platform model we can describe a scheduling algorithm that determines how to schedule the
workload on the platform. (We describe only those characteristics of a scheduling algorithm that are
necessary to validate the timing constraints of the workload.) Given a scheduling algorithm, we can
use a schedulability test to determine if the timing constraints are indeed met.
We first describe a simple workload model that we call the one-shot job model.
2.1 One-shot job model
A real-time job, referred to as a job for brevity, is denoted as Ji, where the subscript i is used to
identify one job from another when referring to a set of jobs. We characterize a job Ji = (ai,ci,di),
by three parameters: an arrival time ai, a worst-case execution time (WCET) ci, and an absolute
deadline di. Figure 2.1 depicts each of these parameters for two jobs J1 and J2.
The arrival time ai of a job Ji is the time at which a job arrives. A job is scheduled correctly if
it can execute for up to ci time units in the interval [ai,di], that is in the interval between its arrival
time ai and its deadline di. In Figure 2.1, jobs J1 and J2 are scheduled correctly.
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Figure 2.1: One-shot job model
In this simple model all jobs are independent. Thus, the execution of one job is not dependent on
the execution of another job. Also, all jobs are fully-preemptive. A scheduling algorithm determines
which job runs on a processor at any given time.
2.2 Liu and Layland Task Model
An implicit-deadline sporadic task (Liu and Layland, 1973) also known as Liu and Layland
task, is characterized by an ordered pair of parameters: a worst-case execution time (WCET) and a
minimum inter-arrival separation (that is, for historical reasons, also called the period of the task).
Let τi = (Ci,Ti), denote an implicit-deadline sporadic task with WCET Ci and period Ti. Such a
task generates a potentially infinite sequence of jobs, with the first job arriving at any time and
subsequent jobs arriving at least Ti time units apart. Each job has an execution requirement no
greater than Ci; this must be met by its absolute deadline that occurs Ti time units after the job’s
arrival. Figure 2.2 shows a possible arrival sequence for an implicit-deadline sporadic task τi.
Figure 2.2: Arrival sequence of an implicit-deadline task τi = (Ci,Ti). Note that Ti is the minimum
inter-arrival separation between two consecutive jobs.
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We use the term utilization to denote the ratio of the WCET parameter of a task to its period.
The utilization of task τi, denoted as ui is equal to Ci/Ti. An implicit-deadline sporadic task system
or task set τ , comprises a finite collection of sporadic tasks τ = {τ1,τ2, . . . ,τn}, and a task is denoted
by τi (i = 1 to n).
By changing certain characteristics of the implicit-deadline sporadic task model we can obtain
other task models. For example, in certain cases we may a priori know that subsequent jobs of a
task arrive exactly Ti time units apart. Such a task model is referred to as a periodic task model.
Further, an additional parameter Di can be used to represent the relative deadline of a task τi. In
an implicit-deadline sporadic task Di = Ti, therefore this additional parameter is omitted. However,
the relationship between a task’s relative deadline Di and its period Ti may be such that, Di ≤ Ti. In
this case the sporadic task is said to have a constrained deadline (Baruah et al., 1990; Mok, 1983).
Each constrained-deadline sporadic task τi, is represented by three parameters: (Ci,Di,Ti), where
Di ≤ Ti. The execution requirement of a job of such a task must be met by its absolute deadline,
which occurs Di time units after the job’s arrival.
It may also be the case that tasks may have deadline greater than period, also referred to as
arbitrary deadlines. Yet another additional parameter ai, can be used to represent the arrival time
of the first job of each task τi in a task system. Such a task system is referred to as a concrete task
system.
In Chapter 3 we extend the implicit-deadline sporadic task model to incorporate an additional
parameter that represents the memory requirement of each task. In Chapter 4 we describe a mixed-
criticality implicit-deadline sporadic task model. In Chapter 5 we extend the constrained-deadline
sporadic task model to represent the preemptive and non-preemptive execution requirement of each
task. These model extensions are described in their respective chapters for better readability. In
Chapter 6 we use the one-shot job model described in Section 2.1.
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2.3 Computing Platform model
An important characteristic of a computing platform, from the perspective of scheduling jobs
or tasks, is the computing capacity of the platform. It is very common in real-time systems research
to consider that a uniprocessor platform has a computing capacity, or speed of 1. This implies that
the utilization ui =Ci/Ti of a task τi, which is the ratio of the task’s worst-case execution time Ci
and period Ti, is essential equal to the portion of the computing capacity available on a uniprocessor
that needs to be exclusively used by this task, in the worst-case, for ensuring that each job of the
task meets its deadline.
A multiprocessor platform can be classified as one of the following platform models, depending
upon the relationship between the computing capacities of different processors available on the
platform:
• Identical: all the processors are identical, in the sense that they all have the same computing
capacity or speed.
• Uniform: each processor is characterized by its own computing capacity, with the interpreta-
tion that a job executing on a processor of speed s for t time units completes s× t units of
execution.
• Unrelated: each processor Pj, has an execution rate ri, j associated with each job-processor
ordered pair (Ji,Pj), with the interpretation that job Ji completes (ri, j× t) units of execution
by executing on processor Pj for t time units.
In most of this work we use the identical multiprocessor platform model, with m identical pro-
cessors each with computing capacity equal to 1. In Chapter 3 we incorporate resource constraints,
in addition to limited computing capacity, into the identical multiprocessor model. In Chapters 4,
and 5 we use the identical multiprocessor model as is. In Chapter 6 we use a uniprocessor model
that we describe in Section 6.1.
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Figure 2.3: Classification of scheduling algorithms.
2.4 Scheduling Algorithms and Schedulability tests
The scheduling algorithm, sometimes called a scheduler, decides which job should execute on
a processor at any given time. Scheduling algorithms are generally required to be simple and fast
because they execute alongside other jobs.
There is a broad classification of scheduling algorithms based on whether the schedule is
generated prior to run-time or at run-time. In static or offline scheduling, the schedule is generated
prior to run-time. Offline scheduling often requires the exact knowledge of the arrival time of all the
jobs that need to be scheduled, or it makes pessimistic assumptions about the arrival times of jobs.
In dynamic or online scheduling the schedule is generated at run-time. In online scheduling, the
decision to schedule a job is made after the job has arrived. Therefore, it is not necessary to know
the exact arrival time of jobs.
In online dynamic-priority scheduling, the temporal behavior of all jobs that are ready to execute
is taken into account to determine which job should be prioritized over others for execution. For
example, in the Earliest Deadline First (EDF) scheduling algorithm the job of some task τi with the
earliest absolute deadline is given the highest priority and is scheduled to execute on a processor.
Subsequent jobs of the same task τi may have different priorities depending upon their arrival
time and the absolute deadline of all jobs that are ready to execute. In contrast, in static-priority
scheduling priorities are assigned to tasks such that all jobs of some task τi are always prioritized
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over all jobs of some task τ j. Both dynamic- and static- priority scheduling have pros and cons.
In static-priority scheduling a safety-critical task can be prioritized over a non-safety critical task.
Thus, a job of a safety-critical task will always have a higher priority. However, dynamic-priority
scheduling is often able to better utilize the computing capacity available on a computing platform.
We focus on dynamic-priority scheduling.
A task set τ is deemed schedulable by a scheduling algorithm A if algorithm A can schedule all
jobs generated by τ such that all jobs complete execution by their deadline, and all jobs adhere to
the specifications of the task model. A task set τ is deemed feasible if it is schedulable in accordance
with some scheduling algorithm A. Note that feasibility is not defined with respect to any specific
scheduling algorithm. A scheduling algorithm is considered optimal if it can schedule any feasible
task set.
A real-time scheduling algorithm should be able to a priori guarantee if a given task set τ is
schedulable. A schedulability test indicates whether a specific algorithm can correctly schedule a
given task set. Since schedulability tests are performed prior to run-time they do not necessarily
have to be efficient. However, they should be computationally tractable. There is class of tests
called feasibility tests that indicate whether some algorithm can correctly schedule a given task set.
We do not study feasibility tests in this work.
A necessary schedulability test for algorithm A guarantees that if a task set does not satisfy the
schedulability test, then the task set is not schedulable by algorithm A. A sufficient schedulability
test for algorithm A guarantees that if a task set is schedulable by algorithm A, then the task set
satisfies the schedulability test.
A schedulability test for algorithm A, can be necessary and sufficient. Such a schedulability
test is also referred to as an exact schedulability test. An exact schedulability test and a sufficient
schedulability test, both guarantee that if a task set satisfies the schedulability test, then it is
schedulable by algorithm A. An exact schedulability test also guarantees that if a task set does
not satisfy the schedulability test, then it is not schedulable by algorithm A. However, if a task
set does not satisfy a sufficient schedulability test, then it may or not be schedulable by algorithm
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Figure 2.4: Necessary and/or sufficient schedulability test.
A. The distinction between a necessary and sufficient (exact) schedulability test, and a sufficient
schedulability test is shown in Figure 2.4
2.4.1 EDF scheduling
Since all the scheduling approaches described in this paper are derived from the EDF scheduling
algorithm, we provide a brief description of the EDF scheduling algorithm. In EDF scheduling,
when a job arrives, it is queued in a priority queue that is ordered by shortest time remaining to
absolute deadline. The job at the front of the priority queue is chosen for execution and removed
from the priority queue. Thus, the job with the earliest absolute deadline is chosen for execution.
When the job completes, the next job that is in front of the priority queue is chosen for execution,
and so on. Note that a job is preempted and re-queued on the priority queue only if a job with an
earlier absolute deadline arrives before it completes execution.
In the above description of the EDF scheduling algorithm we assume that preemptions are
allowed. This is called preemptive EDF scheduling. There is a variant of the EDF scheduling
algorithm called non-preemptive EDF. In this variant preemptions are not allowed. (A detailed
discussion on the pros and cons of allowing preemptions is presented in Chapter 5.) When we refer
to EDF scheduling we are referring to preemptive EDF scheduling unless stated otherwise.
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The EDF scheduling algorithm is optimal for scheduling a set of one-shot jobs on a uniproces-
sor (Liu, 2000). The EDF scheduling algorithm is also optimal for scheduling a collection of tasks
on a uniprocessor (Liu and Layland, 1973). A specific result is stated below.
Theorem 2.1. (Liu and Layland, 1973). An implicit-deadline sporadic task system τ can be
scheduled under EDF on a uniprocessor if and only if the total utilization U , of all tasks τi in the





ui ≤ 1. (2.1)
Note that if U > 1 then the task system is not feasible on a uniprocessor. Thus, to prove the
optimality of EDF it is sufficient to show that if U ≤ 1 then the task system is schedulable on a
uniprocessor under EDF. The proof of the above theorem is able to show that. From Theorem 2.1,
we can also claim that Equation 2.1, is a necessary and sufficient schedulability test to verify if a
task system τ , is schedulable on a uniprocessor under EDF.
It has been shown in (Jeffay et al., 1991) that non-preemptive EDF is optimal for scheduling
implicit-deadline sporadic task systems on a uniprocessor. A necessary and sufficient schedulability
is also described in (Jeffay et al., 1991).
2.4.2 Partitioned vs. Global scheduling
Due to multiple reasons including cost, energy-efficiency, and thermal properties, the use of
multicore/multiprocessor platforms has become widespread. On such platforms there are two main
scheduling approaches: partitioned and global scheduling.
In partitioned scheduling each task is statically assigned to a processor. Every job of a task
executes on the processor to which the task is assigned. In global scheduling a job of a task may
execute on any processor. A job may also migrate before it completes execution and execute on a
different processor; this is called intra-job migration.
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Figure 2.5: Partitioned vs. Global scheduling
Suppose that the computing platform consists of m processors. In partitioned scheduling we
need to first solve a partitioning problem to assign tasks onto m processors; this is related to the bin-
packing problem and is NP-hard in the strong sense. Thus, an optimal solution to the partitioning
problem is intractable. This leads to utilization loss in partitioned scheduling. However, once
the tasks are assigned to the processors the problem reduces to multiple uniprocessor scheduling
problems. If EDF is used to schedule the tasks on each processor, then it is referred to as partitioned
EDF scheduling. From Theorem 2.1 we know that EDF scheduling is optimal for scheduling
implicit-deadline sporadic tasks on uniprocessors.
In global scheduling the top m highest priority jobs are scheduled on the processors. Thus, in
global EDF scheduling the m jobs with the earliest deadlines are scheduled on the m processors. In
hard real-time scheduling, all jobs must complete execution by their deadline. Under this constraint,
global EDF scheduling incurs utilization loss due to pessimism in any schedulability test. However,
in the case of soft real-time scheduling, global EDF scheduling has no utilization loss. In soft
real-time scheduling the execution of a job completes within a deadline tardiness bound. We study
hard real-time scheduling.
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We now compare the run-time overheads incurred in partitioned and global scheduling. Fol-
lowing are examples of some run-time overheads incurred in a real-time system (Bastoni et al.,
2010)-
• Release overhead- time needed to service the interrupt routine that is responsible for releasing
jobs at correct times.
• Scheduling overhead- time spent while selecting the next job to execute and re-queuing the
previously-scheduled job.
• Context switching overhead- time spent in switching the execution stack and processor
registers.
• Preemption and migration overhead- when a job gets preempted and starts executing at a later
time on the same (different) processor there may be loss of cache affinity. Any cost incurred
due to the loss of cache affinity is called a preemption (migration) overhead.
Run-time overheads affect the timing behavior of tasks. One way to incorporate the delays
incurred due to run-time overheads is to inflate the WCET of tasks (Bastoni et al., 2010). It has been
shown in (Bastoni et al., 2010), that in the worst-case (a fully utilized system) the preemption and
migration overhead under global EDF scheduling and partitioned EDF scheduling are comparable.
Release and scheduling overheads are usually larger in the case of global EDF scheduling when
compared to partitioned EDF scheduling. This is because, in partitioned EDF scheduling each
processor has its own priority queue, and jobs only access the priority queue of the processor
they are assigned to. Whereas, in global EDF scheduling there is one global priority queue, and
there is contention to access the global priority queue every time any job is released or preempted.
This increases the delay incurred when a job is released or preempted. Thus, if overheads are
incorporated by inflating the WCET parameter of tasks, the WCET parameter of a task τi would
be lesser if it were being scheduled under partitioned EDF scheduling as apposed to global EDF
scheduling.
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CHAPTER 3: PARTITIONED SCHEDULING
We study the partitioned Earliest Deadline First (EDF) scheduling of implicit-deadline sporadic
task systems (Liu and Layland, 1973) on multiprocessor platforms. Earlier work on this problem
(see, e.g., (Oh and Baker, 1998; Lopez et al., 2004)) focused exclusively on processors in which only
one resource – computing capacity – is available in limited amounts. The partitioning algorithms
described in earlier works (Oh and Baker, 1998; Lopez et al., 2004) can guarantee that the cumulative
computing capacity of all the tasks assigned to a processor does not exceed the total computing
capacity of the processor. However additional resource constraints (e.g., the amount of memory
available on each processor) were not considered.
Some more recent work (e.g., (Baruah and Fisher, 2004; Fisher et al., 2005)) based on ap-
proaches such as dynamic programming (Baruah and Fisher, 2004) and integer linear programming
(Fisher et al., 2005) have considered processors with limited memory in addition to limited com-
puting capacity. Each of the tasks were characterized by a memory requirement, in addition to
characterizations of its computational requirements (which was modelled according to the implicit-
deadline sporadic task model (Liu and Layland, 1973)). In this chapter we study the partitioning
problem on platforms in which an arbitrary (but fixed) number of different types of resources may be
available in limited quantities upon each processor, and the partitioning algorithm must therefore
be cognizant of all these limitations when determining the assignment of tasks to processors. This
problem is known to be highly intractable. To get an idea of its computational complexity it is
worth noting that the simpler problem of partitioning tasks onto multiprocessor platforms, where
computing capacity is the only limiting resource on each processor, is NP-hard in the strong sense.
Therefore, an algorithm that achieves optimal resource utilization even in the case of one limiting
resource per processor, is expected to have an inefficient implementation.
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3.1 System Model
The ideas presented in this chapter are able to deal with any fixed number of different types of
resources. However, for the sake of simplicity we will restrict much of the discussion to systems in
which there are two constraining resources – computation capacity and local memory – on each
processor.
We consider a task system model in which all tasks are implicit-deadline sporadic tasks (Liu
and Layland, 1973) also known as Liu and Layland tasks. A task system τ consists of n tasks: τ =
{τ1,τ2, . . . ,τn}, and a task is denoted by τi (i = 1 to n). Each task τi is characterized by its
• Computation requirement, ui. Every implicit-deadline task is characterized by a worst-case
execution requirement Ci, and a minimum inter-arrival separation Ti. We denote the utilization
ui of a task, which by definition is Ci/Ti, as its computation requirement.
• Memory requirement, vi. The memory requirement of a task is the fraction of local memory
a task requires for its exclusive use. For example, local memory may be used to store the
executable code of a task on a processor.
We make no assumptions about the relationship between the computation requirement ui, and
the memory requirement vi, for a task τi. In particular, we do not require that tasks with modest
computation requirements have small vi, and those with large computation requirements have large
vi. (Such restrictions would not allow us to model, e.g., a relatively simple task that is extremely
computation-intensive because it repeatedly samples external input at a rapid rate, or a task with
large code-size, comprised of much conditional code, that is invoked very infrequently and hence
does not place a large computation demand on the processor.)
The multiprocessor platform is comprised of m identical processors denoted pi1,pi2, . . . ,pim on
which we are to partition a task system τ of n sporadic tasks. We know that preemptive EDF is
optimal on uniprocessors (Liu and Layland, 1973), and that a necessary and sufficient condition for
a collection of implicit-deadline sporadic tasks to be EDF-schedulable on a uniprocessor is that the
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sum of the computation requirements of all the tasks on the processor not exceed the computing
capacity of the processor (as stated in Theorem 2.1). A correct partitioning of τ on the m processors
is therefore one that ensures that
1. the sum of the computation requirements (the ui parameters) of all the tasks assigned to each
processor does not exceed 1, and
2. the sum of the memory requirements (the vi parameters) of all the tasks assigned to each
processor does not exceed 1.
3.2 Context, and related work
A partitioning problem is inherently a decision problem, either a task system is schedulable or
not. Partitioning problems are NP-hard in the strong sense, therefore an optimal partitioning algo-
rithm is intractable. To deal with the intractability, we consider designing approximate partitioning
algorithms. In order to be able to quantitatively discuss the effectiveness of different approximation
algorithms it is useful to define the corresponding optimization problem. For partitioned scheduling
one such optimization problem, the one we use in this chapter, asks: given a task system and a
platform, what is the minimum multiplicative factor by which the resources available on each
processor in the platform must be augmented, in order for the task system’s schedulability to be
determined in polynomial-time? The minimum multiplicative factor by which the resources need to
be augmented is called the resource augmentation bound of the algorithm.
There is a classification of NP-hard optimization problems according to the difficulty of
obtaining approximate solutions to these problems in polynomial-time. In particular, an NP-hard
minimization problem is said to be in the class APX (for APproXimable) if there is a constant c
such that some polynomial-time algorithm can obtain a solution to any problem instance that is
no more than c times the cost of the (optimal) minimum-cost solution. APX problems for which
there exists polynomial-time algorithms that can obtain a solution to any problem instance that is no
more than c times the cost of the (optimal) minimum-cost solution for all c> 1 are said to be in the
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class PTAS (for Polynomial-Time Approximation Schemes). Here, c is called the approximation
bound of the algorithm. (We use the terms approximation bound and resource augmentation bound
interchangeably.) It is good to be able to show that an NP-hard optimization problem is in the class
APX, even better to be able to show that it is in the class PTAS.
PTAS. A problem related to the partitioning problem, described in (Hochbaum and Shmoys,
1987), that deals with the scheduling of non-preemptive jobs with the objective of minimizing
makespan is shown to have a resource augmentation bound of 1+ ε , for any ε > 0. Therefore,
the minimizing makespan problem is in the class PTAS. It can be shown that both the partitioning
problem and minimizing makespan problem are in fact equivalent. Therefore, for a single limited
resource (computing capacity), the partitioning problem for implicit-deadline sporadic task systems
is in the class PTAS. In (Chattopadhyay and Baruah, 2011) we derived a lookup table based
PTAS partitioning approach for a single limited resource. In this approach we do the expensive
computation related to partitioning just once and store the results in a lookup table. For any
subsequent partitioning the worst-case run-time complexity is associated with the run-time incurred
in looking up the lookup table.
It can be shown by reduction to the vector scheduling problem (Chekuri and Khanna, 2004),
that for two limited resources (computing capacity and local memory), the partitioning problem is
in the class PTAS. We can use the results in (Chekuri and Khanna, 2004) to extend the partitioning
algorithm we proposed in (Chattopadhyay and Baruah, 2011), and derive a PTAS partitioning
algorithm for two limited resources. We evaluated this partitioning algorithm and observed that the
number of entries in the lookup table were prohibitively large. As a result, the worst-case run-time
complexity of the algorithm for any subsequent partitioning was also very large.
APX. Various heuristics for task partitioning on processors with limited computing capacity have
been studied and evaluated. In (Lopez et al., 2004), heuristics such as First-Fit, Best-Fit, Worst-Fit,
First-Fit-Decreasing etc., that have very efficient implementations have been compared on the basis
of their sufficient schedulability conditions (for a description of these heuristics please see (Lopez
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et al., 2004)). Paraphrasing and simplifying slightly, the main result from (Lopez et al., 2004) can
be stated as follows: any implicit-deadline sporadic task system satisfying the condition
∑
all i








is successfully partitioned by the First-Fit-Decreasing (FFD) heuristic upon a platform consist-
ing of m unit-capacity processors. In multiprocessor platforms with limited computing capacity
First-Fit has an approximation bound of (2− 1m) (Fisher, 2007, P.176). Thus, the First-Fit heuristic
is in the class APX.
Two partitioning algorithms, based on constructing and approximately solving integer linear
programs (ILPs), are presented in (Fisher et al., 2005). One algorithm constructs an ILP from the
specification of the task system and then solves a non-integer relaxation to this ILP. This algorithm
has a resource augmentation bound of 3 for processors with two limited resources, hence it is
not a PTAS. However, it can be implemented far more efficiently than our partitioning algorithm
based on vector scheduling. This algorithm is only applicable for partitioning task systems in
which all the resource requirements of a task are below a certain threshold. The second algorithm
presented in (Fisher et al., 2005) has no such restriction. If a task system consists only of tasks with
computation and memory requirements < 0.5, the second algorithm simply calls the first algorithm
to partition the task system. (The exact resource augmentation bound of the second algorithm is not
known.) However, unlike the first algorithm, the second algorithm does not always have an efficient
run time complexity. For assigning certain tasks the second algorithm needs to solve a pure ILP.
Solving a pure ILP for the partitioning problem is NP-hard and the solution may not be obtained
efficiently.
Heuristics such as First-Fit, Best-Fit, Worst-Fit, First-Fit-Decreasing etc. for the multidimen-
sional bin packing problem, which is related to the partitioning problem, have been described and
analyzed in (Kou and Markowsky, 1977). The analysis in (Kou and Markowsky, 1977) shows that
the First-Fit algorithm has an approximation bound no greater than d+1 where d is an arbitrary,
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but fixed, number of dimensions that an item can occupy. This approximation bound is with respect
to the number of bins needed to pack the items and it is shown to be tight in (Kou and Markowsky,
1977).
The above result for the bin packing problem can be applied to the partitioning problem. Thus,
First-Fit for the task partitioning problem can be shown to have an approximation bound d+1 with
respect to the number of processors. Here d is an arbitrary, but fixed, number of limited resources
available on each processor. For a partitioning algorithm the approximation bound with respect
to the number of processors indicates how many additional processors may be needed to ensure
the successful partitioning of a task system that can be partitioned by an optimal algorithm. The
resource augmentation bound, on the other hand, indicates by how much the resources on the
existing processors may need to be inflated to ensure the successful partitioning of a task system
that can be partitioned by an optimal algorithm. In this chapter we compare partitioning algorithms
on the basis of their resource augmentation bound.
3.3 PTAS Partitioning
In this section we describe the PTAS partitioning approach proposed in (Chattopadhyay and
Baruah, 2011) for platforms in which computing capacity is the only limiting resource. (We later
discuss why this approach may not be suitable for partitioning on processors with more than one
limited resource.) The main idea behind our approach is to construct a lookup table (LUT) for any
identical multiprocessor platform upon which we intend to execute implicit-deadline sporadic tasks
under partitioned EDF. Whenever a task system is to be partitioned upon this platform, the table
that we construct may be used to determine the assignment of tasks to the processors.
The lookup table for a particular platform is constructed without knowledge of the task systems
that will later be partitioned upon the platform. We do not therefore know, during table construction
time, the exact characteristics of the tasks that will be assigned to the processors of the platform.
Instead, the table is constructed assuming that the utilizations of all the tasks have values from within
a fixed set of distinct values V . When this lookup table is later used to actually perform partitioning
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of a given task system τ , each task in τ may need to have its WCET parameter inflated so that the
resulting task utilization is indeed one of these distinct values in V . (The sustainability (Baruah and
Burns, 2006) property of preemptive uniprocessor EDF ensures that if the tasks with the inflated
WCET’s are successfully scheduled, then so are the original tasks.) The challenge is to choose the
distinct utilization values in V in a clever manner, so that the amount of such inflation that is needed
is bounded.
We will see that larger the number of distinct utilization values we are permitted to have in the
set V , the smaller the amount of inflation that is needed. Hence, an important design decision must
be made prior to table-construction time: How large a table will we construct? This is expressed
in terms of choosing a value for a parameter ε for the procedure that constructs the lookup table.
Informally speaking, smaller the value of ε , smaller the degree of rounding up that is needed and
closer to optimal our subsequent task-assignment procedure will be. However, the size of the lookup
table and the time required to do a lookup also depend on the value of ε: the smaller the value, the
larger the table-size.
3.3.1 Overview: Constructing a lookup table
We now describe the construction of the lookup table for a given multiprocessor platform. Note
that this table is constructed only once for a given platform. Let us suppose that the multiprocessor
platform consists of m unit-speed processors. The steps involved in constructing the lookup table
for this platform are as follows:
1. Choose a value for the parameter ε , which determines the degree of accuracy.
2. Based on the value chosen for ε , determine the utilization values that are to be included in the
set V . (To make explicit the dependence of this set of utilization values upon the value chosen
for ε , we will henceforth denote this set as V (ε)). Recall that during the process of actually
partitioning implicit-deadline sporadic task systems upon this platform, we will round up the
actual utilizations of tasks to equal one of the utilization values in V (ε).
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3. Determine the combinations of tasks with utilizations in V (ε) that can be scheduled together
on a single processor.
4. Use these single-processor combinations to determine the combinations of tasks with utiliza-
tions in V (ε) that can be scheduled on m processors.
Each of these steps is discussed in greater detail, in Sections 3.3.2-3.3.5. Throughout the
discussion, we will illustrate the construction of the lookup table by means of an example. Let us
suppose that the platform in this running example consists of 4 unit-speed processors (i.e., m = 4).
3.3.2 Choosing ε
As stated in Section 3.3.1 above, the procedure for computing the lookup table must be provided
a parameter ε , which is a positive real number. A design decision must now be made in the form of
choosing a value for ε .
We will see later (Theorem 3.2) that the performance guarantee that is made by our partitioning
algorithm is as follows: any task system that can be partitioned upon m unit-speed processors by an
optimal partitioning algorithm will be partitioned by our algorithm on m processors each of speed
(1+ ε). Hence, in choosing a value for ε we are in effect reducing the guaranteed utilization bound
of each processor to equal 1/(1+ ε) times the actual utilization; so the decision in choosing a value
for ε essentially becomes: what fraction of the processor capacity are we willing to sacrifice, 1 in
order to be able to do task partitioning more efficiently? For instance, if we were willing to tolerate




⇔ ε ≤ 1
0.9
−1
1 We note that this “sacrifice” is only in terms of worst-case guarantees, as formalized in Theorem 3.2. It is quite
possible that some of this sacrificed capacity can in fact be used during the partitioning of particular task systems.
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⇔ ε ≤ 1
9
.
As stated in Section 3.3.1, the size of the lookup table, and the time required to do a lookup,
also depend on the value of ε: smaller the value, larger the table-size. Hence, ε is assigned the
largest value consistent with the desired overall system utilization. In the example above, ε would
in fact be assigned the value 1/9.
Example 3.1. For our running example, let us choose the value 0.3 for the parameter ε . (For an
actual platform we would typically choose a far smaller value, but this larger value is more useful
for purposes of illustration here: for small values of ε , the sizes of the intermediate data structures
are too large to be illustrative from a pedantic perspective.) With ε ← 0.3, we are guaranteeing to
achieve the same performance as an optimal algorithm would, on a platform consisting of the same
number of processors each of speed equal to 1/(1+0.3), or ≈ 0.77, of the speeds of the processors
available to our algorithm that is, we are “sacrificing,” in the worst case, a bit less than a quarter
of the platform’s computing capacity. (However, recall the point made in footnote 1, concerning
the pessimism in this worst-case bound on the fraction of capacity that is sacrificed. This point
is illustrated for our running example in Example 3.5, where the lookup table that we eventually
construct is used to successfully partition a task system with utilization≈ 3.6, in excess of the upper
bound of 4 · (1/1.3) ≈ 3.077.) 3
3.3.3 Determining utilization values
Once we have settled on a value for ε we use this value to determine which utilization values to
include in the set V (ε) of distinct utilization values that will be represented in the lookup table we
construct. In choosing the members of V (ε), the objective is to minimize the amount by which the
utilizations of the tasks to be partitioned must be inflated in order to become equal to one of the
values in V (ε).
The choice we make is to have V (ε) be equal to the set of all real numbers of the form
ε · (1+ ε)k, for all non-negative integers k (up to the upper limit of one). Why are these particular
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values chosen? Recall that when the table is used to perform task partitioning, the actual task
utilizations (which may take on any value) will be rounded up to the nearest value present in the set
V (ε). Suppose that an actual utilization ui is just a bit greater than one of the values present in V ,
say, ε(1+ ε) j — this is depicted in the figure below by an “x.”.
-
0 ε · · · ε(1+ ε) j
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This utilization will be rounded up to ε(1+ ε) j+1. The fraction by which this utilization has






= (1+ ε) .
Thus if each task’s utilization were to be inflated by this maximal factor, it follows that any
collection of tasks with total utilization ≤ 1/(1+ ε) would have inflated utilization ≤ 1, and would
hence be determined, based on our lookup table, to fit on a single processor2.
Let us now determine |V (ε)|, the number of elements in the set V (ε). We wish to include each
positive real number ≤ 1 that is of the form ε(1+ ε) j for non-negative j. Since
ε(1+ ε) j ≤ 1
⇔ (1+ ε) j ≤ (1/ε)
⇔ j log(1+ ε)≤ log(1/ε)
⇔ j ≤ log(1/ε)
log(1+ ε)
,
2Note that this argument does not hold for actual utilizations — the ui in the figure — less than ε/(1+ ε). If a task
with utilization ui arbitrarily close to zero (ui→ 0+) were to have its utilization rounded up to ε/(1+ ε), the inflation
factor would be (ε/(1+ ε))÷ui, which approaches ∞ as ui→ 0. We will see that the task-assignment procedure of









Example 3.2. For our example (ε = 0.3), it may be verified that log(1/ε)log(1+ε) =
log(1/0.3)
log1.3 ≈ 4.589.
Hence by Equation 3.2 there are (b4.589c+1) = 5 elements in V (0.3). We therefore have 5 distinct
utilization values to consider: for j = 0,1,2,3, and 4. (The value of 1.114 for j = 5 is too large, as
are the values for all j > 5.) These elements are computed as follows:














3.3.4 Determining legal single-processor configurations
In Section 3.3.3 above, we have determined the distinct utilization values in the set V (ε). We
now seek to determine all the different ways in which a single processor can be packed with tasks
of these utilizations. We refer to these as single-processor configurations.
For reasons of efficiency in storage (and subsequent lookup), we seek only the maximal
configurations of this kind: a single-processor configuration is said to be a maximal one if no
additional task (also with utilization ∈ V (ε)) can be added without the sum of the utilizations
exceeding the capacity of the processor:
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Definition 3.1. Single-proc. configuration: For a given value of ε , a single-processor configura-
tion is a |V (ε)|-tuple
〈x1,x2, . . . ,x|V (ε)|〉




(xi · ε · (1+ ε)i−1)
)
≤ 1. (3.3)




(xi · ε · (1+ ε)i−1)
)
> (1− ε) (3.4)
(thereby implying that no task can be added to this single-processor configuration without
exceeding the processor’s capacity).
Our objective is to determine a list L1(ε) of all possible maximal single-processor configurations
for the selected value of ε (here, the subscript “1” denotes the number of processors. In section 3.3.5
below, we will describe how we construct the list Lm(ε) for m processors).
Since there are only finitely many distinct utilization values in V (ε) (the exact number is as
determined by Equation 3.2), all the elements of L1(ε) can in principle be determined by exhaustive
enumeration; simply try all |V (ε)|-tuples with the i’th component no larger than (1/(ε ·(1+ε)i−1)),
adding the ones that satisfy Inequalities 3.3 and 3.4 to L1(ε). Such a procedure has run-time
exponential in (1/ε): the smaller the value of ε , the greater the run-time of the procedure (and the
length of L1(ε) — the number of maximal single-processor configurations found). Although this
can be quite high for small ε , we point out that:
• This run-time is incurred only once. After the list L1(ε) has been constructed, it can be stored
and repeatedly reused for doing task partitioning.
• Although the size of L1(ε) is indeed exponential in (1/ε) (to be specific |L1(ε)|=O(|V (ε)| 1ε )),
our experiments reveal that this size is quite reasonable in practice for values of ε that are
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Config. ID 0.3000 0.3900 0.5070 0.6591 0.8568
1 3 0 0 0 0
2 2 1 0 0 0
3 1 0 1 0 0
4 1 0 0 1 0
5 0 2 0 0 0
6 0 1 1 0 0
7 0 0 0 0 1
Table 3.1: All the maximal single-processor configurations for the example.
not too small. We have computed these lists for various values of ε . For instance, choosing
ε = 19 (which is equivalent to sacrificing at most 10% of each processor’s capacity) yields a
list of 9604 maximal single-processor configurations. Given current memory costs, look-up
tables of sizes far larger than this are quite viable — consider the lookup tables used in, e.g.,
floating-point co-processors for speeding up the computation of operations such as sin, cos,
log, etc., which are often tens of megabytes large.
• Several simple and straightforward counting and programming techniques can be used to
optimize the computation of the list L1(ε). For example, we use a dynamic programming
approach in our computation of the list L1(ε). We start with a maximal configuration that
consists of the maximum number of only the first component in the set V (ε), which is ε . (An
example of such a configuration is the single-processor configuration with ID. 1 in Table 3.1
with ε = 0.3). We then systematically compute the next configuration by decreasing the
value of the first component, and maximizing the value of the next component until we have
reached the last component. We repeat the above for every component in the set V (ε). A
configuration is added to the list L1(ε) if it satisfies Inequalities 3.3 and 3.4.
Example 3.3. For our running example with ε = 0.3, it turns out that there are just seven maxi-
mal single-processor configurations. These maximal single-processor configurations are shown
in Table 3.1. The numbers in the headings for columns 2-6 are the 5 distinct utilization values in
V (0.3), that we determined in Section 3.3.3 above. Each row corresponds to a different maximal
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single-processor configuration. It may be verified that the sum of the utilizations in each configu-
ration (i) satisfies Inequality 3.3 (is no larger than 1.0), and (ii) satisfies Inequality 3.4 (is at least
0.7, i.e., adding a task with even the smallest utilization would exceed the processor’s capacity).
Consider, for example, the single-processor configuration with ID. 2, the sum of the utilizations is
2 ·0.3000+1 ·0.3900, or 0.9900. For the single-processor configuration with ID. 4, the sum of the
utilizations is 1 ·0.3000+1 ·0.6591, or 0.9591. 3
3.3.5 Determining legal multi-processor configurations
We can use the maximal single-processor configurations determined above to determine maxi-
mal configurations for a collection of m processors. Intuitively, each such maximal multiprocessor
configuration will represent a different manner in which m processors can be maximally packed
with tasks having utilizations in V (ε).
Definition 3.2. Multiprocessor configuration: For given m and ε , a multiprocessor configuration
is an ordered pair of a |V (ε)|-tuple
〈y1,y2, . . . ,y|V (ε)|〉
of non-negative integers, and an m-tuple
〈z1,z2, . . . ,zm〉
of positive integers ≤ |L1(ε)|. The z j’s denote configuration ID’s of single-processor configurations
(as previously computed, and stored in L1(ε)); 〈z1,z2, . . . ,zm〉 thus denotes the m-processor configu-
ration obtained by configuring the j’th processor according to the single-processor configuration
represented by ID z j in L1(ε), for 1≤ j ≤ m.
The tuples 〈y1,y2, . . . ,y|V (ε)|〉 and 〈z1,z2, . . . ,zm〉 must satisfy the constraint that for each i,




(〈y1,y2, . . . ,y|V (ε)|〉,〈z1,z2, . . . ,zm〉) is maximal if there is no
other multiprocessor configuration
(〈y′1,y′2, . . . ,y′|V (ε)|〉,〈z′1,z′2, . . . ,z′m〉) such that y′i ≥ yi for all i,
1≤ i≤ |V (ε)|.
Let Lm(ε) denote the list of all maximal multiprocessor configurations. Lm(ε) can in principle
be determined using exhaustive enumeration; simply consider all m-combinations of the single-
processor configurations computed and stored in L1(ε). While the worst-case run-time could be
as large as |L1(ε)|m and thus once again exponential in ε and m, this step, like the computation
of L1(ε), also needs to be performed only once for a given multiprocessor platform. As was the
case with computing L1(ε), all manner of counting techniques and programming heuristics may be
employed to reduce the run-time in practice. We list a few such optimizations below.
• One obvious such heuristic that can speed up the computation of Lm(ε) quite significantly is
to iteratively compute L j(ε) from L j−1(ε) and L1(ε), for j = 2,3, . . . ,m. In such an iterative
approach, only the maximal multiprocessor configurations are retained in each intermediate
L j(ε). Since the number of maximal multiprocessor configurations in L j(ε) is typically far
smaller than the worst-case bound of |L1(ε)| j, such an iterative procedure is observed to be far
more efficient than determining Lm(ε) directly from L1(ε) by considering all m-combinations
of maximal single-processor combinations.
• For large values of m, further savings in run-time can be achieved by only determining
L j(ε) for values of j that are exact powers of two and ≤ m (i.e. for j = 1,2,4, . . . ,2blogmc).
Each such L j(ε) can be determined by considering 2-combinations of configurations in
L j/2(ε). Once these have all been determined, Lm(ε) can be determined by considering the
combinations of the L j(ε)’s corresponding to the j’s that are powers of two summing to m. It
is evident that there are at most logm such j’s.
After it has been computed, Lm(ε) is stored in a lookup table that is provided along with the
m-processor platform, and is used (in a manner discussed in Section 3.3.6 below) for partitioning
specific task systems upon the platform.
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0.3 0.39 0.507 0.6591 0.8568 Single-proc. ID’s
3 2 1 2 0 [4 4 5 3]
3 4 2 0 0 [6 6 5 1]
0 3 3 0 1 [6 6 6 7]
4 1 1 1 1 [7 4 3 2]
4 0 1 3 0 [4 4 4 3]
Table 3.2: Some example maximal 4-processor configurations.
Example 3.4. For our example 4-processor platform with ε = 0.3, it turns out that there are 140
maximal multiprocessor configurations. Although this is too many to enumerate in this document,
we depict a few maximal multiprocessor configurations in Table 3.2 in the format that they will
appear in the lookup table. The numbers in the headings for columns 1-5 are the 5 distinct
utilizations; the sixth column lists the 4 maximal single-processor configurations (named according




The lookup table of maximal multiprocessor configurations needs to be determined once. Once
this lookup table has been obtained, we can use it repeatedly to determine whether any implicit-
deadline sporadic task system can be partitioned on this platform. We now describe the partitioning
algorithm for doing so.
Let τ denote a collection of n implicit-deadline sporadic tasks to be partitioned among the
(unit-capacity) processors in the m-processor platform. Let ui denote the utilization of the i’th task
in τ . (The task system τ , to be partitioned is completely specified by specifying the utilizations of
the n tasks in it.) Our task assignment algorithm is depicted in Figure 3.1. It operates in two phases.
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1. In the first phase (Steps 1 and 2 in the pseudo-code), it attempts to assign all tasks with
utilization ≥ ε/(1+ ε). The lookup table constructed as described in Section 3.3.1 is used
during this phase.
2. Once this phase has been completed, tasks with utilization < ε/(1+ ε) are considered during
the second phase (Steps 3 and 4 in the pseudo-code). In essence, the algorithm attempts to
accommodate these small-utilization tasks in the remaining capacity that is left over in the
individual processors after phase 1 is completed.
We will first show that the partitioning algorithm is sound.
Theorem 3.1. If the partitioning algorithm of Figure 3.1 succeeds in assigning all the tasks in τ ,
then the tasks that are assigned to each processor can be scheduled on that processor to meet all
deadlines by uniprocessor EDF.
Proof. During the first phase (Steps 1 and 2 in the pseudo-code), the algorithm assigns tasks to
processors such that the sum of the inflated utilizations of all the tasks on each processor does not
exceed the capacity of the processor. Hence, the sum of the original (i.e., non-inflated) utilizations
of tasks assigned to any particular processor does not exceed the capacity of the processor. This
property is preserved during the second phase of the algorithm (Steps 3 and 4 in the pseudo-code),
since a task is only added to a processor during this phase if the sum of the utilizations after doing
so will not exceed the processor’s capacity. Hence if the task-assignment algorithm succeeds in
assigning all the tasks to processors, then the sum of the utilizations of the tasks assigned to any
particular processor is no larger than one. It follows from the optimality of EDF on uniprocessor
platforms (Liu and Layland, 1973; Dertouzos, 1974) that each processor is consequently successfully
scheduled by EDF.
And what if the algorithm fails to assign all the tasks in τ to the processors? In that case,
we will now show that no algorithm, not even an optimal one, could have partitioned τ upon an
m-processor platform comprised of processors of slightly smaller computing capacity:
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Task system τ , consisting of n implicit-deadline tasks with utilizations u1,u2, . . . ,un, is to be
partitioned among m unit-speed processors.
1. For each task with utilization ≥ ε/(1+ ε), round up its utilization (if necessary) so that it
is equal to ε× (1+ ε)k for some non-negative integer k. (Observe that such rounding up
inflates the utilization of a task by at most a factor (1+ ε): the ratio of the rounded-up
utilization to the original utilization of any task is ≤ (1+ ε).)
Now all the tasks with (original) utilization ≥ ε/(1+ ε) have their utilizations equal to
one of the distinct values that were considered during the table-generation step. Let ki
denote the number of tasks with modified utilization equal to ε× (1+ ε)i−1, for each i,
1≤ i≤ |V (ε)|.
2. Determine whether this collection of modified-utilization tasks can be accommodated
in one of the maximal m-processor configurations that had been identified during the
pre-processing phase. That is, determine whether there is a maximal multiprocessor
configuration (
〈y1,y2, . . . ,y|V (ε)|〉,〈z1,z2, . . . ,zm〉
)
in Lm(ε), satisfying the condition that yi ≥ ki for each i, 1≤ i≤ |V (ε)|.
• If the answer here is “no,” then report failure, we are unable to partition τ among
the m processors.
• If the answer is “yes,” however, then a viable partitioning has been found for the
tasks with (original) utilization ≥ ε/(1+ ε). Assign these tasks according to the
maximal m-processor configuration.
3. It remains to assign the tasks with utilization < ε/(1+ ε). Assign each such task to any
processor upon which it will “fit” i.e., any processor on which the sum of the (original —
i.e., unmodified) utilizations of the tasks assigned to the processor would not exceed one
if this task were assigned to that processor.
4. If all the tasks with utilization < ε/(1+ε) are assigned to processors in this manner, then
a viable partitioning has been found for all the tasks. However, if some task cannot be
assigned in this manner, then report failure, we are unable to partition τ among the m
processors.
Figure 3.1: Outline of Algorithm PTAS-PARTITION
Theorem 3.2. If the partitioning algorithm of Figure 3.1 fails to partition the tasks in τ , then no
algorithm can partition τ on a platform of m processors each of computing capacity 1/(1+ ε).
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Proof. The partitioning algorithm of Figure 3.1 may declare failure at two points, one of which is
in phase one and the other is in phase two. We consider each possible point of failure separately.
1. Suppose that the algorithm reports failure during phase one while attempting to assign only
the tasks with utilization ≥ ε/(1+ ε) (Step 2 in the pseudo-code). Since each such task has
its utilization inflated by a factor ≤ (1+ ε), it must be the case that all such (original — i.e.,
unmodified-utilization) tasks cannot be scheduled by an optimal algorithm on a platform
comprised of m processors each of computing capacity 1/(1+ ε). In other words, even
just the tasks in τ with unmodified utilizations ≥ ε/(1+ ε) cannot be partitioned among m
processors of computing capacity 1/(1+ ε) each, and consequently all of τ clearly cannot be
partitioned on such a platform.
2. Suppose that the algorithm reports failure during phase two, while attempting to assign the
tasks with utilization < ε/(1+ ε) (Step 4 in the pseudo-code). This would imply that while
some task with utilization < ε/(1+ ε) remains unallocated, the sum of the utilizations of the
tasks already assigned to each processor is > (1− ε/(1+ ε)). Therefore the total utilization
of τ exceeds m× (1− ε/(1+ ε)) = m(1/(1+ ε)), and τ cannot consequently be feasible on
m processors of computing capacity (1/(1+ ε)) each.
The theorem follows.
Example 3.5. Returning to our example (m = 4 processors, ε = 0.3), let us consider a task system




























Noting that ε/(1+ ε) = 0.3/1.3 ≈ 0.2308, we observe that the first two tasks have utilization
< ε/(1+ ε) and are hence not to be considered during the first steps of the partitioning algorithm.
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Using Table 3.2, we notice that the rounded-up utilizations here correspond to the configuration
listed on the third row: 0 3 3 0 1, obtained from the single-processor configurations [6 6 6 7] of
Table 3.1.
Accordingly, we assign the tasks with utilization ≥ ε/(1+ε) to the 4 processors as specified in
configurations 6, 6, 6, and 7 respectively:
6: 1/3, 2/5. (Remaining capacity = 1−0.7333 = 0.2667)
6: 7/20, 1/2. (Remaining capacity = 1−0.85 = 0.15)
6: 9/25, 1/2. (Remaining capacity = 1−0.86 = 0.14)
7: 3/4. (Remaining capacity = 1−0.7500 = 0.25)
It remains to assign the two tasks with utilization < ε/(1+ ε): the ones with utilization 1/5
each. These tasks can be accommodated in the first and last processors yielding the following
mapping:
6: 1/3, 2/5, 1/5. (Remaining capacity = 0.0667)
6: 7/20, 1/2. (Remaining capacity = 0.15)
6: 9/25, 1/2. (Remaining capacity = 0.14)
7: 3/4, 1.5. (Remaining capacity = 0.05)
3
3.3.7 Run-time complexity
The run-time complexity of Algorithm PTAS-PARTITION is dominated by Step 2, in Figure 3.1.
In this step the algorithm performs a lookup in the lookup table to determine if there is a maximal
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multiprocessor configuration that can be used for partitioning tasks with utilization greater than
ε/(1+ ε). The time to lookup the lookup table depends upon how the lookup table is implemented,
however in the worst-case it is O(|Lm(ε)|), where Lm(ε) is the set of all the maximal multipro-
cessor configurations stored in the lookup table. (We have shown how to compute the maximal
multiprocessor configurations Lm(ε) in Section 3.3.5.)
For a single limited resource the number of multiprocessor configurations is exponential with
respect to m and ε , which are constant parameters with respect to our problem. From Example 3.4,
we know that for m = 4, ε = 0.3, there are L4(0.3) = 140 maximal multiprocessors configurations.
For a smaller value, ε = 0.2, there are L4(0.2) = 12980 maximal multiprocessor configurations.
Note that the primary cause of this difference in the number of maximal multiprocessor configura-
tions is due to the difference in the number of elements in the set V (ε) as computed in Section 3.3.3.
From Example 3.2, we know that for ε = 0.3, |V (0.3)|= 5, whereas when ε = 0.2, |V (0.2)|= 9;
the number of elements differ by 4.
For more than one limited resource it can be shown by a reduction to the vector scheduling
problem that the number of multiprocessor configurations in the lookup table is exponential with
respect to m, ε , and d, where d is an arbitrary, but fixed, number of limited resources on the
multiprocessor platform. For d > 1, the elements in the set V (ε) is a function of ε and d; we denote
this as V (ε,d). It can be shown that the value of |V (ε,d)| is strictly greater than |V (ε)|d , where
V (ε) is as computed in Section 3.3.3. This results in an “explosion” in the size of the lookup table
when d > 1, which in turn significantly impacts the run-time complexity of looking up the lookup
table.
In the following section we present the APX partitioning algorithm described in (Chattopadhyay
and Baruah, 2012). This algorithm has a larger (less desirable) resource augmentation bound when
compared to the resource augmentation bound of Algorithm PTAS-PARTITION. Thus with respect
to resource augmentation bound, Algorithm PTAS-PARTITION dominates. However, the algorithm
described in the following section has much better run-time complexity, and can be easily extended
to incorporate multiple resource constraints.
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3.4 APX Partitioning
Our APX partitioning algorithm (Chattopadhyay and Baruah, 2012), is a generalization of
the work presented in (Lopez et al., 2004), in the sense that instead of assuming that computing
capacity is the only limited resource, we assume that an arbitrary, but fixed, number of resources
are available in limited quantities upon each processor. We first present our algorithm assuming that
two resources, computing capacity and local memory, are limited. In Section 3.4.6, we show how
our algorithm can be extended to incorporate an arbitrary, but fixed, number of limited resources on
each processor.
3.4.1 Partitioning algorithm
Given a task system τ of n implicit-deadline sporadic tasks τ1,τ2, . . . ,τn we want to partition
the tasks onto m identical processors pi1,pi2, . . . ,pim that have unit-capacity and unit-memory. We
present an approximate, but efficient algorithm to solve the problem. Figure 3.2 gives a pseudo-code
representation of our algorithm. The algorithm assumes that the collection of tasks τ1,τ2, . . . ,τn
is in any given order and then attempts to assign the tasks onto one of the m processors. We now
explain how a task τi is assigned to a processor.
First, let us suppose that tasks τ1,τ2, . . . ,τi−1 have been successfully assigned. For any processor
pik, let τ(pik) denote the tasks among τ1,τ2, . . . ,τi−1 that have already been assigned to it. Task τi is












≥ vi (Condition 3) . (3.6)
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APX-PARTITION(τ,m)
 The collection of sporadic tasks τ = {τ1, . . . ,τn} is to be partitioned on
m identical, unit-capacity and unit-memory processors denoted pi1, . . . ,pim.
τ(pik) denotes the tasks assigned to processor pik; initially, τ(pik)←∅ for all
k.
1 for i← 1 to n
 i ranges over the tasks
2 for k← 1 to m
 k ranges over the processors
3 if τi satisfies Conditions 3.5-3.6
on processor pik then




6 end (of inner for loop)
7 if (k > m) return PARTITIONING FAILED
8 end (of outer for loop)
9 return PARTITIONING SUCCEEDED
Figure 3.2: Pseudo-code for Algorithm APX-PARTITION.
If no such pik exists, then the algorithm declares failure: it is unable to partition τ upon the
m-processor platform.
The following lemma asserts that, in assigning a task τi to a processor pik our partitioning
algorithm does not adversely affect the schedulability of the tasks previously assigned to the
processors.
Lemma 3.1. If the tasks previously assigned to each processor were EDF-schedulable on that
processor and our algorithm assigns task τi to processor pik, then the tasks assigned to each processor
(including processor pik) remain EDF-schedulable on that processor.
Proof. Observe that the EDF-schedulability of the processors other than processor pik is not affected
by the assignment of task τi to processor pik. It remains to demonstrate that, if the tasks assigned to
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pik were EDF-schedulable on pik prior to the assignment of τi and Conditions 3.5-3.6 are satisfied,
then the tasks on pik remain EDF-schedulable after adding τi. To see that this is true, observe that
• Condition 3.5 ensures that there is sufficient computing capacity to accommodate task τi on
processor pik, and
• Condition 3.6 ensures that there is sufficient local memory to accommodate task τi on
processor pik.
The correctness of the partitioning algorithm can now be established by repeated applications
of Lemma 3.1.
Theorem 3.3. If our partitioning algorithm returns PARTITIONING SUCCEEDED on task system τ ,
then the resulting partitioning is EDF-schedulable.
Proof. Observe that the algorithm returns PARTITIONING SUCCEEDED if and only if it has success-
fully assigned each task in τ to some processor.
Prior to the assignment of task τ1, each processor is trivially EDF-schedulable. It follows from
Lemma 3.1 that all processors remain EDF-schedulable after each task assignment as well. Hence,
all processors are EDF-schedulable once all tasks in τ have been assigned.
3.4.2 Run-time complexity
Algorithm APX-PARTITION can maintain, for each processor, the cumulative computation
and memory requirements of all the tasks that have been assigned to each processor thus far. For
each task τi and each processor pik, Conditions 3.5 and 3.6 can then be evaluated in constant time.
Therefore the i’th task can be assigned in O(m) time. For n tasks this yields an overall run-time of
O(n×m), which is linear in the product of the number of tasks and the number of processors.
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3.4.3 Resource augmentation bound
Algorithm APX-PARTITION is an approximation algorithm that seeks to solve the partitioning
problem in polynomial time. In order to quantitatively discuss the effectiveness of Algorithm
APX-PARTITION we derive a sufficient schedulability condition for Algorithm APX-PARTITION
in Theorem 3.4 below, and use this schedulability condition to derive the resource augmentation
bound of Algorithm APX-PARTITION in Theorem 3.5.
In the context of the two resource partitioning problems the resource augmentation bound can
be conceptualized as follows: if an optimal algorithm can schedule a task system onto m processors
then an approximation algorithm is guaranteed to schedule the task system onto m processors if the
resources are inflated by a factor equal to the resource augmentation bound. Different approximation
algorithms can be compared on the basis of their resource augmentation bounds. The smaller the
resource augmentation bound the better -closer to optimal- the algorithm.
We would like to stress that the properties described in Theorems 3.4–3.5 are not intended to be
used as a schedulability tests to determine whether Algorithm APX-PARTITION would successfully
schedule a given sporadic task system – since the algorithm itself runs efficiently in polynomial
time the “best” (i.e., most accurate) polynomial-time sufficient schedulability test for determining
whether a particular task system is successfully scheduled by it is to actually run Algorithm APX-
PARTITION and check whether it returns PARTITIONING SUCCEEDED. Rather, these properties are
intended to provide a quantitative measure of how effective Algorithm APX-PARTITION is vis a vis
the performance of an optimal scheduler.































Intuitively, umax(τ) represents the maximum computation requirement of any individual task,
and usum(τ) represents the total computation requirement of all the tasks in the task system. Similarly,
vmax(τ) represents the maximum memory requirement of any individual task, and vsum(τ) represents
the total memory requirement of all the tasks in the task system.
Lemma 3.2 follows immediately.
Lemma 3.2. If task system τ is feasible (under either the partitioned or the global scheduling
paradigm) on an identical multiprocessor platform consisting of m processors each of computing
capacity ξ and available memory ξ , it must be the case that
ξ ≥max(umax(τ),vmax(τ)) ,
and
m ·ξ ≥max(usum(τ),vsum(τ)) .
Proof. Observe that
1. No individual task’s computation requirement may exceed the computing capacity of a
processor, i.e., it must be the case that ui ≤ ξ .
2. No individual task’s memory requirement may exceed the amount of memory available on
each processor, i.e., it must be the case that vi ≤ ξ .
Taken over all tasks in τ , these observations together yield the first condition.
In the second condition, the requirement that m ·ξ ≥ usum(τ) simply reflects the requirement
that the cumulative computation requirement of all the tasks in τ not exceed the computing capacity
of the platform. Similarly, the requirement that m ·ξ ≥ vsum(τ) reflects the requirement that the total
memory required by all the tasks in τ not exceed the memory available on the platform.
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Lemma 3.2 above specifies necessary conditions for our partitioning algorithm to successfully
partition a sporadic task system; Theorem 3.4 below specifies a sufficient condition. But first, a
technical lemma that will be used in the proof of Theorem 3.4.
Lemma 3.3. Suppose that Algorithm APX-PARTITION is attempting to schedule task system τ on
a platform consisting of unit-capacity and unit-memory processors.
A: If usum(τ)≤ 1, then Condition 3.5 is always satisfied.
B: If vsum(τ)≤ 1, then Condition 3.6 is always satisfied.
Proof. The proof of A is straightforward, since violating Condition 3.5 requires that (ui+∑τ j∈τ(pik) u j)
exceed 1. Similarly, the proof of B follows from the observation that violating Condition 3.6 requires
that (vi+∑τ j∈τ(pik) v j) exceed 1.
Thus, any implicit-deadline sporadic task system satisfying all of usum(τ)≤ 1 and vsum(τ)≤ 1
is successfully scheduled by our algorithm. We will describe, in Theorem 3.4, what happens when
one or more of these conditions are not satisfied; Lemmas 3.4-3.5 below derive technical results
that are used in proving Theorem 3.4.
Lemma 3.4. Suppose usum(τ) > 1. Let the tasks τ1,τ2, . . . ,τi−1, be successfully mapped by the
partitioning algorithm onto the available processors. When the partitioning algorithm is attempting




Proof. Since none of the m1 processors satisfy Condition 3.5 for task τi, it must be the case that
there is not enough remaining computing capacity on each such processor to accommodate the
computation requirement of task τi. Therefore, strictly more than (1−ui) of the computing capacity
of each such processor has been consumed by the tasks already assigned to these processors.
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Summing over all m1 processors and noting that the tasks already assigned (τ1,τ2, . . . ,τi−1) to these















u j (∑ij=1 u j ≤ ∑nj=1 u j)
≡ m1 < usum(τ)−ui1−ui (∑
n
j=1 u j = usum(τ)) ,
which is as asserted by the lemma.
Note that according to Lemma 3.3 (Part A), if usum(τ)≤ 1 then Condition 3.5 is always satisfied.
In this lemma we consider that Condition 3.5 fails on m1 processors when attempting to map task
τi. Therefore, by Lemma 3.3 (Part A), the value of usum(τ) should be greater than 1, which is as
stated in the Lemma. For usum(τ)> 1, if ui = umax(τ), i.e. if task τi has the maximum computation




Lemma 3.5. Suppose vsum(τ) > 1. Let the tasks τ1,τ2, . . . ,τi−1, be successfully mapped by the
partitioning algorithm onto the available processors. When the partitioning algorithm is attempting
to assign τi, if Condition 3.6 fails on m2 processors then the following inequality must hold:
m2 <
vsum(τ)− vi
1− vi . (3.13)
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Proof. The proof is similar to the proof for Lemma 3.4. Also, just like in Lemma 3.4 we can show
that for vsum(τ)> 1, if vi = vmax(τ), i.e. if task τi has the maximum memory requirement in τ , then
we obtain the following upper bound on the value of m2:
m2 <
vsum(τ)− vmax(τ)
1− vmax(τ) . (3.14)
We now present a sufficient schedulability condition for Algorithm APX-PARTITION which is
applicable when usum(τ)> 1 and vsum(τ)> 1:
Theorem 3.4. A sporadic task system τ such that usum(τ) > 1 and vsum(τ) > 1 is successfully









Proof. Our proof is by contradiction – we will assume that our algorithm fails to partition task system
τ on m processors, and prove that in order for this to be possible m must violate Inequality 3.15
above.
Let us suppose that our partitioning algorithm fails to obtain a partition for τ on m unit-capacity
processors. In particular, let us suppose that task τi cannot be mapped on to any processor. Let m1
and m2 denote (as in Lemmas 3.4-3.5 above) the number of processors on which Conditions 3.5 and
3.6 have failed respectively when we attempted to assign τi to some processor. It is necessary that:
m1+m2 ≥ m
















Taking the contrapositive, it follows that the negation of Equation 3.16 is sufficient to ensure
that our partitioning algorithm will successfully partition τ on m unit-capacity and unit-memory
processors, as is claimed by the theorem.
Using Theorem 3.4 above, we now present resource-augmentation characterizations of our
partitioning algorithm when it is used for partitioning implicit-deadline sporadic task systems.
Theorem 3.5. Algorithm APX-PARTITION makes the following performance guarantee: if an
implicit-deadline sporadic task system is feasible on m identical processors each of a particular
computing capacity and memory, then Algorithm APX-PARTITION will successfully partition this
task system upon a platform comprised of m processors that each have (3− 2m) times the computing
capacity and memory as the original.
Proof. Let us assume that τ = {τ1,τ2, . . . ,τn} is feasible on m processors each of computing capacity
and memory equal to ξ . Since τ is feasible on m ξ -speed processors, it follows from Lemma 3.2
that the tasks in τ satisfy the following properties:
umax(τ)≤ ξ , vmax(τ)≤ ξ ,
and
usum(τ)≤ m ·ξ , vsum(τ)≤ m ·ξ .
Suppose once again that τ is successfully scheduled by Algorithm APX-PARTITION on m
unit-capacity and unit-memory processors.
Now we have four possibilities:
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Case 1 usum(τ)≤ 1, vsum(τ)≤ 1: According to Lemma 3.3 (Part A) and (Part B), Conditions 3.5
and 3.6 are always satisfied. For this case Algorithm APX-PARTITION is an optimal algorithm and
the resource augmentation bound is 1.
Case 2 usum(τ)≤ 1, vsum(τ)> 1: According to Lemma 3.3 (Part A), Condition 3.5 is always
satisfied. Therefore the problem reduces to a problem in which there is only one limited resource.
In this case we know from (Fisher, 2007, P.176) that the resource augmentation bound is 2− 1m .
Case 3 usum(τ)> 1, vsum(τ)≤ 1: Same as above.
Case 4 usum(τ)> 1, vsum(τ)> 1:









We obtain an upper bound on the RHS of the above equation when:
• usum(τ) = m ·ξ and vsum(τ) = m ·ξ .
• umax(τ) = ξ and vmax(τ) = ξ .
Therefore, the task system is schedulable if:















which is as claimed in the statement of the theorem.
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3.4.4 Heuristic improvements
The description of Algorithm APX-PARTITION, and the derivation of its resource augmentation
bound make no assumptions about the order in which the tasks are considered for placement on
the processors. In implementing Algorithm APX-PARTITION however, we may want to consider
the tasks according to some ordering that enhances the likelihood that a given task system will be
successfully partitioned. (For instance, since it is intuitively speaking more difficult to place a task
that has larger computation and memory requirements, it may be better to consider such tasks for
placement earlier when more computing capacity and memory are available on the processors.)
For any two tasks τi and τ j, let us say that τi τ j if ui ≥ u j and vi ≥ v j. A straightforward
extension of the “decreasing” concept in First-Fit-Decreasing yields the following rule for ordering
the tasks:
• If τi τ j then consider τi before considering τ j (ties broken arbitrarily).
When we have tasks τi and τ j such that neither τi τ j nor τ j  τi hold (i.e., if (ui > u j and
vi < v j) or (ui < u j and vi > v j)), there are several possible generalizations to the FFD rule that we
can come up with. Inspired by the proof of Theorem 3.4 consider tasks in decreasing order of fi,











Note that if there are no memory constraints (all the vi’s are zero), then ordering as per
decreasing fi reduces to FFD for partitioning tasks onto processors with limited computing capacity.
3.4.5 Experimental evaluation
We experimentally evaluate whether our heuristic in Section 3.4.4 for re-ordering tasks improves
the schedulability of Algorithm APX-PARTITION. In order to do so, we randomly generated task
sets and reordered the tasks in each task set according to the heuristic. We then determined if the
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generated task sets and the reordered task sets could be partitioned by Algorithm APX-PARTITION.
We measured the percentage of task sets that could be successfully partitioned in both cases.
The task sets were generated as follows. Each task set comprised n tasks. The UUnifast-Discard
algorithm described in (Davis and Burns, 2009) was used to generate n values of computation
requirement {u1 . . .un} such that ∑ni=1 ui = M, and n values of memory requirement {v1 . . . ,vn}
such that ∑ni=1 vi =M, for some value of M ≤m. (The UUnifast-Discard algorithm generates values
at random from a uniform distribution over the range [0,1]). Each task τi in the task set had its
computation requirement set equal to ui, and memory requirement set equal to vi, as computed
above.
For m = {2, 4, 6, 8} processors and for each M (total computation and memory requirement)
starting from M = m/2 and incremented in steps of m ∗ 0.05 until M = m, 1000 task sets were
generated. We determined the percentage of the task sets that were schedulable under Algorithm
APX-PARTITION without re-ordering and with re-ordering as per our heuristic. From the resulting
graphs we made the following observations.
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Figure 3.3: Evaluating partitioning heuristic: m = 4,n = 40
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Observation 1. In Figure 3.3, we observe that for m = 4 processors and n = 40 tasks, more task
sets are successfully partitioned by Algorithm APX-PARTITION after the tasks have been re-ordered
as per our heuristic.
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Figure 3.4: Evaluating partitioning heuristics: m = 4,n = 40/80
Observation 2. In Figure 3.4, we interpose the graph for m = 4 processors and n = 40 tasks,
with the graph for m = 4 processors and n = 80 tasks. We observe that for both partitioning with no
re-ordering and with our heuristics, we get better schedulability when the number of tasks in the task
set is larger. This is because for larger number of tasks the computation and memory requirement of
each task is smaller. Thus, the resource requirement of each task is smaller with respect to the size
of the processor, and intuitively this increases schedulability.
These observations are consistent for experiments with different values of m.
3.4.6 Extending to > 2 distinct resource types
So far, we have restricted our attention to the partitioning of implicit-deadline sporadic task
systems upon platforms in which each processor has limited amounts of two resources- computing
capacity and local memory. Our results are easily generalized to platforms in which there are
multiple resources on each processor (in addition to computing capacity), each available in limited
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quantities. In order for these generalizations to hold it is required that each such additional resource
be allocated in the specified amount “permanently” to each task throughout the duration of the
run-time of the system.
More formally, suppose that there are ` kinds of resources (in addition to computing capacity).
We characterize each sporadic task τi by
• Its computation requirement, using the traditional implicit-deadline sporadic-tasks model:
τi =Ci,Ti
• Its resource requirements vi[1],vi[2], . . . ,vi[`], with vi[p] denoting the fraction of the p’th
resource that is locally available on each processor that must be reserved for the exclusive use
of this task.
In determining whether such a task τi “fits” on processor pik, Algorithm APX-PARTITION must
ensure that pik has enough of each of the ` resources; Condition 3.6 is therefore replaced by the
more general condition:





It can be shown that with this generalization to Condition 3.6, the resource augmentation bound
of Theorem 3.5 becomes (




Observe that for `← 1 we have, once again, the system model discussed in Section 3.1, and the
bound above becomes exactly the bound of Theorem 3.5.
3.5 Conclusion
As embedded devices such as smart-phones increasingly come to be implemented upon multi-
core and multiprocessor platforms, it becomes increasingly important that platform resources be
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efficiently managed. However, much prior scheduling-theoretic research on obtaining multiproces-
sor implementations of real-time systems has focused almost exclusively on processor computing
capacity, to the exclusion of other resources such as memory that are also available in scarce quanti-
ties on individual processors or cores. A few results have been obtained (for example, (Chekuri and
Khanna, 2004) and (Baruah and Fisher, 2004; Fisher et al., 2005)) concerning the scheduling of
systems in which the usage of multiple resources must be simultaneously optimized.
In this chapter we further explore the issue of resource allocation and scheduling on platforms
that require the simultaneous management of multiple resources. We have described two partitioning
algorithms, and derived their resource augmentation bound and run-time complexity. One is a
PTAS and the other is a APX partitioning algorithm. Even though the PTAS partitioning algorithm
has a better resource augmentation bound, we claim that the APX partitioning algorithm is more
effective for partitioning a collection of implicit-deadline sporadic tasks on memory-constrained
multiprocessor platforms. Unlike the PTAS partitioning algorithm, the APX partitioning algorithm
is easy to implement and has a more desirable run-time computational complexity - linear in
the product of the number of tasks in the task system and the number of processors. We have
described a heuristic improvement for the APX partitioning algorithm, and performed schedulability
experiments to show that our heuristic does in fact increase schedulability. We have also indicated
how the APX partitioning algorithm can be extended to deal with additional resource constraints.
51
CHAPTER 4: MIXED CRITICALITY
In mixed-criticality (henceforth referred to as MC) systems, multiple functionalities that may
be of different degrees of importance or criticalities are implemented upon a common platform. As
more functionalities with different degrees of criticality are implemented on a common multiproces-
sor platform, mixed-criticality systems are becoming more complex, less uniform and predictable,
and show greater variation in their performance. Certification of such systems is crucial to their
successful deployment. In order to certify a system as being correct, the certification authority
(CA) mandates certain assumptions about the worst-case behavior of the system during run-time.
These assumptions are typically far more conservative than the assumptions that the system designer
would use during the process of designing, implementing, and testing the system if subsequent
certification was not required. (For instance, the worst-case execution time estimate used by the CA
to characterize a complex piece of code is likely to be more pessimistic (i.e., larger) than the WCET
estimate used by the system designer.) While the CA is only concerned with the correctness of
the safety-critical part of the system the system designer is responsible for ensuring that the entire
system is correct, including the non-critical parts.
The scheduling problem then becomes one of coming up with a single scheduling strategy
that meets two separate goals, (i) certification of the high criticality jobs under more pessimistic
assumptions, and (ii) schedulability of all the jobs (including the low criticality ones) under the
system designer’s less pessimistic assumptions.
A large body of recent research has addressed mixed-criticality scheduling for certifiability
(see, e.g., (Vestal, 2007; Dorin et al., 2010; Lakshmanan et al., 2011; Park and Kim, 2011; Guan
et al., 2011; Baruah et al., 2011; Baruah and Fohler, 2011; Tamas-Selicean and Pop, 2011; Huang
et al., 2012; Herman et al., 2012; Baruah et al., 2012; Li and Baruah, 2012; Pathan, 2012)– this list
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is by no means exhaustive). From among these papers, (Baruah et al., 2012) has results most closely
related to our work on partitioned scheduling of mixed criticality systems.
In the following discussion we first describe the mixed criticality task model we will use in this
chapter, and then present a variant of the EDF scheduling algorithm, Algorithm EDF-VD described
in (Baruah et al., 2012) for scheduling mixed-criticality tasks on a uniprocessor. Finally, we present
a mixed-criticality partitioning algorithm, which is a modification of Algorithm APX-PARTITION
described in Section 3.4.1, for partitioning mixed-criticality tasks on m identical processors each hav-
ing a computing capacity of 1. The tasks assigned to each processor are scheduled as per Algorithm
EDF-VD. The mixed-criticality partitioning algorithm was first presented in our work (Baruah
et al., 2014).
4.1 System Model
As with the task model described in Section 2.2 we will model a MC task system τ , as consisting
of a finite specified collection of MC sporadic tasks each of which generate a potentially infinite
sequence of MC jobs.
MC jobs. Each job is characterized by a 5-tuple of parameters:
Ji = (ai,di,χi,ci(LO),ci(HI)), where
• ai ∈ R+ is the release time.
• di ∈ R+ is the deadline. We assume that di ≥ ai.
• χi ∈ {LO,HI} denotes the criticality of the job. A HI-criticality job (a Ji with χi = HI) is one
that is subject to certification under the CA’s pessimistic assumptions, whereas a LO-criticality
job (a Ji with χi = LO) is one that needs to be schedulable under the system designer’s less
pessimistic assumptions.
• ci(LO) specifies the worst case execution time (WCET) estimate of Ji that is used by the
system designer (i.e., the WCET estimate at the LO-criticality level).
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• ci(HI) specifies the worst case execution time (WCET) estimate of Ji that is used by the CA
(i.e., the WCET estimate at the HI-criticality level). We assume that
– ci(HI) ≥ ci(LO) (i.e., the WCET estimate used by the system designer is never more
pessimistic than the one used by the CA), and
– ci(HI) = ci(LO) if χi = LO (i.e., a LO-criticality job is aborted if it executes for more
than its LO-criticality WCET estimate1).
The MC job model has the following semantics. Job Ji is released at time ai, has a deadline
at di, and needs to execute for some amount of time γi. However, the value of γi is not known
beforehand, but only becomes revealed by actually executing the job until it signals that it has
completed execution. If Ji signals completion without exceeding ci(LO) units of execution, we
say that it has exhibited LO-criticality behavior. If it signals completion after executing for more
than ci(LO) but no more than ci(HI) units of execution, we say that it has exhibited HI-criticality
behavior. If it does not signal completion upon having executed for ci(HI) units, we say that its
behavior is erroneous.
MC implicit-deadline sporadic tasks. Each implicit-deadline sporadic task in the MC model
is characterized by a 4-tuple of parameters: τk = (χk,Ck(LO),Ck(HI),Tk), with the following
interpretation. Task τk generates a potentially infinite sequence of MC jobs, with successive jobs
being released at least Tk time units apart. Each such job has a deadline that is Tk time units after its
release. The criticality of each such job is χk, and it has LO-criticality and HI-criticality WCET’s of
Ck(LO) and Ck(HI) respectively. A MC sporadic task system is specified as a finite collection of
such sporadic tasks.
Utilizations. The utilization or computing requirement of a implicit-deadline sporadic task de-
scribed in Section 2.2 denotes the ratio of its WCET to its period; the utilization of a task system
denotes the sum of the utilizations of all the tasks in the system. We now define analogous concepts
1We assume that the run-time system provides support for ensuring that jobs do not execute for more than a specified
amount; see, e.g., (Baruah et al., 2011) for a discussion of this issue.
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χk Ck(LO) Ck(HI) Tk
τ1 LO 2 2 6
τ2 HI 1 2 10
τ3 HI 2 10 20
Table 4.1: An example mixed-criticality implicit-deadline sporadic task system.
for mixed-criticality sporadic task systems. Let Uk(LO) and Uk(HI) denote the LO-criticality and
HI-criticality utilizations of task τk such that:
Uk(LO) :=Ck(LO)/Tk and Uk(HI) :=Ck(HI)/Tk.
Let τ = {τ1,τ2, . . . ,τn} denote a MC implicit-deadline sporadic task system. For each of x and
y in {LO,HI}, we define a utilization parameter as follows:
Uyx (τ) = ∑
τi∈τ∧χi=x
Ui(y).
Thus for example, U LOHI (τ) denotes the sum of the utilizations of the HI-criticality tasks in τ ,
under the assumption that each job of each task executes for no more than its LO-criticality WCET.
Example 4.1. Consider the task system depicted in Table 4.1. For this task system,
U LOLO (τ) = 2/6 = 0.33
U HILO(τ) = 2/6 = 0.33
U LOHI (τ) = 1/10+2/20 = 0.2
U HIHI (τ) = 2/10+10/20 = 0.7.
3
Scheduling MC implicit-deadline sporadic task systems. A particular MC implicit-deadline
sporadic task system may generate different instances of jobs during different runs. Furthermore,
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during any given run each job comprising the instance may exhibit LO-criticality, HI-criticality, or
erroneous behavior. We define an algorithm for scheduling MC implicit-deadline sporadic task
system τ to be correct if it is able to schedule every instance generated by τ such that:
• If all jobs exhibit LO-criticality behavior, then all jobs receive enough execution between their
release time and deadline to be able to signal completion, and
• If any job exhibits HI-criticality behavior, then all HI-criticality jobs receive enough execution
between their release time and deadline to be able to signal completion.
Note that if any job exhibits HI-criticality behavior, we do not require any LO-criticality jobs
(including those that may have arrived before this happened) to complete by their deadlines. This
is an implication of the requirements of certification: informally speaking, the system designer
fully expects that all jobs will exhibit LO-criticality behavior, and hence is only concerned that
they behave as desired under these circumstances. The CA on the other hand, allows for the
possibility that some jobs may exhibit HI-criticality behavior and requires that all HI-criticality jobs
nevertheless meet their deadlines.
4.2 EDF for Mixed Criticality systems
Algorithm EDF-VD (for Earliest Deadline First with Virtual Deadlines) of (Baruah et al.,
2012) is derived from preemptive EDF for scheduling mixed-criticality implicit-deadline sporadic
task systems upon a uniprocessor. We now provide a high-level description of EDF-VD.
Let τ = {τ1, . . . ,τn} denote the MC implicit-deadline sporadic task system that is to be sched-
uled on a processor with unit computing capacity. EDF-VD’s approach to scheduling τ can be
thought of as a three-phased one:
1. An initial pre-processing phase occurs prior to run-time.
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2. During run-time, jobs are initially dispatched in the expectation that the behavior of the
system is going to be a LO-criticality one; no job will execute for more than its LO-criticality
WCET.
3. If some job does execute beyond its LO-criticality WCET without signaling that it has
completed execution, the dispatching algorithm is modified accordingly and the algorithm
enters its optional third phase.
We now discuss each of the three phases.
During pre-processing, a schedulability test is performed to determine whether τ can be
guaranteed to be successfully scheduled. If it is determined that τ can be successfully scheduled,
then an additional parameter, called a modified period denoted Tˆi, is computed for each HI-criticality
task τi ∈ τ . It is always the case that Tˆi ≤ Ti.
Initial run-time dispatching is done according to EDF. Since EDF is defined for regular rather
than mixed-criticality task systems, we map the mixed-criticality tasks in τ to regular implicit-
deadline sporadic tasks as follows: each LO-criticality task τk = (χk,Ck(LO),Ck(HI),Tk) is mapped
to a regular task (Ck(LO),Tk), while each HI-criticality task τk = (χk,Ck(LO),Ck(HI),Tk) is mapped
to a regular task (Ck(LO), Tˆk), where the Tˆk’s are the modified periods computed during the pre-
processing phase.
If some job does execute beyond its LO-criticality WCET without signaling that it has completed
execution, we enter the third phase of the algorithm, and the following changes occur.
1. All currently-active LO-criticality jobs are immediately discarded; henceforth, no LO-criticality
job will receive any execution.
2. Subsequent run-time scheduling of the HI-criticality tasks (including their jobs that are
currently active) are done according to EDF. This is done by mapping each HI-criticality MC
task τk = (χk,Ck(LO),Ck(HI),Tk) in τ to a regular task (Ck(HI),Tk).
EDF-VD Properties. The following properties of Algorithm EDF-VD, derived in (Baruah et al.,
2012), are used in deriving the partitioning algorithm described next.
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Theorem 4.1. (Baruah et al., 2012). Any mixed-criticality implicit-deadline sporadic task system









is successfully scheduled by EDF-VD on a unit-speed processor.
Theorem 4.1 asserts that any MC implicit-deadline sporadic task system for which both the
LO-criticality utilization (U LOLO (τ)+U LOHI (τ)) and the HI-criticality utilization (U HIHI (τ)) are ≤ 3/4 is
successfully scheduled by EDF-VD on a processor with unit computing capacity.
Since utilization not exceeding processor speed is a necessary condition for schedulability, a
resource augmentation bound, also called speedup bound when it refers to augmenting processor
speed or computing capacity, of 4/3 for EDF-VD immediately follows:
Corollary 4.1. (Baruah et al., 2012). EDF-VD has a speedup bound no greater than 4/3.
Theorem 4.1 guarantees schedulability when both LO-criticality and HI-criticality utilizations
are bounded by 3/4. A more general test for when one of the utilizations is greater than 3/4, and
the other less than 3/4 has also been derived.
Theorem 4.2. (Baruah et al., 2012). Any mixed-criticality implicit-deadline sporadic task system
τ satisfying the property
U LOLO (τ)≤
1−U HIHI (τ)
1− (U HIHI (τ)−U LOHI (τ))
is successfully scheduled by EDF-VD on a unit-speed processor.
Both Theorems 4.1 and 4.2 are sufficient schedulability conditions.
4.3 Algorithm MC-partition
We start with an overview of our partitioning algorithm. It proceeds in two phases:
1. During the first phase each HI-criticality task is assigned to some processor while ensuring
that the cumulative HI-criticality utilization assigned to each processor does not exceed 3/4.
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2. During the second phase each LO-criticality task is assigned to some processor while ensuring
that the cumulative LO-criticality utilization assigned to each processor also does not exceed
3/4.
Observe that by Theorem 4.1, such an assignment procedure ensures that each processor
remains schedulable by EDF-VD. The algorithm reports failure if it fails to successfully assign
every task.
The details are as follows. Let τ denote the MC implicit-deadline sporadic task system that
is to be partitioned amongst m processors. Let us assume that there are n tasks in τ , of which n1
are HI-criticality tasks. Without loss of generality, assume that {τ1,τ2, . . . ,τn1} are the HI-criticality
tasks, and {τn1+1, . . . ,τn} the LO-criticality ones. Let {pi1,pi2, . . . ,pim} denote the m processors.
Figure 4.1 gives a pseudo-code representation of Algorithm MC-PARTITION.
Let us suppose that tasks {τ1,τ2, . . . ,τi−1} have been successfully assigned. We now explain
how task τi is assigned to a processor.
For any processor pik, let τ(pik) denote the tasks from amongst {τ1,τ2, . . . ,τi−1} that have
already been assigned to it. Algorithm MC-PARTITION assigns the task τi to any processor pik













If no such pik exists, then Algorithm MC-PARTITION declares failure: it is unable to partition τ
upon the m-processor platform.
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MC-PARTITION(τ,m)
 τ = {τ1, . . . ,τn} is to be partitioned on m identical, unit-
capacity processors denoted {pi1, . . . ,pim}. Tasks {τ1, . . . ,τn1}
are HI-criticality tasks; tasks {τn1+1, . . . ,τn} are LO-criticality
tasks. The set of tasks assigned to processor pik is denoted as
τ(pik); initially, τ(pik)←∅ for all k.
1 for i← 1 to n1  Phase 1: HI-criticality tasks
2 for k← 1 to m
3 if τi satisfies Condition 4.1 on processor pik




6 end (of inner for loop)
7 if (k > m) return PARTITIONING FAILED
8 end (of outer for loop)
9 for i← (n1+1) to n Phase 2: LO-criticality tasks
10 for k← 1 to m
11 if τi satisfies Condition 4.2 on processor pik




14 end (of inner for loop)
15 if (k > m) return PARTITIONING FAILED
16 end (of outer for loop)
17 return PARTITIONING SUCCEEDED
Figure 4.1: Pseudo-code for Algorithm MC-PARTITION
The following lemma asserts that in assigning a task τi to a processor pik Algorithm MC-
PARTITION does not adversely affect the schedulability of the tasks previously assigned to the
processors.
Lemma 4.1. If the tasks previously assigned to each processor were schedulable on that processor
by EDF-VD and Algorithm MC-PARTITION assigns task τi to processor pik, then the tasks assigned
to each processor (including processor pik) remain schedulable on that processor by EDF-VD.
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Proof. Observe that the schedulability of the processors other than processor pik is not affected
by the assignment of task τi to processor pik. It remains to demonstrate that, if the tasks assigned
to processor pik were schedulable by EDF-VD prior to the assignment of τi and Algorithm MC-
PARTITION assigns τi to pik, then the tasks on pik remain schedulable by EDF-VD after adding τi.
To see that this is true we consider two cases.
• If i≤ n1, Condition (4.1) must hold for Algorithm MC-PARTITION to assign τi to pik. This
condition ensures that the sum of the HI-criticality utilizations of all HI-criticality tasks
assigned to processor pik remains ≤ 3/4. Since each task’s LO-criticality utilization is no
greater than its HI-criticality utilization, this also means that the sum of the LO-criticality
utilizations of all tasks assigned to processor pik remains ≤ 3/4.
• If i> n1, Condition (4.2) must hold for Algorithm MC-PARTITION to assign τi to pik. This
condition ensures that the sum of the LO-criticality utilizations of all tasks assigned to
processor pik remains ≤ 3/4 while the sum of the HI-criticality utilizations of HI-criticality
tasks does not change.
It is thus the case that both the sum of the HI-criticality utilizations and the sum of the LO-
criticality utilizations upon each processor remains ≤ 3/4. The correctness of the lemma then
follows from Theorem 4.1.
The correctness of Algorithm MC-PARTITION can now be established by repeated applications
of Lemma 4.1.
Theorem 4.3. If Algorithm MC-PARTITION returns PARTITIONING SUCCEEDED on task system τ ,
then the resulting partitioning is schedulable by EDF-VD.
Proof. Observe that Algorithm MC-PARTITION returns PARTITIONING SUCCEEDED if and only if
it has successfully assigned each task in τ to some processor.
Prior to the assignment of task τ1 each processor has been assigned no tasks, and is therefore
trivially schedulable by EDF-VD. It follows from Lemma 4.1 that all processors remain schedulable
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by EDF-VD after each task assignment as well. Hence, all processors are schedulable by EDF-VD
after all tasks in τ have been successfully assigned.
4.3.1 Run-time complexity
Algorithm MC-PARTITION can be implemented to maintain, for each processor, the cumulative
HI-criticality and LO-criticality utilizations of all the tasks that have been assigned to that processor
thus far. For each task τi and each processor pik, Condition (4.1) or Condition (4.2) can then be
evaluated in constant time. Therefore the i’th task can be assigned in O(m) time. For n tasks this
yields an overall run-time complexity of O(n×m).
4.3.2 Speedup bound
We now derive a sufficient schedulability condition for Algorithm MC-PARTITION in Lemma 4.2
below, and use this schedulability condition to derive a speedup bound for Algorithm MC-
PARTITION in Theorem 4.4.
We would like to stress that Lemma 4.2 is not intended to be used as a schedulability test
to determine whether Algorithm MC-PARTITION would successfully schedule a given sporadic
task system – since the algorithm itself runs efficiently in polynomial time, the “best” (i.e., most
accurate) polynomial-time sufficient schedulability test for determining whether a particular task
system is successfully scheduled by it is to actually run Algorithm MC-PARTITION.
Lemma 4.2. Suppose that Algorithm MC-PARTITION fails to assign some task τi. One or both of
the following conditions must hold:










Proof. Let us first consider the case when i ≤ n1. Since τi cannot be accommodated on any
processor, Condition (4.1) must be violated for task τi on each of the m processors. Summing the
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m− (m−1)Ui(HI)<U HIHI (τ)
which is as claimed.
Now let us consider when i > n1. Since τi cannot be accommodated on any processor, Con-
dition (4.2) must be violated for task τi on each of the m processors. Summing the negation of


























m− (m−1)Ui(LO)<U LOLO (τ)+U LOHI (τ)
which is also as claimed in the lemma.
Using Lemma 4.2 above, we now derive a speedup bound for our partitioning algorithm.
Theorem 4.4. The speedup bound of Algorithm MC-PARTITION on an m-processor platform is
(8m−43m ).
Proof. To prove this, we must show that any MC implicit-deadline sporadic task system that
can be partitioned upon an m-processor platform by an optimal algorithm can be partitioned by
Algorithm MC-PARTITION upon an m-processor platform in which each processor is (8m−43m ) times
as fast.
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Let us assume that τ = {τ1,τ2, . . . ,τn} can be scheduled by an optimal scheduling algorithm on
m processors each of computing capacity equal to ξ . It must therefore be the case that
Ui(LO) ≤ ξ for each i,1≤ i≤ n
Ui(HI) ≤ ξ for each i,1≤ i≤ n1
U LOLO (τ)+U
LO
HI (τ) ≤ mξ
U HIHI (τ) ≤ mξ .
Suppose that Algorithm MC-PARTITION fails to partition τ on m unit-capacity processors. By
Lemma 4.2 above, it must be the case that at least one of Conditions (4.3) or (4.4) holds. If





⇒ mξ > 3
4
m− (m−1)ξ
⇔ (2m−1)ξ > 3
4
m
⇔ ξ > 3m
4(2m−1) .







⇒ mξ > 3
4
m− (m−1)ξ
⇔ (2m−1)ξ > 3
4
m
⇔ ξ > 3m
4(2m−1) .
We have shown that for either of Conditions (4.3) or (4.4) to hold, ξ must exceed 3m4(2m−1) . Hence
if ξ ≤ 3m4(2m−1) then τ is successfully scheduled by Algorithm MC-PARTITION on m unit-speed
processors; equivalently, if ξ ≤ 1 then τ is successfully scheduled by Algorithm MC-PARTITION
on m speed-4(2m−1)3m processors, as claimed by the theorem.
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We note that 4(2m−1)3m < 8/3 for all m≥ 1, asymptotically approaching 8/3 as m→ ∞. Hence,
8/3≈ 2.67 is an upper bound on the speedup of Algorithm MC-PARTITION, for all values of m.
4.3.3 Pragmatic improvements
We now describe two modifications to Algorithm MC-PARTITION. The exact speedup bound
of these modified algorithms is not known.
Algorithm MC-PARTITION-UT-0.75. This version incorporates two modifications:
§1: Preprocessing tasks with Ui(HI)> 3/4. Algorithm MC-PARTITION is modified to incorporate
the partitioning of HI-criticality tasks with 3/4<Ui(HI)≤ 1. The modification assigns one such HI-
criticality task per processor prior to partitioning other tasks (we call this the pre-processing phase.)
Suppose m′ processors were assigned HI-criticality tasks during the pre-processing phase. Each of
these m′ processors will be assigned HI-criticality tasks as long as the HI-criticality utilization does
not exceed 1. Hence during phase 1 of Algorithm MC-PARTITION each of the m′ processors are





For the remaining processors, Condition (4.1) remains the requirement for assigning HI-
criticality tasks during phase 1.
§2: Improved utilization during phase 2. Condition (4.2) is based upon Theorem 4.1. As stated
in Section 4.2, the schedulability test in Theorem 4.2 is superior to the one in Theorem 4.1. We




≤ 1−U HIHI (τ(pik))
1− (U HIHI (τ(pik))−U LOHI (τ(pik))) . (4.6)
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It follows from Theorem 4.2 that satisfying Condition (4.6) will ensure that the system is
schedulable. Furthermore, it is possible that tasks with LO-criticality utilization > 3/4 will be
accommodated upon some processor.





where val is a variable that iteratively takes on values in the range [0.5,1] (in pre-determined
steps). The intuition behind this modification is that depending upon the value of val the HI-criticality
tasks are assigned to processors differently, which in turn affects the partitioning of the LO-criticality
tasks. As a result, different values of val might result in a success or failure in partitioning different
task systems. In the pre-processing phase of Algorithm MC-PARTITION-UT-INC, HI-criticality
tasks with utilization greater than val are assigned to the processors. Suppose m′ processors were
each assigned a HI-criticality task during the pre-processing phase. The remaining HI-criticality are
assigned to the processors while ensuring that Condition (4.5) is satisfied on the m′ processors and
Condition (4.7) is satisfied on the processors excluding the m′ processors. Also, Condition (4.2) for
LO-criticality tasks is replaced by Condition (4.6). Algorithm MC-PARTITION-UT-INC returns
PARTITIONING FAILED only if partitioning fails for all the values of val that are considered.
It is evident that Algorithm MC-PARTITION-UT-INC dominates Algorithms MC-PARTITION-
UT-0.75 since MC-PARTITION-UT-INC checks with different values of val (0.75 can be included
as a value for val), and returns PARTITIONING FAILED only if the partitioning failed for all the
values that were considered.
4.3.4 Experimental evaluation
We experimentally evaluate whether the pragmatic improvements described in Section 4.3.3
improve the schedulability of Algorithm MC-PARTITION. In order to experimentally evaluate the
improvements we randomly generated task sets and determined if the task sets could be partitioned
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by Algorithm MC-PARTITION, MC-PARTITION-UT-0.75, and MC-PARTITION-UT-INC. We
measured the percentage of task sets that could be successfully partitioned by each algorithm. We
also compared the schedulability of the above partitioning algorithms with the schedulability of the
worst-case partitioning algorithm, we refer to it as Algorithm WC-PARTITION, which corresponds
to partitioning the HI-criticality tasks as per their HI-criticality utilization and the LO-criticality




The task sets were generated as follows. Each task set comprised n tasks. The UUnifast-Discard
algorithm described in (Davis and Burns, 2009) was used to generate n utilization values {u1 . . .un}
such that ∑ni=1 ui = M, for some value of M ≤m. The probability of a task becoming a HI-criticality
task was determined by the parameter CP, 0 ≤CP ≤ 1. If a task τi became a HI-criticality task,
then Ui(HI) was set equal to ui, else Ui(LO) was set equal to ui. Thus the total worst-case utilization
U LOLO (τ)+U
HI
HI (τ), of a task set τ was equal to M. For a HI-criticality task the ratio of its HI-
criticality utilization to its LO-criticality utilization was uniformly drawn from the range [1,CF ],
where CF is called the criticality factor.
For m = {2, 4, 6, 8} processors and for each value of M (total worst-case utilization) starting
from M = m/2 and incremented in steps of m∗0.05 until M = m, 1000 task sets were generated.
We determined the percentage of task sets that were schedulable under Algorithm WC-PARTITION,
MC-PARTITION, MC-PARTITION-UT-0.75, and MC-PARTITION-UT-INC. From the resulting
graphs we made the following observations.
Observation 1. In Figure 4.2 we observe that for m = 4, n = 20, CP = 0.5, and CF = 8,
Algorithm MC-PARTITION-UT-INC is able to schedule more task sets than Algorithm MC-
PARTITION-UT-0.75, and Algorithm MC-PARTITION. Note that Algorithm MC-PARTITION is
unable to partition tasks with HI-criticality or LO-criticality utilization above 0.75. Thus, for higher
values of total worst-case utilization AlgorithmMC-PARTITION has the least schedulability, since it
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Figure 4.2: Evaluating mixed-criticality partitioning algorithms: m = 4,n = 20,CP = 0.5,CF = 8
is possible that the task set consists of a task with HI-criticality or LO-criticality utilization greater
than 0.75.




































Figure 4.3: Evaluating mixed-criticality partitioning algorithms: m = 4,n = 40,CP = 0.5,CF = 8
Observation 2. In Figure 4.2 where n = 20, vs. Figure 4.3 where n = 40, we observe that the
schedulability of all the algorithms increase. All parameters, except n, in both these figures are the
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same. This is because for larger number of tasks the utilization of each task in a task set is smaller,
and intuitively this increases the schedulability of partitioning algorithms.




































Figure 4.4: Evaluating mixed-criticality partitioning algorithms: m = 4,n = 40,CP = 0.2,CF = 8




































Figure 4.5: Evaluating mixed-criticality partitioning algorithms: m = 4,n = 40,CP = 0.8,CF = 8
Observation 3. When the probability CP is such that there are many HI-criticality tasks or many
LO-criticality tasks, for example in Figure 4.4 where CP = 0.2 and in Figure 4.5 where CP = 0.8,
the schedulability of Algorithm MC-PARTITION decreases because it is unable to use more than
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75% of the HI-criticality or LO-criticality computing capacity. In the case where there are many
HI-criticality tasks, for example in Figure 4.5 where CP = 0.8, the schedulability of Algorithm
MC-PARTITION-UT-0.75 also decreases because it is unable to schedule the larger HI-criticality
workload. Under both these situations Algorithm MC-PARTITION-UT-INC is able to maintain
schedulability that is comparable to that of Figure 4.3 where CP = 0.5.
These observations were consistent with different values of m.
4.4 EDF-VD Extended
We have thus far assumed that our system consists of tasks with two criticality levels denoted
as LO and HI. In many safety-critical application domains there may be functionalities with more
than two criticality levels. For instance, the DO-178B standard specifies five criticality levels while
the IEC 61508 international standard for industrial use recommends four different Safety Integrity
Levels (SILS). In this section we describe an extension to the EDF-VD scheduling algorithm (Baruah
et al., 2012) that incorporates a fixed number L of criticality levels. We also show how to incorporate
the pessimism of run-time parameters for higher criticality tasks in terms of larger worst-case
execution times and also in terms of the shorter periods, that is we enable consecutive jobs of a
higher criticality task to arrive at higher frequency (Baruah, 2012).
Task Model. The following task model is an extension to the mixed-criticality task model described
in Section 4.1. It incorporates any fixed number L of criticality levels and enables pessimism in
run-time parameters for each criticality level. We characterize an implicit-deadline sporadic mixed-
criticality task τi by the following parameters: τi = (χi,{Ci(1),Ci(2), . . . ,Ci(L)},{Ti(1),Ti(2), . . . ,
Ti(L)}), where
• χi ∈ 1,2, . . . ,L denotes the criticality. A task τi with χi = k, where k ≤ L, must be certified to
be schedulable assuming that it can require up to Ci(k) units of processing time, and it can
arrive with a frequency equal to but no sooner than Ti(k).
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• Ci(1) is the WCET of task τi at criticality level 1, Ci(2) is the WCET of task τi at criticality
level 2, . . . , Ci(L) is the WCET of task τi at criticality level L. We assume that Ci(1) ≤
Ci(2) . . .≤Ci(L)
• Ti(1) is the minimum frequency of task τi at criticality level 1, Ti(2) is the minimum frequency
of task τi at criticality level 2, . . . , Ti(L) is the minimum frequency of task τi at criticality
level L. We assume that Ti(1)≥ Ti(2) . . .≥ Ti(L)
A MC task system τ is a finite collection of MC tasks: τ = {τ1,τ2, . . . ,τn}. We study the
problem of scheduling such MC task systems on a uniprocessor platform.
Behaviors. A system is considered to exhibit k-criticality behavior if the execution of the system
satisfies the property that for each task τi, all jobs of τi execute for at most Ci(k) time units and
successive jobs of τi arrive at least Ti(k) time units apart. Any execution that exhibits behavior not
allowed by any of the k criticality levels is said to be erroneous.
Correctness. A scheduling algorithm for the given system is said to be correct if it satisfies the
property that for each task τi with criticality at least k, all jobs of τi complete execution before there
deadline in any k-criticality behavior of the system.
We modify the EDF-VD scheduling algorithm for the mixed-criticality model described above.
We also present a sufficient schedulability analysis for the derived scheduling algorithm.
The idea behind our modification to the EDF-VD scheduling algorithm is similar to the idea
presented in (Baruah, 2012) and (Baruah et al., 2012) for a system with two criticality levels.
The algorithm essentially ensures that if the system behavior is compliant with some k′-criticality
behavior, jobs of all tasks with criticality greater than k′ complete execution well before their
deadline. This guarantees that if the system changes to a higher k-criticality behavior (k′ < k) during
run-time then there is sufficient computing capacity available to nevertheless complete all jobs of all
tasks with criticality at least k by their deadlines, after discarding all jobs with criticality less than k.
More specifically, suppose that the system is exhibiting (k−1)-criticality behavior and at some









Figure 4.6: A k-criticality job arrives at time a, with deadline at d. It is scheduled using the modified
deadline dˆ, which is ≤ d. If there is no criticality change then this job can complete execution by dˆ.
However, if there is a criticality change at tk then only jobs with criticality at least k execute as per
their k-criticality behavior. In the latter case, this job can meet its deadline by only executing over
[dˆ,d).
or if successive jobs of task τi arrive less than Ti(k−1) but at least Ti(k) time units apart. Thus a
criticality level change has been triggered at time-instant tk, and we are not required to demonstrate
that jobs of tasks with criticality less than k will complete execution by their deadline. Informally,
we would like to ensure that there is enough capacity available on the processor for jobs of each task
τi with criticality at least k that happen to be currently-active –arrived but not completed execution–
complete execution by their deadline, provided only jobs of tasks with criticality at least k execute
henceforth (see Figure 4.6). To achieve this we ensure that as long as the system’s behavior is
consistent with some criticality less than k ((k− 1) in this case), τi’s job would have completed
execution well before its actual deadline (by dˆ in Figure 4.6 whereas the actual deadline is denoted
d). In this way we ensure that if τi’s job is active at time-instant tk, there is sufficient computing
capacity freed up by the discarded jobs of tasks with criticality less than k over the interval [dˆ,d] to
schedule τi’s job to completion by its actual deadline.
We can think of our scheduling algorithm as consisting of 2 phases. In the pre-processing phase
a schedulability test is applied to the system and if successful, L additional parameters δ (k) such
that 0< δ (k)≤ 1 are determined for each criticality level 1≤ k ≤ L. This readies the system for
the run-time phase of the algorithm. During the run-time phase jobs are initially dispatched under
the assumption that the system will behave according to level 1-criticality specifications. If this is
violated, that is if a job of task τi executes for longer than Ci(1) time units but at most Ci(k) time
units, or if successive jobs of task τi arrive less than Ti(1) but at least Ti(k) time units apart then the
system behavior changes to a level k-criticality behavior. In k-criticality behavior currently-active
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jobs of tasks with criticality less than k are discarded, and no such jobs are subsequently admitted in
the system. Further increase in the criticality level of the system may occur as long k < L; if k = L
then any further increase in the criticality level is considered erroneous.
We now discuss the phases in greater detail.
4.4.1 The pre-processing phase
During this phase we compute the parameters δ (k) for each criticality level 1≤ k ≤ L. These
parameters are passed to the run-time phase of our algorithm which is described in Section 4.4.2.
If we are able to compute the parameters δ (k) for each criticality level then the task system is
schedulable by our algorithm. However, if we are unable to compute a parameter δ (k) for some
criticality level k then the task system may not be schedulable. Therefore, this phase also serves as
a sufficient schedulability test for our algorithm.
Let {δ (1), . . . ,δ (L)}, denote positive real numbers satisfying 0≤ δ (k)≤ 1, where 1≤ k ≤ L.
For each criticality level k we define a corresponding constrained-deadline sporadic task system
τ(k) as follows:
τ(k) =
(Ci(k),((1−δ (k))×Ti(k)),Ti(k)), {∀τi ∈ τ|χi = k}
(Ci(k),(min(δ (χi),1−δ (χi))×Ti(χi)),Ti(k)), {∀τi ∈ τ|χi > k}.
(4.8)
Let τi(k) represent a task is the task system τ(k). (From Section 2.2 recall that each constrained-
deadline sporadic task τi(k) ∈ τ(k) is represented by three parameters:(Ci(k),Di(k),Ti(k)), where
Di(k)≤ Ti(k).)
For each task system τ(k) starting with τ(L) and then proceeding in decreasing order of
criticality we can perform a binary search to derive the largest value of δ (k) for which the task
system τ(k) is EDF-schedulable. An extension to the Demand Bound Function schedulability
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test (Baruah et al., 1990) for EDF, which is pseudo-polynomial with respect to task parameters can
be used to derive the largest value of δ (k) that ensures that the task system is schedulable under
EDF. If we find a value δ (k) for each criticality level then the task system is schedulable.
The demand bound function DBF(τi, t), bounds the maximum cumulative execution require-
ment by jobs of a task τi that arrive in and have deadlines within any interval of length t. DBF(τi(k), t)













+1)×Ci(k), if χi > k.
(4.9)
However, if the system is operating at a criticality level below k, and there is a change to
criticality level k, then it can be shown that the demand bound function DBF(τi(k), t) for a task














+2)×Ci(k), if χi > k.
(4.10)




Each criticality level k has a run queue Q(k). A job of a task τi with criticality χi is queued
in queue Q(χi) with deadline equal to its period, and is queued in the queue of every criticality
level less than χi with deadline equal to (δ (χi)×Ti(χi)), where δ (χi) is the parameter computed
for the task system τ(k) described in Expression 4.8 such that k = χi. Note that during a criticality
change to level k-criticality, if a job of a k-criticality task is active its deadline is pushed back from
(δ (χi = k)×Ti(k)) to Ti(k), and if a job of a task with criticality greater than k is active its deadline
is pushed back from (δ (χi)×Ti(χi)) to (min(δ (χi),(1−δ (χi)))×Ti(χi)). All currently-active jobs
of tasks with criticality less than k are discarded. Subsequently, jobs of all k-criticality tasks have a
deadline Ti(k) time units after they arrive, and jobs of all tasks with criticality greater than k have a
deadline (δ (χi)×Ti(χi)) time units after they arrive. Jobs of tasks with criticality less than k are
not admitted.
We allow for more than one criticality change to occur at run-time. However, after a criticality
change occurs the system must reach an idle instant, that is all jobs in the system should have
finished execution and the system should be idle at some time-point before another criticality change
can occur.
Additional rules can be specified to switch to a lower criticality level. This could happen for
instance, if the system has been idle for a while. (We will not discuss the process of switching back
to a lower criticality level since this concern is application-specific.)
4.4.3 Proof of correctness
We show the correctness of our algorithm in two steps. First, we show that all the k-criticality
levels are schedulable. We then show that the algorithm correctly schedules all jobs during any
criticality change that may occur during run-time.
Scheduling k-criticality compliant behavior. During the pre-processing phase we choose a pa-
rameter δ (k) for each criticality level k such that the task system τ(k) described in Expression 4.8
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is EDF-schedulable. This ensures that in criticality level k all jobs of tasks with criticality k can
execute for at most Ci(k) time units in Di(k) = ((1− δ (k))×Ti(k)) time units, which is at most
Ti(k) since 0 ≤ δ (k) ≤ 1. Also, all jobs of tasks with criticality greater than k can execute for
Ci(k) time units in Di(k) = (min(δ (χi),1−δ (χi))×Ti(χi)) time units, which is at most Ti(χi) and
Ti(χi) ≤ Ti(k) because χi > k. This establishes that all k-criticality behaviors of the system are
correctly scheduled by our algorithm.
Scheduling criticality change behavior. Next, consider that a criticality change occurs. Let tk
denote the first time-instant at which the system exhibits k-criticality behavior. Henceforth, all
jobs of tasks with criticality less than k are discarded. If a job of a k-criticality task τi is active
at time tk its deadline is pushed back from (δ (k)×Ti(k)) to Ti(k). Thus, it’s deadline is at least
((1−δ (k))×Ti(k)) time units in the future. Subsequent jobs of such a k-criticality task τi will have
a deadline Ti(k) time units after they arrive. If a job of a task τi with criticality greater than k is
active at time tk its deadline is pushed back from (δ (χi)×Ti(χi)) to (min(δ (χi),1−δ (χi))×Ti(χi))
time units in the future. Subsequent jobs of such a task τi with criticality greater than k will have a
deadline (δ (χi)×Ti(χi)) time units after they arrive.
It can be shown by an extension to the results in (Baruah et al., 1990) that DBF(τi(k), t), as
computed in the Equation 4.10, is the worst-case execution requirement of the jobs of a task τi(k)
with criticality at least k in an interval t following a criticality change.
Since each task system τ(k) such that 1 ≤ k ≤ L, is checked for EDF-schedulability in the
pre-processing phase of our algorithm we conclude that a criticality change to level k is correctly
scheduled by our algorithm. Further, if there is a subsequent criticality change we can use a similar
argument to show that the criticality change is correctly scheduled. Note that in our analysis, it is
essential that a subsequent criticality change occur only after the system has reached an idle instant.




Mixed-criticality systems are increasingly being implemented upon multiprocessor platforms.
We have described and evaluated an algorithm for partitioned scheduling of mixed-criticality
implicit-deadline sporadic task systems upon an identical multiprocessor platform. We use an
existing EDF based mixed-criticality scheduling algorithm as the uniprocessor scheduling algorithm
on each processor. We have also described pragmatic improvements for the algorithm, and compared
the improvements by performing schedulability experiments.
The existing EDF based mixed-criticality scheduling algorithm that we use considers that the
mixed-criticality task system consists of tasks with two criticality levels denoted as LO and HI,
and that the pessimism for HI-criticality tasks is expressed in terms of having a larger worst-case
execution time parameter. It is however common to have tasks with more than two criticality levels
in a given system, for example the DO-178B standard specifies five criticality levels. Further, the
pessimism of higher criticality tasks can be expressed in terms of larger worst-case execution times
and shorter periods, that is jobs of higher criticality tasks may arrive at shorter intervals. We have
shown how to extend the existing EDF based mixed-criticality scheduling algorithm to incorporate
tasks with more than two criticality levels, and express pessimism in the worst-case execution time
and period parameters.
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CHAPTER 5: LIMITED-PREEMPTION SCHEDULING
In Chapters 3 and 4 we studied partitioned scheduling on multiprocessors, and tasks on each
processor were scheduled as per preemptive EDF or a scheduling algorithm based on preemptive
EDF. In this chapter we study a variation of preemptive EDF scheduling in which preemptions are
not always allowed. The choice of enabling or disabling preemptions is not a trivial one and many
issues have to be considered.
In fully-preemptive scheduling (or simply preemptive scheduling) preemptions are enabled
and a higher priority job can preempt a lower priority job at any time. The lower priority job can
resume execution after all other higher priority jobs have completed execution. In non-preemptive
scheduling preemptions are disabled and a higher priority job may have to wait for a lower priority
job to finish executing, before it can start executing. The latter delays the execution of a higher
priority job. This is one of the main disadvantages of non-preemptive scheduling.
Run-time overheads, described in Section 2.4.2, are higher in preemptive scheduling when
compared to non-preemptive scheduling. Each time a job gets preempted and resumes execution run-
time overheads for managing scheduling queues and reloading cache lines are incurred. This makes
the worst-case execution cost of a task both larger and less predictable. This in turn makes it harder
to estimate the number of preemptions a job may incur during its execution, resulting in inflated
worst-case execution costs for tasks under preemptive scheduling. Further, when preemptions are
enabled a preemption may be forbidden if a job is executing in a critical section. Thus, non-trivial
locking protocols for arbitrating access to shared resources are needed to augment preemptive
scheduling. This increases the complexity of implementing preemptive scheduling algorithms and
the associated run-time overheads. In contrast, arbitrating access to shared resources is trivial in
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non-preemptive scheduling on uniprocessors and requires simple synchronization techniques on
multiprocessors. (Preemptions are disabled on a per-processor basis).
An alternative to fully-preemptive scheduling and non-preemptive scheduling is a restricted
model of preemptive scheduling referred to as limited-preemptive scheduling. In limited-preemptive
scheduling each job can execute preemptively on a processor until it needs to execute non-
preemptively, possibly to access a shared resource. One of the objectives of this type of scheduling
is to allow non-preemptive access to shared resources while still preserving the schedulability of the
system.
Some examples of shared resources are shared memory and network bandwidth; more recently
work has been done on incorporating Graphical Processing Units (GPUs) as a shared resource
in real-time systems. GPUs are used widely for their ability to speed up graphical computations.
General purpose computing on GPUs has allowed GPUs to be used in applications outside of
graphics. GPUs can be incorporated in real-time systems as shared processing units and a task can
use a GPU or CPU at different times during its execution.
In this chapter our main contribution is a demand-based schedulability test for limited-
preemption scheduling under the global EDF (GEDF) scheduling algorithm for multiprocessors.
This schedulability test was first described in (Chattopadhyay and Baruah, 2014). In addition,
we show how to apply this schedulability test to a multiprocessor, multi-GPU system. In such
systems the execution of a task on a GPU is non-preemptive. A task can execute preemptively on
the processor and then request access to a GPU. After a request is made, one option is for the task
to busy-wait non-preemptively on the processor until its non-preemptive execution on the GPU is
complete. This can be thought of as a limited-preemption scheduling problem.
5.1 System Model
We consider a sporadic task system τ = {τ1, . . . ,τn}, with n constrained-deadline sporadic tasks
τi,1≤ i≤ n. In Section 2.2, we described the traditional constrained-deadline sporadic task model
in which each sporadic task τi = (Ci,Di,Ti) is characterized by a worst-case execution time Ci, a
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relative deadline Di, and a minimum inter-arrival separation period parameter Ti. Such a sporadic
task generates a potentially infinite sequence of jobs with successive job arrivals separated by at least
Ti time units. Each job has a worst-case execution requirement equal to Ci, that is fully-preemptive,
and has an absolute deadline that occurs Di time units after its arrival time. The utilization Ui of
task τi is CiTi .
In this chapter each sporadic task τi = (Ci,Li,Di,Ti) has an additional parameter Li that repre-
sents the total length for which a job of a task may need to execute non-preemptively. The total
execution requirement of such a task is Ci+Li, where Ci is fully-preemptive and Li is non-preemptive.
We assume that Li may be non-contiguous. For each task τi, we let the length of its non-preemptive
execution time be represented as an ordered set {Li1, Li2, . . . Lik}, where Li j ( j ∈ {1,2, . . . ,k})
represents the maximum length of the jth longest contiguous non-preemptive execution of task τi,
and max{Li j} = Li1. Li is the sum of all such non-preemptive execution lengths: Li = ∑kj=1 Li j.
Such a sporadic task can be fully represented as, τi = (Ci,{Li1, Li2, . . . Lik},Di,Ti). Further, we
assume that the preemptive and the non-preemptive execution of a task can be interleaved in any
manner, i.e. we assume that we do not know the start and end points of the non-preemptive execution
Li j of a task.
The Di and Ti parameters denote the same task properties as in the traditional model. The
utilization of a task Ui is Ci+LiTi . We henceforth refer to such tasks as limited-preemption sporadic
tasks and n such tasks make up a limited-preemption sporadic task system τ . We denote U(τ) =
∑ni=1Ui as the total utilization.
A traditional sporadic task system is said to be a constrained-deadline sporadic task system if
for each task τi ∈ τ , Di ≤ Ti, and an implicit-deadline sporadic task system if Di = Ti. This definition
is applicable to limited-preemption sporadic task systems as well. In this chapter, we restrict our
attention to constrained-deadline and implicit-deadline limited-preemption sporadic task systems.
The computing platform consists of a multiprocessor with m identical unit-capacity processors.
The scheduling algorithm is GEDF (global EDF). As discussed in Section 2.4.2, in GEDF scheduling
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the m jobs with the earliest deadline are scheduled on the m processors. Intra-job migrations are
allowed.
We derive a schedulability test for constrained-deadline and implicit-deadline limited-preemption
sporadic task systems for the given computing platform. In the derivation of the schedulability
test we use the concept of Demand Bound Function. This concept was introduced in Section 4.4.3
(Equation 4.9) with respect to mixed-criticality tasks. We now define the demand bound function of
a limited-preemption sporadic task.
Definition 5.1. By an extension to the results in (Baruah et al., 1990), DBF(τi, t) of a limited-
preemption sporadic task τi over an interval t is as follows:







A recent survey (Buttazzo et al., 2013) discusses and compares existing approaches for limited-
preemption scheduling. The following approaches have been proposed in the literature: Preemption
thresholds scheduling, Deferred preemptions scheduling, and Fixed Preemption Points. The ap-
proach that we adopt in this work is deferred preemptions scheduling and is described below. Please
refer (Buttazzo et al., 2013, Section 2) for a description of the other approaches.
Deferred preemptions scheduling was first introduced in (Baruah, 2005) under EDF scheduling.
In this approach, each task τi can execute non-preemptively for a total length of say, qi. It has been
explained in (Buttazzo et al., 2013) that there are two ways in which non-preemptive regions can be
implemented, floating, and activation-triggered.
A floating non-preemptive region can be defined by the programmer by inserting specific
primitives in the task code that disable and enable preemption. However, the start and end time of
this region is not specified. Thus, from an analysis perspective the non-preemptive region can be
thought as “floating” in the code with a duration not exceeding some constant qi.
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An activation-triggered non-preemptive region can be triggered by the arrival of a higher
priority job say at time t and programmed by a timer to last exactly qi time units, unless the
currently executing job finishes earlier, after which preemption is enabled. Any further arrivals do
not postpone the time t+qi at which preemptions are enabled. Once a preemption takes place at or
after time t+qi, a new higher-priority job can trigger another non-preemptive region.
Schedulability analysis in (Baruah, 2005) assumes floating non-preemptive regions and com-
putes the longest non-preemptive execution qi for each task τi without compromising the feasibility
of the system. Analysis in (Bertogna and Baruah, 2010) assumes the activation-triggered model
and computes a function Q(t) that takes as input the time to the deadline of the executing job, and
provides the amount of time for which such a job could execute non-preemptively when a new
high-priority job arrives without compromising the feasibility of the system.
The analysis in (Baruah, 2005; Bertogna and Baruah, 2010; Short, 2011) was derived for
uniprocessor EDF. The analysis presented in (Fisher and Baruah, 2006) was derived for partitioned
EDF assuming floating non-preemptive floating regions. We are unaware of any demand-based
schedulability analysis under GEDF for multiprocessors for the system model described in Sec-
tion 5.1.
In this chapter we present a schedulability analysis for multiprocessor GEDF scheduling for the
limited-preemption sporadic task model described in Section 5.1. Our model assumes floating non-
preemptive regions, and in our analysis we use the demand bound function to determine whether,
given the task parameters (Ci,Li,Ti,Di) for each task τi, the system is schedulable.
5.3 Schedulability Test
The schedulability test described here extends the schedulability test described in (Baruah,
2007) for fully-preemptive sporadic task systems to limited-preemption sporadic task systems. Note
that if Li = 0 for each task τi = (Ci,Li,Di,Ti) in τ , then the task system is a fully-preemptive sporadic
task system. In the following discussion a task (task system) is assumed to be a limited-preemption
sporadic task (task system) unless mentioned otherwise.
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The general framework of how we derive the schedulability test is the same as described
in (Baruah, 2007). We consider each task τk separately; when considering a specific τk, we identify
sufficient conditions for ensuring that τk cannot miss any deadlines. To ensure that no deadlines are
missed by any task in τ , these conditions are checked for each of the n tasks, τ1,τ2, . . . ,τn.
Consider any legal sequence of job requests of task system τ for which GEDF misses a deadline.
Suppose that a job of task τk is the one to first miss a deadline, and that this deadline miss occurs at
time-instant td . Let ta denote this job’s arrival time: ta = td−Dk.
Definition 5.2. Let t0 denote the latest time-instant at or before ta at which at least one processor
has finished executing all jobs that arrive before t0 and have absolute deadlines at most td .
Let t = td− t0 and Ak = ta− t0. (Consequently, t is also Ak +Dk).
Note that the definition of t0 is the same as that in (Baruah, 2007). However, in (Baruah, 2007)
only jobs with absolute deadlines at most td are considered in the analysis. (This is valid in the
analysis for fully-preemptive systems since jobs with absolute deadlines greater than td do not
contribute to the deadline miss at time td .) In limited-preemptive systems a job of a task τi having
absolute deadline greater than td can contribute to the deadline miss at time td . In the following
Lemmas it will become clear that a job of a task τi with absolute deadline greater than td does not
start executing in the interval [t0, ta) but it can start executing in the interval [ta, td) and cause a
deadline miss at time td .
Lemma 5.1. A job of task τi with absolute deadline greater than td does not start executing in the
interval [t0, ta).
Proof. Let us assume that a job of task τi with absolute deadline greater than td starts executing
in the interval [t0, ta). Let this job of task τi start executing at time-instant t0+δ , 0≤ δ < (ta− t0).
As per GEDF this implies that at least on one processor all jobs with absolute deadline at most td
finished executing by time-instant t0 + δ and no job with absolute deadline at most td arrived at
t0+δ .
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This makes t0+δ + ε , ε ' 0, the latest time-instant ≤ ta at which at least one processor has
finished executing all jobs that arrived before t0+δ +ε and with absolute deadline at most td . Since
t0+δ + ε > t0 and by Definition 5.2 of time-instant t0, we have a contradiction to our assumption.
The lemma follows.
Figure 5.1: The schedule generated by GEDF on two processors, CPU1 and CPU2, for jobs of tasks
τ1, τ2, τ3 and τk is shown. Note that jobs Jk and J2 are released at time ta and job J1 is released
immediately after time ta. Jobs J2 and J3 have an absolute deadline greater than td and cause job Jk
to experience non-preemptive blocking which leads to job Jk missing it’s deadline at time td .
Lemma 5.2. A job of task τi with absolute deadline greater than td can start executing in the interval
[ta, td).
Proof. The scenario shown in Figure 5.1 can be observed under GEDF when non-preemptive
execution is permitted. This scenario was first shown in (Block et al., 2007). Since we consider
implicit-deadline and constrained-deadline tasks, only one job of task τi with absolute deadline
greater than td can execute non-preemptively, for at most Li time units, and contribute to the deadline
miss of task τk at time td . Note that the preemptive execution of jobs with absolute deadline greater
than td does not contribute to the deadline miss at time td .
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We now identify conditions necessary for a deadline miss to occur, that is for τk’s job to execute
for strictly less than Ck +Lk time units over [ta, td). In order for τk’s job to execute for strictly less
than Ck +Lk time units over [ta, td), it is necessary that all m processors execute jobs other than
τk’s for strictly more than Dk− (Ck +Lk) time units over [ta, td). Let us denote by Γk a collection
of intervals, not necessarily contiguous, of cumulative length exactly Dk− (Ck +Lk) over [ta, td),
during which all m processors are executing jobs other than τk’s job in this GEDF schedule.
For each task τi,1≤ i≤ n, let I(τi) denote the contribution of τi to the work done in this GEDF
schedule during [t0, ta)∪Γk. In order for a deadline miss to occur, it is necessary that the total
amount of work that executes over [t0, ta)∪Γk satisfy the following condition:
∑
τi∈τ
I(τi)> m× (Ak +Dk− (Ck +Lk)). (5.2)
This follows from the observation that all m processors are, by definition, completely busy
executing this work over the Ak time units in the interval [t0, ta), as well as the intervals in Γk of
total length Dk− (Ck +Lk). Note that the total length of the intervals in [t0, ta)∪Γk is equal to
(Ak +Dk− (Ck +Lk)).
Let us say that τi has a carry-in job in this GEDF schedule if there is a job of τi that arrives
before t0 and has not completed execution by t0. In the following discussion we compute upper
bounds on I(τi) if τi has no carry-in job (this is denoted as I1(τi))), or if it does (denoted as I2(τi)).
We separately compute B(τi) which is the maximum non-preemptive blocking due to task τi.
Computing I1(τi). Let us consider the situation when all jobs of τi arrive in the interval [t0, td)
and as a result task τi has no carry-in work. I1(τi) is the total work contributed by all jobs of τi that
arrive in the interval [t0, td) and have absolute deadlines at most td . (Later, we compute B(τi) to
determine the maximum non-preemptive blocking due to a job of task τi with absolute deadline
greater than td .)
Let us first consider a task τi such that i 6= k. In this case, it follows from Definition 5.1 of the
demand bound function that the total work is at most DBF(τi,Ak +Dk). Furthermore, this total
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contribution cannot exceed the total length of the intervals in [t0, ta)∪Γk. Hence, the contribution of
τi to the total work that must be done by GEDF over [t0, ta)∪Γk is at most
min(DBF(τi,Ak +Dk),Ak +Dk− (Ck +Lk)). (5.3)
Now consider the case i = k. In this case, the job of τk arriving at time-instant ta does not
contribute to the work that must be done by GEDF over [t0, ta)∪Γk, hence its execution requirement
must be subtracted. Also, this contribution cannot exceed the length of the interval [t0, ta) i.e., Ak.
Putting these pieces together we get the following bound on the contribution of τi to the total
work that must be done by GEDF over [t0, ta)∪Γk:
I1(τi) =
min(DBF(τi,Ak +Dk),Ak +Dk− (Ck +Lk)), if i 6= k
min(DBF(τi,Ak +Dk)− (Ck +Lk),Ak), if i = k.
(5.4)
Computing I2(τi). Let us now consider the situation when τi arrives before t0, and hence
potentially carries in some work in the interval [t0, td). It was shown in (Bertogna et al., 2005) that
the total work of a sporadic task τi with carry-in work can be upper-bounded by considering the
scenario in which some job of τi has a deadline at td , and all jobs of τi execute at the very end of
their scheduling windows.
Let the demand bound function DBF ′(τi, t) denote the maximum amount of work that can
be contributed by τi with carry-in work over a contiguous interval of length t. The definition of
DBF ′(τi, t) in (Baruah, 2007) for sporadic tasks can be extended to limited-preemption sporadic
tasks as follows:
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× (Ci+Li)+min(Ci+Li, t mod Ti). (5.5)
In computing τi’s contribution to the total amount of work that must execute over [t0, ta)∪Γk,
let us first consider i 6= k. In this case, it follows from the definition of demand bound function
DBF ′ that the upper bound on the amount of work contributed by task τi is DBF ′(τi,Ak +Dk).
Furthermore, this contribution cannot exceed the total length of the intervals in [t0, ta)∪Γk. Hence,
the contribution of τi to the total work that must be done by GEDF over [t0, ta)∪Γk is at most:
min(DBF ′(τi,Ak +Dk),Ak +Dk− (Ck +Lk)). (5.6)
Now consider the case i = k. In this case, we know that a job of task τk that arrives at time ta
has a deadline at td and does not contribute to the work that must be done by GEDF over [t0, ta)∪Γk,
hence its execution requirement must be subtracted. Also, this contribution cannot exceed the length
of the interval [t0, ta) i.e., Ak.
From the discussion above we get the following bound on the contribution of τi to the total
work that must be done by GEDF over [t0, ta)∪Γk:
I2(τi) =
min(DBF ′(τi,Ak +Dk),Ak +Dk− (Ck +Lk)), if i 6= k
min(DBF ′(τi,Ak +Dk)− (Ck +Lk),Ak), if i = k.
(5.7)
Computing B(τi). The maximum non-preemptive blocking due to task τi over [t0, ta)∪Γk is
caused by a job of task τi with absolute deadline greater than td . Since we consider constrained-
deadline and implicit-deadline tasks there can be only one such job of task τi in the intervals in
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[t0, ta)∪Γk. Note that if this job arrives before t0 then it can be considered a carry-in job and I2(τi)
upper bounds its contribution. Therefore, in computing B(τi) we only need to account for the
maximum non-preemptive blocking due to a job of task τi that arrives in the interval [t0, td).
We know from Lemmas 5.1 and 5.2 that a job of task τi that arrives in the interval [t0, td) with
an absolute deadline greater than td can start executing only in the interval [ta, td), of length Dk.
Therefore, the maximum non-preemptive blocking due to task τi is as follows:
B(τi) =
min(Li,Dk), if i 6= k
0, if i = k.
(5.8)
Putting the pieces together. Let us first compute the total amount of carry-in work over the
intervals in [t0, ta)∪Γk. By Definition 5.2 of t0, at most m tasks have not completed execution at
time-instant t0. Consequently, at most m tasks can contribute an amount I2(τi) and the remaining
(n−m) tasks must contribute I1(τi). However, as per Definition 5.2, on at least one processor all
tasks with absolute deadline at most td have completed execution before t0. Thus, on at least one
processor the carry-in work is contributed by a job of a task τ j with absolute deadline greater than
td . Further, it can be shown that such a task τ j has a deadline D j that satisfies D j > t, and that the
maximum amount of carry-in work that task τ j can contribute is the length of its non-preemptive
execution L j. Hence, the total amount of carry-in work can be written as:
∑
(m−1)max
I2(τi)+max{L j}D j>t , (5.9)
where ∑(m−1)max I2(τi) is the sum of the (m−1) largest values of I2(τi), 1≤ i≤ n.
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Note that Equation 5.9 upper bounds the maximum carry-in work and the maximum non-
preemptive blocking due to jobs that arrive before t0.
We now compute the maximum non-preemptive blocking due to jobs that arrive in the interval
[t0, td). From Equation 5.8 we know that the total non-preemptive blocking caused by such jobs can
be expressed as ∑τi∈τ B(τi). However, this can be pessimistic for the following reason.
We know that a job of task τk arrives at time ta and has a deadline at td , therefore on at least
one processor jobs with absolute deadline greater than td will not start executing in the interval
[ta, td) until the job of task τk has met its deadline. However, as per our assumption the job of task
τk misses its deadline. Therefore, the total non-preemptive blocking is at most (m−1)×Dk. Let Bn
be the maximum non-preemptive blocking due to jobs of all tasks that arrive in the interval [t0, td).




Let us denote by IDi f f (τi) the difference between I2(τi) and I1(τi):
IDi f f (τi) = I2(τi)− I1(τi). (5.11)





IDi f f (τi)+max{L j}D j>t +Bn
> m× (Ak +Dk− (Ck +Lk)).
(5.12)
Observe that all the terms in Condition 5.12 above are completely defined for a given task
system, once a value is chosen for Ak. Hence for a deadline miss of task τk to occur, there must
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exist some Ak such that Condition 5.12 is satisfied. Conversely, in order for all deadlines of task τk
to be met it is sufficient that Condition 5.12 be violated for all values of Ak. Theorem 5.1 follows
immediately:
Theorem 5.1. Task system τ is GEDF-schedulable upon m unit-capacity processors if for all tasks





IDi f f (τi)+max{L j}D j>t +Bn
≤ m× (Ak +Dk− (Ck +Lk))
(5.13)
where I1(τi), IDi f f (τi), and Bn are as defined in Equations 5.4, 5.11, and 5.10 respectively.
5.3.1 Properties
Run-time Complexity. For a given task τk and Ak, it is easy to see that Condition 5.13 can be
evaluated in time linear in n, the number of tasks in the task system:
• Compute I1(τi), I2(τi),B(τi) and IDi f f (τi) for each task τi - total time is O(n).
• Use linear-time selection (Blum et al., 1973) on {IDi f f (τ1), IDi f f (τ2), . . . , IDi f f (τn)} to deter-
mine the (m−1) tasks that contribute to the second sum on the LHS.
• Compute max{L j}D j>t and Bn - total time is O(n).
We now determine the values of Ak. First, we derive the range for the values of Ak and then
determine the individual values of Ak for which Condition 5.13 must be verified.
Theorem 5.2. If Condition 5.13 is to be violated for any Ak, then it is violated for some Ak satisfying
the condition below:
Ak≤ S∑−Dk(m−U(τ))+∑i((Ti−Di)Ui+Li)+m(Ck+Lk)m−U(τ) (5.14)
where S∑ denotes the sum of the m largest (Ci+Li).
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Proof. It can be seen that I1(τi) ≤ DBF(τi,Ak +Dk), I2(τi) ≤ DBF(τi,Ak +Dk)+ (Ci +Li), and
Bn≤∑τi∈τ Li. From this, it can be shown that the LHS of Condition (5.13) is≤ S∑+∑τi∈τ DBF((τi,Ak+
Dk)+Li).
For this to exceed the RHS of Condition (5.13), it is necessary that:
S∑+ ∑
τi∈τ




> m(Ak +Dk− (Ck +Lk))









Further, we only need to consider the non-negative values of Ak. It can also be shown that
Condition (5.13) need only be tested at those values of Ak at which DBF(τi,Ak +Dk) changes for
some τi. To be specific, it is shown in (Brandenburg, 2011, p. 82) that it is sufficient to test only
those values of Ak that satisfy:
Ak = Di−Dk + j×Ti, (5.15)
for all τi ∈ τ and all j ∈ {0,1,2, . . .} that satisfy Condition 5.14. The bound on the maximum
Ak grows exponentially as m−U(τ) approaches 0. However, for values of U(τ) bounded by a
constant strictly less than the number of processors m the following property holds:
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Property 5.1. The condition in Theorem 5.1 can be tested in time pseudo-polynomial in the task
parameters, for all task systems τ for which U(τ) is bounded by a constant strictly less than the
number of processors m.
Sufficient/Necessary. Theorem 5.1 is an extension to the schedulability test in (Baruah, 2007).
The latter was derived for fully-preemptive sporadic task systems. The schedulability test in (Baruah,
2007) has been shown to be a generalization of the uniprocessor schedulability test in (Baruah et al.,
1990). It is sufficient and necessary when m = 1 and sufficient but not necessary when m> 1.
A limited-preemption sporadic task system τ is a fully-preemptive sporadic task system if
Li = 0 for all tasks τi ∈ τ . It can be shown that, if Li = 0 for all tasks τi ∈ τ then the schedulability
test in Theorem 5.1 reduces to the schedulability test in (Baruah, 2007). This leads to the following
property.
Property 5.2. For fully-preemptive sporadic task systems the schedulability test in Theorem 5.1 is
sufficient and necessary when m = 1 and sufficient but not necessary when m> 1.
We now show that the above property continues to hold for limited-preemption sporadic task
systems, such that Li > 0 for some task τi ∈ τ .
Lemma 5.3. For a task τk and for m = 1 processor, Condition (5.16) determines whether the exact






Proof. As per Equation (5.4) the first term in the LHS of Condition (5.16) is equal to the processor
demand in an interval t by jobs arriving in this interval and having deadlines within this interval.
By Definition 5.2 of t0 no task τi with Di ≤ t can be active at time-instant t0 and one or many tasks
with Di > t can be active at time-instant t0. Under EDF and m = 1 only one such task can execute
non-preemptively in the interval t. The second term in the LHS of Condition (5.16) accounts for the
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maximum amount of non-preemptive blocking possible due to limited-preemptivity. Thus, the LHS
of Condition (5.16) gives the exact processor demand over some interval t.
Observe that Condition (5.13) reduces to Condition (5.16) for m = 1 by adding (Ck +Lk) to
both LHS and RHS. Thus, by Lemma 5.3, Condition (5.13) determines whether the exact processor
demand over an interval t is at most the length of the interval for m= 1. For m> 1, Condition (5.13)
upper bounds the amount of work carried in on m−1 processors (Refer Equation 5.7). This leads
to the following property.
Property 5.3. For limited-preemption sporadic task systems, such that Li > 0 for some task τi ∈ τ ,
the schedulability test in Theorem 5.1 is sufficient and necessary when m = 1 and sufficient but not
necessary when m> 1.
5.4 Multi-GPU System Model
We have described a schedulability test in Theorem 5.1 and derived and discussed some of
its properties. In Section 5.5 we show how Theorem 5.1 can be used as a schedulability test for a
multiprocessor multi-GPU system. First, we describe the multi-GPU system model.
A job of a task running on a processor can initiate execution on a GPU. Several aspects of GPU
program execution are described in (Elliott et al., 2013). A GPU has an execution engine (EE) and
one or two DMA copy engines (CEs). A copy engine transmits data between system memory and
GPU memory and an execution engine performs some computation on a given data. A possible
sequence of events when a job executes on a GPU is described in (Elliott et al., 2013) and is as
follows. First, the copy engine copies data from the system memory to the GPU memory, followed
by the computation on the execution engine. Finally, the copy engine copies the results from the
GPU memory back to the system memory. Further, GPU operations on the various engines are
non-preemptive.
Let us assume that each task τi ∈ τ , makes k requests to the GPU represented as an ordered
set, {Gi1, Gi2, . . . Gik}, where Gi j > 0, j ∈ {1,2, . . . ,k}, represents the jth longest GPU execution.
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Each request Gi j can either be a request to a copy engine, execution engine, or a combination of
requests to the copy engine and execution engine. Let Gi be the sum of the execution length of all
the GPU requests a task makes: Gi = ∑kj=1 Gi j. If a task does not make any GPU requests, Gi = 0.
Once a job running on a processor initiates execution on a GPU it can either self-suspend or it
can busy-wait on the processor until the GPU execution is complete. When a job self-suspends, the
processor is available for other jobs to execute. This is preferable because the job wastes processor
cycles when busy-waiting. However, busy-waiting benefits from lower overheads (compared to the
cost of suspending and resuming tasks). Therefore, busy-waiting is preferable only if for all tasks
the non-preemptive critical section on the GPU is short. Empirical results obtained in (Brandenburg,
2011, Chapter 7) show that busy-waiting implemented as spin-based locks is useful if a task uses a
resource for at most a few microseconds.
In the case of busy-waiting, a job can busy-wait preemptively, that is it busy-waits until a job
with a higher priority preempts it on the CPU while it continues to execute non-preemptively on
the GPU. This is different from self-suspension only because a lower or equal priority job can start
executing on the CPU after a job self-suspends.
Figure 5.2: Scheduling scenario with m = 1 and g = 1 with non-preemptive busy-waiting.
An alternative to preemptive busy-waiting is non-preemptive busy-waiting. In this case a job
busy-waits non-preemptively on a processor until it completes its GPU execution. This is illustrated
with the help of Figure 5.2. In Figure 5.2, job J1 arrives at time a1 and has a deadline at time d1,
and job J2 arrives at time a2 and has a deadline at time d2. Job J1 starts executing on the GPU just
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before time a2 while busy-waiting non-preemptively on the CPU. This causes job J2 with a shorter
deadline, thus higher priority, to wait for job J1 to complete its GPU execution before it can preempt
it and start executing on the CPU. Non-preemptive busy-waiting has the least run-time overheads
when compared to preemptive busy-waiting and self-suspensions.
Our analysis focuses on the multi-GPU system model with non-preemptive busy-waiting. Tasks
under this system model can be modeled as limited-preemption sporadic tasks. For each limited-
preemption sporadic task τi ∈ τ , Li j is set equal to the length of the jth longest non-preemptive
critical section on a GPU.
In our system we use a simple synchronization approach (a version of the locking protocol
described in (Block et al., 2007) for non-nested, short resource requests) to control access to the
GPUs. For each GPU we assume there is a spin-lock controlling access to it and for each spin-lock
there is a corresponding FIFO-ordered wait queue. If a job that requests for a GPU can acquire
any spin-lock it can access the GPU protected by that spin-lock, otherwise it is assigned to a wait
queue. A shortest queue mechanism is used to determine which wait queue a job is assigned to.
Once a job is assigned to a wait queue, it waits on this queue until it can acquire the corresponding
spin-lock. For a task τi the length of its non-preemptive execution Li j is equal to the sum of the
execution requirement on a GPU Gi j, and the amount of time it must wait to access a GPU. The
latter is computed in Section 5.5.
We assume that all GPUs are identical, that is the execution requirement Gi j of a task is the
same irrespective of the GPU on which it executes. The number of GPUs is denoted by g. The
number of identical, unit-capacity processors continues to be denoted by m.
5.4.1 Prior GPU Analysis
Several GPU management frameworks have been designed and implemented including Time-
Graph (Kato et al., 2011b), RGEM (Kato et al., 2011a), Gdev (Kato et al., 2012). Analysis of
the RGEM framework includes blocking analysis that is incorporated into classical fixed-priority
scheduling response-time analysis for multiprocessors. Elliott et al. designed and implemented
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GPUSync (Elliott et al., 2013). In (Elliott and Anderson, 2013) a blocking analysis for a k-exclusion
locking protocol for globally-scheduled job-level static-priority systems for self-suspending spo-
radic tasks has been described. The term k-exclusion means that there are k copies of some resource,
for example GPUs. Recent analysis in (Kim et al., 2013) provides response-time analysis for self-
suspending sporadic tasks under rate monotonic scheduling for multiprocessors. Blocking analysis
is done using a linear programming technique. In (Cong and Anderson, 2013) a schedulability test
for self-suspending tasks under GEDF scheduling is described. This work was not aimed at a GPU
platform but can be extended to GPUs.
In our analysis we assume GEDF scheduling. We present a schedulability test for the non-
preemptive busy-waiting multi-GPU system model using the results of the schedulability analysis
obtained in Theorem 5.1.
5.5 Multi-GPU Schedulability Test
Given the execution length of each GPU request Gi j of a task τi we first need to determine the
length of the non-preemptive execution Li j. For this we have to determine the amount of time a
task τi may have to wait to access one of the g GPUs. This can be computed by upper bounding
the number of GPU requests at any time. The following Lemmas follow directly from the results
obtained in (Block et al., 2007).
Lemma 5.4. There can be at most m GPU requests at any time, one per processor.
Proof. A job of a task can request for a GPU only when it is executing on some processor. If a job
executing on a processor requests for a GPU then it busy-waits non-preemptively until the request
is serviced by the GPU. Thus, no other job of any task can execute on this processor and as a result
no other GPU request can be made from this processor. Since there are m processors there can be at
most m GPU requests at any time.







Proof. From Lemma 5.4 there can be at most m GPU requests at any time. If a shortest queue
mechanism is used to distribute these requests across the g wait queues, one for each GPU, then





. Of these requests one is satisfied by the GPU.





−1. Note that when g = m the length of any
wait queue is 0.
It has been shown in (Wieder and Brandenburg, 2013) that FIFO-ordered spin-locks offer strong
progress guarantees and is an effective mechanism for non-preemptive busy-waiting.
Let Wi j be the amount of time a job of a task τi has to wait upon making the jth request to the
GPU.
Theorem 5.3. The schedulability test in Theorem 5.1 can be applied to the system model under
consideration if for each task τi and jth GPU request Gi j, Li j = Gi j +Wi j, where:
Wi j = ∑
(dmg e−1)max
Grs,
r ∈ {1, . . . , i−1, i+1, . . . ,n},s ∈ {1, . . . ,k}. (5.17)
Proof. For a task τi the length of its non-preemptive execution Li j is equal to the sum of the
execution time of its jth GPU request Gi j, and the amount of time it must wait on a wait queue Wi j.





− 1. Since we consider implicit-
deadline and constrained-deadline task systems, two jobs of the same task cannot be on any of the g
wait queues at the same time. Thus, Equation (5.17) upper bounds the term Wi j.
Note that if Gi = 0, then a task τi does not make any GPU requests. Therefore, it does not have
to wait to access the GPU and Li = 0. Also, when g = m, Li j = Gi j in the multi-GPU system model
with non-preemptive busy-waiting.
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With non-preemptive busy-waiting we do not get any analytical benefits when g> m. However,
we can get analytical benefits when g > m for the self-suspending and preemptive busy-waiting
system models discussed in Section 5.4. Also, in our system model we assume that the GPU
can execute only one task at a time. However, the GPU copy engine (CE) and GPU execution
engine (EE) can in fact non-preemptively execute jobs of two different tasks at the same time (see
Figure 5.3). This parallelism can be exploited under non-preemptive busy waiting when g< m, and
in the self-suspending and preemptive busy-waiting system model. We leave this as future work.
Figure 5.3: Scheduling scenario for m = 1 and g = 1 under preemptive busy-waiting. Jobs J1 and J2
execute in parallel on the GPU CE and GPU EE effectively reducing the total time spent executing
on the GPU.
5.6 Experimental Evaluation
We perform experiments to determine the effectiveness of our schedulability test in the context
of the multiprocessor, multi-GPU system model. We randomly generated task sets and determined
the percentage of task sets that were schedulable by our schedulability test.
Each task set was generated as follows. The UUnifast-Discard algorithm described in (Davis
and Burns, 2009) was used to generate n task utilizations {u1 . . .un} of some total utilization u(τ).
The period Ti for each task was generated according to a log-uniform distribution in the range 10ms
to 1000ms. All task periods were set to integer values by rounding down from any non-integer
value. The total execution requirement of a task without using a GPU was set to ui×Ti. A portion
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gi was chosen from a uniform distribution in the range [0,ui×Ti] to denote the execution of a task
on the GPU. We assumed that a task exploits the parallelism provided by a GPU and executes in
lesser time on a GPU when compared to a CPU. Speed up SP is the ratio of the execution time
on the CPU and the execution time on the GPU. Thus, Gi = gi/SP. For simplicity we assume
that a job of a task makes one request to the GPU. The remaining execution time (ui×Ti)− gi,
was set to Ci. Li was computed from Gi. If Gi = 0 then Li = 0. Else, Li was computed using
Equation (5.17) for k = 1. Note that Li = Gi when m = g. Task deadline Di was set equal to Ti for
implicit-deadline task systems, and was chosen from a uniform distribution in the range [ui×Ti,Ti]
for constrained-deadline task systems. Utilization ui generated above is referred to as the effective
utilization of a task and u(τ) as the total effective utilization of task system τ . The actual utilization
of a task is Ui = Ci+LiTi and the actual total utilization is U(τ) = ∑
n
i=1U(i).
The value of SP for different tasks in a task set depends on the amount of parallelism of each
task on the GPU. For simplicity, in our experiments we assume that all tasks have the same speed
up. A speed up strictly greater than 1 is needed to justify the use of a GPU, higher values of SP are
better.
We randomly generated implicit-deadline task sets, as described above, for m processors with
total effective utilization in the range [m×0.05,m×2), and in increments of m×0.1. For each of
the total effective utilization values, 1000 sets of effective utilization values were generated such
that each set had n values. From the generated utilization values and speed up SP the following task
sets were generated:
• LPE - limited-preemptive task set with g = m.
• LPL - limited-preemptive task set with g = m/2.
• FP - fully-preemptive task set that does not use GPUs for any part of its computation. The
parameters for each task τi were as follows; Ci = ui×Ti, Gi = 0, Li = 0. Thus, the actual
utilization of a task was equal to its effective utilization.
99
We refer to task sets generated from the same effective utilization values as corresponding task
sets. Thus, LPE, LPL, and FP are corresponding task sets.



































Figure 5.4: Limited-preemption schedulability test: m = 4, n = 40, SP = 30
Our schedulability test was applied to each of the above generated task sets and the results
obtained are shown in Figure 5.4. Different values of m, n, and SP were used in these experiments.
In Figure 5.4, the results are shown for m = 4, n = 40, and SP = 30.
Observation 1. We observe that task set LPE has better schedulability than FP for higher values
of total effective utilization and LPE has significantly better schedulability than LPL. Note that
worst-case execution times for tasks under fully-preemptive scheduling are often larger. Thus, in
practice the schedulability of FP will be lower than what is shown in the graph for a given task
set. From this experiment we can conclude that a small difference in the ratio of the number of
processors to the number of GPUs makes a significant difference in schedulability. This is due to
an increase in the length of the non-preemptive execution Li for any task τi that accesses a GPU.
Also, note that in Figure 5.4 the schedulability of task set FP caps at a total effective utilization of 4
because its actual total utilization is equal to its effective total utilization and m = 4.
To analyze the affect of speed up SP, implicit-deadline task sets were generated for m processors
and g GPUs with m = g. The total effective utilization of the task sets generated was in the range
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[m×0.05,m×2) in increments of m×0.1. In Figure 5.5 for each total effective utilization, 1000
task sets were generated with SP = 30 and then for each of the 1000 task sets, corresponding task
sets, that is task sets with the same effective utilization values were generated with SP = 20. The
results for m = 4 and n = 40 are shown in Figure 5.5.
Observation 2. With smaller values of SP the length of the non-preemptive execution Li of each
task τi increases. This reduces schedulability. For comparison, we also show the schedulability of
the corresponding fully-preemptive task set in Figure 5.5. We observe that for smaller values of SP
the schedulability of FP can be better than that of LPE.
































LPE SP = 30
LPE SP = 20
FP
Figure 5.5: Limited-preemption schedulability test: m = 4, n = 40, m = g
The above experiment was repeated to analyze the affect of the number of tasks in a task set. In
this case, for each total effective utilization mentioned above, 1000 task sets with n = m×5 tasks
were generated and then 1000 task sets with n = m×10 tasks were generated. In both cases SP was
the same. The results for m = 4 and SP = 30 are shown in Figure 5.6.
Observation 3. With smaller number of tasks in a task set the effective utilization of each task
τi increases. As a result the length of its preemptive execution Ci and non-preemptive execution
Li increases. Therefore, schedulability decreases and we observe that for smaller values of total
effective utilization LPE with n = 40 tasks has better schedulability than LPE with n = 20 tasks.
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LPE n = 40
LPE n = 20
FP n = 40
FP n = 20
Figure 5.6: Limited-preemption schedulability test: m = 4, SP = 30, m = g
However, for larger values of total effective utilization the schedulability of LPE for larger
number of tasks is dominated by the number of tasks that contribute to the term Bn (Equation 5.10),
where as for smaller number of tasks, even though the length of Li may be greater for each task, the
number of tasks that contribute to the term Bn is fewer. Thus, we observe that for larger values of
total effective utilization the schedulability of LPE for both n = 40 and n = 20 tasks is comparable.
For comparison, we also show the schedulability of the corresponding fully-preemptive task sets in
Figure 5.6 denoted as FP with n = 40 and n = 20 tasks.
5.7 Conclusion
Limited-preemption scheduling is an alternative to the extreme options of fully-preemptive
scheduling and non-preemptive scheduling. While preemptions are better from a schedulability
perspective, run-time overheads incurred by arbitrary preemptions can be large.
In this chapter, we have described a pseudo-polynomial time, demand-based schedulability
test for limited-preemption scheduling under GEDF. We have shown that this test is necessary
and sufficient for uniprocessors, and it is sufficient for multiprocessors. Further, we have shown
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how to apply this schedulability test to a multiprocessor multi-GPU system with non-preemptive
busy-waiting.
We have also indicated how further analysis may provide better analytical results for the
multi-GPU system model under consideration. A comparison of analytical results under different
multi-GPU system models is merited.
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CHAPTER 6: SPEED SCALING ON UNIPROCESSORS
Thus far in this dissertation, we have abstracted away the frequency of a processor core by
normalizing it, and denoting it as computing capacity or speed equal to 1. Processor cores are
usually rated at a conservative estimate of the frequency at which they can operate. Thus, processors
can often run at a frequency higher than the frequency rating provided by the manufacturer (that is
at speed greater than 1). Running at a higher frequency improves the performance of a processor,
since more computation can be done in a shorter duration. Operating a processor at a frequency
higher than its suggested frequency rating is called overclocking. There is however, an upper
limit on the frequency at which a processor can operate. This limit depends upon the maximum
instantaneous power a processor can generate at any time t without being compromised. The
relationship between frequency f (t) and power P(t) of a processor at any given time t is given by
the following equation (Liu and Mok, 2003):
P(t) ∝C.V (t)2. f (t),
where C is the capacitance in the wires (we assume that capacitance is a constant), V (t) is the
supply voltage, and f (t) is the frequency of a processor at any given time t. However, V (t) and f (t)
are related; there is a minimum voltage required to drive a processor at a desired frequency. This
minimum voltage is approximately proportional to frequency. Since V (t) is proportional to f (t),
this leads to the well known relation (Brooks et al., 2000): P(t) ∝ f (t)3. By ensuring that frequency
f (t) is under a certain limit we can limit the maximum power generated by a processor. In the
remainder of this chapter we refer to frequency f (t) as speed S(t), speed is normalized frequency,
and f (t) ∝ S(t). We then obtain the following relation:
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P(t) ∝ S(t)3. (6.1)
Thus, if a processor always operates below a certain maximum speed say Smax, then we can
limit the instantaneous power generated by the processor.
While overclocking a processor may violate the Thermal Design Power (TDP) rating of the
processor. Violating the TDP rating causes a processor to generate heat at a rate faster than the
cooling system can dissipate (Raghavan et al., 2012), which in turn causes the temperature of the
processor to rise. In order to ensure that a processor is not damaged by the heat generated during
overclocking it is necessary that the temperature of the processor is always under a certain value say
Tmax.
In dynamic overclocking the speed at which a processor operates is varied at run-time while
ensuring that the processor is not compromised. For example, the Turbo Boost technology by
Intel (Rotem et al., 2012) enables dynamic overclocking when there is a demand and the operating
environment is favorable. In this chapter we study dynamic overclocking, or speed scaling on
uniprocessors when there is a demand, and under the constraints that the speed of the processor
should not exceed Smax and the temperature of the processor should not exceed Tmax.
Real-time scheduling can benefit from processors with speed scaling; some sets of real-time jobs
that cannot meet deadlines without overclocking may be able to meet deadlines with overclocking.
Prior work on real-time scheduling on processors with speed scaling include the following
papers: (Yao et al., 1995; Liu and Mok, 2003; Bansal et al., 2004; AlEnawy and Aydin, 2004; Wang
and Bettati, 2006b,a; Bansal et al., 2007; Ahn and Bettati, 2008).
The paper by (Yao et al., 1995) is a seminal paper on the theoretical study of processors with
speed scaling. In (Yao et al., 1995) the objective is to vary the speed of a processor to construct
a schedule for real-time jobs that minimizes the amount of energy used by the processor during
the course of execution. (Energy is power P(t) integrated over time.) The energy usage of a
processor is an important concern for battery-operated devices. Other papers such as (Liu and Mok,
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2003; AlEnawy and Aydin, 2004) also focus on minimizing the energy used by the processor. The
algorithms, heuristics, and techniques presented in (Yao et al., 1995; Liu and Mok, 2003; AlEnawy
and Aydin, 2004) are effective power management techniques that minimize the energy used by a
processor, and in some cases minimize the maximum power used at any given time t.
When considering sustained execution minimizing the energy used by a processor in the primary
concern. However, when the responsiveness of an application is the primary concern we need to
ensure that a processor can meet the execution demand of the application in a short interval. Thus,
if it is necessary for a processor to overclock in this short interval, then it is also necessary to ensure
that the maximum power generated by the processor and the temperature of the processor are within
desirable limits.
In (Wang and Bettati, 2006b,a; Ahn and Bettati, 2008) the authors use speed scaling to schedule
real-time workload on processors such that maximum temperature reached by a processor is always
below a certain maximum value. In this set of papers the authors adopt a reactive speed scaling
technique, where the processor can overclock at speed SH until it reaches a maximum temperature
Tmax. Once Tmax is reached the processor continues execution at a reduced equilibrium speed SE ,
which keeps the temperature at or below Tmax. (Subsequently, the processor may or may not need to
operate at speed SH depending upon the workload and current temperature.) This ensures that the
temperature of the processor is always below Tmax. Further, by choosing a suitable value of speed
SH we can also constrain the maximum power generated at any time t.
In one set of prior work (Bansal et al., 2004, 2007) the authors describe separate algorithms
for minimizing the energy used by the processor, and for minimizing the maximum temperature
reached by the processor. They also illustrate that power management techniques that are effective
for minimizing energy may not be effective for minimizing temperature. The algorithm proposed
in (Bansal et al., 2004, 2007) to minimize the maximum temperature reached by a processor does
not assume a constraint on the maximum power or maximum speed.
In this work we assume that the maximum temperature Tmax is given, and unlike the work
in (Bansal et al., 2004, 2007) we have an additional constraint that the speed at which the processor
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operates is at most Smax, which is also given. We derive an offline schedule and a schedulability test
for determining whether a given set of jobs specified according to the model described in Section 2.2
are schedulable on a uniprocessor platform under the given constraints. For convenience the job
model is briefly described in the following section.
6.1 System Model
Consider a set of n jobs. Each job Ji has an arrival time ai, worst-case execution time ci, and
deadline di. A job is scheduled correctly if it can execute for up to ci time units in the interval [ai,di],
that is in the interval between when it arrives at time ai and before its deadline at time di. We seek
to schedule a set of n such jobs J on a uniprocessor platform.
In the uniprocessor platform the temperature at any time t is denoted as T (t), and the speed
at any time t is denoted as S(t). The temperature and speed are scaled such that the ambient
temperature is 0, and the idle speed of the processor is 0. We assume that at time t = 0 the processor
is operating at idle speed. Thus, S(0) = 0. Let the temperature of the processor at time t = 0 be
denoted by T0, where 0 ≤ T0 ≤ Tmax. Thus, T (0) = T0. Once the processor starts executing, the
following conditions should hold:
• Temperature constraint, ∀t : 0≤ T (t)≤ Tmax,
• Speed constraint, ∀t : 0≤ S(t)≤ Smax.
In order to schedule a given set of jobs J on a processor with the above constraints the scheduler
needs to decide at each time t, which job should execute and at what speed the processor must
operate. If the scheduler always chooses a speed at most Smax then the speed constraint is satisfied.
However, this alone does not satisfy the temperature constraint. Therefore, we derive a temperature
model that can be used to determine the temperature of the processor at any time t, and then ensure
that the temperature constraint is satisfied.
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The temperature model we use was first described in (Bansal et al., 2004, 2007). This tempera-
ture model was derived from the observation that at any given time the net change in temperature
can be shown to be proportional to:
• The heating due to the electric power generated by the device, and
• The cooling due to Newton’s law.
To be specific, the rate of change of temperature at any given time t, dT (t)/dt, is proportional
to P(t) which is the power generated by the device at time t:
dT (t)
dt
∝ P(t) ∝ S(t)3.
Recall that as per Equation 6.1, P(t) ∝ S(t)3.
According to Newton’s law the rate of change of temperature of an object is proportional to the
difference between the temperature of the object and the ambient temperature Tambient , (Campbell
and Haberman, 2008). Thus, dT (t)/dt decreases in proportion to (T (t)− Tambient). We make
the simplifying assumption that Tambient is a constant, and we scale the temperatures such that




The rate of change of temperature, dT (t)/dt, can then be defined as follows:
dT (t)
dt
= a×S(t)3−b×T (t), (6.2)
where a and b are constants (Bansal et al., 2007). The constant b ≥ 0 is called the cooling
parameter. We have derived a relation between the speed of a processor and the rate of change of
temperature. The temperature at any time t can be obtained by solving Equation 6.2.
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6.2 Related Work
To the best of our knowledge only one set of papers (Bansal et al., 2004, 2007) consider
temperature optimization. The goal in (Bansal et al., 2004, 2007) is to minimize Tmax.
Our work is different from (Bansal et al., 2004, 2007) because we assume that we are given Tmax
and our goal is to schedule jobs such that both the temperature and speed constraints are satisfied.
We use results from (Bansal et al., 2007) to derive a schedule and a schedulability test for a set of
n jobs. In particular, we use results from (Bansal et al., 2007) to derive the maximum work that
can be done in an interval [tx, ty] and to obtain a speed profile, that is speed as a function of time t,
during this interval.
In (Bansal et al., 2007), the authors let MaxW (tx, ty,Tx,Ty) denote the maximum work that can
be done starting at time tx at temperature Tx, and ending at time ty at temperature Ty, subject to
the temperature constraint throughout the interval [tx, ty]. The authors compute MaxW (tx, ty,Tx,Ty)
by first solving the unconstrained work problem UMaxW (tx, ty,Tx,Ty), defined as the maximum
possible work that can be done during the interval [tx, ty] subject to the boundary constraint that
T (tx) = Tx and T (ty) = Ty. However, the temperature at any time in the interval [tx, ty] is allowed
to exceed Tmax. The following lemma from (Bansal et al., 2007) provides further insight into the
relation between Tx and Ty.
Lemma 6.1. (Bansal et al., 2007). Suppose that Tx and Ty are at most Tmax. Each of the quantities
MaxW (tx, ty,Tx,Ty) and UMaxW (tx, ty,Tx,Ty) are well defined if and only if Ty ≥ Txe−b(ty−tx).
Proof. The Lemma follows from the fact that the power generated in the interval [tx, ty] should be
nonnegative.
Let UMaxT (t) =UMaxT (tx, ty,Tx,Ty)(t) denote the temperature as a function of time t that
solves UMaxW (tx, ty,Tx,Ty). Thus, UMaxT (t) is the temperature curve that maximizes the amount
of work done without the temperature constraint. From (Bansal et al., 2007) we know that UMaxT (t)
is as follows:
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UMaXT (t) = c.e(−bt)+d.e(−bt3/2), (6.3)
where c+d = Tx, and d =
Tx.e(−b(ty−tx))−Ty
e(−b(ty−tx))− e(−b(ty−tx)3/2) .
Let γ and β be defined as follows.
Definition 6.1. (Bansal et al., 2007). γ is the largest value of ty for which the maximum temperature
attained by the curve UMaxT (0, ty,Tx,Tmax)(t) during the interval [0, ty] does not exceed Tmax.
Thus, the curve UMaxT (0,γ,Tx,Tmax)(t) satisfies the temperature constraint, but for any value
γ ′ greater than γ the curve UMaxT (0,γ ′,Tx,Tmax)(t) does not satisfy the temperature constraint.
Definition 6.2. (Bansal et al., 2007). β is the largest value of ty for which the maximum temperature
attained by the curve UMaxT (0, ty,Tmax,Ty)(t) during the interval [0, ty] does not exceed Tmax.
Thus, the curve UMaxT (0,β ,Tmax,Ty)(t) satisfies the temperature constraint, but for any value
β ′ greater than β the curve UMaxT (0,β ′,Tmax,Ty)(t) does not satisfy the temperature constraint.
MaxT (t) = MaxT (tx, ty,Tx,Ty)(t), which is the temperature curve that maximizes the amount
of work done under the temperature constraint, can be derived from UMaxT (t), γ , and β as shown
in the following lemma.
Lemma 6.2. (Bansal et al., 2007). If (ty− tx)≤ (γ+β ), then MaxT (t) =UmaxT (t). If (ty− tx)>
(γ+β ), then the curve MaxT (t) travels along the curve UMaxT (tx,(tx+ γ),Tx,Tmax)(t), then stays
at Tmax until ty−β , and finally travels along the curve UMaxT ((ty−β ), ty,Tmax,Ty)(t).
We refer the reader to (Bansal et al., 2007) for details about the proof.
In this work, we use the temperature curve MaxT (t) to derive a speed profile UMaxS(t) =
UMaxS(tx, ty,Tx,Ty)(t), which we define as the speed curve that maximizes the amount of work
that can be done under the temperature constraint but without the speed constraint. Rewriting








Thus, by Equation 6.2 and Lemma 6.2 the speed function UMaxS(t) corresponding to the
temperature curve MaxT (t) is as follows:



















, t ∈ (tx+ γ, ty−β ). (6.4)
The maximum work MaxW (tx, ty,Tx,Ty) that can be done under the temperature constraint but
without the speed constraint is then the integral of UMaxS(t) in the interval [tx, ty]:




The above Equation 6.5 has been solved in (Bansal et al., 2007) as follows:










































Note that in the above equation, a and b are constants (refer Equation 6.2). Also as per
Definitions 6.1 and 6.2, γ and β can be derived from the values of Tx and Ty respectively. Thus, if
we are given the values of (tx, ty,Tx,Ty) then for any interval [tx, ty] we can compute the value of
MaxW from Equation 6.6.
6.3 Offline scheduling of jobs
We propose a schedule and a schedulability test for a set of jobs J. In Section 6.3.1, we divide
the schedule into many intervals Ik. We determine the subset of jobs J(k) in J that must fully execute
in each interval Ik. We also ensure that all jobs in J are assigned to some interval. Within an interval
the jobs execute as per EDF, thus the job with the earliest deadline is chosen for execution. In
Section 6.3.2, we derive a speed profile (speed as function of time) for each interval. The jobs that
must execute in each interval, and the speed profile for each interval are determined before run-time,
thus we are scheduling the jobs offline. Finally in Section 6.3.3, we put together the results from
Sections 6.3.1 and 6.3.2 to obtain a sufficient schedulability test for the set of jobs J under the given
temperature and speed constraints.
6.3.1 Determining intervals and jobs per interval
We first derive a schedule that is composed of one or more intervals. To compute the intervals
in our schedule we use the following definitions of intensity of an interval g(I) and critical interval
I∗ provided in (Yao et al., 1995).
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Definition 6.3. (Yao et al., 1995) The intensity of an interval I = [z,z′], starting at time z and




where the sum is taken over all jobs Ji with [ai,di] ∈ I.
Note that g(I) is the minimum constant speed the processor has to maintain in the interval I to
ensure that all jobs Ji with [ai,di] ∈ I meet their deadlines.
Definition 6.4. (Yao et al., 1995) Let I∗ = [z,z′] be an interval that maximizes g(I). We call I∗ a
critical interval for J and the set of jobs J(I∗) = {Ji|[ai,di] ∈ [z,z′]} the critical group for J.
Within the interval I∗ = [z,z′] only the jobs in the critical group of J(I∗) must execute, and the
minimum constant speed of the processor must be g(I∗). We consider I∗ to be one of the intervals
Ik in our schedule.
Repeat the following steps until J is empty:
1. Identify a critical interval I∗ = [z,z′]; this is the interval that maximizes g(I). Also obtain
the set of jobs J(I∗) that must execute in interval I∗, and the minimum constant speed
g(I∗) the processor must maintain in this interval.
2. Remove J(I∗) from the list of jobs J. Let J = J− J(I∗).
3. If the deadline of any job Ji is in I∗ = [z,z′] then reset the deadline of the job such that
di = di− (z′− z). If the arrival time of any job Ji is in [z,z′] then reset the arrival time of
the job such that ai = z′.
Figure 6.1: Obtaining critical intervals
We can obtain all the intervals in our schedule by the method described in (Yao et al., 1995),
also shown in Figure 6.1. We repeatedly compute the critical interval for the remaining set of jobs.
At the end of each iteration we obtain the following: i) a critical interval I∗, which is one of the
intervals Ik in our schedule, ii) the jobs J(k) that need to be scheduled in this interval, iii) and the
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minimum constant speed Sk = g(I∗) that the processor must maintain in interval Ik so that the jobs
in J(k) meet their deadlines. (Note that if for some interval Ik, Sk > Smax then we can conclude
that the speed constraint of our schedule will be violated, thus the jobs are not schedulable under
the given constraints. Therefore, for the rest of the discussion we assume that for all intervals Ik,
Sk ≤ Smax.)
In Step 1 of Figure 6.1, we identify a critical interval but we do not specify how we do so. A
simple algorithm to identify the critical interval for a set of jobs J would consider all time points
in the set {ai,di} for all jobs Ji ∈ J, and compare the intensity of every interval that starts at each
time point under consideration. The interval with the largest intensity is the critical interval. This
is a straightforward algorithm and has a run-time complexity of O(n2) where n is the number of
jobs in J. Other algorithms to identify a critical interval that have better run-time complexity can be
derived, but we do not discuss them here.
6.3.2 Determining a speed profile per interval
We now describe how to derive a speed profile for interval Ik such that the amount of work
done in the interval is at least Sk times the length of the interval, and the temperature constraint it
satisfied (Ik and Sk were derived in Section 6.3.1). Further, the speed profile we derive minimizes
the temperature at the end of interval Ik. Note that for an interval Ik a possible speed profile is
to operate the processor at speed Sk for the entire interval. However, with this speed profile the
temperature constraint may be violated, and it depends upon the length of the interval and the value
of Sk. Another possible speed profile corresponds to executing the work as soon as possible at the
beginning of the interval, and to idle the processor for the rest of the interval. The speed profile
we derive is different from the above mentioned speed profiles because in the above cases the
temperature at the end of interval Ik may not be minimized. Intuitively, the lower the temperature at
the end of an interval the more overclocking we can achieve in the next interval.
Once we compute the speed profile we check if the speed constraint is satisfied. Note that
the speed profile we derive is a continuous function of speed with respect to time. We can easily
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discretize the function is a naı¨ve manner for use in a real-time system. However, we leave an
effective implementation of the speed profile as future work. Before we proceed we need a few
additional definitions.
• Let the time at the beginning of interval Ik be represented as tk−1, and the time at the end of
the interval be represented as tk.
• Let the temperature at the beginning of interval Ik be represented as Tk−1, and the temperature
at the end of the interval be represented as Tk.
In Section 6.3.1 we determined each interval Ik of our schedule, which also provided the start
and end points of the interval. Thus, we know the values of tk−1 and tk for each interval Ik. Let
the values of tk−1 and tk be shifted such that t0 = 0. Then by the assumptions made in Section 6.1
the processor is idle at time t0, and temperature T0 is given. We however do not know Tk for
any interval Ik. Since we know that the amount of work that needs to be done in interval Ik is
Sk× (tk− tk−1), we can compute a value of Tk for each interval Ik by solving Equation 6.6 such
that MaxW (tk−1, tk,Tk−1,Tk) is set equal to Sk× (tk− tk−1). (MaxW (tk−1, tk,Tk−1,Tk), represents
the maximum work that can be done in interval Ik under the temperature constraint with the given
starting and ending conditions.)
In the following Lemmas we derive some properties of UMaxS(t) and MaxW (tk−1, tk,Tk−1,Tk),
which show that computing the value of Tk as above gives the minimum value of Tk for interval Ik.
(The speed profile UMaxS(t) =UMaxS(tk−1, tk,Tk−1,Tk)(t) maximizes the work done in interval
Ik under the temperature constraint with the given starting and ending conditions. UMaxS(t) can be
greater than Smax for some value of t.)
Lemma 6.3. If T ∗k > Tk and S(tk−1) is given, then:
UMaxS(tk−1, tk,Tk−1,T ∗k )(t)≥UMaxS(tk−1, tk,Tk−1,Tk)(t)∀t ∈ [tk−1, tk].
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Proof. Let t∗ be the last time point at which the two curves intersect. We know that such a time
exists because at time tk−1 the value of both curves is S(tk−1). Since both the curves maximize the
amount of work done, they are identical in the interval [tk−1, t∗]. Thus, in the interval [tk−1, t∗] the
Lemma holds.
We need to prove that the lemma holds in the interval [t∗, tk]. At time tk, UMaxS(tk−1, tk,Tk−1,T ∗k )(tk)
is strictly greater than UMaxS(tk−1, tk,Tk−1,Tk)(tk), because T ∗k > Tk is given. We also know that
the curves do not intersect after t∗. Thus, the lemma follows.
Lemma 6.4. If T ∗k > Tk and S(tk−1) is given, then:
MaxW (tk−1, tk,Tk−1,T ∗k )>MaxW (tk−1, tk,Tk−1,Tk).
Proof. This follows directly from Lemma 6.3. Note that if MaxW (tk−1, tk,Tk−1,T ∗k )=MaxW (tk−1, tk,Tk−1,Tk)
then MaxW (tk−1, tk,Tk−1,T ∗k ) is not the maximum amount of work the can be done in the interval
[tk−1, tk], which is a contradiction.
Lemma 6.5. The minimum value of Tk for an interval Ik satisfies the following:
Sk× (tk− tk−1) = MaxW (tk−1, tk,Tk−1,Tk).
Proof. From Lemma 6.4 we know that for a value lower than Tk the amount of work done in interval
Ik will be strictly less than Sk× (tk− tk−1).
The minimum value of Tk such that Sk× (tk− tk−1) = MaxW (tk−1, tk,Tk−1,Tk) can be obtained
by doing a binary search in the range [Tk−1e−b(tk−tk−1),Tmax] (By Lemma 6.1, Tk ≥ Tk−1e−b(tk−tk−1)).
For now assume that we know Tk−1. As per Definition 6.1, we can derive γ given Tk−1.
Suppose that initially Tk =(Tle f t+Tright)/2, Tle f t = Tk−1.e−b(tk−tk−1), and Tright = Tmax. The cho-
sen value of Tk is used to compute β as per Definition 6.2, and then to obtain MaxW (tk−1, tk,Tk−1,Tk)
by solving Equation 6.5.
• If MaxW (tk−1, tk,Tk−1,Tk) = Sk× (tk− tk−1), then we have found the minimum value of Tk.
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• If MaxW (tk−1, tk,Tk−1,Tk) > Sk× (tk− tk−1), then from Lemma 6.4 we know that we can
choose a lower value of Tk. Therefore, we set Tright = Tk.
• If MaxW (tk−1, tk,Tk−1,Tk) < Sk× (tk− tk−1), then from Lemma 6.4 we know we have to
choose a higher value of Tk. Therefore, we set Tle f t = Tk.
We re-compute Tk = (Tle f t +Tright)/2 and repeat the above steps until we obtain a value of Tk
that satisfies: MaxW (tk−1, tk,Tk−1,Tk) = Sk× (tk− tk−1)
For interval I1 we already know the value of the parameters (t0, t1,T0), and we compute the
minimum value of T1 as per Lemma 6.5. We use the value of the parameters (t1, t2,T1) to compute
the minimum value of T2 and so on. Thus, for each interval Ik:
• We compute the parameters (tk−1, tk,Tk−1,Tk)
• Then by Equation 6.3 and Lemma 6.2, we compute MaxT (t) = MaxT (tk−1, tk,Tk−1,Tk)(t).
MaxT (t) is the temperature profile that maximizes the work done in interval Ik under the
temperature constraint for the given starting and ending conditions.
• From MaxT (t) we compute the speed profile UMaxS(t) by Equation 6.4.
In this manner, we are able to obtain the speed profile UMaxS(t) for each interval. We know
that this speed profile satisfies the temperature constraint. What remains is to determine whether the
speed profile satisfies the speed constraint. This is verified in the following schedulability test.
6.3.3 Sufficient schedulability test
Putting together the results from Sections 6.3.1 and 6.3.2 we derive a sufficient schedulability
test for a set of jobs J.
The pseudo-code for the schedulability test is shown in Figure 6.2. The schedulability test
returns INTERVAL NOT SCHEDULABLE, if in Step 4 for some interval Ik, Sk × (tk − tk−1) >
MaxW (tk−1, tk,Tk−1,Tmax). This is in fact a necessary condition for the following reasons. As
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1 First obtain the critical intervals as shown in Figure 6.1.
2 Initially k = 1. We are given Tk−1 = T0.
3 for each interval Ik:
4 if Sk× (tk− tk−1)>MaxW (tk−1, tk,Tk−1,Tmax) :
5 return INTERVAL NOT SCHEDULABLE
6 else
7 Compute the minimum value of Tk (Lemma 6.5)
8 if UMaxS(tk−1, tk,Tk−1,Tk)(t)> Smax for some t ∈ [tk−1, tk]
9 return INTERVAL NOT SCHEDULABLE
10 return SCHEDULABLE
Figure 6.2: Sufficient schedulability test for offline scheduling of jobs.
per Definition 6.4, the set of jobs J(k) that execute in interval Ik have to execute in this interval
because these jobs arrive and have deadlines within interval Ik. Further, we derive the minimum
end temperature Tk−1 for interval Ik−1, which is the same as deriving the minimum starting tem-
perature for interval Ik. Intuitively, the lower the starting temperature of an interval, the greater
the maximum amount of work that can be done in the interval. Thus, if for any interval Ik,
Sk× (tk− tk−1)>MaxW (tk−1, tk,Tk−1,Tmax) then as per Lemma 6.4, the set of jobs J(k) are indeed
not schedulable in accordance to the temperature constraint.
Suppose that in Step 7 we obtain a value for Tk such that ∀t ∈ [tk−1, tk] : UMaxS(tk−1, tk,
Tk−1,Tk)(t)≤ Smax. In this case, UMaxS(t) is a speed profile for interval Ik that satisfies both the
speed and temperature constraints, and we can move onto the next interval.
If however the value of Tk is such that UMaxS(tk−1, tk,Tk−1,Tk)(t) > Smax for some value
t ∈ [tk, tk−1] (Step 8), then by Lemma 6.4, for a lower value of Tk the amount of work done in
interval Ik will be less than Sk× (tk− tk−1). By Lemma 6.3, a higher value of Tk will generate a
speed profile UMaxS(t) that will continue to violate the speed constraint. Thus, the schedulability
test returns INTERVAL NOT SCHEDULABLE. However, the speed profile we derive is not optimal
with respect to the problem, therefore there may exist a speed profile S(t), which unlike UMaxS(t)
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does not maximize the amount of work done in interval Ik. Instead the speed profile S(t) does only
the necessary amount of work and satisfies the speed constraint for a higher value of Tk (we do not
compute the speed profile S(t)). Thus, the schedule may still be feasible under the given constraints.
In order to determine if UMaxS(t)> Smax for some t ∈ [tk, tk−1], we can derive a speed profile which
is a step-function that upper bounds UMaxS(t), and then determine whether the derived speed
profile exceed Smax for some t ∈ [tk, tk−1]. Thus, this test is only a sufficient schedulability test.
The run-time complexity of the schedulability test in Figure 6.2, depends upon the run-time
complexity of i) Step 1 in which we compute the critical intervals, ii) Step 7 in which we perform
a binary search to compute the minimum value of Tk for each interval, iii) and Step 8 in which
we determine whether the condition- UMaxS(tk−1, tk,Tk−1,Tk)(t) > Smax for some t ∈ [tk−1, tk] is
satisfied. The run-time complexity of our schedulability test is dominated by the condition in Step 8.
We can derive a speed profile, which is a step-function that upper bounds UMaxS(t) in pseudo-
polynomial time. We can then determine whether the derived speed profile exceeds Smax for some
t ∈ [tk−1, tk]. Thus, the run-time complexity of the proposed schedulability test is pseudo-polynomial
with respect to the job parameters.
6.4 Conclusion
In this chapter we assume that dynamic overclocking, or speed scaling is allowed on a processor
as long as there is a demand for overclocking, and the temperature and speed constraints are satisfied.
We have identified a temperature model described in (Bansal et al., 2007) that justifiably reflects the
dynamic overclocking behavior allowed on a processor.
We have determined an offline schedule for a set of one-shot jobs on such processors. The
schedule determines which jobs should be scheduled in certain intervals that we derive, and also
determines a speed profile (that is speed as a function of time) for each of the intervals. We have
proposed a sufficient schedulability test for the schedule that verifies whether for a given interval
and speed profile, the jobs scheduled in the interval meet their deadline, and the temperature and
speed constraints are both satisfied.
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CHAPTER 7: SUMMARY
We now provide a summary of our contributions. We also indicate how our contributions can
be extended and further improved.
We have proposed two partitioning algorithms. One is a PTAS for partitioning on processors
with just one limited resource. This PTAS partitioning algorithm can be extended to partition
tasks onto processors with more than one limited resource. However, for an arbitrary (but fixed)
number of limited resources our extension to the PTAS partitioning algorithm has a large run-time
complexity; the run-time complexity is polynomial with respect to the task parameters but the
degree of the polynomial is very large. Thus, we propose a APX partitioning algorithm, which is
a generalization of the first-fit partitioning algorithm for a single limited resource. Although the
PTAS algorithm has a smaller resource augmentation bound, the APX algorithm is more efficient
with respect to run-time complexity.
The partitioning problem is solved before run-time for any given task set and computing
platform. However, it is likely that the specifications of the task set or the computing platform may
change during the process of deploying the task set onto the computing platform, and a partitioning
algorithm may need to be applied every time the specifications change. Thus, a partitioning
algorithm with an efficient run-time complexity is preferable. This leads to our conclusion that
the APX partitioning algorithm is more pragmatic than the PTAS partitioning algorithm. We also
derive a first-fit decreasing heuristic for the APX partitioning algorithm. We use schedulability
experiments to determine the effectiveness of our heuristic. Further, we can derive worst-fit and
best-fit partitioning algorithms based on the heuristic that we have described. We however, do not
know the exact resource augmentation bound of the worst-fit and best-fit partitioning algorithms.
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We apply the APX partitioning algorithm and derive a partitioning algorithm for a mixed-
criticality task model. We determine the resource augmentation bound and the run-time complexity
of our mixed-criticality partitioning algorithm. We also propose pragmatic improvements for
our algorithm. We do not know the exact resource augmentation bound of our algorithm with the
pragmatic improvements, but we have shown via schedulability experiments that these improvements
are in fact effective in increasing the schedulability of our algorithm.
We then consider scheduling under limited-preemptions. In limited-preemption scheduling
a job of a task may execute non-preemptively over short intervals (possibly to gain exclusive
access to a shared resource), but executes preemptively otherwise. We derive a demand-based
schedulability test for limited-preemption scheduling under global EDF. This schedulability test
extends an existing schedulability test for fully-preemptive global EDF scheduling. We show that
the run-time complexity of the schedulability test is pseudo-polynomial with respect to the task
parameters. We also show that the schedulability test is necessary and sufficient for uniprocessors
and sufficient for multiprocessors.
Recently, GPUs are being incorporated as a shared resource in real-time systems. Thus far
execution on GPUs is non-preemptive, therefore when a job is granted access to non-preemptively
execute on a GPU one option is for the job to busy-wait non-preemptively on the CPU (other options
are to busy-wait preemptively or self-suspend on the CPU). We have shown how to apply the
schedulability test that we derived for limited-preemption scheduling, as a schedulability test for a
system model that incorporates GPUs as a shared resource and allows non-preemptive busy-waiting.
In this system model we assume that only one job can execute on a GPU at any given time. However,
two jobs of two different tasks can in fact non-preemptively execute on a GPU at the same time;
one job can execute non-preemptively on the GPU copy engine (CE), and another job can execute
non-preemptively on the GPU execution engine (EE). We leave the schedulability analysis of this
type of parallelism as future work.
Finally, we study the dynamic overclocking behavior allowed on a processor and determine
how real-time jobs can be scheduled on processors that enable this behavior. We assume that a
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processor can overclock only if it needs to meet the execution demand of the jobs being scheduled,
and if the speed and temperature constraints are satisfied. The speed constraint ensures that the
speed (also instantaneous power) at which the processor is operating at any time is under a desirable
limit, and the temperature constraint ensures that the temperature at any time is under a desirable
limit.
We identify a system model and propose an offline scheduling algorithm for scheduling jobs
on such processors. In our scheduling algorithm we determine critical intervals and determine
the jobs that need to be scheduled in each interval, before run-time. The jobs in each interval are
scheduled as per EDF. We also determine the speed profile for each interval, which is a continuous
function of speed with respect to time. (We leave the implementation of this continuous speed
profile as future work.) We propose a sufficient schedulability test to determine if each interval
can be scheduled as per its speed profile such that all jobs meet their deadline, and the speed and
temperature constraints are satisfied. The next step is to identify a scheduling algorithm for online
scheduling of periodic/sporadic tasks.
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