Zero-shot learning (ZSL) is the task of recognizing samples from their related classes which have never been seen during model training. ZSL is generally realized through learning a common embedding space where both high dimensional visual features and some pre-defined semantics can be mapped. However, this kind of solutions usually suffers from domain shift. In addition, the limitation and subjectivity of manual semantic information can also affect the classification results. To address these challenges, this paper proposes a novel end-to-end deep learning model called Cross-Layer Autoencoder (CLAE), which integrates different ways of semantic mapping and maintains reconstruction information. Besides, a regularized loss function is used to preserve local class manifolds. Extensive experiments for both traditional and generalized ZSL tasks are conducted on several benchmark datasets, and high effectiveness of the proposed method and its superiority over many previous researches are demonstrated.
I. INTRODUCTION
In recent years, with the development of supervised deep learning technology, large-scale classification for both samples and categories has received high attention [1] - [4] . Although the researches of semi-supervised learning and active learning, where only a few labels are needed, have achieved good performances [5] - [8] , new class samples are likely to appear during testing, which may degrade the generalization performance of the learning models dramatically. However, human beings can understand and identify the classes even if no sample has been seen before, as long as the relevant characteristics are given. For instance, if one has already known the ''horse'' (source class) as well as the attribute description like ''black and white stripes'', he will easily to identify a novel ''zebra'' (target class). Under this cognition, zero-shot learning (ZSL) has been attracting attention in machine learning and computer vision communities [2] for many years.
ZSL relies on a high-dimensional semantic space associating of target classes with source classes. The semantic space can be represented by the class-related attributes, word vectors, or text descriptions. Besides, in semantic space, each category is embedded into a class prototype, and the ones of similar categories should be intuitively The associate editor coordinating the review of this manuscript and approving it for publication was Xiao-Yu Zhang . closer. ZSL is typically realized in two steps: 1) learning of the embedding space wherein both high dimensional visual features and semantics can be mapped, and 2) assigning of the class prototypes to the test samples using the nearest-neighbor strategy in the embedding space [9] .
The class-related attributes which pre-tagged by experts are always seen equally at the same layer. However, human beings describe an object in many different aspects and express semantic meanings in different dimensions. For example, the semantic ''black'' describes the color and ''jungle'' means the living places. These two angles should not be treated equally. Therefore, the methods neglecting the hierarchical semantic information is not always discriminative enough to recognize different classes [10] - [12] . Fig.1 illustrates four mapping types from semantic space to visual space (i.e. embedding space) in ZSL. As shown in Fig.1 a) and b), there are two ways to map semantic information to the embedding space: direct mapping and indirect mapping. Direct mapping uses a linear function with only one set of weights learning the simple mapping, while indirect mapping introduces middle layers with nonlinear activation functions for more complex projection. In this work, a Cross-Layer Neural Network (CLNN) structure is well designed to integrate direct and indirect mapping strategies with the aim of representing the hierarchical semantic features, as shown in Fig.1 c) . There are obvious domain differences in a high dimensional space between source classes and target classes. If the mapping learned on the training set is not consistent with the testing set, semantic shift will happen thus causing the nearest-neighbor results inaccurate [13] which is called domain shift problem. To deal with it, Kodirov et al. [14] considered that the embedding space should retain the original information of both source and target classes. Inspired by their work, we propose a novel ZSL model called Cross-Layer Autoencoder (CLAE) which is briefly illustrasted in Fig.1 d) . The CLAE is an asymmetric structure based on the crosslayer information fusion. In addition, this paper also introduces regularization terms into the optimization of CLAE with the aim of preserving the consistency of intra-class structures in both semantic and visual spaces [15] .
The contributions of this work are summarized as follows: 1) The CLNN structure is capable of discovering potential semantic information through integrating linear and nonlinear mapping. 2) The autoencoder structure with regularization terms retains reconstitution and local manifolds of both source and target classes, which alleviates the problem of domain shift. 3) Extensive experiments with four ZSL benchmarks demonstrate the outstanding performances of the proposed methods over many existing methods in both traditional and generalized ZSL (GZSL) problems.
II. RELATED WORK
At present, most ZSL methods are based on a two-step strategy, which can be roughly divided into two categories: 1) Probabilistic inference based on inter-class similarity [1] . For source classes, a multivariate classifier is first learned through the training sample sets. Then the classifier gives the probability distribution for the test samples on source classes. Finally, the prediction probabilities for target classes can be calculated according to class similarities. 2) Nearestneighbor strategies in the embedding space [16] . Test samples are mapped to the embedding space, which is learned beforehand according to the original visual and semantic spaces, and the classification is performed using the nearestneighbor strategy.
The pioneering work about ZSL was provided in [1] , which belongs to the probabilistic inference methods, and two kinds of attribute-based classifiers, i.e., direct attribute classifier (DAP) and indirect attribute classifier (IAP) were proposed. Reference [17] introduced an additional screening process for IAP to select the most relevant training samples and attributes to the test samples. While [18] extracted features by a stacked sparse self-encoder (SSAE) using deep learning framework. In addition, [19] considered that each sample could be seen as a mixture of source classes' proportions, and they developed a max-margin framework under the assumption that the mixture patterns had to be similar if two instances belong to the same target class. Reference [8] extracted and transferred the semantic information in the trimmed videos to improve the location and recognition of the action in the untrimmed videos. Despite the solid theoretical foundation, this kind of methods takes the source classes as a mediator between test samples and target classes [20] . In contrast, this paper projects directly both source and target classes onto a common embedding space, which retains more manifold structures.
In the nearest-neighbor rule based methods, most of models focus on construction of an embedding space or mapping functions from visual features to semantics. In [21] , a deep visual-semantic embedding model (DeViSE) was presented, where the last CNN layer was replaced with a linear transformation layer. In contrast, [22] retained the softmax layer in CNN and mapped samples to the semantic embedding space via convex combination of the class label embedding vectors. Reference [23] constructed a linear two-layer network to realize the feature-attribute-label mapping. Instead of learning a single bilinear map, in [24] , a collection of mapping functions to be used was decided by taking them as latent variables for the current image-class pair. Reference [14] applied the semantic autoencoder (SAE) to the ZSL task, where the encoder mapped sample features into embedding space and the decoder attempted to preserve the original information. VOLUME 7, 2019 Similarly, the encoding-decoding structure was also utilized in [25] . The semantic and visual information are regarded as different modalities, and autoencoders are constructed to map them into a common latent encoding space. Reference [26] aligned different modalities into an attribute space and constructed hash codes of images and texts respectively to realize bidirectional retrieval. Furthermore, in [27] , it was considered that the given class-related attributes were too subjective to distinguish target classes in ZSL, so the paper elaborated an optimization problem to learn more potential attributes. Similarly, in [11] , some complementary attributes were combined with the original ones to enrich the attribute space. Reference [28] applied well-established kernel methods to learn a non-linear mapping between the feature and attribute spaces to promote incoherence. Reference [29] utilized a structure of the space spanned by the attributes using a set of relations and devised objective functions to preserve these relations in the embedding space. Reference [30] proposed a coupled dictionary learning approach to utilized the discriminative information lying in the visual space to improve the less discriminative semantic space. However, all mentioned models use the existing convex optimization methods, which are limited to the form of objective functions. In this paper, we introduce a novel regularization term into the optimization problem and form an end-to-end deep learning structure.
In addition, some generative methods are also proposed, which attempt to generate unknown class samples through image enhancement and then transform ZSL problems into traditional supervised problems. Reference [31] tried to synthesize pseudo instances for unseen classes through learning the class dictionary matrix and class coding matrix at the same time. Reference [32] trained a conditional variational autoencoder to learn the underlying probability distribution of the image features conditioned on the class embedding vector. Reference [5] proposed the algorithm of active semi-supervised learning with generative adversarial network to cope with issue of inadequate and unbalanced training data that has been obsessing model learning. Instead of generating image instances, [33] integrated Wasserstein generative adversarial network and multimodal embedding methods to synthesize CNN features conditioned on classlevel semantic information. Reference [34] proposed a hybrid model combining random attribute selection and conditional generative adversarial network to learn the realistic generation of attributes according to their correlations in nature. Reference [35] built a semantic rectifying generative adversarial network to generate plausible visual feature of unseen class from both semantic feature and rectified semantic feature. Despite of its relevance to our method, the training of the probabilistic generative model is rather time consuming. In addition, generative learning algorithms have to retrain a new classifier for different tasks. Hence, these methods are too complex in reality.
To the best of our knowledge, the most similar study to this paper is [16] , where deep neural networks were used to learn the mapping functions from semantics to visual features and multipled auxiliary information (attributes, word vectors, text descriptions, etc.) was integrated into a unified end to end structure. However, the authors ignored the incompleteness of manual-annotated attributes and the reconfigure ability of mapping functions. This paper focuses on the local manifolds of classes as well as hierarchical semantic features through the cross-layer structures, and further alleviated the domain shift problem via the autoencoder framework.
III. CROSS-LAYER AUTOENCODER MODEL
is the label indicating a source class, and A source i is the corresponding Z -dimensional semantic representation vector of the i-th training sample. In the testing set with C classes, the mapping relationship between semantic vectors A target and labels Y target of target classes is already known by a pre-defined projection. Given a test sample X target k , k = 1, 2, . . . , K , the task of ZSL is to obtain the prediction Y target k ∈ ϒ target , through the mapping learned from the training sets between the visual space and the semantic sapce. In traditional ZSL, the source (training) classes and target (test) classes are disjoint, i.e. ϒ source ϒ target = ∅. However, in [2] , it was stated that demonstrating zero-shot performance on small-scale and coarse-grained datasets is not convincing. To generalize the restricted scenario of zero-shot evaluation and make the task more practical, the experimental analysis of GZSL problem is also presented in this paper, where the testing set contains both source and target classes.
B. CROSS-LAYER AUTOENCODER
The cross-layer structure illustrated in Fig.1 c) can be designed as a block form and be stacked in the popular encoder-decoder architecture. Through our validation experiments, however, too many layers are more likely to cause overfitting, this paper thus builds only one block to implement the cross-layer mapping. The framework of the proposed CLAE is shown in Fig.2 , where the block of feature extraction adopts a pre-trained CNN model to connect the input image X i with P-dimensional visual representation vector formulated as (X i ) ∈ R P×1 . The P-dimensional space works as a common space where both images and semantics are embedded. In the encoder, a cross-layer structure is designed to integrate linear and nonlinear mapping, while the decoder tries to retain reconstruction information as much as possible using an asymmetric structure.
Specifically, the encoder takes the Z -dimensional semantic vector A i as an input, and projects it onto the P-dimensional embedding space through the cross-layer structure, which contains two fully connected layers as well as a shortcut layer to capture hierarchical semantic information and supplement the original human-defined attributes. Thus, the output of the FIGURE 2. The CLAE framework. The encoder integrates linear and nonlinear mapping through the cross-layer structure and embeds semantic information into the visual space which is represented by the CNN-based feature extraction. The decoder is presented in the dotted line, and it works during training for the purpose of adjusting the weighting matrices W 1 , W 2 , and W 3 to make Semantic Embedding* more similar to the one in the encoder.
semantic mapping block is formulated as follows:
where W 1 ∈ R Z ×M and W 2 ∈ R M ×P are the weight matrices of the first and second fully connected layer respectively, W 3 ∈ R Z ×P is the weight matrix of the shortcut layer, and f (•) is the Rectified Linear Unit (ReLU) activation function. Note that Eq.(1) is a simply additive scheme in order to make it easier for decoders to distinguish the components of different paths, which is different from the channel merging technique used in the shortcut layer in ResNet [36] . During training, the CLNN is optimized by minimizing the mean square error (MSE) of the representations of visual features and semantics [16] . The loss function of the cross-layer as well as the encoder, is defined as follows:
where λ is a hyperparameter that guarantees the sparsity of weights.
The label of a given test image X target k can be predicted by finding the nearest projection of a class-related semantic vector in the embedding space:
where A target,c is the semantic vector of the c-th class and D(•) is the Euclidean distance function. According to Eq.(1), when the input of the transfer embedding layer in the decoder of CLAE is given by:
In the traditional SAE model [14] , the role of the decoder is to reconstruct the input data by projecting the encoded vector back onto the original feature space. As it was mentioned in [38] , the weight matrix W * of the decoder is always the transposition of matrix W of the encoder, that is: W * = W T . According to this conclusion, the last term on the right side of Eq.(4) is expected to be similar to A i . Therefore, when the output of the transfer embedding is designed as follows:
which should also be similar to f (f (A i W 1 )W 2 )W T 3 ). After the decoding procedure through W 3 W T 2 W T 1 , the final output of the decoder is as follows:
Obviously, O De (A i ) is the reconstruction of A i . So the loss function of the decoder is given by:
C. REGULARIZATION
As it mentioned in [15] , [31] , the class embeddings in visual space and semantic space have similar manifold structure. This conclusion is confirmed in Fig.3 , where the manifolds of five classes in AwA1 dataset are visualized in both spaces respectively. To preserve the local information of both source and target classes, a regularization term with the class similarity matrix S ∈ R (N +C)×(N +C) is formulated as follows: where W contains W 1 , W 2 , W 3 and S d,v is the cosine similarity between class d and class v in the semantic space. For simplification, Eq.(8) can be rewritten as follows [15] :
where L A is the Laplacian matrix, which is defined as L A = D − S, D is a diagonal matrix whose elements are D dd = v S d,v , and tr(•) means the trace of the matrix. In summary, the final loss function of the CLAE is as follows:
where α and β are the hyperparameters that balance the weights of Loss De and the regularization term respectively.
IV. EXPERIMENT A. DATASETS
AwA The AwA dataset [1] , [2] consists of images in 50 classes describing animals and their attributes, among which 40 classes are used for training, and the remaining 10 classes are regarded as target classes. The dataset provides 85-dimension continuous feature vectors to describe attributes (A). In addition, 1,000-dimension word vectors (W) TABLE 1. The accuracy (%) of the traditional ZSL on AwA and CUB datasets. F denotes the visual feature extraction methods. F G , F V , and N G stand for GoogLeNet [43] , VGG [45] and Inception-V2 [42] , [43] respectively. SS, A, and W represent semantic space, attribute and word vector respectively. preprocessed by natural language processing methods are also given as another kind of semantic information [13] . The AwA1 [1] and AwA2 [2] are two versions of AwA containing different classes of images.
CUB The CUB-200-2011 dataset [3] contains 11,788 images of 200 bird categories. Most of experiments took 150 specific classes and the remaining 50 ones as source and target classes respectively [39] . The CUB dataset provides 312-dimension continuous eigenvectors (A) to describe 10 characteristic properties of the birds.
SUN The SUN dataset [4] is a large-scale scene attribute dataset, which was built via crowdsourcing to annotate attributes of 14,340 images from 707 scene categories. The taxonomy of 102 discriminative attributes was constructed to describe materials, surface properties, lighting, affordances, and spatial layouts.
ILSVRC 2012/2010 The ILSVRC 2012/2010 is a largescale Imagenet dataset [40] . This paper used the same setting as [41] . The 1,000 classes of ILSVRC 2012 are used as seen classes, whereas 360 non-overlapping classes of ILSVRC 2010 are used for testing.
B. TRADITIONAL ZSL 1) MODEL SETTINGS
To compare CLAE with existing models, we adopted Inception-V2 [42] , [43] to extract deep features, which was pre-trained on ILSVRC 2012 1K. As a result, the visual embedding space was composed of 1,024-demension vectors. The fully connected layers in CLAE were initialized with random weights. The optimization method was Adam [44] and the minibatch size was set up to 64. The widths of the middle layer of the encoder-decoder structure in CLAE were 300 and 700 for AwA and CUB datasets respectively. The hyperparameter λ in Eq.(2) was fixed to 0.01. The number of iterations was 500. Besides, the other parameters in Eq.(10) were chosen through cross-validation on seen classes. The validation set was obtained by randomly extracting 25 percent from the seen classes and 30 random splits are tested.
2) RESULTS
The accuracy on AwA1 and CUB datasets of various ZSL models with different feature extraction methods as well as the proposed CLAE are listed in Table 1 . It can be seen that CLAE has superior performance on both datasets. This paper also tested CLAE on a more challenging dataset, ILSVRC 2012/2010, since the attribute vectors are fuzzy. Table 2 shows the results in terms of hit@1 and hit@5. The proposed CLAE also achieves the best performances.
The performances of different methods for different parameter settings on AwA1 dataset are presented in Fig.4 . It can be seen that both the autoencoder and cross-layer structure contribute to ZSL, and CLAE merges the advantages of these two structures thus making remarkable performances. Fig.4 also describes the performances of our proposed model at different hyperparameters. It can be observed that CLAE achieves best when α = 10 −10 and β = 10 −8 . Recall that α is a constraint factor to the decoder loss in semantic space, i.e., Loss De , and the magnitude of semantic features is much larger than that of visual features. In order to balance the loss levels in Eq.(10), the value of α is relatively small. Similarly, β is used to control the effect of the regularization term , the small value makes the optimization focus more on minimizing the losses in Eq.(10), i.e., Loss En and Loss De .
The absolute weights of different layers in CLAE for each attribute in AwA1 dataset are also shown in Fig.5 , where the solid line denotes the sum of the absolute weights of each attribute dimension of the two fully connected layers (FC-Layer), whereas the dotted line denotes the absolute weights of the shortcut layer (SC-Layer). Obviously, comparing with FC-Layer, the SC-Layer takes more emphasis on some particular attributes, which are likely to be more discriminative to distinguish between different target classes. Furthermore, the SC-Layer provides different perspectives to the FC-Layer and enriches the limited original attribute information.
In order to investigate whether CLAE can alleviate domain shift, this paper further considers two measurements: intraclass distance and inter-class distance, which can be calculated as follows:
where En * and * represent the results of dimensionality reduction through t-SNE [37] . N c means the sample size of the c-th class. X c i means the i-th sample of the c-th class and D(•) means the Euclidean distance. From these definitions, D c intra represents the mean value of distances between the cth class prototype En * (A c ) and all data points of that class in the embedding space, while D c inter describes the mean of distances between the c-th class prototype and all other class prototypes. The ZSL accuracy on the AwA1 dataset for different models and parameter settings. Median (blue) and Max (orange) stand for the median and maximum accuracy of the whole testset respectively when the model is stable. The solid histograms relate to different models, where the DEMAE represents the combination of the DEM [16] and autoencoder, and the CL is the model with only the cross-layer structure. The slash histograms describe the performances for different α at β = 0, while the spot histograms show the effects of diverse β at α = 10 −10 . Table 4 shows the results of DEM [16] and the proposed CLAE against the 10 test categories in AwA1. In most cases, CLAE obtains smaller intra-class distances and larger interclass distances, validating that CLAE provides stronger cohesion within same classes as well as larger dispersion between different classes. Thus, the proposed method is capable of simultaneously alleviating problem domain shift.
C. GENERALIZED ZSL
The traditional ZSL assumes that there is no intersection between target and source classes. However, when extracting deep features, large-scale datasets are usually utilized to train CNN, e.g. ImageNet, which is inescapable to contain target classes leading to unreasonable performances. For this reason, in [2] , the proposed splits (PS) were used instead of the basic splits (SS) to ensure that there are no test samples participating in training. In addition, to make a more practical validation, this paper also considers the generalized ZSL, where the test set contains the images of both source and target classes, i.e. ϒ target ⊃ ϒ source .
The accuracy of CLAE and the other previous models under the PS settings of ZSL and GZSL is given in Table 3 . To make a fair comparison, all of the feature extraction modules adopted ResNet [36] and each feature has 2,048 dimensions. It can be seen that CLAE is still the best on most datasets, especially regarding the H measures.Although some other algorithms, such as DAP and ConSE, achieves a marginally better results on seen classes (s) than our method, the accuracies on unseen classes (u) are extremely low.
In order to prove that the autoencoder structure can alleviate the domain shift problem, Table 5 shows GZSL results on the three datasets by removing the decoder model, and the values in brackets represent differences from CLAE. It can be seen that removing the decoder module from CLAE brings higher accuracies when recognizing seen classes, but the H values decrease. This is because the absence of reconstruction may guide the model pay more attention to the training classes thus leading to domain shift.
V. CONCLUSION
This paper proposes a novel model of zero-shot learning, called CLAE, which integrates the cross-layer structure with autoencoder to deal with the problems of domain shift. An objective function with regularization is elaborated to optimize CLAE. The experimental results on various benchmark datasets of both traditional and generalized ZSL verified that the proposed model is superior to many existing models. More detailed analysis of the relationships between the nodes in different layers and their corresponding semantic weights will be considered in our future work. MEIGUO GAO received the Ph.D. degree in signal and information processing from the School of Electronic Information Engineering, Beijing Institute of Technology, in 1993. He is currently a Professor with the School of Electrical and Information Engineering, Beijing Institute of Technology. His current research interests include signal and image processing, and theory and technology of target detection and recognition.
