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Abstract 
In the late 90s, Paul C. Kocher introduced the concept of differ-
ential attack focused on the power consumption of a cryptographic 
device. In this type of analysis the plain text sent to the device is 
known, and all possible hypotheses of a subset of the key, related to a 
specific point of the cryptographic algorithm, are tested. If the key 
value at that point depends only on 1 byte, it is possible to predict 
the input current based on a theoretical model of power consump-
tion. Thus, using statistic procedures, it is easy to compare the con-
sumption measured during the processing of each plain text and the 
intermediate values related to all the hypothesis of the key. The one 
with the highest level of similarity will correspond to the actual key. 
So far the countermeasures proposed to prevent the success of 
the attack can be classified into two groups: Masking and Hiding. 
Masking tries to decouple the processed data and the power con-
sumption by adding a random mask which is unknown by the at-
tacker. Therefore, it is impossible to make a hypothesis that allows 
the theoretical and the real power consumption of the device to be 
related. Although is a valid method, the key could be revealed by 
performing a second-order attack that analyzes several points of the 
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current trace. Hiding aims at making constant the consumption of a 
device in each clock cycle and independent of the processed data. In 
order to achieve this objective, the data is processed in double line, in 
such a way that the datum and its complementary are processed to-
gether, so that the same number of transitions always occurs on 
every clock cycle. The weakness of such a method lies on the impos-
sibility of building identical CMOS cells, which causes a minimum 
difference of consumption between the two lines that can be used 
successfully to discover the key. 
 This thesis proposes a countermeasure based on a differentiated 
protection strategy with respect to the proposals made in other spe-
cific studies. It is intended to modify the algorithm in order to force a 
very high correlation with a different hypothesis to the one of the 
true key (Faking). Thus, the actual key is hidden behind the strong 
correlation, which is impossible to differentiate from the rest of false 
assumptions and remains protected.  
To verify its performance a trial bank has been designed to 
launch consumption analysis attacks. We have implemented the algo-
rithm AES due to its simplicity and strength. Two types of attacks 
have been carried out. In the first one, the analysis was performed 
using both the correlation and the mean difference analysis without 
including any countermeasure. In the second attack, the proposed 
countermeasure has been added and the attack was repeated to check 
its effectiveness. 
 We have evaluated three different situations. First of all, the al-
gorithm and the countermeasure are solved by software on a 32-bit 
processor. Secondly, the algorithm is executed in software and the 
implementation of the countermeasure has been performed with a 
specific hardware coprocessor. Finally, a full hardware implementa-
tion including both the algorithm and the countermeasure has been 
chosen. All of them have been implemented on a Virtex 5 FPGA Xil-
inx. 
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Several conclusions are obtained from the comparison between 
each of the AES implementations without countermeasures and their 
respective solution with the added countermeasure. The obtained 
results are also compared to other which uses "masking" and "hiding" 
techniques. 
 The results demonstrate that the proposal is valid. In all three 
cases, the protected system behaves like the unprotected system but 
returning the false key after the attacks. It should be noted that the 
amount of resources needed to carry out the "Faking" is less than the 
"Masking" or "Hiding" and the time needed to process the plain text 
is not particularly affected. 
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Resumen 
A finales de los 90 Paul C. Kocher introdujo por primera vez el 
concepto de ataque diferencial sobre el consumo de corriente de un 
dispositivo criptográfico. En este tipo de análisis se conoce el texto 
plano que se envía al dispositivo y se plantean todas las posibles 
hipótesis de la clave para un punto concreto del algoritmo. Si el valor 
en dicho punto depende únicamente de 1 byte de la clave, es posible 
calcular todos los valores que se producirán. Finalmente, se compara, 
por métodos estadísticos, el consumo medido durante el procesado de 
cada texto plano y los valores intermedios relacionados con todas las 
hipótesis de la clave. Aquella que mayor nivel de similitud tenga co-
rresponderá con la clave real. 
Las contramedidas propuestas hasta la fecha, para evitar el éxito 
del ataque, pueden separarse en dos grupos: enmascaramiento (Mas-
king) y ocultación (Hiding). El enmascaramiento trata de desvincular 
el dato procesado del consumo eléctrico mediante la adición de una 
máscara aleatoria y desconocida por el atacante. En consecuencia, 
resulta imposible realizar una hipótesis que permita relacionar el con-
sumo teórico y real del dispositivo. Si bien este es un método inicial-
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mente válido, puede descubrirse la clave realizando un ataque de se-
gundo orden que analiza varios puntos de la traza. La ocultación per-
sigue que el consumo de un dispositivo sea el mismo en cada ciclo de 
reloj e independiente del dato procesado. Para ello, se procesa el dato 
en doble línea, por un lado el dato propiamente dicho y por el otro su 
complementario, de forma que siempre se produzcan la misma canti-
dad de transiciones en cada ciclo de reloj. La debilidad de este méto-
do radica en la práctica imposibilidad de construir celdas CMOS 
idénticas, lo que provoca una diferencia mínima de consumo entre las 
dos líneas que puede usarse con éxito para descubrir la clave. 
En esta tesis se propone una contramedida basada en una estra-
tegia de protección claramente diferenciada con respecto a las pro-
puestas realizadas en la bibliografía específica. Se pretende modificar 
el algoritmo con el objetivo de forzar una correlación muy alta en una 
hipótesis diferente a la de la clave (Faking). De este modo, la clave 
real se oculta tras la fuerte correlación aparecida y resulta imposible 
diferenciarla del resto de hipótesis falsas.  
Para verificar su funcionamiento se ha diseñado un banco de 
pruebas para realizar ataques por análisis de consumo. Se ha imple-
mentado el algoritmo AES debido a su simplicidad y robustez. Se han 
realizado dos tipos de ataques: en el primero se han practicado análi-
sis de correlación y diferencia de medias sin contramedida alguna; en 
el segundo, se ha añadido la contramedida propuesta y se han repeti-
do los ataques para comprobar su eficacia. 
Se han evaluado tres escenarios diferentes. Primeramente el algo-
ritmo y la contramedida se resuelven mediante software en un proce-
sador de 32 bits. En segundo lugar, el algoritmo se resuelve mediante 
software y la implementación de la contramedida se ha realizado en 
un coprocesador hardware específico. Finalmente, se ha elegido una 
implementación totalmente hardware para resolver tanto el algoritmo 
como la contramedida. Todos ellos se han implementado sobre una 
FPGA Virtex 5 de Xilinx. 
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Las conclusiones se obtienen de la comparación entre cada una de 
las implementaciones del AES sin contramedidas y su respectiva so-
lución con la contramedida añadida. También se comparan los resul-
tados obtenidos con otros que utilizan las técnicas “Masking” y 
“Hiding” 
Los resultados demuestran que la propuesta es válida. En los tres 
casos el sistema protegido se comporta igual que el sistema sin prote-
ger, pero retornando la clave falsa ante los ataques realizados. Se ha 
de destacar que, la cantidad de recursos necesarios para llevar a cabo 
el “Faking” es menor que con el “Masking” o el “Hiding” y el tiempo 
necesario para procesar el texto plano no se ve particularmente afec-
tado por su inclusión. 
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1. Introducción 
El origen de la Historia se establece con la aparición de la escritura 
(Sumer 3000 AC). El hombre empezó a poner por escrito aquellas ideas o 
pensamientos que consideraba que no debieran perderse en el olvido; este 
hecho es descrito por James H. Breasted1 como el inicio de la civilización.  
El uso de la escritura permitió, no sólo el registro de hechos históricos, 
sino la comunicación entre personas mediante el uso de misivas que se ha-
cían llegar de un punto a otro por diversos medios. Está claro que, al 
plasmar un mensaje en un soporte físico, para ser transmitido, cualquier 
persona que tenga acceso a él es capaz de conocer su contenido. Por tanto, 
la protección de la información queda supeditada a la fiabilidad del canal 
de comunicación utilizado.  
La necesidad de proteger las comunicaciones, especialmente en el 
ámbito político-militar, y desvincular su seguridad del canal de comunica-
ción hace aparecer el concepto de criptografía2. Si no es posible evitar que 
un mensaje caiga en manos enemigas hay que evitar que éstos sean capaces 
                                     
1Arqueólogo, egiptólogo e historiador estadounidense. Rockford, Illinois, 27 de agosto 
de 1865 - Nueva York, 2 de diciembre de 1935 
2Arte de escribir con clave secreta o de un modo enigmático (RAE). Del griego “krip-
tos” oculto, y “graphos” escritura.  
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de acceder a su contenido. La primera forma de codificación de mensajes 
de la que se tiene constancia es la “Escítala”, que fue utilizada por los éfo-
ros espartanos para enviar mensajes secretos. Para la codificación se enro-
llaba un papiro o una cinta de cuero sobre un cilindro de madera y se es-
cribía el mensaje. El destinatario que recibía la cinta de cuero únicamente 
debía conocer el diámetro del cilindro original para recuperar la informa-
ción. 
Desde entonces hasta la actualidad, la complejidad de los métodos 
criptográficos  ha ido en aumento. Una serie de sistemas mecánicos, elec-
tro-mecánicos, así como modernos métodos informáticos se han diseñado 
para aumentar la protección de los mensajes cifrados. El uso de claves ca-
da vez más largas y de algoritmos cada vez más complejos [Sta'2005] han 
dado como resultado comunicaciones más fiables. 
Llegados a este punto hay que destacar que, paralelamente al hecho de 
que alguien pretenda ocultar una información, aparece quien pretende ac-
ceder a ella de forma fraudulenta. Las largas claves criptográficas utiliza-
das hoy en día (de 128 bits en adelante) dificultan notablemente, o incluso 
impiden, la obtención de la clave por simple fuerza bruta. Por esta razón, 
el atacante, en lugar de probar todos los posibles valores de la clave, ha de 
analizar el sistema y utilizar todas las fuentes de información que éste le 
aporte. Aparece el concepto de criptoanálisis3. 
La idea del criptoanálisis no es nueva. En el siglo IX, el matemático 
árabe Abū Yūsuf Ya’qūb ibn Isḥāq al-Kindī4 ya describió un método para 
obtener claves criptográficas [San'2012]. Los métodos matemáticos tratan 
de analizar el criptograma5 y hacer hipótesis en función de algunos datos 
estadísticos relacionados con el idioma en que se redactó el mensaje. Por 
ejemplo, una simple codificación por sustitución de caracteres de un texto 
en castellano puede iniciarse su descifrado sabiendo que las letras más co-
munes son la ‘E’ (14%) y la ‘A’ (12.2%)6 o que existen las letras dobles 
                                     
3 Arte de descifrar criptogramas. (RAE) 
4 Sabio árabe que estudió matemáticas y lógica entre otras muchas ciencias y artes. 
(Kufa, actual Irak, 801 - Bagdad, 873) 
5  Documento cifrado. (RAE) 
6 En el texto de “Don Quijote de la Mancha”. 
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(“rr” “ll”). Buscando estas relaciones en el texto encriptado y tratando de 
completar palabras puede llegarse a su descifrado. 
Ya en la era moderna, el criptoanálisis vive su momento álgido cuando 
un equipo de matemáticos y científicos del ejército aliado, entre los que se 
encontraba Alan Turing7, lograron descifrar el funcionamiento de la má-
quina “Enigma” que el ejército alemán usaba para codificar sus comunica-
ciones. Basándose en la información obtenida por matemáticos polacos, 
Turing ideó, junto a Gordon Welchman8, la máquina que denominaron 
“The Bombe” y que permitía discriminar si la clave utilizada en el desci-
frado era correcta o no. Según algunos historiadores, el trabajo de cripto-
análisis realizado por este equipo supuso adelantar en dos años el fin de la 
segunda guerra mundial. Los trabajos se mantuvieron en secreto hasta 
l970. 
1.1. Criptografía moderna 
Según [Gra'2006] la aparición del algoritmo DES9 [NIST'1977] es uno 
de los puntos que marca la aparición de la criptografía moderna. Por otro 
lado, [Dif'1976] mostraba los caminos que podía tomar la criptografía de-
bidas a la aparición de los métodos electrónicos de proceso frente a los 
métodos mecánicos.  
En la criptografía moderna se pueden distinguir dos métodos diferen-
ciados con los que proceder al cifrado de la información: 
a) Sistemas simétricos. Son aquellos en los que la información se 
codifica y se decodifica utilizando la misma clave. El emisor de la 
información deberá hacer llegar la clave al receptor por medio de 
algún canal seguro. Por tanto, un emisor deberá tener una clave 
privada por cada posible interlocutor y la seguridad de las comuni-
                                     
7 Matemático, lógico, científico de la computación y criptógrafo inglés. Fue el prime-
ro en proponer la idea de una máquina programable (Paddington, Londres, 23 de junio de 
1912 - Wilmslow, Cheshire, 7 de junio de 1954) 
8 Matemático y profesor universitario ingles. (June 15, 1906, Bristol, England – Oc-
tober 8, 1985, Newburyport, Massachusetts, USA) 
9 De las siglas en inglés “Data Encryption Standard”. 
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caciones dependerá de la seguridad del canal de transmisión de la 
clave. 
b) Sistemas asimétricos. En este caso se utiliza una clave para la 
codificación y otra clave para la decodificación de la información. 
Es decir, un usuario dispone de una clave pública conocida por to-
dos los usuarios del sistema, de modo que cualquier mensaje dirigi-
do a él debe ser codificado con su clave pública. En cambio, el des-
cifrado del mensaje únicamente puede hacerse con la clave privada 
y que sólo el usuario conoce. Al no existir la necesidad de enviar la 
clave privada a través de ningún canal de comunicación, la seguri-
dad de la comunicación no se ve comprometida. 
Al mismo tiempo los sistemas simétricos se pueden dividir en: 
a) Sistemas de cifrado por bloques, aquellos en los que cada ope-
ración de cifrado se realiza sobre un bloque de información, gene-
ralmente mediante algoritmos iterativos que realizan su función en 
base a la repetición de operaciones básicas.  
b) Sistemas de cifrado en flujo, a partir de una clave inicial y un 
proceso determinista de expansión, se obtienen sucesivas claves di-
ferentes para los sucesivos textos planos. La información se codifica 
a nivel de bit mediante una operación lógica o una sustitución en la 
que intervienen el texto plano y la clave. 
El algoritmo AES10 [NIST'2001] es el estándar más conocido de algo-
ritmo de clave privada y de encriptación por bloques. La norma establece 
que este algoritmo trabaja con bloques de información de 128 bits y con 
longitudes de clave de 128, 192 o 256 bits, en función del nivel de seguri-
dad que se pretenda obtener. En esta tesis doctoral la investigación se cen-
tra en la versión de 128 bits del algoritmo AES. 
1.2. Criptoprocesadores. 
Los criptoprocesadores son sistemas electrónicos digitales que tienen 
por misión aplicar algoritmos matemáticos a cadenas de información para 
                                     
10 De las siglas en inglés “Advanced Encryption Standard” 
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ocultar o revelar su contenido. Estos dispositivos pueden estar construidos 
en base a microprocesadores que ejecutan un programa, integrados reconfi-
gurables tipo FPGA11 cuya funcionalidad se describe mediante algún len-
guaje HDL12, o integrados ASIC13 diseñados específicamente para la reali-
zación de tareas criptográficas. Las necesidades de cada aplicación práctica 
determinará la tecnología apropiada para realizar la implementación del 
sistema. 
Actualmente los criptoprocesadores se encuentran embebidos en siste-
mas a diferentes escalas. Se encuentran en pequeñas tarjetas inteligentes14, 
en las que un microprocesador (de 8, 16 o 32 bits) ejecuta algoritmos para 
proteger la información que se transmite hacia o desde el lector correspon-
diente. En la misma línea, las tarjetas criptográficas incorporan, a parte 
del microprocesador, hardware específico para realizar las tareas de codifi-
cado o decodificado de la información. En el otro extremo, existen las tar-
jetas criptográficas para ordenadores corporativos que incorporan memoria, 
procesador, coprocesadores criptográficos y sistema operativo propio, tie-
nen por misión proteger las comunicaciones y la información del equipo en 
el que está instalada. 
1.3. Criptoanálisis. 
La aparición de los criptoprocesadores permite procesar grandes canti-
dades de información y, a su vez, codificarla con extensas claves. El uso de 
dispositivos, con cada vez más potencia de cálculo, facilita esta tarea redu-
ciendo el tiempo necesario para realizarla. En estas condiciones, el cripto-
análisis basado únicamente en el análisis matemático de los criptogramas 
encuentra numerosas dificultades para desvelar las claves. Por consiguien-
te, un atacante necesita información suplementaria que le ayude en su 
propósito.  
A finales del siglo XX se introdujo el concepto de “Ataque por Canal 
Lateral”. En este caso, a parte del texto plano o criptograma, el atacante 
                                     
11 De las siglas en inglés “Field Programmable Gate Array” 
12 De las siglas en inglés “Hardware Description Language” 
13 De las siglas en inglés “Application-Specific Integrated Circuit” 
14 También denominadas “Smart Cards” 
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utiliza información recogida de parámetros físicos relacionados con el fun-
cionamiento del dispositivo criptográfico. Entre otras magnitudes puede 
extraerse información del consumo eléctrico, la radiación electromagnética, 
el ruido, la temperatura, el tiempo de procesado, etc.  
Un ataque por canal lateral implica: tener acceso al dispositivo atacado 
y tener acceso al bus de comunicación para poder enviar datos al cripto-
procesador; disponer de una sonda de medida adecuada a la magnitud que 
pretende monitorizarse; y contar con un sistema de captura y almacena-
miento de los valores medidos. El proceso se completa mediante el análisis 
de los valores medidos relacionándolos con los datos enviados.  
1.4. Objetivos de la tesis 
En esta introducción el criptoanálisis se ha definido como el arte de 
descifrar criptogramas. Parece obvio que tratar de descifrar una clave cuyo 
creador no quiere que sea descifrada resulte una actividad ilícita, si no ile-
gal. Por el contrario, el criptoanálisis puede ser utilizado para valorar la 
seguridad de los sistemas, localizar sus puntos débiles y emprender aquellas 
modificaciones dirigidas a eliminarlos. Las acciones dirigidas a eliminar los 
puntos débiles se conocen bajo en nombre de “Contramedidas”. 
El objetivo principal de esta tesis es proponer una contramedida en la 
que, si un atacante intenta descubrir una clave mediante un análisis por 
canal lateral, el proceso que realiza lo conduzca a una resultado distinto al 
de la clave real. La técnica propuesta para proteger el sistema mediante la 
obtención de una clave falsa se ha denominado “Faking15” 
Los objetivos específicos de la tesis son: 
a) Enunciar los fundamentos matemáticos y estadísticos en los que 
se basa la contramedida propuesta. 
b) Implementar el algoritmo AES [NIST’2001] sin contramedidas 
para ser utilizado como referencia de comparación. Se implemen-
tará un sistema totalmente software, en el que todo el proceso se 
                                     
15 Siguiendo la nomenclatura utilizada en la literatura, de “Mask” se deriva “Mas-
king”, de “Hide”  “Hiding” y de “Fake” “Faking”. 
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resuelve en un microprocesador. Por otro lado, se implementará un 
sistema totalmente hardware en el que la contramedida se resuelve 
mediante un circuito digital descrito para FPGA. 
c) Desarrollar un banco de trabajo que permita obtener las claves 
del sistema criptográfico mediante análisis por canal lateral. El sis-
tema será determinante a la hora de extraer las conclusiones del 
trabajo, pues permitirá saber si la contramedida propuesta cumple 
su propósito. 
d) Aplicar la contramedida a los sistemas de referencia para verifi-
car su funcionamiento y la forma en que afecta a las prestaciones 
y/o a los recursos necesarios. 
e) Comparar los resultados obtenidos con otras contramedidas pro-
puestas hasta la fecha por la comunidad científica. 
1.5. Estructura de la tesis 
Esta tesis se ha estructurado en 5 capítulos según la siguiente descrip-
ción: 
Capítulo 2- Estado del arte de los SCA: Se describe lo que son 
los análisis por canal lateral basados en el análisis de consumo, los 
tipos más comunes y los modelos que suelen utilizarse. También se 
exponen las tendencias generales que se usan para la protección de 
los dispositivos ante este tipo de ataques. 
Capítulo 3-Contramedida basada en “faking”: En esta parte se 
exponen las vulnerabilidades más explotadas del algoritmo AES pa-
ra la realización de ataques por canal lateral. Se enuncian los fun-
damentos de la contramedida. Se determinan las características 
fundamentales que debe tener cada una de las implementaciones 
sobre las que se va a verificar el trabajo. 
Capítulo 4-Sistema de desarrollo, medidas y procesado: Se rea-
liza una descripción detallada de la plataforma de trabajo sobre la 
que se implementarán cada uno de los sistemas. Se detallan las ca-
racterísticas de cada uno de los elementos que conforman el banco 
de pruebas. Se detalla la forma en que se realizará la toma de datos 
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y posterior procesado de los mismos y se determina la forma en que 
se presentarán los resultados.  
Capítulo 5-Resultados experimentales: Se muestra la implemen-
tación de los sistemas de referencia software y hardware, así como 
el resultado de realizar ataques por análisis de consumo en diversos 
puntos del algoritmo. Se detalla la forma en que se implementa la 
contramedida en los sistemas software, software/hardware y total-
mente hardware, se realizan los mismos ataques que a los sistemas 
de referencia. Finalmente se comparan los resultados obtenidos con 
otras contramedidas basadas en las técnicas hasta ahora publica-
das. 
Capítulo 6-Conclusiones y futuras líneas de trabajo: En el 
capítulo final,  se muestran las conclusiones de este trabajo y se 
proponen futuras líneas de investigación sobre la implementación 
de la contramedida presentada en esta tesis. 
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2. Estado del arte de los SCA 
2.1. Introducción 
Fue en 1999 cuando Kocher y otros autores [Koc’1999] revelaron que 
uno de los puntos débiles de los algoritmos criptográficos aparece por el 
simple hecho de ejecutarse sobre dispositivos físicos.  El funcionamiento de 
dichos dispositivos provoca variaciones en algunas magnitudes físicas, que 
son mesurables externamente, tales como el consumo de corriente o las 
emisiones de radiaciones electromagnéticas [Mar'2013]. La observación de 
estas magnitudes puede conducir a descubrir la clave criptográfica, dado 
que su variación está directamente relacionada con el dato que en cada 
instante procesa el sistema. Estos intentos de obtención fraudulenta de 
claves criptográficas  se denominaron ataques por canal lateral o SCA16. 
Esta nueva realidad provocó que investigadores de diversos campos 
científicos dedicaran sus esfuerzos a descubrir las vulnerabilidades relacio-
nadas con el dispositivo físico y a tratar de eliminarlas con el objeto de 
crear sistemas más robustos en cuanto a la protección de los datos encrip-
tados se refiere. 
                                     
16 De las siglas en inglés “Side Channel Attack” 
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En este capítulo se hace una introducción a los ataques por canal late-
ral basados en el consumo eléctrico del dispositivo. Posteriormente se des-
cribe los ataques por análisis de correlación estadística y por diferencia de 
medias, y se detallan las contramedidas desarrolladas para evitarlos. 
2.2. Ataques por canal lateral 
En principio podría pensarse en la posibilidad de atacar un dispositivo 
criptográfico por fuerza bruta, es decir, intentando todas las claves posibles 
hasta dar con la correcta. El aumento de la potencia de cálculo de los sis-
temas informáticos ha provocado que algoritmos de encriptado con claves 
cortas puedan ser atacados en un corto periodo de tiempo y a un coste 
económico realmente bajo. Como ejemplo el algoritmo DES [NIST’1977] 
con clave de 56 bits puede ser descifrado en media hora utilizando una 
FPGA de bajo coste [Qui’2005]. Esta es la razón por la que el NIST17 dejó 
de considerarlo seguro. 
Para evitar un ataque por fuerza bruta es necesario aumentar el núme-
ro de bits de la clave; con cada bit añadido se dobla el número de claves 
disponibles y se divide a la mitad la probabilidad de encontrarla. 
En 2001 se publicó el algoritmo AES con longitudes de clave de 128, 
192 y 256 bits según la versión que se implemente [NIST’2001]. El ataque 
por fuerza bruta aplicado a este algoritmo se considera inviable, dado que 
el tiempo necesario para obtener la clave, si la longitud es de 128 bits, se 
estima en 216 años utilizando el dispositivo antes citado. 
Ahora bien, si consideramos que el algoritmo debe ser implementado 
en algún sistema informático, podemos tratar de encontrar vulnerabilida-
des físicas no relacionadas con la propia concepción del algoritmo. Por con-
tra el atacante debe conocer datos característicos del dispositivo tales como 
el tipo de implementación (software/hardware), el algoritmo utilizado, la 
velocidad del reloj del sistema o los buses de comunicación utilizados 
(RS232, USB, I2C,…); también ha de tener acceso físico al dispositivo para 
poder monitorizar parámetros físicos como por ejemplo la corriente consu-
                                     
17 Actualmente “National Institute of Standards and Technology”, anteriormente 
NBS “National Bureau of Standards”. 
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mida, la radiación electromagnética emitida o los tiempos de ejecución del 
algoritmo [Koe’2005].  
Los ataques físicos pueden clasificarse en dos grupos [Man’2007]: 
a) Invasivo – Semi invasivo – No invasivo: El invasivo requiere 
el des-encapsulado del circuito integrado para acceder a los compo-
nentes internos mediante estaciones de medida o prueba, con la in-
tención de conocer el estado de algunas señales, buses o registros 
internos. En el caso del semi invasivo, se retira la capsula del cir-
cuito integrado pero no se establece contacto eléctrico con el inter-
ior para conocer los datos necesarios [Sam’2002]. El no invasivo ex-
plota la información externamente disponible sin alterar el disposi-
tivo en lo más mínimo. 
b) Activo – Pasivo: El activo trata de inducir externamente un 
error en el dispositivo a través de sus entradas o del entorno para 
estudiar la reacción del mismo. El pasivo observa el funcionamiento 
dentro de sus especificaciones técnicas sin tratar de alterarlo. 
El ataque por canal lateral se trata de un ataque pasivo, no invasivo, 
que no deja evidencia alguna de que el sistema haya sido atacado. Este 
tipo de ataques pueden dividirse en tres grupos en función de la informa-
ción que explotan: 
a) Ataques por análisis del tiempo: en los que la información que 
se explota está relacionada con el tiempo de ejecución de las dife-
rentes partes del algoritmo [Koc'1996]. 
b) Ataques por análisis de la radiación electromagnética: en 
los que se analizan las perturbaciones que, en el espectro electro-
magnético próximo al sistema, provoca el funcionamiento del dispo-
sitivo [Mar'2013]. 
c) Ataques por análisis del consumo: se analiza el consumo eléc-
trico del dispositivo [Lum'2013].  
El estudio realizado en esta tesis doctoral se basa en los ataques por 
análisis de consumo. 
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2.3. Ataques por análisis de consumo. 
A juzgar por la cantidad de referencias bibliográficas se infiere que el 
análisis por consumo de corriente es el más popular dentro de la comuni-
dad científica. A ello ha contribuido el hecho de que la corriente consumi-
da por un circuito integrado sea una magnitud fácil de observar y a un 
coste económico bajo [Song’2008] [Jev’2011]. 
Los procesadores criptográficos consumen energía durante su funcio-
namiento y esta energía depende del dato que se está procesando en cada 
momento. En la Figura 2.1 puede apreciarse la diferencia de consumo que 
se produce en un dispositivo PIC de 8 bits cuando se mueve un dato desde 
un registro a la memoria. Si el dato movido corresponde al valor hexade-
cimal “FF” (línea de trazos) el consumo es mayor que si el dato movido 
corresponde al valor hexadecimal “00” (línea continua) [Lum’2013].  
 
 Figura 2.1: Comparación del consumo en un dispositivo PIC de 8 bits en función del dato 
procesado. 
El análisis de consumo persigue descubrir la relación del par (energía, 
dato) con el objetivo de descubrir el segundo de ellos observando el prime-
ro. Para esto es necesario conocer un modelo de consumo de forma que 
estudiando y comparando los pares (energía, modelo) y (energía, dato) 
podamos llegar a deducir el dato procesado. 
Cada dispositivo dispone de un modelo de consumo diferente y carac-
terístico que depende de su estructura interna [Deg’2005] [Hok’2008] 
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[Dar’2014]. La elección del modelo adecuado es determinante a la hora de 
establecer la comparación entre éste y el consumo real del dispositivo. 
El atacante suele desconocer la estructura interna del dispositivo, por 
tanto el modelo de comparación no puede ser ajustado con precisión. Ante 
este escenario se opta por el uso de modelos aproximados que en múltiples 
publicaciones muestran su validez [Pee’2007] [Cor’2000] [Man’2007]. Estos 
modelos son: 
a) Peso de Hamming18 (HW19): corresponde con el número de bits 
de un registro que están en valor lógico alto. 
b) Distancia de Hamming (HD20): corresponde con el número de 
bits que cambian entre el estado actual y anterior de un registro.  
La mayoría de los dispositivos integrados que se usan en la actualidad 
están creados a partir de puertas lógicas que tienen como base celdas 
CMOS, por tanto es necesario estudiar el consumo en estas celdas para 
poder caracterizarlo. 
2.3.1. El consumo en dispositivos CMOS 
El consumo total de un dispositivo CMOS es la suma del consumo de 
todas sus celdas lógicas. Así pues, el consumo depende de la cantidad de 
celdas lógicas y de las conexiones entre ellas [Man’2007]. 
Los elementos a considerar a la hora de modelar el consumo son dos: 
en primer lugar la celda CMOS es alimentada por una corriente continua 
VDD proveniente de una fuente de alimentación externa; y en segundo lugar 
se modela, mediante la inclusión de un condensador virtual, las capacida-
des parásitas debidas a la conexión entre una celda CMOS y la siguiente. 
A su vez la celda es controlada por una señal de entrada que provoca tran-
siciones en la salida (Figura 2.2). 
                                     
18 Richard Wesley Hamming (1915–1998) matemático estadounidense que trabajó en 
temas relacionados con la informática y las telecomunicaciones. 
19 De las siglas en inglés “Hamming Weight”. 
20 De las siglas en inglés “Hamming Distance”. 
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Figura 2.2: Celda CMOS básica 
Según este modelo el consumo puede divirse en una parte estática y 
otra parte dinámica. La parte estática es debida a la corriente de fuga de 
los transistores (valores típicos del orden de 1 pA). La parte dinámica tie-
ne su origen en la conmutación de la salida de las celdas CMOS y está 
formada por dos componentes: 
a) La carga o descarga de las capacidades parásitas en las líneas de 
conexión entre una celda y la siguiente. Estas capacidades se car-
gan desde la fuente cuando la transición es ascendente (L-H) y se 
descargan a masa cuando la transición es descendente (H-L) 
(Figura 2.3).  
 
Figura 2.3: Corrientes en las celdas CMOS:   a) Transición L-H   b) Transición H-L 
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b) Las corrientes de cortocircuito que se producen en la transición de-
bido a que el tiempo de conmutación de los transistores no es cero 
y durante un tiempo mínimo ambos están conduciendo. 
La Tabla 2.1 muestra las componentes del consumo, medido desde la 
fuente de alimentación externa, en función de la transición que se produz-
ca. 
Transición a la salida Tipo de consumo 
L→L Estático 
L→H 
Estático + carga del condensador 
+ cortocircuito 
H→L Estático + cortocircuito 
H→H Estático 
Tabla 2.1: Composición del consumo de corriente en las diferentes transiciones. 
Como puede apreciarse, el consumo en una transición ascendente 
(L→H) es superior al consumo de una transición descendente (H→L). Es 
posible deducir que, el consumo transitorio de un grupo de celdas lógicas 
dependerá del dato que en cada momento se esté procesando. Para un chip 
genérico [Cor’2000] propone que: 
PTOT  ൌ PEST ൅ PCC ൅ PCL 
 
ாܲௌ் ൏ 0.05 ൉ ்ܲை்;     ஼ܲ஼ ؆ 0.15 ൉ ்ܲை்; ஼ܲ௅ ൐ 0.80 ൉ ்ܲை் 
(2.1) 
PTOT:  Consumo total. 
PEST:  Consumo estático. 
PCC:  Consumo debido al cortocircuito. 
PCL:  Consumo debido a la carga del condensador. 
Ante esta realidad se puede concluir que el consumo estático es insigni-
ficante comparado con el consumo dinámico y que será este último el que 
caracterizará el consumo total del dispositivo.  
El efecto se hace más presente cuando la salida de la celda ataca a un 
bus local del procesador. Los buses suelen ser largas líneas de distribución 
de datos con múltiples dispositivos de entrada y salida, comunicaciones, 
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contadores, temporizadores o memorias conectadas a ellos. El gran tamaño 
de éstos, comparados con el resto de componentes del sistema, provoca que 
la capacidad parásita presente en la salida sea mayor y el efecto que esta 
provoca sobre el consumo gane importancia. 
A título de ejemplo se adjunta la estructura interna de un micro con-
trolador PIC de Microchip21, en donde puede apreciarse como el bus de 
datos distribuye información a múltiples dispositivos (Figura 2.4). Cual-
quier transición que se produzca en los datos del bus reflejará un impor-
tante transitorio en el consumo del procesador.  
 
Figura 2.4: Estructura interna de un procesador PIC de Microchip. 
2.3.2. Altura o peso de Hamming (HW) 
Como se ha introducido anteriormente, la altura de Haming corres-
ponde con la cantidad de bits en estado lógico alto que se almacena en un 
conjunto de celdas CMOS. Este modelo representa una aproximación res-
pecto del funcionamiento real, pues presupone que las transiciones L→H y 
                                     
21 Microchip Technology Inc. - http://www.microchip.com/ 
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H→H concentran todo el consumo de la celda lógica y no se toman en con-
sideración las transiciones restantes, L→L y H→L. Esta aproximación su-
pone que no hay dependencia entre el valor que almacena un conjunto de 
celdas lógicas y el valor que anteriormente almacenaba, y se fundamenta 
en el hecho aproximado de que un valor con un alto HW tendrá una huella 
de consumo diferente a un valor con un nivel HW (Véase Figura 2.1).  
La aproximación planteada en este modelo, aun siendo una aproxima-
ción muy lejana de la realidad, ha sido utilizada con éxito para realizar 
ataques por canal lateral [Ren’2009]  [Yua’2010] [Hiu’2011]. El modelo ha 
dado buenos resultados en aquellos dispositivos que efectúan una precarga 
lógica fija antes de la cargar del valor definitivo, o aquellos que disponen 
de un bus local, compartido por diversos dispositivos. Este comportamien-
to puede asemejarse a una precarga lógica a valor lógico bajo [Lum’2013] 
[XIL’2001]. 
2.3.3. Distancia de Hamming (HD) 
En este caso la aproximación efectuada es considerar que las transicio-
nes L→H y H→L provocan el mismo consumo y se obvian las transiciones 
L→L y H→H, que por otro lado únicamente afectan al consumo estático 
(véase Tabla 2.1). En este modelo es necesario conocer el valor actual y el 
valor anterior almacenado en un conjunto de celdas CMOS para calcular la 
cantidad de transiciones, tanto ascendentes como descendentes, que se han 
producido y poder estimar el consumo producido [Bri’2004] [Mey’2010].  
Este modelo es apropiado para realizar ataques en implementaciones 
hardware [Man’2007] sobre dispositivos ASIC o FPGA en los que se conoz-
can los valores consecutivos que se almacenan en los registros. 
Una versión más aproximada de la distancia de Hamming se puede ob-
tener si el atacante dispone de información suficiente para diferenciar el 
consumo de las transiciones L→H del de las transiciones H→L. Es posible 
de este modo crear un modelo específico para una determinada implemen-
tación [Pee’2007] [Li’2010]. 
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2.4. Análisis simple del consumo (SPA22) 
El análisis simple del consumo es una técnica en la que se debe inter-
pretar las trazas de consumo de un dispositivo mientras efectúa operacio-
nes criptográficas [Koc’1999]. Según [Man’2007] es posible conseguir la cla-
ve mediante la obtención de pocas trazas de corriente, incluso en un caso 
extremo, se puede obtener con una única traza siempre y cuando la clave 
tenga un impacto significativo en el consumo de energía y la cantidad de 
ruido electrónico sea pequeña [Man’2003]. 
En un primer análisis de la traza puede observarse la diferencia de 
consumo si el procesador ejecuta una parte del programa con poca carga 
computacional, como por ejemplo las comunicaciones RS232, o bien si rea-
liza un proceso de gran carga computacional, como es el proceso de encrip-
tado (Figura 2.5). Pero para poder extraer información relevante el ata-
cante debe conocer muy detalladamente características del sistema tales 
como: 
a) Implementación del sistema (software/hardware): si se trata de  
una implementación software, deben conocerse las instrucciones a 
nivel de máquina que se ejecutan en cada instante y el número de 
ciclos que cada una de ellas ocupa. Si se trata de implementación 
hardware, deben conocerse qué registros y qué lógica combinacional 
se han definido en su descripción. Tanto en un caso como en otro, 
este nivel de detalle permite saber si hay partes que se ejecutan o 
no en función del valor de un determinado bit para tratar de detec-
ta la huella de consumo en cada caso. 
b) Instante de ejecución de las diferentes partes del algoritmo: es 
necesario conocer el instante en que se ejecuta cada una de ellas al 
punto de poder determinar el ciclo de reloj exacto en que se mueve 
un dato o se ejecuta una operación que dependa de la clave.  
                                     
22 De las siglas en inglés “Simple Power Análisis”. 
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Figura 2.5: Traza de consumo de algoritmo AES sobre FPGA:  
a) ciclo completo   b) ampliación de la ronda 1 
En este escenario es posible realizar un ataque por análisis simple del 
consumo para obtener la clave o, en la mayoría de los casos, reducir las 
combinaciones que debieran aplicarse a un ataque por fuerza bruta. Por 
ejemplo, si se puede determinar que la altura de Hamming de un byte de 
la clave es 2, las combinaciones a probar se reducen de 28=256 a las 28 que 
cumplen dicha condición. 
En este escenario se han realizado ataques simples del consumo con 
éxito como muestran [Man’2003], en donde se ataca el bloque “Key Expan-
sion” del algoritmo AES-128 [NIST'2001], o [Kad’2011] y [Li'2011] que 
exponen un ataque a un procesador criptográfico implementado, el primero 
de ellos, sobre una FPGA.  
2.5. Análisis diferencial del consumo (DPA23) 
El análisis DPA es el más popular de los ataques por análisis de con-
sumo. En este caso el atacante no necesita conocer el dispositivo de forma 
detallada. Por el contrario, deberá tener acceso al texto que se envía al 
dispositivo y a las trazas de consumo que con cada uno de ellos se produz-
can.  
                                     
23 De las siglas en inglés de “Differential Power Análisis”. 
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En este tipo de ataque se pretende analizar el consumo en un punto 
determinado del algoritmo y encontrar la relación con el dato que está 
siendo procesado en ese instante. 
El objetivo es obtener la clave criptográfica basando su cálculo en la 
toma de una gran cantidad de medidas de corriente mientras se procesan 
otros tantos textos planos. Para ello el atacante necesita conocer el algo-
ritmo de encriptación, pero no necesita información detallada de cómo éste 
ha sido implementado.  
[Man'2007] propone la siguiente estrategia de trabajo formada por 5 
puntos: 
a) Elección de un resultado intermedio en el algoritmo. Es ne-
cesario analizar el algoritmo para encontrar el punto de ataque 
óptimo. Éste corresponderá a aquel punto en que el dato procesado 
dependa de una pequeña parte de la clave, y si es posible, de un so-
lo byte de ella. A parte de esto, también debe ocurrir que el con-
sumo sea función de un dato conocido, habitualmente el texto pla-
no o el texto encriptado. 
b) Medir el consumo, mientras se efectúan D ciclos de encriptado o 
des-encriptado con diferentes datos conocidos. Para cada uno de es-
tos datos es necesario medir el consumo de los D valores interme-
dios que se producirán en el algoritmo cuando sean procesados. Las 
D trazas del consumo han de ser almacenadas en un sistema in-
formático para poder proceder a su análisis con posterioridad. 
c) Cálculo del valor hipotético en el punto intermedio. Debe 
calcularse este valor hipotético para cada una de los posibles valo-
res que pueda tener la clave, si se ha elegido un punto en el que el 
dato dependa de un byte de la clave deberán calcularse los valores 
correspondientes a los 256 valores que la clave puede tomar. Este 
cálculo debe hacerse para los D valores conocidos que se han envia-
do en el apartado anterior, por tanto la cantidad de valores hipoté-
ticos será de D x 256. 
d) Construcción del modelo, a partir de los valores hipotéticos cal-
culados anteriormente se determina el modelo de consumo para ca-
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da uno de ellos. Puede usarse un modelo orientado a un bit aunque 
los modelos de altura de Hamming  (Apartado 2.3.2) y peso de 
Hamming  (Apartado 2.3.3), orientados a un byte, son los más 
usados en este punto.  
e) Comparación modelo hipotético con las trazas medidas. En 
este punto se procede a discernir cuál de los 256 valores de la clave 
que se han usado en el punto c), de los que se han hecho 256 hipó-
tesis, se aproxima en mayor medida a las trazas de consumo captu-
radas en el punto b). Aquella hipótesis que mayor semejanza tenga 
con la realidad corresponderá al valor real de la porción de clave 
que se persigue obtener. 
El análisis diferencial ha demostrado ser una herramienta muy útil pa-
ra la obtención de claves criptográficas [Han'2008] [Vel'2008] [Lum'2013] o 
para  la comprobación de la fortaleza de un sistema ante eventuales ata-
ques [Ito'2012]. 
Este tipo de ataques es el que se ha utilizado para el desarrollo de esta 
tesis doctoral y por esta razón se detallarán pormenorizadamente sus ca-
racterísticas. 
2.6. Ruido en las trazas de corriente 
Tanto en un SPA como en un DPA es necesario el estudio de las tra-
zas de corriente. El éxito del ataque se ve directamente afectado por la 
presencia más o menos importante de ruido.  
A parte de la caracterización que se ha hecho en el apartado 2.3.1 el 
consumo puede definirse como [Man'2007]: 
 
்ܲை்  ൌ  ாܲ௑௉ ൅ ோܲ௎ூ஽ை ൅ ஼ܲே் 
 
(2.2) 
PTOT:  Consumo total. 
PEXP:  Consumo explotable por al atacante. 
PRUIDO:  Consumo debido al ruido. 
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PCNT:  Consumo constante. 
El consumo explotable es aquel del que el atacante puede obtener in-
formación para su propósito. Este consumo puede separarse en dos partes:  
 
ாܲ௑௉  ൌ   ைܲ௉ ൅ ஽ܲ஺்ை 
 
(2.3) 
POP: Consumo debido a la operación 
PDATO:  Consumo debido al dato procesado 
El consumo debido al ruido puede descomponerse, a su vez, en los si-
guientes elementos:  
 
ோܲ௎ூ஽ை  ൌ  ஼ܲேெ ൅ ாܲ௅ 
 
(2.4) 
PCNM: Ruido procedente de la conmutación. 
PEL:  Ruido electrónico 
Los elementos que aparecen en (2.4) se definen como: PCNM, ruido pro-
cedente de los elementos del sistema que están conmutando y que no están 
relacionados con el dato procesado; PEL es el ruido electrónico producido 
por los componentes del dispositivo. 
De las ecuaciones (2.2), (2.3) y (2.4) se obtiene la siguiente expresión:  
 
்ܲை்  ൌ   ாܲ௑௉  ൅  ஼ܲேெ ൅ ாܲ௅ ൅ ஼ܲே் 
 
(2.5) 
En (2.5) todas las componentes del consumo son independientes entre 
sí [Man'2007]. La componente del consumo que se encuentra en el parte 
explotable depende de las características del ataque a realizar. Un ataque 
diferencial se basa en tomar múltiples trazas de un algoritmo cuando pro-
cesa diversos datos. Por tanto, el consumo producido por las operaciones es 
siempre constante y formaría parte del ruido de conmutación y no de la 
parte explotable. En cambio, en un ataque simple es importante el consu-
mo de las operaciones para tratar de saber qué hace el procesador en cada 
momento, en este caso formaría parte de la información explotable. 
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Un factor determinante en el proceso es la relación señal ruido de las 
trazas, ésta se calcula según: 
 
SNR ൌ
VAR ሺSeñalሻ
VAR ሺRuidoሻ
 
 
(2.6) 
En el contexto de un ataque por análisis de corriente la relación señal 
ruido puede calcularse mediante: 
 
SNR ൌ
VAR ሺPEXPሻ
VAR ሺ ஼ܲேெ ൅ ாܲ௅ሻ
 
 
(2.7) 
En esta ecuación VAR(PEXP) indica cuanto varia la información explo-
table en las trazas de consumo y VAR(PCNM+ PEL) indica cuanto varia el 
ruido en dichas trazas. La obtención fraudulenta de la clave será más fácil 
si el valor de la relación señal ruido es grande. 
La integridad de la señal capturada es críticamente importante para 
este tipo de análisis, siendo necesario asegurar esta integridad protegiendo 
el canal de medición. Si esto no fuese posible, es conveniente capturar 
múltiples trazas del consumo mientras el dispositivo procesa la misma in-
formación. De este modo podrá reducirse el ruido calculando la media 
aritmética de todas ellas.  
2.7. Ataque estadístico de correlación. 
El análisis de correlación es un ataque DPA que permite determinar la 
relación lineal entre series de datos diferentes. Es una herramienta potente 
cuando se pretende realizar un ataque por análisis de consumo [Li’2008]. El 
ataque consiste en calcular el coeficiente de correlación del modelo, al que 
llamaremos M, y la muestra de valores coincidentes en el tiempo, obtenida 
en la captura del consumo, a la que llamaremos C. 
2.7.1. Coeficiente de correlación lineal 
El coeficiente de correlación se calcula dividiendo la covarianza (entre 
el modelo y la muestra) y la raíz cuadrada del producto de las varianzas de 
cada una de ellas: 
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ݎሺܯ, ܥሻ ൌ
ܥܱܸሺܯ, ܥሻ
ඥܸܣܴሺܯሻ ൉ ܸܣܴሺܥሻ
 (2.8) 
Se puede demostrar que el coeficiente de correlación es independiente 
de la escala en que esté expresada cada una de las muestras. Supongamos 
que cada una de las muestras de valores está multiplicada por un factor de 
escala tal que: 
 
ܯԢ ൌ ܽ ൉ ܯ   ܥԢ ൌ ܾ ൉ ܥ 
 
(2.9) 
Se cumple que: 
 
ݎሺܯᇱ, ܥᇱሻ ൌ
ܥܱܸሺܯԢ, ܥԢሻ
ඥܸܣܴሺܯԢሻ ൉ ܸܣܴሺܥԢሻ
ൌ
ܥܱܸሺܽ ൉ ܯ, ܾ ൉ ܥሻ
ඥܸܣܴሺܽ ൉ ܯሻ ൉ ܸܣܴሺܾ ൉ ܥሻ
 
 
ܽ ൉ ܾ ൉ ܥܱܸሺܯ, ܥሻ
ඥܽଶ ൉ ܸܣܴሺܯሻ ൉ ܾଶ ൉ ܸܣܴሺܥሻ
ൌ
ܥܱܸሺܯ, ܥሻ
ඥܸܣܴሺܯሻܸܣܴሺܥሻ
ൌ ݎሺܯ, ܥሻ 
 
(2.10) 
De esta forma para el cálculo de la correlación puede usarse el modelo 
HW o HD, que contendrá números enteros positivos, y las trazas tomadas 
por un sistema de captura, que contendrá valores procedentes de un con-
vertidor A/D, sin necesidad de adaptar las escalas de cada uno de ellos.  
La obtención de una correlación de 1 indica que las dos magnitudes 
están directamente relacionadas, un valor de 0 indica que no están relacio-
nadas y un valor de -1 indica que la relación es inversa (Figura 2.6). 
 
Figura 2.6: Correlación entre magnitudes a) directa  b) inversa  c) sin correlación 
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2.7.2. Influencia del ruido en la correlación lineal 
Cuando se utiliza la ecuación (2.8) en el análisis de correlación lineal 
las magnitudes que intervienen en el proceso son: el consumo medido y el 
modelo de consumo calculado. Otro aspecto a considerar es que el consumo 
está formado por una componente explotable y una componente de ruido 
(Apartado 2.6). De las ecuaciones (2.8) y (2.2) se obtiene: 
 
ݎሺܯ, ܥሻ ൌ
ܥܱܸሺܯ,  ாܲ௑௉ ൅ ோܲ௎ூ஽ைሻ
ඥܸܣܴሺܯሻ ൉ ܸܣܴሺ ்ܲை்ሻ
ൌ 
 
ൌ
ܥܱܸሺܯ,  ாܲ௑௉ ሻ ൅ ܥܱܸሺܯ, ோܲ௎ூ஽ைሻ
ඥܸܣܴሺܯሻ ൉ ܸܣܴሺ ்ܲை்ሻ
 
 
(2.11) 
puesto que el ruido no está relacionado con el dato procesado su covarian-
za con el modelo es nula, por tanto: 
 
ݎሺܯ, ܥሻ ൌ
ܥܱܸሺܯ, ாܲ௑௉ ሻ
ඥܸܣܴሺܯሻ ൉ ܸܣܴሺ ்ܲை்ሻ
 
 
(2.12) 
Añadiendo el término  ௏஺ோሺ௉ಶ೉ುሻ
௏஺ோሺ௉ಶ೉ುሻ
  al denominador de la ecuación (2.12) 
ésta se puede escribir como: 
 
ݎሺܯ, ܥሻ ൌ
ܥܱܸሺܯ, ாܲ௑௉ ሻ
ඨܸܣܴሺܯሻ ൉ ܸܣܴሺ ாܲ௑௉ሻ
ܸܣܴሺ ்ܲை்ሻ
ܸܣܴሺ ாܲ௑௉ሻ
ൌ 
ൌ ݎሺܯ,  ாܲ௑௉ሻඨ
ܸܣܴሺ ாܲ௑௉ሻ
ܸܣܴሺ ்ܲை்ሻ
 
 
(2.13) 
Expresión de la que se obtiene que: 
 
ݎሺܯ, ܥሻ ൌ ݎሺܯ,  ாܲ௑௉ሻඨ
ܴܵܰ
1 ൅ ܴܵܰ
 
 
(2.14) 
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De (2.14) se deduce que la correlación máxima obtenida depende de la 
correlación máxima que puede darnos el modelo de consumo y de la rela-
ción señal ruido de las medidas realizadas. De esta forma se cumple que 
con una SNR=0 no se obtendrá correlación alguna mientras que de una 
SNR=∞ la correlación será la máxima posible. 
Hay que considerar que la SNR influye tanto en la correlación que se 
obtiene de la hipótesis correcta como en la correlación de todas las demás 
claves, de este modo, a pesar del ruido, es posible diferenciar la clave co-
rrecta de las que no lo son.  
 Bits de ruido
 0 24 56 120 240 
Correlación máxima 1 0.4994 0.3401 0.2527 0.1712 
Correlación media 9.1 e-05 6.7 e-05 4.7 e-05 3.4 e-05 2.2e-05 
Relación 10989 7454 7263 7432 7781 
Tabla 2.2: Relación entre correlaciones máximas y medias. 
La Tabla 2.2 muestra cómo, a pesar del ruido de conmutación, la co-
rrelación de la clave correcta es del orden de 7000 veces mayor a la media 
de todas correlaciones de todas las hipótesis planteadas. 
 
Figura 2.7: Influencia del ruido de conmutación en la correlación máxima modelo-
consumo. En trazos rojos se muestra el cálculo teórico y en azul el resultado de la 
simulación. 
La Figura 2.7 muestra la forma en que la correlación máxima se reduce 
a medida que aumentan los bits que conmutan en un circuito, que no están 
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relacionados con el dato procesado y que son ruido de conmutación. En 
esta figura se ha simulado la captura de 1000 trazas de corriente y se 
muestra la correlación obtenida para la hipótesis correcta. 
2.7.3. Ataque de primer orden. 
El ataque de primer orden explota la información obtenida mediante la 
medición del consumo cuando se ejecuta un punto determinado del algo-
ritmo [Wan'2012]. El dato que está siendo procesado en dicho punto debe 
depender de una pequeña parte de la clave.  
En el caso del algoritmo AES-128 [NIST'2001], uno de los puntos habi-
tuales de ataque es la salida de la función de sustitución SBOX en primera 
ronda. En este punto el dato procesado depende única y exclusivamente de 
un byte de la clave y, si la clave fuese conocida, seriamos capaces de de-
terminar el valor de dicho dato. 
 
Figura 2.8: Trazas capturadas de la ejecución del bloque SBOX en tres ciclos de 
encriptado. AES-128 implementado en MicroBlaze24. 
Por un lado, para poder realizar este ataque deben enviarse al sistema 
criptográfico T textos planos, conocidos y diferentes, para medir el consu-
mo de cada una de las T operaciones de encriptado realizadas. Cada una 
de las trazas estará formada por N valores adquiridos por el convertidor 
A/D del sistema de captura (Figura 2.8). Tras la obtención de datos se 
dispone de una matriz de dimensión [Tfilas x Ncolumnas], donde cada fila repre-
                                     
24 MicroBlazeTM XILINX FPGA-based soft processor.  
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senta la traza capturada por cada encriptado y cada columna indica el 
consumo en el mismo instante de cada una de las T capturas (Figura 2.9). 
En uno de estas N columnas se encuentra la información relativa al con-
sumo producido en el punto de ataque elegido. 
Por otro lado, debe calcularse el modelo M de consumo planteando las 
256 posibles combinaciones de la clave sobre los T textos planos enviados. 
Se obtiene una matriz M de dimensión [Tfilas x 256columnas] en la que cada 
columna corresponde con una hipótesis de la clave (Figura 2.9).  
 
Figura 2.9: Matrices de datos para calcular el coeficiente de correlación. 
Finalmente, se calcula la correlación existente entre cada una de las 
columnas de la matriz del modelo y todas las columnas de la matriz del 
consumo. Será necesario realizar N x 256 cálculos de correlación de los cua-
les el que dé cómo resultado una mayor correlación corresponderá a la 
hipótesis de clave planteada en el modelo.  
 
Figura 2.10: Resultado del ataque de correlación de primer orden sobre algoritmo AES 
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La Figura 2.10 muestra el resultado de realizar un ataque de primer 
orden sobre el algoritmo AES-128 en el que se obtiene el primer byte de la 
clave. Nótese que la correlación para la hipótesis correcta alcanza 0.94 
mientras que la siguiente en valor absoluto no supera el 0.64, lo que permi-
te diferenciar la hipótesis correcta de la que no lo es.  
2.8. Ataque por diferencia de medias. 
Mediante este tipo de ataque DPA se pretende observar la ocurrencia 
o no de un evento determinado que tenga efecto sobre el consumo del dis-
positivo [Man'2007]. Como puede apreciarse en la Tabla 2.1, en una celda 
CMOS el consumo asociado a la transición ascendente es diferente al con-
sumo asociado a la transición descendente, por tanto, el evento a observar 
será el estado de un determinado bit del valor intermedio elegido para el 
ataque. La Figura 2.11 muestra el consumo asociado al proceso de dos da-
tos cuyo valor difiere en 1 bit, en algunos puntos de la traza la diferencia 
entre ellas alcanza 1.5 mA.  
 
Figura 2.11: Traza de consumo de transición ascendente (azul) y descendente (negro). 
2.8.1. Fundamento teórico. 
El modelo que se usa en este ataque es el mismo que se usa en el ata-
que por correlación, no obstante el modelo sólo pretende calcular el valor 
que se procesará en función de la hipótesis de clave planteada. Por tanto, 
en la matriz de capturas (Figura 2.9) existe una columna n cuyos elemen-
tos están formados por: 
Estado del arte de los SCA 
30 
 
 
ܥ்଴ ൌ  ܥ஼஼
ܥ்ଵ ൌ ܥ஼஼ ൅ ܥ஼௅
 
 
(2.15) 
CT0:  Consumo asociado a la transición descendente. 
CT1:  Consumo asociado a la transición ascendente. 
CCC:  Consumo debido al cortocircuito. 
CCL:  Consumo debido a la carga del condensador. 
Puesto que se calcula la media, los valores constantes del consumo no 
se ven afectados y, al realizar la diferencia, se anularán. Por otro lado, 
según la ecuación (2.15), puede decirse que: 
 
ܥ்଴ ൌ ܥ
ܥ்ଵ ൌ ܥ ൅ ݀
 
 
(2.16) 
 
C: Consumo constante. 
d: Consumo diferencial. 
Consideremos que N es la cantidad de puntos de la columna de la ma-
triz de capturas (Figura 2.9) que recoge el consumo en el punto de ataque. 
Estos puntos se han agrupado en dos subconjuntos de elementos N1 y N2 
tales que: 
 
ܰ ൌ  ଵܰ ൅ ଶܰ 
 
(2.17) 
Estos subconjuntos están formados, a su vez, por otros dos subconjun-
tos de número de elementos N1T1, N2T1 y N1T0, N2T0; que representan el 
número de transiciones ascendentes y el número de transiciones descenden-
tes respectivamente en cada uno de los subconjuntos N1 y N2. Estos sub-
conjuntos verifican que: 
 
ଵܰ ൌ  ଵ்ܰଵ ൅ ଵ்ܰ଴
ଶܰ ൌ  ଶ்ܰଵ ൅ ଶ்ܰ଴
 
 
(2.18) 
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El valor medio M1 y M2 de cada uno de los subconjuntos N1 y N2 se 
calcula:  
Mଵ ൌ  
ଵ்ܰ଴ܥ ൅ ଵ்ܰଵሺܥ ൅ ݀ሻ
ଵܰ
ൌ
ሺ ଵ்ܰ଴ ൅ ଵ்ܰଵሻ ൉ ܥ ൅ ଵ்ܰଵ ൉ ݀
ଵܰ
ൌ ܥ ൅ ଵ்ܰଵ
൉ ݀
ଵܰ
Mଶ ൌ  
૛்ܰ଴ܥ ൅ ૛்ܰଵሺܥ ൅ ݀ሻ
૛ܰ
ൌ
ሺ ૛்ܰ଴ ൅ ଵ்ܰଵሻ ൉ ܥ ൅ ૛்ܰଵ ൉ ݀
૛ܰ
ൌ ܥ ൅ ૛்ܰଵ
൉ ݀
૛ܰ
 (2.19) 
Finalmente, la diferencia absoluta de estos valores medios se calcula 
con: 
 
|Mଵ െ Mଶ| ൌ ฬ
ଵ்ܰଵ ൉ ݀
ଵܰ
െ ૛்ܰଵ
൉ ݀
૛ܰ
ฬ 
 
(2.20) 
Si se verifica que el subconjunto N1 agrupa todas las transiciones as-
cendentes y, por el contrario, el subconjunto N2 agrupa las descendentes se 
cumple que el resultado de la ecuación (2.20) es un valor máximo según la 
expresión: 
 
|Mଵ െ Mଶ| ൌ ฬ
ଵܰ ൉ ݀
ଵܰ
െ
0 ൉ ݀
ଶܰ
ฬ ൌ ݀ 
 
(2.21) 
 
 
2.8.2. Realización práctica 
Este tipo de ataque sigue el esquema expuesto en el apartado 2.5 
usando en este caso el modelo de consumo orientado a un bit.  
Tras el cálculo del valor intermedio se construye el modelo. De cada 
una de las columnas de la matriz de valores intermedios se obtienen 8 co-
lumnas de la matriz del modelo, éstas corresponden a los 8 bits que forman 
el valor intermedio calculado. Hay que remarcar que la secuencia de ceros 
y unos de estas columnas dependen del texto enviado y de la hipótesis de 
clave planteada. 
Seguidamente, por cada columna se separan en un grupo aquellas tra-
zas que, en el modelo, cuenten con un valor lógico “0” y en otro grupo las 
que cuenten con el valor lógico “1”. Posteriormente se calcula el valor me-
dio de todas estas trazas y se calcula la diferencia entre ellos. 
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Concluido el proceso se dispone de 8 diferencias de medias correspon-
dientes a los 8 bits de la hipótesis de la clave que se está estudiando. Para 
obtener un valor asociado a la hipótesis de clave estudiada se realiza la 
media de las diferencias. 
 
Figura 2.12: Resultado del ataque por diferencia de medias sobre algoritmo AES 
La única hipótesis que satisfará la condición que desemboca en la 
ecuación (2.21) será la que corresponda a la clave correcta. De este modo, 
la media de diferencias con mayor valor absoluto dejará al descubierto di-
cha clave (Figura 2.12). 
2.9. Medidas de protección contra DPA. 
La totalidad de las medidas de protección, o contramedidas, pretenden 
que el consumo del dispositivo no pueda correlacionarse con el dato proce-
sado. Pueden ser agrupadas según los siguientes enfoques: 
Según la arquitectura: 
a) En algoritmo: Se modifica el algoritmo para que el consumo sea 
independiente del dato. Las modificaciones se realizan durante la 
programación eligiendo el flujo de programa que menos información 
proporcione al atacante. 
b) En hardware: Se implementa el algoritmo sobre un hardware que 
no permita la distinción del dato en función del consumo. Para ello, 
el consumo de las celdas CMOS o puertas lógicas que lo forman 
han de tener un consumo independiente del dato. 
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Según el consumo: 
a) Consumo aleatorio: El consumo debe ser aleatorio en cada ciclo 
de reloj y por tanto no es posible correlacionarlo con el dato.  
b) Consumo constante: El dispositivo siempre consume la misma 
cantidad de energía sea cual sea el dato procesado en cada ciclo de 
reloj. 
Según la magnitud: 
a) Temporal: Se altera el orden y/o el instante en que se realizan las 
distintas operaciones que forman el algoritmo. 
b) Amplitud: Se altera el consumo del dispositivo para ocultar el 
consumo relacionado con el dato. 
2.9.1. Ocultación (Hiding) 
Esta contramedida se basa en ocultar al atacante la información explo-
table. Puede realizarse de varias maneras, tal y como se describe a conti-
nuación. 
2.9.1.1. Contramedidas en el eje temporal 
El ataque de correlación estadística necesita conocer el instante exacto 
en el que se procesa el dato modelado [Gun'2011]. Si este punto no se co-
noce, basta con que las trazas estén correctamente alineadas, y realizar 
una búsqueda exhaustiva a lo largo de toda la traza tal y como se explica 
en el apartado 2.7. Si se consigue desalinear las trazas el coeficiente de co-
rrelación entre el dato y el consumo disminuye y mejora la protección del 
sistema. Para conseguir el efecto deseado existen diferentes estrategias que 
pueden implementarse tanto en el algoritmo como en el hardware y consis-
ten en lo siguiente: 
a) Inserción de operaciones sin utilidad específica: 
De forma aleatoria se introducen procesos sin una misión específica y 
cuya duración también es aleatoria. Se entiende que las trazas capturadas 
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por el atacante no estarán alineadas y la correlación del modelo con el con-
sumo se verá dificultada.  
Puede afirmarse que cuantas más operaciones de este tipo se introduz-
can mejor será la protección obtenida pero más lenta será la ejecución del 
algoritmo. 
b) Cambio del orden de las operaciones: 
Si el algoritmo lo permite, es posible invertir de forma aleatoria aque-
llas operaciones cuyo orden de ejecución no altere el resultado del proceso. 
En el caso del AES [NIST'2001] es habitual invertir la ejecución del bloque 
“SubBytes” y del bloque “ShiftRows”. 
También puede alterarse el orden en que se procesan los diferentes by-
tes del texto plano.  
c) Eliminar ciclos de reloj: 
Se implementa en hardware y consiste en filtrar la señal de reloj gene-
ral del sistema para eliminar de forma aleatoria algunos ciclos de reloj, 
(proceso des sincronizado) [Gun'2011]. 
d) Cambio aleatorio de frecuencia: 
También se implementa en hardware y se trata de modificar la fre-
cuencia de reloj del sistema mediante un oscilador basado en números alea-
torios. 
e) Múltiples dominios de reloj: 
En el hardware del dispositivo se generan diversas señales de reloj y se 
asignan de forma aleatoria a las diversas partes del algoritmo. 
El no alineamiento provoca que en la matriz de consumo (Figura 2.9) 
no todos los elementos de la columna pertenezcan al mismo instante en el 
proceso de encriptado. Se podría decir que la columna que contiene los da-
tos de consumo dependientes de la clave CK tiene sus puntos agrupados en 
dos subconjuntos: 
a)  en el primero están los n elementos que sí están relacionados con el 
dato procesado y por tanto coinciden con el modelo  y 
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b) en el segundo se encuentran los m elementos que no lo están, y por 
tanto no coinciden con el modelo. 
La suma de n y m coincide con t, que es el número de puntos totales 
de la columna. 
 
ܥ௄ ൌ ൣሾܿ௞,ଵ . . ܿ௞,௡ሿሾܿ௞,ଵ . . ܿ௞,௠ሿ൧ 
 
(2.22) 
La probabilidad de que un punto del modelo coincida con el consumo 
es: 
 
௡ܲ ൌ
݊
ݐ ௠ܲ
ൌ
݉
ݐ
 
 
(2.23) 
 
con:  
Pn: Probabilidad de que exista relación consumo-modelo. 
Pm: Probabilidad de que no exista relación consumo-modelo 
La covarianza entre consumo y modelo se modifica de la siguiente ma-
nera: 
 
ܥ݋ݒሺܯ, ܥ௞ሻ ൌ ௡ܲ ൉ ܥ݋ݒሺܯ, ܥ௡ሻ ൅ ௠ܲ ൉ ܥ݋ݒሺܯ, ܥ௠ሻ 
 
(2.24) 
Atendiendo a que los m puntos no correlacionados mostrarán una co-
varianza con el modelo prácticamente nula: 
 
ܥ݋ݒሺܯ, ܥ௞ሻ ൌ ௡ܲ ൉ ܥ݋ݒሺܯ, ܥ௡ሻ ൅ 0 
 
(2.25) 
Por extensión el coeficiente de correlación es: 
 
ݎ ൌ ௡ܲ
൉ ܥ݋ݒሺܯ, ܥ௡ሻ
ඥܸܣܴሺܯሻܸܣܴሺܥ௡ሻ
ൌ ௡ܲ ൉ ݎሺܪ, ܥ௡ሻ 
 
(2.26) 
 El no alineamiento reduce la correlación, tanto en cuanto más va-
riación exista en el eje temporal, pero no llega a eliminarla. En un cálculo 
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aproximado si de 1000 trazas tomadas 250 coinciden con el modelo la co-
rrelación se verá reducida en un 25%. 
Estas contramedidas no representan un nivel de seguridad elevado ya 
que mediante una exploración simple de varias trazas puede deducirse que 
éstas no están correctamente alineadas e identificar que se está utilizando 
esta técnica de protección. También es posible, mediante el pre-procesado 
matemático de las trazas, realinearlas para realizar el ataque de correlación 
con posterioridad [Tia'2012].  
2.9.1.2. Contramedidas en el eje de amplitud 
Únicamente un dispositivo que sea capaz de consumir siempre la mis-
ma cantidad de energía en cada ciclo de reloj, o que su consumo sea alea-
torio es inmune al ataque de correlación [Man'2007].  
Basándose en esta premisa se plantean las siguientes estrategias de 
protección: 
En algoritmo: Es necesario seleccionar aquellas instrucciones de pro-
gramación que menos información puedan dar al atacante y seleccionar un 
flujo de programa que no dependa del valor de la clave. El direccionamien-
to de memoria también debe ser independiente de la clave, esta situación 
se hace relevante en búsquedas dentro de tablas, pues el bus de direcciones 
también está sometido a perdidas de información explotable.  
Otro enfoque puede ser la generación de actividad paralela utilizando 
coprocesadores, contadores, temporizadores, generadores PWM o interfaces 
de comunicación que puedan mantener actividad de forma concurrente al 
núcleo lógico del sistema. 
En Hardware: Es posible utilizar el filtrado del consumo para reducir 
el transitorio provocado por las transiciones o introducir en la medida rui-
do aleatorio mediante generadores conectados a redes de capacidad grande 
y con un fuerte impacto en el consumo total. 
Otra tendencia en este ámbito es el uso de hardware cuyas celdas estén 
diseñadas de forma que su consumo sea independiente del dato que proce-
san. Se intenta que la cantidad de energía consumida sea la misma en to-
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dos los ciclos de reloj. Para ello, es necesario un dispositivo que siempre 
presente la misma cantidad de transiciones sea cual sea el dato procesado. 
La base es crear dispositivos que procesen un dato y, paralelamente, su 
complementario (Tabla 2.3) 
Dato procesado Dato complementario HWtotal 
10100101 01011010 8 
11101111 00010000 8 
Tabla 2.3: Datos de 8 bits procesados con su complementario para HW. 
Si bien el modelo es inmune a la correlación con el peso de Hamming, 
no lo es con la distancia de Hamming pues ésta será diferente en función 
de cuales sean los datos procesados (Tabla 2.4)  
Orden Dato procesado Dato complementario HD(n,n-1) 
1 10100101 01011010 -- 
2 11101111 00010000 6 
3 11111111 00000000 2 
Tabla 2.4: Datos de 8 bits procesados con su complementario para HD. 
La solución adoptada consiste en realizar las operaciones en dos etapas 
[Mok'2012] [Sok'2005]: 
a) Precarga: el estado de todos los bits, tanto de los datos como de 
su complementario, se llevan a un valor constante conocido, por 
ejemplo todos ellos a nivel lógico bajo. 
b) Evaluación: desde el estado de precarga se evoluciona hasta el re-
sultado del procesado, de esta forma la distancia de Hamming 
siempre es la misma y por tanto el consumo no puede ser correla-
cionado. 
Esta idea puede ser implementada, al nivel de abstracción de transis-
tores, para crear celdas específicas que puedan ser usadas para la imple-
mentación de circuitos ASIC para criptografía [Yue'2009] [Sok'2005] 
[Buc'2011], lo que se conoce como DRP logic25. 
                                     
25 Dual Rail Prechargue Logic. 
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En [Tir'2004] Tiri y Verbauwhede introdujeron una metodología para 
la creación de sistemas Dual-Rail construidas a partir de celdas CMOS y 
puertas lógicas estándares a las que se denomino WDDL26. La estructura 
de las  celdas WDDL27 son mucho más sencillas que las celdas DRP lo que 
permite reducir significativamente el tamaño de los circuitos desarrollados. 
Dual Rail: Todas las señales se codifican en dos cables físicos. En uno 
de ellos se codifica la señal propiamente dicha y en el otro se codifica su 
complementaria. Los niveles lógicos se establecen según la Tabla 2.5.  
Nivel lógico Codificación (real – complementaria) 
H 1 - 0 
L 0 - 1 
Tabla 2.5: Estados en codificación WDDL 
De esta forma siempre que se produce una transición H→L o L→H, 
físicamente se están produciendo dos transiciones una en la señal real y 
otra, de signo contrario, en la señal complementaria. 
En diseño de puertas lógicas una puerta AND con tecnología WDDL 
se puede implementar tal y como se muestra en la Figura 2.13: 
 
Figura 2.13: Puerta AND con tecnología WDDL 
Siendo las transiciones posibles las que se muestran en la Tabla 2.6. 
Como puede apreciarse el consumo no es idéntico en todos los casos 
pues existen dos de ellos en que no se producen transiciones mientras que 
en los otros dos sí se producen. El consumo continúa siendo dependiente 
del dato. 
                                     
26 Wave Dynamic Differential Logic. 
27 Número de patente: US 20130120024 A1 del 16 de mayo de 2013. 
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 Transiciones 
Transición a la salida ࢗ ࢗഥ Total 
L→L 0→0 1→1 0 
L→H 0→1 1→0 2 
H→L 1→0 0→1 2 
H→H 1→1 0→0 0 
Tabla 2.6: Transiciones en Dual-Rail Logic 
Dual-Rail con precarga: de igual manera todas las señales se codifi-
can mediante dos cables físicos, pero en este caso el dispositivo funciona en 
dos etapas (Figura 2.14). En una primera los valores de todas las  señales 
se lleva a un valor fijo y conocido y en la segunda etapa las señales se 
evalúan y se llevan al valor lógico resultante de la operación lógica que 
está realizando. Una señal sincronizada con el reloj del sistema es quien 
determina si se está en la etapa de precarga o en la de evaluación. 
La transición a la salida evoluciona del estado de precarga al estado de 
evolución según la siguiente tabla [Mok’2012]: 
Fase precarga (Pch→L) Fase evaluación (Pch→H) Tran. 
ࢗ ࢗഥ ࢗ ࢗഥ Total 
0 0 0 1 1 
0 0 1 0 1 
Tabla 2.7: Transiciones en Dual-Rail Precharge Logic 
De este modo siempre se produce una única transición sea cual sea la 
evolución de los valores. 
 
Figura 2.14: Puerta AND con tecnología WDDL y precarga 
Los modelos de consumo no pueden aplicarse debido a que siempre se 
producen el mismo número de transiciones. El problema se presenta dado 
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que las capacidades asociadas a las líneas de transmisión (Figura 2.3) no 
son iguales y por tanto los consumos asociados a los transitorios en las se-
ñales “q” y “not q” tampoco lo serán. El ruteado que se haga de las líneas 
de conexión dentro del dispositivo debe ser especialmente elegido para mi-
nimizar este efecto [Zha'2011]. En esta línea de investigación [He'2014] pre-
senta nuevas herramientas en el flujo de diseño genérico de los dispositivos 
FPGA para conseguir un ruteado simétrico y equilibrar el consumo. 
 El uso de esta tecnología reduce considerablemente la información ex-
plotable por el atacante, pero no la elimina totalmente como sería deseable 
[Man'2007]. Del mismo modo el consumo es sensible a la aparición de efec-
tos tipo “Glitch“ o “Early Propagation” [Kul'2004] [Dai'2006]. Para evitar-
lo, en la medida de lo posible, [Tir’2004] [Buk’2011] proponen la inclusión 
de biestables en las puertas que tratan de sincronizar al máximo la evolu-
ción de las señales dentro de la lógica combinacional.  
El mayor hándicap de esta tecnología es que incrementa considerable-
mente el área necesaria para el desarrollo de cualquier procesador crip-
tográfico, debido a que cada celda requiere mayor número de transistores 
para su implementación que la lógica tradicional [Hwa'2006]. Este hecho 
provoca que el consumo del dispositivo sea mayor y que su desarrollo sea 
más costoso. 
2.9.2. Enmascarado (Masking)  
El enmascarado es una contramedida que se puede aplicar tanto a ni-
vel de algoritmo como de hardware. Se trata de enmascarar el dato proce-
sado con un valor aleatorio, que se genera internamente y que varía a cada 
ciclo de encriptado o desencriptado [Cha'1999]. De este modo todos los 
valores intermedios del proceso están formados por la combinación del da-
to propio del algoritmo y la máscara aleatoria desconocida por el atacante. 
Una vez ejecutado el algoritmo se elimina la máscara para tener el resulta-
do correcto de la operación de encriptado o des encriptado. 
 En el caso del algoritmo AES habitualmente se realiza el enmasca-
rado mediante el uso de la operación booleana or-exclusiva (Figura 2.15), 
pero tanto este como otros algoritmos pueden ser enmascarados con opera-
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ciones algebraicas tales como el producto modular o la suma modular [Ba-
e'2005]. 
 
Figura 2.15: Algoritmo AES protegido con enmascarado or-exclusiva. 
El algoritmo AES está compuesto por diferentes operaciones 
[NIST'2001], de ellas las que son lineales cumplen la propiedad: 
 
݂ሺݔ ْ ݉ሻ ൌ ݂ሺݔሻ ْ ݂ሺ݉ሻ 
 
(2.27) 
La dificultad se presenta con la operación “SubByttes” que es altamen-
te no lineal y por tanto no cumple la propiedad anterior. Esta operación 
suele realizarse buscando en una tabla, denominada SBOX, el valor de sa-
lida correspondiente al valor de entrada. Para poder realizar el enmascara-
do es necesario modificar la función SBOX y convertirla en una SBOX’ 
según las siguientes operaciones (expresadas en pseudocódigo): 
 
 
 
(2.28) 
con:  
x: x= 0..255 
m: máscara aleatoria generada internamente. 
Considerando que la máscara es aleatoria y además se cambia cada ci-
clo de encriptado o desencriptado, será necesario recalcular la SBOX’ cada 
vez que cambie dicha máscara. 
݂݋ݎ ݔ ൌ 0 ݐ݋ 255
     ܵܤܱܺᇱሺݔ ْ ݉ሻ ൌ ܵܤܱܺሺݔሻ ْ ݉
݊݁ݔݐ ݔ 
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En operaciones más complejas como la “MixColumn” es necesario ser 
extremadamente cuidadoso a la hora de su implementación. Esta operación 
combina diversos valores de los que están siendo procesados para calcular 
los siguientes. De este modo, si se realizan operaciones or-exclusiva sobre 
dos valores afectados por la misma máscara esta última desaparece y el 
valor intermedio queda desprotegido. 
ݔᇱ ൌ ݔ ْ ݉;   ݕᇱ ൌ ݕ ْ ݉
ݔᇱ ْ ݕᇱ ൌ ݔ ْ ݉ ْ ݕ ْ ݉ ൌ ݔ ْ ݕ ْ ݉ ْ ݉ 
ݔ ْ ݕ ْ ݉ ْ ݉ ൌ ݔ ْ ݕ ْ 0 ൌ ݔ ْ ݕ  
ݔԢ ْ ݕԢ ൌ ݔ ْ ݕ 
(2.29) 
Por consiguiente, no se recomienda el uso de una única máscara en el 
proceso, siendo común el uso de múltiples máscaras dentro del algoritmo 
[Man'2007] para conseguir que el consumo sea efectivamente aleatorio y no 
existe correlación con el dato. La inclusión de múltiples máscaras 
[Wan'2014] aumenta la seguridad del sistema pero implica la necesidad de 
operaciones de cálculo, previas a la ejecución del algoritmo, y operaciones 
de reenmascarado, durante la ejecución del mismo,  que aumentan el tiem-
po de ejecución haciéndolo más lento. 
 
Figura 2.16: Esquema de celda NAND en tecnología MDPL 
En hardware, el enmascarado se implementa a nivel de puerta lógica 
de forma similar a la tecnología WDDL (Apartado 2.9.1.2) pero utilizando 
puertas lógicas monotónicas, lo que da lugar a la tecnología MDPL28. En 
esta tecnología se procesan valores enmascarados junto con la máscara 
aleatoria (Figura 2.16). El hecho de utilizar la máscara hace innecesario el 
                                     
28 Masked Dual-Rail Precharge Logic 
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balanceo de las líneas de transmisión para que sus capacidades parásitas 
sean iguales29. El valor de dicha máscara determina en que línea de la es-
tructura “Dual Rail” se realiza la operación siendo el consumo resultante 
altamente independiente del dato procesado.  
ࢇ࢓ ࢈࢓ ࢓ ࢇ࢓തതതത ࢈࢓തതതത ࢓ഥ ࢗ࢓ ൌ ࡹ࡭ࡶሺࢇ࢓തതതത, ࢈࢓തതതത, ࢓ഥ ሻ ࢗ࢓തതതത ൌ ࡹ࡭ࡶሺࢇ࢓, ࢈࢓, ࢓ሻ
0 0 0 1 1 1 1 0 
0 1 0 1 0 1 1 0 
1 0 0 0 1 1 1 0 
1 1 0 0 0 1 0 1 
0 0 1 1 1 0 1 0 
0 1 1 1 0 0 0 1 
1 0 1 0 1 0 0 1 
1 1 1 0 0 0 0 1 
Tabla 2.8: Tabla de verdad de puerta NAND monotónica con tecnología MPDL 
Por otro lado, el hecho de usar puertas monotónicas aporta al sistema 
independencia de errores tipo “glitch”. En la Tabla 2.8  se muestra la tabla 
de verdad de la puerta NAND expuesta en la Figura 2.16.  
2.10. Ataque de segundo orden 
Los ataques por canal lateral de segundo orden consisten en tomar dos 
puntos de la traza de corriente y procesarlos, de tal forma que al resultado 
de dicho procesado pueda aplicársele el procedimiento descrito en el apar-
tado 2.7.2. Por tanto, antes de aplicar este procedimiento es necesario de-
terminar el tipo de procesado a aplicar, los puntos a procesar y el modelo 
de consumo a utilizar. 
Sean um y vm los valores enmascarados asociados a los dos puntos in-
termedios que desean procesarse. Sus respectivos valores sin enmascarar se 
denotan por u y v, de modo que: 
 
ݑ௠ ൌ ݑ ْ ݉ ݕ ݒ௠ ൌ ݒ ْ ݉ 
 
(2.30) 
                                     
29 En la práctica “lo más parecidas posibles”. 
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Considerando válido el modelo de consumo basado en la altura de 
Hamming (HW), y dado que los datos han sido enmascarados con el ope-
rador lógico XOR a nivel de bit, se tiene que: 
 
ܪݓሺݑ௠ ْ ݒ௠ሻ ൌ ܪݓሺݑ ْ ݉ ْ ݒ ْ ݉ሻ ൌ ܪݓሺݑ ْ ݒሻ 
 
(2.31) 
Es decir, el consumo teórico para la combinación mediante el operador 
or-exclusiva de los datos enmascarados y sin enmascarar es coincidente. La 
expresión (2.31) se toma como modelo de consumo y se utiliza para el 
cálculo del coeficiente de correlación. Nótese que es necesario disponer de 
un modelo de consumo basado en el texto plano original (sin enmascarar), 
dado que ésta es la única información conocida por parte del atacante. 
Cuando se ataca el algoritmo AES los puntos elegidos para ello suelen 
ser la entrada y la salida de la función “SubBytes” (modificada) en primera 
ronda. Una de las razones que justifica esta elección se debe a que el códi-
go asociado con ambos puntos se ejecuta prácticamente de forma consecu-
tiva, lo que simplifica el proceso de captura del tramo de interés de la tra-
za de corriente. 
A continuación debe tomarse una función que procese los puntos de 
consumo correspondientes a los dos instantes en que se producen el par de 
valores (um,vm) y que denominaremos (cti,ctk). Esta función debe poseer un 
grado de correlación significativo con respecto al modelo de consumo des-
crito en (2.31). [Mes'2000] propone una función que se basa en calcular el 
valor absoluto de la diferencia entre los consumos en ambos puntos: 
 
ܨ௣௥௢௖௘௦௔ௗ௢ ൌ ܾܽݏሺܿ௧௜ െ ܿ௧௞ሻ 
 
(2.32) 
Aunque otros autores [Pro'2009] [Man'2007] proponen utilizar el pro-
ducto de las muestras, la diferencia, el cuadrado de la suma, o el cuadrado 
del valor absoluto entre otras. 
La función de procesado se aplica sobre cada una de las trazas y el re-
sultado puede ser correlacionado con el modelo para obtener, del mismo 
modo que se explica en el apartado 2.7.2, la máxima correlación que co-
rresponderá con la hipótesis correcta (Figura 2.17). 
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Figura 2.17: Ataque de segundo orden sobre AES en MicroBlaze30 
El éxito de este proceso requiere tener un conocimiento ajustado del 
instante en que se producen los puntos (cti,ctk). Cuando estos puntos son 
desconocidos, el proceso de atacado se aplica sobre todos los pares de valo-
res que surgen de realizar todas las combinaciones posibles con los puntos 
que componen la traza. Por tanto cada traza procesada se compone de n! 
valores donde n es el número de puntos de las trazas originales.  
2.11. Conclusiones 
Desde la propuesta inicial de [Koc’1996] un número significativo de 
contramedidas para prevenir el ataque por análisis de consumo han sido 
propuestas y desarrolladas. En todas ellas el costo de aplicarlas se traduce 
en mayor tiempo de proceso, mayor complejidad de cálculo y/o una mayor 
área de silicio necesaria. El objetivo de la comunidad científica es reducir el 
costo de implementar estas contramedidas o encontrar nuevos sistemas de 
protección que requieran pocos medios adicionales para su funcionamiento.  
 
 
                                     
30 MicroBlazeTM XILINX FPGA-based soft processor 
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3. Contramedida basada en “faking” 
3.1.  Introducción 
Las contramedidas propuestas hasta ahora por diversos investigadores 
se han orientado hacia dos vertientes claramente diferenciadas: ocultar la 
información explotable o bien enmascararla. Estas contramedidas obligan 
en muchos casos al uso de estructuras de doble proceso que persiguen un 
consumo de potencia constante y no dependiente del dato. En la otra línea 
de trabajo es necesario implementar algoritmos que enmascascaren el dato 
procesado, para que el consumo no dependa únicamente del dato sino 
también de la máscara. Ambas tendencias dificultan notablemente la ob-
tención fraudulenta de las claves del sistema, pero en ocasiones el uso de 
algoritmos de análisis más sofisticados, o el simple hecho de tomar un ma-
yor número de trazas, permite al atacante conseguir su objetivo. 
La propuesta que se presenta en esta tesis representa un cambio de pa-
radigma en lo que a la protección de dispositivos criptográficos se refiere. 
No se pretende conseguir un sistema invulnerable, sino que se trata de 
aprovechar la propia vulnerabilidad del sistema para conducir al atacante 
a una conclusión falsa cuando plantee un ataque. 
En este capítulo se presenta la base teórica que se ha utilizado para di-
señar la contramedida propuesta. Para ello, se describe en primer lugar de 
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forma esquemática el algoritmo AES en su versión de 128 bits y se estu-
dian sus vulnerabilidades ante ataques de consumo. Seguidamente, se ex-
ponen las características de la contramedida basada en “faking” y las mo-
dificaciones necesarias para su protección. Finalmente, se exponen las ca-
racterísticas que debe tener el sistema según si: la implementación de la 
contramedida es en un sistema puramente software, en un sistema basado 
en codiseño software-hardware y finalmente en un sistema puramente 
hardware. 
3.2. Marco teórico 
Actualmente uno de los sistemas más utilizados para la obtención de 
claves criptográficas es el análisis por correlación (Apartado 2.7). La corre-
lación se calcula entre un grupo de T trazas, medidas mientras el dispositi-
vo ejecuta el algoritmo con diferentes textos planos, y M modelos teóricos 
de dicho consumo. Cada uno de estos M modelos corresponde a las M po-
sibilidades de la clave que se pretende obtener. Para la construcción del 
modelo el atacante debe de conocer el texto plano que se envía al disposi-
tivo.
 
Figura 3.1: Estructura básica del algoritmo AES 
Normalmente, para que el ataque sea posible a nivel práctico, éste se 
centra en el procesado de un único byte de la clave en un determinado ins-
tante del algoritmo. El número de posibles valores de la clave en este caso 
particular disminuye a 28=256, lo que reduce la complejidad del proceso 
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habida cuenta el tiempo necesario para la captura de las trazas de consu-
mo, su procesado y la capacidad de cálculo de los ordenadores actuales.  
La Figura 3.1 muestra la estructura básica del algoritmo AES 
[NIST'2001]. En la versión AES 128-bits el algoritmo se procesa sobre una 
matriz de 4x4 bytes, que se denomina estado, con una longitud de clave de 
16 bytes.  
3.2.1. Algoritmo AES 
El algoritmo está formado por 4 funcionan básicas (AddRoundKey, 
ShiftRows, SubBytes y MixColumns) que se ejecutan secuencialmente en 11 
rondas (0 a 10) según el siguiente esquema: 
Ronda 0: AddRoundKey. 
Rondas 1 a 9: ShiftRows, SubBytes, MixColumns, AddRoundKey. 
Ronda 10: ShiftRows, SubBytes, AddRoundKey. 
Las funciones realizan las siguientes operaciones: 
AddRoundKey: Consiste en una operación lógica “or exclusiva” en-
tre el estado y la clave. Cada byte del estado se opera con un byte de la 
clave correspondiente a la ronda que se está calculando. 
ShiftRows: Se resuelve con un desplazamiento de los bytes que for-
man las filas del estado. 
SubBytes: Se realiza la sustitución SBOX definida en el algoritmo 
AES. La forma más habitual de realizar esta operación es hacer una 
búsqueda en una tabla almacenada en la memoria del dispositivo. 
MixColumns: Cada columna se trata como un polinomio en el campo 
finito de Galois31 GF(28), se realiza el producto modular (módulo x4+1) 
con el polinomio C(x)=3x3+x2+x+2 en caso de encriptado, o con el poli-
nomio C-1(x)=11x3+13x2+9x+14 en caso de desencriptado. 
                                     
31 Evariste Galois, matemático francés 1811-1832. 
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Esta función representa el primer punto de difusión de la clave pues, a 
partir de la ronda 1 cada byte del estado resultante depende de 4 bytes de 
la clave y de 4 bytes del texto plano. La dependencia de la clave aumenta 
con cada ronda del algoritmo. 
A parte de las operaciones ya mencionadas existe una función (KeyEx-
pand) que opera únicamente sobre la clave. Ésta es sometida a un proceso 
de expansión por el cual, partiendo de la clave inicial, se obtienen diversas 
claves de igual longitud (tantas como rondas). Cada una de estas claves 
expandidas se usará en las sucesivas rondas del algoritmo. Este proceso 
favorece la difusión de la clave a lo largo del mismo.  
3.2.2. Vulnerabilidades del algoritmo AES 
En la Tabla 3.1, se puede apreciar el efecto que tiene sobre los sucesi-
vos valores del estado la variación de un bit de la clave. Para verificarlo se 
han realizado dos ciclos de encriptado usando el mismo texto plano. En el 
segundo caso se ha variado únicamente el bit menos significativo del byte 
15 de la clave. A causa de ello, puede observarse como todos los valores del 
estado tras la ejecución de la función MixColumn en la ronda 2 han varia-
do. Por consiguiente podemos decir que cualquier valor a partir de este 
punto dependerá de toda la clave. En la tabla puede apreciarse sombreados 
aquellos valores que han cambiado del primer al segundo ciclo de encripta-
do.  
Bytes del estado. 
B0 B1 B2 B3 B4 B5 B6 B7 B7 B8 B10 B11 B12 B13 B14 B15 
15 4 83 250 3 140 142 46 132 46 7 109 99 162 137 103 AdKey R0 
118 242 237 45 123 100 25 49 95 49 197 60 251 58 167 133 Sbytes 
R1 
118 100 197 133 123 49 167 45 95 58 237 49 251 242 25 60 SRow 
0 111 23 42 47 198 104 65 44 54 247 84 197 19 127 133 MiCol 
220 255 32 154 180 143 183 168 187 200 133 107 253 146 106 34 AdKey 
134 22 183 184 141 115 169 194 234 232 151 127 84 79 2 147 Sbytes 
R2 
134 115 151 147 141 232 2 184 234 79 183 194 84 22 169 127 SRow 
134 81 110 72 152 248 178 13 107 116 141 66 68 231 138 189 MiCol 
84 152 5 255 209 120 6 83 181 10 75 35 162 24 89 123 AdKey 
Tabla 3.1: Dispersión de la clave cuando se varía un bit. 
Por consiguiente, la principal vulnerabilidad del algoritmo se encuentra 
en las rondas 0 y 1. Estas son las rondas en las que la clave no se ha di-
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fundido a través del propio estado y por tanto puede ser atacada parcial-
mente. 
En la primera ejecución de la función AddRoundKey el estado corres-
ponde con el texto plano y la clave que se usa corresponde con la original 
sin expandir. La operación que se realiza es la siguiente: 
 
ܵܽሺ௜,௝ሻ ൌ ሺܶ௜,௝ሻ ْ ܭሺ௜,௝ሻ 
 
(3.1) 
siendo:  
Sa(i,j): Byte (i,j) del estado tras la función AddRoundKey. 
T(i,j): Byte (i,j) del texto plano. 
K(i,j): Byte (i,j) de la clave. 
(i,j): Subíndices de: (filas, columnas) i=1..4, j=1..4 
Como puede apreciarse en (3.1) cada byte del estado depende de un 
byte del texto plano y de un único byte de la clave. 
Aunque el ataque dirigido a esta función puede ser efectivo, resulta 
difícil discriminar la hipótesis correcta ya que, al tratarse de una operación 
lineal, la correlación obtenida es muy parecida a las correlaciones obtenidas 
con hipótesis de similar peso de Hamming (Tabla 3.2). 
Hipótesis de clave Correlación máxima 
209 HW(11010001)=4 0.6282 
210 HW(11010010)=4 0.6002 
211 HW(11010011)=5 0.6692 
196 HW(11000011)=4 0.6545 
148 HW(10010011)=4 0.6236 
Tabla 3.2: Correlaciones máximas obtenidas con ataque a la función AddRoundKey. Se 
obtiene la clave correcta (211) capturando 1000 trazas. 
En el caso de la función ShiftRows los resultados no varían respecto de 
la anterior función, pues esta función únicamente mueve valores dentro del 
estado sin realizar ninguna operación con ellos. La salida de esta función se 
recibe el nombre de “Sr”. 
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Un punto ampliamente usado para el ataque es la salida de la función 
SubBytes. Esta es una función altamente no lineal, de forma que la varia-
ción de un bit a la entrada provoca el cambio de varios bits a la salida, lo 
que permite diferenciar con facilidad la clave real respecto al resto de cla-
ves (Tabla 3.3). 
Hipótesis de clave Correlación máxima 
209 HW(11010001)=4 0.0632 
210 HW(11010010)=4 0.0747 
211 HW(11010011)=5 0.8143 
196 HW(11000011)=4 0.0591 
148 HW(10010011)=4 0.0729 
Tabla 3.3: Correlaciones máximas obtenidas con ataque a la función SubBytes. Se obtiene 
la clave correcta (211) capturando 200 trazas. 
La sustitución que se realiza en esta función es la siguiente: 
 
ܾܵሺ௜,௝ሻ ൌ ܵܤܱܺ൫ܵܽሺ௜,௝ሻ൯ ൌ ܵܤܱܺሺ ሺܶ௜,௝ሻ ْ ܭሺ௜,௝ሻሻ 
 
(3.2) 
donde: 
Sb(i,j): Byte (i,j) del estado tras la función SubBytes. 
Puede comprobarse que los elementos del estado continúan dependien-
do únicamente de un byte de la clave y por tanto el número de hipótesis 
siguen siendo reducidas. 
A partir de la ejecución de la función MixColumns en la primera ronda 
cada valor del estado depende de 4 bytes de la clave. Esto supone que la 
cantidad de claves posibles para calcular el modelo se eleva a 232. La ope-
ración que se realiza en esta función se define mediante (3.3) aplicada a 
cada una de las 4 columnas del estado: 
 
ۉ
ۈ
ۇ
ܵ݉ሺ௜,ଵሻ
ܵ݉ሺ௜,ଶሻ
ܵ݉ሺ௜,ଷሻ
ܵ݉ሺ௜,ସሻی
ۋ
ۊ
ൌ ൮
2 3 1 1
1 2 3 1
1 1 2 3
3 1 1 2
൲ ൉
ۉ
ۈ
ۇ
ܾܵሺ௜,ଵሻ
ܾܵሺ௜,ଶሻ
ܾܵሺ௜,ଷሻ
ܾܵሺ௜,ସሻی
ۋ
ۊ
 
 
(3.3) 
Siendo: 
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Sm(i,j): Byte (i,j) del estado tras la función MixColumns. 
De (3.3) se puede extraer que el cálculo del primer byte del estado se 
realiza de la siguiente forma: 
 
ܵ݉ሺଵ,ଵሻ ൌ 2 ൉ ܾܵሺଵ,ଵሻ ൅ 3 ൉ ܾܵሺଵ,ଶሻ ൅ ܾܵሺଵ,ଷሻ ൅ ܾܵሺଵ,ସሻ 
 
(3.4) 
Considerando que el atacante tiene control sobre el texto plano que se 
envía al dispositivo, [Lu'2009] propone usar un texto plano en el que todos 
sus bytes sean constantes, a excepción del byte objetivo del ataque. Supo-
niendo que en la ecuación (3.4) el byte del texto plano que varía sea el T1,4  
se cumple que: 
 
ܵ݉ሺଵ,ଵሻ ൌ ܥ݋݊ݏݐܽ݊ݐ݁ ൅ ܾܵሺଵ,ସሻ 
 
(3.5) 
Puede apreciarse que (3.5) equivale a un enmascarado pero con una 
máscara que no varía en el tiempo, el coeficiente de correlación se verá 
afectado aunque seguirá siendo útil para localizar la clave.  En consecuen-
cia, la función MixColumns es atacable de modo similar a como se ataca la 
función SubBytes. 
Es a partir de la ejecución de la función MixColumns en la ronda 2 
cuando la difusión de la clave es tal que cualquier byte del estado depende 
de los 128 bits de la clave [Lu'2009]. Intentar el ataque en estas condicio-
nes equivaldría a realizar un ataque por fuerza bruta. 
A parte de las vulnerabilidades expuestas en las primeras rondas del 
algoritmo existe la posibilidad de atacarlo en sus últimas rondas. El ata-
cante debe conservar la información que retorna el criptoprocesador, tanto 
si es texto cifrado como texto plano, y plantear las hipótesis sobre la ronda 
10. El objetivo es obtener la última parte de la clave extendida que se ha 
utilizado y, dada la reversibilidad de la función KeyExpand, obtener la cla-
ve correspondiente. 
El punto más sensible mediante esta técnica es al byte inmediatamente 
anterior a la función SubBytes de la ronda 10, aunque [Lu'2009] plantea la 
posibilidad de atacar cualquier valor intermedio a partir de la ronda 7. 
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3.3. Fundamentos de la contramedida propuesta. 
La idea básica de la contramedida propuesta es realizar el proceso de 
encriptado mediante el uso de una clave falsa (KeyFAKE). Esta clave falsa se 
obtiene realizando la operación lógica “or exclusiva” de la clave real (Key-
REAL) con una máscara de clave (KeyMASK) de la siguiente manera: 
 
ܭ݁ݕி஺௄ாሺ௜,௝ሻ ൌ ܭ݁ݕோா஺௅ሺ௜,௝ሻ ْ ܭ݁ݕெ஺ௌ௄ሺ௜,௝ሻ 
 
(3.6) 
KeyFAKES(i,j): Byte (i,j) de la matriz de la clave falsa. 
KeyREAL(i,j): Byte (i,j) de la matriz de la clave real. 
KeyMASK(i,j): Byte (i,j) de la matriz de la máscara de clave. 
Las operaciones del algoritmo se realizan utilizando la clave falsa 
(KeyFAKE) y, puesto que el sistema no dispone de ninguna contramedida 
adicional, cualquier ataque por canal lateral revelará esta clave 
[Lum’2014]. 
La Figura 3.2 muestra la estructura que implementa la contramedida 
basada en “faking”.  
 
 
Figura 3.2: Estructura de implementación de AES con la contramedida basada en 
“faking”. 
Se debe tener en cuenta que, sin acciones adicionales, el texto sería en-
criptado con la clave falsa. En consecuencia se obtendría el texto incorrec-
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tamente cifrado. Para que el sistema devuelva los resultados esperados 
habrá que invertir el proceso en algún punto del algoritmo. 
Es a partir de la función SubBytes cuando el estado sufre las transfor-
maciones más drásticas. La sustitución SBOX se realiza sobre la salida de 
la función ShiftRows. 
 
ܾܵሺ௜,௝ሻ ൌ ܵܤܱܺ൫ܵݎሺ௜,௝ሻ൯ ൌ ܵܤܱܺ൫ܭ݁ݕி஺௄ாሺ௜,௝ሻ ْ ܧݏݐܽ݀݋ሺ௜,௝ሻ൯ 
 
(3.7) 
Estado(i,j): Byte (i,j) de la matriz de estado resultante de la fun-
ción anterior. 
Considerando las expresiones (3.6) y (3.7) se puede observar que el es-
tado resultante corresponde al que se hubiese obtenido usando la clave real 
pero enmascarado (or exclusiva) con un determinado valor. Estos valores 
forman una matriz [4x4] denominada SbTRANS. 
 
ܾܵሺ௜,௝ሻ ൌ ܵܤܱܺ൫ܭ݁ݕோா஺௅ሺ௜,௝ሻ ْ ܭ݁ݕெ஺ௌ௄ሺ௜,௝ሻ ْ ܧݏݐܽ݀݋ሺ௜,௝ሻ൯
ܾܵሺ௜,௝ሻ ൌ ܵܤܱܺ൫ܭ݁ݕோா஺௅ሺ௜,௝ሻ ْ ܧݏݐܽ݀݋ሺ௜,௝ሻ൯ ْ ்ܾܵோ஺ேௌሺ௜,௝ሻ
ܾܵሺ௜,௝ሻ ൌ ܾܵோா஺௅ ሺ௜,௝ሻ ْ ்ܾܵோ஺ேௌሺ௜,௝ሻ
 
 
 
(3.8) 
SbTRANS(i,j): Byte (i,j) de la matriz de la máscaras SbTRANS. 
SbREAL (i,j): Byte (i,j) de la matriz de estado a la salida de la fun-
ción SubBytes si hubiese sido procesado con la clave 
real. 
Finalmente, el resultado de (3.8) se procesa mediante la función Mix-
Columns. Esta función se realiza en el campo finito de Galois GF(28) e in-
cluye las operaciones suma y producto. Una de las propiedades de este tipo 
de estructura algebraica es la propiedad distributiva del producto respecto 
de la suma, de forma que: 
 
ܣ ൉ ሺܤ ൅ ܥሻ ൌ ܣ ൉ ܤ ൅ ܣ ൉ ܥ 
 
(3.9) 
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 Al mismo tiempo, y dado que la implementación de la suma en 
GF(28) se realiza mediante la operación lógica “or exclusiva”, la ecuación 
(3.8) puede escribirse tal que: 
 
ܾܵሺ௜,௝ሻ ൌ ܾܵோா஺௅ ሺ௜,௝ሻ ൅ ்ܾܵோ஺ேௌሺ௜,௝ሻ 
 
(3.10) 
Entonces la función MixColumns, descrita en (3.3), aplicada a (3.10) 
resulta: 
 
ۉ
ۈ
ۇ
ܵ݉ሺ௜,ଵሻ
ܵ݉ሺ௜,ଶሻ
ܵ݉ሺ௜,ଷሻ
ܵ݉ሺ௜,ସሻی
ۋ
ۊ
ൌ ൮
2 3 1 1
1 2 3 1
1 1 2 3
3 1 1 2
൲ ൉
ۉ
ۈ
ۇ
ܾܵோா஺௅ ሺ௜,௝ሻ ൅ ்ܾܵோ஺ேௌሺ௜,௝ሻ
ܾܵோா஺௅ ሺ௜,௝ሻ ൅ ்ܾܵோ஺ேௌሺ௜,௝ሻ
ܾܵோா஺௅ ሺ௜,௝ሻ ൅ ்ܾܵோ஺ேௌሺ௜,௝ሻ
ܾܵோா஺௅ ሺ௜,௝ሻ ൅ ்ܾܵோ஺ேௌሺ௜,௝ሻی
ۋ
ۊ 
 
(3.11) 
Que al aplicar la propiedad distributiva (3.9) se convierte en: 
 
ۉ
ۈ
ۇ
ܵ݉ሺ௜,ଵሻ
ܵ݉ሺ௜,ଶሻ
ܵ݉ሺ௜,ଷሻ
ܵ݉ሺ௜,ସሻی
ۋ
ۊ
ൌ ൮
2 3 1 1
1 2 3 1
1 1 2 3
3 1 1 2
൲ ൉
ۉ
ۈ
ۇ
ܾܵோா஺௅ ሺ௜,௝ሻ
ܾܵோா஺௅ ሺ௜,௝ሻ
ܾܵோா஺௅ ሺ௜,௝ሻ
ܾܵோா஺௅ ሺ௜,௝ሻی
ۋ
ۊ
൅ ൮
2 3 1 1
1 2 3 1
1 1 2 3
3 1 1 2
൲ ൉
ۉ
ۈ
ۇ
்ܾܵோ஺ேௌሺ௜,௝ሻ
்ܾܵோ஺ேௌሺ௜,௝ሻ
்ܾܵோ஺ேௌሺ௜,௝ሻ
்ܾܵோ஺ேௌሺ௜,௝ሻی
ۋ
ۊ 
 
(3.12) 
De donde se concluye que: 
 
ܵ݉ ൌ ܯ݅ݔܥ݋݈ݑ݉݊ݏ ሺܾܵோா஺௅ሻ ْ ܯ݅ݔܥ݋݈ݑ݉݊ݏ ሺ்ܾܵோ஺ேௌሻ
ܵ݉ ൌ ܵ݉ோா஺௅ ْ ்ܵ݉ோ஺ேௌ
 
 
(3.13) 
Sm: Matriz de estado a la salida de la función MixCo-
lumns. 
SmREAL: Matriz de estado a la salida de la función MixColumns 
si hubiese sido procesado con la clave real. 
SmTRANS: Matriz de enmascarado de final de ronda. 
De forma análoga al resultado de la ecuación (3.8), el estado resultante 
de (3.13) corresponde al que se hubiese obtenido usando la clave real pero 
enmascarado (or exclusiva) con unos valores diferentes. Estos valores for-
man una matriz [4x4] denominada SmTRANS. 
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El algoritmo AES se realiza en múltiples rondas. Para un correcto fun-
cionamiento es necesario iniciar cada una ellas con el estado que se hubiera 
obtenido procesando con la clave real. Para ello es necesario calcular la 
matriz SmTRANS (3.13) para revertir el proceso tal como se muestra a conti-
nuación: 
 
ܵ݉ ْ ்ܵ݉ோ஺ேௌ ൌ ܵ݉ோா஺௅ ْ ்ܵ݉ோ஺ேௌ ْ ்ܵ݉ோ஺ேௌ ൌ ܵ݉ோா஺௅ 
 
(3.14) 
La matriz SmTRANS, se obtiene al aplicar la función MixColumns sobre 
la matriz SbTRANS (3.13) que resulta de la ecuación (3.8), de forma que:  
 
்ܾܵோ஺ேௌሺ௜,௝ሻ ൌ ܾܵோா஺௅ ሺ௜,௝ሻ ْ ܾܵሺ௜,௝ሻ
்ܾܵோ஺ேௌሺ௜,௝ሻ ൌ ܵܤܱܺ൫ܭ݁ݕோா஺௅ሺ௜,௝ሻ ْ ܧݏݐܽ݀݋ሺ௜,௝ሻ൯ ْ ܾܵሺ௜,௝ሻ
 
 
 
(3.15) 
A su vez, aplicando (3.7) en (3.15) se llega a la expresión: 
 
்ܾܵோ஺ேௌሺ௜,௝ሻ ൌ ܵܤܱܺ൫ܭ݁ݕோா஺௅ሺ௜,௝ሻ ْ ܧݏݐܽ݀݋ሺ௜,௝ሻ൯ ْ
 
ْ ܵܤܱܺ൫ܭ݁ݕி஺௄ாሺ௜,௝ሻ ْ ܧݏݐܽ݀݋ሺ௜,௝ሻ൯ 
 
(3.16) 
Dado que todos los elementos del estado son bytes, se pueden precal-
cular los valores que pueden tomar los elementos de la matriz SbTRANS para 
los 256 posibles valores de los elementos del estado. Todos estos valores 
forman una tabla de 256 elementos a la que denominaremos SBOXTRANS. 
Para realizar el cálculo de dicha tabla se plantea la siguiente sustitución, 
 
݆ ൌ ܭ݁ݕி஺௄ா ْ ܧݏݐܽ݀݋ 
 
(3.17) 
que junto con (3.6), hacen posible que la ecuación (3.16) pueda ser genera-
lizada, para cualquier valor de los elementos del estado, de la siguiente 
forma: 
 
ܵܤ்ܱܺோ஺ேௌሺ݆ሻ ൌ ܵܤܱܺሺ݆ ْ ܭ݁ݕெ஺ௌ௄ሻ ْ ܵܤܱܺሺ݆ሻ
 
(3.18) 
 
Contramedida basada en “faking” 
58 
 
El uso de esta expresión permite calcular todos los elementos de 
SBOXTRANS utilizando el pseudocódigo mostrado en (3.19). Finalmente, se 
puede obtener el valor correspondiente mediante una búsqueda en la tabla 
SBOXTRANS de forma análoga a como se busca en SBOX (apartado 3.2.1). 
 
 
 
(3.19) 
3.4. Vulnerabilidades añadidas. 
Puesto que el sistema está implementado sin contramedidas adiciona-
les el proceso de cálculo de la matriz SbTRANS es susceptible de ser atacado 
mediante un SCA que puede originar un falso positivo.  
También es cierto que, mediante un análisis SCA de primer orden, el 
atacante puede conocer el valor de KEYFAKE, por tanto, resulta imprescin-
dible proteger el valor de KEYMASK para que la seguridad del sistema no se 
vea comprometida. El enmascarado es la contramedida más adecuada para 
conseguir esta protección, ya que puede ser implementada tanto al nivel de 
software como de hardware, y por tanto no depende de la estructura inter-
na del dispositivo. 
A continuación se exponen cuales son los puntos débiles del sistema y 
como actúa el enmascarado que los protege. 
- Un ataque de segundo orden entre las salidas de las funcio-
nes SboxTrans y SubBytes puede revelar la clave. Este tipo de ata-
que combina el consumo y el dato procesado en dos puntos del algoritmo 
(Apartado 2.10).  
El modelo a usar en este caso se obtiene mediante la operación “or ex-
clusiva” entre los datos a la salida de la función SubBytes (3.8) y a la sali-
da de la función SboxTrans (3.15). Este modelo es coincidente con el que 
se usa en un ataque de primer orden a la salida de la función SubBytes. 
݂݋ݎ ݆ ൌ 0 ݐ݋ 255 
     ܵܤ்ܱܺோ஺ேௌሺ݆ሻ ൌ ܵܤܱܺሺ݆ ْ ܭ݁ݕெ஺ௌ௄ሻ ْ ܵܤܱܺሺ݆ሻ
݊݁ݔݐ ݆ 
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ܾܵሺ௜,௝ሻ ْ ்ܾܵோ஺ேௌሺ௜,௝ሻ ൌ ܵܤܱܺ൫ܭ݁ݕோா஺௅ሺ௜,௝ሻ ْ ܧݏݐܽ݀݋ሺ௜,௝ሻ൯ ْ 
ْ ்ܾܵோ஺ேௌሺ௜,௝ሻ ْ ்ܾܵோ஺ேௌሺ௜,௝ሻ 
 
ܾܵሺ௜,௝ሻ ْ ்ܾܵோ஺ேௌሺ௜,௝ሻ ൌ ܵܤܱܺ൫ܭ݁ݕோா஺௅ሺ௜,௝ሻ ْ ܧݏݐܽ݀݋ሺ௜,௝ሻ൯ 
(3.20) 
Por su parte, el consumo puede ser pre procesado usando la función 
definida en (2.22), haciendo que Cti sea el consumo a la salida de SubBytes 
y Ctk el consumo a la salida de SboxTrans. 
 
Figura 3.3: Simulación de ataque de segundo orden entre las salidas de SubBytes y 
SboxTrans. 
La Figura 3.3 muestra el resultado simulado del ataque en estas condi-
ciones. Puede apreciarse que aunque la correlación máxima obtenida es 
baja, puede ser diferenciada la hipótesis correcta de las que no lo son. 
- Tras el proceso de reenmascarado en la ronda 1 (Figura 3.2) los 
valores que forman la matriz de estado son los que tendrían si se realizase 
el algoritmo con la clave real. Tras este punto, el sistema puede ser ataca-
do en las mismas condiciones que un AES convencional sin contramedidas, 
aplicando las mismas restricciones que en la ecuación (3.5). Será necesario 
proteger el estado a la salida de esta función. 
- A la salida de la función SboxTrans en la que se implementa la 
ecuación (3.16). En esta función intervienen el estado, la clave falsa y la 
clave real junto con la función SBOX. Se da la circunstancia de que el ata-
cante conoce el estado, ya que en la primera ronda corresponde con el tex-
to plano. También conoce KEYFAKE, gracias a que el sistema está diseñado 
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para desvelarla mediante un ataque SCA. Y finalmente, conoce la función 
SBOX, puesto que forma parte del algoritmo AES. En estas condiciones el 
atacante está en disposición de modelar la salida del bloque SboxTrans y 
plantear un ataque de primer orden (Apartado 2.7.3) para desvelar la cla-
ve real. 
- La función MixColumn requiere una especial atención puesto que 
se combinan bytes de diferentes filas de una misma columna. Si se usa un 
valor de máscara común para todos los bytes del estado, este puede ser 
cancelado en alguna de las operaciones “or exclusiva” necesarias para la 
implementar la función [Man'2007].  
Hay que considerar también que el uso de la misma máscara en dos 
instantes del cálculo hace al sistema susceptible a un ataque de segundo 
orden tal y como se expone en el Apartado 2.10.  
Si la entrada y la salida de la función MixColumn se enmascaran con 
el mismo valor y se utiliza un texto plano en el que únicamente varía uno 
de sus bytes [Lu'2009] el sistema es vulnerable. 
3.5. Protección de la matriz de reenmascarado  
El uso de una máscara común a todos los bytes del estado no garantiza 
la protección total del proceso de cálculo. [Man'2007] propone el uso de 
una máscara diferente para cada columna del estado para proteger la inte-
gridad de los datos en el procesado de la función  MixColumn.  
Los valores de las máscaras se generan de forma aleatoria para cada 
ciclo de encriptado o des encriptado. Estos valores forman una matriz de-
nominada MJ: 
 
ܯ௃ ൌ ൮
݉଴ ݉଴ ݉଴ ݉଴
݉ଵ ݉ଵ ݉ଵ ݉ଵ
݉ଶ ݉ଶ ݉ଶ ݉ଶ
݉ଷ ݉ଷ ݉ଷ ݉ଷ
൲ 
 
(3.21) 
A causa de la inclusión de esta matriz de máscaras la salida de la fun-
ción SBoxTrans resulta de la siguiente forma: 
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்ܾܵோ஺ேௌሺ௜,௝ሻ ൌ ܾܵோா஺௅ ሺ௜,௝ሻ ْ ܾܵሺ௜,௝ሻ ْ ܯ௃ሺ௜,௝ሻ
 
(3.22) 
MJ(i,j): Byte (i,j) de la matriz de máscaras MJ. 
En consecuencia, la inclusión del término MJ, protege el sistema para 
los ataques definidos en el apartado 3.4. La Figura 3.4 muestra el resultado 
del ataque planteado anteriormente con la inclusión del término MJ, puede 
apreciarse que la clave queda protegida. 
 
Figura 3.4: Simulación de ataque de segundo orden entre las salidas de SubBytes y 
SboxTrans con la inclusión de máscara aleatoria. 
Seguidamente, al resultado de (3.22) se la aplica la función MixCo-
lumn. Aplicando la propiedad distributiva del campo de Galois 
GF(28)(3.9), se llega a la conclusión de que la matriz MJ se transforma en 
una nueva matriz de máscaras que denominada MK de la siguiente manera: 
 
ܯ௄ ൌ ൮
2 3 1 1
1 2 3 1
1 1 2 3
3 1 1 2
൲ ൉ ൮
݉଴ ݉଴ ݉଴ ݉଴
݉ଵ ݉ଵ ݉ଵ ݉ଵ
݉ଶ ݉ଶ ݉ଶ ݉ଶ
݉ଷ ݉ଷ ݉ଷ ݉ଷ
൲ ൌ ൮
݉௔ ݉௔ ݉௔ ݉௔
݉௕ ݉௕ ݉௕ ݉௕
݉௖ ݉௖ ݉௖ ݉௖
݉ௗ ݉ௗ ݉ௗ ݉ௗ
൲ 
 
(3.23) 
Finalmente, al realizar el proceso de reenmascarado el estado queda 
protegido por la misma matriz MK. Los valores de esta la matriz de másca-
ras deben ser cancelados en la función AddRoundKey para realizar la si-
guiente ronda del algoritmo. 
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En la Figura 3.5 se muestra el sistema final con la indicación de las 
líneas de datos que están protegidas por cada una de las matrices de 
máscaras. 
 
Figura 3.5: Estructura de implementación de AES con la contramedida basada en 
“faking” y las matrices de máscaras MJ y MK. 
3.6. Implementación software. 
Los microprocesadores son dispositivos muy propicios para realizar con 
éxito ataques por análisis de consumo. Son tres los elementos que los hacen 
especialmente sensibles (Apartado 2.3.1):  
a) Los diversos elementos del procesador se comunican mediante buses 
de datos y direcciones. Los buses son líneas de comunicación de 
gran tamaño. La escritura en ellos tiene un importante impacto en 
el consumo del dispositivo debido a su gran capacidad parásita. 
b) La cantidad fija de líneas que forman el bus de datos limita el ta-
maño de la información que se transfiere, en consecuencia, la canti-
dad de datos que pueden estar conmutando de forma concurrente 
al byte que se está atacando. 
c) Las operaciones complejas se descomponen en operaciones simples 
en las que se procesan pequeñas cantidades de información. Esta 
característica permite aislar el instante preciso en que se procesa 
cada dato y relacionarlo con el consumo. 
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Puesto que el sistema debe dar un falso positivo, la implementación del 
algoritmo AES debe realizarse de forma que pueda ser atacado mediante 
un modelo de HW o HD.  
3.6.1. Acceso a memoria. 
El acceso a memoria a través del bus de datos es el punto débil del sis-
tema. En el algoritmo AES el estado es una matriz de 4x4 bytes alojada en 
la memoria del sistema [NIST'2001]. Cada vez que se accede a la lectura o 
escritura de un elemento del estado su valor se hace presente en el bus de 
datos y su marca de consumo se traslada a la línea de alimentación. Tam-
bién se almacenan en la memoria del dispositivo la tabla SBOX propia del 
AES. 
Es necesario estudiar la forma en que se realiza el acceso a memoria en 
el dispositivo elegido para asegurar el funcionamiento de la contramedida. 
3.6.1.1. Programación en bucle 
El acceso a la matriz de estado se realiza mediante el anidamiento de 
dos bucles que barren filas y columnas como se muestra en (3.24). El pro-
cesador debe gestionar los índices de los bucles y los saltos de programa al 
mismo tiempo que realiza la función SubBytes. Para completar la función 
cada valor de la matriz de estado debe ser leído desde la memoria de datos 
y su valor debe ser usado como índice de búsqueda en la tabla SBOX. 
 
 
 
(3.24) 
La Figura 3.6 muestra la simulación de la ejecución, sobre un micro-
procesador soft-core Microblaze, de la función SubBytes en un caso en que 
for(i=0;i<4;i++) 
{ 
  for(j=0;j<4;j++) 
  { 
    state[i][j] = sbox[state[i][j]]; 
  } 
} 
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los cuatro elementos de la primera fila son X32“0A132489” y los valores 
correspondientes de la tabla SBOX son X“677D36A7.  
 
Figura 3.6: Simulación de acceso mediante bucles. 
La simulación presenta la siguiente secuencia: 
a) Ts33=0ns, los 4 bytes correspondientes a la primera fila aparecen 
en el bus de lectura. Puesto que en este instante se está procesando 
el primer elemento del estado únicamente se usa el dato X“0A”. 
Este valor es almacenado en un registro interno del procesador. 
b) Ts=120ns, la parte de la tabla SBOX en la que se encuentra el 
dato correspondiente a la posición X“0A” es escrita en el bus de 
lectura de datos. 
c) Ts=200ns, el bus de escritura es precargado a X“00000000” 
d) Ts=240ns, en el bus de escritura aparece por cuadruplicado el da-
to del estado que se está procesando X“0A”. En este punto se pro-
duce una pérdida de información modelable mediante HW, puesto 
que el dato corresponde al resultado de la función anterior es un 
dato modelable y puede ser atacado. 
e) Ts=280ns, el bus de escritura es precargado a X“00000000” 
                                     
32 Indica que el valor está expresado en hexadecimal. 
33 Tiempo de simulación. 
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f) Ts=320ns, el dato obtenido de la tabla SBOX aparece por cua-
druplicado en el bus de escritura. De nuevo es atacable mediante 
HW y es el punto crítico del ataque a la función SubBytes.  
g) Ts=360ns, se inicia el procesado del segundo byte del estado. 
Puede apreciarse como el primer byte del estado ya presenta el re-
sultado de la función. 
Esta opción se ejecuta en 24.2 μs equivalentes a 605 ciclos de reloj a 
una frecuencia de 25 MHz. 
3.6.1.2. Programación desarrollada 
El acceso a la matriz de estado se realiza de forma desarrollada escri-
biendo directamente las 16 líneas de código que acceden a cada elemento 
del estado.  
 
 
 
(3.25) 
En este caso el procesador no debe gestionar los índices y únicamente 
ha de acceder a la memoria tanto para leer como para escribir. La Figura 
3.7 muestra la simulación en la que se procesan los mismos datos que en la 
Figura 3.6. 
La simulación presenta la siguiente secuencia: 
a) Ts=0ns, los 4 bytes correspondientes a la primer fila aparecen en 
el bus de lectura. Puesto que en este instante se está procesando el 
primer elemento del estado, únicamente se usa el dato X“0A”. Este 
valor es almacenado en un registro interno del procesador. 
b) Ts=120ns, la parte de la tabla SBOX, en la que se encuentra el 
dato correspondiente a la posición X“0A”, es escrita en el bus de 
lectura de datos. 
 
state[0][0]=sbox[state[0][0]]; 
state[0][1]=sbox[state[0][1]]; 
state[0][2]=sbox[state[0][2]]; 
… 
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Figura 3.7: Simulación de acceso desarrollado. 
c) Ts=200ns, el dato obtenido de la tabla SBOX aparece por cua-
druplicado en el bus de escritura. Hay que notar que el valor ante-
rior del bus de escritura es un dato arbitrario generado por instruc-
ciones no relacionadas con el algoritmo y que no puede ser modela-
do por el atacante. En este punto no puede plantearse un modelo 
HW puesto que el dato anterior no es X“00000000” y tampoco es 
posible plantear un ataque HD puesto que el dato anterior es arbi-
trario. 
d) Ts=240ns, de nuevo los 4 bytes correspondientes a la primera fila 
aparecen en el bus de lectura, en esta caso el dato a procesar es el 
segundo cuyo valor es X“13”. Puede apreciarse que el primer dato 
corresponde a la salida de la función SubBytes correspondiente al 
byte anterior. 
e) Ts=400ns, la parte de la tabla SBOX en la que se encuentra el 
dato correspondiente a la posición X“13” es escrita en el bus de lec-
tura de datos. 
f) Ts=480ns, el dato obtenido de la tabla SBOX aparece por cua-
druplicado en el bus de escritura. En este caso tanto el dato que 
ocupaba el bus anteriormente como el actual son datos modelables.  
En teoría podría plantearse un ataque por HD entre la salida SubBytes 
de un byte estado y la salida SubBytes del byte posterior. Este análisis es 
difícil de realizar ya que implicaría modelar 216 hipótesis de clave (2 bytes) 
y conocer el orden en que se procesas los bytes del estado en cada función.  
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Esta opción se ejecuta en 4,4 μs equivalentes a 110 ciclos de reloj a 
una frecuencia de 25 MHz. 
A la luz de las simulaciones realizadas, el método expuesto en el apar-
tado 3.6.1.1 deberá ser usado en aquellas partes del algoritmo que deban 
ser sensibles al ataque por análisis de consumo. En cambio, aquellas partes 
del algoritmo que pretendan protegerse deberán realizarse mediante el 
método expuesto en el apartado 3.6.1.2. 
3.6.2. Operaciones adicionales 
A parte del cálculo de la matriz SmTRANS, la implementación de la con-
tramedida precisa operaciones adicionales que incrementan el tiempo de 
procesado. Las operaciones mencionadas son las siguientes. 
- Es necesario el enmascaramiento de la clave expandida. El 
algoritmo AES realiza la expansión de la clave para favorecer la dispersión 
de la misma a lo largo del proceso. En el caso del AES-128 implica que la 
clave inicial de 16 bytes acaba siendo una tabla de 11x16 bytes (11 vecto-
res de 16 bytes) uno por cada ejecución de la función AddRounKey (Apar-
tado 3.2.1). Cada uno de estos vectores debe ser enmascarado con KeyMASK. 
Este proceso debe ser realizado cada vez que se modifique KeyREAL o Key-
MASK. 
- Las tablas SBOXTRANS deben ser precalculadas. La implemen-
tación de esta función se realiza mediante la ecuación (3.18) que se imple-
menta según el pseudocódigo expuesto en (3.19). En dicha función inter-
viene el valor SbREAL(i,j), que se obtiene de la tabla SBOX definida en el al-
goritmo, y cuyo uso representa una importante vulnerabilidad del sistema. 
Este dato, al ser leído desde la memoria del dispositivo, viaja por el bus y 
puede provocar pérdidas de información explotable. 
Para evitar el posible ataque al valor SbREAL(i,j), los valores de las tablas 
SBOXTRANS deben ser enmascarados usando la matriz MJ(i,j) (apartado 3.5). 
En el cálculo se accede a la función SBOX propia del algoritmo, por tanto 
este acceso ha de realizarse de forma independiente de la clave y del texto 
plano. El precálculo de SBOXTRANS permite obtener el resultado de la fun-
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ción sin la necesidad de acceder a las tablas SBOX, de esta forma se evita 
la posible pérdida de información.  
Puesto que MJ es un valor aleatorio que cambia para cada ciclo de en-
criptado, las tablas SBOXTRANS también deben ser precalculadas con la 
misma frecuencia. El pseudocódigo que realiza el precálculo es el mostrado 
en (3.26).  
 
 
(3.26) 
Las tablas ocupan en memoria 4 kB de espacio correspondientes a 256 
B por cada uno de los 16 valores de KeyMASK disponibles. 
Si bien el primer cálculo de las tablas SBOXTRANS debe realizarse me-
diante la función expresada en (3.26), en sucesivas rondas puede ser recal-
culada mediante la simple adición de una máscara nueva a la tabla alma-
cenada en la memoria. La forma de realizarlo es la que se muestra a conti-
nuación: 
 
 
(3.27) 
Supongamos que la tabla está enmascarada con un valor MJ1, y se 
aplica el algoritmo (3.27) con un nuevo valor MJ2, se puede considerar que 
la nueva tabla SBOXTRANS es la original pero enmascarado con una nueva 
máscara MJN con valor: 
 
ܯே ൌ ܯ௃ଵ ْܯ௃ଶ
 
(3.28) 
Ahora, aplicando la ecuación (3.23) a la nueva máscara se obtiene la 
Matriz MK asociada a ésta: 
݂݋ݎ ݆ ൌ 0 ݐ݋ 255 
          ܵܤ்ܱܺோ஺ேௌሺ݆ሻ ൌ ܵܤ்ܱܺோ஺ேௌሺ݆ሻ ْܯ௃
݊݁ݔݐ ݆ 
݂݋ݎ ݆ ൌ 0 ݐ݋ 255
          ܵܤ்ܱܺோ஺ேௌሺ݆ሻ ൌ ܵܤܱܺሺ݆ ْ ܭ݁ݕெ஺ௌ௄ሻ ْ ܵܤܱܺሺ݆ሻ ْܯ௃
݊݁ݔݐ ݆ 
 
Contramedida basada en “faking” 
69 
 
 
ܯ௄ே ൌ ൮
2 3 1 1
1 2 3 1
1 1 2 3
3 1 1 2
൲ ൉ ൫ܯܬ1 ْ ܯܬ2൯ 
 
(3.29) 
Que al aplicar la propiedad distributiva se obtiene: 
 
ܯ௄ ൌ ൮
2 3 1 1
1 2 3 1
1 1 2 3
3 1 1 2
൲ ൉ ܯܬ1 ْ ൮
2 3 1 1
1 2 3 1
1 1 2 3
3 1 1 2
൲ ൉ ܯܬ2 ൌ ܯܭ1 ْ ܯܭ2 
 
(3.30) 
De donde se deduce que la nueva matriz MKN asociada a la matriz MJN 
puede obtenerse mediante una operación or-exclusiva entre la MK1 y la 
MK2. 
El cálculo de la tabla realizado por este método aporta dos grandes 
ventajas: el proceso es más rápido al reducirse la complejidad del mismo y 
se evita realizar búsquedas en la tabla SBOX evitando de este modo la 
perdida de información asociada a esa operación. 
- La matriz de máscaras MK es necesaria tras la ejecución de cada 
ronda. Puesto que el estado se enmascara con esta matriz, tal y como se 
expone en la ecuación(3.23), se deben calcular los valores que la forman 
para poder cancelarla. El cálculo se realiza aplicando la función MixCo-
lumn a una de las columnas de la matriz MJ. 
Seguidamente esta matriz debe ser eliminada antes de proceder al ini-
cio de la siguiente ronda. Es determinante que esta operación se realice en 
el orden correcto para no comprometer la seguridad del sistema.  
El estado resultante de la ronda anterior está enmascarado con la ma-
triz MK de forma que: 
 
ܧݏݐܽ݀݋ሺ௜,௝ሻ ൌ ܧݏݐܽ݀݋ோா஺௅ ሺ௜,௝ሻ ْ ܯ௄ሺ௜,௝ሻ
 
(3.31) 
En primer lugar debe aplicarse la función AddRoundKey y se obtiene 
el siguiente resultado: 
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ܧݏݐܽ݀݋ሺ௜,௝ሻ ൌ ܧݏݐܽ݀݋ோா஺௅ ሺ௜,௝ሻ ْ ܭ݁ݕோை௎ே஽ ْ ܨܽ݇݁ெ௔௦௞ ْ ܯ௄ሺ௜,௝ሻ
 
(3.32) 
Para posteriormente eliminar la matriz MK mediante la operación “or 
exclusiva”: 
  ܧݏݐܽ݀݋ሺ௜,௝ሻ ൌ ܧݏݐܽ݀݋ோா஺௅ ሺ௜,௝ሻ ْ ܭ݁ݕோை௎ே஽ ْ 
ْ ܨܽ݇݁ெ௔௦௞ ْ ܯ௄ሺ௜,௝ሻ ْ ܯ௄ሺ௜,௝ሻ 
 
  ܧݏݐܽ݀݋ሺ௜,௝ሻ ൌ ܧݏݐܽ݀݋ோா஺௅ ሺ௜,௝ሻ ْ ܭ݁ݕோை௎ே஽ ْ ܨܽ݇݁ெ௔௦௞ 
(3.33) 
Entonces el estado queda listo para la siguiente ronda. La inversión de 
estas operaciones puede dejar al EstadoREAL desprotegido y generar pérdida 
de información explotable. 
3.6.3. Coste computacional 
Las operaciones adicionales descritas necesitan un tiempo de procesado 
adicional. Este hándicap debe ser minimizado para perjudicar en lo mínimo 
posible al tiempo de ejecución del algoritmo. 
Las operaciones pueden dividirse en tres categorías:  
a) las que se realizan al iniciar el sistema, se varía la KeyREAL o se var-
ía la KeyMASK, 
b) aquellas que deben realizarse en cada ciclo de encriptado y 
c) las que deben realizarse en cada ronda del algoritmo. 
En el primer grupo encontramos únicamente el enmascaramiento de la 
clave expandida. El impacto de esta operación no es representativo sobre 
la respuesta del sistema, dado que el tiempo de ejecución se reparte entre 
todos los textos planos que se procesen sin modificar las claves. 
Las operaciones pertenecientes al segundo grupo son: determinar alea-
toriamente las máscaras de la matriz MJ y el posterior cálculo de la matriz 
MK (Apartado 3.5). Posteriormente, partiendo de los valores de MJ, deben 
calcularse las dieciséis tablas SBOXTRANS  que se usarán en la función 
SboxTrans. La forma de que el tiempo de cálculo no afecte al tiempo total 
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del proceso es ejecutar el código correspondiente de forma concurrente con 
la comunicación externa del dispositivo. Es posible realizar las operaciones 
pertinentes mientras, por ejemplo, se envía un texto encriptado y se recibe 
el siguiente texto plano vía RS232. 
Finalmente, las operaciones del tercer grupo son las necesarias para el 
cálculo de la matriz SmTRANS. Al ser necesario realizarlas para cada ronda 
del algoritmo tienen una gran influencia en el tiempo total de ejecución del 
mismo. Atendiendo  a la dispersión de la clave a lo largo  del proceso y a 
las condiciones de ataque planteadas en [Lu'2009], el ataque puede dirigirse 
a cualquier valor intermedio previo a la ronda 2 y posterior a la ronda 8, 
por tanto sería necesario proteger el algoritmo en esas partes de su ejecu-
ción. Para reducir el tiempo de ejecución las rondas 3 a 7 se realizarían 
utilizando el algoritmo normal sin implementar la contramedida. 
3.7. Implementación software/hardware. 
El siguiente paso en la implementación es el uso de una estructura ba-
sada en codiseño software hardware. En este caso el algoritmo se ejecuta 
mediante software en un procesador, mientras que el procesado de las fun-
ciones que calculan la matriz de reenmascarado se ejecutan en un coproce-
sador hardware diseñado a tal efecto.  La Figura 3.8 muestra que parte de 
la estructura se implementa en coprocesador hardware y que parte se re-
suelve mediante software. 
 
Figura 3.8: Estructura de implementación software/hardware del AES con la 
contramedida basada en “faking”. 
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La implementación de este tipo de estructuras suele realizarse en un 
dispositivo FPGA en el que conviven el procesador “softcore34” y el copro-
cesador correspondiente. 
El objetivo principal es que el tiempo de ejecución del algoritmo con la 
contramedida sea lo más parecido posible al tiempo de ejecución del mismo 
sin la contramedida.  
3.7.1. Vulnerabilidades del coprocesador hardware. 
El procesado de la información en el coprocesador está enmascarado 
por los motivos que se exponen en el apartado 3.5. Cuando se implementa 
el coprocesador, es muy importante tomar en consideración algunas vulne-
rabilidades relacionadas con las implementaciones hardware que usan el 
enmascarado como medida de protección contra el análisis de consumo.  
Los dispositivos hardware pueden no ser completamente seguros si las 
operaciones internas no son cuidadosamente realizadas. Una situación de 
riesgo ante un análisis de consumo, que utilice como modelo la distancia de 
Hamming, puede presentarse si dos valores enmascarados con el mismo 
valor son escritos de forma consecutiva en el mismo registro o bus de datos 
[Koc'1999]. 
Sean v(tk) y v(tk+1) dos valores intermedios modelables que se escriben de 
forma consecutiva en un mismo registro, sus valores enmascarados son: 
 
ݒ௠ሺ௧ೖሻ ൌ ݒሺ௧ೖሻ ْ ݉       ݕ ݒ௠ሺ௧ೖశభሻ ൌ ݒሺ௧ೖశభሻ ْ ݉  
 
(3.34) 
El cálculo de la HD se realiza de la siguiente manera: 
 
ܪ݀൫ݒ௠ሺ௧ೖሻ, ݒ௠ሺ௧ೖశభሻ൯ ൌ ܪݓ൫ݒ௠ሺ௧ೖሻ ْ ݒ௠ሺ௧ೖశభሻ൯ 
 
(3.35) 
Finalmente, sustituyendo los valores se concluye que la distancia de 
Hamming es independiente del valor de la máscara que se utilice. 
                                     
34 Procesador totalmente implementado usando síntesis lógica en algún dispositivo 
reconfigurable tipo ASIC, FPGA o CPLD y que puede ser fácilmente configurado según la 
necesidad. 
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ܪݓ൫ݒ௠ሺ௧ೖሻ ْ ݒ௠ሺ௧ೖశభሻ൯ ൌ ܪݓ൫ݒሺ௧ೖሻ ْ ݉ ْ ݒሺ௧ೖశభሻ ْ ݉൯ ൌ 
ൌ   ܪݓ൫ݒሺ௧ೖሻ ْ ݒሺ௧ೖశభሻ൯ 
 
ܪݓ൫ݒሺ௧ೖሻ ْ ݒሺ௧ೖశభሻ൯ ൌ ܪ݀൫ݒሺ௧ೖሻ, ݒሺ௧ೖశభሻ൯  
(3.36) 
Este tipo de vulnerabilidad puede evitarse utilizando cualquiera de las 
siguientes técnicas: 
a) Precarga del registro a un valor determinado: de este modo 
la transición no es entre dos datos conocidos y enmascarados con el 
mismo valor. Por ejemplo, precargando el registro con el valor 
hexadecimal X”00” los modelos HD y HW son coincidentes y, pues-
to que la máscara es aleatoria y desconocida, no son modelables. 
b) Modificación de la máscara entre valores consecutivos: si la 
máscara es diferente entre valores no se produce su cancelación al 
calcular HD mediante la fórmula (3.36) y por tanto tampoco es 
modelable. 
3.7.2. Consumo adicional del coprocesador. 
La inclusión del coprocesador implica un mayor número de recursos in-
ternos del dispositivo reconfigurable que operan en un momento determi-
nado. El consumo del coprocesador  se suma al consumo de microprocesa-
dor y debe cumplir las siguientes especificaciones: 
a) No debe detectarse mediante un análisis simple de la tra-
za. Para ello los datos deben ser procesados en bloques lo más pe-
queños posibles (8 bits), para que el consumo dinámico del coproce-
sador sea también lo mínimo posible. Al mismo tiempo, el procesa-
do debe distribuirse con el objetivo de que el consumo del micro-
procesador principal oculte el consumo del coprocesador. 
b) No debe alterar la correlación con la clave falsa. Conside-
rando que el coeficiente de correlación se ve alterado por el ruido 
de conmutación del sistema (apartado 2.7.2), el coprocesador no 
debe interferir en los instantes en que se está filtrando información 
en el cálculo del AES. Para ello, el coprocesador debe interrumpir 
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su funcionamiento cuando se den las condiciones de acceso a me-
moria explicadas en el apartado 3.6.1.1. 
3.7.3. Funciones del coprocesador. 
Las operaciones propias de la contramedida deben ser distribuidas en-
tre las secciones software y hardware del sistema.  El coprocesador hard-
ware ha de calcular la matriz de reenmascarado MK en cada ronda del al-
goritmo. Este proceso debe hacerse atendiendo a las medidas de seguridad 
expuestas en el apartado 3.5. 
3.7.3.1. Cálculo de la matriz MK y tablas SBOXTRANS 
Este cálculo requiere la selección aleatoria de las máscaras de la matriz 
MJ, posteriormente se calculan los valores de las mascaras de la matriz MK. 
Esta operación ha de realizarse para cada ciclo de encriptado. 
Las tablas SBOXTRANS han de almacenarse en una memoria RAM de 
4kB implementada en el propio coprocesador tal y como se muestra en la 
Figura 3.9. El contenido de las memorias debe ser precalculado en cada 
ciclo de encriptado puesto que la matriz MK también se modifica con la 
misma frecuencia. 
 
Figura 3.9: Implementación hardware del byte 0 de las tablas SBOXTRANS 
enmascarada. 
Tal y como muestra el esquema de implementación de la Figura 3.9, el 
dato registrado corresponde al valor enmascarado evitando de esta manera 
posibles pérdidas de información. 
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3.7.3.2. Cálculo de la matriz de reenmascarado. 
El cálculo de esta matriz de reenmascarado debe realizarse en cada 
ronda del algoritmo, de forma concurrente a la función SubBytes. 
El coprocesador recibe los valores que forman el estado tras la ejecu-
ción de la función ShiftRows. La comunicación entre el microprocesador y 
el coprocesador se realiza a través de un bus local de comunicación. Acto 
seguido se inicia el proceso de cálculo de la matriz SbTRANS  mediante una 
búsqueda en las tablas SOBXTRANS, la matriz se obtiene enmascarada me-
diante MJ.. Una vez obtenidos los 16 valores que la forman se aplica la 
función MixColumns con el fin de obtener la matriz SmTRANS enmascarados 
con los valores de la matriz MK.  
Esta información debe estar disponible antes de que se complete la eje-
cución de la función MixColumn del algoritmo AES, dado que dicha in-
formación es necesaria para proceder al reenmascarado del estado. 
El coprocesador deberá retornar también los valores [ma, mb, mc, md] 
que forman la matriz MK y que han de ser cancelados en la ejecución de la 
función AddRoundKey de la siguiente ronda. 
3.8. Implementación Hardware. 
Los sistemas puramente hardware son más robustos ante ataques de 
consumo que los sistemas software. Esto es debido a que un microprocesa-
dor es un dispositivo del que el atacante puede obtener documentación 
sobre su estructura y funcionamiento. Con esta información puede simular-
se el funcionamiento y planificar el ataque a realizar. Por el contrario, 
cuando se implementa un sistema hardware no se está atado a ninguna 
estructura y el diseñador dispone de total libertad para crear la suya pro-
pia. La dificultad que un atacante puede encontrar para acceder a esta 
información es mucho mayor que en el caso de un microprocesador comer-
cial. 
La implementación de la contramedida objeto de esta tesis requiere 
que el sistema sea sensible a un ataque por análisis de consumo basado en 
los modelos HD, HW o ambos. La estructura debe crearse para conseguir 
este propósito. 
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Hay que considerar también que el diseño hardware permite el proce-
sado concurrente de todos los bytes que forman el estado. La correlación 
que se obtiene, cuando se ataca un byte de la clave, se ve afectada por el 
ruido de conmutación generado por el resto de los bits procesados (aparta-
do 2.7.2). En este caso, el sistema también debe calcular la matriz de re-
enmascarado, por tanto, el consumo dinámico producido por este cálculo 
afectará a la correlación falsa que se pretende conseguir.  
Supongamos el siguiente escenario: 
a) Disponemos de un sistema hardware que procesa el algoritmo AES 
en bloques de 32 bits, o lo que es lo mismo, todos los bits de una 
columna o fila del estado en un mismo ciclo de reloj. 
b) Mediante un análisis de consumo se pretende obtener un byte de la 
clave.  
Según estas premisas, el número de bits que están conmutando y no 
forman parte del byte modelado es 24. En estas condiciones, según la ecua-
ción (2.14), la correlación máxima esperada es 0.5153. 
Si de forma paralela se está procesando el cálculo de la matriz de re-
enmascarado, el consumo dinámico producido por los 32 bits implicados en 
este cálculo se añade al consumo total del dispositivo. Por tanto el número 
de bits que forman el ruido de conmutación pasa a ser de 56 y la correla-
ción máxima esperada será de 0.3561. En otras palabras, el cálculo concu-
rrente de la matriz de reenmascarado provoca que la correlación se reduzca 
al 69%. 
Un dato parecido se obtiene de un nuevo escenario en el que se procesa 
la información en bloques de 128 bits, es decir, todo el estado en un único 
ciclo de reloj. En el primer caso los bits de ruido son 120 y la correlación 
máxima esperada 0.2548. En el segundo caso los bits de ruido son 244 y la 
correlación se reduce a 0.1702. El coeficiente se ha reducido en la misma 
proporción que en el escenario anterior. 
El cálculo de la matriz de reenmascarado influirá notablemente en la 
correlación máxima esperada. Es importante que el registro sensible al 
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ataque, y que está destinado a provocar la correlación con la clave falsa, 
no funcione de forma concurrente con dicho cálculo.  
3.9. Forzado de la correlación. 
La implementación hardware del algoritmo AES se basa en una estruc-
tura en la que se alternan registros y circuitos combinacionales. Estos cir-
cuitos combinacionales están descritos mediante un lenguaje HDL35 para 
que resuelvan las diferentes funciones del algoritmo. El resultado de las 
funciones se almacena en registros que son activados por una máquina de 
estados, de esta forma, el estado evoluciona de un registro al siguiente has-
ta completar el proceso (Figura 3.10).  
 
Figura 3.10: Estructura básica de un sistema descrito en HDL. 
La pérdida de información explotable se producirá en el momento en 
que los datos son almacenados en los registros correspondientes. Por tanto, 
el diseño que se haga de los registros determinara el modelo a utilizar para 
conseguir romper la clave del sistema. 
El planteamiento de un ataque basado en HW (apartado 2.3.2) implica 
que todos los bits del registro han de estar precargados con en el valor 
lógico “0” antes de que el valor del estado se almacene en él. La precarga 
debe realizarla la máquina de estados que controla el sistema.  
                                     
35 De las siglas en ingés “Hardware Description Language”  
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En cambio, si el ataque se basa en HD (apartado 2.3.3), es necesario 
conocer el estado de todos los bits del registro para calcular la distancia de 
Hamming con el valor que se almacenará en el siguiente ciclo de reloj. Esto 
implica que dos valores conocidos por el atacante deben ser escritos de 
forma consecutiva en el mismo registro. Se da la circunstancia que el único 
valor conocido por el atacante es el texto plano enviado al dispositivo y, a 
partir de él y de la hipótesis de clave, se puede obtener el segundo valor 
necesario para calcular el modelo basado en la distancia de Hamming.  
3.10. Conclusiones. 
El método presentado oculta la correlación de la clave real tras una 
fuerte correlación con una clave falsa. Dado que el método trabaja a nivel 
de algoritmo es posible implementarlo usando diversas técnicas y en diver-
sas plataformas. 
Se han establecido las bases para una implementación software y se ha 
incidido sobre las particularidades de la implementación hardware-software 
y de la implementación puramente hardware.  
Las características de la contra medida deben tenerse en cuenta en 
cualquiera de las plataformas que se usen y tratar de que su uso perjudi-
que en lo mínimo posible el tiempo de procesado del algoritmo y/o las ne-
cesidades físicas de los dispositivos. 
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4. Sistema de desarrollo, medidas y proce-
sado 
4.1. Introducción 
Un ataque por análisis de consumo persigue relacionar el dato que se 
está procesando en un dispositivo electrónico con la energía que consume 
en el preciso instante en que el dato se procesa. 
Para la verificación de la contramedida propuesta en esta tesis, se han 
implementado diversas soluciones y se han efectuado los ataques por análi-
sis de consumo pertinentes en cada caso. El equipo necesario para realizar-
lo es el siguiente: 
a) Sistema de desarrollo sobre el que implementar las propuestas pre-
sentadas y que es el dispositivo objetivo del ataque. 
b) Instrumento de captura digital de datos que admita sondas de me-
dida de corriente y de tensión. Ha de tener capacidad para comuni-
carse con un equipo informático. 
c) Hardware y software informático para automatizar el proceso de 
medida y para el posterior procesado de las trazas. 
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La Figura 4.1 muestra la conexión de los elementos para la captura de 
datos previa a la realización del análisis de consumo.  
 
Figura 4.1:Esquema básico de estación de ataque por análisis de consumo 
Es necesario destacar que la integridad de las medidas de corriente in-
fluye notablemente en el éxito del ataque. Si las trazas presentan interfe-
rencias, la relación señal ruido entre éstas y la información explotable por 
el atacante se reduce. El atacante se ve forzado a tomar una gran cantidad 
de medidas para minimizar el perjuicio que la presencia de ruido produce. 
Por otro lado, el objetivo de la parte práctica de esta tesis es verificar el 
funcionamiento del “Faking”. Para ello es necesario obtener las trazas lo 
más limpias posibles para que ningún otro factor pueda influir en la valo-
ración del mismo. 
4.2. Placa de desarrollo 
La placa de desarrollo es la Sasebo-GII36 [AIST'2009]. Esta placa está 
específicamente diseñada para la realización de ataques por análisis de con-
sumo. En su diseño se han tenido en cuenta algunas características que 
permiten la captura de trazas de consumo de forma sencilla con una SNR 
grande. En estas condiciones de trabajo es posible verificar el funciona-
miento de las contramedidas sin necesidad de capturar una gran cantidad 
de trazas; de esta forma se optimiza el tiempo de trabajo [Man'2007]. En la 
                                     
36 SAKURA Hardware Security Project, http://satoh.cs.uec.ac.jp/SAKURA/index.html 
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Figura 4.2 puede verse el diagrama de bloques y el aspecto externo de la 
misma.  
La placa mencionada incorpora una FPGA Virtex 5 XC5VLX5037 des-
tinada a la implementación de los procesadores criptográficos. Esta FPGA 
tiene conectividad con los siguientes elementos externos: 
a) Memoria SRAM de 2Mbits. 
b) 8 indicadores LED para monitorizar señales digitales. 
c) 8 interruptores y 1 pulsador para generar señales digitales. 
d) 24 líneas de entrada-salida digital de propósito general. 
e) 1 línea de señal de CLK externa a la placa. 
f) 1 memoria SPI-ROM de 16 Mbits para almacenar los “bitstreams” 
de configuración inicial de la FPGA. 
g) 1 conector de programación JTAG para la descarga de “bitstre-
ams” de configuración. 
 
Figura 4.2:Diagrama de bloques y fotografía de la placa de desarrollo Sasebo-GII 
Paralelamente el sistema dispone una segunda FPGA Spartan-3A  
modelo XC3S400A37 cuya misión es gestionar la comunicación entre la 
primera FPGA y el sistema informático. Esta FPGA dispone de los si-
guientes periféricos: 
                                     
37 Xilinx Inc: http://www.xilinx.com/  
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a) Integrado FT2232D [FTDI'2010] de la compañía FTDI38 que co-
rresponde a un driver de comunicaciones USB. Este integrado pue-
de configurarse para emular un puerto de comunicaciones RS232.  
b) 8 indicadores LED para monitorizar señales digitales. 
c) 8 interruptores y 1 pulsador para generar señales digitales. 
d) 24 líneas de entrada-salida digital de propósito general. 
e) 1 línea de señal de CLK externa a la placa. 
f) 1 oscilador de 24 MHz. 
g) 1 memoria SPI-ROM de 16 Mbits para almacenar los “bitstreams” 
de configuración inicial de la FPGA. 
h) 1 conector de programación JTAG para la descarga de “bitstre-
ams” de configuración. 
Adicionalmente, existen 38 líneas bidireccionales de comunicación en-
tre las dos FPGAs que pueden usarse para el intercambio de información 
entre ellas. La señal de reloj, propia de la placa y que está conectada a la 
FPGA de comunicaciones, puede ser transmitida a la FPGA criptográfica 
a través de una línea dedicada. 
Puesto que ambas son productos de Xilinc Inc. se han utilizado las 
herramientas proporcionadas por el fabricante para la implementación de 
todos los sistemas.  
Las características esenciales que hacen de ésta una plataforma de de-
sarrollo específica para el testeo de sistemas criptográficos se encuentran en 
la estructura de los reguladores de alimentación presentes en la placa y en 
la distribución de alimentaciones y masas practicada. 
La alimentación eléctrica de todo el sistema puede realizarse a través 
del mismo cable USB que se usa para la comunicación, o desde una fuente 
de alimentación externa. En ambos casos la alimentación se estabiliza me-
diante el uso de reguladores lineales de tensión, en ningún caso se usan 
                                     
38 Future Technology Devices International Ltd. http://www.ftdichip.com 
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reguladores conmutados para evitar el ruido de conmutación que generan. 
El diagrama de bloques de la alimentación se muestra en la Figura 4.3. 
 
Figura 4.3:Esquema de bloques de la alimentación de la placa. 
La alimentación de 5V procedente del cable USB se estabiliza a 3.3 V 
para alimentar a todos los demás dispositivos de la placa. Con esta tensión 
estabilizada se alimentan los puertos de entrada/salida de las dos FPGA y 
también se obtienen los 1.2 V necesarios para alimentar el núcleo lógico de 
la FPGA de control. La FPGA criptográfica requiere, a parte de los 3.3 V 
antes comentados, 2.5 V para una parte de los puertos de entrada/salida y 
1 V para el núcleo lógico. Ambas tensiones se obtienen a partir del bus de 
continua de 3.3 V y existe la posibilidad de suministrar externamente la 
tensión de 1 V destinada a alimentar el núcleo digital. Es la intensidad 
consumida por el núcleo digital de la FPGA criptográfica la que se mide 
para proceder al análisis de consumo. 
Hay que destacar que, tanto el plano de masa de la FPGA criptográfi-
ca, cómo los de alimentación están separados eléctricamente del resto del 
circuito para evitar la conducción de ruido hacia la medida de corriente. 
La conexión de referencia de masas se realiza a través de filtros paso bajo 
para evitar la circulación de señales de alta frecuencia. La Figura 4.4 
muestra la forma en que se realiza esta conexión. 
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Figura 4.4: Filtrado entre los planos de masa de la FPGA de control (GND2) y la 
criptográfica (GND1) 
Las medidas de corriente se realizan sobre la FPGA destinada a im-
plementar los procesadores criptográficos. En la Figura 4.5 puede verse el 
esquema de los puntos de medida de que la placa dispone. En el circuito de 
alimentación y masa se incluyen resistencias de carga de 1 Ω (R1 y R2) 
para poder medir de forma indirecta la corriente que está consumiendo el 
núcleo lógico. También se incluyen pines de conexión (JP1 y JP2), en pa-
ralelo con dichas resistencia, bien para facilitar el uso de sondas de corrien-
te bien para cortocircuitar las resistencias y eliminar su función.  
 
Figura 4.5: Esquema eléctrico del área de medidas de consumo. 
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4.3. Medida y captura de corriente 
4.3.1. Sonda de corriente 
La medida de consumo de corriente de la FPGA criptográfica se ha 
realizado mediante la sonda de corriente TEK CT-1 [TEK'2014] distribui-
da por la compañía TEKTRONICS39 y que se muestra en la Figura 4.6. 
 
Figura 4.6: Sonda de corriente TEK CT-1 
Se trata de una sonda construida en base a un transformador de medi-
da de corriente especialmente diseñada para ser usada en corrientes alter-
nas y en un amplio margen de frecuencia. Al tratarse de un transformador 
de intensidad, la sonda no es sensible a la componente continua de la señal 
medida. Esto no representa un problema pues el coeficiente de correlación 
no se ve alterado por la adición o sustracción de valores constantes (Apar-
tado 2.7.1). 
 Las características más destacables de esta sonda de corriente son las 
que se detallan en la Tabla 4.1: 
Parámetro TEK – CT1 
Ancho de Banda 25kHz – 1 GHz 
Sensibilidad 5 mV/mA 
Precisión  ± 3% 
Tabla 4.1: Características más relevantes de la sonda de corriente TEX CT-1 
                                     
39 TEKTRONIX, INC.  http://www.tek.com/ 
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El ancho de banda es un parámetro importante para capturar las va-
riaciones de corriente provocadas por la conmutación de los transistores de 
las celdas CMOS puesto se producen en los primeros picosegundos tras la 
misma [Man'2007]. 
4.3.2. Captura de datos 
La sonda de captura se usa en combinación con un osciloscopio digital 
modelo DSO1024A [AGI'2008] fabricado por la compañía Agilent Technlo-
gies40 (Figura 4.7.). 
 
Figura 4.7: Osciloscopio Agilent DSO1024A 
Se trata de un osciloscopio de 4 canales, con un ancho de banda de 200 
MHz y una frecuencia de muestreo máxima de 2 Giga muestras por segun-
do.  Hay que destacar que las máximas condiciones de trabajo se consiguen 
cuando el osciloscopio trabaja en modo de dos canales. Las prestaciones se 
reducen a la mitad si se trabaja con los 4 canales disponibles. Las principa-
les características se pueden ver resumidas en la Tabla 4.2. 
El osciloscopio tiene conectividad USB, lo le permite recibir instruc-
ciones desde un ordenador para configurar sus condiciones de trabajo. Tras 
la captura, el quipo puede enviar a través del bus USB los datos captura-
dos y los parámetros de captura hacia el equipo informático. Éstos son 
almacenados para su posterior procesado. Es posible acceder a todos los 
datos almacenados en la memoria de muestras del osciloscopio o descargar 
únicamente aquella sección que resulte relevante para el análisis. 
                                     
40 Agilent Technologies. http://www.agilent.com/home?cc=es (Actualmente 
Keysight Technologies) 
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Parámetro DSO1024A 
Ancho de Banda 200 MHz 
Canales 4 
Frecuencia de muestreo 
2/1 Giga muestras por segundo 
(Modo 2/4 canales) 
Profundidad de muestreo
20000  /10000 puntos 
(Modo 2/4 canales) 
Resolución 8 bits 
Tabla 4.2: Características más relevantes del osciloscopio Agilent DSO1024A 
El fabricante proporciona los drivers y las librerías necesarias para es-
tablecer la comunicación entre el osciloscopio y el equipo informático al 
que está conectado [AGI'2009]. 
4.4. Configuración de equipos 
Para la realización de la parte práctica se han configurado los equipos 
de la siguiente manera: 
En la placa de desarrollo SASEBO-GII, la FPGA de control se 
ha cargado con una configuración mínima que permite la transmisión dire-
cta de los pines de comunicación R232 procedentes del driver USB 
FT2232D hasta la FPGA criptográfica. De la misma manera se procede 
con la señal de reloj que proporciona la placa. De esta forma la FPGA de 
control no toma parte activa en la ejecución de los algoritmos ni en la co-
municación con ellos y se dejan esas funciones a la FPGA criptográfica. 
Todas las implementaciones testeadas se han cargado íntegramente en 
la FPGA criptográfica y la frecuencia de trabajo del sistema ha sido de 24 
MHz.  
En cada caso se ha implementado una señal de sincronismo que se ac-
tiva en el momento en que se inicia el procesado de la información. Esta 
señal se conduce al osciloscopio y se usa para disparar el inicio de la captu-
ra de datos. De esta forma se consigue que las trazas capturadas estén ali-
neadas y su análisis no se vea alterado por la aparición de una fluctuación 
temporal. 
El osciloscopio DSO1024A se ha configurado para trabajar con dos 
canales. El canal 2 se usa para la medición de la corriente de carga del 
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núcleo de la FPGA criptográfica y el canal 4 se usa para la monitorización 
de la señal de disparo que inicia el proceso de captura.  
La frecuencia de muestreo se ajusta automáticamente en función de la 
duración de la captura realizada. Al concluir la captura de una traza se 
pueden leer todos o parte de los 20000 datos de 8 bits almacenados en la 
memoria del osciloscopio y que contienen la información relativa al consu-
mo de la FPGA. 
Puesto que la frecuencia de trabajo del sistema criptográfico es de 
24MHz, y la frecuencia de muestreo máxima del osciloscopio es de 2 
Gs/s41, la cantidad máxima de puntos que pueden adquirirse en cada ciclo 
de reloj es de 83 muestra cada ciclo. Esta es una cantidad de muestras más 
que suficiente para el propósito que se persigue. 
El equipo informático de captura está formado por un ordenador 
portátil SONY VAIO modelo VGN-SR49VN provisto de un procesador 
Intel® Core™2 Duo Processor P8800 que trabaja a una velocidad de 2.66 
GHz. El equipo dispone de 3 GB de memoria RAM. 
 Todo el proceso de configuración de osciloscopio, captura y almace-
namiento de trazas y procesado de datos se ha automatizado usando el 
lenguaje de computación matemática MATLAB42 [Mat'2014] en combina-
ción con las librerías aportadas por el fabricante del osciloscopio. 
4.5. Proceso de captura. 
4.5.1. Texto plano 
La variable que el atacante controla totalmente es el texto plano que 
se envía al criptoprocesador para que sea encriptado. La adecuada elección 
del texto plano influirá notablemente en el éxito del ataque. En las prue-
bas se han utilizado tres archivos diferentes con objetivos claramente dife-
renciados. 
                                     
41 Giga “sample” por segundo, equivale a 109 muestras por segundo. 
42 The MathWorks, Inc.  http://es.mathworks.com/help/matlab/ (Febrero 2015) 
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El primer archivo es un texto ASCII43 conocido que se utiliza para ve-
rificar el correcto funcionamiento del sistema implementado. Se envía una 
determinada cantidad de bytes para que sean encriptados con una clave 
conocida. Seguidamente, los textos encriptados que se reciben del cripto-
procesador se almacenan en un archivo. Finalmente, el texto cifrado se 
desencripta mediante el algoritmo AES implementado en MATLAB y del 
que se ha constatado su correcto funcionamiento. Si el sistema ha funcio-
nado sin fallos debe poderse leer el texto original. En las pruebas realizadas 
el texto de control que se ha utilizado es una versión ASCII de “Don Qui-
jote de la Mancha”, puede verse el resultado del proceso en la Figura 4.8. 
 
Figura 4.8: Ejemplo de encriptado de los 160 primeros caracteres de "Don quijote de la 
Mancha" A) Sin encriptar  B) Encriptado mediante algoritmo AES. 
El uso de archivos que contienen texto ASCII no es recomendable para 
la obtención de trazas en un análisis de consumo. Un byte puede tomar 
valores que van desde 0 a 255, si la información que se envía al criptopro-
cesador proviene de un archivo que contiene únicamente datos alfanuméri-
cos  la cantidad de valores diferentes que se está enviando al sistema se 
reduce a alrededor de 135. En la Figura 4.9 se representa la distribución de 
datos que existen en un fichero ASCII, se puede ver la especial incidencia 
del valor ASCII 32 que corresponde con el espacio. 
                                     
43 De las siglas en inglés “American Standard Code for Information Interchange” 
Sistema de desarrollo, medidas y procesado 
90 
 
 
Figura 4.9: Distribución de datos en archivo de texto con 30000 caracteres ASCII. 
En virtud de lo expuesto, se hace necesario trabajar con un segundo 
archivo que contiene datos uniformemente distribuidos en todos sus bytes. 
Este archivo se ha generado mediante un programa MATLAB y la distri-
bución de valores obtenida se muestra en la Figura 4.10. 
 
Figura 4.10: Distribución de datos en archivo con 30000 valores uniformemente 
distribuidos. 
Paralelamente, la propia generación aleatoria de valores uniformemen-
te distribuidos provoca que la sucesión de bytes que se envían en cada 
elemento del texto plano sea independiente del resto. La no existencia de 
correlación inicial entre los valores utilizados propicia la independencia 
entre el consumo generado en cada uno de los bytes, esto es especialmente 
útil cuando se procesan los datos en bloques de 16, 32, 64 o 128 bits. 
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La finalidad de este segundo archivo es atacar a la salida de la primera 
ejecución de la función SubBytes para conseguir los 16 Bytes de la clave en 
una única captura de trazas.  
Finalmente, se ha generado un tercer lote de datos en el que el texto 
plano que se envía al sistema criptográfico es constante en todos sus bytes 
excepto en aquel que es objetivo del ataque. El byte variable se va incre-
mentando  secuencial y cíclicamente desde 0 hasta 255 para que tome to-
dos los valores posibles. El objetivo de este archivo es realizar un ataque a 
la salida de la función MixColumn en la primera ronda tal y como se plan-
tea en el apartado 3.2.2 [Lu'2009]. 
En este caso debe hacerse capturas de datos individuales para cada by-
te de la clave, puesto que los bytes constantes retornan valores constantes 
lo que propicia que el cálculo de la correlación no tenga sentido. 
4.5.2. Secuencia de captura 
La captura de trazas de consumo se automatiza a través del PC conec-
tado al osciloscopio y al equipo de desarrollo. La secuenciación se realiza 
mediante del entorno de análisis de datos MATLAB y el proceso de captu-
ra es el siguiente: 
a) Se leen 16 bytes del texto plano desde el archivo correspondiente. 
b) Se envían los datos al criptoprocesador implementado en el equipo 
de desarrollo. 
c) Una vez el sistema criptográfico recibe los 16 bytes que forman el 
estado inicial se procede a su encriptado. El dispositivo genera un 
pulso de sincronismo, de un ciclo de reloj de duración, cuya finali-
dad es disparar la captura de datos en el osciloscopio. 
d) Mientras tiene lugar el procesado de la información, el osciloscopio 
lee los datos y los almacena en su memoria interna. 
e) Una vez concluido el encriptado, el texto resultante se recibe en el 
PC y es almacenado en un archivo específico en el disco duro. 
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f) Finalmente se leen los datos de captura almacenados en el oscilos-
copio a través del puerto USB. Estos datos se almacenan en la 
memoria del ordenador y posteriormente se procederá a su análisis. 
g) El proceso se repite con tantos textos planos diferentes como sea 
necesario. 
En la Figura 4.11 puede verse el resultado de la captura de una traza 
de corriente sobrepuesta a la señal de sincronismo generada por el cripto-
sistema.  En la Figura 4.12 se aprecia el resultado obtenido de la captura 
de 50 trazas consecutivas obtenidas mientras se procesan 50 textos planos 
diferentes.  
 
Figura 4.11: Traza capturada (azul) junto a la señal de sincronismo generada (verde). 
 
Figura 4.12: Juego de 50 trazas obtenidas durante el procesado de 50 textos planos. 
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El tiempo necesario para capturar una traza está claramente determi-
nado por la cantidad de datos que deban leerse desde el osciloscopio. Un 
captura con 3500 puntos puede hacerse en 0.5 segundos por traza, mien-
tras que una captura con 15000 necesitará 1.57 segundos por traza para 
completarse. 
4.5.3. Integridad de las trazas 
La cantidad de ruido en las trazas altera notablemente la fiabilidad del 
ataque criptográfico (Apartado 2.7.2). Es necesario evaluar el ruido que 
puede introducirse en la cadena de medida y valorar el posible efecto que 
éste pueda tener sobre los resultados obtenidos. 
Para realizar esta valoración se han tomado 1000 trazas consecutivas 
en las que se procesa el mismo texto plano. Puesto que los datos procesa-
dos son los mismos, el consumo también ha de serlo, y por tanto, podemos 
considerar que las diferencias entre las capturas corresponden al ruido que 
se haya introducido en la cadena de medida. Se toma el valor medio de las 
1000 trazas como referencia para el cálculo y la diferencia entre cada una 
de las trazas con la referencia representa el ruido existente en la medida. 
En la Figura 4.13 aparecen la traza media usada como referencia y el valor 
máximo del ruido observado en cada punto de la misma. 
 
Figura 4.13: Gráfica de valoración del ruido en las medidas. 
De la ecuación (2.6) obtenemos el valor de la relación señal ruido y de 
la ecuación (2.14) el porcentaje de reducción producido por la presencia de 
ruido. Los resultados pueden verse en la Tabla 4.3. 
Sistema de desarrollo, medidas y procesado 
94 
 
A la luz de los resultados obtenidos puede asegurarse que el ruido pro-
cedente de la cadena de medida no alterará el resultado del análisis de 
consumo, ya que la correlación se verá reducida en menos de un 1.8 % a 
causa del mismo. 
Parámetro Valor 
Varianza de la señal 4.49 
Varianza del ruido 0.17 
SNR 26.41 
Correlación máxima esperada 
98.2 % del valor teórico 
[Man'2007] 
Tabla 4.3: Resultados del cálculo de la SNR 
4.6. Procesado de las trazas. 
Tras la captura de las trazas de consumo debe procederse a su proce-
sado. La finalidad es extraer la información que llevará al atacante a la 
obtención de las claves criptográficas con las que trabaja el sistema. 
En esta parte del proceso es necesario trabajar con gran cantidad de 
datos. Por un lado están todos los puntos medidos en cada traza de co-
rriente, y por otro están los valores hipotéticos que forman el modelo de 
consumo. Finalmente, debe ser correlacionado un conjunto de valores con 
el otro. 
Es habitual efectuar un procesado de las trazas previo al cálculo de la 
correlación. El objetivo es reducir la cantidad de muestras obtenidas a va-
lores más manejables y que el tiempo necesario para el cálculo se reduzca 
lo más posible. 
[Man'2007] propone dos formas de reducir la cantidad de valores que 
forman la traza:  
a) Extracción de máximos: De los puntos capturados en cada ciclo de 
reloj se toma el que mayor valor muestra y se desprecian los demás. 
b) Integración: Se suma el valor de todos los puntos dentro de un in-
tervalo de tiempo definido. Suele usarse un intervalo que coincide 
con el ciclo de reloj del sistema, aunque se obtienen buenos resulta-
dos usando intervalos más grandes. 
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Figura 4.14: Comparación entre una traza completa (superior) y la misma traza integrada 
por ciclos de reloj (inferior). 
En esta tesis se ha optado por el segundo de los métodos ya que en la 
traza comprimida hay información de todo el periodo capturado. En cam-
bio, si se utiliza la extracción de máximos parte de la información del con-
sumo es eliminada. En la Figura 4.14 puede verse la diferencia entre una 
traza completa y la misma traza integrada con un tiempo de integración 
de un ciclo de reloj. En este caso la cantidad de puntos se reducen a la 
quinta parte del total. 
4.7. Presentación de resultados 
El análisis se realiza buscando la correlación entre las trazas y cada 
una de las 256 hipótesis de clave que forman el modelo de consumo. El 
resultado del análisis es un juego de 256 trazas de correlación, de las cua-
les, aquella que muestre una correlación mayor corresponderá a la hipótesis 
de clave que coincide con la clave del dispositivo criptográfico. 
Puede verse el resultado de un análisis en la Figura 4.15. En él, la co-
rrelación obtenida cuando el valor de la clave del modelo coincide con la 
realidad es considerablemente mayor que cuando no se produce dicha coin-
cidencia. Incluso en valores muy próximos la correlación es manifiestamen-
te mayor y por tanto diferenciable del resto de valores hipotéticos. 
En la Figura 4.16 aparece el mismo análisis pero sobrepuesto sobre el 
grupo de trazas que se han utilizado para realizarlos. La gráfica muestra el 
instante preciso en el que se produce la perdida de información y la corre-
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lación obtenida en ese punto. Puede apreciarse que, las hipótesis no correc-
tas muestran un valor máximo no superior a 0.2 mientras que la hipótesis 
correcta alcanza una correlación de 0.8.  
 
Figura 4.15: Correlaciones calculadas a lo largo de la traza con diversas hipótesis de clave. 
En el centro aparece la hipótesis correcta k=134. 
El tiempo de cálculo necesario para la realización de este análisis de 
consumo ha sido de 3.89 segundos. Hay que tener en cuenta que el análisis 
se ha realizado con 500 trazas y que estas han sido previamente integradas 
para reducir el número de puntos que las forman. 
 
Figura 4.16: Análisis de correlación sobre 1000 trazas capturadas. 
En primer lugar, los resultados se presentan en forma de análisis tem-
poral de la traza. Si se ha realizado un análisis por diferencia de medias 
(Apartado 2.8) el eje de abscisas muestra el tiempo transcurrido desde el 
inicio de la toma de datos y el eje de ordenadas muestra la diferencia del 
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consumo medio. En la Figura 4.17 se muestra el resultado de un análisis de 
este tipo. 
 
Figura 4.17: Presentación del resultado de análisis por diferencia de medias. 
Si el análisis practicado ha sido un análisis de correlación el eje de or-
denadas muestra el valor de la correlación en cada punto tal y como se 
puede ver en la Figura 4.18. 
 
Figura 4.18: Presentación del resultado de análisis por correlación del consumo. 
En segundo lugar, el resultado de correlación se presenta en función de 
las trazas tomadas. Esta gráfica indica la cantidad de trazas mínima que 
deben tomarse para poder diferenciar la hipótesis correcta y nos da una 
indicación gráfica de la vulnerabilidad del sistema.  
Sistema de desarrollo, medidas y procesado 
98 
 
En la Figura 4.19 aparece el resultado de este análisis y podemos com-
probar que es posible diferenciar la hipótesis correcta tomando un mínimo 
de 40 trazas. 
 
Figura 4.19: Correlación en función del número de trazas capturadas. 
4.8. Conclusiones 
La plataforma de desarrollo utilizada permite experimentar contrame-
didas contra ataques por análisis de consumo de forma rápida y sin la 
obligación de tomar un gran número de trazas para verificar los resultados. 
La práctica ausencia de ruido en las trazas tomadas y la velocidad del reloj 
del sistema así lo propician. Del mismo modo, la disposición de las co-
nexiones permite que la toma de medidas de corriente de consumo de la 
lógica interna de la FPGA criptográfica pueda realizarse con absoluta faci-
lidad. No obstante, se trata de una plataforma de desarrollo ampliamente 
utilizada en este tipo de investigación, tanto el modelo utilizado en esta 
tesis como otros modelos producidos por la misma compañía [Tos'2010] 
[Yoh'2013] [Dee'2014]. 
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5. Resultados experimentales 
5.1. Introducción 
En este capítulo se mostrarán los resultados obtenidos de la implemen-
tación de la contramedida propuesta en esta tesis frente a los ataques por 
análisis de consumo. La implementación se ha realizado en tres supuestos: 
a) Sistema software: Un microprocesador ejecuta el algoritmo y la 
contramedida en un entorno puramente software. 
b) Sistema hardware/software: Un microprocesador ejecuta el algorit-
mo en un entorno software mientras que la contramedida se ejecuta 
en un coprocesador específico. 
c) Sistema hardware: Se prescinde del microprocesador y se imple-
menta el algoritmo y la contramedida en un entorno totalmente 
hardware. 
Para la verificación se ha estudiado el comportamiento del algoritmo 
sin ninguna contramedida;  esta versión se usa como prueba de control 
para medir la vulnerabilidad del sistema. Posteriormente, se ha implemen-
tado la contramedida y se han repetido las mismas medidas para compro-
bar su correcto funcionamiento. 
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5.2. Sistema software de referencia 
5.2.1. Implementación del sistema 
La implementación se ha realizado en base al microprocesador de 32 
bits “Soft Core” Microblaze V8.10a proporcionado por Xilinx y optimizado 
para sus dispositivos FPGA.  
Este procesador es sensible a los ataques por análisis de consumo 
[Lum'2013] y permitirá valorar el funcionamiento de la contramedida. 
 
Figura 5.1:Diagrama de bloques del sistema para pruebas software. 
El sistema implementado se muestra en la Figura 5.1. Los bloques in-
cluidos en el sistema son:: 
a) Procesador Microblaze: Se ha implementado el modelo de 5 etapas 
“pipeline”. No se ha incluido unidad FPU44 puesto que no debe rea-
lizar operaciones en coma flotante, tampoco se ha incluido la uni-
dad “barrel shifer” ni el multiplicador de 32 bits. 
b) Memoria BRAM interna: Se utilizan 64kB de memoria RAM en el 
sistema, esto corresponde a 16 de las 48 unidades BRAM que ofrece 
la FPGA [XIL'2010c]. Este espacio de memoria es suficiente para 
                                     
44 De las siglas en inglés “Float Point Unit” 
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las pruebas que se realizarán, considerando que se almacenarán en 
RAM interna tanto el programa como los datos. 
El procesado y el resto de dispositivos se comunican a través de un bus 
local PLB45 versión 1.05.a [XIL'2010]. Los elementos conectados al bus son: 
a) Unidad GPIO con 8 bits de entrada conectados a otros tantos in-
terruptores. Su utilidad queda reducida al desarrollo del software y 
se utiliza para funciones auxiliares. 
b) Unidad GPIO46 con 8 bits de salida conectados 8 indicadores LED. 
Se utiliza para verificar el funcionamiento de partes del programa, 
especialmente durante el desarrollo. 
c) Unidad GPIO con 1 bit de salida, esta es la señal de sincronismo 
que se usa para sincronizar la captura de trazas con el proceso de 
encriptado del AES. 
d) Unidad UART47, su misión es permitir la comunicación vía RS232 
[XIL'2010b] con el PC,  se usa para enviar textos plano y recibir el 
texto cifrado. 
Parámetro Valor 
Frecuencia de reloj máxima 161 MHz 
“Slices” consumidos 1256 de 7200   17.4% 
“LUTS” consumidos 2264 de 28800  7.9% 
“FF” consumidos 2006 de 28800  7.0% 
36K BRAMS 16 de 48 33.3% 
Tabla 5.1: Recursos de la FPGA consumidos por el sistema software 
e) Gestor de interrupciones, con este módulo se monitoriza el puerto 
RS232 y se activa la interrupción cada vez que un carácter es reci-
bido. 
f) Módulo de depuración, conectado al procesador mediante el bus 
MDM48 que permite la depuración de los programas desarrollados. 
                                     
45 De las siglas en inglés “Processor Local Bus” 
46 De las siglas en inglés “General-purpose input/output” 
47 De las siglas en inglés “Universal Asynchronous Receiver-Transmitter” 
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Los datos de implementación del sistema se muestran en la Tabla 5.1. 
5.2.2. Programación del algoritmo AES 
La programación se ha realizado partiendo de la versión programada 
en “C” propuesta por [Niy'2007], sobre la cual se han efectuado varias mo-
dificaciones para adaptarla a la plataforma de trabajo. 
 
Figura 5.2:Diagrama de flujo general. 
El diagrama de flujo general del programa puede verse en la Figura 5.2 
y se compone de los siguientes procesos: 
a)  Primeramente se configuran los diferentes periféricos del sistema: 
GPIO de test, GPIO de sincronismo y unidad UART. 
b) En segundo lugar se reserva la memoria para las variables propias 
del programa: Texto plano, Clave, Clave expandida, Estado, Texto 
encriptado; y para las tablas que el algoritmo necesita: tablas 
SBOX y RCON. 
                                                                                                    
48 De las siglas en inglés “Microblaze Debug Module” 
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c) Seguidamente se calcula la clave expandida a partir de la clave de 
encriptado fijada en el código del programa. 
d) A continuación se configura el registro de interrupciones para acti-
var aquella que está relacionada con la recepción de un byte a 
través del puerto RS232.  
e) Finalmente el programa entra en un bucle infinito a la espera de 
que se reciban datos a través del puerto serie. 
 
Figura 5.3:Diagrama de flujo de la función de interrupción. 
La interrupción de recepción de datos a través del RS232 se activa ca-
da vez que se recibe un dato. La misma rutina almacena este dato en la 
memoria y verifica si se han recibido los 16 datos que forman el texto pla-
no de trabajo. En el momento en que el texto plano está completo se inicia 
el cifrado y, una vez concluido, el texto cifrado retorna hacia el PC para 
que sea almacenado. La Figura 5.3 representa el diagrama de flujo de la 
interrupción.  
Finalmente el algoritmo AES se estructura según el esquema general 
del mismo [NIST'2001], siguiendo diagrama de flujo mostrado en la Figura 
5.4. 
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Figura 5.4:Diagrama de flujo del algoritmo AES. 
El tiempo necesario para el procesado de un ciclo de encriptado com-
pleto y la memoria RAM ocupada por el programa son los que se muestra 
en la Tabla 5.2. 
Parámetro Valor 
Tiempo de ejecución AES 1.14 ms 
Memoria ocupada 11770 bytes 
Tabla 5.2: Datos de ejecución y compilación. 
5.2.3. Captura de trazas. 
Para la sincronización de la captura de datos se activa la salida digital 
correspondiente justo antes de iniciarse la parte del algoritmo que se pre-
tende calcular. El diagrama de flujo de la Figura 5.5 incorpora la ubicación 
de los procesos de activación y parada del bit de sincronismo cuando se 
pretende capturar el consumo relacionado con el procesado de la función 
SubBytes. El osciloscopio se configura para que capture un único disparo 
de la señal en cada ejecución del algoritmo; de esta forma se obtiene la 
traza de corriente de procesado de la ejecución de la función en la primera 
ronda del algoritmo. 
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Figura 5.5:Diagrama de flujo del algoritmo AES con los procesos de sincronismo. 
Los bloques de sincronismo deben ser ubicados antes y después de la 
función que pretenda ser capturada. Posteriormente, el osciloscopio se con-
figura para capturar el tramo elegido con la máxima resolución posible y se 
desprecia el resto de la traza. 
 
Figura 5.6:Consumo del procesador y señal de sincronismo en una ejecución del algoritmo 
AES. 
El resultado del proceso de captura se muestra en la Figura 5.6. El 
consumo aparece en azul, las señales de sincronismo en verde y en rojo el 
tramo de traza que se captura y que posteriormente servirá para los análi-
sis.   
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Las condiciones de la captura utilizadas para el análisis de las imple-
mentaciones software son las que se muestran en la Tabla 5.3. 
Parámetro Valor 
Frecuencia del sistema 24 MHz 
Frecuencia de muestreo 125 Ms/s (5,2 muestra/clk) 
integración ≈1 ciclo de reloj (5 muestras) 
Tiempo de captura medio 727 s /1000 trazas 
Tiempo de integración 19.7 s /1000 trazas 
Tiempo de cálculo de la correlación 5.2 s/1000 trazas integradas·byte 
Tiempo de cálculo, diferencia de medias 54 s/1000 trazas integradas·byte 
Tabla 5.3: Parámetros de captura para sistema software. 
5.2.4. Ataque a la salida de la función AddRoundKey. 
Usando el procedimiento anterior se ha realizado el ataque a la salida 
de la función AddRoundKey en la ronda 0. Dado que esta es una función 
lineal, las trazas de consumo de las hipótesis cercanas a la clave real serán 
muy parecidas y, por tanto, las diferencias de correlación muy pequeñas. 
No obstante puede ser diferenciada la hipótesis correcta de las que no lo 
son. 
Para este ataque se utiliza un texto plano en el que se envían valores 
diferentes uniformemente distribuidos  a todos los bytes  del estado (Apar-
tado 4.5.1). 
 
Figura 5.7:Análisis de correlación del sistema software no protegido. Atacado el byte 0 
tras la función AddRoundKey en la ronda 0. 
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La Figura 5.7 muestra el resultado del análisis de correlación. En ella 
puede verse diferenciada la clave correcta, que coincide con la hipótesis de 
máxima correlación. El valor máximo de la correlación es de 0.95, fácil-
mente diferenciable del siguiente valor que es 0.86. 
En la Figura 5.8 puede distinguirse como a partir de 30 trazas captu-
radas la correlación de la hipótesis correcta ya es diferenciable del resto.  
 
Figura 5.8:Análisis de correlación del sistema software no protegido. Atacado el byte 0 
tras la función AddRoundKey en la ronda 0. Representación en función de las trazas 
capturadas. 
 
Figura 5.9:Análisis por diferencia de medias del sistema software no protegido. Atacado el 
byte 0 tras la función AddRoundKey en la ronda 0. 
También se ha realizado el análisis por diferencia de medias, el resul-
tado del cual puede verse en la Figura 5.9. En este caso la diferencia de 
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medias máxima obtenida tiene un valor de 1.86 mA y es mayor que la si-
guiente que aparece con un valor 1.45 mA. 
5.2.5. Ataque a la salida de la función SubBytes 
En las mismas condiciones que en el apartado anterior se capturan 
1000 trazas a la salida. La no linealidad de la función SubBytes provoca 
que la variación de un bit a la entrada no se corresponda con una varia-
ción de un bit a la salida. De este modo, la diferenciación de la clave es 
mucho más clara, dado que la correlación máxima tendrá un valor conside-
rablemente más alto que el resto de correlaciones. Concretamente la 
máxima es 0.82, en cambio el siguiente valor es de 0.22. El resultado se 
muestra en la Figura 5.10. 
 
Figura 5.10:Análisis de correlación del sistema software no protegido. Atacado el byte 0 
tras la función SubBytes en la ronda 1. 
En la Figura 5.11 se aprecia como la clave correcta puede diferenciarse 
a partir de la captura de 50 trazas. 
Finalmente, en el análisis por diferencia de medias los resultados tam-
bién son claros. La máxima diferencia tiene un valor de 1.22 mA mientras 
que la siguiente en valor alcanza únicamente los 0.35 mA. (Véase la Figura 
5.12) 
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Figura 5.11:Análisis de correlación as del sistema software no protegido. Atacado el byte 
0 tras la función SubBytes en la ronda 1. Representación en función de las trazas 
capturadas. 
 
Figura 5.12:Análisis por diferncia de medias del sistema software no protegido. Atacado el 
byte 0 tras la función SubBytes en la ronda 1. 
5.2.6. Ataque a la salida de la función MixColumns. 
En el ataque dirigido a este punto se utiliza un texto plano en el que 
todos sus bytes son constantes a excepción del byte que se pretende atacar 
(Apartados 3.2.2 y 4.5.1). 
Esta técnica de ataque requiere de una captura de trazas diferente pa-
ra cada byte de la clave [Lu'2009]. El modelo de consumo a utilizar es el 
resultado del producto de Galois (GFx2 o GFx3) descrito en el algoritmo 
AES.  
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La Figura 5.13 muestra el resultado del análisis de correlación usando 
el modelo GFx3. La hipótesis coincidente con la clave correcta presenta 
una correlación de 0.47, que es perfectamente diferenciable del resto de 
hipótesis. 
 
Figura 5.13:Análisis de correlación del sistema software no protegido. Atacado el byte 0 
tras la función MixColumns en la ronda 1. 
Tal y como muestra la Figura 5.14, en el análisis en función de las tra-
zas se obtiene la clave correcta a partir de la captura de 130 trazas. 
Y la diferencia de medias, presentada en la Figura 5.15, muestra  un 
resultado claro mediante el uso del modelo GFx2. La diferencia máxima 
alcanza una valor de 2.37 mA, que es claramente superior al resto. 
 
Figura 5.14:Análisis de correlación del sistema software no protegido. Atacado el byte 0 
tras la función MixColumns en ronda 1. Representación en función de las trazas 
capturadas 
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Figura 5.15:Análisis por diferencia de medias del sistema software no protegido. Atacado 
el byte 0 tras la función MixColumns en la ronda 1. 
5.3. Resultados de la implementación de la contra-
medida en software. 
La contramedida se ha implementado en software utilizando la misma 
plataforma que en la versión de referencia descrita en el apartado 5.2 
(Figura 5.1).  
 
Figura 5.16:Diagrama de flujo del algoritmo AES con la contramedida implementada. 
Aplicar la contramedida implica incorporar algunos procesos dentro del 
flujo del programa del algoritmo. El diagrama correspondiente puede apre-
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ciarse en la Figura 5.16. En él se muestran en color azul aquellos bloques 
que implementan la contramedida. Atendiendo a la dispersión de la clave 
en el algoritmo (Tabla 3.1), atacar más allá de la ronda 2 equivale a atacar 
por fuerza bruta toda la extensión de la clave. Por esta razón no se aplica 
la contramedida en las rondas intermedias del algoritmo, con el objeto de 
conseguir una ejecución más rápida. 
Por otro lado, el precálculo de las tablas SBOXTRANS (Apartado 3.4) se 
ubica fuera del algoritmo. Una vez se ha concluido el procesado y se ha 
enviado el texto plano a la unidad UART, se procede a la selección de las 
cuatro máscaras aleatorias de la matriz MJ, al cálculo de las cuatro másca-
ras de la matriz MK y al precálculo de las mencionadas tablas. Estos serán 
los valores que se utilizaran en el siguiente ciclo de encriptado. Este pre-
cálculo se produce de forma concurrente al proceso de comunicación, los 
datos de la Tabla 5.4 muestran que la comunicación requiere un tiempo 
superior al pracálculo, en consecuencia las tablas estarán disponibles en la 
memoria antes del siguiente ciclo de encriptado. 
Parámetro Valor 
Tiempo de ejecución AES-FAKE 1.59 ms 
Tiempo de precálculo de tablas SBOXTRANS 1.90 ms 
Tiempo de transmisión y recepción de datos 
(a 115200 bps) 
2.78 ms 
Memoria ocupada 19094 bytes 
Tabla 5.4: Datos de ejecución y compilación del AES-FAKE software. 
La captura de trazas se realiza mediante el método descrito en el apar-
tado 5.2.3, así como el procesado de las trazas y el cálculo de las correla-
ciones. Para poder efectuar una comparativa válida se atacará a los mis-
mos puntos y mediante la misma técnica que en el caso del sistema de re-
ferencia. 
La representación de los resultados indica mediante una línea de color 
negro la correlación o diferencia de medias obtenida para la clave real y 
mediante una línea de color azul la correlación obtenida para la clave falsa. 
En la Figura 5.17 se muestra el diagrama de bloques de la interrupción 
en el que se ha añadido el correspondiente bloque. 
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Figura 5.17:Diagrama de flujo de la función de interrupcoón con el bloque de calculo de 
las tablas SBOXTRANS 
5.3.1. Ataque a la salida de la función AddRoundKey. 
Los resultados de este apartado son comparables con los resultados del 
apartado 5.2.4 en el que se ataca el mismo punto del sistema de referencia. 
En la Figura 5.18 se aprecia como la máxima correlación se produce en la 
clave falsa con un valor de 0.95. En cambio, la clave correcta queda prote-
gida entre los resultados de todas las demás claves. 
 
Figura 5.18:Análisis de correlación del sistema software protegido. Atacado el byte 0 tras 
la función AddRoundKey en la ronda 0.  
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Figura 5.19:Análisis de correlación del sistema software protegido. Atacado el byte 0 tras 
la función AddRoundKey en la ronda 0. Representación en función de las trazas 
capturadas. 
En la representación de la correlación en función de las trazas de la 
Figura 5.19 se comprueba como la correlación falsa se diferencia a partir 
de 20 trazas capturadas. 
La diferencia de medias representada en la Figura 5.20 devuelve resul-
tados similares al ataque de referencia. El valor máximo de la diferencia de 
medias se localiza en 1.55 mA. 
 
Figura 5.20:Análisis por diferencia de medias del sistema software protegido. Atacado el 
byte 0 tras la función AddRoundKey en la ronda 0. 
5.3.2. Ataque a la salida de la función SubBytes 
El resultado del siguiente análisis debe compararse con los que se 
muestran en el apartado 5.2.5.  
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Figura 5.21:Análisis de correlación del sistema software protegido. Atacado el byte 0 tras 
la función SubBytes en la ronda 1.  
Tal y como muestra la Figura 5.21, la correlación máxima se produce 
en la hipótesis de la clave máxima mientras que la clave real se oculta en-
tre el resto de hipótesis. La correlación máxima se da con un valor de 0.81. 
En la representación de la correlación en función de las capturas  se 
observa como la correlación de la clave falsa se diferencia a partir de la 
captura de 30 trazas (Figura 5.22). 
 
Figura 5.22:Análisis de correlación del sistema software protegido. Atacado el byte 0 tras 
la función SubBytes en la ronda 1. Representación en función de las trazas capturadas. 
La máxima diferencia de medias devuelve una valor de 1.14 mA que 
diferencia la clave false de entre todas las demás. El resultado se muestra 
en la Figura 5.23. 
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Figura 5.23:Análisis por diferencia de medias del sistema software protegido. Atacado el 
byte 0 tras la función SubBytes en la ronda 1. 
5.3.3. Ataque a la salida de la función MixColumns 
El resultado de los siguientes análisis debe compararse con los que se 
muestran en el apartado 5.2.6. El análisis de correlación, que aparece en la 
Figura 5.24, destaca la clave falsa sobre todas las demás con una correla-
ción de 0.46. La clave real queda protegida. 
 
Figura 5.24:Análisis de correlación del sistema software protegido. Atacado el byte 0 tras 
la función MixColumn en la ronda 1.  
La representación en función del número de trazas mostrada en la Fi-
gura 5.25,  indica que la correlación es diferenciable a partir de 190 trazas. 
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Figura 5.25:Análisis de correlación del sistema software protegido. Atacado el byte 0 tras 
la función MixColumn en la ronda 1. Representación en función de las trazas capturadas. 
Finalmente la diferencia de medias representada en la Figura 5.26, 
muestra un valor de 2.36 mA para el valor de la clave correcta. 
 
Figura 5.26:Análisis por diferencia de medias del sistema software protegido. Atacado el 
byte 0 tras la función MixColumn en la ronda 1. 
5.3.4. Análisis de resultados 
La implementación de la contramedida ha supuesto primeramente un 
incremento en la memoria necesaria para almacenar tanto el programa 
como las tablas SBOXTRANS. En segundo lugar ha supuesto un aumento en 
el tiempo necesario para procesar cada texto plano. La Tabla 5.5 recoge los 
resultados comparados de la implementación software de referencia y la 
implementación software de la contramedida. Para una comparación más 
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real se han considerado los casos en los que el cálculo de SBOXTRANS pue-
den ser realizados de forma concurrente a la comunicación y los que no.   
Parámetro Sist. referencia Sist. Software Variación 
Tiempo de ejecución 1.14 ms 1.59 ms 39 % 
Tiempo de ejecución49 1.14 ms 2.49 ms 206 % 
Capacidad de proceso 877 textos/s 629 textos/s -28 % 
Capacidad de proceso 49  877 textos/s 401 textos/s -54 % 
Memoria necesaria 11770 bytes 19094 bytes 62 % 
Tabla 5.5: Comparación de resultados versión software. 
Tal y como puede apreciarse, el tiempo necesario para ejecutar el sis-
tema protegido es un 39% superior al sistema de referencia. Concretamente 
en [Lum’2014] se establece que un enmascarado, como propone [Man'2007], 
representa un incremento del tiempo de proceso del 33%. En otra publica-
ción [Her'2011] afirma que, en su caso, el enmascaramiento implica un au-
mento del tiempo de proceso del 74%.  
Otra conclusión que se extrae de los resultados prácticos, es que la 
máxima penalización sobre el tiempo de procesado se produce debido al 
cálculo que debe hacerse de las tablas SBOXTRANS. En sistemas en los que 
la velocidad de reloj es baja y/o no disponen de suficiente memoria para 
almacenar dichas tablas, es posible reducir la cantidad de elementos en la 
KeyMASK. En la ecuación (3.18) se observa que debe ser calculada una tabla 
SBOXTRANS por cada elemento diferente en KeyMASK. Si se usa una máscara 
para cada 4 elementos de la clave serán necesarios 4 elementos en la lista 
KeyMASK y, por tanto, los valores a calcular serán 4x256 bytes. La influen-
cia que esta variación tiene sobre la seguridad del sistema es mínima, dado 
que el atacante desconoce que bytes de la clave están enmascarados por 
cada elemento de KeyMASK. 
Este tipo de implementación es útil para aquellas aplicaciones en que 
la cantidad de datos a procesar no es elevada y cuentan con un sistema de 
comunicación vía serie.  
 
                                     
49 Añadiendo el tiempo necesario para el cálculo de las tablas SBOXTRANS 
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5.4. Resultados versión software/hardware 
El uso de un dispositivo tipo FPGA permite, no sólo la configuración 
particular del microprocesador, sino la creación de coprocesadores específi-
cos dedicados a realizar una función concreta. Estos coprocesadores hard-
ware son capaces de resolver, en pocos ciclos de reloj, operaciones comple-
jas para las que el microprocesador debe emplear un tiempo de ejecución 
superior.  
En este caso el coprocesador se ha configurado para resolver el cálculo 
de la matriz de reenmascarado MK (Apartado 3.3). La Figura 5.27 muestra 
la modificación del sistema base al que se le ha añadido el coprocesador 
que calcula la matriz mencionada. 
El coprocesador se comunica con el procesador mediante el uso del bus 
FSL50 [XIL'2011b]. Este bus permite al procesador una conexión rápida 
punto a punto con una pila FIFO51 que facilita notablemente la comunica-
ción entre dispositivos. 
 
Figura 5.27:Diagrama de bloques del sistema software/hardware. 
 
                                     
50 De las siglas en inglés “Fast Simple Link” 
51 De las siglas en inglés “First In, First Out” 
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5.4.1. Implementación. 
El coprocesador está encapsulado en una interfase que le permite la 
comunicación con el microprocesador a través del bus FSL (Figura 5.28). 
Esta interfase recibe 5 palabras de 32 bits del procesador, las envía hacia el 
coprocesador para que sean procesadas y devuelve 5 palabras de 32 bits 
hacia el FIFO del bus donde quedarán a la espera de ser leídas. 
Las 5 palabras de 32 bits que recibe el coprocesador contienen infor-
mación relevante para su funcionamiento: la primera palabra es un co-
mando que indica al coprocesador la función que ha de realizar en cada 
momento y las otras 4 palabras contienen los datos que han de ser proce-
sados. El coprocesador retorna 5 palabras hacia el procesador cuyo conte-
nido depende del modo de funcionamiento del mismo. 
 
 
Figura 5.28:Diagrama de bloques de la inerfase FSL 
La palabra que contiene el comando distingue entre los tres modos de 
funcionamiento siguientes: 
a) Configuración de KeyMASK: los datos que acompañan a este modo 
constituyen los valores de KeyMASK del sistema y son necesarios pa-
ra el cálculo de las tablas SBOXTRANS. Este modo se usa para confi-
gurar el coprocesador en el momento del inicio y para modificar el 
Resultados experimentales 
121 
 
valor de KeyMASK. El coprocesador no retorna ningún dato hacia el 
procesador. 
b) Procesado: con los datos recibidos se realiza la sustitución Sbox-
Trans y posteriormente la función MixColumn. Este es el modo de 
funcionamiento más frecuente pues se usa en 9 de las rondas del al-
goritmo. El coprocesador retorna los valores que forman la matriz 
MK y la matriz de reenmascarado de cada ronda. 
c) Procesado reducido: En este caso únicamente se procesa la función 
SboxTrans y está destinado a calcular la matriz de reenmascarado 
en la última ronda del algoritmo. Los datos retornados son los va-
lores que forman la matriz MJ y la matriz de reenmascarado de la 
última ronda. 
El funcionamiento del coprocesador se secuencia mediante una máqui-
na de estados. Una vez que los 16 bytes del estado han sido recibidos se 
inicia el procesado en bloques de 1 byte. Hay que tener en cuenta que el 
microprocesador se encuentra ejecutando del algoritmo AES de forma pa-
ralela y el consumo del coprocesador no debe afectar a la correlación pro-
ducida para la clave falsa.  
Las tablas SBOXTRANS se almacenan en una memoria 
BRAM52[XIL'2010c] configurada para un tamaño del bus de datos de 8 
bits, una capacidad de 4kB y un doble puerto de lectura y escritura. Los 
datos se distribuyen de forma que cada página de datos de 256kB contiene 
los datos correspondientes a la SBOXTRANS del un byte del estado.  
La reprogramación de las tablas debe realizarse en cada ciclo de en-
criptado. Este proceso implica escribir 4096 bytes y se requieren otros tan-
tos ciclos de reloj para completarlo. La forma de evitar que la reprograma-
ción afecte a la velocidad de procesamiento del algoritmo es trabajar con 
dos memorias de 4kB de forma concurrente. Mientras se realiza un encrip-
tado, se fijan los valores de la matriz MJ, se calcula la matriz MK y se re-
programa la memoria BRAM que se usarán en el siguiente ciclo de encrip-
                                     
52 “Block RAM (BRAM)” implementadas en las FPGA de la familia VIRTEX 5 de 
XILINX. 
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tado. Alternativamente se cambian las funciones de las memorias BRAM 
para cada texto plano. 
El algoritmo de reprogramación es el definido en las ecuaciones (3.27) 
y (3.28), del cual puede verse la implementación en la Figura 5.29. 
 
Figura 5.29: Esquema de reprogramación de la memoria BRAM. 
 
Figura 5.30: Implementación hardware de la función SboxTrans53. 
La función SboxTrans procesa secuencialmente los 16 bytes que forman 
el estado. En la Figura 5.30 puede verse el esquema de la implementación 
hardware de esta función. El procesado requiere de 18 ciclos de reloj, 16 
para procesar los 16 datos recibidos y 2 ciclo debidos al retardo de respues-
ta de la memoria BRAM. Una vez concluido el proceso se informa a la 
                                     
53 Todos los buses son de 8 bits a excepción de aquellos en que se indica lo contrario. 
Resultados experimentales 
123 
 
máquina de estados para que se continúe con la secuencia de funciona-
miento establecida. 
Para la implementación de la función MixColumn, del algoritmo de 
encriptado AES, es necesario realizar las operaciones  “x2” y “x3” del 
campo finito de Galois (Apartado 3.2.1). Estas funciones pueden imple-
mentarse utilizando la función xtime() [NIST'2001] [Dae'1999], y cuya rea-
lización puede hacerse mediante un circuito puramente combinacional. En 
la Figura 5.31 se muestra la implementación de la operación “x2”. El byte 
de entrada es sometido a un desplazamiento a la izquierda de sus bits in-
troduciendo un ‘0’ por la derecha. Si el bit más significativo del dato de 
entrada es de valor ‘1’ al resultado del desplazamiento debe aplicársele la 
operación lógica or-exclusiva con el valor constante X”1B”. 
 
Figura 5.31:Implementación de la operacin x2 en el campo GF2 de Galois. 
La operación “x3” se resuelve mediante la operación or-exclusiva del 
resultado de la operación “x2” con el valor de entrada. En la Figura 5.32 
puede verse la implementación de esta operación. 
 
Figura 5.32:Implementación de la operacin x3 en el campo GF2 de Galois. 
Utilizando estos dos módulos combinacionales puede implementarse la 
función MixColumn como se muestra en la Figura 5.33: 
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Figura 5.33:Implementación de la función MixColumn. 
El procesado se realiza por columnas.  Para ello los 4 registros de en-
trada se precargan con los valores de la columna. Seguidamente, a cada 
ciclo de reloj, los valores de entrada se desplazan de un registro a otro para 
ir efectuando la operación correspondiente a la cada uno de los elementos 
de la columna de salida tal y como que se muestra en la ecuación (3.3). 
Serán necesarios 5 ciclos de reloj para completar el proceso, uno para la 
precarga y 4 para el procesado de los 4 bytes de la columna de salida. El 
mismo tratamiento se realiza para cada una de las columnas del estado. 
La Tabla 5.6 muestra los recursos de la FPGA que el coprocesador ne-
cesita. Estos datos pueden ser comparados con los de la implementación 
del procesador Microblaze expuestos en la Tabla 5.1. En ella se muestran 
por separado que parte de estos recursos son necesarios para el coprocesa-
dor, propiamente dicho, y que recursos necesita el driver que facilita la 
comunicación con el micro a través del bus FSL. 
Parámetro Copro. Driver FSL Total 
Frec. de reloj máxima 196 MHz 
“Slices” consumidos 489 de 7200   6.8% 
“LUTS” consumidos 653  303 956 de 28800  3.3% 
“FF” consumidos 688  601 1289 de 28800  4.5% 
36K BRAMS 2  -- 2 de 48 4.2% 
Tabla 5.6: Recursos de la FPGA consumidos por el coprocesador 
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En la Tabla 5.7 se recogen el tiempo necesario para procesar un texto 
plano y la memoria ocupada por el programa. 
Parámetro Valor 
Tiempo de ejecución AES-FAKE 1.30 ms 
Memoria ocupada 14034 bytes 
Tabla 5.7: Tiempos de ejecución de la versión software hardware. 
5.4.2. Consumo del coprocesador. 
El consumo eléctrico de la lógica que constituye el coprocesador no de-
be ser identificable por un atacante para que no pueda ser aislado. Por 
otro lado, tampoco debe modificar el consumo del procesador en los puntos 
en los que se pierde información relativa a la clave falsa, para que no la 
altere la correlación que pretende ser forzada. 
El coprocesador es capaz de resolver el cálculo de la matriz de reen-
mascarado en 50 ciclos de reloj considerando: 
a) 1 CLK de carga de datos 
b) 18 CLK función SBoxTrans 
c) 1 CLK Cambio de estado en la máquina de estados 
d) 1x4 CLK carga de datos de una columna 
e) 4x4 CLK de procesado de una columna 
f) 1x3 CLK Cambio de columna  
g) 1 CLK Cambio de estado en la máquina de estados 
h) 1 CLK Salida de datos 
i) 5 CLK Escritura en el FIFO del bus. 
La ejecución de todas las operaciones del coprocesador de forma conti-
nuada afecta de forma notable  al consumo del dispositivo. La Figura 5.34 
muestra una comparativa del consumo del dispositivo en dos casos: en 
primer lugar se captura el consumo cuando el coprocesador está funcio-
nando, seguidamente se captura el consumo cuando el procesador está pa-
rado y, finalmente, se calcula la diferencia entre ambos. El resultado de la 
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resta mostrará el consumo del procesador aislado del consumo del resto del 
sistema. 
 
Figura 5.34: Consumo concentrado del coprocesador; a) Coprocesador activo  
b) Coprocesador inactivo c) diferencia entra ambos. 
Como puede apreciarse, la diferencia entre uno y otro alcanza el valor 
absoluto de 2.8 mA. Además, en un análisis simple de la traza, pueden ser 
identificadas las diferentes partes en las que se descompone funcionamiento 
del coprocesador. En la Figura 5.35 se representa el tramo de consumo 
relacionado con la ejecución de la función SboxTrans, el procesado de cada 
una de las 4 columnas mediante la función MixColumn y la escritura de los 
datos en el FIFO del bus FSL. 
 
Figura 5.35: Análisis simple del consumo del coprocesador. 
.  
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En cambio, si el consumo se distribuye en el tiempo, la diferencia es 
inapreciable. En la Figura 5.36 se muestra la misma comparación que se ha 
realizado para construir la Figura 5.34. El coprocesador realiza su función 
de forma concurrente a la ejecución de la función SubBytes en el procesa-
dor que ejecuta el algoritmo AES. 
 
Figura 5.36: Consumo distribuido del coprocesador. a) Coprocesador activo  
b) Coprocesador inactivo c) diferencia entra ambos. 
En este caso, la diferencia no supera los 0.5 mA absolutos. Por consi-
guiente, el consumo del coprocesador no es detectable ni aislable del con-
sumo del resto del sistema 
En segundo lugar, para que el consumo del coprocesador no altere la 
correlación que se pretende forzar sobre la clave falsa, su funcionamiento 
no debe ser concurrente con aquellos instantes en los que se filtra informa-
ción relevante en el consumo. En la Figura 3.6 se muestran los instantes en 
que la pérdida de información se produce, estos coinciden con la lectura de 
los valores de la tabla SBOX y su posterior escritura en el estado.  
Considerando  que, tanto la tabla SBOX como el estado están almace-
nados en la memoria del dispositivo, el coprocesador deberá interrumpir su 
funcionamiento siempre que el bus de direcciones del bus de datos del mi-
croprocesador apunte a una de las dos zonas de memoria. 
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Figura 5.37: Simulación de la protección del acceso a memoria para la lectura del estado. 
En la Figura 5.37 y en la Figura 5.38 se simula el comportamiento de 
la señal “no_procesar” que es la que indica al procesador que detenga su 
funcionamiento cuando se accede a la lectura del estado. En la simulación 
se procesa la primera fila del estado con valores X”0A132489”. 
La simulación presenta la siguiente secuencia: 
a) Ts=0ns, se escribe en el bus de direcciones la posición de memoria 
en la que se encuentra el primer byte del estado. 
b) Ts=120 ns, los valores de la primera fila se escribe en el bus de 
datos. En este punto se produce perdida de información que queda 
protegida por la señal “no_procesar” 
c) Ts=200 ns, en el bus de direcciones se escribe la posición de me-
moria en la que se encuentra el valor SBOX correspondiente al 
primer byte del estado. 
d) Ts=240 ns, se habilita de nuevo el funcionamiento del coprocesa-
dor. 
 
Figura 5.38: Simulación de la protección del acceso a memoria para la escritura del 
estado. 
e) Ts=360ns, Se direcciona de nuevo la posición de memoria donde 
se encuentra el estado almacenado, esto implica el bloqueo del co-
procesador. Al mismo tiempo, en el bus de escritura de datos se es-
cribe el valor del byte procesado por cuadruplicado. 
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f) Ts=400ns, el bus de escritura de datos se carga al valor 
X”00000000”, en este punto se produce perdida de información mo-
delable mediante HW. 
g) Ts=440ns, ahora en el bus de escritura se carga el valor corres-
pondiente a la tabla SBOX, por tanto, se produce perdida modela-
ble mediante HW. 
h) Ts=480ns, se desbloquea el funcionamiento del procesador hasta 
que se opere con el siguiente byte del estado. 
5.4.3. Ataque a la salida de la función AddRoundKey. 
Los escenarios planteados para los ataques son los mismos que en los 
dos casos anteriores. A continuación se muestran los resultados de los aná-
lisis efectuados al consumo durante la ejecución de la función AddRound-
Key en la ronda 0 del algoritmo. 
 
Figura 5.39:Análisis de correlación del sistema software-hardware protegido. Atacado el 
byte 0 tras la función AddRoundKey en la ronda 0. 
En la Figura 5.39 se aprecia que la correlación máxima alcanza un va-
lor de 0.85 y en la Figura 5.40 se muestra que la diferenciación de la traza 
se produce con 125 capturas. En ambas figuras se puede ver como la hipó-
tesis sobre la clave real queda totalmente protegida. 
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Figura 5.40:Análisis de correlación del sistema software-hardware protegido. Atacado el 
byte 0 tras la función AddRoundKey en la ronda 0. Representación en función de las 
trazas capturadas. 
El resultado del ataque por diferencia de medias que se expone en la 
Figura 5.41 verifica que el sistema también está protegido. La diferencia 
máxima observada en este caso es de 1.17 mA. 
 
Figura 5.41:Análisis por diferencia de medias del sistema software-hardware protegido. 
Atacado el byte 0 tras la función AddRoundKey en la ronda 0. 
5.4.4. Ataque a la salida de la función SubBytes. 
Los resultados del ataque a la salida de la función SubBytes en la ron-
da 1 arrojan resultados similares, la correlación máxima alcanza 0.89 en la 
hipótesis de la clave falsa. Nuevamente la hipótesis real queda protegida. 
La Figura 5.42 muestra el análisis de correlación. 
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Figura 5.42:Análisis de correlación del sistema software-hardware protegido. Atacado el 
byte 0 tras la función SubBytes en la ronda 1. 
 
Figura 5.43:Análisis de correlación del sistema software-hardware protegido. Atacado el 
byte 0 tras la función SubBytes en la ronda 1. Representación en función de las trazas 
capturadas. 
En la Figura 5.43 puede verse que la diferenciación de la hipótesis co-
rrecta se da con 20 trazas capturadas. 
Finalmente, el análisis de diferencia, que se muestra en la Figura 5.44, 
de medias muestra una diferencia absoluta de 1.66 mA que diferencia cla-
ramente la hipótesis falsa sobre la real. 
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Figura 5.44:Análisis por diferencia de medias del sistema software-hardware protegido. 
Atacado el byte 0 tras la función SubBytes en la ronda 1. 
5.4.5. Ataque a la salida de la función MixColumn. 
El último punto de ataque demuestra que el sistema se comporta del 
mismo modo a como lo hace el sistema de control sin contramedidas. La 
Figura 5.45 presenta el resultado del análisis a la salida de la función Mix-
Column en el que se da una correlación de 0.47. Paralelamente, en la Figu-
ra 5.46 se aprecia que la correlación para la clave falsa se diferencia a par-
tir de 50 capturas. 
 
Figura 5.45:Análisis de correlación del sistema software-hardware protegido. Atacado el 
byte 0 tras la función MixColumn en la ronda 1. 
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Figura 5.46:Análisis de correlación del sistema software-hardware protegido. Atacado el 
byte 0 tras la función MixColumn en la ronda 1. Representación en función de las trazas 
capturadas. 
Concluyendo la comparativa, el análisis por diferencia de medias da un 
falso positivo de forma contundente al detectar una diferencia de 2.5 mA 
en la hipótesis falsa quedando la hipótesis real oculta entre todas las demás 
hipótesis analizadas. El resultado aparece en la Figura 5.47. 
 
Figura 5.47:Análisis por diferencia de medias del sistema software-hardware protegido. 
Atacado el byte 0 tras la función MixColumn en la ronda 1. 
5.4.6. Análisis de resultados 
Dado que el coprocesador debe comunicarse con el resto del sistema 
utilizando un bus, será necesario implementar un driver que facilite esta 
tarea. A pesar de que, estrictamente el driver no forma parte del coproce-
sador,  deben considerarse los recursos necesarios para su funcionamiento. 
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La Tabla 5.8 recoge la comparativa de los recursos consumidos por el sis-
tema software de referencia y el sistema con la contramedida implementa-
da.  
Parámetro 
Sistema de 
 referencia. 
Sistema  
Hard./Soft. 
Variación 
Frec. de reloj máxima 161 MHz 161 MHz 0% 
“Slices” consumidos 1256 (17.4%) 1745 (6,8%) 38.9 % 
“LUTS” consumidos 2264 (7.9%) 3220 (11.2%) 42%   
“FF” consumidos 2006 (7.0%) 3295 (11.4%) 64% 
36K BRAMS 16 (33.3%) 18 (37.5%) 18.7% 
Tabla 5.8:Comparación de recursos consumidos por el sistema de referencia y el sistema 
hardware/software. Entre parentesis el porcentaje respecto al total de la FPGA. 
La contramedida implica un aumento de recursos de aproximadamente 
el 50% respecto del sistema de referencia, aunque el sistema protegido no 
llega a consumir el 12% de los recursos de la FPGA. 
Comparando estos resultados con otras contramedidas de implementa-
ción hardware se observa que, en sistemas que incorporan estructuras RSL 
el área necesaria para implementar la contramedida se multiplica por 2 y 
el tiempo necesario para realizar el proceso aumenta a razón de 1.5 a 1 
[Dai'2004]. Del mismo modo en estructuras WDDL el área necesaria se 
multiplica por 3 [Tir'2005] o por 2.3 usando la propuesta de implementa-
ción parcial DDL de [Kap'2010]. 
En lo que respecta a la parte software del AES, ésta debe incluir las 
funciones de comunicación con el coprocesador a través del bus FSL. Este 
hecho provoca un incremento en el tiempo de ejecución respecto de la ver-
sión de referencia. En la Tabla 5.9 puede verse la comparativa entre estos 
dos sistemas. 
Parámetro Sist. referencia Sist. Sof./Hard. Variación 
Tiempo de ejecución 1.14 ms 1.30 ms 14 % 
Capacidad de proceso 877 textos/s 769 textos/s -12 % 
Memoria necesaria 11770 bytes 14034 bytes 19 % 
Tabla 5.9:Comparación de resultados versión software. 
La implementación hardware/software de la contramedida representa 
una mejora sustancial, en tiempo de ejecución, respecto a la implementa-
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ción software. Mientras que ésta última es capaz de procesar 629 textos/s 
la versión hardware/software puede procesar 769 textos/s lo que represen-
ta un 22.4% más. Si la comparativa se realiza con los resultados obtenidos 
cuando deben calcularse las tablas SBOXTRANS antes de cada ciclo de en-
criptado, la mejora asciende al 91%. 
Esta implementación resulta útil en un sistema en el que la codifica-
ción de datos sea una más de las funciones del microprocesador. Por ejem-
plo, un sistema de identificación biométrica, el procesador debería codificar 
los parámetros de identificación que están almacenados en un soporte ex-
terno para proteger su integridad. En cambio también debe ejecutar los 
algoritmos que le permitan resolver positiva o negativamente una identifi-
cación. Por supuesto que este coprocesador podría formar parte de un sis-
tema reconfigurable dinámicamente y ser configurado en el momento en 
que deba utilizarse [Des’2012]. 
5.5. Resultados versión Hardware 
El uso de dispositivos FPGA permite implementar el algoritmo AES 
de múltiples formas. El diseño puede orientarse hacia la optimización de 
diversos parámetros como por ejemplo: el tiempo necesario para procesar 
cada texto plano, la cantidad de recursos que se consumen del dispositivo o 
la velocidad máxima a la que deba trabajar el sistema.[Goo'2005].  
En ese orden de ideas, es posible implementar un sistema que procese 
datos en bloques de 8 bits, que consuma escasos recursos del dispositivo 
pero que necesite un gran número de ciclos de reloj para completar el pro-
ceso [Jen'2007]. También puede optarse por una implementación de 32 bits 
[Ben'2012], o una de 128 bits [Hua'2007], acudiendo, o no, al uso de estruc-
turas pipeline [Qia'2013],  en función de la aplicación principal y/o de las 
necesidades del sistema. 
Por otro lado, considerando que las operaciones básicas del algoritmo 
[NIST'2001] pueden implementarse de forma puramente combinacional, es 
posible encadenarlas para resolver varias de ellas en un único ciclo de reloj.  
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5.5.1. Implementación del sistema de referencia. 
Para la parte práctica se ha optado por utilizar una implementación en 
la que se procesan 128 bits (la totalidad del estado) de forma concurrente. 
La comunicación con el ordenador se realiza mediante una unidad UART 
que envía y recibe los datos a través de un puerto RS232 a una velocidad 
de 115200 bps. La UART presenta los datos en tamaño de un byte a me-
dida que los recibe. Una interfase los almacena y los concatena en un vec-
tor de 128 bits para enviarlos al módulo AES junto a una señal de inicio. 
Tras la conclusión del proceso, la unidad AES devuelve 128 bits a una se-
gunda interfase que los presenta en tamaño de 1 byte al módulo UART 
para que lo envíe de vuelta al ordenador. El diagrama corresponde al que 
se muestra en la Figura 5.48. 
 
Figura 5.48: Implementación general del sistema hardware. 
El módulo AES dispone de una salida digital destinada al sincronismo 
de la captura de datos por el osciloscopio. También dispone de una entra-
da digital que se activa externamente para indicar que los próximos 128 
bits que se reciban forman la clave de trabajo del sistema. 
La estructura interna del bloque AES incluye un registro y un bloque 
combinacional (Figura 5.49). El registro almacena el resultado de la fun-
ción SubBytes de una ronda y lo presenta para que sea procesado en la 
siguiente. El bloque combinacional incorpora las operaciones AddRound-
Key, ShiftRows, SubBytes y MixColumn de forma que resuelve una ronda 
del algoritmo en cada ciclo de reloj.   
La complejidad de estas operaciones es reducida, por tanto, su conca-
tenación no implica una sucesión grande de circuitos combinacionales co-
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nectados en cascada ni una disminución apreciable de la frecuencia máxi-
ma de trabajo del sistema. Primeramente, la función AddRoundKey consis-
te en la función or-exclusiva entre el estado y la clave de ronda. En segun-
do lugar, la función ShifRows se trata en un reordenamiento de las señales 
que conduce cada uno de los valores del estado. Seguidamente, la función 
SubBytes es una búsqueda en una memoria ROM de 256 bytes. Finalmente 
la función MixColumn se resuelve implementando para cada byte del esta-
do las funciones “x2” y “x3” del campo finito de Galois, tal y como se 
muestra en la Figura 5.31 y en la Figura 5.32 respectivamente, para resol-
ver la ecuación añadiendo las funciones or exclusiva necesarias. 
 
Figura 5.49: Estructura del sistema AES en implementación Hardware. 
La expansión de la clave puede realizarse en paralelo a la ejecución del 
algoritmo, de forma que cada clave de ronda se calcula a partir de la clave 
de la ronda previa. Por el contrario, la clave expandida puede ser precalcu-
lada una única vez y almacenada en una memoria RAM a la espera de ser 
utilizada [Sri'2012]. En esta implementación se ha optado por el segundo 
de los métodos. El objetivo es evitar que las operaciones necesarias para 
realizar la expansión de la clave de forma concurrente al algoritmo añadan 
ruido de conmutación a la medida de corriente y alteren la correlación que 
se persigue (Apartado 2.7.2).  
Todo el sistema está secuenciado mediante una maquina de estados 
que se encarga de controlar la ronda que se está ejecutando en cada mo-
mento para proporcionar la clave correspondiente, registrar el texto cifrado 
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de salida  y activar la señal de fin de encriptado para que éste sea enviado 
al ordenador. 
Puesto que se pretende obtener una correlación alta en una clave falsa, 
el sistema debe ser diseñado considerando esa condición. El punto débil del 
sistema está en el registro en el que se almacena el resultado de cada ron-
da. Para conseguir que el sistema sea sensible a un ataque mediante el 
modelo HW es necesario precargar el registros al valor lógico “0” antes de 
la ejecución de la primera ronda del algoritmo. 
La Tabla 5.10 muestra los datos de implementación del sistema de re-
ferencia. 
Parámetro Valor 
Frecuencia de reloj máxima 192 MHz 
“Slices” consumidos 1193 de 7200   15% 
“LUTS” consumidos 2684de 28800  9% 
“FF” consumidos 2610 de 28800  9 % 
Tabla 5.10: Recursos de la FPGA consumidos por el sistema Hardware de referencia. 
Para la obtención de los resultados experimentales se han utilizado los 
parámetros de captura que se muestran en laTabla 5.11. 
Parámetro Valor 
Frecuencia del sistema 24 MHz 
Frecuencia de muestreo 2 Gs/s (83,33 muestra/clk) 
integración ≈1 ciclo de reloj (83 muestras) 
Tiempo de captura 208 s /1000 trazas 
Tiempo de integración 0.84 s /1000 trazas 
Tiempo de cálculo de la correlación 0.22 s/1000 trazas integradas·byte 
Tiempo de cálculo, diferencia de medias 39 s/1000 trazas integradas·byte 
Tabla 5.11:Parámetros de captura para el sistema Hardware. 
5.5.2. Ataque al registro post SubBytes. 
El ataque se ha planteado al registro de la primera ejecución del Sub-
Bytes. En los sistemas hardware, la correlación esperada se ve radicalmen-
te afectada por dos motivos. En primer lugar se están procesando 128 bits 
mientras que el modelo se aplica únicamente a 8 bits; y en segundo lugar, 
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tras el registro aparece un bloque combinacional formado por puertas en 
cascada, que modificará el estado de sus señales en el instante en que se 
registren los valores. Estas dos circunstancias afectarán a la fidelidad del 
modelo, por tanto, la correlación será mucho menor y serán necesarias un 
mayor número de trazas para diferenciar la hipótesis correcta de las de-
más.  
En la Figura 5.50 puede verse el resultado del análisis de correlación 
para el que se han capturado 10000 trazas. La hipótesis correcta arroja una 
correlación de 0.049, lo que representa un 44% por encima del resto de va-
lores. En consecuencia, este resultado es más que suficiente para diferen-
ciar una hipótesis de las otras. 
 
Figura 5.50:Análisis de correlación del sistema hardware no protegido. Atacado el byte 0 
en el registro post SubBytes en la ronda 0. 
La Figura 5.51 muestra como la hipótesis correcta se diferencia de las 
demás a partir de la toma de 4500 trazas. Su valor se mantiene al incre-
mentar las trazas, pero la correlación de las demás va reduciéndose hacien-
do la diferencia cada vez más notable. 
El análisis por diferencia de medias se muestra útil para diferenciar la 
clave correcta de la que no lo es, aunque la  diferencia entre la máxima 
diferencia de medias obtenida y el resto sea únicamente del 10%. (Véase 
Figura 5.52) 
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Figura 5.51:Análisis de correlación del sistema hardware no protegido. Atacado el byte 0 
en el registro post SubBytes en la ronda 0. Representación en función de las trazas 
capturadas. 
 
Figura 5.52:Análisis por diferencia de medias del sistema hardware no protegido. Atacado 
el byte 0 en el registro post SubBytes en la ronda 0. 
5.5.3. Implementación del sistema protegido. 
El sistema protegido parte de la estructura mostrada en la Figura 5.49 
a la que se le ha añadido la parte que calcula la matriz de reenmascarado 
que aparece en la Figura 5.53. En el esquema se ha obviado la máquina de 
estados para simplificar la representación. 
En el interior del módulo que calcula la matriz de reenmascarado apa-
recen las dos operaciones que lo forman. El bloque MixCol es idéntico al 
bloque MixColumn del algoritmo. En el bloque SbTrans se obtienen los 
valores realizando la búsqueda en 16 memorias BRAM en las que se alma-
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cenan las 16 tablas SBOXTRANS correspondientes a cada uno de los elemen-
tos del estado. 
 
Figura 5.53: Estructura del sistema AES protegido en implementación Hardware. 
Del mismo modo que en las versiones software, las tablas SBOXTRANS 
deben ser protegidas para evitar un ataque a la salida de las mismas. Para 
protegerlas se añade la matriz de mascaras aleatorias MJ con sus corres-
pondientes valores: m0, m1, m2 y m3 (Apartado 3.5). Esto implica recalcular 
las tablas SBOXTRANS cada vez que esta matriz se modifica. 
  
Figura 5.54: Implementación del bloque SbTrans (1 byte) 
Puesto que se procesan 128 bits de forma concurrente, las tablas 
SBOXTRANS deben ser almacenadas en 16 memorias BRAM para poder ser 
leídas también de forma concurrente. Su reprogramación implica el recal-
culo de 256 bytes. Para no perjudicar al tiempo de procesado del algorit-
mo, cada unidad BRAM almacena 2 páginas de memoria. Una de ellas 
almacena los datos de las tablas mientras la otra está siendo precalculada 
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para ser usada en la ronda siguiente.  En la Figura 5.54 se puede ver la 
implementación de cada uno de los bytes del estado, el registro de salida 
de la BRAM mantendrá el valor disponible para su posterior procesado en 
el bloque MixCol. 
Usando el segundo puerto de la BRAM se realiza la reprogramación. 
El puerto se configura como lectura-escritura en 32 bits para poder acceder 
a los datos en bloques de 4 bytes. Ya que la reprogramación se realiza le-
yendo el contenido de la última tabla SBOXTRANS y efectuando la operación 
or exclusiva con la nueva matriz MJ, es necesario leer el valor y escribirlo 
al siguiente ciclo. Esto fuerza a utilizar 2 ciclos de reloj por cada 4 bytes 
reprogramados. El proceso se completará en 128 clk y se implementa tal 
como se muestra en la Figura 5.55. 
 
Figura 5.55: Implementación de la reprogramación de tabla SBOXTRANS (1 byte) 
Hay que tener en cuenta que el ciclo de encriptado se resuelve en 10 
ciclos de reloj mientras que la reprogramación de las tablas necesita 128 
ciclos de reloj. Esto implica que, las tablas y la matriz de máscaras se ac-
tualizan cada 13 textos planos procesados, o lo que es lo mismo, se efect-
úan 13 encriptaciones con la misma matriz de máscaras MJ y MK.  
Contrariamente a lo que pueda parecer, esta particularidad no com-
promete la seguridad del sistema, dado que, para obtener un resultado po-
sitivo, es necesario capturar alrededor de 5000 trazas. 
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La Tabla 5.12 muestra los datos de implementación del sistema de re-
ferencia al que se le ha añadido la contramedida. 
Parámetro Valor 
Frecuencia de reloj máxima 166 MHz 
“Slices” consumidos 1535 de 7200   21% 
“LUTS” consumidos 3985 de 28800  13 % 
“FF” consumidos 2750 de 28800  9.5 % 
“BRAM” consumidas 16 de 48 33 % 
Tabla 5.12: Recursos de la FPGA consumidos por el sistema Hardware. 
5.5.4.  Ataque al registro post SubBytes. 
Los resultados del análisis al sistema protegido demuestran el correcto 
funcionamiento de la contramedida. En la Figura 5.56 aparece el resultado 
del análisis de correlación. La clave máxima presenta una correlación de 
0.045, un 40% superior al resto. Por el contrario, la correlación en la hipó-
tesis de la clave real queda escondida entre el resto de correlaciones. 
 
Figura 5.56:Análisis de correlación del sistema hardware protegido. Atacado el byte 0 en 
el registro post SubBytes en la ronda 0. 
La clave falsa se diferencia de las demás a partir de la captura de 5000 
trazas, tal y como se muestra en la Figura 5.57.  
Finalmente el resultado del análisis por diferencia de medias también 
devuelve el falso positivo con una diferencia de medias máxima en la clave 
real de 0.24 mA, un 11% superior al resto (Figura 5.58). 
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Figura 5.57:Análisis de correlación del sistema hardware protegido. Atacado el byte 0 en 
el registro post SubBytes en la ronda 0. Representación en función de las trazas 
capturadas. 
 
Figura 5.58:Análisis por diferencia de medias del sistema hardware protegido. Atacado el 
byte 0 en el registro post SubBytes en la ronda 0. 
5.5.5. Análisis de resultados 
La implementación en el caso del sistema totalmente hardware resuel-
ve, tanto el algoritmo como el cálculo de la matriz de reenmascarado, en 
bloques de 128 bits y a razón de una ronda del algoritmo en cada ciclo de 
reloj.  
La Tabla 5.13 presenta un resumen de los recursos y las prestaciones 
de cada uno de los sistemas hardware implementados, el de referencia y el 
que incorpora la contramedida. En cuanto al tiempo necesario para proce-
sar un texto plano, no existe variación alguna dado que ambos sistemas 
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resuelven el algoritmo en 10 ciclos de reloj. En la plataforma de trabajo 
que se ha utilizado, la frecuencia de reloj es de 24 MHz. Esto implica un 
tiempo de procesado de 416 ns por cada texto plano, lo que significa 
2.4·106 textos planos cada segundo. 
Parámetro 
Sistema 
hardware de 
 referencia 
Sistema  
Hardware 
Variación 
Frec. de reloj máxima 192 MHz 166 MHz -13.5 % 
“Slices” consumidos 1193 (15 %) 1535 (21 %) 27.7 % 
“LUTS” consumidos 2684 (9.3 %) 3985 (13 %) 48.5 %   
“FF” consumidos 2610 (9 %) 2750 (9.5 %) 5.4 % 
36K BRAMS 0 (--) 18 (33.3 %) -- 
Tabla 5.13:Comparación de recursos consumidos por el sistema hardware de referencia y 
el sistema hardware con la contramedida implementada. Entre paréntesis el porcentaje 
respecto al total de la FPGA. 
La adición de la contramedida penaliza el funcionamiento, tanto en re-
cursos consumidos como en velocidad máxima de trabajo.  
Es posible realizar la comparación con otras contramedidas a nivel de 
hardware. [Zen'2012] propone la implementación hardware de la función 
Sbox mediante el uso de puertas enmascaradas en un dispositivo Virtex 5. 
Esta solución represente un aumento de recursos de la FPGA consumidos 
de 482 % y una disminución de la velocidad máxima de proceso  de 33%.  
Utilizando WDDL [Kaz'2012] implementa al algoritmo utilizando un 
aumento del 100% del área consumida respecto de la versión no protegida, 
que él mismo implementa. Este resultado es previsible al tratarse de una 
contramedida que se basa en el procesado del dato y de su complementario 
para mantener constante el número de transiciones en cada ciclo. 
El campo de aplicación de esta implementación sería aquel en que fue-
se necesario procesar grandes cantidades de datos en muy poco tiempo. 
Ejemplo de este caso son: las comunicaciones digitales a través de canales 
no seguros, la protección de documentos de gran volumen, la protección de 
contenidos multimedia o el procesado digital de señales, entre otros. 
 
 
Resultados experimentales 
146 
 
5.6. Conclusiones 
Una nueva contramedida frente a los ataques por análisis de consumo 
se ha implementado en tres casos diferentes: un primer sistema totalmente 
software, un segundo sistema basado en diseño combinado softwa-
re/hardware y un tercer sistema puramente hardware. 
En los tres casos se ha usado un dispositivo FPGA Virtex5 para reali-
zar las pruebas y corroborar las hipótesis planteadas en el capítulo 3. 
La efectividad de la contramedida se basa en que revela una falsa cla-
ve, a diferencia de otras contramedidas que tratan de eliminar la relación 
entre el dato procesado y el consumo. 
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6. Conclusiones y futuras líneas de trabajo 
Se presentan a continuación las conclusiones más relevantes que se de-
rivan de esta tesis doctoral, así como las líneas de trabajo sobre las que 
orientar una investigación futura. 
6.1. Conclusiones generales 
En esta tesis doctoral se expone un nuevo paradigma en el ámbito de 
la protección hardware de dispositivos ante ataques por análisis de consu-
mo. El trabajo de investigación se ha dirigido a conseguir que un dispositi-
vo bajo ataque retorne una falsa clave, haciendo inútiles los esfuerzos del 
atacante por desvelar la clave real de trabajo del criptoprocesador. 
 Con este objetivo, en el capítulo 2 se muestran las bases teóricas que 
permiten realizar los ataques por análisis de consumo en dispositivos crip-
tográficos. Para ello, se describen dos modelos de consumo, distancia y 
altura de Hamming, que han demostrado ser validos para sistemas imple-
mentados a partir de celdas CMOS. Posteriormente, se introducen los aná-
lisis simple y diferencial del consumo. Dentro del análisis diferencial se dis-
tingue entre el análisis de correlación lineal y el análisis por diferencia de 
medias. Estos dos últimos tipos de ataque serán las herramientas  utiliza-
das para verificar el funcionamiento de la contramedida en la parte prácti-
ca. 
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En este mismo capítulo se muestran las generalidades del “Masking y 
del “Hiding”. Estas son las contramedidas habituales que se aplican en los 
sistemas criptográficos para protegerlos ante los ataques por análisis de 
consumo. También se describen cuáles son los puntos débiles de cada uno 
de estos métodos de protección, y el modo en que un atacante puede utili-
zarlos para descubrir la clave de trabajo.  
Es en el capítulo 3 donde se ha desarrollado el fundamento teórico de 
la contramedida propuesta, a la que se ha denominado “Faking”. Ésta con-
siste en hacer que el algoritmo AES procese el texto plano con una clave 
falsa, en lugar de utilizar la clave real. El hecho de usar una clave falsa 
para cifrar o descifrar datos provoca que el resultado no sea el esperado. 
Por esta razón, el sistema debe realizar algunas operaciones adicionales 
para conseguir que al resultado sea el correcto.  
Finalmente, en este capítulo se exponen las particularidades del “Fa-
king” en función de los tres escenarios que se han planteado para su im-
plementación. En primer lugar se ejecuta al algoritmo AES y la contrame-
dida en un procesador de 32 bits, lo que se ha denominado solución soft-
ware. En el segundo caso, se recurre a un sistema basado en un diseño 
hardware/software y en el que el algoritmo se ejecuta en el procesador, 
mientras que la contramedida se resuelve en un coprocesador hardware 
diseñado a tal efecto. En último lugar, tanto el algoritmo como la contra-
medida se han implementando en un sistema totalmente Hardware. Para 
las tres soluciones se ha utilizado una FPGA Virtex 5 de Xilinx. 
A la luz del planteamiento teórico hay que señalar que, la protección 
de un dispositivo criptográfico mediante “Faking” no excluye la implemen-
tación simultánea de otras contramedidas que actúen tanto en el eje tem-
poral como en la amplitud. Por ejemplo, este método puede combinarse 
con un enmascaramiento (Apartado 2.9.2), de forma que un ataque de se-
gundo orden (Apartado 2.10) retornase una clave falsa. Del mismo modo, 
puede combinarse con cualquier contramedida basada en estructuras de 
procesamiento dual. 
Existen otras publicaciones que presentan sistemas que tienen por ob-
jeto introducir ruido correlacionado conjuntamente con el consumo gene-
rado por el sistema criptográfico. En esta línea [Naj'2009] propone añadir 
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un generador de ruido correlacionado que opere de forma concurrente con 
el algoritmo a proteger. En cambio, este sistema no elimina la información 
explotable de la traza de consumo, en tanto en cuanto, el algoritmo con-
tinúa ejecutándose con su clave correcta. Además, la protección es única-
mente efectiva si se ataca la salida de la función correlacionada con el rui-
do añadido y, se da la circunstancia de que el resultado obtenido depende 
de la cantidad de trazas tomadas. 
Contrariamente a lo anterior, la propuesta de esta tesis elimina la in-
formación explotable de la traza de consumo, al no utilizar la clave real en 
el procesado del algoritmo y al enmascarar aquellos puntos del sistema en 
los que pueda quedar expuesta. Además, el sistema resulta protegido con 
independencia del punto elegido para el ataque.  
Es importante hacer notar que, el aumento de las trazas capturadas no 
hace más que fortalecer la correlación en la hipótesis de la clave falsa por 
encima de las demás. Puesto que la correlación sobre la clave real se oculta 
entre el resto de hipótesis, aumentar la cantidad de capturas hace aún más 
difícil la diferenciación de la clave real y, por ende, el sistema es más segu-
ro. 
Una de las características más destacables de esta contramedida es que 
su particular estructura le permite acciones que dificultan el trabajo  del 
atacante. Fruto de ellas pueden mencionarse las siguientes: 
a) Es posible modificar la clave real de trabajo sin modificar la clave 
falsa, de modo que el atacante continúa obteniendo la correlación 
máxima en la misma clave falsa aunque se haya modificado la clave 
de encriptado. 
b) También se puede modificar la clave falsa manteniendo la clave re-
al. En este caso el atacante puede llegar a la conclusión errónea de 
que se ha modificado la clave de trabajo. 
c) O bien, es posible modificar ambas claves. 
Ante esta casuística, un supuesto atacante no tiene elementos para de-
terminar si se ha producido uno u otro de los casos anteriores. 
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En el capítulo 4 se describe el banco de trabajo diseñado y desarrolla-
do para la captura automática de las trazas de consumo. Este proceso se 
realiza enviando textos al dispositivo a testear, para ser encriptados, y 
capturando el consumo eléctrico producido mediante un osciloscopio digital 
y una sonda de corriente. Los valores que forman cada una de las trazas se 
almacenan en un ordenador a la espera de ser procesadas.  
La plataforma de trabajo elegida  (SAEBO-GII) ha demostrado ser un 
entorno de trabajo ideal para este tipo de análisis, dado que su particular 
diseño permite capturar trazas con una muy alta relación señal ruido. Esta 
característica hace que sea posible comprobar el funcionamiento de la con-
tramedida mediante la captura de un reducido número de trazas. 
El capítulo 5 se centra en verificar experimentalmente el funciona-
miento de la contramedida. Para ello se implementan, por un lado sistemas 
sin contramedidas para usarlos de referencia y, por otro lado, sistemas con 
“Faking”. Las pruebas se han realizado sobre los tres escenarios diferentes 
introducidos en el capítulo 3: totalmente software, diseño softwa-
re/hardware y totalmente hardware. Estos escenarios son representativos 
de una gran variedad de sistemas criptográficos presentes en múltiples dis-
positivos, tales como: tarjetas inteligentes, dispositivos encriptados de al-
macenamiento, sistemas de identificación biométrica, sistemas de control 
de acceso, etc.  
Los resultados experimentales demuestran que la contramedida consi-
gue su objetivo principal, es decir, oculta la correlación relativa a la hipó-
tesis planteada sobre la clave real entre las correlaciones relativas al resto 
de hipótesis. Hay que tener en cuenta que, el hecho de que el sistema 
muestre una correlación alta en una hipótesis falsa, consigue confundir al 
atacante en un primer momento. Una vez que éste haya comprobado que 
la clave obtenida no es la correcta será consciente de que se está falseando 
el resultado.  
De la parte experimental se extrae que la contramedida propuesta no 
requiere una gran cantidad de recursos adicionales, en comparación con los 
recursos necesarios para implementar las contramedidas “Masking” y 
“Hiding”. En el sistema software, el tiempo y la memoria necesarios para 
resolver el “Faking” están en la línea de lo que representa implementar las 
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otras contramedidas (Apartado 5.3.4). En el segundo caso, cuando la con-
tramedida se implemente en un coprocesador hardware (Apartado 5.4.6), 
resulta ventajoso implementar la contramedida propuesta en esta tesis res-
pecto de las otras dos. Finalmente, en la implementación totalmente hard-
ware (Apartado 5.5.5), la nueva contramedida también resulta ventajosa 
respecto a la implementación de “Masking” o “Hiding”. 
6.2. Futuras líneas de trabajo. 
Para complementar la investigación iniciada en esta tesis doctoral se 
enuncian algunas propuestas de futuros trabajos en el área de la protección 
de dispositivos criptográficos: 
a) Evaluación del funcionamiento de la contramedida ante 
otros tipos de ataques. El ataque por análisis de consumo no es 
la única forma de llegar a la obtención fraudulenta de la clave de 
un sistema criptográfico. En la literatura científica se proponen 
ataques (EMA) [Mar'2013] en los que se explota la radiación elec-
tromagnética emitida por el dispositivo. También se realizan ata-
que por inducción de fallos [Bar'2010] [Ber'2005]; en ellos se obser-
va la evolución del dispositivo tras la inducción de un error contro-
lado en un punto del algoritmo con la intención de limitar los posi-
bles valores de la clave. [Agr’2003] Propone la realización de ata-
ques multicanal en los que se explota simultáneamente información 
procedente de diversos canales o bien dispone de una caracteriza-
ción muy precisa del consumo del dispositivo. 
b) Implementación de la contramedida en tarjetas inteligen-
tes y evaluación de su funcionamiento. Las tarjetas inteligen-
tes, o “Smart Card”, representan una herramienta ampliamente 
utilizada para la identificación de personas en el control de acceso, 
la realización de transacciones bancarias o el acceso a servicios per-
sonales, entre otros [Ide'2015]. Estas tarjetas almacenan informa-
ción del usuario que es sensible de ser atacada con fines delictivos 
y, por tanto, se convierten en objetivo de ataques por análisis de 
consumo.  
Conclusiones y futuras líneas de trabajo 
152 
 
Las tarjetas inteligentes pueden ser meros contenedores de memoria 
en las que almacenar datos encriptados a los que se puede acceder 
cuando la información es leída por algún otro dispositivo. Este dis-
positivo es el encargado de ejecutar los algoritmos criptográficos 
para codificar la información y, por tanto, es el dispositivo que de-
be ser protegido. 
Otros tipos de tarjetas inteligentes incorporan microprocesadores 
embebidos, de hasta 32 bits, junto con memoria RAM, ROM y 
EEPROM para almacenar datos temporales, programa y/o datos 
de identificación. Estas tarjetas tienen capacidad para ejecutar al-
goritmos criptográficos y, por tanto, son susceptibles de ataque.  
Finalmente las tarjetas inteligentes criptográficas incorporan, a 
parte de un microprocesador, módulos hardware para resolver ci-
frados y gestionar firmas digitales, como por ejemplo las que emite 
la FNMT54 española.  
c) Verificación del funcionamiento de la contramedida en 
otras implementaciones del algoritmo AES. El algoritmo 
“Advanced Encription Standard” puede ser implementado de 
múltiples formas, a parte de las ya documentadas en esta tesis doc-
toral. La casuística es muy variada y depende de las necesidades de 
trabajo o de la cantidad de datos que deban ser procesados. Desde 
procesadores PIC®55 de 8 bits asociados a pequeñas aplicaciones in-
dustriales hasta complejos dispositivos ASIC diseñados para aplica-
ciones específicas pueden incorporar esta contramedida. 
También es posible realizar la implementación mediante estructu-
ras pipeline cuyo objetivo es aprovechar al máximo los recursos en 
aplicaciones hardware.  
Por otro lado, Según la norma publicada en [NIST'2001], este algo-
ritmo admite longitudes de claves de 128, 192 o 256 bits. La inves-
tigación realizada en esta tesis se ha centrado en la versión de 128 
                                     
54 Fábrica Nacional de Moneda y Timbre. 
55 ® Microchip Technology Inc. 
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bits y sería interesante analizar el funcionamiento de la contrame-
dida en las versiones de 196 y 256 bits de clave. 
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