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Introduction
In this paper a semiparametric model of the form Y i = g(t i ) + X i is considered, where g(t) is a smooth nonparametric regression function and the error process X i follows a FARIMA-GARCH (fractional autoregressive i n tegrated moving average -generalized autoregressive conditional heteroskedastic) model. We call this a semiparametric FARIMA-GARCH model. Such a model allows for simultaneous estimation of trend, long memory as well as conditional heteroskedasticity in a time series (see Beran 1994 for the de nition of long memory processes and see Engle 1982 and Bollerslev 1986 for time series models with conditional heteroskedasticity). Estimation of g ( ) , the th derivative o f g, leads to a nonparametric regression problem with a speci ed long memory error process. Recent research on the topic of nonparametric regression with long memory errors may befound in Hall and Hart (1990) , Cs org o and Mielniczuk (1995) , Beran (1999) and .
The most popular stationary long memory process is the FARIMA model proposed by Granger and Joyeux (1980) and Hosking (1981) . On the other hand, to analyze time series with conditional heteroskedasticity, Engle (1982) introduced the ARCH (autoregressive conditional heteroskedastic) model, which w as generalized by Bollerslev (1986) to the so-called GARCH model. This class of models has important applications, in particular to the analysis of nancial time series. Ling and Li (1997) (see also Ling 1998 Ling , 1999 proposed a so-called FARIMA-GARCH model so that long memory and conditional heteroskedasticity may beanalyzed in a uni ed approach. Their approach generalizes FARIMA introduced in Beran (1995) . Following Ling and Li (1997) and Ling (1998 Ling ( , 1999 and all roots outside the unit circle and, l and m are nonnegative integers. Furthermore, it is assumed that P r j=1 j + P s k=1 k < 1. Here, the fractional di erence (1 ; B) introduced by Granger and Joyeux (1980) and Hosking (1981) Remark 1. Note that (1.2) de nes a GARCH process in a sense wider than the original GARCH model de ned by Bollerslev (1986) , where i are assumed to be conditionally normal. Conditional normality is also assumed in Ling and Li (1997) .
In our paper this is not required. The de nition (1.2) follows (6.1)-(6.2) in Ling (1999) . If z i are iid standard normal random variables, then (1.1)-(1.2) reduces to the de nition as given in Ling and Li (1997) .
Some time series, in particular nancial time series, may however exhibit trend, long memory and conditional heteroskedasticity at the same time. Following the proposal of the SEMIFAR (semiparametric fractional autoregressive) model (see Beran 1995 Beran , 1999 we obtain the semiparametric FARIMA-GARCH model by introducing a nonparametric trend g(t) in ( )-(1.6) provides an analytic tool for modeling time series with long-range dependence and conditional heteroskedasticity which is nonstationary in the mean.
The current paper focuses on investigating the asymptotic properties of local polynomial estimation of g ( ) in (1.5)-(1.6). Uni ed consistency and asymptotic normality ofĝ ( ) on the whole support 0 1] are obtained for errors with shortor long memory as well as for errors with antipersistence. The rate of convergence of a pth order local polynomial estimatorĝ ( ) with p ; oddis shown to be n (2 ;1)(p+1; )=(2p+3;2 ) for all 2 (;0:5 0:5). The asymptotic normality o f g ( ) (t) i s derived based on a central limit theorem for stationary processes with short-or long memory, which is an extension of theorem 18.6.5 in Ibragimov and Linnik (1971) . Asymptotic results on the estimator^ = Y = 1 n P n i=1 Y i under model (1.1)-(1.2) are also given. Similar to the SEMIFAR model, model (1.5)-(1.6) can also be extended to include stochastic trends by allowing > 0:5.
The paper is organized as follows. The proposed local polynomial estimators are described in section 2. Section 3 gives some auxiliary results including a central limit theorem for stationary processes being a sum of a square-integrable martingaledi erence. Our main results are given in section 4. Section 5 contains some nal remarks. Proofs of theorems are put in the appendix.
2 The estimator
Assume that P r j=1 j + P s k=1 k < 3) de nes an equidistant nonparametric regression with short memory ( = 0), long memory (0 < < 0:5) and antipersistence (;0:5 < < 0). proposed to estimate g ( ) in nonparametric regression with long memory errors by local polynomial tting introduced by Stone (1977) and Cleveland (1979) . The proposed approach in this paper follows the idea in . Local polynomial tting has some advantages in comparison with kernel estimation. It is an automatic kernel method. A kernel estimatorĝ is just a local constant estimator. Also, the estimation of the th derivative of g by local polynomial tting is very simple. For recent developments in this context of we refer the readers to Ruppert and Wand (1994) , Wand and Jones (1995) , and Gijbels (1995, 1996) and references therein.
Assume that g is at least (p + 1)-times di erentiable at a point t 0 . Then g(t) can beapproximated locally by a polynomial of order p: The property (2.7) ensures thatĝ ( ) is exactly unbiased if g is a polynomial of order not larger than p.
Local polynomial tting is asymptotically equivalent to some kernel estimation. In the interior, the di erence in nite samples is also not large (see e.g. M uller 1987 and Feng 1998) . These results also hold for the current case (see , since the weights do not depend on the dependent structure of the data. This provides a powerful tool for deriving the asymptotic results of local polynomial tting. In particular, we have max jw i j = O (nb 1+ )], which will be used in the appendix.
3 Auxiliary results
To prove the asymptotic normality ofĝ ( ) we need some auxiliary results. In the following we will develop a central limit theorem for the sum of random variables S n = P n i=1 X i , where X i is a weighted sum of (0 2 ) random variables k forming a square-integrable martingale-di erence. If k are iid (0 2 ) random variables, the result is given by theorem 18.6.5 of Ibragimov and Linnik (1971) . However, their result (and hence theorems 2 and 8 in Hosking (1996) based on this result) can not be applied to the case when i de ned in (2.1)-(2.3) follow a GARCH or ARCH process, since now they are conditionally heteroskedastic and not independent.
Here, martingales and martingale-di erences are de ned as follows (see e.g. Heyde 1980 and Shiryaev 1996) . Let ( F P ) be a probability space, where F is a -eld of subsets of . Let I beany interval of the form (a b), a b), (a A martingale-di erence with nite variance is called a square-integrable martingaledi erence.
The following central limit theorem extends theorem 18.6.5 of Ibragimov and Linnik (1971) to the case when the innovations form a square-integrable martingaledi erence satisfying given conditions, which includes the GARCH process as a s p ecial case. Remark 2. Note that iid (0 2 ) random variables form a square-integrable martingale-di erence with h i 2 , case 1 of theorem 1 includes theorem 18.6.5 of Ibragimov and Linnik (1971) as a special case.
Although the conditions of theorem 1 are much w eaker than those used by Ibragimov and Linnik (1971), we do not declare that they are necessary. Some of them are made here for simplifying the proof. Noting that a square-integrable martingaledi erence is a sequence of uncorrelated random variables (see Shiryaev 1999, p. 42) , the assumption that i have identical variance implies that it is an uncorrelated white noise. Hence, the assumptions on i given in theorem 1 are stronger than that i is an uncorrelated white noise but much w eaker than that i are iid random variables. For long memory process the assumption of an uncorrelated (0 2 ) random variables is not su cient for the derivation of asymptotic normality of the sample mean (see e.g. Taqqu 1975 ).
The proof of theorem 1 is given in the appendix. To prove this theorem under the condition given in case 2, we need to prove the weak consistency of a weighted sum of the second order stationary time series 2 i . T h i s i s j u s t a v ery special case of the following results on the convergence of the variance (to zero) of a general linear lter and the weak consistency of a general weighted sum, both are given for second order stationary time series.
Theorem 2. Let (X i n ), 1 i n, n = 1 2 : : : be a triangular array of random variables from a second order stationary time series with zero mean, variance 2 and autocovariances (k) such that (k) ! 0 as k ! 1 . Let (w i n ) bea triangular array of weights such that P n i=1 jw i j < 1 and max 1 i n jw i j ! 0 as n ! 1, then var ( P n i=1 w i X i ) ! 0 as n ! 1 .
The proof of theorem 2 is given in the appendix. The weighting system w i is \formless" w i are also allowed to benegative. Localized weighting systems are included by setting w i 0 for all i outside a given interval. Hence, all of the weighting systems generated by commonly used kernel estimators or local polynomial estimators of g ( ) are included as special cases of theorem 2. This shows that the variances of these estimators converge to zero for any second order stationary time series with (k) ! 0 as k ! 1. Furthermore, if X i is a process with unknown mean , we have Corollary 1. Let (X i n ) and (w i n ), 1 i n, n = 1 2 : : : bethe triangular array as de ned in theorem 2. Suppose that now the mean of X i is unknown and is estimated by^ = P n i=1 w i X i . If P n i=1 w i ! 1 as n ! 1 and the other conditions of theorem 2 are satis ed, then^ is weakly consistent.
4 Main results
Properties of the error process
In the following we will show that the GARCH process ful lls the conditions on i given in theorem 1 (case 2). Bollerslev (1986) showed that, under the condition P r j=1 j + P s k=1 k < 1, a GARCH process is second order stationary with E( i ) = 0 , var ( i ) = 0 (1 ; P r j=1 j ; P s k=1 k ) ;1 and cov ( i i+k ) = 0 for k 6 = 0. Note that the FARIMA process X i can also be de ned by taking the innovations i to be an uncorrelated white noise, i.e. uncorrelated (0, 2 ) random variables, called a FARIMA process in the wide sense (see e.g. Brockwell and Davis, 1991) . Hence, the FARIMA-GARCH process is a special case of a FARIMA process in the wide sense, since a GARCH process is an uncorrelated white noise. It is easy to show that under the condition P r j=1 j + P s k=1 k < 1 the GARCH process is also a square-integrable martingale-di erence with respect to (F i i 2 f ; 1 ::: ;1 0 1 ::: 1g), where F i is the -eld generated by the information in the past, i.e. F i = f i i;1 : : : g (see Shiryaev 1999) . Note that, if i follows a GARCH model, then 2 i has an ARMA (autoregressive moving average) representation in the wide sense (see (A.11) in the appendix). Hence, for a GARCH process, the condition E( 4 i ) < 1 on i is su cient for theorem 1, since this condition guarantees that 2 i is a second order stationary process with summable autocovariances.
A general condition for the existence of 2mth moments of a GARCH process was given by Ling (1999) where I denotes an identity matrix, O denotes a matrix of zeros and z i are as de ned before. Denote by A n i the Kronecker product of n matrices A i and by (A) the spectral radius of a matrix A. Suppose that E(z 2m i ) is nite for some positive i n teger m. If E(A m i )] < 1 (4.2) then the GARCH process i is strictly stationary and ergodic, and its 2mth moments are nite (see theorem 6.2 in Ling 1999). The examples in Ling (1999) show that condition (4.2) is equivalent t o k n o wn conditions. For m = 1, condition (4.2) reduces to the above mentioned one, i.e. P r j=1 j + P s k=1 k < 1. This shows that theorem 1 in Bollerslev (1986) holds without the assumption of conditional normality. For a GARCH(1,1) model and m = 2 , let E(z 4 i ) = 3 + , where denotes the kurtosis of z i , condition (4.2) becomes (3 + ) 2 1 + 2 1 1 + 2 1 < 1. When z i are iid standard normal random variables, i.e. = 0, this condition reduces to 3 2 1 + 2 1 1 + 2 1 < 1. This is the one given by theorem 2 in Bollerslev (1986) with m = 2. We see that the condition for the existence of fourth moments of a GARCH model depends on the kurtosis of the iid random variables z i .
Denote by the stationary distribution of the GARCH process. It is assumed for simplicity that the process starts in nitely far in the past with this stationary distribution . Based on theorem 6.2 in Ling (1999) and the above mentioned properties of a GARCH process we obtain the following lemma. Lemma 1. Let i betheGARCH process generated by model (2.1)-(2.3). Suppose that 0 > 0, j 0, k 0 and P r j=1 j + P s k=1 k < 1. If E(A 2 i )] < 1, t h e n :
1. i is strictly stationary having nite fourth moments and forming a squareintegrable martingale-di erence. 9 2. The process 2 i is second order stationary with P 1 k=;1 2 (k) < 1. Ling and Li (1997) further showed that X i is also strictly stationary having nite fourth moments.
The covariance structure of a FARIMA-GARCH process is given by the following lemma, which also holds for a FARIMA process in the wide sense (see theorem 13.2.2 of Brockwell and Davis 1991).
Lemma 2. Let Y i begenerated by (1.1)-(1.2). Suppose that 2 (;0:5 0:5), (B) and (B) have no common factors, all roots of (B) and (B) lie outside of the unit circle and P r j=1 j + P s k=1 k < 1. The proof of lemma 2 will be omitted, since these results are just known facts on long memory processes (see e.g. Beran 1994 and Brockwell and Davis 1991) . Now, we consider the asymptotic properties of the sample mean of a FARIMA-GARCH process. To our knowledge, there are no detailed results on this topic in the literature. Based on theorem 1 and lemma 1 we have: Theorem 3. Let X i be generated by model (2.1)-(2.3) with 2 (;0:5 0:5). Suppose that the assumptions of lemmas 1 and 2 hold. As shown in Hosking (1996) , similar result holds for = ; 1 2 but with a di erent formula. Theorem 3 b) is the basis for the derivation of the asymptotic normality o f parametric and nonparametric regression estimators with a FARIMA-GARCH error process. The importance of theorem 3 is shown by theorem 4 below, which gives a connection between the asymptotic normality of X and that of a weighted sum whose weights satisfy given conditions. In particular, these conditions are satis ed by the weights o f a k ernel or a local polynomial estimatorĝ ( ) (t) under (2.1)-(2.3).
An extension of theorem 1
Theorem 1 is a central limit theorem on the sample mean of a second order stationary time series. In the following we will extend it to a central limit theorem for a linear lter of such a process, which can bedirectly used to derive asymptotic normality of a kernel or a local polynomial estimator. Theorem 4. Let (X i n ), 1 i n, n = 1 2 : : : be a triangular array of random variables as de ned in (3.1)-(3.2) and let (w i n ) be a triangular array o f w eights such that 2 n := var ( P n i=1 w i X i ) > 0 for all n. If n ! 1 as n ! 1. Condition (4.6) on the weighted sum P w i c k;i is often not independent of (4.5). Theorem 1 is a special case of theorem 4 with w i 1, in which case (4.6) can be derived from (4.5) (see Hosking 1994 and the proof of theorem 1 in the appendix). The central limit theorem given by M uller (1988) (theorem 4.2 therein) for the derivation of asymptotic normality o f kernel or local polynomial estimators with iid errors is also a very special case of theorem 4 with being iid (0 2 ) random variables and c 0 = 1 , c k = 0 f o r k 6 = 1 . Based on theorem 4 the asymptotic normality ofĝ ( ) is easy to prove.
Pointwise asymptotic results
What follows gives uni ed formulas for pointwise asymptotic bias and asymptotic In the following it is assumed that p; is odd and k = p+ 1 . Here k denotes the order of the asymptotically equivalent k ernel. It will be shown thatĝ ( ) (t) c o n verges to g ( ) (t) at the same rate in the interior as well as at the boundary, if p ; is odd. However, the convergence rate ofĝ ( ) (t) at the boundary is slower than in the interior, if p ; is even (see . Hence, a local polynomial approach w i t h p ; odd is more preferable. To derive the asymptotic results given where ( k c) is a non-zero constant. Therefore, K ( p c) is a boundary kernel of order k for estimating the th derivative, which will be called an \equivalent kernel". In the interior with c = 1 it is the same as de ned by G a s s e r , M uller and Mammitzsch (1985) up to a (;1) sign. It is clear that K c (u) and the equivalent k ernel K ( k c) (u) are both polynomial Lipschitz-continuous kernels. show thatĝ ( ) is asymptotically equivalent t o a k ernel estimator using the kernel function de ned in (4.9).
In the following we denote x i = (t i ; t)=b, y j = (t j ; t)=b. Let Remark 3. All of the results of parts i) to iii) and those of theorem 6 given below also hold in the case when X i in (2.1)-(2.3) is a FARIMA process in the wide sense. In order that iv) holds, the innovations i have just to satisfy the conditions given in theorem 1. Hence, iv) holds of cause in the case when i are iid random variables (cf. the results in theorems 1 a n d 2 in Hosking 1996).
Remark 4. The formula for the asymptotic bias is the same as that for nonparametric regression with independent errors. The formula for the asymptotic variance with 6 = 0 is di erent from that for nonparametric regression with independent errors or short memory errors, i.e. the case of = 0. In this case the asymptotic 14 variance converges to zero at the rate (nb) ;1 b 2 . When > 0, var (ĝ ( ) ) converges to zero at a slower rate, while the rate of convergence of var (ĝ ( ) ) f o r < 0 is higher than that for = 0 .
Remark 5. Theorem 6 below shows that a bandwidth b = O(n (2 ;1)=(2k+1;2 ) ) is of the optimal order. In this case the asymptotic bias and the asymptotic variance are of the same order. If the bandwidth b is of higher order, i.e. with a small bandwidth, the result in theorem 5, iv) also holds with = 0. Now the asymptotic bias is negligible. On the other hand, the asymptotic result will be dominated by the bias part, if the bandwidth b is of a smaller order. In this case, b ;k+ (ĝ ( ) (t);g ( ) (t)) has a degenerate asymptotic distribution with a constant mean and variance zero.
The MISE
A w ell known criterion for the quality of a nonparametric regression estimator is the MISE (mean integrated squared error) de ned by ii) The optimal bandwidth that minimizes the asymptotic MISE is given by b opt = C opt n (2 ;1)=(2k+1 (4.20) where it is assumed that I(g (k) ) > 0.
The proof of theorem 6 and the following formulas will beomitted, since they are they same as the case that only uncorrelated (0 2 ) innovations are assumed (see .
Note that by inserting b opt in (4.18), theorem 2 implies that for p ; odd the optimal MISE is of the order Z 1 0 Ef ĝ ( ) (t) ; g ( ) (t)] 2 gdt = O(n 2(2 ;1)(k; )=(2k+1;2 ) ):
The rate of convergence ofĝ ( ) is n (2 ;1)(k; )=(2k+1;2 ) = n (2 ;1)(p+1; )=(2p+3;2 ) . For = 0 with 0, Hall and Hart (1990) show that this is the optimal convergence rate. The following remarks clarify the results given above. for > 0 (see Hart 1990 and Beran 1999) . The explicit form of V for < 0 is more complex, since the integral R 1 ;1 K ( k) (y)jx;yj 2 ;1 dy does not exist. However, at any point x the kernel K ( k) (y) may be written as K ( k) (y) = P r l=0 l (x)(x ; y) l =: K 0 (x) + K 1 (x ; y), where r is an integer, K 0 (x) = 0 (x) and K 1 (x ; y) = P r l=1 l (x)(x;y) l . Note that, in the case of antipersistence it holds P 1 k=;1 (k) = 0 . We have, for < 0 (see 
Final remarks
In this paper we introduced a class of semiparametric FARIMA-GARCH models with short-or long memory allowing the conditional variance of the innovations to change. Asymptotic results on the nonparametric estimation of g ( ) are investigated in detail. The ARCH and GARCH models proposed by Engle (1982) and Bollerslev (1986) have becomea widely used model for analyzing nancial time series. Ling and Li (1997) showed the potential usefulness of the FARIMA-GARCH model. As a semiparametric extension of the FARIMA-GARCH model, the model proposed in this paper is expected to becomea useful tool for modeling stochastic processes with trends, long memory as well as conditional heteroskedasticity. Particularly, it provides a more general class of models for analyzing volatility in nancial time series. In this paper we did not given any application example. However, examples for modeling nancial time series with the related SEMIFAR model proposed by Beran (1999) (see e.g. illustrate the potential usefulness of semiparametric long memory time series models.
To estimate the whole model one has to combine the proposal here and the approach for estimating the parameters, which determine the stochastic structure of the model, as proposed in Beran (1995 Beran ( , 1999 and Ling and Li (1997) . This will be discussed elsewhere. Although the given results on the asymptotic behaviors of the proposed estimators do not depend on the exact distribution of z i in (1.1), conditionally normal distribution is required, if one wants to estimate the unknown parameters determining the whole model by maximum likelihood. 
Appendix: Proofs of theorems
To p r o ve theorem 1 we need the following lemmas A.1 and A.2. Suppose that on the probability s p a c e ( F P ) there are given stochastic sequences n = ( nk F nk ) 0 k n n 1
The double sequence fS nk F nk 1 k n n 1g will be called a martingale array.
For the proof of case 1 in theorem 1 we will use lemma A.1, which is a special case of theorem 4 of Shiryaev (1996, Chapter VII, x8) See Shiryaev (1996) for the proof.
The proof of case 2 of theorem 1 is based on lemma A.2, a special case of theorem 3.2 of Hall and Heyde (1980) . Theorem 24.3 of Davidson (1994) For the proof see Hall and Heyde (1980) . Remark A.1. Lemma A.2 is a special case of theorem 3.2 in Hall and Heyde (1980) by setting k n there equal to n and by replacing the a.s. nite random variable 2 with the constant 1 . The \nested -eld" condition (3.21) in Hall and Heyde (1980) is now not necessary due to the latter speci cation. This lemma is used here to avoid checking the conditional Lindeberg condition (A.1).
Proof of theorem 1. Let 2 n = E(X 1 + :::+X n ) 2 as de ned in theorem 1. We rst show that, following Ibragimov and Linnik (1971) and Hosking (1994) , (X 1 + ::: + X n )= n can berewritten as (X 1 + ::: + X n )= n = S nn + n , where n P ! 0 a n d S nk = k X i=0 ni 1 k n where nk form a square-integrable martingale-di erence n = ( nk F nk ) and fS nk F nk 1 k n n 1g is a zero mean square-integrable martingale array with respect to F nk as de ned below. Then we s h o w that they satisfy the conditions of lemmas A.1 and A.2, respectively, for cases 1 a n d 2 of theorem 1.
Suppose that E( 2 0 ) = 1 for simplicity. Following the proof of their theorem 18.6.5 in Ibragmov and Linnik (1971) , we have Hosking (1994) gave some corrections of the proof of Ibragmov and Linnik (1971) and showed that jc k n j= n a n := Proof of theorem 4. In order to prove theorem 4 we only need to show that the decomposition (A.7) holds for proper a k n . Following (3.1), the weighted sum can berewritten as
Proof of theorem 5. The proof of the rst three parts will be omitted (see . Note thatĝ ( ) (t) ; g ( ) (t) = n X i=1 w i X i :
The weights ofĝ ( ) generated by local polynomial tting have the properties that In case that the bias has the representation (4.12), and assuming that nb 
