Abstract: A challenging problem in path-oriented test data generation is the presence of infeasible paths. Timely detecting these infeasible paths cannot only save test resources but also improve test efficiency. A popular method of detecting infeasible paths is to determine branch correlations, which is a difficult task and usually cannot be done timely and exactly. In this study, the authors propose a method of automatically determining the branch correlations of different conditional statements, therefore detecting infeasible paths. First, some theorems are given to determine branch correlations based on the probabilities of the conditional distribution corresponding to different branches' outcome (i.e. true or false); then, the maximum likelihood estimation is employed to obtain the values of these probabilities; finally, infeasible paths are detected according to branch correlations. The authors apply the proposed method in some typical programs, and the results show that the proposed method can accurately detect infeasible paths. The achievement provides an effective and automatic method of detecting infeasible paths, which is significant in improving the efficiency of software testing.
Introduction
One of the approaches to improving the quality of software is to do a large number of tests before delivery and usage in order to detect faults or errors. Software testing is an expensive, tedious and labour-intensive task, and accounts for up to 50% of the total cost of software development [1] . If the process can be performed automatically, it will undoubtedly shorten the period of software development and improve the quality of software, so as to enhance the market competitiveness.
Shan et al. [2] proposed that many software testing problems come down to the problem of path-oriented test data generation, which can be described as follows: for a given path of the program under test, search for a test datum in the input domain of the program, such that the traversed path of the test datum is just the target one.
A challenging problem with path-oriented test data generation is the presence of infeasible paths, that is there is no input datum for these paths to be executed.
Experimental evidences have shown that a significant amount of infeasible paths are present in a complicated program, and the detection of these infeasible paths is an undecidable question [3] . To the best of our knowledge, there has been no approach to successfully detecting a large number of infeasible paths of the program. The previous methods of detecting infeasible paths can be classified into two categories, that is static analysis and dynamic techniques, where the former is mainly based on the symbolic execution [4, 5] and the static branch correlations [6] , providing partial solutions for some particular cases.
Generally speaking, dynamic techniques cannot distinguish the feasibility of paths directly. A common strategy in dynamic techniques is to limit the number and the depth of search. If the datum that traverses a target path has not been found in the final period of the search, the path will be considered infeasible [7] .
The main cause of existing infeasible paths is the correlation of some conditional statements. There is at least one infeasible path in a program for each pair of correlated conditional statements, so studying the correlation of conditional statements plays an important role in detecting infeasible paths, whereas it is a difficult task and cannot be done timely and exactly. In fact, only about 13% of correlated conditional statements can be timely detected during compilation [8] .
In this paper, we propose a novel method of automatically determining branch correlations, accordingly detecting infeasible paths in software testing. This method combines the advantages of static analysis and dynamic techniques, and determines the branch correlations of different conditional statements employing the maximum likelihood estimation. First, some theorems are given to determine branch correlations based on the probabilities of the conditional distribution corresponding to different branches' outcome (i.e. true or false); then, the values of the probabilities are obtained by the maximum likelihood estimation; finally, infeasible paths are detected according to branch correlations. We apply the proposed method to detect infeasible paths of some typical programs, and the results show its efficiency. This paper is divided into seven sections, and the remainder is organised as follows: Section 2 reviews the related works on the detection of infeasible paths; Section 3 introduces some terminologies used in this paper; Section 4 expounds our method of detecting infeasible paths in detail; a case study and some experiments are given in Sections 5 and 6, respectively; finally, Section 7 draws conclusions and points out some possible research opportunities.
Related works
The cause and effect of infeasible paths of a program were discussed early by Hedley et al. [3] . In their work, the methods for writing a program, which do not contain any infeasible paths are also discussed. Bodik et al. [8] pointed out that the main cause of infeasible paths of a program is the correlation of some conditional statements. They also shown by experiences that 9 -40% of conditional statements in a complicated program have correlations.
There are mainly two methods of detecting infeasible paths, that is static analysis and dynamic techniques.
Static analysis
Static analysis for detecting infeasible paths is mainly based on the symbolic execution and the static branch correlations.
The symbolic execution-based approach to detecting infeasible paths was proposed by Coward et al. [5] and [4, 9, 10] . A path is represented by a set of equations and the equations are solvable if and only if there are some inputs that drive the execution of the program down to the path.
An infeasible path is generally detected when these equations are inconsistent with each other. However, the above approach is expensive; further more, it cannot behave well for a complicated program with loops, arrays, pointers as well as procedure calls.
The purpose of branch correlations is to determine the feasibility of a target path by investigating the branch correlation of different conditional statements. Bodik et al. [8] presented an algorithm for detecting infeasible paths incorporating the branch correlation analysis into the data flow analysis technique, which improves the precision of traditional data flow analysis. Chen et al. [11] proposed a method of detecting infeasible paths by investigating whether there exists a conflict between the assignment statement and the branch statement, as well as that among different branch statements.
Although the branch correlation of some conditional statements can be easily determined, it is a difficult task and cannot be done timely and exactly for many cases. It is reported that only about 13% of the analysable conditional statements show some correlations during compilation [8] .
Dynamic techniques
As mentioned in the foregoing section that if the datum that traverses a target path has not been found in the final period of the search, the path will be considered infeasible.
A metric to predict the feasibility of a path and a strategy of generating its test data were proposed by Malevris et al. [12, 13] . They observed that the more the number of conditional statements contained in a path, the greater the probability of the path being infeasible. Ngo et al. [14] also proposed a heuristics-based approach to detecting infeasible paths, which is based on the observation that many infeasible paths exhibit some common properties. Through realising these properties in executing traces during the test data generation, infeasible paths can be detected.
A number of auxiliary tools and systems have been developed for infeasible path detection. Bueno et al. [15, 16] presented a tool that uses genetic algorithms to detect potential infeasible paths during the test data generation. They proposed a fitness function that combines both control flow and data flow information to better guide the search. However, the computational cost of this method is huge. In addition, Balakrishnan et al. [17] presented a syntactic language refinement technique that automatically excludes semantical infeasible paths from a program.
Terminology
In this section, we review some technical terms that will be used in the subsequent sections. The structure of a program P can be represented by a control flow graph, and denoted
362
IET as follows
where N is a set of nodes, E is a set of edges, s is the unique entry node and e is the unique exit node. A node n [ N represents a statement of P. An edge (n i , n j ) [ E represents the control flow from statement n i to statement n j .
A path of P, denoted as G, is a sequence of nodes, that is n 1 , n 2 , . . . , n k , such that there is an edge from node n i to n i+1 , where i = 1, 2, . . . , k − 1.
An input variable of P is a variable that appears in an input statement or an input parameter. If the input variables of P are x 1 , x 2 , . . . , x n , respectively, then the vector x = (x 1 , x 2 , . . . , x n ) will be called the input vector of P ; accordingly, if the domain of x i is D i , where i = 1, 2, . . . , k − 1, then the input domain of P can be denoted as
A path G is called feasible, if there is an input datum x 0 [ D(P), such that the traversed path of x 0 is just G; otherwise, if for ∀x [ D(P), the traversed path of x is not G, then G will be called infeasible. The presence of infeasible paths is mainly from different conditional statements contained in a path correlating to each other.
For the sake of simplicity, we say that the outcome of a conditional statement is true (or false) indicates its predicate being true (or false).
Let u and v be nodes in G(P), we say that v postdominates u if any directed path from u to e has to pass through v; we say that v is control dependent on u if and only if the following two conditions hold: (i) there exists a directed path G from u to v, such that except u and v, v post-dominates every node w in G; and (ii) v does not post-dominate u.
Assume that n i and n j are two conditional statements and n j post-dominates n i . If the outcome of n i is true, and that of n j must be true, then we say that (n i , n j ) have true 7 ! true (for short, T 7 ! T ) correlation; on the contrary, if the outcome of n i is true, and that of n j must be false, then we say that (n i , n j ) have true 7 ! false (for short, T 7 ! F ) correlation. Similarly, the concept of false 7 ! true and false 7 ! false (for short, F 7 ! T and F 7 ! F, respectively) correlations of (n i , n j ) can also be defined.
The above concepts can be generalised to the branch correlations of more than two conditional statements. Let (n 1 , n 2 , . . . , n m ) be m conditional statements, where n i+1 post-dominates or is control dependent on n i for all 1 ≤ i ≤ m − 1. If the outcome of n 1 , n 2 , . . . , n m−1 is w 1 , w 2 , . . . , w m−1 , where w i [ {true, false}, and that of n m must be w m , where w m [ {true, false} once n m is executed, then we say that (n 1 , n 2 , . . . , n m ) have w 1 , w 2 , . . . , w m−1 7 ! w m correlation.
Method of automatically detecting infeasible paths
In this section, we propose a method of automatically detecting infeasible paths. First, some sample values are obtained by executing the program under test, and the values of the statistics for estimating the conditional probability are calculated; then the type of branch correlations is determined according to the conditional probability; finally, infeasible paths are detected based on the type of branch correlations.
Determination of branch correlations
For convenience, we first consider the case of determining the correlation of two conditional statements, and then that of more than two conditional statements. Consider two conditional statements n i and n j of P, for the input vector x of P, suppose the above conditional statements are both executed. Therefore it is meaningful to define the following two variables:
Because x is sampled stochastically on D(P), both X and Y are stochastic variables, and obey (0,1)-distribution. In the following, we investigate the branch correlation of (n i , n j ) employing the conditional distributions of X and Y.
Assume that
where p{Y = 1|X = 1} denotes the conditional probability that Y is equal to one on condition of X being equal to one; similarly, p{Y = 1|X = 0} denotes the conditional probability that Y is equal to one on condition of X being equal to zero. It is easy to observe that both p 1 and p 2 are constants between zero and one, and
We can obtain the following theorems www.ietdl.org
The proofs of these theorems are omitted because they can be easily obtained from the definition of these four kinds of correlations.
Estimation of p 1 and p 2
Denote their values as follows
Construct the following statistics
with their values being l, g 1 and g 2 , respectively, where l is equal to M means all M outcome of n i are true; whereas l is equal to zero means all M outcome of n i are false. Generally speaking, l is larger than zero and smaller than M. The estimates of p 1 and p 2 are given as follows.
Theorem 3:
The maximum likelihood estimates of p 1 and p 2
Proof:
where x, y ¼ 0, 1. Hence the maximum likelihood function is
we havê
We execute P based on some inputs, and obtain the estimates of p 1 and p 2 , then determine whether n i and n j have correlations, if have, what kinds of correlations according to Theorems 1 and 2.
The above method can be generalised to the case of determining the branch correlation of more than two conditional statements. Let (n 1 , n 2 , . . . , n m ) be m conditional statements, and choose x [ D(P) so that all these conditional statements can be executed on x. Define X k = 1, if the outcome of n k on x is true 0, otherwise k = 1, 2, . . . , m then we obtain a stochastic vector (X 1 , X 2 , . . . , X m ). Repeating this process M times using the same method, we obtain a set of samples with capacity being M, that is (X i1 , X i2 , . . . , X im ), i = 1, 2, . . . , M.
calculate the following statistiĉ
where
Detection of infeasible paths
Once we have knowledge of the correlation and the type of different conditional statements, we can detect infeasible paths of a program according to the following theorem. www.ietdl.org Theorem 4: Suppose n i and n j are two condition statements of P. If (n i , n j ) have T 7 ! T (or T 7 ! F) correlation, then any path including the true branch of n i and the false (or true) branch of n j will be infeasible; similarly, if (n i , n j ) have F 7 ! T (or F 7 ! F) correlation, then any path including the false branch of n i and the false (or true) branch of n j will be infeasible.
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Proof: If (n i , n j ) have T 7 ! T correlation, then any feasible path including the true branch of n i must also include the true branch of n j , which means that any path including the true branch of n i and the false branch of n j will be infeasible. The other cases can also be proved using the same methods. A
Notes on presence of loops
Most of real-world programs include loops. If the number of cycles is small (not more than three), then we will regard different times of cycles as different parts of the program, for example, for the following loop: If the number of cycles is large, then we will artificially control it to not more than three.
Case study
In this section, we explain and validate the method proposed in this paper through an example C program, denoted as P. Fig. 1 shows its source code and control flow graph. The statements of P are labelled as .
P includes three conditional statements that are labelled as , and , respectively. The aim of this experiment is to investigate the branch correlations of the three condition statements employing our method. The input vector of P is (A, B) with its domain being D(P) ¼ [2500, 500] 2 .
Step 1: Estimation of conditional probabilities: First, define three stochastic variables X 1 , X 2 and X 3 corresponding to the outcome of conditional statements , and , respectively, and let
Then, estimate the values of the above three parameters based on sampling. Stochastically sampling M input vectors in D(P). In general, in order to obtain representative samples, M should be large enough, and the M input vectors should distribute in various regions of D(P). Here, the value of M is set to 50. Therefore a set of samples {(X i1 , X i2 , X i3 ), i = 1, 2, . . . , 50} can be obtained. In order to obtain the values of these samples, the original program should be instrumented appropriately. Fig. 2 shows the instrumented program of P. Table 1 lists these estimates.
In order to investigate the branch correlations of three conditional statements, define
Employing the same approach as the above, the estimates of these conditional probabilities can also be obtained. Table 2 lists these estimates.
Step 2: Determination of branch correlations: We can observe from Theorems 1 and 2 and Table 1 
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For the case of three conditional statements, we can observe from the generalisation of Theorems 1 and 2 as well as Table 2 that conditional statements ( , , ) are TF 7 ! F correlative because ofp 10 being equal to zero; furthermore, because ( , ) are F 7 ! F correlative,p 01 has no practical meaning, and the result of Table 2 also verify this fact.
Step 3: Detection of infeasible paths: Based on these branch correlations of different conditional statements, we detect the following infeasible paths of P
Experiments
In this section, we validate the performance of our method through a group of experiments.
Experiments on two benchmark programs
In this subsection, we investigate the branch correlations of different conditional statements and detect the infeasible paths of two benchmark programs, that is the triangle classification program, denoted as P 1 and the bubble sort program, denoted as P 2 .
6.1.1 Detection of infeasible paths of P 1 : Fig. 3 shows the source code and control flow graph of P 1 compiled in C Language. The input variables are a, b and c with their domains being integers between zero and 300. We obtain the values of input variables by means of probability selection to guarantee the sampling to be equilateral or isosceles with some probabilities. In this experiment, let the probability of the event that can construct an equilateral or an isosceles triangle be 0.1, and the capacity of the set of samples be 100. This program includes six conditional statements. Employing the method proposed in Section 4, we obtain the branch correlation of these conditional statements, listed as Table 3 .
What to explain is that because some correlations can be derived from other ones, these correlations are not listed in Table 3 , for example, (13, 16, 18) have FT 7 ! F correlation that can be derived from the T 7 ! F correlation of (16, 18) . We need not list it again because all infeasible paths can be detected by the former can also be detected by the latter. Now we detect the infeasible paths of P 1 based on the results of Table 3 .
Because (16, 18) are T 7 ! F correlative, we know from Theorem 4 that any path including the true branch of statement 16 and the true branch of statement 18 is infeasible. Thus the following infeasible paths can be Employing the same method as the above, we can detect other infeasible paths of P 1 . Table 4 lists the statistic result of infeasible paths.
In Table 4 , the first column means the number of paths of P 1 , which is the sum of that of feasible and infeasible ones; I total refers to the number of infeasible paths; IBDC i means the number of infeasible paths detected by the branch correlations of i conditional statements. D total means the number of infeasible paths detected by our method, and is equal to the sum of IBDC 2 , IBDC 3 and IBDC 4 . We can observe from Table 4 that all infeasible paths of P 1 can be detected employing our method.
6.1.2 Detection of infeasible paths of P 2 : Fig. 4 shows the source code and control flow graph of P 2 compiled in C Language. The input vector is Array [4] , an array with four integers whose domain is [0, 100]. This program is complicated because it includes a while loop, a nested for loop and a nested if statement. Since the number of executing Statement 6 is fixed, we do not consider it as a conditional statement here. But we consider Statement 4 as a conditional statement because the number of executing it depends on its conditions. In order to easily understand the structure of P 2 , Fig. 4 shows its control flow graph, where Num(i) means the i-th execution of statement Num.
Employing the same method as the foregoing subsection, we can obtain the correlations of different conditional statements of P 2 , listed as Table 5 , and further detect its infeasible paths, whose statistic result is listed as Table 6 .
The only one infeasible path that we have not detected is G = (s, 1, 2, 3, 4(1), e) . Because the conditions always satisfy when Statement 4 is first executed, the outcome of 4(1) cannot be false. This infeasible path cannot be detected by our method.
Experiments on real-world programs
In order to validate the performance of our method in detecting infeasible paths of a complicated program, we further conduct another group of experiments on real-world programs.
We select some functions stochastically from four programs that are downloaded from the system 'Softwareartifact Infrastructure Repository' for experiments [18] . Table 7 lists their descriptions in detail.
There are a large number of conditional statements in these programs and many of which have correlations, for example, a fragment of the program 'space' is as follows. In this fragment, any pair of these three conditional statements have T 7 ! F correlation. So any path including more than two true branches of these three conditional statements is infeasible.
For each program under test, we determine the correlations of two, three and four conditional statements, and then detect its infeasible pathes according to these correlations. Table 8 lists the statistic result of infeasible paths of these programs, where BC i means the number of correlated conditional statements that includes i conditional statements (i ¼ 2, 3, 4), and
which is the ratio of the number of infeasible paths detected by our method to that of infeasible ones of the program.
We can observe from Table 8 that, for 'replace', 'flex' and 'sed', we have detected all infeasible paths; but for 'space', although we have not detected all infeasible paths, R s is as large as 99.81%. The reason that we cannot detect all Table 5 Correlations of different conditional statements of P 2 (7(1), 4(2)) To sum up, our method can detect almost all infeasible paths of benchmark programs as well as some real-world programs, therefore, it is an effective method of detecting infeasible paths of a program.
Conclusions
Software testing is very important to improve the quality of software. Timely detecting infeasible paths can not only save test resources but also improve test efficiency. Up to present, there has been few achievement available to detect infeasible paths timely and exactly.
We propose a method of detecting infeasible paths based on the correlations of different conditional statements. The correlation and the kind of correlations are determined according to the conditional probabilities which are obtained employing the maximum likelihood estimation.
We show the process of detecting infeasible paths through a case study in detail, which includes three steps. Further, we apply the proposed method in some typical programs, and the experimental results show that our method can accurately detect almost all infeasible paths.
To the best of our knowledge, it is the first time that detecting infeasible paths based on the correlations of different conditional statements. Our achievement provides an effective and automatic method of detecting infeasible paths, which is significant in improving the efficiency of software testing.
It should be noted that our experimental results are still preliminary. In our future study, we will apply our method to more complicated programs to validate its effectiveness; in addition, how to efficiently sampling the input domain so that the samples can sequentially execute the desired conditional statements is also our future research topic. 9 Reference
Acknowledgments

