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We propose a simple scheme for the realization of a topological quasienergy band structure with ultracold
atoms in a periodically driven optical square lattice. It is based on a circular lattice shaking in the presence of
a superlattice that lowers the energy on every other site. The topological band gap, which separates the two
bands with Chern numbers ±1, is opened in a way characteristic to Floquet topological insulators, namely, by
terms of the effective Hamiltonian that appear in subleading order of a high-frequency expansion. These terms
correspond to processes where a particle tunnels several times during one driving period. The interplay of such
processes with particle interactions also gives rise to new interaction terms of several distinct types. For bosonic
atoms with on-site interactions, they include nearest neighbor density-density interactions introduced at the cost
of weakened on-site repulsion as well as density-assisted tunneling. Using exact diagonalization, we investigate
the impact of the individual induced interaction terms on the stability of a bosonic fractional Chern insulator
state at half filling of the lowest band.
PACS numbers: 73.43.-f, 67.85.-d, 71.10.Hf
I. INTRODUCTION
The powerful concept of Floquet engineering [1–5] is
based on the possibility to emulate effective time-independent
Hamiltonians with desired properties by subjecting a suit-
ably chosen and well controllable physical system to a time-
periodic external field. This procedure relies on the observa-
tion that the evolution of a quantum system described by a
time-periodic Hamiltonian is governed by a time-independent
effective Hamiltonian [1–4, 6]. It is particularly relevant for
modern experiments on cold-atom systems in optical lattices
[7–11], which are prominent due to their unsurpassed level
of control, nearly perfect structural purity as well as the high
degree of isolation and consequent minimal dissipation. Com-
plementing these advantages with a specific driving protocol
that allows for a clear physical interpretation of the resulting
effective Hamiltonian (computed within a suitable approxima-
tion), one is able to carry out quantum simulation of paradig-
matic physical models and realize novel or elusive phases of
matter. Successful experiments include the demonstration of
the basic quantum phase transition between superfluid and
Mott-insulating phases [12, 13], emulation of spin models
[14–16], realization of intense artificial magnetic fields [16–
25], and topological band structures [21, 26]. In addition to
the detection of integrated topological characteristics (Chern
numbers), full tomography of the Berry curvature [27] has re-
cently been achieved [28].
Concerning topological band structure engineering, it is im-
portant to make a clear distinction between “fast” and “inter-
mediate” driving schemes. Here the relevant parameters are
the energy scale ~ω defined by the driving frequency ω and the
characteristic energy of the system’s internal degrees of free-
dom; for lattice systems, typically the hopping parameter J .
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The limit of rapid forcing is defined by the condition ~ω  J ,
and the effective Hamiltonian is adequately approximated by
the straightforward time average of the driven Hamiltonian.
A number of schemes of this type were proposed and realized
[12–17, 19–26, 28–34]. Going beyond the time-averaging of
the driven Hamiltonian one relies on an expansion in pow-
ers of the inverse frequency (or, equivalently, the period) [1–
4, 35] and includes successive terms proportional to, e. g.,
J/~ω and (J/~ω)2. Schemes relying on these contributions
have been termed Floquet topological insulators [36–41] and
have been demonstrated not only in an optical lattice [26], but
also in photonic wave guides [42]. These subleading terms
have a clear physical interpretation [2, 43] which is an essen-
tial ingredient that makes the term-by-term construction of the
effective Hamiltonians meaningful. The relevant corrections
are: (a) processes where a particle tunnels twice during a driv-
ing period thus generating effective matrix elements for tun-
neling beyond nearest neighbors, and (b) combined events in-
volving an interplay between kinetics and interactions, which
are the main focus of the present manuscript. Both types of
processes are intimately related to the presence of a significant
micromotion corresponding to the periodic motion of particles
in real space at the driving frequency. In a recent study [43],
the coupling of micromotion and interactions was shown to be
largely detrimental to the stabilization of the fractional Chern
insulator phases [41, 44–52]. However, a detailed analysis and
an insight into the underlying mechanism was not given.
The aim of the present paper is twofold: On the one hand
we propose a scheme for the realization of a Floquet topolog-
ical band structure with two Chern bands [53] in a circularly
driven square lattice. The scheme reproduces the physics of
the chiral pi-flux model [45–47] and relies on engineering the
necessary flux configuration by “photon”-assisted hoppings in
the presence of sublattice modulation, while the topological
band gaps are opened due to induced next-neareast neighbor
transitions. On the other hand, we investigate the stability of
the fractional Chern insulator phase [51, 52] of bosonic par-
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2ticles in the half-filled lowest energy band. In particular, we
focus on the impact of different micromotion-induced interac-
tion terms [2, 43] in the effective Hamiltonian, investigating
in detail which of these terms are beneficial and which detri-
mental for the preparation of the fractional Chern insulator
state.
We find that micromotion-induced corrections to particle
interactions can be separated into three constituent compo-
nents: (i) weakening of the on-site interaction strength, (ii)
the appearance of induced interactions between neighboring
sites even if they were absent in the original model, and (iii)
the remaining density-assisted tunneling events. Interestingly,
contributions of density-density interaction type, (i) and (ii),
satisfy a constraint in the form of a sum rule indicating that
the diminished on-site interaction energy is precisely compen-
sated by the corresponding increase of nearest-neighbor inter-
action energies; in other words, the interactions are “smeared
out” by micromotion. We study the impact of the three ef-
fects on the stability of the fractional Chern insulator phase
and demonstrate that, as the driving frequency becomes lower,
this phase is primarily destabilized by the destructive role of
the density-assisted hopping terms.
Our paper has the following structure. In Sec. II, we present
a feasible scheme of practical realization of the chiral pi-
flux model supporting robust topological single-particle en-
ergy bands. The inclusion of inter-particle interactions and
their coupling to the real-space micromotion are discussed
in Sec. III and supported with numerical results in Sec. IV.
We summarize our findings in the concluding Sec. V, while a
number of issues of technical nature are delegated to Appen-
dices. The topics include the creation of artificial gauge struc-
tures, high-frequency expansion of the effective Hamiltonian,
and supplemental analysis of single-particle band structures.
II. MODULATED SQUARE LATTICE
In this section, we describe a specific driving scheme that
allows to realize the chiral pi-flux model [45–47] on a mod-
ulated square lattice. As the name implies, this model fea-
tures elementary plaquettes pierced by (artificial) magnetic
fluxes equal to one half of the dimensionless flux quantum 2pi.
Alongside with the Haldane model [54–56] based on a hexag-
onal lattice, the chiral pi-flux model presents an unpreten-
tious two-band configuration that serves as a basis for robust
topological band structures. In the presence of only nearest-
neighbor hopping both models support band structures fea-
turing two Dirac points where the upper and the lower bands
touch at a singular point in a cone-like fashion. Inclusion of
next-nearest neighbor transitions leads to the opening of topo-
logical band gaps whereby the two energy bands separate and
may acquire the Chern indices of ±1. The presence of addi-
tional tunable parameters (essentially, the ratio of nearest and
next-nearest neighbor transition strengths) allows one to tune
into the regime where topological bands are relatively flat in
comparison to band gaps and interaction energies. These cir-
cumstances pave the wave towards the realization of so far
elusive fractional Chern insulators.
A. Driven Hamiltonian and flux configuration
In order to produce the required flux configuration, we start
from a static square lattice of spacing d shown in Fig. 1 (a).
Here, the full blue lines denote nearest-neighbor links char-
acterized by a spatially uniform bare tunneling parameter J .
Next, we bipartition the original lattice into two square sub-
lattices A and B with lattice constants √2d, intertwined in a
checkerboard fashion. By means of lowering the on-site en-
ergies on sublattice B by the quantity ~ω, the natural hopping
transitions between nearest-neighbor sites are inhibited and
must be assisted by an external driving at frequency ω. The re-
sulting lattice configuration is shown in Fig. 1 (b) with dashed
blue lines indicating such “photon”-assisted transitions.
The effects of a time-periodic lattice forcing are captured
by the driven single-particle Hamiltonian
Hˆ(t) = −J
∑
〈ij〉
aˆ†i aˆj +
∑
i
vi(t)aˆ
†
i aˆi, (1)
with the lattice degrees of freedom encoded by annihilation
(creation) operators aˆ(†)i . The Hamiltonian (1) is composed
of the static part representing transitions on all directed lattice
links 〈ij〉 plus the driving term featuring time- and coordinate-
dependent on-site potentials vi(t). In the case of circular driv-
ing by a rotating force of magnitude F and on-site energy off-
sets (−~ω) affecting only sublattice B, a further gauge trans-
formation (see Appendix A for details) leads to the purely ki-
netic driven Hamiltonian in the form
Hˆ(t) = −
∑
i∈A
4∑
µ=1
Jµ(t) bˆ
†
i+µaˆi + h.c., (2)
with aˆ(†)i and bˆ
(†)
i denoting the annihilation (creation) oper-
ators defined on the respective sublattices. In order to count
all nearest-neighbor connections only once, we sum over all
sites belonging to the sublattice A and over the four distinct
directions δµ (see Fig. 1 for definitions) linking to the nearest
neighbors belonging to the sublattice B. The time-dependent
hopping parameters are given by [cf. (A10)]
Jµ(t) = J e
iα sin(ωt−ϕµ)e−iωt, (3)
with the scaled shaking strength α = Fd/~ω and the lagging
phases
ϕµ =
pi(µ− 1)
2
=
{
0,
pi
2
, pi,
3pi
2
}
. (4)
The presence of the exponential factor e−iωt in the hopping
parameter (3) results from the sublattice energy mismatch. We
see that the time dependence enters the driven Hamiltonian (2)
only through the modulation of the hopping parameters whose
Fourier series read
Jµ(t) =
∞∑
s=−∞
JJ1+s(α) e−i(1+s)ϕµ eisωt, (5)
3(a) (b)
FIG. 1. Realizing the chiral-pi model. The original square lattice in
panel (a) is separated into two energy-mismatched sublattices (yel-
low A and cyan B) of a larger lattice constant in panel (b). The
vectors δµ with µ = {1, 2, 3, 4} connect the nearest-neighbor sites
belonging to distinct sublattices. The vectors a1|2 are the elementary
translation vectors. Full (dashed) blue lines depict natural (driving-
assisted) transitions.
with Jm(x) denoting the Bessel function of the first kind and
order m. In the high-frequency limit, when time averaging of
the driven Hamiltonian is an adequate approximation, one has
〈Jµ(t)〉T = JJ1(α) e−iϕµ , (6)
so that the Peierls phases associated with transitions from sub-
lattice A to sublattice B are given by the lagging phases (4).
Keeping in mind that transitions in the opposite direction are
associated with complex conjugate matrix elements and in-
verted phases, it is easy to check that the total phase accumu-
lated while travelling around each square plaquette equals
−pi
4
+
3pi
4
− 5pi
4
+
7pi
4
= pi.
B. Description in quasimomentum space
To proceed with further analysis, it is convenient to switch
into the reciprocal space, which is accomplished through the
introduction of the quasimomentum-dependent operators
aˆ†k =
1√
Ns
∑
i∈A
aˆ†i e
ik·ri , (7a)
bˆ†k =
1√
Ns
∑
j∈B
bˆ†j e
ik·(rj−δ1). (7b)
Here Ns is the number of sites in a given sublattice. On the
second line, the sum runs over all sites j belonging to the sub-
lattice B, and the vector rj points to the position of a partic-
ular site. The additional shift of its effective position by δ1 is
included to obtain a k-periodic Hamiltonian [47]. Since the
driven Hamiltonian (2) only couples sites belonging to differ-
ent sublattices, we find
Hˆ(t) = −J
∑
k
bˆ†kaˆk g(t,k)− J
∑
k
aˆ†kbˆk g
∗(t,k), (8)
with the matrix element g(t,k) encompassing the summation
over the four nearest-neighbor links
g(t,k) =
4∑
µ=1
[Jµ(t)/J ] e
−ik·(δµ−δ1)
=
∞∑
s=−∞
J1+s(α)G1+s(k) eisωt.
(9)
Here, we found it convenient to introduce a family of auxiliary
functions
Gs(k) = 1 + e
−ispi/2eik·a1
+ eispieik·(a1+a2) + eispi/2eik·a2 ,
(10)
whose properties are analyzed in Appendix C. Finally, the
operator-valued Fourier coefficients of the driven kinetic
Hamiltonian are given by
Hˆs =− JJ1+s(α)
∑
k
bˆ†kaˆkG1+s(k)
− JJ1−s(α)
∑
k
aˆ†kbˆkG
∗
1−s(k).
(11)
C. Effective Hamiltonian
For a periodically driven system, the quantum-mechanical
time-evolution operator between arbitrary times t1 and t2 can
be factorized like (see, e. g., [1–4])
Uˆ(t2, t1) = UˆF (t2) e
−iHˆF (t2−t1)/~Uˆ†F (t1). (12)
Here, UˆF (t) is the time-periodic micromotion operator and
HˆF is the effective Hamiltonian, which in addition to being
stationary is also free from any parametric dependence on the
choice of the initial and final instants of time. In this way
the effects of micromotion are clearly separated from the ef-
fective long-term dynamics. The effective Hamiltonian can
be systematically approximated in terms of series in the in-
verse driving frequency (see Appendix B for details). In the
present section, we focus on the single-particle properties and
thus restrict our attention to a two-term approximation of the
effective Hamiltonian
Hˆ
[2]
F = Hˆ
(1)
F + Hˆ
(2)
F
= Hˆ0 +
1
~ω
∞∑
s=1
1
s
[
Hˆs, Hˆ−s
]
.
(13)
Third-order terms contained in Hˆ(3)F (B4c) are relevant for
the coupling between kinetics and interactions, and will be
included in the subsequent Sec. III.
D. Single-particle spectra
At each point k in the Brillouin zone the Hamiltonian
Hˆ
[2]
F (k) defines a two-level system, and therefore, is repre-
sented by a dot product of a three-dimensional Bloch vector
4FIG. 2. The single-particle band structure of the driven square lattice
versus the scaled inverse driving frequency β and the scaled driving
strength α. Panel (a) shows the width of the topological band gap
∆sp (when present) measured in units of the hopping parameter J .
In panel (b), the band gap is compared to the width of a single band
thus defining the band flatness ratio F = ∆sp/W .
h(k) = {hx(k), hy(k), hz(k)} and the vector of Pauli matri-
ces {σx, σy, σz}:
Hˆ
[2]
F (k) = h(k) · σ. (14)
The lowest-order contribution to the effective Hamiltonian is
given by the time-average of the driven Hamiltonian, or in
other words, by its zeroth Fourier component, hence
H
(1)
F = −JJ1(α)
∑
k
bˆ†kaˆkG1(k) + h.c.. (15)
This term contributes only to off-diagonal components hx(k)
and hy(k). Obviously, the overall band width is modulated by
the Bessel function J1(α), and the energy spectrum consists
of two mirror-symmetric bands given by
ε±(k) = ±J |J1(α)| |G1(k)| . (16)
The analysis of the properties of the functionG1(k) presented
in Appendix C reveals the presence of two Dirac points, where
hx = hy = 0 and both bands touch in a conical fashion. One
Dirac point is situated at the center of the Brillouin zone,
D1 : (k1 = 0, k2 = 0),
and the other one is at a corner of the square-shaped Brillouin
zone,
D2 :
(
k1 =
1
2 , k2 =
1
2
)
.
Proceeding to include the driving-induced second-order
hopping transitions, we evaluate the commutators[
Hˆs, Hˆ−s
]
= J2
∑
k
(
aˆ†kaˆk − bˆ†kbˆk
){
J 2s−1(α) |G1−s(k)|2
− J 21+s(α) |G1+s(k)|2
}
.
(17)
These corrections are diagonal in the subband index and thus
connect a given site to its next-nearest neighbors as well as
further sites belonging to the same sublattice. Note, that the
mirror symmetry between the lower and upper energy bands
is preserved and the second order correction Hˆ(2)F (k) has only
hz(k) component.
The Pauli-matrix representation makes the study of the
topological nature of the bands straightforward: For the two
energy bands to acquire nontrivial Chern numbers ±1, the
Bloch vector h(k) must wrap around the full Bloch sphere
[55–57] visiting its both poles. Consequently, to open a topo-
logical band gap hz(k) should have opposite signs at the two
Dirac points. From Eq. (17) we infer (see also Appendix C)
that at the Dirac points D1|2, the contributions of the second-
order expansion term Hˆ(2)F are given by an overall prefactor
16J2/~ω times the α-dependent oscillatory factors; at D1
J 20 (α)−
(
1
3 − 15
)J 24 (α)− ( 17 − 19)J 28 (α)− . . . , (18a)
and at D2
− (1− 13)J 22 (α)− ( 15 − 17)J 26 (α)− . . . . (18b)
For most values of α, the factors (18a) and (18b) have oppo-
site signs that conspire with opposite chiralities of the Dirac
points to produce a topological band gap. Exceptions occur
only in close vicinity of the zeros of J0(α); here subleading
terms of Eq. (18a) take over and the band structure features
a trivial gap. The single-particle band structure generated by
the two-term expansion Hˆ [2]F in Eq. (13) is plotted in Fig. 2 as
a function of the scaled inverse driving frequency
β =
J
~ω
, (19)
and the scaled driving strength
α =
Fd
~ω
. (20)
In the left panel the shades of blue indicate the size of the
topological gap, if present, that separates the upper and lower
energy bands characterized by the Chern indices ±1. To be
fully precise here, the band gap ∆sp is defined as the global
gap, that is
∆sp = min
k∈BZ
ε+(k)− max
k∈BZ
ε−(k). (21)
Owing to the mirror-symmetry of the energy bands, the band
gap is direct. The band gap is of the order J2/~ω and, thus,
vanishes for small β. This indicates that our scheme belongs
to those working at intermediate rather than large driving fre-
quencies. The right panel of Fig. 2 shows the band flatness
defined as the ratio of the topological band gap to the overall
width of a single band, viz.
F =
∆sp
W
, W = max
k∈BZ
ε+(k)− min
k∈BZ
ε+(k).
This quantity is more relevant in the context of stabiliza-
tion of the fractional Chern insulator phases, ideally requir-
ing topological band gaps exceeding (or at least comparable
to [50, 58]) the interaction strengths which, in their own turn,
must dominate the band width. We see that robust flatness
ratios in excess of 4 can be reached.
5III. INTERPLAY OF MICROMOTION AND
INTERACTIONS
In order to gain insight into the effect of coupling between
particle tunneling and interaction events that appear in the
third-order of the effective Hamiltonian (B4c), we consider
here a generic situation described by a driven kinetic Hamil-
tonian
Hˆ(t) = −J
∑
〈ij〉
eiθij(t) aˆ†i aˆj , (22)
with Peierls phases of the form (A10)
θij = α sin(ωt− ϕij) + sij ωt. (23)
In contrast to the k-space computational approach taken in the
previous Sec. II, we now write the Fourier components of the
Hamiltonian (22) in the real space
Hˆs = −J
∑
〈ij〉
J (s− sij |α) e−i(s−sij)ϕij aˆ†i aˆj . (24)
Here, in order to avoid the clumsiness of double subscripts
we introduced an in-line notation for the Bessel functions
J (s|α) ≡ Js(α). Let us next assume that interactions be-
tween particles are bosonic and on-site, i. e.,
Hˆint =
U
2
∑
i
aˆ†i aˆ
†
i aˆiaˆi, (25)
and evaluate the nested commutator that defines the third-
order contribution to the effective Hamiltonian
[[
Hˆint, Hˆs
]
, Hˆ−s
]
=
UJ2
2
∑
i
∑
〈jk〉
∑
〈`m〉
[[
aˆ†i aˆ
†
i aˆiaˆi, aˆ
†
j aˆk
]
, aˆ†` aˆm
]
× J (s− sjk|α)J (−s− s`m|α) e−i(s−sjk)ϕjk e−i(−s−s`m)ϕ`m .
(26)
Focusing on the basic structural element in this expression we obtain[[
aˆ†i aˆ
†
i aˆiaˆi, aˆ
†
j aˆk
]
, aˆ†` aˆm
]
= 2δijδi` aˆ
†
i aˆ
†
i aˆkaˆm + 2δikδim aˆ
†
j aˆ
†
` aˆiaˆi
− 4δijδim aˆ†` aˆ†i aˆiaˆk − 4δikδi` aˆ†j aˆ†i aˆiaˆm
+ 2δijδk` aˆ
†
i aˆ
†
i aˆiaˆm + 2δikδjm aˆ
†
` aˆ
†
i aˆiaˆi.
(27)
The individual terms in this result admit a clear physical in-
terpretation (see also Refs. 2 and 43). We easily recognize that
the first line of Eq. (27) lists pair hopping events: Two parti-
cles are removed from site i and placed onto two of its nearest-
neighboring sites (either the same site or two distinct sites).
The conjugate version allows two particles to hop onto site i
from its two neighboring sites. The second line of Eq. (27) in-
troduces density-assisted hopping events between two nearest
neighbors of site i using site i as the intermediate stop. If the
two nearest neighbors coincide, however, these terms trans-
form into the ordinary density-density interactions between
nearest neighbors. Finally, the third and last line lists events
where a particle leaves a given site i and travels to another site
reachable by two nearest-neighbor transitions. If the origin
and the destination coincide, these contributions degenerate
into the ordinary on-site repulsion. As we will see shortly,
these contributions are negative in the sense that the original
on-site repulsion energy U is effectively reduced.
Summarizing the above observations, we note that vari-
ous contributions induced by combining kinetic and interac-
tion events can be categorized into three classes: (i) terms
contributing to the modification of the on-site repulsion en-
ergy U , (ii) terms leading to the introduction of hitherto
absent density-density interaction between nearest neighbor
sites, and (iii) more exotic density-assisted and pair tunneling
events. It is quite remarkable that the two former contributions
obey a constraint that can be interpreted as a conservative par-
tial spread of on-site interactions onto the nearest-neighbor
interactions.
In order to demonstrate the advertised result, we review the
commutators in Eq. (27) and collect only the terms that con-
tribute to (the reduction of) on-site interactions and obtain[[
aˆ†i aˆ
†
i aˆiaˆi, aˆ
†
j aˆk
]
, aˆ†` aˆm
]
R
= 2 (δijδk`δim + δikδjmδi`) aˆ
†
i aˆ
†
i aˆiaˆi.
(28)
Here, the subscript R refers to renormalization of the origi-
nal on-site repulsion energy. Likewise, filtering out terms that
contribute to the appearance of a nearest-neighbor repulsion
we obtain[[
aˆ†i aˆ
†
i aˆiaˆi, aˆ
†
j aˆk
]
, aˆ†` aˆm
]
N
= −4 (δijδk`δim nˆinˆ` + δikδjmδi`nˆinˆm) ,
(29)
with the subscript N serving as a mnemonic for interactions
with neighboring sites.
Close resemblance of the results in basic commutators (28)
and (29) survives the lattice summations, and leads to the cor-
6rection terms in the effective Hamiltonian[
Hˆ
(3)
F
]
R
=
∆U
2
∑
i
aˆ†i aˆ
†
i aˆiaˆi, (30a)[
Hˆ
(3)
F
]
N
=
∆V
2
∑
〈ij〉
nˆinˆj . (30b)
Here
∆U = −zfU, and ∆V = 2fU, (31)
with z denoting the number of nearest neighbors on the lattice
(the coordination number) and the renormalizing factor reads
f =
2J2
(~ω)2
∞∑
s=1
J 2s−1(α) + J 2s+1(α)
s2
. (32)
In conclusion, lattice shaking leads to a redistribution of the
on-site interaction energy whereby it is partially spread onto
nearest-neighbor interactions with the constraint
∆U +
z
2
∆V = 0, (33)
relating the changes in the respective energies. The appear-
ance of the factor z/2 is easy to understand: Each lattice site
serves as an endpoint of z nearest-neighbor links but due to
a double counting of the links only half of them belong to a
given site.
IV. NUMERICAL PHASE DIAGRAMS
Let us now proceed to the numerical illustrations of the
above general discussion. Starting from the single-particle
band structure supported by chiral pi-flux model of Sec. II we
take into account also bosonic on-site inter-particle interac-
tions and perform exact diagonalizations on a finite lattice of
4 × 4 elementary cells containing 32 sites with periodic or
twisted boundary conditions. From the single-particle point
of view, one thus realizes two energy bands supported on a
discrete grid of 4 × 4 points in the Brillouin zone. Introduc-
ing Np = 8 interacting particles we fill the lower band at
the filling factor ν = 12 where bosonic fractional Chern in-
sulator states are expected to form. The numerical procedure
of identifying the fractional states and computing the many-
body topological band gap — that separates the ground state
manifold from the rest of the spectrum — are described in
detail elsewhere [43, 47]. To summarize briefly, the exact di-
agonalizations are repeated multiple times: One samples over
the many-body Brillouin zone spanned by the auxiliary fluxes
(γ1, γ2) that define the twisted boundary conditions in the two
directions. The obtained data is used to extract the topologi-
cal many-body gap as the minimum separation between the
ground state manifold and the excited states. Also, the behav-
ior of the states in response to the changing auxiliary fluxes
confirms their fractional nature. The numerical procedure is
simplified by: (i) quasimomentum conservation that allows
to carry out computations separately at each individual point
A
B
C
D
(b)(a)
A
B
C
D
FIG. 3. Many-body topological gap measured in units J for eight
bosons moving on a lattice 4 × 4 two-site unit cells: (a) micromo-
tion omitted, (b) micromotion included. The points labeled with the
letters A, B, C, and D correspond to four typical behavioral patterns
further analyzed in Fig. 4.
in the reciprocal space, and (ii) the existing predictions for
the quasimomentum sectors at which fractional states will be
formed [47].
The purpose of the numerical simulations is twofold.
Firstly, we must check whether the presented realization of
the chiral pi-flux model can sustain fractional Chern insula-
tor phases. The single-particle band structure is promising in
terms of the presence of a topological gap and significant band
flatness. Therefore it is interesting to see if topological many-
body states can be stabilized and if they withstand the impact
of micromotion which was shown to be largely detrimental,
in particular at lower driving frequencies [43]. Secondly, the
analysis of the previous Sec. III allows us to separate the dis-
tinct constituent components of the interplay between micro-
motion and interactions. It is therefore very relevant to ask
what role is played by the reduction of the on-site interaction
strength, the appearance of nearest-neighbor repulsion, and fi-
nally, the density-assisted tunneling events.
We start with the issue of stability of fractional states, and
show in Fig. 3 the phase diagrams of eight bosons moving on
a 4× 4 lattice. Here, the dependence of the topological many-
body gap is plotted as a function of the scaled shaking strength
α = Fd/~ω and scaled inverse frequency β = J/~ω varying
in the region of the largest band flatness detected in the single-
particle simulations [see Fig. 2 (a)]. The left panel (a) refers
to the case where micromotion is neglected, that is, the third-
order term Hˆ(3)F is not included. In contrast, the right panel
(b) presents the results obtained with micromotion taken into
account. The colored regions correspond to the presence of
a topological many-body gap, with the intensity encoding the
size of the gap. The visible change of the shape indicates that
micromotion has a significant impact on the stability of the
fractional Chern insulator phase. The many-body gap closes
for small β, since the single-particle gap closes for too large
driving frequencies. However, it also closes for large values
of β, that is, too slow shaking. To aid further analysis, we de-
fine four representative reference points A, B, C, and D seen
in the phase diagrams of Fig. 3. At points A and B, micro-
motion seems to have no perceptible impact on the size of the
topological band gap. At point C, the stability region has a
shoulder where micromotion seems to enhance the fractional
7FIG. 4. Many-body gap for eight bosons moving on a lattice 4× 4 at
four typical parameter sets A, B, C, and D marked in Fig. 3. Black
lines and empty circle markers: micromotion completely neglected,
red lines with full circle markers: only reduction of on-site repulsion
strength taken into account, blue lines with crosses: on-site repul-
sion spread onto neighboring sites, purple lines with rhombus-shaped
markers: all third-order corrections included.
phase. Finally, at point D micromotion has a clearly detri-
mental effect. Here, the fractional Chern insulator phase is
strongly suppressed.
The four reference locations on the phase diagram A, B, C,
D exemplify four typical patterns observed in the interplay of
micromotion and interactions and shown in Fig. 4. The four
panels of this figure correspond to the four points and show the
growth of the many-body gap as a function of the bare on-site
repulsion strength U . The black lines connecting empty cir-
cles show the results obtained in the absence of micromotion
effects, that is, when Hˆ(3)F is not taken into account. The red
lines connecting data points marked by full circles correspond
to the crudest approximation of the effects of micromotion on
interactions: Here, only the on-site repulsion strength is re-
duced by including the correcting term (30a). As expected,
this reduction leads to smaller many-body gaps as in all four
panels the red line lies below the black one. As we have
shown in the previous subsection, coupling between micro-
motion and interactions does not simply reduce the on-site re-
pulsion energy but rather spreads it onto nearest-neighboring
sites. Therefore, in our plot we include also the case when
both these effects [i. e., both corrections (30a) and (30b)] are
taken into account. The behavior of the many-body gap is now
shown by the blue lines connecting cross-shaped markers. Ev-
idently, the proper inclusion of micromotion-induced nearest-
neighbor interactions generally has a significant stabilizing
effect. Finally, the purple lines drawn over rhombus-shaped
markers correspond the calculations that fully take the third-
order correction into account. Thus, comparing the relative
positions of purple and blue lines one may estimate the role of
the density-assisted processes included at this last stage.
Proceeding to the analysis of the four typical patterns in
panels (a)–(d) of Fig. 4, we begin with the reference point
A in the top left corner of the shown phase diagram. Here,
the fractional Chern insulator state is robust and the effect
of third-order processes is minor due to the very small value
of β = 0.05 which corresponds to the high-frequency limit.
Consequently, the four lines corresponding to the different
levels of approximation nearly coincide in Fig. 4 (a). Mov-
ing along the line connecting point A to point B, one stays
in the region characterized by large single-particle band flat-
ness and robust fractional Chern insulator phase. However,
the driving frequency is progressively lowered and the param-
eter β reaches the value of 0.15 at point B. Here, the four
lines seen in Fig. 4 (b) start to diverge indicating that individ-
ual micromotion-related contributions have either a negative
(reduction of on-site repulsion), positive (nearest-neighbor in-
teractions) or varying (density-assisted hopping events) effect.
However, the individual contributions largely cancel out and
there is only a minor modification to the stability of the frac-
tional phase.
Next, it is interesting to look at point C where the phase
diagram indicates that micromotion-induced interactions may
have a positive role on the topological many-body band gap.
The results shown in Fig. 4 (c) show that this enhanced sta-
bility is mainly due to the positive impact of induced nearest-
neighbor interactions. Finally, point D corresponds to rela-
tively slow driving where micromotion has a very strong and
evidently negative impact on the stability of the fractional
Chern insulator. Our results shown in Fig. 4 (d) reveal that
the destruction of the fractional phase is mainly due to rapidly
growing negative contribution from the density-assisted hop-
ping events.
V. SUMMARY AND CONCLUSIONS
To summarize, we have proposed a scheme for the real-
ization of a Floquet topological band structure in a circu-
larly shaken square lattice. Moreover, we have shown that
in a driven system of interacting particles the presence of the
real-space micromotion couples to the on-site inter-particle in-
teractions and leads to the appearance of additional interac-
tion terms in the effective Hamiltonian that allow for a physi-
cally transparent interpretation and classification. One part of
the micromotion-induced contributions produces the effect of
“smearing out” the on-site repulsion onto the nearest neigh-
bors. The original (bare) on-site interaction energy is dimin-
ished and the missing portion is distributed over the links to
nearest neighbors in a way that satisfies a strict constraint (33).
Another part of the effects of micromotion lead to the appear-
ance of density-assisted hopping terms. Applying our descrip-
tion to the bosonic fractional Chern insulator states at the fill-
ing factor ν = 1/2, we elucidate the role of the individual
contributions on the stability of the fractional phase. It turns
out that the fractional Chern insulators are largely destabilized
by the density-assisted hopping events when their contribution
becomes sufficiently large at lower driving frequencies. Note
that also heating effects related to the creation of collective ex-
citations (not captured by the high-frequency expansion) will
8become more and more important with decreasing driving fre-
quency [2]. This suggests that the conditions for the prepara-
tion of a Floquet fractional Chern insulator are most favorable
in the regime of rather large frequencies (~ω ∼ 10J).
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Appendix A: Artificial gauge structures in driven lattices
A generic lattice model is defined by a set of lattice sites
i connected pairwise by a complementary set of connecting
links. In our notation, 〈ij〉 denotes a directed link originating
at site j and running to site i. Thus, a purely kinetic Hamilto-
nian of a static (undriven) lattice reads
Hˆst = −
∑
〈ij〉
Jij aˆ
†
i aˆj . (A1)
Here, Jij denotes the bare transition parameter, and aˆ
(†)
i are
the standard annihilation (creation) operators defined on site i.
Even though in standard situations Jij are real positive quanti-
ties, this model can be endowed with an artificial gauge struc-
ture by means of a time-periodic driving. In the present work,
in addition to the lattice driving we also rely on the presence
of staggered on-site potential shifts. Both effects are captured
together by a potential-energy term
Vˆ (t) =
∑
i
vi(t)aˆ
†
i aˆi, (A2)
written as a sum over lattice sites and featuring time- and
coordinate-dependent on-site potentials of the form
vi(t) = −F (t) · ri + si~ω. (A3)
Here, ri is the position vector of the site i, F (t) is a time-
periodic driving force oscillating with frequency ω, and the
static on-site energy shifts are characterized by integer factors
si times the energy quantum ~ω. The potential term (A2) can
be eliminated from the Hamiltonian by means of a unitary
transformation
Uˆ(t) =
∏
i
Uˆi(t), Uˆi(t) = exp
[
−iχi(t)aˆ†i aˆi
]
, (A4)
written as a product of independent operators acting on a sin-
gle site and fulfilling the cancellation condition
Uˆ†i (t)vi(t)aˆ
†
i aˆiUˆi(t)− i~Uˆ†i (t)∂tUˆi(t) = 0. (A5)
The phases χi(t) are obtained through a straightforward time
integration
χi(t) =
1
~
∫ t
0
dt′ vi(t′) + γi
= −1
~
∫ t
0
dt′ F (t′) · ri + siωt+ γi,
(A6)
with integration constants γi reflecting the gauge freedom.
The transformed Hamiltonian is purely kinetic
Hˆ(t) = Uˆ†(t)HˆstUˆ(t) = −
∑
〈ij〉
Jij e
iθij(t)aˆ†i aˆj , (A7)
and features the Peierls phases
θij(t) = χi(t)− χj(t)
= −1
~
∫ t
0
dt′ F (t′) · rij + sij ωt+ γij .
(A8)
Here, rij = ri − rj , and likewise sij = si − sj and γij =
γi − γj .
In this work, we assume a circular driving protocol
F (t) = −eˆxF cos(ωt+ φ0)− eˆyF sin(ωt+ φ0), (A9)
equal hopping distances |rij | ≡ d and bare hopping parame-
ters Jij ≡ J , and define the polar angles ϕij measuring the
direction of the vector rij with respect to the x axis. Under
these assumptions, the Peierls phases read
θij(t) = α sin (ωt− ϕij + φ0) + sij ωt, (A10)
with the dimensionless shaking strength α = Fd/~ω.
Appendix B: High-frequency expansion of the effective
Hamiltonian
The long-term dynamics generated by a time-periodic
Hamiltonian is given by a time-independent effective Hamil-
tonian, and one’s ability to deliberately engineer its properties
is known as the Floquet engineering. A standard approach to
the construction of the effective Hamiltonian employs a series
expansion in the powers of the inverse driving frequency. The
successive terms in the series are conveniently expressed in
terms of operator-valued Fourier components Hˆs of the driven
Hamiltonian. Therefore we Fourier analyze the kinetic Hamil-
tonian
Hˆ(t) =
∞∑
s=−∞
Hˆs e
isωt. (B1)
Specializing to static density-density interactions between
particles we add them to the zeroth (static) Fourier component
Hˆ0 → Hˆ0 + Hˆint (B2)
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The leading terms of the high-frequency expansion of the ef-
fective Hamiltonian [1–4, 35, 61]
HˆF = Hˆ
(1)
F + Hˆ
(2)
F + Hˆ
(3)
F + · · · (B3)
read
Hˆ
(1)
F = Hˆ0 + Hˆint, (B4a)
Hˆ
(2)
F =
1
~ω
∞∑
s=1
1
s
[
Hˆs, Hˆ−s
]
, (B4b)
Hˆ
(3)
F = −
1
2(~ω)2
∞∑
s=1
1
s2
[[
Hˆ0 + Hˆint, Hˆs
]
, Hˆ−s
]
+ h.c..
(B4c)
The commutator structure of the above expansion provides a
clear physical interpretation of the successive contributions.
Going beyond the high-frequency limit given by the time-
averaged driven Hamiltonian H(1)F , in Hˆ
(2)
F one encounters
combined hopping events that introduce next-neighbor tran-
sitions and help open a topological band gap in certain mod-
els, including also the example presented in this contribution.
The physics is further enriched by the third order contribu-
tion Hˆ(3)F , which can be separated into purely kinetic pro-
cesses [35] given by
[[
Hˆ0, Hˆs
]
, Hˆ−s
]
and an interplay be-
tween the real-space micromotion and interactions encoded in[[
Hˆint, Hˆs
]
, Hˆ−s
]
. In this work we focus on the latter effect
and will not take the purely kinetic contribution into account.
This is justified by two reasons. Firstly, the combined kinetic
processes, being proportional to ω−2, are weak. On the other
hand, the terms describing the interplay of micromotion and
interactions are in addition scaled by the interaction strength,
which in most situations relating to the formation of nontrivial
phases must be large. Another reason pertains to the physical
motivation – it is our primary goal to study the effects created
by combining tunneling and interaction processes.
Appendix C: Analysis of the auxiliary function G
To aid the analysis of the single-particle spectra, it is worth-
while to record some properties of the auxiliary functionG(k)
defined by Eq. (10). Let us express the quasimomentum vec-
tor k in terms of its components along the elementary recip-
rocal lattice vectors
k = k1b1 + k2b2, with ai · bj = 2piδij , (C1)
so that k · aj = 2pikj , and we obtain for the absolute value of
the G-function
|Gs(k1, k2)|2 = 4 + 4 cos
(spi
2
)
(cos 2pik1 + cos 2pik2)
+ 4(−1)s cos 2pik1 cos 2pik2.
(C2)
Thus, for odd values of s we have
|Gs odd(k1, k2)| = 2
√
1− cos 2pik1 cos 2pik2 (C3)
This function vanishes at two points within a Brillouin zone,
namely, the center D1 : (k1 = 0, k2 = 0), and the corner
D2 :
(
k1 =
1
2 , k2 =
1
2
)
of the square-shaped Brillouin zone.
These are the two inequivalent Dirac points defined by the
time-averaged driven Hamiltonian, hence the notation D1|2.
Turning now to theG-functions of even indices, we observe
that they separate into two classes
|Gs even(k1, k2)|2 = 4 (1± cos 2pik1) (1± cos 2pik2) , (C4)
depending on the index s being (upper sign +) or not being
(lower sign −) a multiple of four; thus
|G4n(k1, k2)|2 = 16 cos2 pik1 cos2 pik2, (C5a)
|G4n+2(k1, k2)|2 = 16 sin2 pik1 sin2 pik2. (C5b)
The values of these functions attained at the Dirac points are
responsible for opening band gaps due to second-order hop-
pings. Thus we record (for an integer n) at D1:
|G4n(0, 0)|2 = 16, |G4n+2(0, 0)|2 = 0, (C6)
and at D2:∣∣G4n ( 12 , 12)∣∣2 = 0, ∣∣G4n+2 ( 12 , 12)∣∣2 = 16. (C7)
When summed over the Fourier components, these numeri-
cal values lead to the band gap sizes given in Eq. (18a) and
Eq. (18b) of the main text.
