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We consider a Markov process X associated to a nonnecessarily symmetric Dirichlet form E .
We define a stochastic integral with respect to a class of additive functionals of zero quadratic
variation and then we obtain an Itoˆ formula for the process u(X), when u is locally in the
domain of E .
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1. Introduction and main results
The semimartingale theory has produced a fundamental tool based on stochastic inte-
gration and Itoˆ’s formula: the stochastic calculus. Since Markov processes are not in
general semimartingales, Fukushima [17] developed another stochastic calculus in the
framework of symmetric Dirichlet spaces. Let E be a Polish space, m be a Radon mea-
sure on E and (X,Ω,Ft,Px, t ∈R+, x ∈E) be a E-valued m-symmetric Markov process
with regular Dirichlet form E . For any element u of the domain F of E , the process
(u(Xt)− u(X0), t≥ 0) admits the decomposition
u(Xt)− u(X0) =M
u
t +N
u
t ,
where Mu is a martingale additive functional of finite energy and Nu is a continuous ad-
ditive functional of zero energy. This decomposition is called Fukushima’s decomposition
and it can be seen as a substitute of the Doob–Meyer decomposition of super-martingales
and Itoˆ’s formula for semimartingales. The part of the class of bounded variation pro-
cesses in the semimartingale theory is played by the class of continuous additive func-
tionals of zero energy. In general, these additive functionals are not of bounded variation
and therefore the Lebesgue–Stieltjes integrals can not be defined. Nevertheless, the con-
cepts of energy and quadratic variation are closely related, see Graversen and Rao [20].
In particular, it is well known that for any function g ∈ L1(E;m), the process Nu has
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2 A. Walsh
0-quadratic variation with respect to the measure Pg·m :=
∫
E
Px(·)m(dx), that is, u(X)
is a Dirichlet process in the Fo¨llmer sense [13]. Is shown in [13] (see also [14]) that for
any function ϕ in C1(R), the following limit exists Px-a.s. for m-a.e. x ∈E:
∫ t
0
ϕ(u(Xs)) dN
u
s := limn→∞
n−1∑
i=0
ϕ(u(Xti/n))(N
u
t(i+1)/n −N
u
ti/n). (1.1)
In his Itoˆ formula expending u(X) [13, 14], this integral replaces the Lebesgue–Stieltjes
integral in the classical Itoˆ formula for semimartingales. In this connection, Russo and
Vallois [32] and [33] have obtained a similar stochastic calculus through a so-called reg-
ularization procedure.
However, in the theory of symmetric Markov processes has been necessary to extend
(1.1) to more general integrands than whose of type ϕ◦u, for ϕ ∈C1(R). For example, in
order to define stochastic line integrals of 1-forms along the paths of symmetric diffusion
processes on manifolds, Nakao [29] introduced an integral
∫ t
0
f(Xs) dN
u
s for f bounded
function element of F . His new integral is an additive functional in the sense of Fukushima
et al. [18], and therefore it is defined Px-a.s. for q.e. (quasi every) x ∈E (i.e., outside of
an exceptional set [18]). This allows to get a refinement of the Fo¨llmer’s Itoˆ formula, for
which, the expansion of u(X) holds Px-a.s. for q.e. x ∈E. Besides, this integral is used by
Fitzsimmons and Kuwae [12], to study the lower order perturbation of diffusion processes.
We emphasize that following [13], for f and u in E it is possible to show the existence
of the limit limn→∞
∑n−1
i=0 [f(Xti/n)(N
u
t(i+1)/n − N
u
ti/n) + u(Xti/n)(N
f
t(i+1)/n − N
f
ti/n)].
Px-a.e. for m-a.e. x ∈ E, however it is not possible to show the existence of the lim-
its limn→∞
∑n−1
i=0 f(Xti/n)(N
u
t(i+1)/n − N
u
ti/n) and limn→∞
∑n−1
i=0 u(Xti/n)(N
f
t(i+1)/n −
Nfti/n) and therefore to define the integrals
∫ t
0
f(Xs) dN
u
s and
∫ t
0
u(Xs) dN
f
s in separated
way.
The conditions of existence of Nakao’s integral being too restrictive, this notion could
not be used by Chen et al. [5] to study the lower order perturbation of symmetric Markov
processes that are not diffusions. Chen et al. [6], have extended Nakao’s integral to a
larger class of integrators as well as integrands. Using time reversal, they have defined
an integral
∫ t
0 f(Xs) dCs for f in Floc , the set of functions locally in F and C in a large
class of processes containing {Nu: u ∈ F}. The process C is not in general of zero energy
but of zero quadratic variation and the integral is not an additive functional or a local
additive functional but a local additive functional admitting null set. Kuwae [26] gives
a refinement of Chen et al. work, redefining the stochastic integral without using time
reversal.
Our aim in this paper, is to construct an integral
∫ t
0 f(Xs) dCs for a Markov process X
associated to a nonnecessarily symmetric regular Dirichlet form (E ,F) in a Hilbert space
L2(E,m), f locally in F and C local continuous additive functional with zero quadratic
variation. To do so, one can not extend the construction of Chen et al. neither Kuwae’s
construction because they both heavily rely on the symmetry of the Markov process.
On one hand, it is legitimate to solve this question since many results for sym-
metric Dirichlet forms hold for nonsymmetric Dirichlet forms, see, for example, [23–
25, 28] and [30]. In particular, Fukushima’s decomposition holds for nonsymmetric regular
Stochastic integration 3
Dirichlet forms, but also the correspondence between Markov processes and (nonneces-
sarily symmetric) Dirichlet forms, Revuz correspondence and other relations between
probabilistic notions for X and analytic notions for E .
In order to introduce our stochastic integral, we need the following definitions: A se-
quence (Πn := {0 = tn,0 < tn,1 < · · ·< tpn,n <∞})n∈N of partitions of R+ is said to tend
to the identity if ‖Πn‖ := max{tn,k+1 − tn,k} → 0 as n→∞ and tpn,n →∞. We denote
by N the set of continuous additive functionals of finite energy and of zero quadratic
variation. Denote by Nf-loc the set of process locally in N . (See Definitions 2.4 and 2.5
below.)
Theorem 1.1. For a function f locally in F and an element C of Nf-loc, there exists
an unique local additive functional I such that:
For any sequence (Πn) of partitions tending to the identity, there exists a subsequence
(Πnk) such that Px-a.e. for m-a.e. x in E:
∑pnk−1
i=0 f(Xtnk,i)[C(t∧ tnk ,i+1)−C(t∧ tnk,1)]
converges to It uniformly on any compact of [0, ζ). Moreover, I belongs to Nf-loc.
The local additive functional obtained in the theorem below is denoted by f ∗Ct or by∫ t
0
f(Xs) dCs. Then when C is of bounded variation, f ∗C coincides with the Lebesgue–
Stieltjes integral. If there exists a local martingale M , a real function u on E and a
C1-real function ϕ such that f = ϕ ◦u and u(X) =M +C, Px-a.e. for m-a.e. then f ∗C
coincides with the Fo¨llmer integral.
This new integral leads to an Itoˆ formula for u(X) when u belongs to Floc. On this
purpose, we need first an extension of the Fukushima decomposition of u(X) for the
elements u locally in F . This extension is well-known for diffusions processes.
When X is not a diffusion we have the following substitute of the Fukushima decompo-
sition: Denote by M◦ f-loc the set of local martingale additive functionals locally of finite
energy.
Proposition 1.2. For u in Floc, the process u(X) admits the following decomposition
Px-a.e. for q.e. x ∈E:
u(Xt) = u(X0) + V
u
t +W
u
t +C
u
t , t < ζ (t <∞ if u ∈F),
where Wu ∈M◦ f-loc, Cu ∈Nc,f-loc and V u is the AF of bounded variation given by:
V ut =
∑
s≤t
(u(Xs)− u(Xs−))1{|u(Xs)−u(Xs−)|>1} − u(Xζ−)1{t≥ζ}.
Moreover, the jumps of Wu are bounded by 1.
In particular, if E =Rd and we take u the coordinate function πi :x→ xi, i= 1, . . . , d,
the above result can be seen as a generalization of the Itoˆ–Le´vy decomposition for Le´vy
processes (e.g., Sato [34]).
Using the notation of Proposition 1.2, we introduce the following extension of the Itoˆ
formula.
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Proposition 1.3. Suppose that Φ belongs to C2(Rd) and u= (u1, . . . , ud) belongs to Fdloc.
Then for q.e. x ∈E, Px-a.s. for all t ∈ [0, ζ) ([0,∞) if u ∈ Fd):
Φ(u(Xt))−Φ(u(X0))
=
d∑
k=1
∫ t
0
∂Φ
∂xk
(u(Xs−)) dW
uk
s +
d∑
k=1
∫ t
0
∂Φ
∂xk
(u(Xs)) dC
uk
s
+
1
2
d∑
k,ℓ=1
∫ t
0
∂2Φ
∂xk ∂xℓ
(u(Xs)) d〈W
uk,c,Wuℓ,c〉s (1.2)
+
∑
s≤t
[
Φ(u(Xs))−Φ(u(Xs−))
−
d∑
k=1
∂Φ
∂xk
(u(Xs−))∆uk(Xs)1{|∆(uk(Xs))|<1}
]
−
d∑
k=1
∂Φ
∂xk
(u(Xζ−))u(Xζ−)1{t≥ζ}.
In the case that E = Rd, if we take u = (π1, . . . , πd), we obtain a Itoˆ formula for the
processX and therefore the Fukushima decomposition of Φ(X) for Φ ∈C20 (R
d). Following
Albeverio et al. [1], the Dirichlet form E(Φ,Ψ) for Φ and Ψ in F can be approximate
by 1t
∫
EEx(Φ(X0)−Φ(Xt))Ψ(x)m(dx), then we hope that the Itoˆ formula can be used,
for example, in order to give a probabilistic approach to the work of Hu et al. [21, 22]
concerning Beurling–Deny decomposition for nonsymmetric Dirichlet forms.
As mentioned above, following [13], it is possible to define the second term on the
right-hand side of (1.2) as the limit Px-a.s. for m-a.e. x ∈E:
lim
n→∞
n−1∑
i=0
d∑
k=1
∫ t
0
∂Φ
∂xk
(u(Xti/n))[C
uk
t(i+1)/n −C
uk
ti/n] (1.3)
and to get (1.2), Px-a.s. for m-a.e. x ∈E. If we want to use the results of [13] to ensure
the existence of the above limit and (1.2), Px-a.s. for q.e. x ∈ E, we need to show that
the process Nu is of zero quadratic variation, and then u(X) is a Dirichlet process in the
Fo¨llmer sense, Px-a.s. for q.e. x ∈ E. This has been demonstrated by many authors for
certain class of processes and functions u. For example, this has been shown by Bouleau
and Yor [4] for the case when X is a unidimensional semimartingale with discontinuous
part of bounded variation and u an absolutely continuous function with bounded weak
derivative. Also it has been shown for Fo¨llmer and Protter [15] for a multidimensional
Brownian Motion and a function u locally in the Sobolev space W1,2. There are even,
similar results for a time dependent function, maybe the first one shown by Fo¨llmer et al.
[16] for the case of a unidimensional Brownian Motion and a time dependent function u
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with locally square integrable weak derivatives satisfying a mild condition of continuity.
The results of [16] have been extended, for example, by Bardina and Jolis [2], Bardina and
Rovira [3] for elliptic diffusion processes, by Ghomrasni and Peskir [19] for continuous
semimartingales, by Eisenbaum [7, 8], Eisenbaum and Walsh [10] for Le´vy processes
with Brownian component, by Eisenbaum and Kyprianou [9] and Walsh [36] for Le´vy
processes without Brownian component. The precedent list is not exhaustive, in fact in
the references of these cited papers, we can find more examples of stochastic processes
X and functions u, time-dependent or not, for which u(X ·, ·) is a Dirichlet process in the
Fo¨llmer sense and therefore, Proposition 1.3 is already known.
The integrals used in (1.2) are based on the Fukushima stochastic calculus using the
concept of additive functional, the additive property is then essential. In this context, is
not possible to extend Proposition 1.3 to time-dependent functions u.
The paper is organized as follows. In Section 2, we present some preliminaries. In
Section 3, we construct a stochastic integration with respect to Nu. To do so, we first
establish a decomposition of Nu as the sum of three processes Nu1 , N
u
2 and N
u
3 such that
Nu1 and N
u
2 are respectively associated to the diffusion part and the jumping part of
the symmetric part of E , and Nu3 is of bounded variations. Next, we present respectively
stochastic integration with respect to Nu1 and N
u
2 . These results lead to an integral with
respect to Nu which is used with an argument of localization to introduce the stochastic
integral with respect to C in Nc,f-loc . In Section 4, we prove Theorem 1.1, that is, the
stochastic integral with respect to C can be approximated by Riemman sums. We also
show that when the Dirichlet form is symmetric, the obtained stochastic integral with
respect to C coincides with the integral defined by Chen et al. [6]. In Section 5, we
establish Proposition 1.2 and the Itoˆ formula in which this new integral takes the place
of the Lebesgue–Stieltjes integral in the classical Itoˆ formula for semimartingales.
2. Preliminaries
In this paper, we use mostly notation and vocabulary from the book of Fukushima et al.
[18] still available in the nonnecessarily symmetric case (see Ma and Rockner [28] and
Oshima [30]). This section contains existing results or some immediate consequences of
existing results that will be useful for the other sections.
Throughout this paper, we assume that X = (Ω,{Ft}t≥0,{Xt}t≥0,{Pz}z∈E) is a Hunt
process on a locally compact separable metric space E, properly associated to a regular
Dirichlet form E with domain F in a Hilbert space L2(E;m). We do not assume that
E is symmetric. Set E1(u, v) := E(u, v) + (u, v), where (·, ·) denotes the inner product in
L2(E,m). It is known that F is a Hilbert space with inner product E˜1(u, v) :=
1
2 (E1(u, v)+
E1(v, u)). Denote by ζ the life time of X and ∂ the extra point such that Xt(ω) = ∂ for
all t≥ ζ(ω) and ω ∈Ω. A real function on E is extended to a function on E∪∂ by setting
f(∂) = 0.
The energy of an AF (additive functional) A is defined by
e(A) := lim
t→0
1
2t
Em[A
2
t ]
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when the limit exists and for two AF A,B, their mutual energy is defined by
e(A,B) := 12 [e(A+B)− e(A)− e(B)].
An AF M is called a martingale additive functional (abbreviated as MAF) if it is finite,
ca`dla`g and for q.e. x in E: Ex[M
2
t ]<∞ and Ex[Mt] = 0 for any t≥ 0. Denote by M
◦ the
set of MAF’s of finite energy and
Nc := {N : N is a finite continuous AF, e(A) = 0,Ex(|Nt|)<∞ q.e. for each t > 0}.
For any u ∈ F , Mu and Nu denote the elements of M◦ and Nc, respectively, that are
present in Fukushima decomposition of u(Xt)− u(X0), t≥ 0, that is:
u(Xt)− u(X0) =M
u
t +N
u
t for t≥ 0,Px-a.e. for q.e. x ∈E.
In this paper, we always assume that the elements of F are always represented by its
quasi-continuous m-versions.
For a nearly Borel set B(⊂ E), σB and τB represent the first hitting time to B and
the first exit time from B respectively, that is:
σB := inf{t > 0: Xt ∈B},
τB := inf{t > 0: Xt /∈B}.
We denote by Fb the subset of F of bounded functions and for a nearly Borel finely
open set, FG the set of functions u ∈F such that u(x) = 0 for q.e. x ∈E \G. The subset
of FG of bounded functions is denoted by Fb,G. The abbreviations CAF and PCAF stand
for continuous additive functionals and positive continuous additive functional, respec-
tively. The Revuz measure of a PCAF is the measure given by the Revuz correspondence
between PCAFs and smooth measures. All these definitions are found in [18].
The following theorem is a small modification of Theorem 5.4.2 of [18] established for
the symmetric case, but it holds also for the nonsymmetric case. (See [30] and [35].)
Theorem 2.1. Let u be an element of F and let G be a nearly Borel finely open set.
Let A1 and A2 be two PCAFs with Revuz measure µ1 and µ2, respectively, such that
Fb,G ⊂ L1(E,µi) for i = 1,2. Then Px(Nut = A
1
t −A
2
t for t < τG) = 1 for q.e. x ∈ E, if
and only if:
E(u,h) = 〈µ2 − µ1, h〉 ∀h ∈Fb,G.
Definition 2.2. We define N 0c as the set of CAFs C such that, there exists u in F
and finite PCAFs A1,A2 with Revuz measure µ1 and µ2, respectively, satisfying: Fb ⊂
L1(E,µi) and Px(Ct = N
u
t + A
2
t − A
1
t for t <∞) = 1 for q.e. x ∈ E. In this case, we
define the linear functional Θ(C) on Fb by
〈Θ(C), h〉 :=−E(u,h) + 〈µ2 − µ1, h〉, h ∈Fb.
It follows from Theorem 2.1 that the definition of Θ(C) for C ∈ N 0c is consistent in
the sense that it does not depend of the elements which represent C.
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The following lemma is an immediate consequence of Theorem 2.1.
Lemma 2.3. Let C(1) and C(2) be elements of N 0c and G a nearly Borel finely open set.
Then C(1) =C(2) on J0, σE\GJ Px-a.e. for q.e. x ∈E if and only if
〈Θ(C(1)), h〉= 〈Θ(C(2)), h〉 for all h ∈ Fb,G.
We recall that an increasing sequence of nearly Borel finely open sets (Gn)n∈N is called
a nest if τGn ↑ ζ Px-a.s. for q.e. x ∈E.
Definition 2.4. Let Γ be a class of local AF’s. Following [6], we say that a (Ft)-adapted
process A is locally in Γ, and write: A ∈ Γf-loc, if there exists a sequence An in Γ and
a nest of nearly Borel finely open sets {Gn} such that At = Ant for t < τGn Px-a.e. for
q.e. x ∈ E. In this case, A is hence a local AF. (See [6], page 939, for the definition of
local AF.)
Definition 2.5. A local AF V is said to be of zero quadratic variation if for any t > 0:∑n−1
k=0 (Vt(i+1)/n − Vti/n)
2 converges to zero as n→∞ in Pg·m measure on {t < ζ} for
some (and therefore for all) strictly positive g ∈ L1(E,m).
We denote by N the set of CAFs of finite energy and of zero quadratic variation. In
[35], we have established the following theorem of representation for the elements of N .
Theorem 2.6. Let C be an element of Nf-loc. There exists a nest of nearly Borel finely
open sets (Gn) and (un) ∈ F such that Px-a.e. for q.e. x ∈E:
Ct =N
un
t −
∫ t
0
un(Xs) ds for all t < τGn .
3. Stochastic integration
Consider an element u of F and two finite smooth measure µ1 and µ2 such that E(u,h) =
〈µ1 − µ2, h〉 for any element h of Fb. Thanks to Theorem 2.1, we know that Nu is of
bounded variation. The integral (f ∗ Nu)t :=
∫ t
0
f(Xs) dN
u
s is hence well-defined as a
Lebesgue–Stieltjes integral, moreover, if f belongs to Fb, f ∗ Nu belongs to N 0c (see
Definition 2.2) and for any h in Fb we have:
〈Θ(f ∗Nu), h〉= 〈Θ(Nu), fh〉. (3.1)
Thanks to Lemma 2.3, the above equation characterizes the local CAF f ∗Nu. In order to
define the integral of f with respect to a process Nu which is not necessarily of bounded
variation, it is hence natural to construct a local CAF still denoted by f ∗Nu satisfying
the equation (3.1). This has been done by Nakao [29] for the symmetric case and the aim
of this section is to do it for the nonnecessarily symmetric case.
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The construction of f ∗Nu is based on a decomposition of Nu in three components
(see Lemma 3.3 below). The first component is associated to the diffusion part of E˜ ,
the symmetric component of E . The second one is associated to the jump part of E˜ and
the third one is a local CAF of bounded variation. Once this decomposition done, the
construction of f ∗Nu will be close to Nakao’s construction in the symmetric case.
Thanks to a localization argument and Theorem 2.6, we will construct the integral
f ∗ C for any f ∈ Floc and A ∈ Nf-loc . We always consider F to be equipped with the
norm E˜1. We will use repeatedly the following facts:
(1) If a PCAF A with Revuz measure µ satisfies µ(E)<∞ then A is finite continuous.
Indeed, it is consequence of Lemma 4.3 of [23]. This is the case when A= 〈M〉 for
M ∈M◦ .
(2) If A is a PCAF A with Revuz measure µ of finite energy integral (i.e., there exists
U1µ in F such that
∫
E h(x)µ(dx) = E1(U1µ,h) for all h ∈ F), then A is finite
continuous. In fact, for any t, Ex(At)≤ etU1µ(x)<∞ q.e.
(3) For two CAF, A,B and a nearly Borel set G, we have for q.e. x ∈ E,
Px(A=B on J0, τGJ) = 1 if and only if for q.e. x ∈E, Px(A=B on J0, σE\GJ) = 1.
(4) If J :F → R is a continuous linear functional, there exists a unique w ∈ F such
that J(h) = E1(w,h) for any h ∈F . (See Theorem I.2.6. in [28].)
3.1. A decomposition of Nu
We denote by E˜ the symmetric part of E and denote by E˜(c) and E˜(j) the diffusion part
and the jumping part of E˜ , respectively, in the Beurling–Deny decomposition of E˜ . (See
Section 5.3 in [18].) For u in F , the applications h→ E˜(c)(u,h) and h→ E˜(j)(u,h) are
continuous. This leads to the following lemma.
Lemma 3.1. For u in F , there exists unique elements w and v of F such that E1(w,h) =
E˜(c)(u,h) and E1(v, h) = E˜(j)(u,h) for any h ∈ F .
Definition 3.2. For any u ∈ F , set: cN˜ut := N
w
t −
∫ t
0 w(Xs) ds and
jN˜ut := N
v
t −∫ t
0 v(Xs) ds where w and v are the elements of F given by Lemma 3.1.
It is clear that cN˜u and jN˜u belongs to N 0c and
〈Θ(cN˜u), h〉 = −E˜(c)(u,h) and
(3.2)
〈Θ(jN˜u), h〉 = −E˜(j)(u,h) for all h ∈ Fb.
For u in F , the application h→E1(u,h) is continuous. Hence, there exists a unique u∗
in F such that
E1(u,h) = E˜1(u
∗, h), h ∈ F . (3.3)
Moreover, we have:
E1(u
∗, u∗)≤K2E1(u,u), (3.4)
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where K is a continuity constant of E , which means that E satisfies the sector condition:
|E1(v,w)| ≤K(E1(v, v))
1/2
(E1(w,w))
1/2
for all v,w ∈ F .
Lemma 3.3. For u in F , let u∗ be given by (3.3). Denote by k˜ the killing measure of
E˜ and by K˜ the PCAF associated to k˜(dx) by the Revuz correspondence. Then we have
Px-a.e. for q.e. x ∈E for any t <∞
Nut =
cN˜u
∗
+ jN˜u
∗
−
∫ t
0
u∗(Xs) dK˜s +
∫ t
0
(u− u∗)(Xs) ds. (3.5)
Proof. From the Beurling–Deny decomposition of E˜ , we have that for any h ∈F ,∫
E
|h(x)u∗(x)|k˜(dx)≤ [E1(h,h)]
1/2
[E1(u
∗, u∗)]
1/2
thus
∫ t
0
|u∗(Xs)|dK˜s is a finite PCAF. Then
∫ t
0
u∗(Xs) dK˜s is an element of N 0c and then,
the right-hand side of (3.5) belongs to N 0c . Denote this element by C. The killing part
E˜(k) of E˜ satisfies
E˜(k)(u∗, h) =
∫
E
h(x)u∗(x)k˜(dx) for any h ∈ F .
It follows from (3.2) that for all h ∈ F :
〈Θ(C), h〉 = −E˜(u∗, h) + (u− u∗, h)
= −E(u,h).
Then (3.5) follows from Lemma 2.3. 
3.2. Stochastic integration with respect to cN˜u
The following lemma is Lemma 5.1.2 and Corollary 5.2.1 of [18] that we recall for reader’s
convenience. In [18], it is established for the symmetric case but is also valid for the
nonsymmetric case. In fact, its proof is based on the inequality (5.1.1) of [18] which is
proved, for example, in Lemma 4.7 of [23] for the nonsymmetric case.
Lemma 3.4. Let (un) be a sequence of quasi continuous functions in F and E˜1-
convergent to u. Then there exists a subsequence {unk} such that for q.e. x ∈E,
Px(unk(Xt) converges uniformly to u(Xt) on each compact interval of [0,∞)) = 1
and the same holds for Nunk and Nu, and for Munk and Mu, replacing unk(X) and
u(X), respectively.
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Using Lemma 4.3 of [23], we can obtain the following lemma.
Lemma 3.5. Let An be a sequence of PCAFs. Suppose that µn(E) converges to zero as
n→∞, where µn represents the Revuz measures of An. Then there exists a subsequence
(nk) satisfying the condition that for q.e. x ∈E,
Px(A
nk
t converges to zero uniformly on any compact) = 1.
Lemma 3.6. For every u in F and f in Fb, there exists a unique w in F , such that:
e(f ∗Mu,c,Mh) = E1(w,h) ∀h ∈ F .
Proof. For h ∈ F , [e(f ∗Mu,c,Mh)]2 ≤ e(f ∗Mu,c)e(Mh,c)≤ e(f ∗Mu,c)E˜1(h,h). Since
e(f ∗Mu,c)<∞, the functional h→ e(f ∗Mu,c,Mh) is continuous. 
Definition 3.7. For every u in F and f in Fb, the stochastic integral of f with respect
to cN˜u denoted by
∫ ·
0 f(Xs) d
cN˜us or by f ∗
cN˜u is defined by:∫ t
0
f(Xs) d
cN˜us :=N
w
t −
∫ t
0
w(Xs) ds−
1
2
〈Mf,c,Mu,c〉t, t≥ 0,
where w is the element of F associated to (u, f) by Lemma 3.6.
For any u, v ∈ F , let µc〈u,v〉 be the signed Revuz measure associated to 〈M
u,c,Mv,c〉.
We have: 12µ
c
〈u,v〉(E) = E˜
(c)(u, v). For f, h in Fb, we have (Theorem 5.4 of [23])
dµc〈u,hf〉 = f dµ
c
〈u,h〉 + hdµ
c
〈u,f〉. (3.6)
Lemma 3.8.
(i) For u in F and f in Fb, we have f ∗ cN˜u ∈N 0c and
〈Θ(f ∗ cN˜u), h〉= 〈Θ(cN˜u), fh〉 for all h ∈Fb. (3.7)
In particular, the integral is well defined in the following sense. If u, v ∈ F are
such that cN˜u = cN˜v, then for any f ∈Fb, f ∗ cN˜u = f ∗ cN˜v.
(ii) For (un) a sequence of F E˜1-converging to u, there exists a subsequence (nk) such
that for q.e. x ∈E:
Px(f ∗
cN˜unk converges to f ∗ cN˜u uniformly on any compact) = 1.
Proof. (i) f ∗ cN˜u ∈N 0c because |µ
c
〈u,f〉|(E)<∞. Besides for any h ∈ Fb,
〈Θ(f ∗ cN˜u), h〉= −e(f ∗Mu,c,Mh)−
1
2
∫
E
h(x) dµc〈f,u〉
= −
1
2
∫
E
f(x) dµc〈h,u〉 −
1
2
∫
E
h(x) dµc〈f,u〉.
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Then (3.7) is consequence of (3.2) and (3.6). The second statement is consequence of
Lemma 2.3.
(ii) Note that for any u, v in F , f ∗ cN˜u − f ∗ cN˜v = f ∗ cN˜u−v. Thus we need only to
show that if (un) converges to 0 and f ∈ Fb, there exists a subsequence (nk) such that
for q.e. x ∈E:
Px(f ∗
cN˜unk converges to 0 uniformly on any compact) = 1.
For each n, let wn be the function associated to (f, un) by Lemma 3.6. Then for any
h ∈ F we have: E1(wn, h)2 ≤ ‖f2‖∞E1(h,h)E1(un, un). In particular, choosing h = wn,
one obtains:
E1(wn,wn)≤ ‖f
2‖∞E1(un, un)→ 0 as n→∞.
It follows from Lemma 3.4 that there exists a subsequence (nk) such that Px-a.e. for q.e.
x ∈E, N
wnk
t −
∫ t
0
wnk(Xs) ds converges to 0 uniformly on compacts.
Besides: µc〈un〉(E) = E˜
(c)(un, un), which converges to 0. Hence, by Lemma 3.5, there
exists a subsequence (nk) such that
|〈Munk ,c,Mf,c〉| ≤ 〈Mf,c〉
1/2
〈Munk ,c〉
1/2
converges to 0 on compacts Px-a.e. for q.e. x ∈E. 
3.3. Stochastic integration with respect to jN˜u
Denote by (N,H) the Le´vy system of X . Let Xˆ be the Markov process properly as-
sociated to the Dirichlet form Eˆ(u, v) := E(v, u), u, v ∈ F and (Nˆ ,HXˆ) its Le´vy sys-
tem. Let νH be the Revuz measure associated to H and let νHˆ be the Revuz mea-
sure associated to HXˆ and Hˆ be the PCAF of X associated to νHˆ by the Revuz cor-
respondence. Let J , Jˆ and J˜ denote respectively the jumping measure of E , Eˆ and
E˜ , that is, J(dy,dx) = 12N(x,dy)νH(dx), Jˆ(dy,dx) =
1
2Nˆ(x,dy)νHˆ(dx) and J˜(dx,dy) =
1
2 [J(dx,dy) + Jˆ(dx,dy)]. It is known that Jˆ(dy,dx) = J(dx,dy).
We will use the following notations:
N(dy,ds) := N(Xs,dy) dHs, and
N˜(dy,ds) := 12 (N(Xs,dy) dHs + Nˆ(Xs,dy) dHˆs).
For any u ∈ F , denote by Mu,j the jump part of Mu (see page 213 of [18] for the
definition), this is an element of M◦ and for all h ∈ F , e(Mu,j,Mh) = E˜(j)(u,h). With
the same arguments used to show Lemma 3.6, we can obtain the following lemma.
Lemma 3.9. For every u in F and f in Fb, there exists a unique w in F , such that:
e(f ∗Mu,j,Mh) = E1(w,h) ∀h ∈F .
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Definition 3.10. For every u in F and f in Fb, the stochastic integral of f with respect
to jN˜u denoted by
∫ ·
0
f(Xs) d
jN˜us or by f ∗
jN˜u is defined by:
∫ t
0
f(Xs) d
jN˜us :=N
w
t −
∫ t
0
w(Xs) ds
−
1
2
∫ t
0
∫
E
[f(x)− f(Xs)][u(x)− u(Xs)]N˜(dx,ds), t≥ 0,
where w is the element of F associated to (u, f) by Lemma 3.9.
Lemma 3.11.
(i) For u ∈F and f ∈Fb, f ∗ jN˜u belongs to N 0c and for h in Fb:
〈Θ(f ∗ jN˜u), h〉= 〈Θ(jN˜u), fh〉. (3.8)
In particular, the integral is well defined in the following sense. If u, v in F are
such that jN˜u = jN˜v, then for any f in Fb: f ∗ jN˜u = f ∗ jN˜v.
(ii) If (un) is E˜1-converging to u, there exists a subsequence (nk) such that for q.e.
x ∈E:
Px(f ∗
jN˜unk converges to f ∗ jN˜u uniformly on any compact) = 1.
Proof. The proof of (ii) is similar to the proof of (ii) of Lemma 3.8. We prove (i). Clearly,
f ∗ jN˜u belongs to N 0c and for any h ∈ Fb:
〈Θ(f ∗ jN˜u, h)〉
= e(f ∗Mu,j ,Mh)−
∫
E×E\δ
h(y)[f(x)− f(y)][u(x)− u(y)]J˜(dx,dy)
=−
∫
E×E\δ
[f(y){h(x)− h(y)}+ h(y){f(x)− f(y)}][u(x)− u(y)]J˜(dx,dy),
where δ := {(x,x): x ∈ E}. Using the symmetry of J˜ and the fact that J(dx,dy) +
J(dy,dx) = 2J˜(dx,dy), one proves that the right-hand side of the above equation coin-
cides with:
−
∫
E×E\δ
[h(x)f(x)− h(y)f(y)][u(x)− u(y)]J(dx,dy) =−E˜(j)(u,hf).
Then 3.8 is consequence of 3.2. The second statement can be shown in the same way that
its analogous in Lemma 3.8(i). 
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3.4. Stochastic integration with respect to Nu
In view of the decomposition (3.5), we can define the stochastic integral of f(X) with
respect to Nu for f ∈Fb and u ∈ F as follows.
Definition 3.12. For any u ∈F and f ∈ Fb, the stochastic integral of f(X) with respect
to Nu denoted by f ∗Nu or by
∫ t
0 f(Xs) dN
u
s is defined by∫ t
0
f(Xs) dN
u
s :=
∫ t
0
f(Xs) d
cN˜u
∗
s +
∫ t
0
f(Xs) d
jN˜u
∗
s
−
∫ t
0
f(Xs)u
∗(Xs) dK˜s +
∫ t
0
f(Xs)(u(Xs)− u
∗(Xs)) ds,
where the first two integrals are in the sense of the definitions (3.7) and (3.10), respec-
tively, and the others integrals are Lebesgue–Stieltjes integrals.
It is clear that for any u in F and f in Fb, the stochastic integral f ∗Nu belongs to
N 0c and in view of (3.7) and (3.8), we have
〈Θ(f ∗Nu), h〉= 〈Θ(Nu), fh〉=−E(u, fh) for all h ∈ Fb.
Let (un) be a sequence on F E˜1-converging to u ∈ F , it follows from (3.4) that (u∗n)
E˜1-converges to u
∗ then thanks to Lemma 3.4, Lemma 3.8(ii) and Lemma 3.11(ii) we
have the following lemma.
Lemma 3.13. Let f be a function in Fb and (un) a sequence on F E˜1-converging to
u ∈F . Then there exists a subsequence (nk) such that for q.e. x ∈E:
Px(f ∗N
unk converges uniformly on any compact to f ∗Nu) = 1.
Let A be the CAF defined by At :=N
u
t −
∫ t
0 u(Xs) ds, for an element u of F and let f
be a function in Fb, the stochastic integral of f(X) with respect to A is defined by:
f ∗At =
∫ t
0
f(Xs) dAs :=
∫ t
0
f(Xs) dN
u
s −
∫ t
0
f(Xs)u(Xs) ds.
Lemma 3.14. Let u and v be elements of F , f and g elements of Fb and G a nearly
Borel finely open set. Set At :=N
u
t −
∫ t
0
u(Xs) ds and Bt :=N
v
t −
∫ t
0
v(Xs) ds. Suppose
that f(x) = g(x) for q.e. x ∈ G and Px(At = Bt, for any t < σE\G) = 1 for q.e. x ∈ E.
Then Px(f ∗At = g ∗Bt, for any t < σE\G) = 1 for q.e. x ∈E.
Proof. It follows from Lemma 2.3 that for any h ∈ FG 〈Θ(A), h〉= 〈Θ(B), h〉 then 〈Θ(f ∗
A), h〉= 〈Θ(A), fh〉= 〈Θ(B), gh〉= 〈Θ(g ∗B), h〉. We conclude thanks to Lemma 2.3. 
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A function f belongs to Floc if there exists a sequence (fn) of F and a nest of nearly
Borel finely open sets (Gn) such that f(x) = fn(x) for q.e. x ∈Gn. In fact the sequence
(fn) can be taken in Fb (see Lemma 3.1 in [6]).
With the above lemma and Theorem 2.6, we can define the stochastic integral of f(Xs)
with respect to C for any f ∈Floc and C in Nf-loc .
Definition 3.15. Let C be an element of Nf-loc and f in Floc. Let (Gn) and (un) be
the sequences of the conclusion of Theorem 2.6 and (fn) ⊂ Fb such that f(x) = fn(x)
for q.e. x ∈ Gn. Set Cnt := N
un
t −
∫ t
0 un(Xs) ds. Then if σ := limn→∞ σE\Gn , we de-
fine the stochastic integral of f with respect to A and denoted by f ∗ Ct, t ≥ 0 or by∫ t
0 f(Xs) dCs, t≥ 0 as the following local CAF:
f ∗Ct :=
{
fn ∗C
n
t for t < σE\Gn ,
0 for t≥ σ.
Remark 3.16.
(i) It follows from Lemma 3.14 that the above definition makes sense and not depend
of the sequences Cn, (fn) nor (Gn).
(ii) Any PCAF belongs to Nf-loc , then with the notation of the above definition, f ∗C
belongs to (Nf-loc)f-loc =Nf-loc .
(iii) Let ϕ :R→R be a function admitting a continuous derivative. For any n ∈N let
ϕn be a function admitting a bounded continuous derivative such that ϕn(x) =
ϕ(x) if |x| < n. We know that ϕn(u) − ϕ(0) belongs to F for any u ∈ F and if
we set Gn := {x: |u(x)|< n}, (Gn) is a nest of finely open sets. Since u is quasi
continuous in the strict sense (i.e., u(Xt)→ u(Xζ−) ∈R as t ↑ ζ), σE\Gn ↑∞ Px-
a.s. for q.e. x ∈ E. Therefore for any v ∈ F the stochastic integral ϕ(u) ∗Nv =
[ϕ(u)−ϕ(0)] ∗Nv+ϕ(0)Nv is a finite CAF. This hold also for ϕ(u1, . . . , uk) ∗Nv
for any u1, . . . , uk and v in F and ϕ ∈C1(Rk).
4. Proof of Theorem 1.1
In this section, we show that for f ∈ Floc and C ∈ Nf-loc , the additive functional f ∗C
built in the precedent section satisfies the conclusion of Theorem 1.1.
Without loss of generality, we take in this section Ω to be the canonical path space
D([0,∞)→∞)→ E∂ of ca`dla`g functions from [0,∞) to E∂ for which w(t) = ∂ for all
t≥ ζ(ω) := inf{s≥ 0: w(s) = ∂}.
Given ω ∈ {ω ∈Ω: t < ζ(ω)}, the operator rt is defined by:
rt(ω)(s) :=
{
ω((t− s)−) if 0≤ s < t,
ω(0) if s≥ t.
We denote by {Pˆx, x ∈E} the law of Xˆ , the dual process of X . The following lemma can
be established using the same arguments as Lemma 5.7.1 in [18].
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Lemma 4.1. For positive t and every Ft-measurable set Γ,
Pm(r
−1
t Γ; t < ζ) = Pˆm(Γ, t < ζ).
Lemma 4.2. For any u in F , there exists a unique uˆ ∈ F such that E1(uˆ, h) = E1(h,u)
for any h in F . If we set:
Nˆut := N
uˆ
t +
∫ t
0
(u(Xs)− uˆ(Xs)) ds, t≥ 0,
Mˆut := u(Xt)− u(X0)− Nˆ
u
t ,
then under (Pˆx, x ∈ E), Nˆu and Mˆu are, respectively, the CAF of zero energy and the
MAF of finite energy of the Fukushima decomposition for u(Xt)− u(X0), t≥ 0.
Proof. For any n ∈N set fˆn := n(u−nRˆn+1u). The constant K was introduced in (3.4).
For any h in F and n,m in N:
E1(R1(fˆn − fˆm), h) = E1(h, Rˆ1(fˆn − fˆm))
≤K(E1(h,h))
1/2
(E1(Rˆ1(fˆn − fˆm), Rˆ1(fˆn − fˆm)))
1/2
.
In particular, if h=R1(fˆn − fˆm) we obtain:
E1(R1(fˆn − fˆm),R1(fˆn − fˆm))≤K
2E1(Rˆ1(fˆn − fˆm), Rˆ1(fˆn − fˆm)).
It is known that the right-hand side of the above equation tends to 0 as n,m tends to
infinity (see Theorem I.2.13 in [28]) then there exists uˆ in F such that R1fˆn converges
to uˆ with respect to the E˜1-norm. Besides, for any h in F : E1(uˆ, h) = limE1(R1fˆn, h) =
limE1(h, Rˆ1fˆn) = E1(h,u).
Let At be the CAF of zero energy of the Fukusmima decomposition of u(Xt)− u(X0)
with respect to Pˆx, x ∈E. By taking a subsequence if necessary, we have Pˆx-a.e. for q.e.
x ∈E: For all t≥ 0
At = lim
n→∞
∫ t
0
[u(Xs)− fˆn(Xs)] ds
= lim
n→∞
∫ t
0
[uˆ(Xs)− fˆn(Xs)] ds+
∫ t
0
[u(Xs)− uˆ(Xs)] ds
= Nˆut . 
Clearly, Nˆu belongs to N 0c and:
〈Θ(Nˆu), h〉=−E(h,u), h ∈ F . (4.1)
Lemma 4.3. Let Aˆ be a PCAF with respect to (Pˆx, x ∈E) and with Revuz measure µ.
Then under (Px, x ∈E), Aˆ is the PCAF with Revuz measure µ.
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Proof. We suppose without loss of generality that µ ∈ S0. Let u = Uˆ1µ and v := U1µ
be the 1-potentials of µ with respect to E and Eˆ , respectively. Let A be the PCAF with
respect to (Px, x ∈ E) and with Revuz measure µ. For any h in F , E1(h,u) = E1(v, h),
then with the notation of Lemma 4.1, v = uˆ. It follows from Theorem 2.1 that Px-a.e.
for q.e. x ∈E:
At = −N
v
t +
∫ t
0
v(Xs) ds=−N
v
t −
∫ t
0
[u(Xs)− v(Xs)] ds+
∫
u(Xs) ds
= −Nˆu +
∫ t
0
u(Xs) ds= Aˆt.

The following lemma can be found in [11], Lemma 3.21, for symmetric diffusions.
Lemma 4.4. Let u be in F . For any t≤ T we have Pm-a.e. on {T < ζ}:
Nˆut ◦ rT = Nˆ
u
T − Nˆ
u
T−t and
Mˆut ◦ rT = Mˆ
u
T ◦ rT − Mˆ
u
T−t ◦ rT−t.
Proof. Define uˆ and (fˆn) as in Lemma 4.2. Pˆm-a.e. and by taking subsequences if
necessary we have: Nˆut = limn→∞
∫ t
0
[u(Xs) − fˆn(Xs)] ds, thus in view of Lemma 4.1,
we have Pm-a.e. on {T < ζ}:
Nˆut ◦ rT = limn→∞
∫ t
0
[u(Xs)− fˆn(Xs)] ds ◦ rT
= lim
n→∞
∫ T
0
[u(Xs)− fˆn(Xs)] ds− lim
n→∞
∫ T−t
0
[u(Xs)− fˆn(Xs)] ds
= NˆuT − Nˆ
u
T−t.
The second equality can be shown with easy computations using the first one. 
Remark 4.5. The first equality in Lema 4.4 is in fact true for Nu and therefore for the
elements in Nf-loc , in particular for any PCAF.
Similarly to [6], the proof of Theorem 1.1 is based in an extension of the Lyons and
Zheng decomposition [27], that is, in a representation of Nu using forward and backward
MAF. We recall that for u in F , u∗ was defined as the unique element of F satisfying (3.3).
Lemma 4.6. Let u be in F and T in R+. Set v := u
∗. Then we have Pm-a.e. on {T < ζ}:
Nut = −
1
2
(Mvt + Mˆ
v
t ◦ rt) +
1
2
(v(Xt)− v(Xt−))
(4.2)
+
∫ t
0
[u(Xs)− v(Xs)] ds, t≤ T.
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Proof. In view of Lemma 4.4, the right-hand side of (4.2) coincides Pm-a.e. on {T < ζ}
with A, where for all t ≤ T , At :=
1
2 (N
v
t + Nˆ
v
t ) +
∫ t
0 [u(Xs)− v(Xs)] ds. It follows from
(4.1) that 〈Θ(A), h〉 = −E˜(v, h) + (u,h) − (v, h) = −E(u,h), for all h ∈ F . Now, 4.2 is
consequence of Lemma 2.3. 
Lemma 4.7. Let (N ℓ)ℓ∈N be a sequence of elements of ∈ Nc,f-loc and let (Πn) be a
sequence of partitions tending to the identity. Then there exists a subsequence (Πnj ) of
(Πn) such that Px-a.s. for m-a.e. x in E we have: For all ℓ ∈N,
pnj−1∑
k=0
[N ℓ(t ∧ tnj ,k+1)−N(t∧ tnj ,k)]
2
converges to zero as n→∞, uniformly in any compact of [0,∞).
Proof. Let g be a function belongs to L1(E,m) such that 0< g(x)≤ 1 for all x ∈E. For
any t ∈R+ set an(t) := sup{tn,k: tn,k < t}. For all n, ℓ,K ∈N, η > 0:
Pg·m
(
sup
t≤K
pn−1∑
k=0
[N ℓ(t∧ tn,k+1)−N
ℓ(t∧ tn,k)]
2
> η
)
≤
2
η
Em
(
pn−1∑
k=0
[N ℓ(K ∧ tn,k+1)−N
ℓ(K ∧ tn,k)]
2
)
(4.3)
+Pg·m
(
sup
t≤K
[N ℓ(t)−N ℓ(an(t))]
2
>
η
2
)
.
Since N ℓ ∈ Nc, the last term in the above equation converges to zero as n→∞. (See
(5.2.14) in [18].) For all n, ℓ,K ∈ N and η > 0 let α(n, ℓ,K, η) be the left-hand side of
(4.3). Then for all η > 0:
β(n, η) :=
∑
ℓ,K∈N
1
ℓ2K2
α(n, ℓ,K, η)→ 0 as n→∞.
For any j ∈ N take nj such that β(nj , j−1) ≤ j−2. Then for any j, ℓ,K ∈ N, α(nj , ℓ,K,
j−1)≤ ℓ2K2j−2 therefore, it follows from Borel–Cantelli that for all ℓ,K ,
∑pnj−1
k=0 [N
ℓ(t∧
tnj ,k+1)−N
ℓ(t ∧ tnj ,k)]
2 converges to zero as n→∞ uniformly on [0,K] Pg·m-a.s. 
Proof of Theorem 1.1. As usually, the uniqueness in the theorem is the following sense:
two local AF A, B are equivalent if Px(At =Bt, t < ζ) = 1 for q.e. x ∈E. Evidently if I
1
and I2 are two local AF satisfying the conclusion of the theorem then, Px(I
1
t = I
2
t , t <
ζ) = 1 for m-a.e. x ∈E. We can show that this hold for q.e. x ∈E using an argument of
the proof of Proposition 4.6 in [6].
Now we shall proof that the stochastic integral
∫ t
0 f(Xs) dCs of the precedent section
satisfies the conclusion of theorem. Let {un}, {fn} and {Gn} be a sequence of F , Fb
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and Ξ, respectively, such that Ct = C
n
t :=N
un
t −
∫ t
0
un(Xs) ds on J0, τGnJ Pm-a.e. and
f = fn q.e. on Gn (Theorem 2.6). For each n set vn := u
∗
n. In order to simplify the
notation let Mn be Mvn and in the same way define Nˆn and Mˆn. For all t ≤ T set
an(t) = sup{tn,k: tn,k < t} and set:
Xnt :=
pn−1∑
k=0
X(tn,k)1{tn,k<t≤tn,k+1}, Y
n
t :=
pn−1∑
k=0
X(tn,k+1)1{tn,k≤t<tn,k+1} and
ZnT (t) := Y
n
T−t ◦ rT =
pn−1∑
k=0
X(T − tn,k+1)1{T−tn,k+1<t≤T−tn,k}.
In view of (4.2) and Lemma 4.4, we have for any ℓ ∈N:
pn−1∑
k=0
fℓ(X(tn,k))[C
ℓ(tn,k+1 ∧ t)−C
ℓ(tn,k ∧ t)]
=−
1
2
∫ t
0
fℓ(X
n
s ) dM
ℓ
s −
1
2
∫ T
t
fℓ(Z
n
T (s)) dMˆ
ℓ
s ◦ rT −
∫ t
0
fℓ(X
n
s )vℓ(Xs) ds
−
1
2
pn−1∑
k=0
[fℓ(X(tn,k+1))− fℓ(X(tn,k))][vℓ(X(tn,k+1 ∧ t))− vℓ(X(tn,k ∧ t))] (4.4)
+
1
2
fℓ(X(an(t)))(vℓ(Xt)− vℓ(Xt−))
−
1
2
pn−1∑
k=0
[fℓ(X(tn,k+1))− fℓ(X(tn,k))][Nˆ
ℓ(X(tn,k+1 ∧ t))− Nˆ
ℓ(X(tn,k ∧ t))].
In view of Lemmas 4.1 and 4.7, the right-hand side of (4.4) converges in Pg·m-measure
on {T < ζ} to:
IℓT (t) := −
1
2
∫ t
0
fℓ(Xs) dM
ℓ
s −
1
2
∫ T
t
fℓ(Xs) dMˆ
ℓ
s ◦ rT −
∫ t
0
fℓ(Xs)vℓ(Xs) ds
(4.5)
−
1
2
[Mfℓ ,M ℓ] +
1
2
fℓ(t−)(vℓ(Xt)− vℓ(t−)).
Besides, if uℓ = R1h for some h in L
2(E,m), the left-hand side of (4.4) converges in
Pg·m-measure to
∫ t
0 fℓ(Xs) dC
ℓ
s . Therefore, for the general case, by approximating uℓ for
a suite (R1hn) with respect to E˜1, it follows thanks to Lemma 3.4 and Lemma 3.13 that
IℓT (t) coincides with
∫ t
0
fℓ(Xs) dC
ℓ
s Pg·m-a.e. on {T < ζ}.
In order to prove the theorem with need to show that there exists a subsequence of
(Πn) such that Pg·m-a.e. we have: For any ℓ ∈ N, the first five terms in the right-hand
side of (4.4) converge to the corresponding terms of the right-hand side of (4.5) uniformly
on any compact of [0, ζ) and the last term in the right-hand side of (4.4) converges to
zero uniformly on any compact of [0, ζ).
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We must show only the existence of such subsequence of (Πn) for the second term in
the right-hand side of (4.4). The existence of such subsequence for the other terms can
be shown using standard results in the semimartingale theory and the arguments used
to show Lemma 4.7. (See, e.g., Chapter II in [31].)
For any n, ℓ ∈N and η,T > 0 set:
α(n, ℓ, T, η) := Pm
(
sup
t≤T
∣∣∣∣
∫ T
t
(fℓ(Z
n
T (s))− fℓ(Xs)) dMˆ
ℓ
s ◦ rT
∣∣∣∣> η;T < ζ
)
= Pˆm
(
sup
t≤T
∣∣∣∣
∫ T
t
(fℓ(Z
n
T (s))− fℓ(Xs)) dMˆ
ℓ
s
∣∣∣∣> η;T < ζ
)
.
Using the Doob inequalities, we have:
α(n, ℓ, T, η)≤ Pˆm
(∣∣∣∣
∫ T
0
(fℓ(Z
n
T (s))− fℓ(Xs)) dMˆ
ℓ
s
∣∣∣∣> η2 ;T < ζ
)
+ Pˆm
(
sup
t≤T
∣∣∣∣
∫ t
0
(fℓ(Z
n
T (s))− fℓ(Xs)) dMˆ
ℓ
s
∣∣∣∣> η2 ;T < ζ
)
≤
4
η
Eˆm
(∫ T
0
(fℓ(Z
n
T (s))− fℓ(Xs))
2
d〈Mˆ ℓ〉s;T < ζ
)
≤
4
η
Em
(∫ T
0
(fℓ(Z
n
T (s))− fℓ(Xs))
2
d〈Mˆ ℓ〉s ◦ rT ;T < ζ
)
.
In view of Remark 4.5, Pm-a.e. on {T < ζ}:
∫ T
0
(fℓ(Z
n
T (s))− fℓ(Xs))
2
d〈Mˆ ℓ〉s ◦ rT = −
∫ T
0
(fℓ(Y
n
T−s)− fℓ(XT−s))
2
d〈Mˆ ℓ〉T−s
=
∫ T
0
(fℓ(Y
n
s )− fℓ(Xs))
2
d〈Mˆ ℓ〉s
≤ eT
∫ ∞
0
e−s(fℓ(Y
n
s )− fℓ(Xs))
2
d〈Mˆ ℓ〉s.
Let µ be the Revuz measure of 〈Mˆ ℓ〉, it follows from Lemma 4.3 that µ(E) = 2eˆ(Mˆ ℓ)<∞
where eˆ denote the energy with respect to (Pˆx, x ∈E). Therefore, we have:
Em
[∫ ∞
0
e−s d〈Mˆ ℓ〉s
]
= lim
x→∞
Em
[
e−x〈Mˆ ℓ〉x +
∫ x
0
e−s〈Mˆ ℓ〉s ds
]
≤ lim
x→∞
e−xxµ(E) + lim
x→∞
∫ x
0
e−ssdsµ(E)
= µ(E)<∞.
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Since fℓ is quasi-continuous in the strict sense, fℓ(Y
n
t ) converges to fℓ(Xt) uniformly on
R+, Pm-a.e. Therefore by dominated convergence, we have:
β(n, ℓ) :=Em
[∫ ∞
0
e−s(fℓ(Y
n
s )− fℓ(Xs))
2
d〈Mˆ ℓ〉s
]
→ 0 as n→∞.
For any j ∈N let nj such that:
∞∑
ℓ=1
1
ℓ2
β(nj , j
−1)≤
1
j3
∀n ∈N.
Since for all η,T > 0: α(n, l, T, η)≤ 4η e
Tβ(n, ℓ), we have that α(nj , ℓ, T, j
−1)≤ 4j2 e
T ∀T >
0. It follows from Borel–Cantelli lemma that for any T, ℓ: Pm(Ω \ΩT,ℓ) = 0 where:
ΩT,ℓ := {ζ ≤ T }
∪
{∫ t
0
(fℓ(Z
nj
T (s))− fℓ(Xs)) dMˆ
ℓ
s → 0 uniformly on any compact of [0, T ];T < ζ
}
,
then Pm(Ω \ Ω∗) = 0 where Ω∗ =
⋂
T∈Q+,ℓ∈N
ΩT,ℓ. It is easy to show that for ω ∈ Ω∗,∫ t
0
(fℓ(Z
nj
T (s))− fℓ(Xs)) dMˆ
ℓ
s converges to zero uniformly on any compact of [0, ζ(ω)). 
Example 4.8. In this example, we show that the stochastic integral constructed by Chen
et al. [6] for symmetric Dirichlet forms can be defined in the sense of Definition 3.15.
Moreover, both definitions coincide Pm-a.e. J0, ζJ. We use the notations and definitions
of [6], thus Λ is a linear operator that maps some class of local MAF’s into even local
CAF’s admitting m-null set. Let M be a locally square-integrable MAF on J0, ζJ that
belongs to the domain of Λ. We see from the proof of [6], Theorem 3.7 and Lemma 3.2,
that there exists a nest {Fk} of closed sets such that Pm-a.e. on J0, τFkJ:
Λ(M) = Λ(Mk) +Akt +L
k
t , (4.6)
where Mk ∈M◦ , A is a CAF of bounded variation and Lk ∈ (Mloc)J0,ζJ. With a refine-
ment argument used in the proof of [6], Lemma 4.6, one checks that Λ(M) is a local CAF
of X . Denote by E the set of CAF of X of finite energy. In view of [6], Proposition 2.8, the
right-hand side of (4.6) belongs to Ef-loc , hence Λ(M) belongs to (Ef-loc)f-loc = Ef-loc .
By [6], Theorem 3.7, Λ(M) is of zero quadratic variation in the sense of Definition 2.5.
Then Λ(M) belongs to Nf-loc and therefore the integral f ∗Λ(M) is well defined for any
f ∈Floc .
The stochastic integral defined in [6] can be approximate in some sense by Riemann
sums. (See [6], Theorem 4.4.) Consequently, thanks to Theorem 1.1 the integrals f ∗Λ(M)
given by [6] and Definition 3.15 both coincide Pm-a.e. on J0, ζJ for any f ∈ Fb and
therefore for any f ∈ Floc.
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5. Proof of Propositions 1.2 and 1.3
Proof of Proposition 1.2. From the proof of Lemma 1.1 in [37], there exist sequences
(un), (gn) in F and nest of nearly Borel finely open sets (Gn) and (Gn) such that for any
n: u(x) = un(x) q.e. on Gn, Gn ⊂ Gn, gn(x) = 1 q.e. on Gn, gn(x) = 0 q.e. on E \ Gn and
‖gn‖∞ ≤ 1. Moreover, there exists a sequence of positive numbers (εn) converging to 0
that the following limit define and element inM◦ f-loc , where the convergence is uniformly
on any compact of [0, ζ) Px-a.e. for q.e. x ∈E.
M bjt := limn→∞
∑
s≤t
[u(Xs)− u(Xs−)]1{εn<|∆u(Xs)|<1}
−
∫ t
0
∫
E
1{εn<|u(y)−u(Xs)|<1}[u(y)− u(Xs)]N(Xs,dy) dHs, t < ζ.
Besides, it is known that M ct :=M
un,c
t if t < τGn define a local CAF in M
◦
f-loc . Then set
Wu =M bj −M c. We shall proof that Cu ∈Nc,f-loc , where:
Cut := u(Xt)− u(X0)−
∑
s≤t
[u(Xs)− u(Xs−)]1{|∆u(Xs)|≥1} −W
u, t < ζ.
For any ℓ ∈N, by taking a subsequence of (εn), if necessary, we have that Px-a.e. for q.e.
x ∈E. For all t < τGℓ ,
Cut −N
uℓ
t −
∫ t
0
uℓ(Xs)N(Xs, ∂) dHs
+
∫ t
0
∫
E
1{|uℓ(Xs)−uℓ(y)|≥1}[uℓ(y)− uℓ(Xs)]N(Xs,dy) dHs
= lim
n→∞
(∫ t
0
∫
E
1{εn<|u(y)−u(Xs)|<1}[u(y)− u(Xs)]N(Xs,dy) dHs
−
∫ t
0
∫
E
1{εn<|uℓ(y)−uℓ(Xs)|<1}[uℓ(y)− uℓ(Xs)]N(Xs,dy) dHs
)
= lim
n→∞
(∫ t
0
∫
E
gℓ(Xs)1{εn<|u(y)−u(Xs)|<1}[u(y)− u(Xs)]N(Xs,dy) dHs
−
∫ t
0
∫
E
gℓ(Xs)1{εn<|uℓ(y)−uℓ(Xs)|<1}[uℓ(y)− uℓ(Xs)]N(Xs,dy) dHs
)
=−
∫ t
0
∫
E
1{|u(y)−u(Xs)|<1}[gℓ(y)− gℓ(Xs)][u(y)− u(Xs)]N(Xs,dy) dHs
+
∫ t
0
∫
E
1{|uℓ(y)−uℓ(Xs)|<1}[gℓ(y)− gℓ(Xs)][uℓ(y)− uℓ(Xs)]N(Xs,dy) dHs
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and the last term belongs to Nf-loc , in fact, for t < τGℓ :∫ t
0
∫
E
1{|u(y)−u(Xs)|<1}|gℓ(y)− gℓ(Xs)||u(y)− u(Xs)|N(Xs,dy) dHs
=
∫ t
0
∫
E
1{|u(y)−u(Xs)|<1}gℓ(Xs)|gℓ(y)− gℓ(Xs)||u(y)− u(Xs)|N(Xs,dy) dHs
≤
∫ t
0
∫
E
[gℓ(Xs)− gℓ(y)]
2
N(Xs,dy) dHs
+
∫ t
0
∫
E
gℓ(y)|gℓ(y)− gℓ(Xs)||uℓ(y)− uℓ(Xs)|N(Xs,dy) dHs
<∞.
Therefore, Cu ∈ (Nf-loc)f-loc =Nf-loc . 
Proof of Proposition 1.3. Thanks to Theorem 1.1, the Itoˆ formula can be proved up
to ζ with the same argument used to prove the generalized Itoˆ formula of [6]. (Theorem
4.7. of [6].) When u ∈ F , all terms in the decomposition of Theorem 1.2 are finite AF.
Moreover, Cut =N
u
t −
∫ t
0
∫
E 1{|u(Xs)−u(y)|≥1}[u(y)−u(Xs)]N(Xs,dy) dHs, then it follows
from Remark 3.16(iii) that the stochastic integrals
∫ t
0
∂Φ
∂xi
(u(Xs)) dC
u
s are finite AF. Be-
sides Wu belongs to M◦ and therefore the integrals
∫ t
0
∂Φ
∂xi
(u(Xs)) dW
u
s are also finite
AF. Therefore, when u ∈ F all terms present in the Itoˆ formula are finite AF, then the
Itoˆ formula can be extended from [0, ζ) to [0,∞). 
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