In this paper, we discuss several applications of automatic differentiation to multibody dynamics. The scope of this paper covers the rigid, flexible, and constrained dynamical systems. Particular emphasis is placed on the development of methods for automating the generation of equations of motion and the simulation of response using automatic differentiation. We also present a new approach for generating exact dynamical representations of flexible multibody systems in a numerical sense using automatic differentiation. Numerical results will be presented to detail the efficiency of the proposed methods.
INTRODUCTION
Multibody dynamics is a topic of significant interest in state of the art modeling and simulation of dynamical systems. It is quite apparent in everyday life that the machines and devices we routinely utilize are quite complex, thus with an always increasing desire to improve performance engineers need new techniques to make advances. The work in the area of multibody dynamics is fairly extensive. Much of this is due to the work of the giants in the field of dynamics, who in the past few centuries devoted significant effort to developing analytical methods to model and simulate simple dynamical systems. Much work has been done in recent years in taking advantage of computational resources to model and simulate complex dynamical systems which are not solvable by the classical analytical methods. This is the basic scope of the field of multibody dynamics, that is, the utilization of state of the art computational resources in implementing new solution strategies for systems of increasing complexity.
The work presented here is a continuation of the author's work in a new direction for multibody dynamics using automatic differentiation [1] . The automatic generation of equations of motion for rigid body systems [2] and flexible linked mechanical systems [3] using automatic differentiation has been presented previously. Additionally, work has been undertaken in developing advanced algorithms for optimization [4] and estimation [5] of dynamical systems.
The focus of this paper is a new direction in modeling and simulation of dynamical systems. We discuss some methods which utilize automatic differentiation to generate models for dynamical systems. The scope of this paper ranges from rigid body dynamical systems to flexible body dynamical systems including systems with constrained dynamics. A key focus is on the available techniques for generating equations of motion using automatic differentiation, and the simulation of response.
Several numerical examples will be presented to evaluate the multibody dynamics implementation approach we have chosen. Special attention will be paid to computational issues, in particular those which compare the results from different automatic differentiation programs.
The approaches presented in this paper use the program OCEA (Object Oriented Coordinate Embedding Method). OCEA [6] [7] [8] bypasses the overhead of pre-existing AD approaches and offers tremendous potential since the operatoroverloading approach makes it possible to implement the AD approach simply as an extension of any of the existing popular programming languages such as FORTRAN. Additionally, OCEA offers 1 st through 4 th order partial differentiation capabilities.
In its current development, OCEA is implemented as a FORTRAN90 (F90) extension. The OCEA package is an object-oriented automatic differentiation equation manipulation package. OCEA defines embedded variables that represent abstract data types, where hidden dimensions (background arrays) are used for storing and manipulating partial derivative calculations. The chain rule for differentiation has itself been coded using operatoroverloading and operates in the background of the user's software. Given a FORTRAN90 code for evaluating virtually any set of differentiable functions, OCEA replaces each scalar variable in the program with a differential n-tuple consisting of the following variables (for a second-order OCEA implementation):
where ∇ and
2
∇ denote first-and symmetric second-order gradient tensors with respect to a user-defined set of independent variables. The introduction of this abstract differential n-tuple together with appropriate rules allows the computer to continue to manipulate each scalar variable as a conventional scalar variable, while the first-and higher-order partial derivatives are attached to the scalar variable in a hidden way. The chain rule operates recursively on the ntuples in the background. The automatic computation of the partial derivatives is achieved by operator-overloading methodologies that redefine the intrinsic mathematical operators ( +, -, *, /, = ) and all functions using the rules of calculus. For example, overloaded addition and multiplication of the functions ( ) a a x = and ( ) b b x = are redefined as follows. 
The analyst only codes the expressions on the left hand side; the first-and second-order partials on the right hand side are computed automatically with no user coding. Thus the "+" and "*" operators are overloaded so that coding the left side expressions of equations (2) and (3) causes all the right side computations to be carried out. The underlying vector x is defined (see subsequent discussion) in a way that OCEA knows x is the vector of independent variables and a ∇ denotes, for example
, and, of course, the partials of f with respect to g . For more information on OCEA, see References 8 and 1.
Additional operations for the standard mathematical library functions, such as trigonometric and exponential functions, are redefined to account for the known rules of differentiation. In essence, this approach pre-codes, once and for all, all of the partial derivatives for the elementary functions required for any problem, and the chain rule is implemented automatically in background operations that the user neither derives nor codes to invoke the simultaneous derivation and evaluation of all needed derivatives. Hidden operator-overloading tools completely free the analyst from the time consuming and error prone tasks of deriving, coding, and validating analytical partial derivative models. Thus, an arbitrary FORTRAN code, by simply adding data type declarations and compiling linked to OCEA, is "promoted" to a generalized code that automatically computes the corresponding arrays of partial derivatives.
It is worth noting that additional high-level operators are also enabled in the OCEA environment including special operators such as the matrix transpose (.T.) and dot product (.DOT.). These operators are extremely useful when defining embedded functions which are composed of vector/matrix terms since these functions can be coded in a direct vector/matrix fashion.
These types of expressions are prevalent in the study of dynamical systems, with the additional feature that differentiation of such vector/matrix functions is also enabled.
MULTIBODY DYNAMICAL FORMULATIONS BASED ON AUTOMATIC DIFFERENTIATION
For over a century, a primary focus of dynamics has been the development of methods for generating equations of motion. The classical formulations include Newton/Euler methods, D'Alembert's equations, the Lagrangian energy approach, and Hamiltonian approaches [9] [10] . Over the past three decades, the Gibbs-Appell equations, the Boltzmann/Hammel equations, and Kane's equations have been frequently used. Many of these methods have been chosen as the approach for implementation in a multibody dynamics code using a variety of computational techniques [11] .
In this paper, we focus on a new approach --the use of automatic differentiation as the computational tool used in generating equations of motion. In summary, we will present two avenues for which automatic differentiation is utilized. Firstly, we look at an implementation of Lagrange's Energy method (Lagrange's Equations) in which equations of motion can be formed directly by differentiating the Lagrangian energy function. Secondly, we look at using automatic differentiation to perform kinematic calculations in route to forming equations of motion. This a less direct path that Lagrange's Energy method; however, we note that such kinematic analysis is at the heart of many analyses of dynamical systems, thus by being able to compute velocities and accelerations we can theoretically form equations of motion by most all of the available methods (e.g. D'Alembert, Kane, Newton/Euler).
A General Formulation of Lagrange's Equations for Constrained Dynamical Systems
In the Lagrangian formulation, partial derivatives of energy functions are utilized to produce the equations of motion. An obvious advantage of the Lagrangian formulation over, for example, Newton/Euler methods is that only velocity level kinematic expressions need to be developed in order to specify the energy functions, specifically kinetic energy. In this section, the framework for solving a class of problems in which formulation of kinetic and potential energy functions are readily formed is presented. The main result here is that automatic differentiation tools are perfectly suited for directly implementing the Lagrangian formulation in solving this important class of engineering problems.
Equation 5 presents the most general form of Lagrange's equations, including generalized forces and constraint forces. The implied derivatives with respect to the generalized coordinates and generalized velocities in these equations can be readily computed by automatic differentiation by simply specifying the Lagrangian function.
Organizing these equations in a manner in which they can be integrated; however, requires explicitly solving for the acceleration terms, which are buried in the first term of Eq. (5) . In order to proceed down this path, we can rewrite Eq. (5) in the following form since the potential energy has no dependence on the generalized velocities.
For the time being, we focus our attention on the first term in Eq. (6) , and the most common case of a natural system, 
where
As is shown in Eq. (7), we can compute both the mass matrix and its time derivative by second order differentiation of the kinetic expression. It is well known that the mass matrix can be formulated in this fashion. However, it is not an obvious result that the time derivative of the mass matrix can be computed in this fashion as well since the time derivative of the mass matrix can also be computed by third order differentiation, that is, by once differentiating the mass matrix with respect to time. A proof of this fact is given in Reference 1. By utilizing automatic differentiation, the constraint matrix can also be formed automatically. Let's consider a holonomic constraint of the following form. With Eqs. (8), (9), and (11), we arrive at the following form for Lagrange's equations,
which are solved for the accelerations as follows
As has been shown above, generating the equations given in Eq. (13) can be accomplished by simply specifying the Lagrangian function, the constraint relation, and the generalized forces.
OCEA accomplishes all required derivative operations leading to the right hand side of Eq. (13).
The background second partials of T , for example, can be assessed to obtain M from Eq. (8).
Thus, a general procedure has been laid out starting by defining kinetic and potential energy functions and performing the indicated differentiations. For a multibody dynamical system, we can consider forming the kinetic and potential energy functions, generally, for each body in the system. The system level Lagrangian function is then formed by appropriately summing the energy functions for each body.
Kinematic Analysis: Specialized Formulation for Rigid Bodies
The need to explicitly form the Lagrangian function in the above formulations can be alleviated by looking at a modified form [12] of Eq. (5).
The Coriolis forces (mass matrix time derivatives) are accounted for in the function ( , )
...
where the elements of the Christoffel operator
It is apparent from Eq. (14) that accelerations can be computed by identifying the mass matrix, computing ( , ) G& from spatial derivatives of the mass matrix elements, and differentiation of the potential energy function. These accelerations are can be obviously written as
Now we consider an approach for generating the mass matrix and its derivatives using Eq. (16) for planar rigid body chain systems.
The Modified Lagrangian Formulation presented above is well suited for automating the process of generating equations of motion for rigid body systems without explicitly forming the Lagrangian function. It is shown here that the mass matrix need not be computed by twice differentiating the kinetic energy function. The advantage gained in the developments of this section in focusing on the kinematic analysis first is that only first-order derivatives of the position vectors locating the mass centers of the bodies are required for computing the mass matrix. In addition, only second-order derivatives of these position vectors are needed to generate the mass matrix partial derivatives of Eq. (16).
Let's consider a system of rigid bodies translating and rotating in planar (2D) motion. The kinetic energy for this system of bodies can be written as and n is the total number of bodies.
We can rewrite Eq. (18) in terms of the generalized coordinates and generalized velocities by introducing the following transformations.
( ) ( ) ( )
The mass matrix is immediately identified as given in Eq.
.
The procedure for computing the mass matrix now depends on the masses and inertias (lengths) of the bodies, and the two transformation matrices for each body. Upon closer inspection of Eqs. (19) and (20), we can write the following
It is immediately obvious from comparing Eq. (23) 
and
Therefore the mass matrix can be computed by taking first partials of the position vectors locating the mass center of the bodies, thus simplifying the formation of the transformation matrices.
Up to this point, we have not discussed the choice for generalized coordinates which is an important matter for an automated process. Implicit in the above developments is the assumption that the chosen generalized coordinates are the angular rotations of the bodies. Fundamental choices for the generalized coordinates include (1) the mass center locations (x, y) and angular rotations (θ ) and (2) the angular rotations only. For a planar open chain system (with 1 n > ), for choice (1) we have a system that is over-parameterized while with choice (2) we obtain a minimal coordinate unconstrained system is automatically produced. Within choice (2) there are also two choices of either absolute angles (all angles measured with respect to same frame) or relative angles (successive bodies angular rotation measured with respect to the orientation of the preceding body). For this formulation, we choose the minimal set of angular coordinates described by absolute measurement with respect to an inertial frame.
The next step involves computing ( , )
G& for Eq. (17).
Because this involves computing first order partials of the elements of the mass matrix, we can differentiate Eq. (22) with respect to the generalized coordinates, keeping in mind that the transformation matrices are functions of the generalized coordinates.
These partials are substituted into Eq. A key point in these developments is that they can be generalized for n-body open-chain and closed-chain topologies. In forming the accelerations in Eq. (17), a generalized code allows the analyst to merely specify the number of bodies in the topology, their physical properties (mass and length), and the initial conditions. The method relies upon recursively forming the center of mass position vectors for each body in order to compute the transformation matrices and their spatial derivatives.
Furthermore, we can consider doing kinematical computations using automatic differentiation which facilitate the use of other methods for generating equations of motion. Consider the further differentiation of Eqs. (23) and (24) in order to compute acceleration level kinematics.
Here, i a is the acceleration of the mass center and α i is the angular acceleration of the i th body. These type of calculations could enable generation of equations of motion by, for example, Newton/Euler methods.
Simulation of Response: Solving the Equations of Motion
In the above sections, we describe methods for computing the terms required to form the accelerations explicitly, which can then be integrated numerically in order to simulate the motion. Alternatively, we note here that the path of generating equations of motion by automating the kinematical calculations can result in an acceleration vector which is embedded in the equations of motion. It is proposed that equations of motion generated in this manner be solved using Newton/Raphson optimization. This procedure calls for finding the acceleration at each time step which ensures that the automatically generated equations of motion are numerically satisfied to some tolerance. Derivatives with respect to the unknown accelerations will be required. This approach is attractive also since the acceleration form of the equations of motion do not need to be formed explicitly and the mass matrix need not be formed and inverted. However, additional orders of differentiation may be required, which may become computationally unattractive.
FORMULATION FOR FLEXIBLE BODY SYSTEMS
When the rigid body assumption is used to model a dynamical system, there is no need to consider spatial integrals over the body for computing kinetic and potential energy expressions (i.e. the Lagrangian). However, when flexibility is considered we encounter a Lagrangian expression which is computed as an integral over the volume of the body, and, of course, we require additional coordinates to define deformations. For the case of slender beams, we can simplify this to an integral over the length of the body. Furthermore, what is often done to simplify the formulation of equations of motion for flexible dynamical systems is the introduction of approximations for the flexible motion coordinates that aid in producing a Lagrangian with no explicit dependence on the spatial coordinates. Examples of approximation techniques include the well known Finite Element Method and Method of Assumed Modes. In essence, these techniques make it possible to produce a Lagrangian for the flexible dynamical system of the same form as that of a rigid body dynamical system. Thus, once the spatial discretization approximations are utilized, we can proceed to generate equations of motion for a flexible dynamical system just as we do for a rigid body dynamical system by directly implementing Lagrange's Equations of the form of Eq. (5) .
In this section, we demonstrate the use of OCEA in generating equations of motion for systems comprised of flexible elements. Toward this end, we develop recursive expressions for kinetic and potential energy functions for a series of linked flexible beams. Since we are not considering rapid angular motions of the beams, we model the beams using Euler-Bernoulli assumptions.
We now consider generating equations of motion for a chain of linked flexible bodies. The aim of this section is to generalize the formulation for multiple flexible bodies. It is assumed that the first link is pinned without translation, and successive links are joined with pins as shown in Figure 1 . Make note in Figure 1 The main development of this section is a recursion for the kinetic energy of the (p+1) th link of the form: These developments were previously reported in references 1 and 3, thus we only summarize here. The spatial dependence of the kinetic and potential energy expressions is approximated by using the assumed modes method. Here, we choose admissible functions which enforce a zero tip deformation constraint by choosing admissible functions with zero deflection at the endpoints (i.e. 1 
1, 1 sin( )
) [13] . In this way, the beams satisfy pinned-pinned boundary conditions, that is, the deflection and velocity of the beam tips are zero. Thus, the kinematic expressions are greatly simplified with this choice. We can write the velocity expression of the (p+1) th link as: In the above developments, it was assumed that the first link is pinned; however, the following terms can be added to the appropriate kinetic energy expression in order to generalize the kinetic energy expressions to include translation, in addition to flexibility. For the first link of the assumed modes model for a flexible link system we add ( ) 
AUTOMATIC GENERATION OF EXACT DYNAMICAL MODELS
In this section, we discuss generating exact dynamical models (PDEs and ODEs) and the corresponding boundary conditions using automatic differentiation. Such a capability would be useful for validation purposes, that is, evaluating the accuracy of an approximate numerical solution. The primary challenge involved in a validation effort for flexible dynamical systems is the generation of the exact dynamical representation.
Here we consider as the path the hybrid coordinate generalizations of Hamilton's Principle [12, 14] which enable the exact PDEs and ODEs to be generated by differentiation as opposed to the traditional path of integration by parts. Thus automatic differentiation is a useful option for generating these equations. In general, we can write the system Lagrangian to be composed of discrete terms ( D L ), spatial terms (ˆi L ), and boundary terms ( B L ). Considering a general system composed of multiple elastic domains, we write the Lagrangian as follows
The ordinary differential equations of motion are derived from
whereas the partial differential equations of motion are derived from
and the boundary conditions are generated from
where B L is defined as 0 1î
Whereas we would derive the governing equations of motion and boundary conditions starting with Hamilton's Principle via integration by parts; here we see that these equations can be derived by differentiation.
We now discuss in detail how to automatically generate these equations using automatic differentiation. First we consider automatically generating the governing ODE. Considering the first term in Eq. (43) we write 0 1î
We can rewrite the first term on the RHS of Eq.
where X is a vector containing all of the coordinates in which the system Lagrangian consists , (t), (t), (x,t), (x,t), (x,t),
xw w w X = w w w w w
We can rewrite the second term on the RHS of Eq. (47) as
We can rewrite the third term on the RHS of Eq.
We write the second term in Eq. (43) as 0 1î
In summary, we can compute the ODEs based on Eq. (43) by
For obvious reasons, we must specify the individual terms that form the system Lagrangian separately in order to accomplish the spatial integrals.
We now turn our attention to generating the PDEs. Considering the first term in Eq. (44) we write 
The first two terms are straightforwardly computed as
The second and third terms are computed as
Thus the complete dynamical representation including ODEs, PDEs, and boundary conditions can be generated, for a class of dynamical systems, in the fashion described in this section using automatic differentiation.
The errors in satisfying these exact governing equations of motion and boundary conditions can be evaluated numerically to produce the analytical source terms as described in the previous section. We now present some numerical examples to demonstrate the accuracy of this method in generating the exact dynamical representation.
NUMERICAL RESULTS

Constrained Four-link Flexible Mechanism
Here we consider a closed loop four-link flexible system containing flexible elements. The system forms a four link truss and includes general translational motion degrees of freedom. In forming the system Lagrangian, we must include a number of terms arising from translation in the kinetic energy expression, which are given by Eqs. (40) and (41).
We now focus on the simulation of this system as shown in Figure 2 The so-called Range Space method is used to solve for the multipliers. We assume that the links are initially undeformed with the following nonzero initial conditions: The substructure rigid body and flexible components of energy are given in Figures 3 and 4 , respectively. It should be apparent from Figures 3 and 4 that from comparing the magnitudes of the rigid body and flexible components of energy that this system is appropriately modeled as a flexible system.
We now address the issue of the accuracy of the position and velocity level constraints for this system. In Figure 5 we show the error in the position level constraint. In Figure 6 we show the error in the velocity level constraint. As the figures show, these errors are quite small. Errors of size 10 -5 and 10
were reported in Reference 15 for the position and velocity constraints. With the OCEA approach we find significant improvement: 9 orders of magnitude improvement in the position level constraint satisfaction and 12 orders of magnitude improvement in the satisfaction of the velocity level constraint. In Reference 15 the automatic differentiation program ADIFOR 2.0 was used to produce FORTRAN 77 subroutines for the computation of the first-order derivatives of the constraint equations. Since ADIFOR 2.0 only computes first-order partials, the automatic differentiation package AUTODERIVE was additionally used to produce the code for the second-order derivative terms. Here we make the point that the OCEA approach requires no code generation since all Furthermore, first-through fourth-order partials are readily computed, thus OCEA solves the problem by itself. We do note that the system studied in Reference 15 is a three link closed chain system with only one link modeled with flexibility, and is not the same as that studied here. However, we draw comparison of the ability of each approach to produce the expected result of zero error in satisfying the position and velocity level constraints.
Figure 6. Errors in velocity level constraint
Validation: Generating Exact Dynamical Model for a Two-link Flexible Pendulum In this section we investigate the accuracy of the method presented for automatically deriving the exact dynamical relationships for a distributed-parameter system. We present one numerical example to demonstrate the generation of the exact PDE and ODE for this system.
We consider as an example a two link pendulum comprised of flexible elements. The discrete part of the Lagrangian is given by We code the functions given in Eqs. (59-62) in an OCEA-FORTRAN subroutine in order to compute the exact ODE/PDEs for this system. We evaluate these OCEAgenerated equations using an approximate solution for the motion of the double pendulum by methods described earlier in this paper. We also hand code and subsequently evaluate the ODE/PDEs given by Eqs. (63-66). Figure 7 shows the numerical difference between the hand-derived ODEs and the OCEA-derived ODEs for the double flexible pendulum. We note that a Gaussian Quadrature formula was used to compute the spatial integrals in Eqs. (63) and (64). Figure 8 shows the numerical difference between the hand-derived PDEs and the OCEA-derived PDEs. In each plot, the upper portion shows the discrepancy for link one and the lower plot shows the discrepancy for link two.
As can be seen in Figures 7 and 8 , the numerical difference between the hand-derived ODE/PDEs and the OCEA-derived ODE/PDEs is on the order of machine error. This demonstrates that the method introduced to automatically generate the exact dynamical representation is very accurate and is suitable for use in computing analytical source terms for the purpose of validating solution accuracy. This approach has been generalized to generate exact dynamical representations for multibody systems [1] . 
CONCLUSIONS
In this paper, we presented analytical developments which enable generation and simulation of equations of motion for multibody systems using automatic differentiation. Numerical results indicate that the OCEA automatic differentiation approach is superior to other automatic differentiation approaches. Additionally, it is realized that validation of solution accuracy is a possibility with the development of a means to generate exact dynamical representations (PDEs, ODEs and boundary conditions) of flexible multibody systems.
