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Abstract
Let p(z) be a monic cubic complex polynomial with distinct roots and distinct critical points. We
say a critical point has the Voronoi property if it lies in the Voronoi cell of a root θ, V (θ), i.e. the
set of points that are closer to θ than to the other roots. We prove at least one critical point has the
Voronoi property and characterize the cases when both satisfy this property. It is known that for any
ξ ∈ V (θ), the sequence Bm(ξ) = ξ − p(ξ)dm−2/dm−1 converges to θ, where dm satisfies the recurrence
dm = p
′(ξ)dm−1− 0.5p(ξ)p′′(ξ)dm−2 + p2(ξ)dm−3, d0 = 1, d−1 = d−2 = 0. Thus by the Voronoi property,
there is a solution c of p′(z) = 0 where Bm(c) converges to a root of p(z). The speed of convergence is
dependent on the ratio of the distances between c and the closest and the second closest roots of p(z).
This results in a different algorithm for solving a cubic equation than the classical methods. We give
polynomiography for an example.
Keywords: Complex Polynomial, Iterative Methods, Gauss-Lucas, Recurrence, Voronoi Cell, Poly-
nomiography.
1 Introduction
Solving the cubic equation p(z) = z3 + a2z
2 + a1z + a0 = 0 with real or complex coefficients has played a
significant role in the history and development of many areas of mathematics, in particular the discovery of
the complex numbers, see e.g. Mazur [8]. There are numerous articles on solving a cubic equation, many
restricted to the case of real coefficients. The development of closed formulas for solutions in terms of radicals
of the coefficients is one of the triumphs in algebra, albeit the algebraic formulas are quite cumbersome.
Historically, solving a cubic equation received much attention from the greatest of past mathematicians,
for example Omar Khayya´m’s geometric method for solving some special cases, and of course Cardano’s
solution, see e.g. Stewart [12]. From the point of view of numerical approximation, even the high school
quadratic formula is not practical when the solutions require taking square-roots. Fortunately, approximation
of solutions to a quadratic equation, in real or complex coefficients, can be achieved very efficiently, e.g. via
Newton’s method. Cayley [4], is among the first to have examined Newton’s method for complex polynomials.
In particular, he analyzed Newton’s iterations for a quadratic polynomial, describing their behavior, starting
from an arbitrary point in the complex plane. He showed that the basin of attraction of each root is its
Voronoi cell.
Cayley attempted to characterize the behavior of Newton’s method for the roots of unity but was unable
to characterize convergence behavior even for cubic roots. In the case of z3−1 = 0, the behavior of Newton’s
method was not well-understood until the advent of computers. As we now know, the basins of attraction
have fractal boundary, known as Julia set. Indeed, even solving a cubic polynomial via Newton’s method
is not completely settled today. For instance, it is not known if one can characterize points belonging to
the Julia set of Newton’s function for z3 − 1. Using a real number model of computation, Blum et al. [3]
proved that given an arbitrary input, and a general cubic polynomial, to test if the corresponding orbit under
Newton’s iterations would converge to a root, is undecidable. It is also known there are cubic polynomials,
such as z3− 2z+ 2, where Newton’s iterates fail to converge to a root for inputs in a set of positive measure.
Given a cubic equation in a normalized form, McMullen [9] described a rational iteration function where
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the convergence of the fixed point iterates to a root is assured for any input, expect for the Julia set which
is a set of measure zero in this case. A much more complicated result in [9] implies that for polynomials
of degree four or higher there is no generally convergent rational iteration function. Thus the failure of
Newton’s method is not an exception.
In this article we prove a property of cubic polynomials in relation to its critical points, interesting in
its own right, but also giving rise to a new algorithm for solving a cubic equation. We prove, when both
the roots and critical points are distinct, there exists a critical point c that is closer to a root θ than to the
other roots. We also characterize the cases where both critical points have this Voronoi property. Using the
Voronoi property, we then describe a sequence, computable in terms of c, converging to θ. By the deflation
method, the other roots can be easily approximated.
2 A Voronoi Property of Cubic Polynomials
Given a set of points S = {θ1, . . . , θn} in the Euclidean plane, we identify them as complex numbers. The
Voronoi cell of a particular point θ in S, denoted by V (θ), is the set of all points in the plane that are closer
to θ than to any other point in S. Each Voronoi cell is an open polygonal set, possibly unbounded. Voronoi
cells of θi’s together with their boundaries partition the plane into disjoint sets, known as Voronoi diagram.
For a survey on Voronoi diagrams, see [2]. We say a critical point c of p(z) has the Voronoi property is
c ∈ V (θ), for some root θ of p(z). In this section we first prove the followng.
Theorem 1. (Voronoi Property) Let p(z) be a cubic complex polynomial having distinct roots and distinct
critical points. Then at least one critical point has the Voronoi property.
Proof. Assume no critical point has the Voronoi property. It is easy to argue that when the roots of two
cubic polynomials form similar triangles, the relative location of their critical points will remain unchanged.
Thus, without loss of generality we assume the roots of p(z) are 1, −1, and w = a + ib, i = √−1, where
a ≥ 0 and b ≥ 0. We assume that one of the critical points is equidistant to 1 and −1. We will assume b > 0
so that the roots of p(z) are not collinear. The proof for the collinear case follows as a limiting case of the
general case and will be omitted. With the roots as −1, 1, w we have
p(z) = (z2 − 1)(z − w) = z3 − wz2 − z + w. (1)
The critical points are the solutions to p′(z) = 3z2 − 2wz − 1 = 0:
c1 =
1
3
(w +
√
w2 + 3), c2 =
1
3
(w −
√
w2 + 3). (2)
Neither one can be zero. Note that the critical points are distinct if and only if w 6= i√3. From p′(cj) = 0,
we get
w =
3c2j − 1
2cj
, j = 1, 2. (3)
Since the critical points cannot be zero, the critical points that is equidistant to −1 and 1 is purely imaginary.
This fact and the above implies that w is also purely imaginary. So w = ib. From the above, we also get
3c1c2 = −1. Thus, if one critical point is purely imaginary, so is the other. We claim c1 ∈ V (w). Since c1
is imaginary, w2 + 3 = −b2 + 3 < 0. Thus b > √3. We have c1 = i(b +
√
b2 − 3)/3, c2 = i(b −
√
b2 − 3)/3.
Since b >
√
3, c1 and c2 lie between 0 and w, and c1 lies between c2 and w (See middle triangle in Figure
1). To prove c1 ∈ V (w), we need to show the distance between c1 and w is less than the distance between
c1 and −1. Equivalently, we need to show
1
9
(2b−
√
b2 − 3)2 < 1 + 1
9
(b−
√
b2 − 3)2. (4)
Simplifying the above, it is equivalent to showing 3+2b2 < b4. The roots of the quadratic q(x) = x2−2x−3
are 3,−1. Hence for x > 3, q(x) > 0. But if x = b2, b2 > 3. Hence the proof.
2
In the next theorem we give a stronger result that classifies the cases where both critical points have the
Voronoi property. Without loss of generality we assume the roots and critical points are as in the previous
theorem. We exclude the case of w = a+ ib, a = 0, b >
√
3 which was proved in the previous theorem.
Theorem 2. (Strong Voronoi Property) Let p(z) be a cubic complex polynomial having distinct roots θ1 =
−1, θ2 = 1, θ3 = w = a + ib, a ≥ 0, b > 0. Its critical points are c1 = 13 (w +
√
w2 + 3), and c2 =
1
3 (w −
√
w2 + 3) and satisfy
(i) If a > 0, then c2 ∈ V (−1).
(ii) If a = 0, b <
√
3, then c2 ∈ V (−1) and c1 ∈ V (1).
Proof. Let w2 + 3 = s+ id with s, d reals. Then
s = (a2 − b2 + 3), d = 2ab. (5)
Since d ≥ 0, it can be shown, see e.g. [10], that √s+ id = A+ iB, where
A =
1√
2
√√
s2 + d2 + s, B =
1√
2
√√
s2 + d2 − s. (6)
Thus
c1 =
1
3
a+A+ i
1
3
b+B, c2 =
1
3
a−A+ i1
3
b−B. (7)
c1
c2
c1
c2 c2 c1
Figure 1: From left to right: a > 0; a = 0, b >
√
3; a = 0, b <
√
3.
Writing the distance between c2 and w as d1, and the distance between c2 and −1 as d2, we will first
claim that if b 6= √3, then d1 > d2. Computing,
d21 =
1
9
(2a+A)2 +
1
9
(2b+B)2, d22 =
1
9
(a−A+ 3)2 + 1
9
(−b+B)2. (8)
To verify d21 > d
2
2, after some simplification, is equivalent to verifying
a2 + b2 + 2aA+ 2bB + 2A > 2a+ 3. (9)
Suppose b <
√
3. Then, s > 0, and thus A ≥ √s = √3 + a2 − b2. Since bB ≥ 0, in order to prove the above
inequality it suffices to argue via calculus that
f(a, b) = b2 + 2(a+ 1)
√
3− b2 + a2 − 2a− 3 > 0, 0 ≤ b <
√
3. (10)
More precisely, for a ≥ 0, f(a, 0) > 0 and f(a,√3) ≥ 0. Next, ∂f(a, b)/∂b = 0 occurs at a∗ = 1− b2/2. Since
a ≥ 0, it suffices to show that g(b) = f(a∗, b) = 2b2−5+(4−2b2)√4− 2b2 + b4/4 is positive on 0 ≤ b ≤ √2.
This is trivial.
Suppose b >
√
3. Then to prove the desired inequality it suffices to show 2aA+ 2bB + 2A ≥ 2a. If s ≥ 0,
A ≥ a, and if s < 0, B ≥ a, so that bB ≥ a, hence the proof of claim.
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Suppose a > 0. We claim the real part of c2 is negative. This is valid if and only if a < A. Substituting for
A from (5) and squaring both sides of this inequality and rearranging, we get 2a2 − s < √s2 + d2. Squaring
both sides, simplifying and substituting for s and d, we get
4a4 − 4a2(a2 − b2 + 3) < 4a2b2. (11)
Simplifying the above gives, −12a2b2 < 0, which holds true since b > 0, and a > 0. Combining this with we
the fact that d1 > d2, we have proved c2 ∈ V (−1).
By the Gauss-Lucas theorem (see e.g. [11], [5], or [7]), the critical points of a polynomial lie in the
convex hull of its roots. Applying this to our case, it follows that both critical points must have nonnegative
imaginary part. Hence we have verified the left triangle in Figure 1.
Suppose a = 0 and b <
√
3. Then
√
s2 + d2 + s = |3− b2|+ 3− b2. Thus the real part of c2 is negative,
implying that c2 is closer to −1 than to 1. This together with the fact that d1 > d2 implies c2 ∈ V (−1). By
symmetry we have c1 ∈ V (1). These with the Gauss-Lucas theorem justify the right triangle in Figure 1.
This completes the proof.
3 Approximation of Roots of Polynomials
In this section we first review a fundamental family of iteration functions for the approximation of roots
of a complex polynomial p(z) of degree n. We then consider its application in solving a cubic polynomial
equation. The basic family of iteration functions is the collection
Bm(z) = z − p(z)Dm−2(z)
Dm−1(z)
, m = 2, 3, . . . (12)
where D0(z) = 1, Dk(z) = 0 for k < 0, and, Dm(z) satisfies the recurrence
Dm(z) =
n∑
i=1
(−1)i−1p(z)i−1 p
(i)(z)
i!
Dm−i(z). (13)
The first two members are, B2(z) (Newton) and B3(z) (Halley) iteration functions. For the rich history
of individual members, their discovery, many equivalent formulations of the basic family members, and many
other properties and applications, see [5]. It can be shown that for each fixed m ≥ 2, there exists a disk
centered at a root θ such that for any z0 in this disk the sequence of fixed point iteration zk+1 = Bm(zk),
k = 0, 1, . . . , is well-defined, and converges to θ. If θ is a simple root, the order of convergence is m.
In contrast to using individual members of the basic family, there is a collective application, using the
basic sequence, {Bm(w),m = 2, . . . }, for some fixed w, (see [5]). The following theorem describes a pointwise
convergence property on each Voronoi cell V (θ). For a proof of pointwise convergence see [5], and for proof
of uniform convergence of the basic family, see [6].
Theorem 3. For any root θ of p(z), and any w ∈ V (θ),
lim
m→∞Bm(w) = θ. (14)
It can be shown that when the roots of p(z) are simple, the rate of converge is proportional to the ratio
r of the distance between w and θ and the distance between w and the second closest root of p(z). We refer
the reader for details to [5]. To formally prove this amounts to describing the roots of the characteristic
polynomial of the linear homogeneous recurrence relation in (13), then using well-known representation of
the m-th term as a linear combination of the m-th powers of these roots. The ratio Dm−1(w)/Dm(w) can
then be asymptotically estimated to be proportional to rm.
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4 An Algorithm for Solving a Cubic Equation
Using Theorems 1 and 3 we describe an algorithm for solving a cubic equation. Given a monic cubic
polynomial p(z), first compute its critical points. If p′(z) has one solution, then p(z) = (z3 − a0) and
the solutions can be expressed trivially. Otherwise, let c, c′ be the two distinct critical points. Compute
the interlaced basic sequence {B2(c), B2(c′), B3(c), B3(c′), · · · , }. Since by Theorem 1 either c or c′ would
fall within the Voronoi cell of one of the roots, by Theorem 3 at leat one of the two basic sequences,
{Bm(c),m = 2, 3, . . . } or {Bm(c′),m = 2, 3, . . . } will be convergent to a root. Convergence can be tested by
considering the difference between two successive terms in each of the sequences. It should be noted that
according to Theorem 3 we do not need to use the exact value of the critical points, the interlaced basic
sequence computed based on approximation to critical points will suffice. Furthermore, any approximation
to a root can be improved via a few Newton or Halley iterations. Once, we have an approximate root r,
we can use deflation to approximate the other roots, i.e. factor out (z − r) and proceed to approximate the
roots of the quadratic quotient.
5 Polynomiography of An Example
Consider the polynomial p(z) = z3 − 2z + 2. The roots are −1.7693 and ±.88456 + .58974i. The triangle
of the roots is congruent to the case where the roots are −1, 1 and w = ib, b > √3. The critical points are
±√2/3 and −√2/3 lies in the Voronoi region of −1.7693.
Here we illustrate our proposed algorithm for this polynomial via polynomiography. Polynomioraphy is
defined as the algorithmic visualization of a polynomial equation via iteration functions, see [5]. Newton’s
method, zk = N(zk−1), where N(z) = z−p(z)/p′(z), fails to converge to a root for inputs in a set of positive
measure. The reason is that N(0) = 1 and N(1) = 0 and the cycle {0, 1} is an attractive cycle. The first
image in Figure 2 (a fractal polynomiograph) indicates this, showing the polynomiograph of Newton’s method
applied to this polynomial. Newton’s method fails for any seed in the white area. The second image in Figure
2 (a non-fractal polynomiograph) gives the polynomiography under the iterations of the basic sequence. The
dark areas consists of points where the iterations of the basic sequence exceeds a threshold before leading
to an approximation of a root. The critical point c = −√2/3 can be shown to lie in the red region in the
right-hand side image.
Figure 2: Polynomiography of z3 − 2z + 2 using Newton’s method (left) and basic sequence
Concluding Remarks. In this article we have proved a new property of cubic polynomials. Furthermore,
we have shown that by solving a quadratic equation we can generate a sequence that converges to a root of
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a cubic polynomial. This in principle justifies the title of the article. While the main result of the article is
proving a further property of the ancient problem of root-finding for a cubic equation, the proposed algorithm
can also be considered as a practical approach and one that can even be introduced to high school students,
making cubic equations and their solutions more tangible. Given one root θ, we can then approximate the
other roots via deflation. Any reasonable approximation can be iterated a few times via Newton’s iterations
to obtain very high accuracy.
Suppose a cubic p(z) has real coefficients. The critical points are either both real, or both complex. If
both are complex, p(z) has one real root. Then by Theorem 2, case (ii), each Voronoi cell of a complex root
must contain a critical point. Thus, the algorithm would first find a complex root. If the critical points are
real, p(z) can have three real roots, or one real root and two complex roots. The algorithm would first find
a real root.
Generalization of the Voronoi property to polynomials of degree four and higher is an interesting research
problem. We conjecture that with appropriate assumption on distinctness of the roots and critical points the
Voronoi property is valid. Auckly [1] has shown there is a closed form formula for solving a quartic formula
that requires any solution of a related cubic polynomial. In view of this result and the ones shown here, we
can approximate the roots of this cubic equation by solving a quadratic equation, then substitute this into
the formulas for solution to a quartic equation in [1]. If the Voronoi property is valid for quintic polynomials,
then in view of the solvability of the general quartic polynomials, and the unsolvability of quintic polynomials
via radicals, this together with Theorem 3 would give a new algorithm for solving quintic equations.
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