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Abstract 
Numbers of UAV such as four or six rotor aircraft has been dramatically increased over recent years. And the volumetric surveillance based on 
UAV has been found to be extremely useful in haze visibility detection. however, owing to biunique flight control mode, the cost is higher and 
flexibility is limited, therefore, an effective human-UAV interaction is needed urgently, so that the UAV array could be controlled naturally by 
human hand. In this paper, a novel UAV gesture interaction scheme based on Kinect sensor and 2-D camera is presented. In the method, a kind of 
interaction interface is designed, then the UAV array is controlled in single or double hand. For gesture interaction details, based on the text 
search method proposed by Shahrouz, a new algorithm called “dummy independently component” is presented. In this approach, the finger 
movement is classified based on it’s coherence, consequently, the number of parameters and database dimension are decreased, and search speed 
is improved. To verify the feasibility and effectiveness of scheme proposed above, final output is rendered with computer simulation and 
practical experiment. 
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1. Introduction 
The reduced visibility caused by Haze and Fog pollution has been seriously affected on people’s life, therefore, 
visibility detection accuracy is one of the necessary steps to solve the problem[1-2]. However, the performance, 
accuracy and popularity of the existing equipment and method should be improved urgently. According to the 
characteristics of fog and haze, that is hierarchical distribution characteristic, Volumetric Surveillance with UAVS, 
such as four or six rotor aircraft, is useful to visibility detection, and details of haze could be captured effectively.  
Visual sensor networks(VSNs) is distribution system with camera, and the data of image captured by camera is 
two-dimensional[3-4]. VSNs has been widely used in various fields, such as traffic monitoring, Environmental 
monitoring, etc, and the current monitoring system, such as DIRTSS, AAFTFP, MSSOIE, etc, has their own 
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advantages and disadvantages. Dr. Naeem Ahmad(Sweden Mid University,2013) set up a kind of VSN with 
different focal length camera to protect eagle, the effect is good, however, its application is limited to the weather 
condition[5-6].  
For gesture interaction, Zurich Federal Institute of Technology (ETH) is outstanding in the world, but now, 
there is no case for volumetric surveillance combined gesture interaction with UAVs. In this paper, based on the 
volumetric surveillance designed by Naeem Ahmad, a novel volumetric surveillance with UAVs arrays is presented. 
the gesture interaction is combined with UAVs arrays control, and a kind of hand interaction interface is presented. 
For the large-scale gesture database presented by Shahrouz, a new concept with visual Independent component 
analysis is presented to reduce the complexity. The experiment data show the feasibility and effectiveness of the 
method above.  
The rest of this paper is organized as follows: Section II outlines the volumetric surveillance. Section III presents 
the surveillance system with UAVs, the system architecture is introduced first in this section, then a kind of gesture 
interaction interface and the visual ICA for hand interaction are presented. in section V the experiment result in 
details is presented. 
2. Surveillance system 
For the monitoring of two-dimensional area, the number of camera is proportional to the monitoring area, 
however, the linear relationship isn’t established in 3-D environment. The blind spot will appear if the traditional 
method of two-dimensional monitoring is applied to three dimensional area monitoring. In the volumetric 
surveillance model designed by Dr. Naeem Ahmad(2013), the sensor is camera with different focal length[7-8]. 
However, because of the specific characteristics of haze and fog, that is the layered characteristics, and the visibility 
is different at different heights, therefore, the stereoscopic monitoring is difficult with the focal length variation. 
In view of the above problems, the UAVs(six or four rotor aircraft) is combined with space monitoring in this 
paper, and the UAVs arrays is constructed for haze and fog monitoring. Fig 2(A) is a kind of four rotor aircraft with 
gyroscope, pan, GPS positioning and camera. and the UAVs is constructed by multi UAVs deployment, some 
application software could be developed on the UAVs IDE. In Fig2(b), that is UAVs arrays model, every cell 
represents a small monitoring area, several monitoring UAVs controlled by remote device on the ground, and the 
rotor aircrafts coordinate each other, then the volumetric monitoring data is transmitted to control center.  
 
 
 
 
 
 
 
 
 
 
(a)                                                                               (b)  
മ 1. UAV Arrays.(a) Four Rotor Aircraft; (b) UAV Arrays model. 
 
3. UAV arrays gesture interaction 
3.1. System Architecture 
 
As shown in Fig 2, a kind of hand interaction system based on VSNs is presented, the system involves a 
number of equipment, such as Kinect, notebook, camera, UAV arrays remote control device and many rotor aircraft. 
The ordinary camera as input device collect hand gesture, the remote control device communicated with camera, and 
the gesture data is collected and analysed, then the operating instructions is generated with hand gesture and 
transmitted to UAVs.  
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Fig.2 Hand interaction system based on VSNs 
 
There are numbers of rotor aircraft in UAVs arrays, therefore, the hand gesture will be analysed deeply and the 
definition is given first. For example, if one finger represents one aircraft, then one person can operate 10 aircraft. 
What’s more, one person can control UAVs arrays.  
For the gesture interaction with common camera, there are some challenges in the technical stability. In this 
paper, An alternative scheme with Kinect in presented, the gesture is analysed by Kinect, there is information 
interaction between Kinect and notebook, the instructions translated with gestures are transmitted to remote control 
device, then the UAVs are controlled. The difference between scheme of Kinect and scheme of camera is software, 
the hardware is same.  
3.2. Gesture interaction interface  
Fig 4 is gesture interaction interface, that is inner structure of remote deviceǄThe gestures are collected by 
Kinect, and the related algorithms which could be programmed on Kinect’s IDE, and the gesture is analysed 
preliminarily. When the message is transferred to development mainboard for analysed deeply, the resistance is 
varied by control unit, and the order of control unit will be changed in control message, and communicated with 
UAV with Launch unit. 
What need to be explained is that the hardware of the system is the same in this paper, though there are two kind 
of input interface, that is common camera and Kinect. For camera input, as shown in Fig.4, re-develop in 
development mainboard is available, and the algorithm related could be burned to chip.  
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Fig3. Gesture Interaction Interface 
3.3. Dummy Independently Component  
In the model presented by Shahrouz, that is text search for hand interaction, a large sample database was 
established. in this paper, ICA(Independent component analysis) is introduced to the gesture interaction for reducing 
the database volume[9-10].  
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ICA definition of a typical model consider the source signals at the instant t  in vector form: 1( ) [ ( ), , ( )]TNs t s t s t 
, observation ( )x t were generated by mixing the sources and a mixing matrix A ,whose elements are unknown: 
( ) ( ) ( )x t As t t\     (1) 
Using vector-matrix notation, the above mixing model is written as 
X AS <    (2) 
Where \  is noise . In typical ICA methods, assume that the noise is very small or near zero, that is ( ) 0t\ | . 
Therefore, we have  
X AS    (3) 
In hand interaction, the gesture( X ) is collected by Kinect or camera. Let S  is dummy independent 
component(DIC) which is mixed with matrix A , then observed value X  is obtained by camera. in this way, most of 
the gestures could be decomposed to some dummy DIC. According to the theory of ICA, for the cost function, when 
the inverse matrix or generalized inverse is obtained, then original signal could be reconstructed.  
4. Experiment and result  
According to the gesture interaction scheme presented above, the experiment of remote is conducted in this 
paper. For UAV remote control, pull rod is connected with resistor, when the resistor is changed, and the electric 
current will be changed, it will be changed into command. In this paper, in the remote device, input variables are 
processed by development mainboard, and the corresponding command will trigger the changes of resistor in control 
unit, therefore, the pull rod is replaced.  
In Fig.5, the command is outputted from develop board, then the value of resistor is exported from control unit 
with stair-step shape, that is the same as pull rod of UAV. In addition, with the help of launch unit, UAV could be 
controlled effectively.  
 
 
 
 
 
 
 
 
 
 
 
 
(a)                                                                             (b)  
മ 5. Simulation Result.(a) Mainboard; (b) output 
5. Conclusion 
In volumetric surveillance presented by Naeem Ahmad, the camera is fixed on the ground[11-12]. However, 
according to the hierarchical property of haze, then this model can’t meet the needs of haze monitoring. In this 
paper, based on the volumetric surveillance presented by mid university of Sweden, the UAV array is introduced to 
new model of volumetric surveillance. And the gesture interaction is introduced to the UAV array control. 
Therefore, a kind of UAV array interaction system for volumetric surveillance is constructed. Based on the gesture 
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interaction data bank presented by Shahrouz, dummy independent component is presented for reducing the amount 
of database. Finally, the remote device of the system presented in this paper is verified for demonstrating the the 
feasibility and effectiveness of the model presented.  
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