Abstract. In this paper we prove Schauder estimates at the boundary for sub-Laplacian type operators in Carnot groups. While internal Schauder estimates have been deeply studied, up to now subriemannian estimates at the boundary are known only in the Heisenberg groups. The proof of these estimates in the Heisenberg setting, due to Jerison ([32]), is based on the Fourier transform technique and can not be repeated in general Lie groups. After the result of Jerison no new contribution to the boundary problem has been provided. In this paper we introduce a new approach, which allows to build a Poisson kernel starting from the fundamental solution, from which we deduce the Schauder estimates at non characteristic boundary points.
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1. Introduction
Aim of this work.
The aim of this work is to prove Schauder estimates at the boundary for sub-Laplacian type operators in Carnot groups.
As it is well known, Schauder estimates at the boundary in the Euclidean setting are based on two main ingredients. The first one, which is the core of the Schauder method, is the local reduction of general uniformly elliptic operators to the Laplace operator. The second one, which seems elementary in the Euclidean setting, is a reflection technique which reduces the boundary Schauder estimates to internal ones. Unfortunately, this technique can not be applied in the strong anisotropic setting of a Carnot group, since a Laplace type operator in this framework is not invariant with respect to reflection, nor can be approximated by any invariant operator. In the special case of the Heisenberg group, Schauder estimates are a classical result due to Jerison (see [32] ), but not even this technique, based on the standard Fourier transform, can be extended to general Lie groups, whose geometry is not related to the Fourier transform. After that, no new contribution has been provided to the problem, which is still open, while its solution would be necessary for the development of nonlinear PDE's theory in this setting.
In this paper we introduce a completely different approach, which is new even in the Riemannian setting, and which allows to built a Poisson kernel starting from the knowledge of a smooth fundamental solution for the problem on the whole space.
Carnot groups.
A Carnot group G can be identified with R n with a polynomial group law (G, ·), whose Lie algebra g admits a step κ stratification. Precisely there exist linear subspaces V 1 , ..., V κ such that
We will call horizontal tangent bundle the subspace V 1 , and we will choose a basis for it, denoted {X 1 , · · · , X m }. By the assumption on the Lie algebra, this basis can be completed to a basis {X 1 , · · · , X n } of g with the list of their commutators. On the vector space V 1 we define a Riemannian metric which makes orthonormal the vector fields X 1 , · · · , X m . Several equivalent left invariant distances d can be introduced on the whole space requiring that their restriction to V 1 is equivalent to the fixed Riemannian metric (see for example Nagel, Stein and Wainger in [41] ). The subriemannian gradient of a regular function f will be denoted ∇f = (X 1 f, · · · , X m f ) and f will be called of class C 1 if this gradient is continuous with respect to the distance d. More generally, spaces of Hölder continuous functions C k,α can be defined in terms of this distance and this gradient. We will study here a subelliptic operator expressed as follows:
with regular coefficients b i . Operators of this type are hypoelliptic and have been deeply studied after the first works of Folland and Stein [22] , Rothschild and Stein [42] , Jerison and Sanchez-Calle [34] , Fefferman and Sanchez-Calle [19] , Kohn and Nirenberg [35] , and Jerison [32, 33] (see also [3] for a recent monograph). Their fundamental solution Γ ∆ is of class C ∞ far from the diagonal and it can be estimated in term of the distance as follows
for a suitable integer Q, called homogeneous dimension of the space (see (2.7) for a precise definition). A kernel with the behavior of Γ ∆ is called of local type 2. In general we will say that a kernel K is of local type λ with respect to the distance d if for every open bounded set V and for every p ≥ 0 there exists a positive constant C p such that, for every x, y ∈ V , with x = y
A well established theory of singular integrals in Hörmander setting (due to Folland and Stein [22] , Rothschild and Stein [42] , Greiner and Stein [28] ) allows to prove interior Schauder estimates. For more recent results we quote the Hölder estimates by Citti [14] , the Schauder estimates of Xu [47] and Capogna and Han [13] for uniformly subelliptic operators, Bramanti and Brandolini [4] for heat-type operators and the results of Lunardi [38] , Di Francesco and Polidoro [17] , Gutierrez and Lanconelli [30] , Bramanti and Zhu [6] and Simon [44] for a large class of operators. The problem at the boundary is completely different and largely unsolved.
Schauder estimates at the boundary.
A surface M in a Carnot group, smooth in the Euclidean sense, can be locally expressed as the zero level set of a function f ∈ C ∞ , but it can have points in M where its subriemannian gradient vanishes. At these points, called characteristic, the geometry of the surface is not completely understood. Far from characteristic points, properties of regular surfaces have been largely studied starting from the papers of Kohn and Nirenberg in [35] , Jerison in [32] and more recently by Franchi, Serapioni and Serra Cassano, [23, 24] (see also the references therein). The stratification defined in (1.1) induces a stratification on the tangent plane of the manifold M . We will
It is not restrictive to assume that X 1 ∈ V 1 is normal toV 1 with respect to the metric fixed in V 1 so that we can denote by {X i } i=2,··· ,m a basis ofV 1 . We also require that the following condition holds:
Under this assumption the manifold M has a Hörmander structure, andV 1 inherits a metric from the immersion in V is defined on M , with fundamental solutionΓ∆.
It has been proved by Kohn and Nirenberg in [35] that, if D is a smooth open set with smooth boundary and g a smooth function defined on the boundary of D, the problem ∆u = 0 in D, u = g on ∂D (1.7)
has a unique solution, of class C ∞ up to the boundary at non characteristic points. At the characteristic points very few results are known (see [33] , already quoted, and [12] , [26] and [46] , where existence of non tangential limits up to the boundary are established). In this paper we prove the exact analogous of the classical Schauder estimates at the boundary, providing estimates of theĈ 2,α norm of the solution in terms of the Hölder norm of the data. Precisely our result can be stated as follows.
Theorem 1.1. Let D ⊂ G be a smooth, bounded domain and assume that the vector fields {X i } i=1,··· ,m satisfy the assumption (1.5). Denote u the unique solution to
where f ∈ C α (D) and g ∈Ĉ 2,α (∂D) and α > 0. Ifx ∈ ∂D and V is an open neighborhood ofx without characteristic points, for every ϕ
(1.8)
As we mentioned before, up to now subriemannian boundary Schauder estimates are known only for the Heisenberg group (see [32] ) and are based on the construction of a Poisson kernel. If D is an open bounded set, and V is a neighborhood of a non characteristic point x ∈ ∂D, we say that P :
is a local Poisson operator for the problem (1.7) if, for every g ∈ C ∞ (∂D ∩ V ), the function u = P (g) satisfies ∆u = 0 in D ∩ V and u(x) = g(x) for all x ∈ ∂D ∩ V .
The construction of the Poisson kernel contained in [32] is based on the standard Fourier transform and can not be directly repeated in general Lie groups. General measure theory ensures the existence of a Poisson kernel under very weak assumptions on the vector fields (see for example Lanconelli and Uguzzoni [36] ), but this theory only allows to establish L p regularity of the solution at the boundary. A Poisson kernel has been built by Ferrari and Franchi [20] in the special case when the set D is a half space of the form R + ×Ĝ. In this case, as well as in the Heisenberg groups considered in [32] , assumption (1.5) is satisfied. However, this assumption is verified by a much larger class of Carnot groups, where the splitting of G is not possible. A simple example can be the following one: 9) with M = {x 1 = 0}.
Our construction of the Poisson operator is based on the knowledge of a smooth fundamental solution, its restriction to the boundary, and on the properties of singular integrals. Since our result is local, we can locally express the boundary of D as the graph of a smooth function w, and perform a change of variable, to reduce the boundary to a plane. In the new coordinates the vector fields will explicitly depend on the function w defining the boundary, and will not be homogeneous in general. For sub-Laplacian type operators associated to these vector fields we will obtain the following expression of the Poisson kernel.
be a non characteristic half space and let g ∈ C ∞ (∂D). Letx ∈ ∂D, let V 0 be a neighborhood ofx in R n and let
(1.10)
There exists a lower order operator R of type 3/2 with respect to the distanced defined on ∂D, such that for every neighborhood V ofx in R n , V ⊂⊂ V 0 , the operator
is a Poisson kernel in V .
The representation (1.11) and the properties of the fundamental solution immediately ensure that P (g) satisfies the equation in (1.7). In order to show that P is a Poisson operator, we only have to show that P (g) = g on the boundary {x 1 = 0}. Denoting by E Γ ∆ (0,·) the operator associated to the kernel Γ ∆ ((0,x), (0,ẑ)), this is equivalent to say that K 1 + R is the inverse of the operator E Γ ∆ (0,·) . Under the assumption (1.5) this is proved using the fundamental solutionΓ∆ of the operator∆ defined in (1.6). IndeedΓ∆ satisfies the following approximate reproducing formula:
Ifx ∈ ∂D, then there exists a neighborhood V ofx in G such that the fundamental solution admits the following representation: 12) for every x = (0,x), y = (0,ŷ) ∈ ∂D ∩ V , whereR∆ is a kernel of type 5/2 with respect to the distanced.
This theorem ensures that K 1 is the inverse of the operator E Γ ∆ (0,·) up to a remainder. The proof of Theorem 1.2 will be concluded with a standard version of the parametrix method, which allows to carefully handle the remainder and to prove that K 1 +R is indeed the inverse of E Γ ∆ (0,·) . Theorem 1.3 expresses E Γ ∆ (0,·) as the square root of the operator associated toΓ∆. This result, well known in the Euclidean setting (see for example the results of Caffarelli and Silvestre [7] ), was not known for general Carnot groups, but only in the special case when the group G is expressed as G = R ×Ĝ (see Ferrari and Franchi in [20] ). The proof in this setting is inspired by the results of Evans in [18] (in the Euclidean setting) and of Capogna, Citti and Senni (in Carnot groups) in [11] .
1.4. Structure of the paper and sketch of the proofs. The paper starts with Section 2, where we fix notations and recall known properties of Carnot groups and their Riemannian approximation.
In Section 3 we show that a non characteristic plane can always be represented as the plane {(x 1 ,x) ∈ R × R n−1 : x 1 = 0} with the canonical exponential change of variables described in (2.2). In these coordinates the vector fields attain an explicit polynomial representation recalled in (2.3). Moreover, Section 3 contains the proof of Theorem 1.3 under the assumption that the boundary of D is a non characteristic plane and the vector fields are homogeneous. The proof of this theorem is the most technical part of the paper and it is based on a Riemannian approximation and a parabolic regularization of the operator ∆. Precisely the Riemannian approximation of the Laplace type operator ∆ is an operator of the form 13) and its parabolic regularization leads to the operator
In a neighborhood of any non characteristic point z of the plane ∂D we will apply a new version of the freezing and parametrix methods to approximate the fundamental solution Γ ε of L ε in terms of the fundamental solutionΓ ε of a suitable tangential heat operator ∂ t −∆ ε . The parametrix method has already been largely used in the subriemannian setting for estimating the fundamental solution in terms of a known one (see for example [42, 43, 34, 14, 2] ). Here we are inspired by the papers [11] and [15] where the relation between the fundamental solution on the whole space and its restriction to the boundary was studied in the framework of a diffusion driven motion by curvature. The main technical difficulty in our setting is due to the fact that neither the geometry of the subriemannian space nor the structure of the subriemannian operators is naturally represented as the direct sum of the tangential and the normal part. This splitting is true in the Riemannian approximation, and this is the reason for using this approximation. However the subriemannian structure and its Riemannian approximation have different homogeneous dimension. Hence we need to introduce a non homogeneous version of the parametrix method, which leads to the existence of a constant C such that
(1.15)
for everyx andŷ ∈ ∂D, (this is done in Proposition 3.12 below). The key point here is to prove that C is independent of ε. The proof is quite delicate, and it is based on an interplay between the Riemannian and subriemannian nature of our operators. Since all constants in (1.15) are independent of ε, we can let ε go to 0 and obtain an analogous estimate for subriemannian operators. Denoting Γ the fundamental solution of ∂ t − ∆ and Γ the fundamental solution of the operator ∂ t −∆, we will prove in Theorem 3.2 that there exists a constant C = C(T ) such that for all z = (0,ẑ), x = (0,x) in ∂D and for every t and τ , with 0 < t − τ < T , we have
Now, integrating in the time variable, we deduce the proof of Theorem 1.3 for homogeneous vector fields and on a plane (also called Lemma 3.14).
In Section 4 we provide the full proof of Theorem 1.3 on smooth manifolds. Since this is a local result, we show that, via a suitable change of variables, it is possible to identify the boundary of D with the plane {x 1 = 0}. With this change of variables the vector fields (X i ) become non homogeneous, but they still define an Hörmander structure. In Section 4.1 we describe this procedure and recall some properties of subriemannian spaces in this generality. Then, in Section 4.2 we apply a new simplified version of the parametrix method of Rothschild and Stein [42] tailored on the present setting, and locally we reduce the vector fields to homogeneous ones. With this instrument we can deduce the proof of Theorem 1.3 for smooth surfaces from the one on planes, previously proved in Section 3.
Finally, Section 5 contains the construction of the Poisson kernel, which allows to prove Theorem 1.2. The main idea of the proof of this theorem has been outlined above. First, we use Theorem 1.3 to build an approximated kernel. After that, a standard version of the parametrix method is applied to obtain the Poisson kernel from the approximating one. The Schauder estimates stated in Theorem 1.1 are a consequence of the boundedness of the operator associated to the Poisson kernel and they will be proved with the same instruments as in [32] .
Notations and known results
2.1. The subriemannian structure. As recalled in Section 1.2, a Carnot group G is R n , with the group low induced by the exponential map and the stratification V 1 ⊕· · ·⊕V κ of the tangent space recalled in (1.1). The stratification induces a natural notion of degree of a vector field:
If {X i } i=1,··· ,n is the stratified basis introduced in subsection 1.2, we will write also deg(i) instead of deg(X i ). Via the exponential map, R n is endowed with a Lie group structure and the resulting group is denoted by G. Since in this setting the exponential map around a fixed point y is a global diffeomorphism, every other point x can be uniquely represented as
Consequently we can define a logarithmic function Θ X 1 ,··· ,Xn,y as the inverse of the exponential map:
(2.2) We will simply denote Θ y instead of Θ X 1 ,··· ,Xn,y when no ambiguity may arise. Note that we are using exponential canonical coordinates of second type around a fixed point y ∈ G, which will simplify notations while dealing with a boundary problem.
In particular, the fixed point y, around which we choose the axes, has coordinates 0 and the vector field X 1 is represented as X 1 = ∂ 1 and all the others vector fields (X i ) i≥2 coincide with the partial derivative ∂ i at the fixed point y = 0. In any other point they can be represented in these coordinates as
where a ij are homogeneous polynomials of degree
By construction the vectors {X i } i=1,··· ,m and their commutators span g at every point, and consequently verify Hörmander's finite rank condition ( [31] ). Due to the stratification of the algebra, a natural family of dilation (δ λ ) λ>0 acts on points v = n i=1 v i X i ∈ g as follows:
(2.4) On V 1 , which is generated by X 1 , · · · X m , we define a Riemannian metric which makes X 1 , · · · , X m an orthonormal basis. The associated norm will be extended to an homogeneous norm to the whole g defined as follows:
Via the logarithmic function defined in (2.2) the dilation δ λ induces a one-parameter group of automorphisms on G, again denoted by
for any λ > 0 and x ∈ G. In particular we can define a gauge distance d(·, ·) homogeneous of degree 1, as the image of the norm through the function Θ:
6) The gauge function is homogeneous of order
with respect to the dilation. Hence Q is called the homogeneous dimension of the space and there exist constants C 1 , C 2 such that
where B(x, r) denotes the metric ball centered in x with radius r, and | · | denotes the Lebesgue measure.
Any vector field X will be identified with the first order differential operator with its same coefficients. If ϕ is a continuous function defined in an open set V of G and if, for every i = 1, · · · , m, there exists the Lie derivative X i ϕ then we call horizontal gradient of ϕ the vector
The associated classes of Hölder continuous functions will be defined as follows:
Definition 2.1. Let 0 < α < 1, V ⊂ G be an open set, and u be a function defined on V.
We say that u ∈ C α (V ) if there exists a positive constant M such that for every
We put
The Laplace type operator defined in (1.2) is a differential operator of degree 2, in the sense of the following definition. Definition 2.2. Let {X i j } be differential operators of order 1 and degree deg(X i j ). We say that the differential operator Y 1 = X i 1 · · · X ip has order p and degree
where a is a homogeneous function of degree α, then we say that Y is homogeneous of degree deg(Y 1 ) − α. A differential operator will be called of degree k − α if it is a sum of operators with maximum degree k − α.
Following [21] we recall the definition of kernel of type α: Definition 2.3. We say that K is a kernel of type α, if K is of class C ∞ away from 0 and it is homogeneous of degree α − Q.
In a Carnot group, this implies that K satisfies condition (1.4).
2.2.
The Riemannian approximation of the structure. One of the key technical instruments that we will use is a Riemannian approximation of the subriemannian structure.
For every ε > 0, we extend the Riemannian metric defined on V 1 to a left invariant Riemannian metric defined on g by requesting that
is an orthonormal frame. We say that these vector fields have ε-degree equal to 1, and we write deg ε (X i,ε ) = 1. Since the Lie algebra generated by these vectors also contains the commutators of these vector fields, we also consider the vector fields
Let d cc and d cc,ε denote the control distances associated with the vector fields X 1 , · · · , X m and X 1,ε , · · · , X n,ε , respectively. It is well known (see for instance [29] and the references therein) that (G, d cc,ε ) converges in the Gromov-Hausdorff sense, as ε → 0, to the subriemannian space (G, d cc ). Although the subriemannian structure is formally recovered in the limit for ε → 0, we will need to recognize that the structure and all constants appearing in the estimates are stable in the limit. In addition we will need to recognize that the space has a property of ε-homogeneity, with respect to the natural distance.
A classical estimate of the distance d cc,ε is due to Nagel, Stein and Wainger in [41] . From the whole family
The optimal choice of indices, denoted I v,ε , is the one which minimize the ε-homogeneous gauge distance:
This norm can be explicitly written as follows:
In [10] it is proved that the associated ball box distance
is locally equivalent to the distance d cc,ε , with equivalence constants independent of ε. Let us explicitly note that this distance has different behavior in 0 and at infinity. Indeed, if v i are small with respect to ε for every i ≥ m + 1, then the distance d ε has a Riemannian behavior, while it is purely subriemannian for v i large.
It is worthwhile to note that for every ε > 0 there exists a constant C ε such |B ε (x, r)| = C ε r n , where B ε (x, r) denotes the ball {y ∈ G | d ε (x, y) < r} and | · | the Lebesgue measure. In particular for every ε > 0 the homogeneous dimension of the Riemannian space is n, while by (2.7) for ε = 0 the homogeneous dimension of the space is Q, with Q > n. Hence this notion of homogeneity is not stable with respect to ε, and the constant C ε blows up for ε → 0. However it has recently proved in [10] the following uniform doubling property:
There is a constant C independent of ε such that for every x ∈ G and r > 0,
The doubling inequality (2.16) can be considered as a weak form of homogeneity, and suggests that it is possible to give a new definition of ε-homogeneity. Following [42] we will give the following definition of local homogeneous functions and operators Definition 2.5. A function f is locally homogeneous of ε-degree α in a neighborhood of a point z with respect to the metric (2.15) if f • Θ −1 X 1 ,··· ,Xn,z is homogeneous of degree α, with respect to the norm · ε defined in (2.14). A differential operator Y is homogeneous of local ε-degree α in a neighborhood of a point z, with respect to the metric (2.15) if dΘ X 1 ,··· ,Xn,z (Y ) is homogeneous of degree α.
In particular this definition implies the following property: Remark 2.6. If a is a homogeneous function of ε-degree α and Y 1 is an operator of ε-degree k, then a(z −1 x)Y 1 is a homogeneous operator of ε-degree k − α. This implies that for every other smooth function f of local ε-degree β in a neighborhood of a point z,
If ϕ ∈ C ∞ (G) we define the ε-gradient of ϕ as follows
In terms of the vector fields with ε-degree 1, defined in (2.11), we consider the associated heat operator
In analogy with the operator introduced in (2.8), the heat operator associated to the subriemannian structure has the form
The behavior of these operators in interior points is well known: they admit fundamental solutions respectively Γ ε (x, t) and Γ(x, t) of class C ∞ out of the pole (see [34] for precise estimates of Γ(x, t) and [9] for estimates of Γ ε (x, t) uniform in ε).
In our work we will need estimates which are uniform in the variable ε. We start with the following definition. Definition 2.7. We say that a family of kernels (P ε ) ε>0 , defined on G×]0, ∞[×G×]0, ∞[ and C ∞ out of the diagonal, is of uniform exponential ε-type λ + 2, if for q ∈ N and k-tuple (i 1 , · · · , i k ) ∈ {1, · · · , n} k there exists C q,k > 0, depending only on k, q and on the Riemannian metric, such that
for all x ∈ G and t > τ .
According with the definition above, the fundamental solution Γ ε is a kernel of exponential ε-type 2. Precisely, the following result, established in [8] (see also [15] and [9] ), holds:
Theorem 2.8. The fundamental solutions Γ ε (x, t) of the operators L ε constitutes a family of kernels of exponential ε-type 2 and there exist constants C 0 , C > 0 independent of ε such that for each ε > 0, x ∈ G and t > τ one has
uniformly on compact sets and in a dominated way on all G.
Remark 2.9. In particular from this theorem we can obtain the well known Gaussian estimates of the fundamental solution Γ of the operator L. Indeed Γ is a kernel of exponential type 2 and there exist constants C 0 , C > 0 such that for each x ∈ G and t > τ one has
2.3. The parametrix method. One of the main instruments that we will use to estimate the fundamental solution is the parametrix method, originally due to Levi and now extremely classical for elliptic and parabolic equations (see [25] ). In subriemannian setting the parametrix method have been used to approximate general Hörmander type operators with homogeneous ones: we refer to [42, 43] for the first results, [34] for the subriemannian heat kernel, [14] for estimates in case of low regularity, [2] for a recent self-contained presentation. The method consists in providing an explicit representation of the fundamental solution Γ of an operator L in terms of the fundamental solution of an approximating operator L z 1 (with associated fundamental solution Γ z 1 ). Using the definition of fundamental solution and the fact that
the difference between the two solutions can be formally represented as 24) and E Γz 1 the integral operator with kernel Γ z 1 , the above expression (2.23) can be written as
If the operator (I − E Γz 1 H) is invertible, the difference Γ − Γ z 1 can be formally expressed as
Roughly speaking the proof is obtained as follows:
1) The first and most delicate part of the proof is to define the approximating operator H and to prove that it is a differential operator of degree 2 − α for a suitable positive α. From this fact it follows that the kernel
is homogeneous of type α with respect to the considered homogeneous space. It is important to note that
2) Identifying the operator HE Γz 1 with the integral operator E R 1 with kernel R 1 , the series Φ in (2.25) reduces to
Using the fact that the convolution of a kernel of type α with a kernel of type β provides a kernel of type α + β, it is possible to prove that this series converges uniformly (see for example Lemma 7.3 in [32] ). 3) Finally, singular integrals tools lead to the convergence of the derivatives and the function Γ, defined through (2.25), is a fundamental solution.
In the sequel we will consider kernels of type α in the sense of Definition 2.3, when working with subelliptic operators, while kernels of exponential ε-type α in the sense of Definition 2.7, when studying Riemannian heat kernels. The main difficulty to be faced here is that the Riemannian approximation has not a standard notion of homogeneity, since the Riemannian homogeneous dimension n collapses to the subriemannian one Q in the limit. However we have endowed the regularized space with an ε-homogeneous structure (see (2.16 ) and the remark below) and we will see that this is enough to apply the method in this setting. Therefore, even though our vector fields are homogeneous, our approach is more similar to the ones [42, 43, 34, 14] where the geometry of the given operator and the approximating one do not coincide.
Reproducing formula on a plane
In this section we will prove a first version of Theorem 1.3, under the simplified assumptions that ∂D is a non characteristic plane and that the vector fields (X i ) i=1,··· ,m are the generators of a Carnot group and have the explicit representation recalled in (2.3) . This result will be obtained via a parabolic approximation and a Riemannian regularization. The proof of the same Theorem 1.3 on any smooth hypersurface will be deduced from this result in next section.
3.1. Geometry of the plane. Let G be a Carnot group of step κ. Consider a non characteristic plane M 0 . Using the logarithmic coordinates defined in (2.2), it is always possible to represent M 0 as follows:
where x = (x 1 ,x) is a point of the space, x 1 ∈ R andx ∈ R n−1 . This choice of coordinates is made in such a way that the vector fields X 1 = ∂ 1 coincides with the direction normal to the plane, while {X i } i=2,··· ,n are tangent to M 0 and are represented as in (2.3). Hence the vector fields obtained from X i by evaluating the coefficients a ij on the points of the plane M 0 , are the generators of the first layerV 1 on the plane, so that
Thanks to this choice, not only the plane M 0 is non characteristic, but also the planes
We note also that assumption (1.5) ensures that the vector fieldsX i satisfy a Hörmander condition at every point and span a n − 1 dimensional space at every point. In analogy with formula (2.7), the homogeneous dimension of the plane iŝ
As a consequenceQ = Q − 1. and they have non negative fundamental solutionsΓ∆ andΓ respectively.
In analogy with Definition 2.7 we give the following Definition 3.1. We say that a kernelP , defined on
, · · · , n} k there exists C q,k > 0, depending only on k, q and on the subriemannian metric, such that
for allx ∈ R n−1 and t > τ .
Our first result is the following one:
is a non characteristic plane and let T > 0. Then there exists a constant C = C(T ) such that for all z = (0,ẑ), x = (0,x) in M 0 and for every t and τ , with 0 < t − τ < T , we have
is an operator of exponential type 1/4 with respect to the vector fields {X i } i=2,··· ,m . This theorem will be proved with the parametrix method and a Riemannian approximation. Classically, the method is applied for proving the existence of the fundamental solution of a given operator. Extending an approach of [11] , in Lemma 3.2 we apply the method to find a relation between the fundamental solutions since we already know that they exist.
Even though the parametrix method has been largely used in the subriemannian setting for internal estimates, the vector fieldsX i do not provide a subriemannian approximation of the vector fields X i and the standard parametrix method of Rothschild and Stein can not be applied starting with the fundamental solution ofL. In order to clarify this fact we start with the concrete example of vector fields already introduced in (1.9). If we evaluate the vector fields X i on the plane {x 1 = 0} we obtain
Hence it is not possible to apply the parametrix method, whose convergence requires H to be an operator of degree strictly less than 2.
Due to these difficulties, we introduce a new version of the parametrix method, using the ε-Riemannian approximation described in Section 2. The whole proof is based on a careful analysis of the Riemannian approximation metric and lies on a delicate interplay between the Riemannian and subriemannian nature of our operators.
3.2.
A Riemannian and frozen approximating operator. In Section 3.1 we have chosen a point 0 and a constant ε sufficiently small such that for every z 1 ∈ R, such that |z 1 | ≤ ε 2κ , the plane M z 1 = {(x 1 ,x) ∈ G : x 1 = z 1 } is non-characteristic. In analogy with (3.2), we define the vector fields X i,z 1 := X i| x 1 =z 1 as the vector fields whose coefficients are evaluated at the points with first component z 1 . Thanks to (2.3), they can be represented as
for every ε > 0 and we set
We introduce now an operator L z 1 ,ε which can be split in a tangential and in a normal part on any plane M z 1 , and we will use it to approximate with the parametrix method the tangential and the normal part of the operator L ε . Precisely, we define
with fundamental solution Γ z 1 ,ε on the whole space. On every plane M z 1 we define the tangential operatorŝ
with non negative fundamental solutionsΓ z 1 ,ε andΓ ∆,z 1 ,ε respectively.
Remark 3.4. Let us explicitly note that the operator L z 1 ,ε can be represented as
Since ∂ 1 coincides with the direction normal to the plane, the operator splits in the sum of its orthogonal part ∂ t − ∂ 2 11 and its tangential partL z 1 ,ε . Consequently its fundamental solution can be represented as
whereΓ z 1 ,ε is defined above and Γ ⊥,z 1 ,ε is the standard one-dimensional Gaussian function, fundamental solution of ∂ t − ∂ 2 11 .
3.3.
Estimates of the approximating operator. As recalled in Section 2.3 the first step of the parametrix method is to prove that the difference X i,ε − X i,z 1 ,ε is a differential operator of ε-degree strictly less than 1 around the point z 1 and, as a consequence, that the operator H ε := L ε − L z 1 ,ε (see also (2.17) and (2.24) above) has ε-degree strictly less than 2. 
where Θ Xz 1 ,z has been defined in (2.2). Moreover
Proof. When i = 1, · · · , n, by the definition (2.3) and (3.7) of the vector fields we have, for deg(i) = κ X i − X i,z 1 = 0, (3.13) hence the thesis is true, and we have to prove it only for deg(i) < κ. Using the fact that the translation associated to the vector fields X z 1 acts only on thex variables, we have
(3.14)
In the last equality we have denoted (
If deg(i) = κ − 1, the proof is completed, by (3.13). For deg(i) < κ − 1, using again the expression (3.7) for deg(h) < κ and (3.13) for deg(h) = κ, we get
Since the Lie group is nilpotent of step κ, after κ − 1 iteration of this method, we get that there exists a polynomial b i,h,z 1 such that (3.15) is satisfied.
From this lemma, Corollary 3.6 below immediately follows. The proof is technically very simple, but it is important to note that the X i,ε − X i,z 1 ,ε is a differential operator which has local degree 1 while has local ε-degree 1/2, in a neighborhood of the point z. This property allows to obtain a better approximation in the Riemannian setting, rather than in the subriemannian setting.
Corollary 3.6. Let M 0 be a non characteristic plane. Let S be the strip
where κ is the step of the group. Then X i,ε − X i,z 1 ,ε is a differential operator of ε-degree 1/2 with respect to the vector fields X i,z 1 ,ε .
Proof. Applying Lemma 3.5, calling
and using the fact that |v 1 | ≤ ε κ and |z 1 | ≤ 1 we have
, from Lemma 3.5 we also deduce that
is a differential operator of local ε-degree 1/2 in the set v ≤ 1 with respect to the vector fields X i,z 1 ,ε .
On the other side, if v ≥ 1, we have that X h,z 1 is a differential operator of ε-degree h,
is a differential operator of ε-degree 1/2 for v ≥ 1 with respect to the vector fields X i,z 1 ,ε .
As a direct consequence of the previous corollary, we can prove that the difference H ε = L ε − L z 1 ,ε is a differential operator of degree strictly less than 2 in a neighborhood of the point z.
Lemma 3.7. Under the assumptions of Corollary 3.6, L ε −L z 1 ,ε is an operator of ε-degree 3/2 with respect to the vector fields X z 1 ,ε . Precisely there exist polynomials p
and a constant C independent of ε satisfying
Proof. By the definition of the operators we have:
Let us consider the first term at the right hand side. By Corollary 3.6
When the derivative is applied on the coefficients p i,h,z 1 ,ε , we obtain a term contributing to the terms p
When the derivative is applied on the differential operator we obtain a contribution to the second sum in the right hand side of (3.16). The other terms of (3.17) can be handled in a similar way.
In analogy with (2.26) we define the kernel
(3.18) for t > τ .
As a consequence of Lemma 3.7 and of the homogeneity of the fundamental solution, we provide an estimate for R 1,ε . Lemma 3.8. If M 0 ⊂ G is a non-characteristic plane, R 1,ε is a family of kernels of ε-uniform exponential type 1/2 in the set {|x 1 | ≤ ε 2κ }. Precisely for every bounded set there exists a constant C such that for every x = (x 1 ,x), z = (z 1 ,ẑ) ∈ G such that
19)
with C independent of ε and z 1 .
Proof. By the representation formulas obtained in the previous Lemma 3.7, used with v 1 = x 1 −z 1 , we only have to estimate terms of the type
Using (2.19) for any 0 < ε < 1 we immediately obtain
In order to prove (3.19) we note that we can assume that |x 1 − z 1 | > √ t − τ , since otherwise the assertion is true. In this case we can use the fact that ρ 1/4 e −ρ 2 ≤ Ce −ρ 2 /2 , for a suitable constant C, and the estimate (2.20) of the fundamental solution to ensure that
From here the thesis follows at once.
3.4.
Convergence of the parametrix method. The second step of the parametrix method consists in proving that the series Φ, defined in (2.27), is convergent. In order to do this, we first need to obtain an uniform estimate of the distances d z 1 ,ε . We denote respectively d z 1 ,ε and d z 1 ,0 the distances defined as in (2.15) and (2.6) in terms of the vector fields X i,z 1 ,ε and X i,z 1 :
Under the usual assumption that M 0 ⊂ G is a non characteristic plane (so that also M z 1 is non characteristic for |z 1 | sufficiently small), we have the following lemmata.
In addition the distanced defined in Section 3.1 satisfieŝ
Proof. The distance d(x, z) is defined in (2.6) as the norm of the vector v such that
Since all the vector fields (X i ) i=2,··· ,n are tangential to the plane M z 1 , the integral curve t → exp(t n i=2 v i X i )(z) is tangent to the same plane. Therefore, along this curve the vector fields (X i ) i=2,··· ,n are computed for x 1 = z 1 and coincide with the vector fields X i,z 1 . This implies that d(x, z) = d z 1 ,0 (x, z). The same argument applies to the second equality in (3.22) to (3.23), and to (3.23).
Since we have a good estimate of the kernel R 1,ε only in an ε-neighborhood of the plane M 0 , we have to modify the classical parametrix method, restricting the integral in this neighborhood. To this end we consider a cut-off function depending only on the first variable x 1 . Precisely, we consider a piecewise function ρ ε , supported in an ε neighborhood of the origin, defined as follows:
For any suitable kernel K, we define
R 1,ε ((x, t), (y, θ)) K((y, θ), (z, τ ))ρ ε (y 1 − z 1 ) dydθ (3.27) and, in analogy with (2.27), we consider
We will prove that the series can be is totally convergent on the set
and it is a kernel of uniform exponential ε-type 1/2, i.e. it satisfies the estimate
with constants independent of ε and of z 1 .
As we mentioned in Section 2.3 the convergence of this series relies on properties of convolutions of kernels. Hence we will need the following property of the operator E R 1 ,ε , that ensures that the series can be estimated by a power series, so that it is convergent on the mentioned set: Lemma 3.10. Let M 0 ⊂ G be a non-characteristic plane. For z ∈ M 0 , x ∈ G, with |x 1 | ≤ ε 2κ and for j ∈ N it holds that Proof. We argue as in [34] or [2] and we prove by induction that
Here we only sketch the proof, in order to show that the constant is independent of ε. The estimate is true for j = 0 (see (3.19) ). Let us assume that an analogous estimate holds for j − 1 ∈ N. We have
By the reproducing property of the fundamental solution, we have
and, by the change of variable r = (t − τ ) −1 (θ − τ ),
Recall now the definition of b j−1 and obtain b j from the last integral. Thus, (3.30) follows by induction for all j ∈ N.
Remark 3.11. From the assertion above it follows that the convolution of a family of kernels of uniform exponential ε-type 1/2 with a family of kernels with uniform exponential ε-type β is a family of kernels with uniform exponential ε-type β + 1/2.
For every ε > 0 the operators L ε and L z 1 ,ε are uniformly elliptic, so that the proof of the convergence of the parametrix method is a well known fact (see [25] ). In particular Γ z 1 ,ε provides a good approximation of Γ ε in a neighborhood of the plane. More precisely
In addition, for i = 1, · · · , n,
Using the explicit representation formulas above we can provide the following estimates for Γ ε − Γ z 1 ,ε uniform in ε:
Proposition 3.12. Let M 0 be a non characteristic plane and x = (x 1 ,x), z = (z 1 ,ẑ) ∈ G such that |x 1 |, |z 1 | ≤ ε 2κ . For every T > 0 there exists a constant C = C(T ) such that for every ε > 0 and for every t, τ with 0 < t − τ ≤ T the following inequalities hold
) is a family of kernels of uniform exponential ε-type 1/4 with respect to the vector fields (X i,ε ) i=2,··· ,n .
For the proof we refer to [34] , while the uniformity with respect to ε follows by (2.8).
Proof of Theorem 3.2 . We first prove a Riemannian version of Theorem 3.2. Precisely we show that for all (0,ẑ), (0,x) in M 0 and for every t, τ , with 0 < t − τ ≤ T we have
where C is a constant independent of ε. Indeed, 0,x, t), (0,ẑ, τ ) ) .
The first difference at the right hand side is zero by Remark 3.4, since 4π(t − τ )Γ ⊥,0,ε ((0,x, t), (0,ẑ, τ )) = 1 and hence the estimate (3.35) follows by (3.34) . Always from Proposition 3.12 it follows that 4π(t − τ )Γ ε ((0,x, t), (0,ẑ, τ )) −Γ 0,ε ((x, t), (ẑ, τ )) is a family of kernels of uniform exponential ε-type 3/4 with respect to the vector fields (X i,ε ) i=2,··· ,n . Sending ε to 0 in the assertion (3.35), we obtain that for all z = (0,ẑ), x = (0,x) in M 0 and for every t and τ , with 0 < t − τ < T , we have
and the left hand side is a kernel of exponential type 3/4 with respect to the vector fields (X i ) i=2,··· ,m . Using the Gaussian estimate (2.22) of Γ andΓ together with formula (3.24) we obtain
and the left hand side is a kernel of exponential type 1/4 with respect to the vector fields (X i ) i=2,··· ,m . Theorem 3.2 follows immediately. Lemma 3.13. Let D = {(x 1 ,x) ∈ R n : x 1 > 0}, and assume that its boundary is non characteristic. There exists C > 0 such that for any (0,x), (0,ŷ) ∈ ∂D and for all t, τ , with 0 ≤ τ ≤ t we haveΓ ((x, t), (ŷ, τ )) = (3.36)
where
andR is a kernel of exponential type 5/2 with respect to the vector fields {X i } i=2,··· ,n .
Proof. Let us first prove (3.36) . To this end we note that the thesis is true for t − τ ≥ 1.
and by the standard Gaussian estimates (2.22) of the fundamental solution and by the relation (3.24) between the distancesd and d, we obtain
If t − τ < 1, by Theorem 3.2, we have
Therefore, we get
so that R satisfies (3.36) . A similar argument applied to all derivatives ensures thatR is a kernel of exponential type 5/2 with respect to the vector fields {X i } i=2,··· ,n and concludes the proof.
3.6. Proof of Theorem 1.3 for homogeneous vector fields on a plane. We will provide in Lemma 3.14 below the proof of Theorem 1.3 on a plane and for homogeneous vector fields. This result can be considered the time independent version of Lemma 3.13. It will be established integrating in time the thesis of that Lemma and using the well known fact that the fundamental solutionsΓ∆ of the Laplace type operator (3.5) and Γ ∆ of the Laplace operator (1.2) satisfy respectivelŷ
Lemma 3.14. Let the vector (X i ) be represented as in (2.3), let M 0 = {(0,x) :x ∈ R n−1 } be a non characteristic plane. For any (0,x), (0,ŷ) ∈ M 0 Γ∆(x,ŷ) =
In particularR∆(x,ŷ) is a kernel of type 5/2 in the sense of Definition 2.3 with respect to the distanced defined on the plane.
Proof. Using (3.40) and integrating both sides of expression (3.36) we obtain:
Changing the order of integration, we get that the last term is equal to
and integrating with respect to θ we obtain
The estimate ofR∆(x,ŷ) directly follows easily integrating in (3.39) and using the estimate ofΓ((x, ct), (ŷ, 0)) provided in Lemma 3.13. Therefore, recalling that Q = Q − 1 denotes the homogeneous dimension of the plane, we havê
where the constants may vary from line to line. Now, with the change of
we get
An analogous inequality holds for any derivative and the result is proved.
4.
Reproducing formula on a smooth hypersurface 4.1. Reduction of a general hypersurface to a plane with a subriemannian structure. Let us denote by D a smooth, open bounded set in G and let 0 ∈ ∂D be a non characteristic point. In this section we show that we can always reduce the boundary ∂D to the plane {(x 1 ,x) : x 1 = 0}, via a change of variables. Indeed, there exists a neighborhood V 0 of 0 such that the subriemannian normal ν satisfies ν(s) = 0 for every s ∈ ∂D ∩ V 0 .
We can also choose an invariant basis (Z i ) i=1,··· ,n of the tangent space of G around the point 0 and Z i coincides with the standard element ∂ i of the tangent basis at the point 0, for every i = 1, · · · , n. In addition, we assume that Z 1|0 := ∂ 1|0 = ν(0) and that the vector fields (Z i|0 ) i=2,··· ,m span the horizontal tangent space of ∂D at 0. We also assume that the problem is expressed in canonical coordinates of second type around the point 0 associated to these vector fields. In these coordinates the vector fields admit the representation
while the boundary of D can be identified in a neighborhood V ⊂⊂ V 0 with the graph of a regular function w, defined on a neighborhoodV = V ∩ R n−1 of 0:
By the choice of coordinates we have in particular that
On the set V the function Ξ(s 1 ,ŝ) = (s 1 − w(ŝ),ŝ) is a diffeomorphism. It sends ∂D ∩ V to a subset of the plane {x 1 = 0}:
Through this change of variables the vector fields Z i can be represented as
for i = 1, · · · , n, where the polynomials a ij are the same of the ones defined in (2.3).
A neighborhood of 0 in the boundary of D locally becomes in the new coordinates an open subset M 0 = Ξ(∂D ∩ V ) of the plane {x 1 = 0}. We can restrict the vector fields (X i ) i=1,··· ,m to the tangent to M 0 and we call themX i :
The vector fields (X i ) i=1,··· ,m still satisfy the assumption (1.5), which ensures that they satisfy the Hörmander finite rank condition [31] . They do not define a general Hörmander structure (see [39] ), since they have been obtained from the generators of a Carnot group via a change of variables. It is important to note that the vector fields X i as well as the vector fieldsX i are not homogeneous with respect to the new variables x i . However we will see in Lemma 4.3 and Lemma 4.4 that at every point they admit approximating vector fields respectively Z i andẐ i homogeneous in the new variables. Hence the local homogeneous dimension of R n endowed with the choice of the vector fields X i is Q. Since the Hörmander condition is satisfied, a Carnot Carathéodory distance d is defined in terms of the vector fields (X i ) m i=1 . Thanks to assumption (1.5), the vector fields {X i } i=2,··· ,m , defined in (4.3), generate on the plane M 0 a subriemannian structure with local homogeneous dimensionQ = Q−1 and induce a distanced on M 0 defined through the exponential map as in (2.6), which satisfies (3.23) and (3.24).
The Laplace type operator, analogous to (1.2) and expressed in terms of the vector fields X i is denoted by
and it has a fundamental solution Γ ∆ , of class C ∞ out of the pole (see for example [42] ). The operator (3.5), expressed in terms of the vector fieldsX i becomeŝ
with fundamental solutionΓ∆. In analogy with the definition of type of a kernel with respect to the vector fields (X i ), given in (1.4), we give here the definition of kernel of local type λ with respect to the vector fieldsX 2 , · · · ,X n :
Definition 4.1. k is a kernel of local type λ with respect to the vector fieldsX 2 , · · · ,X n and the distanced if it is a smooth function out of the diagonal and, in any open set V , the following holds: for every p there exists a positive constant C p such that, for everŷ x,ŷ ∈ ∂D ∩ V ,x =ŷ,
Clearly, if the space is homogeneous, the previous definition coincides with Definition 2.3.
4.2.
A freezing procedure. Here we will show that, when we are studying pointwise properties around a fixed point x 0 , we can always reduce our vector fields to homogeneous ones. The proof is made approximating the vector fields with nilpotent ones, adapting to this context the Rothschild and Stein parametrix method. In the classical case the vector fields are lifted to vector fields free up to step κ and then they are reduced to the generators of a free algebra with a freezing method. Here we can not lift the vector fields to free ones otherwise we would loose assumption (1.5). However, we can use the explicit expression of the vector fields (4.2) to obtain an ad hoc version of the Rothschild and Stein method.
Let D be a smooth, open bounded set in R n As shown in the previous section we can assume, up to a change of variable, that 0 ∈ ∂D and that there exists V such that
Moreover, there exists a regular function w such that the vector fields (X i ) can be represented as (4.2). We prove the following result analogous to [41] in our simplified setting:
There exist open neighborhoods U of 0 in R n and V, W of 0 ∈ ∂D ⊂ R n , with W ⊂ V and, for every z fixed in W , a change of coordinates Ξ z such that
• the function x → Ξ z (x) is a diffeomorphism from U on the image • in the new coordinates the vector fields will admit the following representation:
Proof. Let us call M = {(w(x),x) : (0,x) ∈ V ∩ ∂D}, where w is the function introduced above and defining the vector fields in (4.2). For every z ∈ M we will denote T z the group homomorphism which sends 0 to z and whose differential sends X 1|0 in the normal ν(z) at M in z and X 2|0 , · · · , X n|0 in a basis of the tangent space to M at z. If we fix z the implicit function theorem, (see [24] , [16] ) ensures that there exists a neighborhood U = I ×Û of 0 and a function w z :Û → R such that w z (0) = 0 and
We can always assume that ∇ z w z (0) = 0. Due to the regularity of the boundary we can find an open set W ⊂ V such that for every z ∈ W ∩ M the function w z is defined on the same setÛ with values in the same set I. Hence we can define the map
E z is invertible on its image and sends the plane {y 1 = 0} ∩ U into a suitable subset of M . The composition E −1 0 E z sends the plane {y 1 = 0} into the the plane {x 1 = 0}, boundary of D. For every z ∈ W ∩ M its inverse function Ξ z (x) is a diffeomorphism on the image and Ξ z (W ) ⊂ U ⊂ Ξ z (V ) The vector fields X i can be represented as follows in the new coordinates (see also [1] , [15] ):
We can now prove the following result, analogous to Theorem 5 in [42] : 
where R i,z,Ξ are vector fields of local degree ≤ deg(i)−1 depending smoothly on z. Precisely
Proof. It is a direct computation. Indeed the assertion is true for i = 1. For every i > 1 the difference dΞ z (X i ) − Z i can be expressed as
We first note that, since w z (0) = 0 and we can always think that also X i w z (0) = 0, then X i w z (ŷ)∂ y 1 is an operator of degree 0. Moreover, being a ij homogeneous polynomials, their difference can be represented as a homogeneous polynomial. Precisely there exists a suitable polynomial a 1 ij homogeneous of degree 
whereR i,z,Ξ are vector fields of local degree ≤ deg(i) − 1 depending smoothly on z ∈ W .
Proof. We omit the proof which is exactly the same as the previous lemma.
4.3.
Properties of the fundamental solution and its approximating ones. The vector fields (X i ) i=1,··· ,n in (4.2), as well as their restriction to the boundary (X i ) i=2,··· ,n , are in general non homogeneous in the variables x, but we have proved in the previous section that for every z their images through Ξ z admit homogeneous approximating vectors fields. Then calling X i,z = dΞ z −1 (Z i ) for i = 1, · · · , n, and applying the change of variable Ξ to the result of Lemma 4.3, we deduce that for every i = 1, · · · , n there exists an operator R i,z such that R i,z ≤ deg(i) − 1 and
CallingX i,z = dΞ −1 z (Ẑ i ) for i = 2, · · · , n, we obtain from Lemma 4.4 that for every i = 2, · · · , n there exists a vector fieldR i,z such thatR i,z ≤ deg(i) − 1 and
The associated sub-Laplacian type operators are defined as We can now apply the parametrix method of [34] , recalled in (2.24) and (2.25) to estimate the fundamental solutions Γ ∆ andΓ∆, associated to the operators (4.4) and (4.5) respectively. The argument is similar to the one applied in Section 3 but in this case the proof is standard, since we do not have to take care of the different homogeneous dimensions of the Riemannian and subriemannian structures. Hence we state without proof the following lemma:
Lemma 4.5. Let us consider the operators defined in (4.7). Then
are differential operators of degree 1. As a consequence
are kernels of type 3, with respect to the vector fields X i and the distance d. Analogouslŷ
are kernels of type 3 with respect to the vector fieldsX i and the distanced.
We will also denote (X i ) * the formal adjoint of X i . Remark 4.6. Let us note that for every i = 1, · · · , n, the vector field X i is no more self adjoint, but its formal adjoint differs from X i by an operator of order 0. Indeed there exists a smooth function ϕ i such that
In the sequel we will denote X z i the derivative with respect to z and X x i the one with respect to x of a kernel K(x, z). From Proposition 5.10 in [8] (see also [42] , page 295, line 3 from below) we have Proposition 4.7. Assume that f ∈ C ∞ 0 (R n−1 ), and for x ∈ R n define
For every i, h = 1, · · · , m there exist kernels Γ i,h (x, y) and S i (x, y), of type 2 with respect to the distance d, such that
Then there exists a kernel S of type 1 such that the operator G 1 (f ) := G(∇f ) can be represented as G(∇f ) = E S (f ), where E S is the operator with kernel S.
is a kernel of type 5/2 with respect to the vector fieldsX i,z . Using Lemma 4.4 we deduce that a kernel has the same type with respect to the vector fieldsX i andX i,z . Inserting in (4.9) we get thatΓ∆
is a kernel of type 5/2. Applying again Lemma 4.5 we deduce that the following difference,
is a kernel of type 3. As a consequence, we deduce from here and (4.10) that
is a kernel of type 5/2. The proof is complete.
Poisson kernel and Schauder estimates at the boundary
In this section we will show the existence of a Poisson kernel for the Dirichlet problem, stated in Theorem 1.2. From this we deduce the Schauder estimates at the boundary stated in Theorem 1.1. for a suitable boundary datum g and a smooth function f defined on D.
As mentioned in Section 4.1, we can locally perform a change of variable, and reduce the domain of the Dirichlet problem to the half space. Hence there is an open set V ⊂ R n such that D ∩ V = {x = (x 1 ,x) ∈ V : x 1 > 0} and {x 1 = 0} is a non characteristic plane. Under this change of variable, the vector fields {X i } i=1,··· ,m will take the non homogeneous expression of (4.2). Their restriction to the boundary, denoted (X i ) is defined in (4.3) induces on the set ∂D a distanced defined in (3.23). The corresponding spaces of Hölder continuous functions, will be denotedĈ k,α .
We look for a Poisson operator in a neighborhood V of a point x 0 ∈ ∂D. We say that P : C ∞ (V ∩∂D) → C ∞ (V ∩D) is a local Poisson operator for the problem (5.1) if, for every g ∈ C ∞ (V ∩ ∂D), the function u := P (g) satisfies ∆u = 0 in D ∩ V and u(x) = g(x) for all x ∈ ∂D∩V . We will construct a parametrix for the Poisson kernel of the Dirichlet problem, adapting to the present setting a method introduced by Greiner and Stein [28] and Jerison [32] . They used an approximating kernel, defined via pseudodifferential instruments, while we use here the kernel found in Theorem 1.3. We will denote it as follows:
In analogy with (2.26) we call
In the present case R 1 is a kernel of type 1/2 with respect to the distanced. As in (2.27) we now call
Using a standard singular integral argument, we deduce that the series uniformly converges on any bounded open set V 0 and it is a kernel of type 1/2, As a consequence forx,ŷ ∈ V 0 ∩ R n−1 .
Let us now prove Theorem 1.2 with
Proof of Theorem 1.2. Since we are proving a local property, it is not restrictive that the boundary datum g belongs to C ∞ 0 (∂D ∩ V 0 ). Since Γ ∆ is the fundamental solution of ∆, then the function u = P (g)(x) satisfies ∆u = 0 in V ∩ D. Hence by (5.3), we have
Once proved the existence of a Poisson kernel, the proof of Schauder estimate is based on properties of singular integrals. We follow here the same ideas as in [32] and we prove that the operator P is bounded. Since it can be represented as in (1.11) we will start with the properties of K.
Let us first note that both K 1 and R can be extended to operators with values in C(D ∩ V ) setting
As a consequence K = K 1 + R will be considered as an operator acting between the following sets
Remark 5.1. Let us explicitly note that the spaces C k,α associated with the vector fields X i defined in (4.2) are equivalent to the spaces C k,α associated with the vector fields
since these vectors are linear combinations of the previous ones.
be a half space with non characteristic boundary. Then for every V ⊂⊂ V 0 there is a constant
In addition there is a constant
Proof. Clearly Γ ∆ ((0,ẑ), (0,ŷ)) is a kernel of type 2 with respect to the distance d in the sense of Definition 4.1. Because of inequality (3.24) we deduce that there are constants
so that Γ ∆ ((0,ẑ), (0,ŷ)) is a kernel of type 1 with respect to the distanced induced on ∂D, while the first derivatives of Γ ∆ ((0,ẑ), (0,ŷ)) are singular integrals. As a consequence we obtain (see for example [40] )
, where E Γ ∆ denotes the operator with kernel Γ ∆ (z, (0,ŷ)).
Since Φ is a kernel of type 1/2, its associated operator E Φ satisfies
It follows that
In particular (5.6) directly follows. Also the decay property of K immediately follows, since
for allŷ ∈ supp g and for allẑ such thatd(ẑ, supp g) ≥ 2 diam(supp g).
Arguing as in Remark 5.1 we have the following Remark 5.3. There are C ∞ functions such that the Laplace type operator ∆ can be expressed as It is standard to recognize that for every i, j = 2, · · · , m, Y i Y j K it is bounded as operator with values in C α (D ∩ V 0 ) (see for example [28] , [40] ).
Hence we have to estimate the normal derivative. Let us begin with the derivatives Y i Y 1 K with i = 2, · · · , m. Let ψ ∈ C ∞ 0 (V 1 ) such that ψ ≡ 1 in a neighborhood of V and let x ∈ V and ϕ ∈ C 1,α (D ∩ V 0 ). By Proposition 4.7 there exist kernels (Γ 1,i (x, y) ) i=1,··· ,m , S 1 (x, y) of type 2 such that If x ∈ V the last integral contains a C ∞ kernel since ψ = 1, on a closed set which contains V in the interior. Thus, applying standard singular integral theory to all terms in the expression of ∂ 1 K we obtain
Analogously for every i = 2, · · · , m we have
Finally we note that ∆ K(x, (0,ŷ)) = 0, consequently the estimate of Y 2 1 K follows by difference from the estimates of all the other second derivatives and the expression (5.10).
Assertion (5.12) is proved, so that the thesis follows. Proof. The first inequality follows from properties of singular integrals (see [45] ) and the boundedness of P established in Theorem 5.4. The last inequality follows applying Lemma 4.8. Indeed there exists a kernel S of type 1 such that
Consequently G(∇f ) = E S (f ) − P ((E S (f )) |∂D∩V 0 ), and the assertion follows at once.
Let D = {(x 1 ,x) ∈ R × R n−1 : x 1 > 0} be a half space as above and consider the problem ∆u = f in D, u = g on ∂D.
(5.14)
From Theorem 1.2 next theorem easily follows .
Theorem 5.6. If f ∈ C ∞ 0 (V 0 ) and g ∈ C ∞ 0 (∂D ∩ V 0 ) and
then the function u = G(f ) + P (g) solves the problem ∆u = f in D, u = g on ∂D ∩ V 0 .
As a consequence of the previous theorem, we immediately get an approximate representation formula for a smooth function u.
Lemma 5.7. Let V ⊂⊂ V 0 and let u ∈ C ∞ 0 (V ). Let us call ∆u = f and g = u |∂D∩V 0 , and let ϕ ∈ C ∞ 0 (V 0 ), ϕ = 1 on V . Then 15) where v = G(f ) + P (g) and b i are the coefficients of the operator ∆ in (1.2).
Proof. Setting v = G(∆u) + P (u| ∂D∩V 0 ) we have by Theorem 5.6
where we have extended u − ϕv on the whole space with 0. We deduce by (1.2)
Now applying Lemma 4.8 we obtain
5.1. Schauder estimates. We can now complete the proof of the Schauder estimates, stated in the introduction:
Proof of Theorem 1.1. Let u be a solution of ∆u = f and u |∂D = g. We will prove the a priori estimates for u under the assumption that f ∈ C ∞ (D), g ∈ C ∞ (∂D) and we will obtain the thesis for f ∈ C α (D), g ∈Ĉ 2,α (∂D) by a density argument. For smooth data, by [35] there exists a unique solution u ∈ C ∞ (D), smooth up to the boundary at non characteristic points.
We first note that u ∞ ≤ g ∞ via the maximum principle. In addition, extending g in the interior of D to a function of class C 2,α such that g C 2,α (D) ≤ g Ĉ2,α (∂D) , we see that u − g is a solution of ∆(u − g) = f − ∆g in D and u − g = 0 on ∂D, hence the Moser iteration technique (see [37] ) ensures that there exists a value of β such that u − g ∈ C β (D), and
(5.16)
We can choose a non characteristic point, say 0 ∈ ∂D, and denote V 0 a neighborhood of 0 such that the subriemannian normal ν(s) = 0 for every s ∈ ∂D ∩ V 0 .
Then we can perform the change of variable described in Section 4.1 on a set V ⊂⊂ V 0 . Through this change of variables the vector fields X i can be represented as in (4.2) dΞ(X 1 ) = ∂ Then, from previous expressions and using (5.13) , for nested open sets V ⊂⊂ V 3 ⊂⊂ V 2 ⊂⊂ V 1 ⊂⊂ V 0 and for every γ ≤ α we get that
In particular, using this inequality and the uniform estimate of ϕu C β (D) provided by (5.16) we get for V ⊂⊂ V 4 ⊂⊂ V 3 ϕu C α (V 4 ∩D) ≤ C ϕu C 1,β (V 3 ∩D) ≤ C f C α (D) + g Ĉ2,α (∂D) .
Having an estimate of ϕu C α we apply again (5.16) with γ = α and we have for V ⊂⊂ V 5 ⊂⊂ V 4 ϕu C 1,α (V 5 ∩D) ≤ C f C α (D) + g Ĉ2,α (∂D) .
Finally, we iterate the same argument applying again (5.13) to (5.17) and (5.18). Therefore we get ϕu This concludes the proof.
