Abstract: We continue the study initiated in [LS] of the lattice (grid) generated by the incidence vectors of cocycles of a binary matroid and its dual lattice. In [LS], we proved that every denominator in the dual lattice is a power of 2, and characterized those binary matroids M for which the largest exponent k(M ) is 1. In this paper, we characterize the matroids with k(M ) = 2 and, for each constant k, give a polynomial time algorithm to decide whether k(M ) ≥ k.
Introduction
Let G = (V, E) be a simple graph and w : E → IR such that w(X) is an integer for all cuts X. (For a subset X ⊆ E, we set w(X) := x∈X w (x) .) It is well-known that all such weight functions take only integer and half-integer values, and the edges with non-integer weights define an Eulerian subgraph of G. M. Laurent observed that this statement can not be generalized to all binary matroids and in [LS] we characterized Eulerian matroids, i.e., the matroids satisfying that all weight functions taking integer values on cocycles are necessarily half-integral. We also started the study of weight functions which take integer values on cocycles on an arbitrary binary matroid M . The purpose of this paper is to continue this investigation.
First, let us fix some notation. "Matroid" always means a binary and simple matroid (i.e., without cycles of length 1 or 2). As it is well-known, every cocycle is the disjoint union of cocircuits, so it would suffice to require integrality on cocircuits. (Recall that cocircuits are just the complements of hyperplanes of M .) It is shown in [LS] that L * (M ) is a discrete set and hence it is a lattice (we use the word lattice in the sense of "grid" and not in the sense of "special poset").
Many structural properties of a lattice and its dual are closely related; for example, 
are equivalent from an algorithmic point of view (cf. e.g. Lovász [L1] ). For example, if we can test membership in one in polynomial time then we can test membership in the other.
It is an important general question to characterize lattices generated by combinatorially defined 0-1 vectors. In a sense, this is dual to the basic issue of polyhedral combinatorics, which deals with characterizating convex hulls of combinatorially defined 0-1 vectors.
The lattice generated by perfect matchings of a graph was described by Lovász [L2] . Note that the convex hull of cocircuits of a binary matroid is NP-hard to describe even in the graphic case, since optimizing over it would contain the Max-Cut problem.
In [LS] , we proved that for each matroid M , there exists a non-negative integer k such
We denote the least integer k with this property by k(M ). It is easy to see that k(M ) = 0 if and only if the matroid is free. The matroid is Eulerian if and only if k(M ) = 1, and in [LS] we gave various characterizations of this case. We also gave polynomially computable upper and lower bounds for k(M ), and conjectured that the upper bound is the true value. Unfortunately, this conjecture is not true and we shall give a counterexample.
In this paper, we characterize matroids with k(M ) = 2. The characterization uses certain binary linear spaces defined on projective spaces, namely the binary spaces C r,k generated by the (incidence vectors of) flats of dimension k in F r . These subspaces are known in algebraic coding theory as (punctured) Reed-Muller codes. Also, for each fixed k, we give a polynomial time algorithm to decide whether k(M ) ≥ k.
We introduce the following further notation. Let M 1 ⊆ M 2 be two sets and w : M 1 → IR. Abusing notation, we shall also denote by w the extension w : M 2 → IR defined by
We shall further abuse notation and denote by M the incidence vector of the set M . 
Previous results
We summarize some properties of Reed-Muller codes and the results of [LS] which are relevant to the present discussion.
We consider the linear spaces (over GF (2)) C r,k , 0 ≤ k ≤ r, generated by the set Proposition 2.1. 
The following lemma gives a useful necessary condition for M ∈ C r,k . Note that every M ∈ C r,k may be considered as a subset of F r and, thus, as a binary matroid.
The binary subspace C r,k itself may be considered as the cycle space of a binary 
(Note that by Proposition 2.1, B (k) has the "right size".)
An important application of Proposition 2.4 is the following. Assume that we perform the above test and find that the set M of columns of B are dependent in F r k . Then we can express some subset of M as the modulo 2 sum of flats of rank at most k (such a subset can be found easily be deleting elements from M as long as the dependence of M in F r k is preserved). But how long is such an expression, and how to find it? Our next theorem gives an upper bound, and an algorithm. time.
Next, we describe some results concerning cocycle lattices. Let M be a binary matroid of dimension r, coordinatized by an (r + 1) × n matrix B over GF (2). Let
n be the set of rows of B; then lin 2 (A) is the cocycle space of M and we are interested in the lattice
give an upper and lower bound for k(M ).
These upper and lower bounds suffice to characterize Eulerian matroids. 
and only if v is integral and the sum of entries of v over every circuit is even ("the obvious necessary conditions for
for some flats
This decomposition is not unique, and the following lemma states that we have some freedom in its construction. 
Lemma 3.2. The matroid M is dependent in F
Since dim(M ) = 5, we can assume by the preceding remark that all flats are in F Since
So, by Lemma 3.1, we can suppose that in the decomposition (2), s = 3 and 
Theorem 3.3. Let M be a non-Eulerian matroid. Then k(M ) = 2 if and only if for all
Proof. → Suppose, on the contrary, that there exists F ∈ C r,3 , F ⊆ M , such that (M ∪ e 1 , . .., e r ) for which w 2 (e) has denominator 2, we add (1/2) times the line spanned by e and e r+1 . Call the resulting function w 3 . Next, for each e ∈ e 1 , ..., e r \ (M ∪ e 1 , . .., e r−1 ) for which w 3 (e) has denominator 2, we add (1/2) times the line spanned by e and e r . Continuing this process, eventually we obtain some w ∈ L * . By Theorem 2.6, the decompositions
can be computed in polynomial time. ¿From these decompositions, the vectors x F i are easily obtained. Then we decide whether there exists I ⊆ {1, 2, ..., s}, I = ∅ such that i∈I x F i ∈ X. This happens if and only if either the vectors x F i , 1 ≤ i ≤ s are not linearly independent or the subspace generated by them intersects X nontrivially. Both of these conditions can be checked in polynomial time. Finally, the following claim finishes the proof.
Claim. Let I ⊆ {1, 2, ..., s}, I = ∅, and F := i∈I F i . Then x F ∈ X if and only if The procedure uses a generalization of the ideas described in Theorems 3.3 and 3.4.
Unfortunately, it cannot be used to determine the exact value of k(M ) if it is not bounded, mostly because of the time and space requirement of the standard basis decomposition described in Theorem 2.6. We note, however, that by Corollary 2.9, k(M ) ≤ log 2 (n+1)−1 and so we obtain a subexponential algorithm for arbitrary values of k. Also, if n is large enough such that we can afford to list all elements of F r (and, consequently, of its kextension matrices) then k(M ) can be determined in polynomial time. . 
Next, we compute a basis G 1 , ..., G t for M in F r m , and for each G i , we construct the The last statement implies that i∈I e i ∈ f 1 , ..., f , say i∈I e i = j=1 α j f j for some α j ∈ GF (2). Recall that f j = s i=1 ε j,i e i and v j = s i=1 ε j,i w i . This means that in the expression j=1 α j v j , exactly those w i occur an odd number of times for which i ∈ I.
So i∈I w i − j=1 α j v j is an integer linear combination of {2w : w ∈ V k,m }. By Theorems 2.5, 2.6 and by elementary linear algebra, all procedures applied at the construction of V k,m run in time polynomial in their input length. In the preceding paragraph, we have justified that these input lengths are polynomial in n; hence the entire procedure runs in time polynomial in n.
