Abstract: In this paper, we introduce a new semantics for hybrid systems called symbolic dynamics. The semantics is constructed in the tradition of denotational semantics of programming languages, which defines the meaning of a construct by a function. The novelty of this approach is that these semantic functions are defined on complex state spaces carrying algebraic and analytic structures. As in the denotational semantics, we also define operations with symbolic dynamics corresponding to the primitives of the hybrid behaviours like stopping and switching. This semantics can describe both deterministic and stochastic systems. The paper is self-contained and it does not require any apriori background in computer science.
INTRODUCTION
In computer science, denotational semantics is an approach to formalizing the meanings of computer programs. Denotational semantics originated in the work of Christopher Strachey and Dana Scott Scott et al. [1971] in the 1960s. Broadly speaking, denotational semantics is concerned with finding mathematical objects that represent what programs do. Collections of such objects are called domains (e.g. programs by partial functions or by games between the environment and the system). Some work in denotational semantics has interpreted types as domains in the sense of domain theory that is seen as a branch of model theory, leading to connections with category theory, abstract interpretation, program verification, and model checking. Domain theory is a branch of mathematics that studies special kinds of partially ordered sets commonly called domains. For hybrid systems, the first denotational semantics was proposed in Deshpande et al. [1995] and recent developments include Edalat et al. [2006] , Bouissou et al. [2008] . For stochastic hybrid systems, a denotational semantics is still a challenge.
A denotational semantics describes system evolutions as mathematical objects in an abstract space. An appropriate space will formalize the fundamental properties of evolutions and will help in establishing new system properties. An example of a successful denotational approach to hybrid systems is the categorical definition of bisimulation. A denotational approach to stochastic hybrid systems may reveal their intimate algebraic structure and it could help in defining new concepts of simulation, duality, subsystems, extensions, solutions, bisimulation and maybe new types of integrals.
First we propose as denotation of continuous time systems like Markov processes and dynamical systems an algebraic structure called symbolic dynamics. A symbolic dynamics describes a real time system evolution as timed sequence of application of some transformations on a functional space. A symbolic dynamics can be easily associated to any discrete transition systems, to continuous time dynamical systems, and in a more abstract form to a stochastic process. In particular, we focus on the properties of a symbolic dynamics associated to a Markov process. These symbolic dynamics can be understood as abstract deterministic flows evolving in infinite dimensional state spaces. We define an abstract concept of Lyapunov function and its properties are underlined. We model the switching behaviour of a hybrid system by introducing a notion of subordination for symbolic dynamics.
BACKGROUND
This section is intended to provide the basic background about the most studied continuous time processes, namely Markov processes and dynamical systems. Their studies are related, since, roughly speaking any dynamical system is a degenerate Markov process.
Markov Processes The stochastic processes we consider here are randomized systems with a continuous state space, where the "noise" can be measured using transition probability measures. Markov processes form a subclass of stochastic systems for which, at any stage, future evolutions are conditioned only by the present state.
The state space is denoted by X. The state space should be a measurable space. Suppose that X is a Polish or analytic space. We consider X equipped with its Borel σ-algebra B. Let X ∆ = X ∪ {∆}. Let B(X ∆ ) be the Borel σ-algebra of X ∆ . The set of all bounded measurable numerical functions on X is denoted by B(X).
Let us consider M = (x t , P x ) a Markov process with the state space X. A Markov process retains no memory of where it has been in the past. Standard definitions can be found in any textbook Ethier et al. [1986] . Let F and F t be the appropriate completion of σ-algebras F 0 = σ{x t |t ≥ 0} and F 0 t = σ{x s |s ≤ t}. F t describes the history of the process up to the time t. Technically, with any state x ∈ X we can associate a natural probability space (Ω, F, P x ) where P x is such that its initial probability distribution is P x (x 0 = x) = 1. Strong Markov property means that the Markov property is still true with respect to the stopping times of the process M. Recall that a [0, ∞]-valued function τ on Ω is called an {F t }-stopping time if {τ ≤ t} ∈ F t , ∀t ≥ 0. The stochastic analysis identifies concepts (like infinitesimal generator, semigroup of operators, resolvent of operators) that characterize in an abstract sense the evolutions of a Markov process.
Deterministic dynamical systems In this subsection we present the class of semi-dynamical systems, which can be thought of as "Markov processes" that "degenerated" into determinism, or what "Markov processes" would be if its transition probabilities would be given by some Dirac distributions 1 . They might be thought of as restrictions of dynamical systems to the positive time interval.
A semi-dynamical system Bucur et al. [1994] is a function φ:
The life time of the system φ is the map ζ : X ∆ → [0, ∞] defined by ζ(x) = inf{t ≥ 0|φ(t, x) = ∆}. We can suppose without loosing the generality that for all x ∈ X the life time ζ(x) > 0. For each x ∈ X the trajectory starting from x is Γ x = {φ(t, x)|t ∈ [0, ζ(x))}. The semi-dynamical system φ is called transient if there exists (A n ) ⊂ B such that X = ∪ n∈N A n and m{t ∈ [0, ∞)|φ(t, x) ∈ A n } < ∞, ∀x ∈ X, where m is the Lebesgue measure.
SYMBOLIC DYNAMICS
This section provides an abstract setting for describing in an unified way both: Markov processes and dynamical systems.
Definitions and examples In this subsection, the formal definition of the symbolic dynamics is given. Some properties are also emphasized.. Definition 1. A symbolic dynamics (SD) is a couple (T, S, Φ), where: (i) (T, +, o) is an arbitrary monoid, called time monoid; (ii) S is the state space, eventually carrying a symbolic structure; (iii) Φ : T × S → S is a map such that: Φ(0, s) = s; Φ(t , Φ(t, s)) = Φ(t + t, s); (iv) some compatibility axioms relates Φ to the structure of S. Example 1. Let S be a linear space and T = R. We define Φ(t, s) = e t .s.
A real time SD is a SD with ([0, ∞), +, 0) as time. This sort of dynamics are abbreviated as RTS dynamics and denoted as (S, Φ). An RTS dynamics (S, Φ) is called:
• topological dynamics, if its state space S carries a topological space structure, which makes continuous the map Φ on its second variable;
• analytical dynamics, if its state space S has a Banach space structure, which makes continuous the map Φ on its second variable, in the norm topology;
• Hilbertean dynamics, if its state space S has a Hilbert space structure, which makes continuous the map Φ in the inner product topology. Definition 2. A latticeal dynamics is an RTS dynamics (S, Φ) such that its state space S carries a vector lattice structure which is subject to the following compatibility axioms: (i) compatibility with additivity: Φ(t, s + s ) = Φ(t, s) + Φ(t, s ); (ii) compatibility with scalar multiplication: Φ(t, λs) = λ.Φ(t, s); (iii) compatibility with order:
Any analytical or Hilbertean dynamic is also latticeal.
Let S be the set of positive elements of a vector lattice.
In the practice of mathematical modelling with differential equations or stochastic processes, the elements of interest (solutions, flows, classes of trajectories) are embedded in a larger functional space. This is because, in most cases, these elements form mathematical structures poor in useful properties. Within a larger structure, the mathematical properties are then used to characterize classes of interesting elements. In technical terms, these classes constitute the image of special operators that map the state space into itself. Here, we consider a quite general class of such operators that we call sweeping. Definition 3. A map V : S → S is called a sweeping if it is additive, monotone increasing and increasingly continuous. Example 2. Let (X, B) a measurable space, and M the cone of all positive measures on (X, B). Suppose that µ is a fixed measure on (X, B).
Moreover, the following representation holds: V µ (ς) = ∨{µ |µ µ}; where the notation µ µ means that µ is absolutely continuous w.r.t. µ. For every latticeal dynamics (S, Φ) we can define two other corresponding concepts:
• for each t > 0, there is a natural sweeping on S, given by ϕ t : S → S; ϕ t (s) := Φ(t, s);
• for each s ∈ S, the abstract trajectory starting in s is ω s := {Φ(t, s)|t > 0}.
The definitions of (ϕ t ) (canonical sweepings on S) makes possible the introduction of another family of sweepings (P Φ t ) defined on S ×A(S) (with A(S) a suitable σ−algebra of S) by P Φ t (s, A) = 1 A (Φ(t, s)); where 1 A is the indicator function of A. To avoid the difficulties related to the algebraic structure of S × A(S), one can embed S × A(S) into a suitable space of measurable bounded functions B(S) and extend P Φ t to this space, as follows (
(1) Definition 4. A latticeal valuation is a map µ ∈ S + which have the following properties: (1) additivity:
Let S * be the set of all latticeal valuations µ from S + . When organized with pointwise addition, scalar multiplication and order, S * becomes isomorphic with the set of positive elements of a vector lattice, in which even ∨ i µ i exists for increasing families (µ i ) i . S * is called the dual of S. On S * , we may define the canonical extension of Φ, denoted by Φ * : S * → S * , as follows Φ * µ(s) = µ(Φs); ∀s ∈ S, µ ∈ S * . Each sweeping V : S → S has an adjoint sweeping, defined as
, for all µ ∈ S * and s ∈ S.
Symbolic dynamics for deterministic & stochastic systems
In order to model uniformly the Markov processes and deterministic dynamical systems within the framework of SD, we need to abstract away some of their common properties. This unifying method derives from the so-called weak solutions of differential equations. For equations where solutions can not be computed, the existence and important analytical properties of the solutions can be established. The key point is to consider a larger space of elements that contains the solutions. A typical example of such a space constitutes B(X). The differential operator becomes then a linear operator on a subset of this large space, and for a Markov process, this operator is nothing else but its infinitesimal generator. Reasoning about this operator is usually done via a time-indexed family of "approximating" simpler operators, represented by the operators of the Markovian semigroup.
Recall that a family {P t : B(X) → B(X), t ≥ 0} of linear operators on B(X) is called semigroup of operators if the following conditions are satisfied: (i) semigroup property: P t P s = P t+s , t, s ≥ 0; (ii) contraction property:
is the transition probability) associated with a Markov process is a semigroup of operators, due to the Chapman-Kolmogorov equation Ethier et al. [1986] . With every deterministic dynamical system φ one can associate the semigroup of operators P = (P t ) t>0 defined by P t f (x) = f (φ(t, x)) for all functions f ∈ B(X ∆ ). For each t > 0, the function P t f applied in a state x ∈ X is the image of the measurable function f at that point corresponding to the time t of the flow φ(·, x) (which starts in x at time 0). In other words, P t f describes the abstract state of the system at time t or how a logical formula f is changed after the time t. If in the semigroup formula, we take f = I A with A ∈ B (the indicator function of a measurable set A) then P t I A (x) = I A (φ(t, x)), i.e. it takes the value one iff φ(t, x) ∈ A, otherwise it is equal to zero (see Hmissi [1989] and the references therein, for more properties of the semigroup associated to a deterministic dynamical system). The semigroup formula for a deterministic dynamical system can be derived as a particular case of Markov semigroup, taking the transition probabilities: p t (x, ·) = δ φ(t,x) (·), t ≥ 0; where δ φ(t,x) is the Dirac distribution corresponding to φ(t, x). The operator rezolvent V = (V α ) α≥0 is defined as the Laplace transform of the transition semigroup P. Usually, V 0 is denoted by V , and it is known as the kernel operator. Remark 2. For a deterministic dynamical system φ, if A ∈ B then V I A (x) is exact the Lebesgue measure of those moments of time t ≥ 0 for which the trajectory Γ x has a non-empty intersection with A.
The following definition is inspired by a condition from the Hille-Yosida theorem (Th. 2.6, Chapter 1 in Ethier et al. [1986] ). Definition 5. A linear operator L has the Hille-Yosida property if for all λ > 0, the operator λI − L has an everywhere defined inverse R(λ, L) such that λR(λ, L) ≤ 1.
To say λ I − L has an everywhere defined inverse means that the operator λ I − L is injective on the domain of L and that its range is all of X.
To the semigroup P one can associate its operator resolvent V and its infinitesimal generator L. Conversely, given an operator semigroup P, one can check if it might be associated to a Markov process (for necessary and sufficient conditions to ensure that the semigroup can be interpreted as a semigroup of conditional expectations see Th. 2.2, Chapter 4, Ethier et al. [1986] ).
In the conclusion of this subsection, we have to point out that properties of the operator semigroup for a Markov process, are well understood (Dynkin formula, forward/backward Kolmogorov equations, etc). Therefore, the idea to base an abstraction approach on the properties of this semigroup arises naturally.For dynamical systems, governed by ordinary differential equations the infinitesimal generator is the Lie derivative. If this is not available, usually we are reasoning about their properties in terms of the operator semigroup.
With all the ingredients prepared in the previous subsection, we are ready now to introduce an unifying concept for deterministic dynamical systems and Markov processes.
Suppose that we have given a Markov process M or a dynamical system φ (that is a degenerate Markov process).
Mainly the Markov dynamics is described by the tuple = (X, P) defined as follows: (i) X is the state space (with a topological structure Polish/analytic/Lusin space) for the underlying system; (ii) P = (P t ) is the associated Markov operator semigroup on B(X); where B(X) is the set of all bounded measurable real functions defined on X.
We can define a preorder relation ≺ on X as
where V is the kernel operator.
Using (2), we can define a preorder relation ≺ M associated to M that is the order on the trajectories of M. In particular, if M degenerates in a semi-dynamical system, ≺ M is exactly the order relation on the trajectories.
We denote x ≺ φ y if there exists t ∈ [0, ∞) such that y = φ(t, x). If the system under consideration is transient then ≺ φ is an order relation Hmissi [1989] . This order relation can be characterized using the initial resolvent kernel (Prop. 13 Bucur et al. [1994] ) via (2).
Let us consider (X, P) as a representation for a Markov process M, or a semi-dynamical systems φ. We extend P with P 0 = I, where I is the identity operator.
Let us define the following Markovian SD = (S, Φ) where: (i) the "state space" is S := B(X), with B(X) the lattice of the bounded positive measurable functions on X; (ii) the "dynamics" is given by Φ(t, f ) := P t f ; ∀f ∈ B(X). The properties of this SD can be deduced from the Markovian properties of P and from the definition of this semigroup. Note that the state space of this symbolic has a richer algebraic/topological structure compared with the structure of the state space of the given process.
The construction of the Markovian SD can be iterated obtaining hierarchical SD. The state space of such SD is usually infinite dimensional: n = (S n , Φ n , P n t ); ...
M can be thought of as a SD at the level zero. This is the only situation when the semigroup is probabilistic. At the next level, the state space is more complex and the trajectories are defined in an abstract way, but the new semigroup is deterministic. For example, the semigroup (P 1 t ) is defined using an analogue of the semigroup formula for dynamical systems, and it is associated to a deterministic SD. Practically, from this level we deal only with deterministic systems. The complexity comes from the encoding of the probabilities from the level zero into the deterministic dynamics of the level one. The superior levels are even less intuitive, but their mathematics is elegant and surprising.
FURTHER DEVELOPMENT OF SYMBOLIC DYNAMICS
In this section, we present how important concepts (for Markov processes and dynamical systems) like Lyapunov functions can be defined in the abstract setting of SD. The subordination concept is also presented. We need to point out that many other concepts from Markov processes or dynamical systems (like infinitesimal generator, duality, simulation, bisimulation) may be presented in this abstract framework. We consider only those concepts necessary to define symbolic hybrid dynamics.
Lyapunov elements In the theory of stochastic processes, the excessive functions are called some times Lyapunov functions. Symbolically, we may define the supermedian and symbolic Lyapunov elements corresponding to a latticeal dynamics (S, Φ) as follows: (i) An element s ∈ S is called supermedian w. 
We may define the supermedian and symbolic Lyapunov functions w.r.t. to the rezolvent V = (V α ) α>0 , defined as the Laplace transform: V α s = ∞ 0 e −αt Φ(t, s)dt. Note that if Φ is defined on S then V α is defined on Q * and viceversa. We can define the supermedian and Lyapunov elements corresponding to the rezolvent V = (V α ) α>0 as follows: (i) the cone of supermedian elements is S V s := {s ∈ S|αV α s ≤ s, ∀α ≥ 0}; (ii) the cone of excessive elements is S V e := {s ∈ S V s | ∨ α>0 αV α s = s}. Proposition 1. S e and S sup are absorbent parts w.r.t. the canonical sweepings (ϕ t ).
We can prove also, in this abstract setting, the following result that is classic in the literature of dynamical systems. Proposition 2. µ ∈ S * is a Lyapunov function w.r.t. Φ * iff is decreasing on the abstract trajectories of (S, Φ).
Multiplicative functionals
Let (S, Φ) be a latticeal SD. Denote by the space of all possible abstract trajectories on S defined by the law Φ. S is carrying also a topological structure, so it makes sense to define the Borel σ-algebra B(X). The space can be endowed in a canonical way with the smallest σ-algebra G for which the following application Π S : → S; Π S (ω s ) := s is measurable. We may define also a filtered family of σ-algebras {G t } in a similar way as in the case of Markov processes. Then the concept of stopping time can be also defined as follows. Definition 7. A mapping T : : R + is called stopping time w.r.t.{G t } if {T ≤ t} ∈ G t , for all t ≥ 0. In general T is called stopping time if it is measurable w.r.t. G. Definition 8. The first hitting time of a measurable set A from S is defined as T A := inf{t > 0|x t ∈ A}, and, the first entry time of A is D A := inf{t ≥ 0|x t ∈ A} (convention inf ∅ = +∞). Definition 9. A stopping time is called terminal if it has memoryless property, i.e. T (ω s ) = t + T (ω Φ(t,s) ) on T > t. Definition 10. Any family {α t ) t≥0 of real valued measurable functions on ( , G) is called multiplicative functional provided that: (i) α t is G t -measurable for all t ≥ 0; (ii) α t+t (ω s ) = α t (ω s )α t (ω Φ(t,s) ), for every t, t ≥ 0; (iii) α t ( ωs ) ∈ [0, 1] for all t and s. Example 3. The multiplicative functional defined by a terminal time T is α t ( ωs ) := 1 [0,T (ωs)) (t). Example 4. The multiplicative functional defined by rate function (bounded measurable function on S) λ : S → R is given by α t ( ωs ) := exp(− t 0 λ(Φ(t , s))dt ).
The theory of multiplicative functionals for Markov processes Blumenthal et al. [1968] can be adapted in this abstract setting to obtain more results and properties.
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Subordination The concept of multiplicative functional will be used in the following to define subordinated SD. In a concrete way, the multiplicative functionals help us to obtain restrictions of the SD, or to "kill" a SD with a given rate. Let us consider (S, Φ) a latticeal SD with the semigroup (P Φ t ). This is a deterministic semigroup that is also multiplicative, i.e. P Φ t (f.g) = P Φ t (f ).P Φ t (g). We will call deterministic, any semigroup that can be associated with an SD.Suppose that (α t ) t≥0 is a multiplicative functional w.r.t. (S, Φ) . This functional can be employed to define a new semigroup through the following relation
( P Φ t ) is the semigroup (dominated by (P Φ t )) generated by the multiplicative (α t ). The multiplicativity of the components in (3) implies the multiplicativity of ( P Φ t ). Proposition 3. If (α t ) t≥0 is a right continuous multiplicative functional w.r.t. (S, Φ), and ( P Φ t ) is given by (3), then ( P Φ t ) is deterministic iff (α t ) t≥0 is associated with a terminal time T of (S, Φ).
It can be proved that the existence of a multiplicative functional (α t ) t≥0 such that one semigroup can be written as in (3) is a sufficient condition for the following subordination condition:
For the purposes of this paper, it is important to find conditions when the given SD can be killed when an "event" happens. This event might be described by a stopping time. Definition 11. A SD (S , Φ ) is said to be subordinated to another SD (S, Φ) if there exists a terminal time T (w.r.t. (S, Φ)) such that Φ (t, s) = Φ(t, s) if t < T (ω s ), and Φ (t, s) = ∆ if t ≥ T (ω s ); where ∆ is understood as a cemetery (or absorbing) point of S.
It can be shown that the subordination between the SD implies the same order between their semigroups. This kind of results can be obtained applying the results from Blumenthal et al. [1968] to the framework from Bucur et al. [1994] . Roughly, the conclusion of this section is that a subordinated SD for (S, Φ) can be obtained using terminal times and their corresponding multiplicative functionals.
FROM STOCHASTIC TO HYBRID SD
In this section, our main purpose is to define in an abstract way the concept of hybrid dynamics. Our inspiration is provided by the definition of a very general model of stochastic hybrid systems given in Bujorianu et al. [2006] . This model will be briefly explained in the following subsection. The most important property of such systems is that their realizations can be described by a complex Markov process that between some random times (defined by the intervention of guards) behaves as a diffusion process corresponding to a given operation mode. Therefore, we deal here with a switching mechanism that kills one continuous dynamics and starts another one. The same idea is present also in the description of deterministic hybrid systems, but in that case the switching takes place deterministically. With this connections in mind, we can define a symbolic framework for hybrid systems that explains the switching mechanism for both deterministic and hybrid systems.
Stochastic hybrid systems Let us remind the stochastic hybrid systems (SHS) modelling ideas. An SHS is a randomization of the classical concept of hybrid automaton. A hybrid automaton consists of a discrete controller that switches between different continuous dynamical systems via some control laws modeled as guards. The evolution of every dynamical system is depicted as an open set in the Euclidean space, called mode. The controller is represented as guarded transitions between modes.
The SHS model considers nondeterminism in mode change and introduces two types of randomness: (i) the noise in the modes: the evolution of each dynamical system is governed by a stochastic differential equation (SDE); (ii) the probabilities of discrete transitions described by reset maps. These probabilities (defined as probability kernels) evaluate the chances to restart a given dynamical system and depend on time and on the current mode evolution.
For simplicity, we consider the system state space to be a subset X of R n (n is the number of relevant parameters). A system will evolve within a set Q of regions (that we call formally modes or locations) defined as a sort of topological sets (that could be open/closed/compact sets, and so on). Each mode q ∈ Q is characterized by a predicate β q . The random perturbations are modelled as a "white" noise, described by a Wiener process (W t , t ≥ 0). Note that, in different regions, the system can be subject to different types of perturbation.
In each location, the system dynamics is described by a system of deterministic differential equations (usually a first order moving equations), called the designed behavior. In practice, because the system behavior is affected, in each location, by a white noise, the resulted dynamics is described by an SDE: dz(t) = b q (z(t))dt + σ q (z(t))dW t , and we call that the physical dynamics. Equivalently, these dynamics can be modeled as diffusion processes.
The controller transitions are discrete transitions between locations that are triggered by Boolean guards B. We call these controlled (forced) transitions. However, there is also a class of discrete transitions that take place because of the system autonomy and that are called autonomous (spontaneous) transitions. In order to predict, evaluate and control the physical dynamics on long time, we need to associate probabilities to all discrete transitions. We call these jump probabilities and we denote their rates by λ. Using the jump probabilities, a discrete transition can be formalised by means of a stochastic kernel R : X × B(X) → [0, 1],where B(X) represents a class of universal measurable subsets of X. This is a special function, which is measurable in the first argument and a probability measure in the second. The jump probabilities probabilities can be defined using the stochastic kernel and various parameters of the physical dynamics. This is the key to define many sorts of stochastic dependencies between the physical behaviours (physics) and discrete transitions (the computation).
The realization of an SHS is built as a Markov string H Bujorianu et al. [2006] obtained by the concatenation of some diffusion processes (z i t ), i ∈ Q together with a jumping mechanism given by a family of stopping times (S i ). Let ω i be a diffusion trajectory, which starts in (i, z i ) ∈ X. Let t * (ω i ) be the first hitting time of ∂X i of the process (x i t ). Define the function F (t, ω i ) = I (t<t * (ωi)) exp(− t 0 λ(i, z i s (ω i )))ds. This function will be the survivor function for the stopping time S i associated to the diffusions (z i t ). A stochastic process x t = (q(t), z(t)) is called an SHS execution if there exists a sequence of stopping times T 0 = 0 < T 1 < T 2 ≤ . . .such that for each k ∈ N: (1) x 0 = (q 0 , z q0 0 ) is a Q × X-valued random variable extracted according to the probability measure Init; (2) For t ∈ [T k , T k+1 ), q t = q T k is constant and z(t) is a solution of the stochastic differential equation (SDE):
where W t is a the m-dimensional standard Wiener process; (3) T k+1 = T k + S i k where S i k is chosen according with the survivor function; (4) The probability distribution of Bujorianu et al. [2006] Under the standard assumptions the realization M of an SHS is a Borel right process whose trajectories are right continuous with left limits (cadlag property).
Hybrid symbolic dynamics In principle, a hybrid symbolic dynamics (HSD) will be defined as a "concatenation" of SD. Suppose we have given a finite/countable family of SD (S i , Φ i ) i∈Q that correspond either to some dynamical systems or some Markov processes. Switching between two SD (let say Φ i to Φ j ) is governed by a terminal time T i w.r.t. Φ i (this can be a hitting time). Whenever a switching occurs, the SD Φ i is killed and the HSD restarts a new SD, let say Φ j . This can be chosen deterministically (as for deterministic hybrid systems), or probabilistically (as for stochastic hybrid systems). If the switching is deterministic, we need to define a reset map R ij that depends on the given continuous trajectory of Φ i and on T i (that depends on the guard). This reset map will give the trajectory of Φ j that the system has to start up. Note, that in this abstract setting we consider the reset maps defined on the trajectories of Φ i with values in the set of trajectories of Φ j . In the second case, when the new dynamics is randomly chosen, we need the reset map R i→ depends also on the given continuous trajectory of Φ i and on T i , but the randomness appears in choosing the "landing" SD Φ j . Formally, the reset map R i→ is defined on the set of trajectories of Φ i with values in the set of trajectories of ∪ j Φ j . We may allow the system to restart the same SD Φ i .
The advantages of this abstract formalism can be described as follows. First, even the 'real dynamics' in modes are stochastic, working with the associated SD (that are deterministic), we may understand the switching at a higher level between symbolic trajectories. Moreover, the Lyapunov elements for the components of a symbolic hybrid dynamics can be used to construct the Lyapunov elements of the entire dynamics. That can used in stability problems, and furthermore knowledge from the deterministic case can be used. For the verification problems, reachability analysis in stochastic framework can be 'transformed' in a deterministic problem for the SD. It might be the case that stochastic reachability analysis to correspond to a deterministic control problem different from deterministic reachability analysis. Here, there is place for further developments and new solutions.
FINAL REMARK
In this paper, we have defined a semantics of deterministic and stochastic hybrid systems that is similar to the denotational semantics of programming and specification languages. In our framework, the domains are topological/measurable spaces or vector lattices. The dynamics is modelled by operator semigroups, giving rise to a new concept called SD, or by flows on abstract spaces called abstract flows. The denotational semantics provides a simpler and elegant perspective in the complex world of the stochastic hybrid systems dynamics. In this algebraic/functional framework fundamental system theoretic concepts like simulation, bisimulation, duality, reachability can be neatly set up. The framework is promising, fruitful possible future developments. In future work, we will extend the SD theory to a full denotational semantics framework by defining new operations with systems like product, and projective limits. The structure and the applications of the abstract Lyapunov functions will be also investigated.
