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Let Ω be a bounded domain in Rn . Denote ΩT = Ω × [T1, T2] ⊂ Rn+1, n  2. In the cylinder ΩT
we consider the equation
ut − divA(x, t,u, Du) = B(x, t,u, Du). (1)
We assume that A(x, t,u,p) : ΩT ×Rn+1 → Rn , B(x, t,u,p) : ΩT ×Rn+1 → R are Carathéodory func-
tions satisfying the following structure conditions:
A(x, t,u, Du) · Du  C0ν(x)|Du|p − C pν(x), (2)∣∣A(x, t,u, Du)∣∣ C1ν(x)|Du|p−1 + C p−1ν(x), (3)∣∣B(x, t,u, Du)∣∣ C2ν(x)|Du|p−1 + C p−1ν(x) (4)
almost everywhere (a.e.) in ΩT . Here p = const > 2, the constants C0, C1 are positive and the con-
stants C2, C are nonnegative.
E-mail address:mamsu@swansea.ac.uk.0022-0396/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
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M. Surnachev / J. Differential Equations 248 (2010) 2092–2129 2093We assume that the function ν ∈ A1+ pn , where A... denotes the Muckenhoupt class. This means
that
Cν := sup
(
1
|K |
∫
K
ν(x)dx
)(
1
|K |
∫
K
(
1
ν(x)
)n/p
dx
)p/n
< +∞, (5)
where the supremum is taken over all cubes K ⊂ Rn with faces parallel to the coordinate planes. It is
not hard to see that |x|α ∈ A1+ pn if −n < α < p.
For a bounded open set E by W 1,p(E, ν) we denote the closure of C∞(E) with respect to the
norm
‖φ‖W 1,p(E,ν) =
(∫
E
(|φ|p + |Dφ|p)ν dx)1/p.
For a bounded set K by W 1,p0 (K , ν) we denote the closure of C
∞
0 (K ) with respect to the norm
‖φ‖
W 1,p0 (K ,ν)
=
(∫
K
|Dφ|pν dx
) 1
p
.
We say that u is a super(sub)-solution to Eq. (1) in ΩT if
u ∈ C([T1, T2]; L2(Ω))∩ Lp([T1, T2];W 1,p(Ω,ν))
and for any [t1, t2] ⊂ [T1, T2] and any nonnegative
ξ ∈ W 1,2([t1, t2]; L2(Ω))∩ Lp([t1, t2];W 1,p0 (Ω,ν))
we have
∫
Ω
uξ dx
∣∣∣∣
t2
t1
−
∫ ∫
Ω×[t1,t2]
uξt dxdt +
∫ ∫
Ω×[t1,t2]
A(x, t,u, Du) · Dξ dxdt
 ()
∫ ∫
Ω×[t1,t2]
B(x, t,u, Du)ξ dxdt.
We say that u is a solution if it is both supersolution and subsolution.
We say that a constant γ depends on the data (γ = γ (data)) if it can be quantitatively expressed
via C0,C1,C2,n, p,Cν ,diamΩ . We say that a constant c depends on the weight ν (c = c(ν)) if it can
be quantitatively expressed via n, p, Cν .
For y ∈ Rn and ρ > 0 we denote
K yρ =
{
x ∈ Rn: |xi − yi| < ρ/2, i = 1, . . . ,n
}
.
For a measurable set E ⊂ Rn and a nonnegative ω ∈ L1loc(Rn) we denote ω(E) =
∫
E ω(x)dx. For a set
E ⊂ Rn+1 we denote ω(E) = ∫E ω(x)dxdt . For a cylinder Q = K yρ × [t0 − θh(y,ρ), t0] and a positive
2094 M. Surnachev / J. Differential Equations 248 (2010) 2092–2129number σ by σ Q we denote the cylinder σ Q = K yσρ × [t0 − θh(y, σρ), t0]. When we speak about
nonnegative (sub-, super-) solutions we understand it in the sense of a.e.
Following [7], where the case p = 2 was studied, we introduce the function
h(y,ρ) =
(∫
K yρ
ν−n/p dx
)p/n
.
It is easy to see that in case ν ≡ 1 we have h(x,ρ) = ρ p . Moreover, the deﬁnition of the Muckenhoupt
class A1+ pn immediately yields the following useful relation:
ρn+p  ν
(
K xρ
)
h(x,ρ) Cνρn+p, (6)
where the ﬁrst inequality follows immediately from the Hölder inequality. We often use the obvious
consequence of this relation: let Q = K xρ × [t1, t2]. Then
ρ p|Q |
h(x,ρ)
 ν(Q ) Cν
ρ p|Q |
h(x,ρ)
. (7)
Observe that for the cylinder Q = K xρ × [t0, t0 + θh(x,ρ)] we have θρn+p  ν(Q ) Cνθρn+p , i.e. the
ν-measure of Q is comparable with the Euclidian measure of the standard parabolic cylinder.
The letter Q (with various sub- and superindices) will be used to refer to a cylinder and the
letter K to refer to a cube. We will use γ ,γ1, γ2, . . . for the constants which depend on the data and
c, c1, c2, . . . for the constants which depend on the weight ν . The exact value of the constants γ and
c varies from line to line but in each case it is clear from the context.
Now we are ready to formulate the main result of the paper.
Theorem 1. Let u be a nonnegative solution to Eq. (1) in ΩT . Let (x0, t0) ∈ ΩT . Denote Q τ = K x0τρ × [t0 −
τh(x0,ρ), t0] and let k > 0 be such that
k lim
τ→0+ess supQ τ
u(x, t).
Let θ be a positive constant. There exist positive constants Λ1,Λ2,Λ3 such that if the cylinder K
x0
25ρ × [t0 −
θh(x0,ρ)k2−p, t0 + Λ1h(x0,ρ)k2−p] ⊂ ΩT and kΛ3Cρ then
ess inf
x∈K x0ρ
u
(
x, t0 + Λ1h(x0,ρ)k2−p
)
Λ2k.
The constants Λ1,Λ2 and Λ3 depend on the data and θ only.
The proof closely follows the scheme of [15]. The proof of the next theorem is a direct consequence
of the main result.
Theorem 2. Let u be a solution to Eq. (1) in ΩT . Then there exists uˆ ∈ C(Ω × (T1, T2]) which coincides with
u almost everywhere in ΩT .
We also need the following result.
M. Surnachev / J. Differential Equations 248 (2010) 2092–2129 2095Theorem 3. Let u be a solution of (1) in the cylinder Q = K x0ρ × [t0 − θh(y,ρ), t0], where θ is a positive
constant. Then for any σ ∈ (0,1)
ess sup
Qσ
∣∣u(x, t)∣∣< ∞,
where Qσ = K x0σρ × [t0 − θσh(y,ρ), t0].
The quantitative bound is contained in the proof.
Some remarks on the history of the question. The Harnack inequality for linear parabolic equations
in divergent form is known since the seminal works of J. Moser [32–34]. Moser’s results were almost
immediately generalised to the quasilinear case by D.G. Aronson and J. Serrin in [2] and N.S. Trudinger
in [36].
Analogous results for the parabolic p-Laplace type equations appeared much later. For the equation
ut = pu the Harnack inequality was proved in [11] (also [12]). Despite the fact that (technically)
relatively close result on the Hölder continuity was proved by E. DiBenedetto in 1980’s, the proof of
the Harnack inequality for the parabolic p-Laplace type equations with general structure conditions
lacked until recently. The well-known book [13] contains a relatively complete account of the state of
the art in the ﬁeld by the beginning of 1990’s. The survey article [17] contains a very clear exposition
of the ideas and techniques used in nonlinear parabolic regularity theory and an updated bibliography.
In the breakthrough paper [15] the Harnack inequality was ﬁnally proved for the case p > 2. The
same authors also presented the proof for the case p < 2 [16]. The main part of the proof was the
‘expansion of positivity’ argument, which is known in a different form for linear equations since the
works of E.M. Landis [31]. It is also worth mentioning the earlier works [14,21,22], which contain
some important ideas that constituted the proof in [15]. Slightly later, in [28] (see also [27]) Tuomo
Kuusi presented a proof based on the different approach, somewhat similar to the one used by Krylov
and Safonov in their celebrated paper [26]. In [20] S. Fornaro and M. Sosio considered the class of
doubly nonlinear degenerate parabolic equations using the techniques developed in [15].
In all these cases the critical feature, distinguishing between the nonlinear case and the linear one,
is the presence of the ‘intrinsic scaling’ effect, i.e. the dependence of the size of the ‘natural’ parabolic
cylinder on the value of the solution. This effect and overcoming its consequences usually presents
the most delicate part of the proof. Moreover, the standard Moser-type arguments (parabolic BMO or
the Bombieri lemma) cease to be applicable.
The nonuniformly elliptic and nonuniformly parabolic equations have been studied for a long time.
The ﬁrst results for elliptic equations which allowed for a suﬃciently wide class of weights were ob-
tained in [18] for linear elliptic equations. This paper attracted a great deal of attention to the subject
and induced many follow ups both for the elliptic and the parabolic cases. The analogue of the result
of [18] (a priori bounds, existence, Harnack inequality, continuity) for the linear parabolic equations
was obtained in [5,7]. In these papers the weight was assumed to belong to the Muckenhoupt class
A1+ 2n . In [8] and [10] this result was generalised to the case of a time-dependent weights ν(x, t)
satisfying certain Muckenhoupt-type conditions. In the paper [9] the same authors proved an inter-
esting parallel result for a class of equations of the type ν(x)ut = ∇ν(x)∇u, ν(x) ∈ A2. The results of
Chiarenza and Serapioni were generalised for a very general framework in [19,23,24]. All the papers
cited above employ the Moser’s method.
In [1] the Harnack inequality was obtained for the equation ut = ∇(|x|−pγ |∇|p−2∇u) with p > 2
for certain (natural) values of γ . The proof in this paper utilizes the old scheme of DiBenedetto [11]
which in turn relies on the existence of explicit sub- and supersolutions. Thus, it is not applicable for
a weight of the general form.
In this paper we use the new approach developed in [15]. Only the case of the time-independent
weight is considered. The condition on the weight repeats the condition of [7] for p 
= 2. The parabolic
cylinders, natural for the equation, depend both on the solution and on the position of the cylinder.
The next interesting step in the direction would be prove the corresponding results for a time-
dependent weight ν(x, t).
2096 M. Surnachev / J. Differential Equations 248 (2010) 2092–2129We also note that the result of our paper covers the result of [7]. The proof in this case is simpliﬁed
since the effect of the intrinsic scaling disappears. One simply repeats all the arguments with p = 2
except the change of variables used to prove the ‘expansion of positivity’ result, which is no more
needed.
Muckenhoupt classes and their properties. In this section for convenience of the reader we collected
the properties of the Muckenhoupt classes we use in this paper. By deﬁnition, ω ∈ Aq if ω is a
nonnegative locally integrable function such that
Cq,ω := sup
(
1
|K |
∫
K
ω(x)dx
)(
1
|K |
∫
K
(
ω(x)
) 1
1−q dx
)q−1
< +∞,
where the supremum is taken over all cubes in Rn with faces parallel to the coordinate planes. In
the following, only such cubes will be considered. We make here the following obvious observation.
If ω ∈ Aq(Rn) then for ω1(x, t) = ω(x) we have ω1 ∈ Aq(Rn+1).
1. (Fairness) Let K be a cube and E ⊂ K . Let ω ∈ Aq . As an almost immediate consequence of the
deﬁnition of Aq one has
( |E|
|K |
)q
 Cq,ω
ω(E)
ω(K )
. (8)
Moreover, there exist constants κ ∈ (0,1] and c1 > 0 such that
ω(E)
ω(K )
 c1
( |E|
|K |
)κ
. (9)
The constants κ and c1 depend only on n, q, Cq,ω . Note that (8) immediately implies the doubling
property: for any cube K ∈ Rn we have ω(2K ) c3ω(K ), where 2K denotes the cube with the same
center as K and twice the length of the edge.
2. If ω ∈ Aq then ω
1
1−q ∈ Aq′ , where 1q + 1q′ = 1. It follows that for ω1/(1−q) we also have the
relations like (8), (9). In the context of this work, we note that ν−n/p ∈ A1+ np . We derive from here
some useful consequences.
First, ν−n/p satisﬁes the doubling condition: there exists a constant c = c(ν) such that h(y,2ρ)
ch(y,ρ) for all y ∈ Rn .
Second, the property (9) applied to ν−n/p gives a constant κ = κ(ν) ∈ (0, p] such that for any
x ∈Rn , r > 0 and ε ∈ (0,1) we have
h(x, εr) cεκh(x, r), (10)
where c = c(ν).
Third, the property (8) applied to ν−n/p implies that for any x ∈Rn , r > 0 and ε ∈ (0,1)
h(x, εr) cεp+nh(x, r), (11)
where c = c(ν).
3. (Reverse Hölder inequality) Let ω ∈ Aq . Then there exist constants δ > 0 and c > 0, which depend
only on n, q and Cq,ω , such that for any cube K ∈Rn we have
1
|K |
∫
ν1+δ dx
(
1
|K |
∫
ν dx
)1+δ
. (12)K K
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depend on q,Cq,ω,n. This property is a consequence of the reverse Hölder inequality.
Sobolev–Gagliardo–Nirenberg type inequalities. Let us recall ﬁrst the well-known result which was
ﬁrst proved in [18]. Its simple proof can be found in [6].
Lemma 4. Let q ∈ (p/n, p] be such thatω ∈ Aq. Then for any cube K = K yρ ⊂ Rn and any function v ∈ C∞0 (K )
we have
1
ω(K )
∫
K
|v|pkωdx γρ pk
(
1
ω(K )
∫
K
|Dv|pωdx
)k
,
where k = nqnq−p and the constant γ depends only on n, p, Cq,ω .
Our proof of the inequalities required in the parabolic case follows the line of [7,10].
Lemma 5. There exists a constant h0 = h0(ν) such that for any h ∈ (1,h0), any cube K = K yρ ⊂ Rn and any
function v ∈ C∞0 (K ) we have
1
ν(K )
∫
K
|v|phν dx c
(
1
|K |
∫
K
|v|p dx
)h−1
ρ p
ν(K )
∫
K
|Dv|pν dx,
where c = c(ν,h).
Proof. Apply the Hölder inequality, the inequality of Lemma 4, and the reverse Hölder inequality (12)
to estimate
∫
K
|v|phν dx
(∫
K
|v|pkν dx
) 1
k
(∫
K
ν1+δ dx
)γ(∫
K
|v|p dx
)h−1
 ν(K )1/k|K |h−1+γ
(
ν(K )
|K |
)(1+δ)γ(
ρ pk
(
1
ν(K )
∫
K
|Dv|pν dx
)k)1/k
×
(
1
|K |
∫
K
|v|p dx
)h−1
.
For the Hölder inequality to hold, the coeﬃcients must be related as
1
k
+ γ + h − 1 = 1.
To eliminate |K | on the right-hand side we need
h − 1+ γ − (1+ δ)γ = h − 1− δγ = 0.
Hence,
2098 M. Surnachev / J. Differential Equations 248 (2010) 2092–2129γ = h − 1
δ
.
Further, we need ν(K ) on the right-hand side to get the desired inequality. Calculating the power we
have
1
k
+ (h − 1)1+ δ
δ
= 1.
From the last equation we ﬁnd
h = 1+ δ
1+ δ ·
p
nq
.
The number δ here is chosen such that ν satisﬁes the reverse Hölder inequality (12). The number q
here can be any number from the interval ( pn , p) such that ν ∈ Aq . 
Lemma 6. There exists a constant h0 = h0(ν) such that for any h ∈ (1,h0), any cube K = K yρ ⊂ Rn and any
function v ∈ C∞0 (K ) we have
1
|K |
∫
K
|v|ph dx c
(
1
|K |
∫
K
|v|p dx
)h−1
ρ p
ν(K )
∫
K
|Dv|pν dx,
where c = c(ν,h).
Proof. By the open-end property of Muckenhoupt weights, there exists such q > np that ν ∈ A1+ 1q .
Apply successively Hölder inequality, the inequality of Lemma 4 and the deﬁnition of A1+ 1q to obtain
∫
K
|v|ph dx
(∫
K
|v|pkν dx
) 1
k
(∫
K
|v|p dx
)h−1(∫
K
(
1
ν
)q
dx
) 1
kq
 ν(K ) 1k |K |h−1+ 1kq
(
1
|K |
∫
K
ν dx
)− 1k ρ p
ν(K )
∫
K
|Dv|pν dx
(
1
|K |
∫
K
|v|p dx
)h−1
.
Here k = nq1nq1−p , where q1 ∈ (
p
n , p) is such that ν ∈ Aq1 . For the Hölder inequality to hold, the coeﬃ-
cients k, h, and q must satisfy
1
k
+ h − 1+ 1
kq
= 1.
Hence, we ﬁnd
h = 1+
(
1− 1
k
(
1+ 1
q
))
.
To get k > 1 we must take
k > 1+ 1 . (13)
q
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1+ pn  p. Thus, we obtained the desired inequality with
h = 1+ p
n
− 1
q
> 1. 
To prove the local boundedness of solutions we need the variant of two preceding lemmas.
Lemma 7. There exists a constant h0 = h0(ν) such that for any h ∈ (1,h0), any cube K = K yρ ⊂ Rn and any
function v ∈ C∞0 (K ) we have
1
ν(K )
∫
K
|v|phν dx c
(
1
|K |
∫
K
|v|2 dx
)h−1
ρ p
ν(K )
∫
K
|Dv|pν dx,
where c = c(ν,h).
Proof. Let q ∈ ( pn , p] be such that ν ∈ Aq . Denote k = nqnq−p . Using successively the Hölder inequality,
the inequality of Lemma 4 and the reverse Hölder inequality (12), estimate
∫
K
|v|phν dx
(∫
K
|v|pkν dx
) 1
k
(∫
K
ν1+δ dx
)γ(∫
K
|v|2 dx
) p(h−1)
2
 ν(K ) 1k |K | p(h−1)2 +γ
(
ν(K )
|K |
)(1+δ)γ
ρ p
ν(K )
×
∫
K
|Dv|pν dx
(
1
|K |
∫
K
|v|2 dx
) p(h−1)
2
.
To get the desired result, we need that the coeﬃcients satisfy the equations
1
k
+ γ + p(h − 1)
2
= 1 (Hölder),
p(h − 1)
2
+ γ − (1+ δ)γ = 0 (balance w.r.t. |K |),
1
k
+ (1+ δ)γ = 1 (balance w.r.t. ν(K )).
From the second relation we ﬁnd γ = p(h−1)2δ . Substituting it into the third relation we ﬁnd
h = 1+ k − 1
k
· 2
p
· δ
1+ δ = 1+
2δ
nq(1+ δ) . 
Lemma 8. There exists a constant h0 = h0(ν) such that for any h ∈ (1,h0), any cube K = K yρ ⊂ Rn and any
function v ∈ C∞0 (K )
1
ν(K )
∫
K
|v|ph dx c
(
1
|K |
∫
K
|v|2 dx
) p(h−1)
2 ρ p
ν(K )
∫
K
|Dv|pν dx,
where c = c(ν,h).
2100 M. Surnachev / J. Differential Equations 248 (2010) 2092–2129Proof. Choose q > np such that ν ∈ A1+ 1q . Let q1 ∈ (
p
n , p] be such that ν ∈ Aq1 . Denote k = nq1nq1−p .
Estimate
∫
K
|v|ph dx
(∫
K
|v|pkν dx
) 1
k
(∫
K
|v|2 dx
) p(h−1)
2
(∫
K
(
1
ν
)q
dx
) 1
kq
 cν(K ) 1k |K | p(h−1)2 |K | 1kq
(
1
|K |
∫
K
ν dx
)− 1k ρ p
ν(K )
∫
K
|Dv|pν dx
(
1
|K |
∫
K
|v|2 dx
) p(h−1)
2
,
where
1
k
+ p(h − 1)
2
+ 1
kq
= 1.
Hence,
h = 1+ 2
p
(
1− 1
k
(
1+ 1
q
))
.
To get h > 1 we must take k > 1+ 1q . Choose q1 = 1+ 1q . Then
k
q1
= n
nq1 − p =
(
1+ 1
q
− p
n
)−1
> 1.
It is easy to see that with this choice of parameters we obtain the desired inequality with
h = 1+ 2
p
(
p
n
− 1
q
)
= 1+ 2
n
− 2
pq
. 
Remark. In fact, we use the result of the last lemma in the following form:
1
|K |
∫
K
|v|2 ph2 dx c
(
1
|K |
∫
K
|v|2 dx
) p
2 (h−1) ρ p
ν(K )
∫
K
|Dv|pν dx.
For the proof of the Harnack inequality we brieﬂy summarize these results in the form of
Corollary 9. There exist constants c and h0 > 1 such that for any h ∈ (1,h0), any cube K = K yρ Rn and for
any φ ∈ W 1,p0 (K , ν) we have
1
ν(K )
∫
K
|φ|phν dx c
(
1
|K |
∫
K
|φ|p dx
)h−1
× ρ
p
ν(K )
∫
K
|Dφ|pν dx, (14)
1
|K |
∫
K
|φ|ph dx c
(
1
|K |
∫
K
|φ|p dx
)h−1
× ρ
p
ν(K )
∫
K
|Dφ|pν dx. (15)
M. Surnachev / J. Differential Equations 248 (2010) 2092–2129 2101The detailed description of the Muckenhoupt classes can be found in [25,35]. The papers [3]
and [4] provide useful information on the properties of weighted Sobolev spaces as well as some
interesting (counter)examples.
First, we prove Theorem 1 assuming that the local boundedness of solutions is already known. We
postpone the proof of the latter result until the end of the paper.
Remark. Before commencing the proof we make the following remark. We often prove that
ess infQ u  k where Q = K × [t1, t2] and then immediately pass to the conclusion that for all
t ∈ [t1, t2] we have ess infx∈K u(x, t)  k. This step is justiﬁed due to our deﬁnition of (sub, su-
per) solution — we have u ∈ C([t1, t2], L2(K )) which implies (u − k)− ∈ C([t1, t2], L2(K )). Thus,∫
Q (u − k)2− dxdt = 0 implies
∫
K (u − k)2−(x, t)dx = 0 for all t ∈ [t1, t2].
Energy estimates. Arguing as in [30] or [13] one can easily get the following family of inequalities.
Let the cylinder Q = K yρ × [t1, t2] ⊂ ΩT and ξ be a nonnegative piecewise-smooth function vanishing
on the parabolic boundary of Q . Let u be a subsolution to Eq. (1) in ΩT . Then for any k ∈ R we have
∫
K yρ
(u − k)2+ξ p dx
∣∣∣∣
t2
t1
+ C0
∫ ∫
Q
∣∣D(u − k)+ξ ∣∣pν(x)dxdt
 γ˜0
∫ ∫
Q
(u − k)2+ξ p−1ξt dxdt + γ˜1
∫ ∫
Q
(u − k)p+|Dξ |pν(x)dxdt
+ γ˜2
∫ ∫
Q
(u − k)p+ξ pν(x)dxdt + γ˜3
∫ ∫
Q
χ{u>k}ξ pν(x)dxdt. (16)
If u is a supersolution to (1) in ΩT then we have
∫
K yρ
(u − k)2−ξ p dx
∣∣∣∣
t2
t1
+ C0
∫ ∫
Q
∣∣D(u − k)−ξ ∣∣pν(x)dxdt
 γ˜0
∫ ∫
Q
(u − k)2−ξ p−1ξt dxdt + γ˜1
∫ ∫
Q
(u − k)p−|Dξ |pν(x)dxdt
+ γ˜2
∫ ∫
Q
(u − k)p−ξ pν(x)dxdt + γ˜3
∫ ∫
Q
χ{u<k}ξ pν(x)dxdt. (17)
The constant γ˜0 = γ˜0(n, p), γ˜3 = γ˜0C p , and
γ˜1 = γ˜0
(
1+ (p − 1)
p−1C p1
C p−10
)
, γ˜2 = γ˜0
(
1+ (p − 1)
p−1C p2
C p−10 pp
)
.
De Giorgi type lemma. For the sake of convenience we formulate this lemma for subsolutions and
supersolutions separately.
Lemma 10. Let u be a subsolution to (1) in the cylinder Q = K y2ρ × [t1 − θh(y,2ρ), t1]. Let μ+ 
ess supQ u(x, t). Then for any ω > 0 and a ∈ (0,1) there exist numbers sν1 and s1 , which depend only on
the data, a, and θωp−2 , such that if ω Cρ and
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then we have
ess sup
1
2 Q
u(x, t)μ+ − aω.
Lemma 11. Let u be a supersolution to (1) in the cylinder Q = K y2ρ × [t1 − θh(y,2ρ), t1]. Let μ− 
ess infQ u(x, t). Then for any ω > 0 and a ∈ (0,1) there exist numbers sν1 and s1 , which depend only on
the data, a, and θωp−2 , such that if ω Cρ and
∣∣{(x, t) ∈ Q : u(x, t) < μ− + ω}∣∣ s1|Q |,∣∣{(x, t) ∈ Q : u(x, t) < μ− + ω}∣∣ν  sν1 |Q |ν,
then we have
ess inf
1
2 Q
u(x, t)μ− + aω.
Remark. The constants s1 and sν1 in Lemmas 10, 11 are the same for the same values of ω,a and can
be taken as
sν1 =
γ
θωp−2
[
(1− a)p(1+ (θωp−2)−1/h)] h1−h , s1 = θωp−2sν1 .
Here γ = γ (data) and h > 1 is a constant determined by ν . The constant h comes from Corollary 9.
We prove only Lemma 11, the proof of Lemma 10 being completely the same.
Proof of Lemma 11. For j = 0,1,2, . . . denote
ρ j = ρ
(
1+ 2− j), ω j = ω(a + (1− a)2− j),
h j = h(y,2ρ) + h(y,2ρ) − h(y,ρ)
2 j
, k j = μ− + ω j,
K j = K yρ j , Q j = K j × [t1 − θh j, t1].
Thus, K∞ = K yρ and Q∞ = 12 Q . We introduce a sequence of piecewise-smooth cut-off functions φ j(x)
and ψ j(t) such that:
1. 0 φ j(x) 1, φ j(x) = 1 on K j+1, φ j(x) = 0 outside K j and |Dφ j | 2(ρ j − ρ j+1)−1;
2. ψ j(t) = 1 for t  t1 − θh j+1, ψ j(t) = 0 for t  t1 − θh j , and 0 (ψ j)t  2[θ(h j − h j+1)]−1.
It is clear that the functions ξ j(x, t) = φ j(x)ψ j(t) are piecewise-smooth cut-off functions such that
0  ξ j  1 on Q j , ξ j(x, t) = 1 on Q j+1, ξ j = 0 on the parabolic boundary of Q j , |Dξ j |  2[ρ j −
ρ j+1]−1, |(ξ j)t | 2[θ(h j − h j+1)]−1.
Writing energy estimate (17) over the cylinder Q j with k = k j and ξ = ξ j we see that
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t1−θh jtt1
∫
K j
(u − k j)2−ξ pj dx+
∫ ∫ ∣∣D[(u − k j)−ξ j]∣∣pν dxdt
 γ
(∫ ∫
Q j
(u − k j)2−
θ(h j − h j+1) dxdt +
∫ ∫
Q j
(u − k j)p−
(ρ j − ρ j+1)p ν dxdt
+
∫ ∫
Q j
(u − k j)p−ν dxdt + C p
∫ ∫
Q j
χ{u<k j}ν dxdt
)
. (18)
Here γ = γ (n, p,C0,C1,C2). Note, that from (8) it follows that
h j − h j+1  c2− jh(y,2ρ) c2− jh(y,ρ).
For the family of sets
A j =
{
(x, t) ∈ Q j: u(x, t) < k j
}
we denote
Y j = |A j||Q | , X j =
ν(A j)
ν(Q )
.
From (18) we obtain
ess sup
t1−θh jtt1
∫
K j
(u − k j)2−ξ pj dx+ C0
∫ ∫ ∣∣D[(u − k j)−ξ j]∣∣pν dxdt
 γ ω
p2pj
ρ p
( |Q |ρ p
θωp−2h(y,2ρ)
Y j + ν(Q )X j
(
1+ ρ p + (ω−1Cρ)p))
 γ ω
p2pj
ρ p
ν(Q j)
(
Y j
θωp−2
+ X j
)
. (19)
In the last passage we used that (1) ρ j  diamΩ , (2) ω > Cρ , and (3) |Q |ρ p  ν(Q )h(y,2ρ).
Let h ∈ (1,h0), where h0 is a number contained in the statement of Corollary 9.
Since for (x, t) ∈ A j+1 we have
(u − k j)−(x, t) k j − k j+1 = 1− a
2 j+1
ω
we can estimate |A j+1| as
(
1− a
2 j+1ω
)p
|A j+1|
∫ ∫
A j+1
(u − k j)p− dxdt

∫ ∫
A j
(u − k j)p−ξ pj dxdt 
(∫ ∫
Q j
(u − k j)ph− ξ phj dxdt
)1/h
|A j|1−1/h
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(
|K j|
(
1
|K j| ess supt1−θh jtt1
∫
K j
(u − k j)p−ξ pj dx
)h−1
× ρ
p
j
|K j|ν
∫ ∫
Q j
∣∣D[(u − k j)−ξ j]∣∣pν(x)dxdt
)1/h
 γ
(
ρ p|K∞|2−h
ν(K∞)
)1/h
ωp2pj
ρ p
ν(Q )
(
X j + Y j
θωp−2
)
ω(p−2)(1−1/h)|A j|1−1/h.
Dividing both sides by |Q | j+1, we arrive at
Y j+1 
γ 4pj
(1− a)p ω
(p−2)(1−1/h)Mρ
(
X j + Y j
θωp−2
)
Y 1−1/hj , (20)
where we estimate
Mρ =
(
ρ p|K∞|2−h
ν(K∞)
)1/h
|Q |−1/h ν(Q )
ρ p
 c
(
ρ p|K∞|2−h
ν(K∞)
)1/h
|Q |1−1/h 1
h(y,ρ)
 cθ1−1/h
(
ρ p|K yρ |
ν(K yρ)h(y,ρ)
)1/h
 cθ1−1/h.
Thus, we have
Y j+1 
γ 4pj
(1− a)p
(
θωp−2
)1−1/h(
X j + Y j
θωp−2
)
Y 1−1/hj . (21)
Arguing in the similar manner for X j we obtain
X j+1 
γ 4pj
(1− a)p
(
θωp−2
)1−1/h(
X j + Y j
θωp−2
)
X1−1/hj . (22)
Here instead of Mρ we have
Nρ =
(
ρ p
∣∣K yρ ∣∣1−h)1/hρ pν(Q )1−1/h = (ρ p(1−h)∣∣K yρ ∣∣1−hν(K yρ)h−1h(y,ρ)h−1)θ1−1/h.
We use the relation (6) to conclude that Nρ  cθ1−1/h . Denote
M j = X j + Y j
θωp−2
.
From (21), (22) we derive
M j+1 
γ 4pj
(1− a)p
(
θωp−2
)1−1/h
M j
(
X1−1/hj +
1
θωp−2
Y 1−1/hj
)
 γ 4
pj
p
(
θωp−2
)1−1/h(
1+ (θωp−2)−1/h)M1+(1−1/h)j . (23)(1− a)
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as j → ∞ provided that
M0 
(
4p
)−1/α2
(1− a)p/α 1
θωp−2
(
1+ (θωp−2)−1/h) h1−h γ −1/α. (24)
It is clear that the condition (24) is satisﬁed if
X0 < s
ν
1 := γ (1− a)p/α
1
θωp−2
(
1+ (θωp−2)−1/h) h1−h , (25)
Y0 < s1 := γ (1− a)p/α
(
1+ (θωp−2)−1/h) h1−h , (26)
with suﬃciently small constant γ (depending on the data). 
Lower bounds for nonnegative supersolutions. First, we state the following lemma. Its proof is in
fact a simpliﬁed version of the proof of Lemmas 10, 11.
Lemma 12. Let u be a nonnegative supersolution of (1) in the cylinder Q = K y2ρ × [t1 − θh(y,2ρ), t1].
Suppose that ess infK y2ρ
u(x, t1 − θh(y,2ρ)) k, and k Cρ . There exists δ = δ(data) such that if θ < δk2−p
then ess infK yρ u(x, t1) k/2. The constant δ is independent of both u and k.
Proof. Let ρ j and φ j(x) be the same as in the proof of the previous lemma. Consider the sequence of
levels k j = k2 (1+ 2− j) and the sequence of cylinders Q j = K yρ j × [t1 − θh(y,2ρ), t1]. Denote
A j =
{
(x, t) ∈ Q j: u(x, t) k j
}
, X j = ν(A j)
ν(Q j)
, Y j = |A j||Q j| .
Write for u energy estimate (17) with k = k j and ξ(x, t) = φ j(x) over the cylinder Q j . The inte-
gral over the lower base of the cylinder Q j disappears since for each k j we have (u − k j)−(x, t1 −
θh(y,2ρ)) = 0 a.e. in K y2ρ . Then we repeat the calculations in the proof of Lemma 11. Moreover, they
are simpliﬁed since the term containing (ξ j)t disappears. Instead of (21) and (22) we obtain
Y j+1  γ 4pj X j
(
θkp−2
)1−1/h
Y 1−1/hj ,
X j+1  γ 4pj
(
θkp−2
)1−1/h
X1+(1−1/h)j .
We use again the Ladyzhenskaja–Uraltseva lemma to conclude that the suﬃcient condition for X∞ to
be 0 is
X0 
δ
θkp−2
,
where δ = δ(data). Since X0  1 the last condition is clearly satisﬁed if θ  δk2−p . 
This lemma almost immediately implies the following corollary.
Corollary 13. Let u be a nonnegative supersolution to (1) in the cylinder K y2ρ × [t1, t1 + T ]. Let
ess infK y u(x, t1) k. Let k Cρ . Then for all t  t1 + δ(Cρ)2−ph(y,2ρ) we have2ρ
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K yρ
u(x, t) k
2
(
1+ t − t1
δk2−ph(y,2ρ)
) 1
2−p
. (27)
Here δ is the constant from the statement of Lemma 12. If C = 0 the estimate (27) is valid for all t ∈ [t1, T ].
Proof. It is clear, that for all τ ∈ [0,1] we have
ess inf
K y2ρ
u(x, t1) τk. (28)
If t − t1  δk2−ph(y,2ρ), then Lemma 12 yields u(x, t)  k/2 a.e. in K yρ . Now assume that t − t1 >
δk2−ph(y,2ρ). Take in (28)
τ =
(
δk2−ph(y,2ρ)
t − t1
) 1
p−2
and apply Lemma 12 with k replaced by τk. This gives
u(x, t)
(
δk2−ph(y,2ρ)
t − t1
) 1
p−2 k
2
a.e. in K yρ,
provided that
τk =
(
δh(y,2ρ)
t − t1
) 1
p−2
 Cρ ⇔ t − t1  δ(Cρ)2−ph(y,2ρ).
Combination of the estimates for t  t1 + δk2−ph(y,2ρ) and t > t1 + δk2−ph(y,2ρ) concludes the
proof. 
Expansion of positivity. This argument was the key step in the approach of [15]. We reproduce it
here in the weighted case.
Lemma 14. Let v be a nonnegative supersolution of (1) in the cylinder Q = K y8ρ × [0, T ]. Let for all t ∈ [0, T ]
∣∣{x ∈ K y4ρ : v(x, t) 1}∣∣ κ∣∣K y4ρ ∣∣,
where κ = const > 0. Then for any ε > 0 there exist positive numbers σε and θε such that if the cylinder
Q ε = K y4ρ × [θεh(y,4ρ),2θεh(y,4ρ)] ⊂ Q and σε  Cρ , then
∣∣{(x, t) ∈ Q ε: v(x, t) < σε}∣∣ ε|Q ε|.
Moreover, σε and θε depend only on ε, κ and the data and satisfy σ
p−2
ε θε = 1. The value of θε increases and
the value of σε decreases as ε decreases.
Proof. Denote k j = 2− j for j = 0,1, . . . , j∗ , where j∗ will be chosen later. Denote Q 1 = K y4ρ ×
[θh(y,4ρ),2θh(y,4ρ)] and Q 2 = K y8ρ × [0,2θh(y,4ρ)], where the constant θ will be speciﬁed later.
Take the piecewise-smooth cut-off function ξ(x, t) such that ξ = 1 on Q 1, 0 ξ  1 on Q 2, ξ vanishes
on the parabolic boundary of Q 2, |ξt | 2θh(y,4ρ) and |Dξ | 24ρ .
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max
θh(y,4ρ)τ2θh(y,4ρ)
∫
K y4ρ
(v − k j)2− dx+
∫ ∫
Q 1
∣∣D(v − k j)−∣∣pν dxdt
 γ
( |Q 2|k2j
θh(y,4ρ)
+ ν(Q 2)
( kpj
(4ρ)p
+ kpj + C p
))

γ kpj
(4ρ)p
ν(Q 2)
(
1+ ρ p + k−pj (4Cρ)p +
|Q 2|(4ρ)p
ν(Q 2)h(y,4ρ)
· 1
θkp−2j
)
.
Take θ = k2−pj∗ and assume that k j∗  Cρ . Using (7) and ρ  diamΩ we obtain
∫ ∫
Q 1
∣∣D(v − k j)−∣∣pν dxdt  γ k
p
j
(4ρ)p
ν(Q 1), for all j = 1, . . . , j∗
with γ = γ (data). Denote
A j =
{
(x, t) ∈ Q 1: v(x, t) < k j
}
and A j(τ ) =
{
x ∈ K y4ρ : v(x, τ ) < k j
}
.
The De Giorgi–Poincaré inequality (see [13,29,30]) implies
(k j − k j+1)
∣∣A j+1(τ )∣∣ γρn+1|K y4ρ \ A j(τ )|
∫
A j(τ )\A j+1(τ )
∣∣D(v − k j)−∣∣dx,
where γ = γ (n). We use the condition of the lemma and integrate the last inequality over τ ∈
[θh(y,4ρ),2θh(y,4ρ)]. We have
k j
2
|A j+1| γρ
κ
∫ ∫
A j\A j+1
∣∣D(v − k j)−∣∣dxdt
 γρ
κ
( ∫ ∫
A j\A j+1
∣∣D(v − k j)−∣∣pν dxdt
) 1
p
( ∫ ∫
A j\A j+1
ν
1
1−p dxdt
) p−1
p
 γ
κ
k j
(
ν(Q 1)
)1/p( ∫ ∫
A j\A j+1
ν
1
1−p dxdt
) p−1
p
.
Now cancel k j on both sides of the last inequality and raise it to the power
p
p−1 . This yields
|A j+1|
p
p−1  γ
(
ν(Q 1)
) 1
p−1 ν
1
1−p (A j \ A j+1).
Summation of the last inequality over j = 0,1, . . . , j∗ − 1 yields
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p
p−1 
j∗−1∑
j=0
|A j|
p
p−1  γ ν(Q 1)
1
p−1 ν
1
1−p (A0 \ A j∗) γ |Q 1|
1
p−1
ν ν
1
1−p (Q 1).
Since ν ∈ A1+ pn ⊂ Ap , the last inequality implies
j∗|A j∗ |
p
p−1  γ |Q 1|
p
p−1 .
We have proved the lemma with
σε = 2− j∗ , θε = σ 2−pε , ε =
(
γ
j∗
) p−1
p
. 
We use the result of Lemma 14 to prove
Corollary 15. Let the conditions of Lemma 14 be satisﬁed. Denote
Q (θ) = K y2ρ ×
[
2θh(y,4ρ) − θh(y,2ρ),2θh(y,4ρ)].
There exists θ0 = θ0(data, κ) such that for all θ  θ0 we have
ess inf
Q (θ)
v(x, t) 1
2
θ
1
2−p
provided that θ
1
2−p  4Cρ and T  2θh(y,4ρ).
Proof. Let ε > 0 and σε, θε be as in the statement of Lemma 14. Consider the family of the cylinders
Q ε = K y4ρ × [θεh(y,4ρ),2θεh(y,4ρ)]. We use Lemma 11 for v in the cylinder Q ε with μ− = 0,
ω = σε and a = 12 to ﬁnd corresponding numbers s1(ε) and sν1(ε). Since θεσ p−2ε = 1, they can be
chosen independently of ε. Thus we can drop ε and refer to them as s1 and sν1 .
Denote
m(τ ) = ∣∣{x ∈ K y4ρ : v(x, t) < σε}∣∣, mν(τ ) = ν({x ∈ K y4ρ : v(x, t) < σε}),
M(ε) = ∣∣{(x, t) ∈ Q ε: v(x, t) < σε}∣∣, Mν(ε) = ν({(x, t) ∈ Q ε: v(x, t) < σε}).
Lemma 14 yields M(ε) ε|Q ε|. Using property (9) of the Muckenhoupt weights we estimate
Mν(ε) =
2θh(y,4ρ)∫
θh(y,4ρ)
mν(τ )dτ  c
2θh(y,4ρ)∫
θh(y,4ρ)
ν
(
K y4ρ
)(m(τ )
|K y4ρ |
)κ
 cν
(
K y4ρ
)(
θh(y,4ρ)
)1−κ( 2θh(y,4ρ)∫
θh(y,4ρ)
m(τ )
|K y4ρ |
)κ
= cν(Q ε)
(
M(ε)
|Q ε|
)κ
 cν(Q ε)εκ .
Therefore, for
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(
s1,
(
sν1
c
) 1
κ
)
we have
∣∣{(x, t) ∈ Q ε: v(x, t) < σε}∣∣ s1|Q ε| and
ν
({
(x, t) ∈ Q ε: v(x, t) < σε
})
 sν1ν(Q ε).
Take θ0 = θε0 . We apply Lemma 11 in Q ε to complete the proof. 
Now we have all technical ingredients to prove the core ingredient of the proof. In [15] it was
dubbed the ‘expansion of positivity’.
Lemma16. Let u be a nonnegative supersolution of (1) in the cylinder K y8ρ ×[0, T ]. Let ess infx∈K yρ u(x,0) k.
There exist such constants γ1 = γ1(data), γ2 = γ2(data) and γ3 = γ3(data) that
ess inf
x∈K y2ρ
u
(
x, γ1k
2−ph(y,ρ)
)
 γ2k, (29)
provided that T  γ1k2−ph(y,ρ) and k γ3Cρ .
Proof. We can assume from the beginning that γ3  1, i.e. k Cρ . Denote
ψ(t) = k
2
(
1+ t
δk2−ph(y,ρ)
) 1
2−p
,
where δ is a constant from the statement of Lemma 12. From Corollary 13 we have
ess inf
x∈K yρ/2
u(x, t)ψ(t)
for t  δ(Cρ)2−ph(y,ρ). We change in Eq. (1) the variables as
u(x, t) = v(x, t)ψ(t),
dτ = ψ p−2(t)dt, τ (0) = 0.
It is easy to see that
τ = δ
2p−2
h(y,ρ) ln
(
1+ t
δk2−ph(y,ρ)
)
,
ψ
(
t(τ )
)= k
2
exp
[
2p−2τ
(2− p)δh(y,ρ)
]
,
and for all
τ  δ
2p−2
h(y,ρ) ln
(
1+
(
k
Cρ
)p−2)
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ess inf
K yρ/2
v(x, τ ) 1.
Let us show that v(x, τ ) is a supersolution to the equation similar to (1). Arguing formally, one has
∂
∂τ
v(x, τ ) = ∂
∂t
v(x, t) · dt
dτ
= ψ2−p(t)
[
ut
ψ
− ψ
′
ψ2
u
]
ψ1−p(t)ut = ψ1−p(t)divA(x, t,u, Du) + ψ1−p(t)B(x, t,u, Du)
= divA1(x, τ , v, Dv) + B1(x, τ , v, Dv),
where
A1(x, τ , v, Dv) = ψ1−pA(x, t, vψ,ψDv),
B1(x, τ , v, Dv) = ψ1−p B(x, t, vψ,ψDv).
It is obvious that
A1(x, τ , v, Dv) · Dv = ψ−pA(x, t,u, Du) · Du
 ν(x)C0ψ−p|Du|−p − ν(x)ψ−pC p = C0ν(x)|Dv|p − ν(x)ψ−pC p .
Similarly
∣∣A1(x, τ , v, Dv)∣∣ C1ψ1−p|ψDv|p−1ν(x) + ν(x)C p−1ψ1−p
= C1|Dv|p−1ν(x) + ν(x)C p−1ψ1−p
and
∣∣B1(x, τ , v, Dv)∣∣ C2ν(x)|Dv|p−1 + ν(x)C p−1ψ1−p.
The formal veriﬁcation can be made by changing the variables in the deﬁnition of a weak solution.
By Corollary 15, for any θ  θ0(data) we have
ess inf
K y2ρ
v
(
x,2θh(y,4ρ)
)
 1
2
θ
1
2−p
provided that
θ
1
2−p  4 sup
0τ2θh(y,4ρ)
Cρ
ψ(t(τ ))
(30)
and
2θh(y,4ρ) δ
2p−2
h(y,ρ) ln
(
1+
(
k
Cρ
)p−2)
. (31)
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Inequalities (30) and (31) clearly hold if k satisﬁes both
k 8θ
1
p−2 Cρ exp
[
2p−2h(y,4ρ)2θ
(p − 2)δh(y,ρ)
]
= 8θ 1p−2 Cρ exp
[
2p−1θ0
(p − 2)δS
]
and
k
(
exp
[
2θh(y,4ρ)2p−2
δh(y,ρ)
]
− 1
) 1
p−2
Cρ = (exp[θ02p−1δ−1S]− 1) 1p−2 Cρ.
Thanks to our choice of θ , the last two inequalities are satisﬁed if k  γ3Cρ with the constant γ3 =
γ3(data).
Returning to the original variables, we obtain
ess inf
K y2ρ
u(x, t∗)
1
2
θ
1
2−p ψ(t∗)
= k
4
θ
1
2−p exp
[
1
2− p ·
θ
21−pδ
· h(y,4ρ)
h(y,ρ)
]
 k
4
(θ0S)
1
2−p exp
[
θ02p−1S
(2− p)δ
]
,
where
t∗ = δk2−ph(y,ρ)
[
exp
(
θ2p−1h(y,4ρ)
δh(y,ρ)
)
− 1
]
= δk2−ph(y,ρ)[exp(2p−1δ−1θ0S)− 1].
Thus we have proved the assertion of the lemma with
γ1 = δ
[
exp
(
2p−1δ−1θ0S
)− 1], γ2 = 1
4
(θ0S)
1
2−p exp
[
2p−1θ0
δ(2− p)S
]
.
Note that γ2 → 0 and γ3 → +∞ as p → 2+. 
Remark. In fact, we have proved that ess infx∈K y2ρ u(x, t)  γ2k for all γ
′
1k
2−ph(y,ρ)  t 
γ1k2−ph(y,ρ), where γ ′1 = δ[exp(2p−2δ−1θ0S) − 1].
Proof of Theorem 1. The idea of the ﬁrst part of the proof (concentration of positivity) is essentially
due to Krylov and Safonov [26]. Consider the family of expanding cylinders
Q τ = K x0τρ ×
[
t0 − h(τ )k2−p, t0
]
,
where
h(τ ) = θ(1− (1− τ )κ)h(x0,ρ), κ = const > 0,
and τ ranges over (0,1]. Let us show that κ can be chosen such that for any point (xτ , tτ ) ∈ Q τ and
some constant θ1 > 0
K xτ1−τ ρ ×
[
tτ − θ1h
(
xτ ,
1− τ
2
ρ
)
k2−p, tτ
]
⊂ Q 1+τ
2
.2
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τ p +
(
1− τ
2
)p

(
1+ τ
2
)p
,
we only need to check that
θ
(
1− (1− τ )κ)h(x0,ρ) + θ1h
(
xτ ,
1− τ
2
ρ
)
 θh(x0,ρ)
(
1−
(
1− 1+ τ
2
)κ)
.
The last inequality is clearly satisﬁed if
θ1  θ inf
h(x0,ρ)(1− τ )κ
h(xτ ,
1−τ
2 ρ)
(
1− 2−κ), (32)
where the inﬁmum is taken over all τ ∈ [0,1] and xτ ∈ K x0τρ .
Now we use ν−n/p ∈ A1+n/p and property (9) of the Muckenhoupt weights to deduce that there
exist positive constants δ ∈ (0,1] and c such that
h(xτ ,
1−τ
2 ρ)
h(x0,ρ)
 c
(
1− τ
2
)δp
for all τ ∈ [0,1] and xτ ∈ K x0τρ . Take κ = δp. Then inequality (32) is satisﬁed if we take
θ1 = θ 2
κ − 1
c
.
On the interval (0,1] deﬁne the functions
a(τ ) = ess sup
Q τ
u(x, t), b(τ ) = (1− τ )−βk,
where β > 0 is a constant which will be speciﬁed later. Note that b(τ ) grows to inﬁnity as τ → 1− 0
while a(τ ) stays uniformly bounded. Set
τ0 = inf
{
τ ∈ [0,1): a(ξ) b(ξ) for all ξ > τ}.
Denote
k1 = (1− τ0)−βk and R = 1− τ0
2
ρ.
Clearly,
k1  k and k1  C R.
One can easily see that there exists a cylinder
Q 2 = K x1R ×
[
t1 − θ1h(x0, R)k2−p1 , t1
]
,
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ess sup
1
2 Q 2
u(x, t) k1.
Note that by our choice of parameters Q 2 ⊂ Q 1+τ0
2
. Consequently,
ess sup
Q 2
u(x, t) <
(
1− 1+ τ0
2
)−β
k = 2β(1− τ0)−βk = 2βk1.
The next step demonstrates that in Q 2 the measure of the set where u(x, t) k12 is relatively big.
Lemma 17. There exist positive numbers ξ1 = ξ1(data, β, θ) and ξ2 = ξ2(data, β, θ) such that
∣∣{(x, t) ∈ Q 2: u(x, t) > k1/2}∣∣> ξ1|Q 2| (33)
and
ν
({
(x, t) ∈ Q 2: u(x, t) > k1/2
})
> ξ2ν(Q 2) (34)
provided that k Cρ .
Proof. We apply to u in the cylinder Q 2 Lemma 10 with the parameters
μ+ = 2βk1, ω =
(
2β − 1
2
)
k1, a = 2
β − 34
2β − 12
.
It is clear that k Cρ implies ω C R . We obtain numbers ξ ′1 and ξ ′2 such that if
∣∣{(x, t) ∈ Q 2: u(x, t) > k1/2}∣∣ ξ ′1|Q 2| (35)
and
ν
({
(x, t) ∈ Q 2: u(x, t) > k1/2
})
 ξ ′2ν(Q 2) (36)
then
ess sup
1
2 Q 2
u(x, t) 3k1
4
,
which leads to a contradiction. Hence, one of the conditions (35), (36) must be violated. Suppose that
(35) is not true. Then using (8) we obtain (34). On the other hand, if (36) is not true we use (9) to
get (33). 
Now we prove the ‘concentration of positivity’ lemma.
2114 M. Surnachev / J. Differential Equations 248 (2010) 2092–2129Lemma 18. For any σ ∈ (0,1) and λ ∈ (0,1) there exist a point (x′, t′) ∈ Q 2 and a number η =
η(data, β, θ, λ,σ ) ∈ (0,1) such that the cylinder
Q 4 = Q 4(σ ,λ) = K x′ηR ×
[
t′ − ξ1θ1
8
h(x′, ηR)
(
λk1
2
)2−p
, t′
]
⊂ Q 2
and
∣∣∣∣
{
(x, t) ∈ Q 4(σ ,λ): u(x, t) > λk1
2
}∣∣∣∣> σ ∣∣Q 4(σ ,λ)∣∣.
Proof. Pick a piecewise-smooth cut-off function ξ such that 0 ξ(x, t) 1 on 2Q 2, |Dξ | 4R , |ξt |
c
θ1h(x0,R)k
2−p
1
, ξ vanishes on the parabolic boundary of 2Q 2 and ξ(x, t) = 1 on Q 2. Writing energy
estimate (17) over the cylinder 2Q 2 with k = k1/2 and the cut-off function ξ we obtain
∫ ∫
Q 2
∣∣∣∣D
(
u − k1
2
)
−
∣∣∣∣
p
ν dxdt  γ
((
1+ Rp + (C R)
p
kp1
)
kp1
Rp
ν(2Q 2) + k
2
1|2Q 2|
θ1h(x0, R)k
2−p
1
)

γ kp1
Rp
(
ν(2Q 2) + R
p|2Q 2|
θ1h(x0, R)
)
 γ
kp1
Rp
ν(Q 2). (37)
Applying the Hölder inequality we obtain from (37) that
∫ ∫
Q 2
∣∣∣∣D
(
u − k1
2
)
−
∣∣∣∣dxdt  γ k1R−1ν(Q 2)1/p
(∫ ∫
Q 2
ν
1
1−p dxdt
) p−1
p
.
Since ν ∈ A1+ pn implies ν ∈ Ap , we ﬁnally arrive at
∫ ∫
Q 2
∣∣∣∣D
(
u − k1
2
)
−
∣∣∣∣dxdt  γ k1R |Q 2|.
Now we change the variables as follows:
u = k1
2
w, x− x1 = Ry, t − t1 = k2−p1 θ1h(x1, R)τ .
In the new variables we obtain∫ ∫
Q 5
∣∣D(w − 1)−∣∣dy dτ  ξ3|Q 5| = ξ3,
where Q 5 = K 01 × [−1,0] and ξ3 = ξ3(data, θ). From Lemma 17 we have
∣∣{(y, τ ) ∈ Q 5: w(y, τ ) > 1}∣∣ ξ1
with ξ1 = ξ1(β,data, θ). Let us show that there exists τ∗ ∈ [−1,− ξ18 ] such that simultaneously
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∣∣D(w − 1)−∣∣(y, τ∗)dy  8ξ3
ξ1
and
∣∣{y ∈ K 01 : w(y, τ∗) > 1}∣∣ ξ14 .
Denote
I(τ ) =
∫
K 01
∣∣D(w − 1)−∣∣(y, τ )dy, J (τ ) = ∣∣{y ∈ K 01 : w(y, τ ) > 1}∣∣.
It is clear that
∣∣∣∣
{
τ ∈ [−1,0]: I(τ ) > 8ξ3
ξ1
}∣∣∣∣< ξ18 . (38)
Let us show that
∣∣∣∣
{
τ ∈ [−1,0]: J (τ ) < ξ1
4
}∣∣∣∣< 1− ξ14 . (39)
Assume the converse. Then
∣∣{(y, τ ) ∈ Q 5: w(y, τ ) > 1}∣∣
 ξ1
4
·
∣∣∣∣
{
τ ∈ [−1,0]: J (τ ) < ξ1
4
}∣∣∣∣+ 1 ·
∣∣∣∣
{
τ ∈ [−1,0]: J (τ ) ξ1
4
}∣∣∣∣
 ξ1
4
+ ξ1
4
= ξ1
2
.
From (38), (39) it follows immediately that
∣∣∣∣
{
τ ∈ [−1,0]: I(τ ) 8ξ3
ξ1
and J (τ ) ξ1
4
}∣∣∣∣ ξ18 .
Now the existence of the required τ∗ is obvious.
Denote w1(y) = (w − 1)−(y, τ∗). In this notation we have
∫
K 01
|Dw1|dy  8ξ3
ξ1
and
∣∣{y ∈ K 01 : w1(y) = 0}∣∣ ξ14 .
From the result of [14] it follows that for any λ¯ ∈ (0,1) and σ¯ ∈ (0,1) there exist y1 ∈ K 01 and
η¯ ∈ (0,1) such that
∣∣{y ∈ K y1η¯ : w1(y) < λ¯}∣∣> σ¯ ∣∣K y1η¯ ∣∣.
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η¯ ∈ (0,1) such that K x2η¯R ⊂ K x1R and
∣∣∣∣
{
x ∈ K x2η¯R : u
(
x, t1 + τ∗θ1k2−p1 h(x1, R)
)
> (1− λ¯)k1
2
}∣∣∣∣> σ¯ ∣∣K x2η¯R ∣∣.
Let κ be a constant such that h(x, ε1/κ r)  cεh(x, r) uniformly for all x, r, and ε ∈ [0,1]. Denote
t∗ = t1 + τ∗k2−p1 h(x1, R) and
t∗,1 = t∗ + ξ1θ1
8
h
(
x2, (1− σ¯ ) 1κ η¯R
2
)
k2−p1 .
Consider the cylinder Q 6 = K x2η¯R × [t∗, t∗,1]. Pick a piecewise-smooth cut-off function ξ = ξ(x) such
that 0  ξ(x)  1 for x ∈ K x2η¯R , ξ vanishes on the boundary of K x2η¯R , ξ(x) = 1 for x ∈ K x21
2 η¯R
, and
|Dξ |  4η¯R . It is clear that k1  C η¯R . Now we use energy estimate (17) with cut-off function ξ and
k = (1− λ¯) k12 to obtain
max
t∗τt∗,1
∫
K
x2
1
2 η¯R
(
u − (1− λ¯)k1
2
)2
−
dx
 γ
((
k1
2
)2∣∣K x2η¯R ∣∣(1− σ¯ ) +
(
kp1
(η¯R)p
+ kp1 + C p
)
ν
(
K x2η¯R
)
h
(
x2, (1− σ¯ ) 1κ η¯R
)
θ1k
2−p
1
)
 γ k21
∣∣K x2η¯R ∣∣
(
(1− σ¯ ) + θ1(1− σ¯ )
(
1+ Rp + (C η¯R)
p
kp1
))
 γ k21
∣∣K x2η¯R ∣∣(1+ θ1)(1− σ¯ ).
Further, we estimate the left-hand side of the last inequality from below as
∫
K
x2
1
2 η¯R
(
u − (1− λ¯)k1
2
)2
−
(x, t)dx λ¯2
(
k1
2
)2∣∣∣∣
{
x ∈ K x21
2 η¯R
: u(x, t) (1− 2λ¯)k1
2
}∣∣∣∣.
Combining the estimates, we see that for all t ∈ [t∗, t∗,1]
∣∣∣∣
{
x ∈ K x21
2 η¯R
: u(x, t) (1− 2λ¯)k1
2
}∣∣∣∣ γˆ ∣∣K x21
2 η¯λ¯
−2R
∣∣(1− σ¯ )
with γˆ = γˆ (data, θ). Consequently, in the cylinder Q 7 = K x21
2 η¯R
× [t∗, t∗,1] we have
∣∣∣∣
{
(x, t) ∈ Q 7: u(x, t) (1− 2λ¯)k1
2
}∣∣∣∣ γˆ |Q 7|(1− σ¯ )λ¯−2.
Now we break the base of Q 7 into 2ln nonintersecting (up to a set of measure zero) congruent dyadic
cubes K
z j
−l−1 , j = 1, . . . ,2ln . Choose l so large that2 η¯R
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λ
2
)2−p
h
(
z j,2
−l−1η¯R
)
 h
(
x1, (1− σ¯ )1/κ η¯R
2
)
(40)
for all z j . We can do this using the properties (8), (9), which imply
h
(
z j,2
−(l+1)η¯R
)
 c2−lκh
(
x2,
η¯R
2
)
 c2−lκ(1− σ¯ )− n+pκ h
(
x2, (1− σ¯ )1/κ η¯R
2
)
.
Now it is easy to see that (40) is satisﬁed if
l >
n + p
κ2
log2
1
1− σ¯ +
1
κ
log2 c +
p − 2
κ
log2
2
λ
.
Denote
Q˜ j = K z j2−l−1η¯R × [t∗, t∗,1].
It is clear that for at least one j∗ we have∣∣∣∣
{
(x, t) ∈ Q˜ j∗ : u(x, t) (1− 2λ¯)
k1
2
}∣∣∣∣ γˆ (1− σ¯ )|Q˜ j|λ¯−2.
Let l1 ∈N be such that
2−l1−1  (λ/2)
2−ph(z j∗ ,2−l−1η¯R)
h(x2, (1− σ¯ )1/κ η¯R2 )
 2−l1 .
Denote
ξ4 = 2−l1−3ξ1θ1k2−p1 h
(
x2, (1− σ¯ )1/κ η¯R
2
)
.
Break the cylinder Q˜ j∗ into the vertical layers
Q˜ j∗,m = K z j2−l−1η¯R ×
[
t∗ + (m − 1)ξ4, t∗ +mξ4
]
,
where m = 1,2,3, . . . ,2l1 . It is obvious that for at least one number m∗ we have∣∣∣∣
{
(x, t) ∈ Q˜ j∗,m∗ : u(x, t) (1− 2λ¯)
k1
2
}∣∣∣∣ γ (1− σ¯ )λ¯−2|Q˜ j∗,m∗ |.
Denote
t∗,2 = t∗ + (m∗ − 1)ξ4.
Consider the cylinder
Q 8 = K z j∗2−l−1η¯R ×
[
t∗,2, t∗,2 + θ1ξ1
8
h
(
z j∗ ,2
−l−1 η¯R
2
)(
λk1
2
)2−p]
.
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∣∣∣∣
{
(x, t) ∈ Q 8: u(x, t) (1− 2λ¯)k1
2
}∣∣∣∣ 2γˆ (1− σ¯ )λ¯−2|Q 8|.
We conclude the proof by taking
λ¯ = 1− λ
2
, σ¯ = 1− 1
2γˆ
λ¯2(1− σ). 
Take in the last lemma λ = 12 and choose σ so large that in the cylinder
Q 8 = Q 4
(
σ ,
1
4
)
= K z′ηR ×
[
t2 − ξ1θ1
8
(
k1
4
)2−p
h(z′, ηR), t2
]
the conditions of Lemma 11 are satisﬁed with
μ− = 0, ω = k1
4
, a = 1
2
, θ = ξ1θ1
8
ω2−p .
We already have the estimate for the standard Lebesgue measure. Using relation (9) we can guarantee
the smallness of ν({(x, t) ∈ Q 8: u(x, t) k14 }). Denote Q 9 = 12 Q 8. Lemma 11 yields
ess inf
Q 9
u(x, t) k1
8
= 1
8
(1− τ0)−βk.
Thus, we have found a point z′ ∈ K x0ρ , time t2, and a number δ1 = δ1(data, β) = η2 such that
ess inf
K z
′
δ1R
u(x, t2)
1
8
(1− τ0)−βk.
Now we apply N times Lemma 16. We obtain the sequence tˆ j , j = 0, . . . ,N , such that
tˆ0 = t2, tˆ j − tˆ j−1 = γ1
(
γ
j−1
2
1
8
(1− τ0)−βk
)2−p
h
(
z′,2 j−1δ1R
)
,
and
ess inf
K z
′
2 jδ1R
u(x, tˆ j) γ j2
1
8
(1− τ0)−βk
provided that
ess inf
K z
′
2 jδ1R
u(x, tˆ j) γ3C2 jδ1R (41)
for all j = 0, . . . ,N − 1. Choose the smallest N such that
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1− τ0
2
ρ  3ρ.
Then K x02ρ ∈ K z
′
2N δ1R
and
2N  12
(1− τ0)δ1 ⇔ N  log2
12
(1− τ0)δ1 .
Hence,
ess inf
K
x0
2ρ
u(x, tˆN )
1
8
γ N2 (1− τ0)−βk
1
8
(
12
(1− τ0)δ1
)log2 γ2
(1− τ0)−βk.
Choose β = log2 1γ2 . (We can assume that γ2 < 1.) We obtain
ess inf
K 0ρ
u(x, tˆN )
1
8
(
12
δ1
)log2 γ2
k,
with γ2 = γ2(data) and δ1 = δ1(data, θ). Clearly, the condition (41) is satisﬁed if
1
8
(
12
δ1
)log2 γ2
k 6γ3Cρ,
which can be rewritten as
kΛ′3Cρ with Λ′3 = Λ′3(data).
Note, that by our choice of parameters
(1− τ0)β(p−2) 
(
12δ−11 2
−N)β(p−2) = (12δ−11 )β(p−2)γ N(p−2)2 .
Hence, we estimate
N∑
j=1
(tˆ j − tˆ j−1) γ1 k
2−p
82−p
h(x0,8ρ)
(
12δ−11
)β(p−2)
γ
N(p−2)
2
N∑
j=1
(
γ
j−1
2
)2−p
= γ1 k
2−p
82−p
h(x0,8ρ)
(
12δ−11
)β(p−2) 1− γ N(p−2)2
γ
2−p
2 − 1
Λ1k2−ph(x0,ρ).
Thus, we always have tˆN  t0 + Λ1k2−ph(x0,ρ) with Λ1 = Λ1(data). Let
Λ′2 =
1
8
(
12
δ1
)log2 γ2
.
Consider u in the cylinder K x02ρ × [tˆN , t0 + Λ1k2−ph(x0,ρ)]. Using Corollary 13 we can estimate
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K
x0
ρ
u
(
x, t0 + Λ0k2−ph(x0,ρ)
)

Λ′2k
2
(
1+ t0 + Λ1k
2−ph(x0,ρ) − tˆN
δ(Λ′2k)2−ph(x0,2ρ)
) 1
2−p
if
Λ′2k Cρ (42)
and
t0 + Λ1k2−ph(x0,ρ) − tˆN  δ(Cρ)2−ph(x0,2ρ). (43)
It is obvious that
t0 + Λ1k2−ph(x0,ρ) − tˆN  (Λ1 + θ)k2−ph(x0,ρ).
Hence, inequalities (42) and (43) are satisﬁed if
kΛ3Cρ,
where
Λ3 = max
(
Λ′3,
1
Λ′2
,
(
Λ1 + θ
δ
) 1
p−2)
.
The theorem is proved with
Λ2 = Λ
′
2
2
(
1+ Λ1 + θ
δ
) 1
2−p
. 
Remark. It is obvious that the dependence on θ becomes critical when θ → 0. If θ  1 we can prove
the theorem with θ = 1.
Behaviour of constants as p → 2. It is easy to see that the constants Γ2 and Γ3 in Theorem 1, obtained
in the proof given here, deteriorate as p goes to 2. After the work we have done here it is relatively
easy to prove, using the same type of argument as in [15], that the values of these constants in fact
remain stable near p = 2.
Now we derive the (Hölder) continuity of solutions from Theorem 1.
Proof of Theorem 2. The proof is fairly standard and is in fact a modiﬁcation of the proof of the
Hölder continuity presented in [15].
Without loss, assume that
ess sup
ΩT
|u| = M < ∞.
I. (Preparation) Let (x0, t0) ∈ Ω × (T1, T2]. Consider the sequence of the cylinders
Q j = K x0ρ j ×
[
t0 − ω2−pj h(ρ j), t0
]
,
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ω j = δω j−1, ρ j = δρ j−1,
where δ ∈ (0,1) and ε ∈ (0, 125 ). We assume that for all j the following inequality holds
3δ2−ph(ρ j+1) h(ρ j),
which means that the height of Q j+1 is at least three times less than the height of Q j . Denote
M j = ess sup
Q j
u, mj = ess inf
Q j
u, A j = M j −mj,
t j = t0 − 2ω2−pj+1 h(ρ j+1), P j = (x0, t j).
In the following we show that the constants δ, ε and Γ can be chosen such that if A0  2Λ
1
p−2
1 ω0
and ω0  Γ Cρ0 then A j  2Λ
1
p−2
1 ω j for all j ∈ N.
In the cylinder Q j deﬁne the following two functions:
u1, j = M j − u, u2, j = u −mj.
It is obvious that u1, j and u2, j are nonnegative solutions of the equations of the same type as (1)
with the same structural constants. Therefore the assertion of Theorem 1 holds for them with the
same constants Λ1,Λ2,Λ3. Denote
a1, j = lim
s→0 ess sup
Q js
u1, j, a2, j = lim
s→0 ess sup
Q js
u2, j,
where
Q js = K x0s ×
[
t j − h(s), t j
]
.
It is clear that
a1, j = M j − lim
s→0 ess infQ js
u, a2, j = lim
s→0 ess sup
Q js
u −mj .
Hence,
a1, j + a2, j  M j −mj = A j.
Consequently, at least one of the numbers a1, j, a2, j is no less than
A j
2 . First, suppose that a1, j 
A j
2 .
Then Theorem 1 yields
ess inf
K
x0
ρ j+1
u1, j
(
x, t j + Λ1
(
A j
2
)2−p
h(ρ j+1)
)
Λ2
A j
2
provided that
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2
Λ3Cρ j+1. (44)
To obtain the lower bound on u1, j on the cylinder Q j+1 the waiting time must be suﬃciently small,
i.e.
Λ1
(
A j
2
)2−p
h(ρ j+1)ω2−pj+1 h(ρ j+1),
which is equivalent to
A j  2c1ω j+1, (45)
where we have denoted c1 = Λ
1
p−2
1 .
Further, choose τ j such that the waiting time corresponding to τ j  a1, j , is equal to 2ω2−pj+1 h(ρ j+1):
Λ1τ
2−p
j h(ρ j+1) = 2ω2−pj+1 h(ρ j+1),
whence
τ j = 2
1
2−p c1ω j+1.
Therefore, if (45) holds and
τ j = 2
1
2−p c1ω j+1 Λ3Cρ j+1 (46)
we obtain that
ess inf
Q j+1
u1, j Λ22
1
2−p c1ω j+1. (47)
From (47) it easily follows that
A j+1  A j − Λ22
1
2−p c1ω j+1. (48)
We arrive at the same estimate if we assume that a2, j  A j2 and (45) and (46) hold.
Suppose now that the following inequality holds:
A j  γΛ22
1
2−p c1ω j+1. (49)
Then (48) implies
A j+1 
(
1− 1
γ
)
A j. (50)
From now on we assume that for each j condition (46) is satisﬁed. It is easy to see that it is so if
ε  δ and ω0  Γ Cρ0, where Γ = 2
1
p−2 c1Λ3εδ−1.
Now we choose the parameters γ and δ such that if condition (49) is satisﬁed on the j-th step
then it is satisﬁed on the ( j + 1)-th step. Let (45) hold. Then
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(
1− 1
γ
)
A j 
(
1− 1
γ
)
γΛ22
1
2−p c1ω j+1
=
(
1− 1
γ
)
δ−1γΛ22
1
2−p c1ω j+2  γΛ22
1
2−p c1ω j+2
if
(
1− 1
γ
)
δ−1  1. (51)
On the other hand, if (45) does not hold, we obtain
A j+1  A j  2c1ω j+1 = 2c1δ−1ω j+2  γΛ22
1
2−p c1ω j+2
if
2δ−1  γΛ22
1
2−p . (52)
Take δ = 1− 1γ . Then γ and δ can be chosen as
γ = 1+ 2
p−1
p−2
Λ2
and δ = 2
p−1
p−2
2
p−1
p−2 + Λ2
.
It is clear that δ ∈ ( 12 ,1). (Naturally, we can assume that Λ2 < 1.) Fix these values of γ and δ. We
have proved that
A j 
(
2
1
2−p Λ2 + 2
)
c1ω j+1 = 2c1ω j
for all j ∈N if (1) this inequality is true for j = 0, (2) ω0  Γ Cρ0, (3) ε  δ.
We deﬁne ε as the maximal number from the interval (0, 125 ] such that h(x, ερ) δ
p−2
3 h(x,ρ) for
all x ∈ Rn and ρ > 0. From (10) it follows that ε > 0. It is obvious that ε < δ.
II. (Proof of the Hölder continuity) Let Ω ′T = Ω ′ × [t1, T2] where Ω ′ Ω and t1 > T1. Denote
dx = dist(Ω ′, ∂Ω), dt = t1 − T1.
It is clear that
essosc
ΩT
u  2M.
Let (x0, t0) ∈ Ω ′T . Consider the family of shrinking cylinders
Q j = K x0ρ j ×
[
t0 − ω2−pj h(x0,ρ j), t0
]
,
where the sequences {ω j}∞j=0 and {ρ j}∞j=0 are constructed as above. Let
A j = essosc
Q j
u.
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ω0 = max
(
M
c1
,Γ Cρ0
)
.
Then the second relation is satisﬁed if one of the following holds:
Λ1M
2−ph(x0,ρ0) dt, (53)
ρ20  dt(Γ C)p−2. (54)
Denote
H(x, s) = max{ρ: h(x,ρ) s}.
Set
ρ0 = min
{
dx,max
(
(Γ C)
p−2
2
√
dt, H
(
x0,
dt
Λ1M2−p
))}
.
Denote
Q x0,t0r,s = K x0r × [t0 − s, t0].
Let
j∗ = max
{
j: Q x0,t0r,s ⊂ Q j
}
.
Using (11) we can estimate the height of Q j as
T j = ω2−pj h
(
x0, ε
jρ0
)
 cε(n+p) jδ(2−p) jω2−p0 .
Hence,
ess osc
Q
x0,t0
r,s
u  2c1ω0δ j∗  2c1ω0δ−1 max
[(
s
cω2−p0
)α1
,
(
r
ρ0
)α2]
:= ϕ(x0, t0, r, s),
where
α1 = 1
logδ εn+pδ2−p
, α2 = 1
logδ ε
.
It is obvious that
εn+pδ2−p =
(
ε
δ
)p
εnδ2 < 1,
whence α1 > 0.
For t ∈ (T2,2T2 − T1) and x ∈ Ω deﬁne u(x, t) = u(x,2T2 − t). For t ∈ (T1, T2] and x ∈ Ω denote
Q x,ts = K xs × [t − s, t + s] and
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s→0
1
|Q x,ts |
∫
Q x,ts
u(y, τ )dy dτ .
Our estimates of essoscu imply that this limit exists for all (x, t) ∈ Ω × (T1, T2]. By the Lebesgue–
Besicovitch theorem uˆ = u a.e. in Ω × (T1, T2]. It is easy to see that for any point (x0, t0) ∈ Ω ′T we
have
osc
Q˜
x0,t0
r,s
uˆ  ϕ(x0, t0, r, s),
where Q˜ x0,t0r,s = K x0r × (t0 − s, t0) if t0 < T2 and Q˜ x0,t0r,s = K x0r × (t0 − s, t0] if t0 = T2. 
Proof of Theorem 3. We can assume without loss of generality that (x0, t0) = (0,0). We prove the sup
estimate. The proof of the inf estimate is merely a repetition.
Denote h(0,ρ) = h(ρ). For j = 0,1,2, . . . denote
σ j = σ + 1− σ
2 j
, σ˜ j = σ + 32
1− σ
2 j
, t j = −σ jθh(ρ), t˜ j = −σ˜ jθh(ρ).
It is easy to see that
σ j
σ j+1
= 2 1+ (2
j − 1)σ
1+ (2 j+1 − 1)σ  2.
Consider the cylinders
Q j = Kσ jρ × [t j,0] and Q˜ j = Kσ˜ jρ × [t˜ j,0].
Observe that, in view of (6),
ν(Q j)
ν(Q j+1)
 Cν
(
σ j
σ j+1
)n+p
 Cν2n+p.
Analogously, using (11), we obtain
|Q j|
|Q j+1| 
(
σ j
σ j+1
)n h(σ j)
h(σ j+1)
 c
(
σ j
σ j+1
)2n+p
 c22n+p.
Introduce the sequences of piecewise-smooth cut-off functions {φ j(x)}, {ψ j(t)}, {φ¯ j(x)}, {ψ¯ j} such that
1. φ j(x) = 1 for x ∈ Kσ jρ , φ j(x) = 0 outside K σ˜ jρ , |Dφ j(x)| 6(1−σ)ρ 2 j ;
2. φ¯ j(x) = 1 for x ∈ K σ¯ j+1ρ , φ¯ j(x) = 0 outside Kσ jρ , |Dφ¯ j(x)| 6(1−σ)ρ 2 j ;
3. ψ j(t) = 1 for t  t j , ψ j(t) = 0 for t  t˜ j , 0 (ψ j)t  6(1−σ)θh(ρ)2 j ;
4. ψ¯ j(t) = 1 for t −t˜ j+1, ψ¯ j(t) = 0 for t  t˜ j , 0 (ψ¯ j)t  6(1−σ)θh(ρ)2 j .
Denote ξ j(x, t) = φ j(x)ψ j(t) and ψ¯ j(x, t) = φ¯ j(x)ψ¯ j(t). For a number k, which will be speciﬁed later,
denote
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2 j
k.
Set
A j = 1
ν(Q j)
∫ ∫
Q j
(u − k j)p+ν dxdt, B j =
1
|Q j|
∫ ∫
Q j
(u − k j)2+ dxdt.
Note that for (x, t) such that u(x, t) > k j+1 we also have
(u − k j)+ > k j+1 − k j = k
2 j+1
.
It is easy to obtain the following estimate:
max
−σ˜ j+1θh(ρ)t0
∫
K˜ j+1
(u − k j+1)2+ dx+ C0
∫ ∫
Q˜ j+1
∣∣D[(u − k j+1)+ξ j+1]∣∣pν dxdτ
 γ
[
2 j|Q j|
(1− σ)θh(ρ) B j +
2pjν(Q j)
(1− σ)pρ p A j + ν(Q j)A j + 2
pjk−p A j
]
 γ ν(Q j)2pj
[
1
(1− σ)θh(ρ) B j +
(
1
(1− σ)pρ p + 1+ k
−p
)
A j
]
.
To estimate the ﬁrst term on the left-hand side we write energy inequality (16) with ξ = ξ¯ j over Q j
with k = k j+1. To estimate the second term on the left-hand side we write energy inequality (16)
with ξ = ξ j+1 over the cylinder Q˜ j+1. Further, estimate
A j+1 
[
1
ν(Q j+1)
∫ ∫
Q j+1
(u − k j+1)ph+ ν dxdτ
] 1
h
[
1
ν(Q j+1)
∫ ∫
Q j+1
χ{u>k j+1}ν dxdτ
]1− 1h
 γ 2p( j+1)(1−1/h)
[
1
ν(Q˜ j+1)
∫ ∫
Q˜ j+1
(u − k j+1)ph+ ξ phj+1ν dxdτ
] 1
h [
k−p A j
]1−1/h
 γ 2p( j+1)(1−1/h)
[
k−p A j
]1−1/h[
max
t˜ j+1t0
(
1
|K˜ j+1|
∫
K˜ j+1
(u − k j+1)2+ξ2j+1 dx
)
× ρ˜
p
j+1
ν(Q˜ j+1)
∫ ∫
Q˜ j+1
∣∣D[(u − k j+1)+ξ j+1]∣∣pν dxdτ
]1/h
 γ 2p( j+1)(1−1/h)|K˜ j+1|
p
2 (
1
h −1)
ρ˜
p/h
j+1
ν(Q˜ j+1)1/h
|Q˜ j+1| 1h [1+
p
2 (h−1)]
× 2 pjh [1+ p2 (h−1)][(1− σ)−1ρ−p B j + A j((1− σ)−pρ−p + 1+ k−p)] 1h [1+ p2 (h−1)]
× kp( 1h −1)A1−1/hj .
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A j+1  γ 2γ4 jkp(
1
h −1)
[
B j
1− σ +
A j
(1− σ)p + A jρ
p(1+ k−p)]
1
h (1+ p2 (h−1))
A1−1/hj . (55)
Let k > Cρ . Denote
Z j = B j + A j
(
1+ ρ p).
In this notation from (55) we obtain that
A j+1  γ 2γ4 jkp(
1
h −1)(1− σ)− ph (1+ p2 (h−1))Z
1
h (1+ p2 (h−1))
j A
1− 1h
j . (56)
Arguing in the same way, we estimate
B j+1 
[
1
|Q j+1|
∫ ∫
Q j+1
(u − k j+1)ph1+ dxdτ
] 2
ph1
[
1
|Q j+1|
∫ ∫
Q j+1
χ{u>k j+1} dxdτ
]1− 2ph1
 γ 22( j+1)(1−
2
ph1
)
[
1
|Q˜ j+1|
∫ ∫
Q˜ j+1
(u − k j+1)ph1ξ ph1j+1 dxdτ
] 2
ph1 [
k−2B j
]1− 2ph1
 γ 22( j+1)(1−
2
ph1
)
[
max
t˜ j+1t0
(
1
|K˜ j+1|
∫
K˜ j+1
(u − k j+1)2+ξ2j+1 dx
) p
2 (h1−1)
× ρ˜
p
j+1
ν(Q˜ j+1)
∫ ∫
Q˜ j+1
∣∣D[(u − k j+1)+ξ j+1]∣∣pν dx
] 2
ph1 [
k−2B j
]1− 2ph1
 γ 2γ2 jk2(
2
ph1
−1)
Z
2
ph1
+1− 1h1
j B
1− 2ph1
j (1− σ)
− 2h1 −p+
p
h1 .
Furthermore,
B j+1  γ 2γ4 jk
2( 2ph1
−1)
Z
1+(1− 1h1 )
j (1− σ)
− 2h1 −p+
p
h1 (57)
and
(
1+ ρ p)A j+1  (1+ ρ p) 1h kp( 1h −1)2γ4 j Z1+ p2 (1− 1h )j (1− σ)− ph (1+ p2 (h−1)). (58)
Choose now the numbers h and h1 such that
1− 1
h1
= p
2
(
1− 1
h
)
.
Summing inequalities (57) and (58) we obtain
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[(
1+ ρ p) 1h kp( 1h −1) + k2( 2ph1 −1)]γ 2γ4 j(1− σ)−γ5 Z1+(1− 1h1 )j ,
where
γ5 = max
(
2− p
h1
+ p, p
h
+ 2 2
h1
)
.
By the hypergeometric convergence lemma Z j → 0 as j → ∞ provided that
Z0  γ
[(
1+ ρ p) 1h k2( 1h1 −1) + k2( 2ph1 −1)] h11−h1 (1− σ)γ5 h11−h1
= γ k2[(1+ ρ p) 1h + k( 4p −2) 1h1 ] h11−h1 (1− σ)γ5 h11−h1 .
Now assume that
k
(
1+ ρ p) h1 ph(4−2p) = (1+ ρ p) (p−2)h1+24−2p .
Then the last inequality holds if
Z0  γ k2
(
1+ ρ p) h1h(1−h1) (1− σ)γ5 h11−h1 .
The last inequality is clearly satisﬁed if k is large enough. Thus, we get the estimate
ess sup
Qσ
u+  γ (1− σ)γ5
h1
2(h1−1)
×max
(
J (ρ), I(ρ)
(
1
|Q |
∫ ∫
Q
|u|2 dxdt
) 1
2
+ I(ρ)
(
1
ν(Q )
∫ ∫
Q
|u|pν dxdt
) 1
2
)
,
where
I(ρ) = (1+ ρ p) h12(h1−1)
and
J (ρ) = max(Cρ, (1+ ρ p) (p−2)h1+24−2p ). 
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