Our research goal is to generate new assertions suitable for introduction to the Japanese part of the ConceptNet common sense knowledge ontology. In this paper we present a method for extracting IsA assertions (hyponymy relations), AtLocation assertions (informing of the location of an object or place), LocatedNear assertions (informing of neighboring locations) and CreatedBy assertions (informing of the creator of an object) automatically from Japanese Wikipedia XML dump files. We use the Hyponymy extraction tool v1.0, which analyzes definition, category and hierarchy structures of Wikipedia articles to extract IsA assertions and produce an information-rich taxonomy. From this taxonomy we extract additional information, in this case AtLocation, LocatedNear and CreatedBy types of assertions, using our original method. The presented experiments prove that we achieved our research goal on a large scale: both methods produce satisfactory results, and we were able to acquire 5,866,680 IsA assertions with 96.0% reliability, 131,760 AtLocation assertion pairs with 93.5% reliability, 6,217 LocatedNear assertion pairs with 98.5% reliability and 270,230
Introduction
The effectiveness of systems dealing with textual-reasoning tasks depends on the scope of the large-scale general knowledge bases they utilize. A few examples of such bases include Cyc [1] , YAGO [2] and ConceptNet [3] . In this paper we will focus on the last of these three -ConceptNet, a knowledge represen-5 tation project that provides a large semantic graph describing general human knowledge. We have chosen ConceptNet for its superiority in key aspects: it captures a wide range of common sense concepts and relations, and its simple semantic network structure makes it easy to use and manipulate [4] . ConceptNet was designed to contain knowledge collected by the Open Mind Common
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Sense project's website [5] . Later versions incorporated knowledge from similar websites and online word games which automatically collect general knowledge in several languages. The current goal of ConceptNet is to expand the knowledge base with data mined from Wiktionary 1 [6] and Wikipedia 2 [7] . This open-source knowledge base is used for many applications such as topic-gisting 15 [8] , affect-sensing [9], dialog systems [10] , daily activities recognition [11] , social media analysis [12] and handwriting recognition [13] . ConceptNet is also applied to open-domain sentiment analysis as an integral element of a common and common sense knowledge core, which is then transformed into more compact multidimensional vector space [14] . Manual expansion of the knowledge 20 base would be a long and labor-intensive process, as seen in nadya.jp [15] , an online project that aims to gather knowledge by using a game with a purpose [16] . Since its launch in 2010, nadya.jp has been able to introduce a little over 43,500 entries to ConceptNet. It is therefore evident that we need to employ automatic methods to gather new data.
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Projects such as NELL [17] or KNEXT [18] aim to extract semantic assertions from unstructured text data found on the Internet. Alternatively, we could 1 A multilingual, web-based free content dictionary 2 A free-access, free content Internet encyclopedia 2 transfer information from the existing semi-structured sources into a knowledge base. As a considerable amount of human validation has already been involved 30 in the process of creating such sources, the reliability of information gathered in this way would be considerably higher. Wikipedia is probably the best example of an open-source, large-scale information pool. Apart from the previouslymentioned YAGO, DBpedia project also aims to transfer knowledge gathered in Wikipedia into a more formalized, digitally processable form [19] . English 35 part of DBpedia has already been merged to ConceptNet, however the Japanese part has not been transferred yet, leaving this part of the knowledge base at the size of roughly 1/10th of the English language domain. The problem with using the DBpedia repository is that the information gathering algorithms used to prepare the knowledge base were designed for multilingual input processing and 40 therefore introduce a considerable amount of noise. As the knowledge gathered in ConceptNet is in large part language-specific, it is vital to widen the scope of the Japanese part independently.
The current paper elaborates on the efforts of [20] . We extended the scope
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of acquired assertions and explored the possibilities of deriving common sense knowledge from instance-related information triplets.
Graph structure of ConceptNet
In order to discuss the proposed method for expanding ConceptNet, it is necessary to introduce some basic information about the ontology's structure.
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ConceptNet is a network of nodes and the edges that connect them [21] . Each node is a concept described by a singe word, a word sense or a short phrase written in a natural language. Edges, as mentioned before, are the connections established between the nodes ( Figure 1 shows an example edge). The funda- 
Hyponymy relation as IsA relation
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In our approach we use the Hyponymy extraction tool v1.0 [22] , an opensource program for extracting hyponymy relation pairs from Wikipedia's XML dump files. The tool has been developed specifically to process Japanese language entries. It consists of four modules, three of which deal with extraction of hyponymy pairs from different parts of Wikipedia content: definition, cate-70 gory and hierarchy structures [23] . The program utilizes the Pecco library [24] (SVM-like machine learning tool) to assess the plausibility level of the extracted hyponymy relation pairs and boost the precision and recall of the system [25] .
The extracted hyponymy pairs may be transferred to ConceptNet as two concepts related to each other by IsA relationship ( 
Extracting other relations
The fourth module of the Hyponymy extraction tool v1.0 generates intermediate concepts of hyponymy relations using the output of the first three modules 3 All Japanese language phrases are transliterated and written in italics.
5 [26] . The tool executes the following procedure: first it acquires basic hyponymy 85 relations from Wikipedia using the method proposed by [25] . In cases where such further generalizations are required, they could be achieved by traversing the graph structure of ConceptNet.
Examples of augmented hyponymy relations include: tojo-jinbutsu (char- The effectiveness of the method mainly depends on the number and nature of introduced rules to both the primary and secondary rule bases. Our method is still work in progress, and at this stage we used 55 primary rules and 14 secondary rules, which allowed us to extract assertions concerning loca-145 tion, neighboring locations and creators. The manually crafted rules have been created using heuristics after analysis of the input data. The reason why we chose this kind of approach is because the information units contain Chinese characters indicating a type of location, a city, province, school or a creator.
We use the rules to detect these characters, and this way we are able to obtain 150 the named entities referring to locations and creators. Due to the qualities of the Japanese language's writing system these rules are often very simple, containing a single character, but are still effective for detecting the language units we want to extract. For example, the secondary rules used for detecting people include the suffix '∼sha', which describes different professions. For English 155 such a shortcut would be harder to apply, and therefore person detection would require a much larger rule base covering a long list of names of professions and appropriate suffixes (like '∼er', '∼or' or '∼ist').
However, our experiments revealed that extracting creator information is 160 more complex and creates some challenges. While extracting location-related information, the introduced rules may be simple and straightforward. In the case of creators, the rules not only have to cover the qualities of the writing system, but also take into consideration the importance of particular roles while creating a given piece of work. For example our annotators indicated that a 165 number of professionals taking part in the creation of films may not be con- In future we would like to investigate the possibility of combining heuristics with automated rule discovery methods in order to achieve higher precision and recall. The number and reliability level of the data acquired with our method 175 is presented in the Evaluation section.
Evaluation
We used the 2014-11-04 version of the Japanese Wikipedia dump data to verify the reliability level declared by Sumida [25] and evaluate our proposed method for obtaining additional relations. We ran the definition, category The procedure follows a modified Sumida et al. [25] evaluation method. annotators was 73.6% and the Kappa value was 0.60, which indicates that the annotation judgment was in moderate agreement. Examples of the extracted AtLocation assertions are presented in Table 4 . Table   6 .
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240 Table 7 contains the evaluation result of the generated CreatedBy relations.
60 pairs were evaluated as correct CreatedBy pairs, 37 as related concepts and 3 as unrelated concepts, which results in 78.5% precision. The level of overall agreement between annotators was 71.6% and the Kappa value was 0.57, which indicates that the annotation judgment was in moderate agreement. Examples 245 of the extracted LocatedNear assertions are presented in Table 8 .
The reason for the relatively low precision score of the assessed CreatedBy assertions is as follows: in 24 cases it was the annotators' opinion that actors, voice actors, animators, storyboard creators or sound directors cannot be considered as creators of works they contribute to. Although it would be valid to 250 include such persons in the RelatedTo kind of relationship with the work they (97/100) (3/100) (0/100) helped to create, defining them as creators would go against common sense. This is a valid observation and it will be taken into consideration when re-designing and expanding the rule base for the next version of the algorithm. There were also cases of assertions assessed as invalid due to errors passed from the output 255 of the Hyponymy extraction tool to the proposed method. Table 9 contains examples of assertions that were assessed as erroneous by the annotators.
The results show that IsA relation pairs generated by the definition, cate- ConceptNet. CreatedBy relation pairs could also be added after the revision of introduced rules and a substantial increase of the precision rate. In order to verify the potential applicability of the acquired data to a working system, we considered a book recommendation system scenario. The reason for choosing such an approach is that recommendation systems are usually knowledge-based and, especially at the beginning of the operation, suffer from 270 an insufficient amount of available data vectors [29] . We considered a Japanese book recommendation system currently being created at Hokkaido University.
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The system is being designed to consist of five modules, each performing book recommendation based on a different set of data: attributes (title, author, publisher, sales date, genre, price), content description, users' reviews, Amazon 275 sales-based suggestions, and attributes plus reviews. A preliminary survey performed among the system's test users revealed that the attribute-based module represents the lowest reliability: the test users' opinions suggested that recommendations made on the basis of the authors' name and title similarity were very often misleading. However, to improve the effectiveness of attribute-based 280 recommendation, the system could be provided with more input for building additional vectors. Therefore we decided to verify whether the data extracted by our method could potentially be applied for this purpose. We took the system's working data, consisting of 106,415 book titles accompanied with authors' names. The data was gathered from the Amazon Japan website [30] . In order 285 to test our data against books that are popular in Japanese society, we have filtered out texts which had less than 30 reviews at a Japanese book review sharing site, Dokusho Meter [31] . By doing so we received a list of 14,055 book titles accompanied by their 18,988 authors' names. We created and ran a script to search the title and author data using the IsA and CreatedBy relation pairs. As be used to create more detailed profile of each author, which could be utilized when comparing them with other authors to make book recommendations. We also extracted further information concerning the title of 538 volumes (3.8%).
In total we were able to provide the system with additional, useful information concerning 13,038 positions, which is 92.7% of the analyzed sample. Each book 300 found in our data received an average of 28 additional information vectors. On the basis of these findings, we could propose a hypothesis that the data acquired by our method have a strong potential for applcation to a practical use. As the approach of the creators of the discussed book recommendation system is to move away from conventional collaborative filtering to more complex and inno-
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vative semantic feature analysis-based recommendation, the data produced by our method would provide the fundamental element necessary for realizing that approach. Proving the aforementioned hypothesis, however, would have to be the object of a separate, extensive study performed upon the completion of the current system. assertions increases the probability of generating meaningful general assertions.
See Table 10 for the examples of generated general assertions. The procedure requires further development in terms of the method for frequency calculations and automatic filtering of non-general assertions.
Conclusion
335
In this paper we presented a method for automatic acquisition of common sense knowledge triplets from the Japanese Wikipedia. It allowed us to mine IsA, AtLocation, LocatedNear and CreatedBy assertions with precision estimated at the levels of 96.0%, 93.5%, 98.5% and 78.5% respectively. We also demonstrated a case study of a practical use of the acquired data, as well as the possibility of 340 formulating common sense assertions on the basis of generated instances data.
As the Japanese part of the current ConceptNet 5. is a constantly expanding source, we could acquire more assertions simply by applying our method to the updated Wikipedia XML dump files.
The applicability of ConceptNet is not limited to any particular branch of data analysis. Therefore we could speculate that the results of our method may not only augment the effectiveness and scope of already created tools, but 350 also may contribute to the development of new directions and approaches, as depicted by the presented book recommendation system example.
Future work
In order to extend the functionality of our proposed method, we intend to update the primary and secondary rules, which would allow the system to in-
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crease its precision and the scope of extracted information. We would also like to explore the possibility of using a machine learning algorithm for automatic rule generation combined with the already present heuristics. Such a combination could potentially be more effective in increasing precision and recall, as well as finding new rules to extract even more relations.
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We also plan to create an interface for the evaluation of the method's output by Japanese native speakers, which would allow us to utilize the pairs representing related concepts.
