Abstract. This work provides the first step toward the classification of irreducible finite weight modules over twisted affine Lie superalgebras. We study all such modules whether the canonical central element acts as a nonzero multiple of the identity map or not. Moreover, we reduce the classification of some subclasses of irreducible finite weight modules to the classification of cuspidal modules of finite dimensional cuspidal superalgebras which is known by a work of Dimitrov, Mathieu and Penkov.
Introduction
Suppose that L is a finite dimensional reductive Lie algebra, a finite dimensional basic classical simple Lie superalgebra or an affine Lie superalgebra, with a Cartan subalgebra H and corresponding root system R. An L -module M is said to have a weight space decomposition (with respect to H ) if
in which H * is the dual space of H and
We say M is a finite weight module if M has a weight space decomposition and each M λ is finite dimensional. In this work, we study finite weight modules of twisted affine Lie superalgebras.
The study of finite weight modules of Lie (super)algebras has an ancient root in the literature. In [3] , [4] and [14] , the authors classify irreducible finite weight modules of finite dimensional reductive Lie algebras. The important point to get this classification is that the classification is reduced to the classification of special modules called cuspidal modules.
This perspective can be developed to current Lie (super)algebras, basic classical simple Lie superalgebras and also to affine Lie (super)algebras L : Suppose that λ is a functional on the R-linear span of R, then we have the decomposition R = R + ∪ R • ∪ R − , called a triangular decomposition, where R ± := {α ∈ R | λ(α) ≷ 0} and R • := {α ∈ R | λ(α) = 0}.
If N is a module of L + = N, which in turn implies that N is irreducible as for each nonzero submodule K of N, the assignment ϕ : x ⊗ a → xa (x ∈ U (L ), a ∈ K) defines an epimorphism from U (L ) ⊗ U(b) K onto Ind L (N ) whose kernel is the unique maximal submodule intersecting K trivially; in particular, ϕ induces an isomorphism ϕ : Ind L (K)
Conversely, if N is an irreducible L
• -module, then each submodule of the Lmodule N is proper if and only if it intersects N trivially and so Z is the unique maximal proper submodule of N ; in particular, Ind L (N ) is irreducible; see [11, §2] . An irreducible module which is not parabolically induced is called cuspidal.
If M is an irreducible L -module, each nonzero root vector corresponding to a real root α (i.e., α is not self-orthogonal), acts on M either injectivly or nilpotently. We denote by R in (resp. R ln ), the subset of R consisting of all nonzero real roots whose nonzero root vectors act injectivly (resp. nilpotently). If R ln coincides with the set R × re of all nonzero real roots, then M is called integrable. If L is a finite dimensional reductive Lie algebra and both R ln and R in are nonempty subsets, then P := R ln ∪−R in ∪{0} is a parabolic set, i.e., (P +P )∩R ⊆ P and P ∪ −P = R. This in turn implies that there is a functional λ on the R-linear span of R such that P = R + ∪ R + is a tensor product of a finite dimensional integrable module and a cuspidal finite weight module. Cuspidal modules in this case are exactly those modules for which R in equals the set of all nonzero real roots [14] .
In affine Lie algebra case, the existence of imaginary roots (i.e., those roots which are orthogonal to all other roots) makes the situation more complicated. An affine Lie algebra L has a 1-dimensional center Cc. If M is an irreducible L -module, then c acts as λid on M. This λ is called the level of M. In [5] , [7] and [8] , the authors study integrable irreducible finite weight modules over affine Lie algebras; to study zero level modules, they introduce certain modules called loop modules. Loop modules are classified in [12] . Then in [15] - [19] and [21] , the authors study nonzero level finite weight modules of affine Lie algebras.
Each affine root system is a subset ofṘ + Zδ whereṘ is an irreducible finite root system and δ is an imaginary root such that Zδ is the group generated by the imaginary roots. The following two cases can happen:
• for allα ∈Ṙ\{0}, both sets R ln ∩(α+Zδ) and R in ∩(α+Zδ) are nonempty, • there existsα ∈Ṙ \ {0} such that R ∩(α + Zδ) ⊆ R ln or R ∩(α + Zδ) ⊆ R in .
The authors in [10] show that in the former case, either P := R ln ∪ −R in ∪ Z ≥0 δ or P := R ln ∪ −R in ∪ Z ≤0 δ is a parabolic subset of R and in the latter case foṙ R ⋆ := {α ∈Ṙre | (α + Zδ) ∩ R ⊆ R ⋆ } (⋆ = ln, in) andṘ m :=Ṙ \ (Ṙ in ∪Ṙ ln ),
is a parabolic subset of R. Using the identification of parabolic subsets in [9] , P = R + ∪ R • for a triangular decomposition R = R + ∪ R • ∪ R − of R. This helps the authors in [10] to prove that M L + is a nonzero irreducible module of L
• if R ln is a nonempty proper subset of the nonzero real roots R × re and that M is isomorphic to the module which is parabolically induced from M and R in = R × re , then M is parabolically induced. Then they study those irreducible finite weight modules with R in = R × re as the classification of integrable irreducible finite weight modules is known duo to [5] and [8] .
In [22] , the author classifies irreducible finite weight modules over current Lie algebras. He reduces the classification problem to the classification of certain modules called admissible modules. Current Lie algebras in general do not have gradings other than the induced natural root grading while an affine Lie algebra has naturally a Z-grading. This in particular gives a different and somehow easier situation to study the irreducible finite weight modules of current Lie algebras comparing with the situation to study the irreducible finite weight modules of affine Lie algebras; see Remark 2.10 for a detailed explanation.
In 2001, I. Dimitrov and his coauthors initiated the study of infinite dimensional finite weight modules of Lie superalgebras [11] . They classified finite weight modules of basic classical simple Lie superalgebras by reducing the classification problem to the classification of cuspidal modules. Then in 2006, S. Eswara Rao and V. Futorny [20] , [13] classified finite weight modules, for untwisted affine Lie superalgebras, on which the canonical central element acts as a nonzero multiple of the identity map.
In the present paper, we provide the first step toward the classification of finite weight modules of twisted affine Lie superalgebras. The existence of nonzero roots which are neither real nor imaginary (we refer to such roots nonzero nonsingular roots) usually makes some difficulties switching from Lie algebras to Lie superalgebras.
The even part of a twisted affine Lie superalgebra L is H ⊕ (G 1 + G 2 ), where H is an abelian Lie algebra with dim(H) ≤ 1 and G 1 as well as G 2 are affine Lie algebras with standard Cartan subalgebras H 1 and H 2 and corresponding root systems R(1) and R(2) respectively. The root system of L with respect to the Cartan subalgebra H := H + H 1 + H 2 has three kind of roots: real roots, nonsingular roots and imaginary roots. Nonsingular roots appear just as the weights for the H -module L 1 and all roots of the H -module L 0 are real. Although, the odd part L 1 may contain nonzero real roots as well, but it is not an obstacle to show that M has shadow; i.e., we show that R × re = R ln ∪ R in and that R in consists exactly of those nonzero real roots α with supp(M ) + Z ≥0 α ⊆ supp(M ). We furthermore show that for each nonzero real root α, one of the following occurs:
• α is full-nilpotent, i.e., R ∩ (α + Zδ) ⊆ R ln , • α is full-injective, i.e., R ∩ (α + Zδ) ⊆ R in , • ±α are up-nilpotent hybrid, i.e., there is a positive integer m with
• ±α are down-nilpotent hybrid, i.e., there is a positive integer m with
If all real roots of R(i) (i = 1, 2) are hybrid, then either all of them are upnilpotent hybrid or all of them are down-nilpotent hybrid. We show that there exists a compatibility between R(1) and R(2); i.e., we prove that if all real roots of R(1) ∪ R(2) are hybrid, then either all of them are up-nilpotent hybrid or all of them are down-nilpotent hybrid. This helps us to get a nontrivial triangular decomposition R + ∪ R • ∪ R − for R in case both R ln and R in are nonempty. We then need to show that there are nonzero weight vectors v with
we can show that there are nonzero weight vectors v with L α v = {0} for all real roots α ∈ R + whether odd or even and also for all imaginary roots α ∈ R + . We then go through the nonsingular roots of R + ; more precisely, among nonzero weight vectors v with L α v = {0} for all real and imaginary roots α ∈ R + , we find some satisfying
Then we prove that if all nonzero real roots are hybrid, the classification problem is reduced to the classification of cuspidal modules over finite-dimensional cuspidal Lie superalgebras described by Dimitrov, Mathieu and Penkov [11] .
The outline of the paper is as follows: The main results are proved in Section 3 and the first two sections are devoted to preparation to get our main results; in Section 1, we prove general information regarding weight modules and in Section 2, we focus on modules having shadow. In an appendix section, for the convenience of readers, we recall twisted affine Lie superalgebras.
Generic weight modules generic
Throughout the first two sections, we assume L = L 0 ⊕ L 1 is an affine Lie (super)algebra or it is the even part of an affine Lie superalgebra. So L 0 contains a finite dimensional subalgebra H with respect to which L has a root space decomposition
We mention that if L has the nonzero odd part, then R = R 0 ∪ R 1 where R 0 (resp. R 1 ) is the set of weights of L 0 (resp. L 1 ) with respect to H. One also knows that L is equipped with a nondegenerate (super)symmetric invariant bilinear form (·, ·). As the form is nondegenerate on H, one can transfer the form on H to a form on H * denoted again by (·, ·). We set im-ns im-ns
ns := R ns \ {0} (nonsingular roots). We know that R im generates a free abelian group of rank 1. We assume span Z R im = Zδ. Then there is an irreducible finite root supersystem 2Ṙ such that R ⊆Ṙ + Zδ;
2 Irreducible finite root supersystems are in fact root systems of basic classical simple Lie superalgebras together with two other types BC(m, n) and C(m, n); see [24] .
more precisely, for eachα ∈Ṙ \ {0}, there are positive integer rα and 0 ≤ kα < rα with Salpha1 Salpha1
(1.2) Sα := {mδ | m ∈ Z,α + mδ ∈ R} = (rαZ + kα)δ.
Moreover, there are a positive integer r, {nα |α ∈Ṙ} ⊆ {1, . . . , r} and {k iα |α ∈Ṙ, 1 ≤ i ≤ nα} ⊆ {0, . . . , r − 1} such that
see A.14 and A.15 for the details on twisted affine Lie superalgebras. We next suppose Z is an abelian Lie algebra and set L := L ⊕ Z. We consider α ∈ R as a functional on H ⊕ Z which is defined to be zero on Z. So L has a weight space decomposition with respect to h := H ⊕ Z with
Assume M is an L-module having weight space decomposition with respect to
} is finite for all λ ∈ supp(M )} and
where supp(M ) is defined as usual; i.e. supp(M ) = {λ ∈ h * | M λ = {0}} . We also set B M :={α ∈ span Z (R) | tα ∈ B M for some positive integer t}, (i) Suppose α ∈ span Z (R). Then α ∈ B M if and only if for all positive integers t, tα ∈ B M if and only if there exists a positive integer t such that tα ∈ B M ; in particular,
Proof. (i) Suppose α ∈ B M and t is a positive integer. As for each λ ∈ supp(M ),
we get that α ∈ B M . Next to the contrary, assume there exists a positive integer t ≥ 2 such that tα ∈ B M but α ∈ B M . So there is λ ∈ supp(M ) such that
is unbounded. Therefore, there are elements
for all i ≥ 2. This contradicts the fact that tα ∈ B M .
(ii) It is trivial. 
Proof. (i) Suppose that λ ∈ A and β ∈ S. Since β ∈ B M , there is a nonnegative integer k such that µ := λ + kβ ∈ supp(M ) and µ + β ∈ supp(M ). We claim that µ ∈ A β . We just need to show µ ∈ A .
To complete the proof, we need to show (
(ii) Suppose S = {β 1 , . . . , β N }. Set
trans Lemma 1.3. Suppose π is the corresponding representation of the L-module M. Assume 0 = α ∈ R re ∩ R 0 and choose x ∈ L α = L α and y ∈ L −α = L −α such that the subalgebra g of L generated by {x, y} is isomorphic to sl 2 . Set h := [x, y] and assume x and y act locally nilpotently on M. For θ α := expπ(x)expπ(−y)expπ(x), we have
In particular, λ ∈ supp(M ) if and only if r α (λ) ∈ supp(M ).
Proof. Since π is a representation and (x, y, h) is an sl 2 -triple, we have π(x) = 0 if and only if π(h) = 0 if and only if π(y) = 0. Also if π(h) = 0, then θ α as well as r α | supp(M) are identity maps and so we are done. So we assume π(h) = 0.
As π(x) and π(y) are locally nilpotent, the g-module generated by each weight vector is finite dimensional. So the g-module M is completely reducible with finite dimensional constituents and in particular, π(x) and π(y) are nilpotent on each irreducible component. We know that if W is one of these irreducible components and T : W −→ W is a linear transformation, we have
and so using (1.5), we have θ α π(h)θ
λ which completes the proof.
is a triangular decomposition for S if there is a linear functional ζ : span R S −→ R such that
If L is an affine Lie algebra, then there is a positive integer p and λ ∈ supp(M ) with (λ + Z >0 pδ) ∩ supp(M ) = ∅.
Proof. (i) We know from (1.3) that there is r ∈ Z >0 such that for eachα ∈Ṙ,
Step 1. SetΦ + :=Φ ∩ R + re and Π := {α ∈Φ + | ∄β,γ ∈Φ + ∋α =β +γ}.
Then for each elementβ ∈Φ + , there are tα ∈ Z ≥0 (α ∈ Π) withβ = α∈Π tαα : Suppose that ζ is the function defining the triangular decomposition
SinceΦ is finite, we pick ζ 1 < · · · < ζ n such that {ζ(α) |α ∈Φ + } = {ζ 1 , . . . , ζ n }. Forα,β,γ ∈Φ + , ifα =β +γ, then ζ(β), ζ(γ) ζ(α). So the result follows easily using an inductive process.
Step 2. There is λ ∈ supp(M ) such that (λ + span Z ≥0 Π) ∩ supp(M ) = {λ} : Use Lemma 1.2(ii).
Step 3. Consider λ as in Step 2. If λ + α ∈ supp(M ) for all α ∈ R + re , we get the result, otherwise there is α ∈ R + re such that θ := λ + α ∈ supp(M ). We claim that θ + β ∈ supp(M ) for all β ∈ R + re . Suppose that β ∈ R + re , then there isβ ∈Φ + and m ∈ Z ≥0 such that β =β + rmδ. We know also that there areα ∈Φ + and n ∈ Z
≥0
such that α =α + rnδ.
which gives a contradiction regarding Steps 1,2. This completes the proof.
(ii) Using (1.3), one knows that for each 0 =α ∈Ṙ, there is rα ∈ Z >0 and kα ∈ Z ≥0 such that ralpha ralpha (1.7) {n ∈ Z |α + nδ ∈ R} = rαZ + kα.
Fix λ and p as in the statement. Consider (1.7) and forα ∈Ṙ re \ {0}, suppose that tdotalpha tdotalpha (1.8) tα ∈ rαZ is the smallest integer such that µ(α + (tα + kα)δ) > 0.
Set
Step 1. A is a nonempty set: We claim that λ as in the statement belongs to A. Suppose α ∈ R + re is such that λ + α ∈ supp(M ). We shall show α ∈ P. Since α ∈ R + re , by (1.7) and (1.8), α =α + mδ + kαδ for someα ∈Ṙ re \ {0} and m ∈ rαZ with m ≥ tα.
We have m − tα = krαp + s for some nonnegative integer k and s ∈ {0, . . . , rαp}. We notice that rα|s; in particular,α + (tα + kα + s)δ ∈ R + re . We also have λ +α + (tα + kα + s)δ + krαpδ =λ +α + (tα + kα)δ + (m − tα)δ
re ⊆ C M , we conclude λ + krαpδ ∈ supp(M ) which implies that k = 0 by our assumption on p. So α =α + (tα + kα + s)δ ∈ P.
Step 2. For each µ ∈ A, {m ∈ Z ≥0 | µ + mδ ∈ supp(M )} is a finite set: Suppose µ ∈ A and to the contrary assume there are infinitely many m ∈ Z ≥0 such that µ + mδ ∈ supp(M ).
We know from (A.16) that there isα ∈Ṙ × re such that S −α = Sα = {n ∈ Z |α + nδ ∈ R} = Z, in fact in (1.7), rα = 1 and kα = 0. So there are infinitely many m ∈ Z such that m ≥ tα (see (1.8) ) and µ + mδ ∈ supp(M ). Since −(α + tαδ) ∈ R − ⊆ C M , we get that µ + (−α + (m − tα)δ) ∈ supp(M ) for infinitely many m ∈ Z >tα . But this contradicts (1.10) as µ ∈ A.
Step 3. There is µ ∈ supp(M ) such that µ + mδ ∈ supp(M ) for all m ∈ Z 0 : Pick η ∈ A. Using Step 2, we assume N is the greatest nonnegative integer with η + N δ ∈ supp(M ). So for µ := η + N δ and m ∈ Z 0 , µ + mδ ∈ supp(M ).
Step 4. Set X := {µ ∈ supp(M ) | ∀m ∈ Z 0 , µ + mδ ∈ supp(M )}. Recall (1.9), then there is µ ∈ X such that (µ + span Z ≥0 S) ∩ supp(M ) = {µ} : Using Proposition 1.2(ii) and Step 3, we need to show (X + S) ∩ supp(M ) ⊆ X. To the contrary assume µ ∈ X and β ∈ S are such that µ + β ∈ supp(M ). If m ∈ Z 0 and µ + β + mδ ∈ supp(M ), then as −β ∈ C M , µ + mδ ∈ supp(M ) which is a contradiction.
Step 5. There is µ ∈ supp(M ) such that (µ + (R
re . So α =α + mδ + kαδ for somė α ∈Ṙ re \ {0} and some integer m ∈ rαZ with m ≥ tα; see (1.8) . If m tα, we get
and µ + α ∈ supp(M ). But this contradicts the choice of µ. So m = tα; i.e., α ∈ S. It means that µ = µ + (α + tαδ + kαδ) = µ + α ∈ supp(M ) ∩ (µ + S) which is again a contradiction. So there is no α ∈ R + \ R + ns with µ + α ∈ supp(M ). This completes the proof.
(ii)(b) follows from [10, §2] , but for the convenience of readers, we give the proof. Since δ ∈ R + , it follows that R • is a finite root system. Moreover, by [9, Pro. 2.10], there is a base
and assume W is the Weyl group of the finite root system R • . We set Φ := W(B 1 ) ⊆ R + re . Then there is p ∈ Z 0 such that pδ ∈ span Z ≥0 Φ; see (2.15) of [10] . Moreover, using Lemma 1.2, there is λ ∈ supp(M ) such that (λ+span Z ≥0 Φ)∩supp(M ) = {λ}. This completes the proof.
Modules having shadow
Keep the same notation as in Section 1. Denote by R in (resp. R ln ) the set of all nonzero α ∈ R re for which 0 = x ∈ L α acts injectively (resp. locally nilpotently) on M .
Remark 2.2. We mention that if the L-module M has shadow, then α ∈ R ln (resp. α ∈ R in ) if and only if {k ∈ Z ≥0 | λ + kα ∈ supp(M )} is bounded (resp. unbounded) for some λ ∈ supp(M ). 
Then for n ∈ Z ≥0 and homogeneous elements x, y ∈ G, if |y| = 1, we have
and if |y| = 0, we have
Proof. It is easily verified.
(ii) Suppose that the L-module M satisfying (s1) and each weight space is finite dimensional. Then M has shadow.
Proof. (i) It follows from Lemma 2.3.
(ii) It is trivial that if α ∈ R in , then α ∈ C M , so to complete the proof, we just need to assume α ∈ R ln and show that {k ∈ Z ≥0 | λ + kα ∈ supp(M )} is bounded for all λ ∈ supp(M ). Two cases can happen: −α ∈ R ln and −α ∈ R in . We need to study separately each case for α ∈ R 1 and α ∈ R 0 .
We first study the case that α ∈ R ln is a real odd root. Fix x ∈ L α and y ∈ L To get the result in this case, we first assume −α ∈ R ln . For each λ ∈ supp(M ),
The set of eigenvalues of the action of h on W := ⊕ k∈Z M λ+kα is Λ := {λ(h) + 2k | k ∈ Z, λ + kα ∈ supp(M )} and the eigenspace corresponding to each λ(h) + 2k ∈ Λ is the finite dimensional space M λ+kα .
Since both x and y act locally nilpotently, the g-submodule of W generated by a weight vector is finite dimensional. So it follows from [25, Thm. 2.6] that W is completely reducible with finite dimensional irreducible constituents. In particular, by [25, Lem. 2.4(iii)], dimension of the eigenspace corresponding to 0 is infinite if there are infinitely many constituents. But the eigenspace corresponding to 0 is M λ−(λ(h)/2)α which is finite dimensional. Therefore, there are just finitely many constituents and so again using [25, Lem. 2.4(iii)], {k ∈ Z | λ + kα ∈ supp(M )} is bounded of both side and so we are done in the case that ±α ∈ R ln ∩ R 1 . Next assume α ∈ R ln ∩ R 1 and −α ∈ R in . For a positive integer m and a weight ν, set We want to show that for each λ ∈ supp(M ), {k ∈ Z ≥0 | λ + kα ∈ supp(M )} is bounded. To the contrary, assume there is λ ∈ supp(M ) such that
is not an integer, we set µ := λ and if it is an integer, we pick a positive integer m ∈ A such that (λ + mα)(h) is positive and set µ := λ + mα. So in both cases we have
This implies that
Since x ∈ L α acts locally nilpotently and
νi with xv i = 0. Using (2.1) and (2.2), we get
As y acts injectively, 0 =
But as r km (ν m ) = 0, this implies that v m = 0 which is a contradiction. This completes the proof in the case that α ∈ R ln ∩ R 1 . Using the sl 2 -module theory together with the modified argument as above, one can get the result for the case that α ∈ R ln ∩ R 0 .
Corollary 2.5. Suppose that (s1) is satisfied for M, then (s1) is satisfied for all submodules of M. In particular, if weight spaces of M are finite dimensional and M has shadow, then each submodule of M has also shadow.
Proof. It is trivial.
cor1 Lemma 2.6. Suppose that M has shadow and 0 = α ∈ R re . (i) α ∈ C M if and only if tα ∈ C M for some positive integer t.
in where r α is defined as in Lemma 1.3.
Proof. (i) It is trivial using Lemma 1.1 and the fact that M has shadow.
(
is a Lie superalgebra isomorphic to osp(1, 2) with α(h) = 2 (see [25, § 3] and [1, Exa.
2.2]). Then (
and so r α = r 2α . On the other hand by part (i), α ∈ R in if and only if 2α ∈ R in . So to prove the lemma, without loss of generality, we assume α ∈ R 0 .
We first assume ±α ∈ R ln , then we have
⇐⇒ ∀λ ∈ supp(M ) and ∀n ∈ Z ≥0 , r α (λ) + nr α (γ) ∈ supp(M )
in , we get β ∈ R ln . So to continue the proof, we assume ±β 1 , ±β 2 ∈ R ln . By Lemma 1.1, we may assume β 1 and β 2 are not proportional. Then either
ln and so we are done. So we continue with the case that 2(β 1 , β 2 )/(β 1 , β 1 ) = {1, 0}. Set r := 2(β 1 , β 2 )/(β 2 , β 2 ) which is a nonnegative integer. We want to show β 1 + β 2 ∈ R ln . To the contrary assume β 1 + β 2 ∈ R in , then by lemma 2.6(ii), β 1 − (r + 1)β 2 = r β2 (β 1 + β 2 ) ∈ R in and so for each λ ∈ supp(M ) and each k ∈ Z ≥0 , using Lemma 1.1(ii), we have
which contradicts the fact that
re , we are done using part (i) as β 1 + 2β 2 = (β 1 + β 2 ) + β 2 . Otherwise, β 1 + β 2 ∈ R im and so 2(β 1 , β 2 )/(β 2 , β 2 ) = −2. As in part (i), we may assume ±β 2 ∈ R ln . Then using Lemma 2.6(ii), we have
property Theorem 2.8. Suppose that M is an L-module having shadow, then for each β ∈ R × re , one of the following will happen:
there exist m ∈ Z and t ∈ {0, 1, −1} such that for γ := β + mδ,
(iv) there exist m ∈ Z and t ∈ {0, 1, −1} such that for η := β + mδ,
Proof. We know that β =β + nδ for some n ∈ Z andβ ∈Ṙ × re . Using (1.3), one has s ∈ Z >0 and kβ ∈ Z ≥0 with {m ∈ Z |β + mδ ∈ R} = sZ + kβ. So
If (i) and (ii) do not hold, then there is an integer k ∈ Z such that dag dag
In what follows we show that if ( †) (resp. ‡) holds, then (iii) (resp. (iv)) is satisfied. We mention that in ( ‡), we have
This means that changing the role of δ with −δ in ( †), we just need to study ( †).
So from now till the end of the proof, we assume ( †) holds. There are four cases:
Case 1. In this case, we have ±γ ∈ R ln . So Lemma 2.6 implies that symm symm
In particular, since ( †) holds, we have γ + sδ ∈ R in and so −γ + sδ ∈ R in . In two steps we show the following:
Step 1. For n ∈ Z ≥1 , we have ±γ + nsδ ∈ R in : Let n ∈ Z ≥1 , then by Lemma 1.1(ii)
Also we have
which is an element of R in provided that ±γ + 2sδ ∈ R in . If to the contrary ±γ + 2sδ ∈ R ln , then by Theorem 2.7(ii)
which contradicts (2.3) . This completes the proof in of Step 1.
Step 2. For all positive integers n, ±γ − nsδ ∈ R ln : If n is a positive integer with ±γ − 2nsδ ∈ R in , then
which is a contradiction. Also if ±γ + (−2n − 1)sδ ∈ R in for some nonnegative integer n, then
which contradicts our assumption in Case 1; see (2.3) . This completes the proof. Case 2. In this case we show:
Step 1. For all nonnegative integers n, γ − nsδ ∈ R ln : Suppose to the contrary that n is a positive integer and γ − nsδ ∈ R in , using ( †), we have
which is a contradiction.
Step 2. For n ∈ Z ≥2 , −γ − nsδ ∈ R ln : We first note that as ±(γ + sδ) ∈ R in (by ( †) and our assumption), then by Lemma 2.6, −γ−2sδ = γ−2γ−2sδ = r γ+sδ (γ) ∈ R ln . Now if to the contrary, for some n ∈ Z ≥3 , −γ − nsδ ∈ R in , then
Step 3. For all n ∈ Z ≥−1 , we have γ +(n+2)sδ, −γ +nsδ ∈ R in : By our assumption in Case 2 and ( †), −γ, −γ − sδ, γ + sδ ∈ R. Also if n is a nonnegative integer, then
Case 3. We shall show the following:
Step 1. For all nonnegative integers n, −γ + nsδ, γ + (n + 1)sδ ∈ R in : Suppose that n ≥ 0, then
This completes the proof.
Step 2. For all nonnegative integers n, γ − nsδ ∈ R ln : We know from ( †) that γ ∈ R ln . Suppose to the contrary that n is a positive integer and γ − nsδ ∈ R in . As by Step 1, −(γ − nsδ) ∈ R in , we have using Lemma 2.6 that
which contradictions Step 1.
Step 3. For all positive integers n, −γ − nsδ ∈ R ln : By our assumption, −γ − sδ ∈ R ln . So using Step 2 and Lemma 2.7, we have
Case 4. We show that this case cannot happen. If −γ ∈ R ln and −γ − sδ ∈ R in , by ( †), we have ±γ ∈ R ln and ±(γ + sδ) ∈ R in . So Lemma 2.6 implies that ±γ ± sδ = r γ (±(γ + sδ)) ∈ R in . In particular if-and-if if-and-if
Now suppose λ ∈ supp(M ). Since γ ∈ R ln , we find a positive integer p such that λ + 2pγ ∈ supp(M ). So
This is a contradiction.
full-hybrid
Definition 2.9. We say α ∈ R × re is full-locally nilpotent (resp. full-injective) if (α + Zδ) ∩ R ⊆ R ln (resp. (α + Zδ) ∩ R ⊆ R in ), otherwise, we call it hybrid. The set of full-locally nilpotent, full-injective and hybrid real roots are respectively denoted by R f−ln , R f−in and R hyb .
Rem
Remark 2.10. In [22] , the author classifies irreducible finite weight modules over a current Lie algebra t := g ⊗ S (and its central extensions) where g is a reductive Lie algebra with Cartan subalgebra h and corresponding root system Φ and S is a unital commutative associative algebra. The Lie algebra g ⊗ S has a weight space decomposition t = ⊕ α∈Φ t α with respect to h which is identified as a subalgebra of t. For each α ∈ Φ, t α = g α ⊗ S. If V is an irreducible module of g ⊗ S having a weight space decomposition V = ⊕ λ∈h * V λ with respect to h with finite dimensional weight spaces, then nonzero weight vectors act either injectivly or nilpotently. Moreover, for x ∈ g α (α ∈ Φ \ {0}), x ⊗ 1 acts injectivly if and only if x ⊗ a acts injectivly for all a ∈ S [22, Pro. 2.2]. Therefore, Φ \ {0} = Φ in ∪ Φ ln in which Φ in (resp. Φ ln ) is the subset of Φ consisting of all nonzero roots whose nonzero weight vectors act injectivly (resp. nilpotently). It is proved that if Φ ln as well as Φ in are nonempty proper subsets of Φ \ {0}, then V is parabolically induced from an irreducible admissible module [22, Thm. 2.9] . The situation in the study of finite weight modules of current Lie algebras is different from the study of finite weight modules of affine Lie (super)algebras. As a special case, suppose that g is a finite dimensional simple Lie algebra and V is an irreducible finite weight module over nontwisted affine Lie algebra (g ⊗
BM Theorem 2.11. Suppose that M has shadow and all weight spaces are finite dimensional. Suppose α ∈ R 0 ∩ R ln , −α ∈ R in and β 1 , . . . , β t ∈ R in with (α, β i ) = 0 and α ± β i ∈ R for 1 ≤ i ≤ t. If there is a finite upper bound for the dimensions of the weight spaces of M, then there are no λ ∈ supp(M ) and a sequence
Proof. Suppose α and β 1 , . . . , β t are as in the statement. Set β := β 1 + · · · + β t and to the contrary assume there are λ ∈ supp(M ) and
For each positive integer n, as λ + s n α + (s n + 1)β ∈ supp(M ) and α ∈ R ln , {m ∈ Z >0 | λ + s n α + (s n + 1)β + mα ∈ supp(M )} is finite. Now if for infinitely many positive integer m, λ + mα + (s n + 1)β ∈ supp(M ), there are infinitely many positive integers m with λ + s n α + (s n + 1)β + mα ∈ supp(M ) which is a contradiction. This allows us to set m n to be the largest positive integer with λ + m n α + (s n + 1)β ∈ supp(M ).
is an sl 2 -triple. Set g := Ce ⊕ Ch ⊕ Cf and
As (α, β) = 0, we get that K n is a g-module having a weight space decomposition with respect to h with the set of weights {λ(h) + 2m | λ + mα + (s n + 1)β ∈ supp(M )} whose weight spaces are finite dimensional. Set
For each n, W (n) is a finitely generated g-module having a weight space decomposition with respect to h with the set of weights Λ n ⊆ {λ(h) + 2m | λ + mα + (s n + 1)β ∈ supp(M )} whose weight spaces are finite dimensional. We know from representation theory of sl 2 (see [23, §3.6 ](v)) that
where I n is an index set, τ (i, n) ∈ C (i ∈ I n ) is an eigenvalue for the action of Casimir operator c := (h + 1) 2 + 4f e of g on W (n) and W (τ (i,n)) is a g-submodule having weight space decomposition whose weight vectors are generalized eigenvectors of c corresponding to the eigenvalue τ (i, n).
For each n, suppose k n ∈ I n is such that λ(h) + 2m n is a weight for W (τ (kn,n)) . One knows that W τ (kn,n) has finite length (see [23, Pro. 3 .55](v)), so there are a positive integer k and submodules
and
If τ (i, n) = (µ + 1) 2 for all µ ∈ λ(h) + 2Z, then by [23, Pro. 3 .55](ii), W 1 (n) is an irreducible g-module for which e acts injectively. This is a contradiction as we have already assumed α ∈ R ln . So
But λ(h) + 2m n is a weight for at least one of
Recall (2.5) and pick n 1 ∈ Z >0 ; we choose n 1 such that if λ(h) ∈ Z, then −λ(h) < s n1 . Since f acts injectively, then for all 1 ≤ t ≤ m n1 , f t (M λ+mn 1 α+(sn 1 +1)β ∩ W (τ (kn 1 ,n1)) ) = {0}. We next pick n 2 such that s n2 > m n1 ≥ s n1 . As above, we have f t (M λ+mn 2 α+sn 2 β ∩ W (τ (kn 2 ,n2)) ) = {0}, f or1 ≤ t ≤ m n2 . Continue this process to get
We next consider the Casimir operator c of g as a linear transformation on M and denote by W j , the generalized eigenspace of c : M −→ M corresponding to τ (k nj , n j ); i.e.,
in particular,
For 1 ≤ i ≤ t, fix 0 = x i ∈ L βi . Since (α, β i ) = 0 and β i ± α ∈ R, c commutes with the action of x. This implies that inv inv
We recall that c is the Casimir operator of g and so it commutes with the action of f. We also recall from the assumption that x acts injectivly on M. Now fix a positive integer p greater than the upper bound of the dimensions of weight spaces. Then (2.7) together with (2.8) implies that for 1 ≤ j ≤ p, we have
But we have already assumed 0 < λ(h) + s n1 < λ(h) + m n1 if λ(h) ∈ Z. So by (2.6), τ (k nj , n j )'s are distinct; in particular, the spaces M
α+sn p β which is a contradiction as p is greater than the upper bound of the dimensions of weight spaces. This completes the proof.
final Proposition 2.12. Suppose that M has shadow and dimensions of weight spaces have a finite upper bound. Supposeα andβ are such that (α,β) = 0 andα ±β ∈ R ns . Setǫ :=α +β and recall rǫ from (1.2). If one of the following occurs:
(ii)
Then there are not λ ∈ supp(M ), positive integers n 1 < n 2 < n 3 < . . . and t 1 , t 2 , . . . ∈ Z such that λ + 2n i (2ǫ) + t i δ ∈ supp(M ) for i ≥ 1.
Proof. Suppose to the contrary that one of (i)-(iv) is satisfied and there are λ ∈ supp(M ), positive integers n 1 < n 2 < n 3 < · · · and t 1 , t 2 , . . . ∈ Z such that λ + 2n i (2ǫ) + t i δ ∈ supp(M ) for i ≥ 1. For each i ≥ 1, we have t i = 2rǫq i +d i for some q i ∈ Z and 0 ≤ d i < 2rǫ. Infinitely many d i 's are equal. Suppose that for i 1 
So for a fix n * ∈ Z, setting
we get for j ≥ 1 that µ + 2mj(2α) + 2mj(2β + rǫδ + 2rǫn * δ) + 2rǫpjδ = µ + 2mj (2ǫ) + 2rǫkj δ ∈ supp(M ) first first (2.9) and µ + 2mj (2α + 2rǫn * δ) + 2mj (2β + rǫδ) + 2rǫpjδ = µ + 2mj(2ǫ) + 2rǫkjδ ∈ supp(M ).
second second (2.10)
which is a contradiction as 2β + rǫδ + 2rǫn * δ ∈ R ln .
(ii) In this case, we have −(2β
which is a contradiction as 2α + 2rǫn
(iii) We first assume 2α + 2rǫZδ ⊆ R ln and −2α
which is a contradiction due to Theorem 2.11 and the fact that 2R ns ∩ R = {0}.
which is a contradiction using Theorem 2.11 and the fact thatα ± 2β ∈Ṙ.
(iv) Since −2β − rǫδ − 2rǫp j δ ∈ R in , (2.10) implies that
This is a contradiction using Theorem 2.11.
Modules over twisted affine Lie superalgebras
Suppose that G = G 0 ⊕ G 1 is a twisted affine Lie superalgebra with standard Cartan subalgebra H and corresponding root system R. Assume M is a simple G -module having a weight space decomposition with respect to H with finite dimensional weight spaces. By Proposition 2.4, M has shadow. We know from (1.3) that there is r ∈ Z >0 such that r r (3.1)
Since M has shadow, using Theorem 2.8, we have
in which " ⊎ " indicates disjoint union. If α, β ∈ K 1 (resp. K 2 ) and α + β ∈ R × re , then for large enough n, α + nrδ, β + rnδ ∈ R ln (resp. R in ) and by Theorem 2.7 (resp. Lemma 1.1(ii)), α + β + 2rnδ ∈ R ln (resp. α + β + 2rnδ ∈ R in ); i.e., α + β ∈ K 1 (resp. ∈ K 2 ). It means that closed closed (3.2) K 1 and K 2 are closed subsets of R × re . We know from remark A.1 that there are affine Lie subalgebras G 0 (1) and G 0 (2) of G 0 with Cartan subalgebras H 1 and H 2 respectively such that
We denote by R(i), the set of weights of k i with respect to H ; this is in fact the root system of G 0 (i) with respect to H i . We set
Definition 3.1. We say R(i) is tight if there is a nonzero real root α ∈ R(i) with
If R(i) is hybrid, (3.2) together with Theorem 2.8 implies that R(i) ∩ K 1 as well as R(i) ∩ K 2 are symmetric closed subsets of R(i)
para Lemma 3.3. Suppose that R(i) (i = 1, 2) is hybrid. Then P i is a proper parabolic subset of R(i); i.e., P i is a proper subset of R(i) satisfying R(i) = P i ∪ −P i and
Proof. As R(i) = P i ∪ −P i , we just need to show that P i is closed. We first assume R(i) is down-nilpotent hybrid. Using Theorem 2.7, Lemma 1.1(ii) as well as Theorem 2.8 and (♯ 1 )-(♯ 3 ) in its proof, we get
So we just need to prove
in and m ∈ Z <0 are such that α + mδ ∈ R(i), then as α ∈ −R(i) in , Theorem 2.8 implies that −α − mδ ∈ R(i) in and so α + mδ ∈ −R(i) in . Similarly, we can see that α + mδ ∈ R(i) ln if α ∈ R(i) ln and m ∈ Z <0 with α + mδ ∈ R(i). Using the same argument as above, one can get the result when R(i) is up-nilpotent hybrid.
same-type Lemma 3.4. Suppose that j, k ∈ {1, 2} and j = k. If R(j) is up-nilpotent hybrid (resp. down-nilpotent hybrid), then R(k) is either tight or up-nilpotent hybrid (resp. down-nilpotent hybrid).
Proof. To the contrary, assume R(j) is up-nilpotent hybrid and R(k) is downnilpotent hybrid. Using Lemma 3.3 and [9, Pro. 2.10] together with Proposition 1.5(ii)(b) for k j -module M, one finds p ∈ Z >0 and µ ∈ supp(M ) such that
For r as in (3.1) and β ∈ R(k) re \ {0}, choose m > 0 such that
Now if µ + β − mrpδ ∈ supp(M ), then as −β + 2mrpδ ∈ R in , we have
which is a contradiction, in particular,
Also as β, β + 2mrpδ ∈ R(k), the root string property implies that 2mrpδ ∈ R(k) and by (3.5), we have
Therefore, we have
which contradictions the fact that β + mrpδ ∈ R(k) in .
3.1. Both R(1) and R(2) are hybrid.
bothhybrid Lemma 3.5. Suppose that R(1) and R(2) are hybrid and recall (3.4). Set P := P 1 ∪ P 2 . Then there exists a functional ζ : span R (R 0 ) −→ R such that
Proof. Seṫ
and for i = 1, 2, suppose s i is the smallest positive integer with s i δ ∈ R(i).
Without loss of generality, using Lemma 3.4, we assume both R(1) and R(2) are up-nilpotent hybrid. Then s 1 δ ∈ P \ −P. For the standard base Σ i of R(i), R(i) + (Σ i ) \ P i is finite and so by [9, Pro.2.10], there is a base Π i of R(i) such that R(i) + (Π i ) ⊆ P i . We claim that under the Weyl group action, Π i is conjugate to Σ i . We know that under the Weyl group action, bases of R(i) are conjugate to the standard base or to its opposite. To the contrary, assume there is an element ω of the Weyl group such that −ω(Σ 1 ) = Π 1 . Then ω(Ṙ(i)) is a finite root system with a base {β 1 , . . . ,β t } such that Π 1 = {−β 1 , . . . , −β t ,θ − s 1 δ} whereθ is either the highest root of ω(Ṙ(i)) or the highest short root of ω(Ṙ(i)) with respect to {β 1 , . . . ,β t }. We know that partial partial (3.6)
and that ifβ is the highest short root, then
2ℓ . Using (3.6), as {−β 1 , . . . , −β t } ⊆ P 1 , we get −β ∈ P 1 . Also we know from affine Lie theory thatβ − s 1 δ ∈ R(1). So if R(1) is of type A 
in other words, s 1 δ ∈ P 1 ∩ −P 1 which is a contradiction. Also if R(1) is not of type A (2) 2ℓ , then using (3.6), we have −θ ∈ −P and so
which is again a contradiction. These all together imply that Π 1 is conjugate to Σ 1 . Similarly Π 2 is conjugate to Σ 2 . So Π 1 = {α j , α 0 := s 1 δ − θ 1 | 1 ≤ j ≤ n} and Π 2 = {β j , β 0 := s 2 δ − θ 2 | 1 ≤ j ≤ m} in whichΠ 1 := {α 1 , . . . , α n } andΠ 2 := {β 1 , . . . , β m } are respectively bases for some finite root systems isomorphic toṘ (1) andṘ (2) respectively and θ i (i = 1, 2) is either the highest short root or the highest root of the corresponding finite root system with respect toΠ i . Renumbering the elements ofΠ 1 andΠ 2 if necessary, we assume α 1 , . . . , α t , β 1 , . . . , β k ∈ P \ −P and α t+1 , . . . , α n , β k+1 , . . . , β m ∈ P ∩ −P. Now we are ready to define a functional ζ : span R (R 0 ) −→ R with the desired property. Using a modified argument as in [9, Pro. 2.10(ii)], we just need to define a functional ζ satisfying main main
Since B := Π 1 ∪ Π 2 \ {s 2 δ − θ 2 } is a basis for the vector space span R (R 0 ), to define ζ, it is enough to define it on B. Let
and recall from finite dimensional Lie theory that r i 's as well as k i 's are positive. We then set
Case 3. s 1 δ − θ 1 ∈ P \ −P and s 2 δ − θ 2 ∈ P ∩ −P : s 1 δ − θ 1 ∈ P \ −P and s 2 δ − θ 2 ∈ P ∩ −P :
Case 4. s 1 δ − θ 1 ∈ P ∩ −P and s 2 δ − θ 2 ∈ P \ −P : s 1 δ − θ 1 ∈ P ∩ −P and s 2 δ − θ 2 ∈ P \ −P :
triangular Theorem 3.6. Suppose that R(1) and R(2) are hybrid. Then there is a parabolic subset P of R such that M
Proof. Without loss of generality, we assume both R(1) and R(2) are up-nilpotent hybrid and define the functional ζ : span R (R 0 ) −→ R as in Lemma 3.5. Since span R (R 0 ) = span R (R) (see (A.13)), ζ defines a triangular decomposition
We know from (A.14) and (A.16) that for eachα ∈Ṙ × , there is rα ∈ Z >0 and 0 ≤ kα < rα such that
For each 0 =α ∈Ṙ, suppose m m (3.9) mα is the smallest integer such that for βα :=α + (rαmα + kα)δ ∈ R, ζ(βα) > 0.
Set Φ := {βα |α ∈Ṙ \ {0}}.
Step 1. Set with Gα +nδ v = {0} for all n ≥ N.
We recall G 0 (i) and k i as in (3.3) ; in fact G 0 (i) is an affine Lie algebra and
Apply Proposition 1.5(ii)(b) for k 1 -module M to find a positive integer p and λ ∈ supp(M ) such that (λ + Z >0 pδ) ∩ supp(M ) = ∅. Now using Proposition 1.5(ii)(a) for G -module M , we get A = ∅.
• G = A(2k − 1, 2ℓ − 1) Since ζ(δ) > 0, we choose a large enough m such thatβ + rαm ′ δ,γ + rαm ′ δ ∈ R + ∩ R re for all m ′ ≥ m. Now as v ∈ A, for each nonnegative integer k, we have
This completes the proof in this case.
•
Contemplating (3.3), we get using Remark A.1(ii) that W is a k 1 + k 2 -module. Using Proposition 1.5(ii)(b) for k 1 -module W, one finds a positive integer p and λ ∈ supp(W ) such that (λ+Z >0 pδ)∩supp(W ) = ∅. Now apply Proposition 1.5(ii)(a) for (k 1 + k 2 )-module W , there is a weight µ of W such that µ + α is not a weight for W if α ∈ R 0 ∩ R + . Since µ is a weight for W, there is a nonzero nonsingular root ǫ and λ ∈ supp(M ) such that
i.e., v ∈ A. We claim that v satisfies (3.10). We first note that
We recall that rǫ = 1 and suppose ǫ =ǫ + mδ for someǫ ∈Ṙ ns and m ∈ Z.
For eachα ∈Ṙ × ns , by Remark A.1, one of the following happens:
Recalling (3.8) , in the first case, by choosing t 1 ∈ Z with ζ(β 1 + t 1 δ) > 0, we have
as G ǫ v = {0} and v ∈ A. Also in the second case, we choose t 1 , t 2 ∈ Z >0 with t 1 + t 2 + m > 0 andβ 1 + t 1 δ,β 2 + t 2 δ ∈ R + . Then for t ≥ t 1 + t 2 + m, by (3.11), we have Gβ 1+(t−t2 −m)δ v = {0} and Gβ 2+t2 δ v = {0}. So (3.12) implies that
Similarly, in the third case, we choose t 1 , t 2 , t 3 ∈ Z >0 with t 1 + t 2 + t 3 + m > 0 anḋ β 1 + t 1 δ,β 2 + t 2 δ,β 3 + t 3 δ ∈ R + . Then for t ≥ t 1 + t 2 + t 3 + m, we have
Step 2. For v ∈ B, set
Then for 0 = w ∈ G α+N δ v, w ∈ B : We carry out this in the following stages: Stage 1. For m ∈ Z >0 , G mδ w = {0} : Use (3) and note that v ∈ A to get that
ns . Regarding (3.8), suppose α =α + σ and β =β + τ for some σ ∈ Sα and τ ∈ Sβ. Since α + β + N δ ∈ R ns ,γ :=α +β ∈Ṙ ns . By (3.8), we have σ, σ + N δ, σ + τ + N δ ∈ Sγ = Sα = rαZ which in turn implies that σ + τ ∈ Sγ; in particular, α + β =γ + (σ + τ )δ ∈ R ns . Since ζ(α + β) > 0, by (3.9), there exists m ′ ∈ Z ≥0 such that
If m ′ = 0, then α + β = γ ∈ C v and as ζ(γ) = ζ(α + β) > ζ(α), using (2), we have
Also if m ′ > 0, then m ′ + N > N and so (3) implies that
Stage 3. w ∈ B : Since v ∈ B, we pick P ∈ Z >0 such that G η+nδ v = {0} for all η ∈ Φ∩R ns and n ≥ P. Then for all η ∈ Φ∩R ns and n ≥ P with α+η+nδ+N δ ∈ R, we have α+η+nδ+N δ ∈ R re (as (R ns +R ns )∩R ⊆ R re ) and ζ(α+η+nδ+N δ) > 0. So as v ∈ A, we have
This together with the previous stages implies that w ∈ B.
Step 3. For v ∈ B, n v = 0 if and only if
is a nonempty set: It follows from the following:
Step 4. There is v 0 ∈ B such that n v0 = 0, i.e., v 0 ∈ M
We claim that n v0 = 0. To the contrary, assume n v0 = 0. By Step 3, A v0 = ∅ and so there is 0 ≤ k < n v0 such that
is not empty. We define
We choose ǫ ∈ B N with
and pick a nonzero element w ∈ G ǫ+N δ v 0 . So by Step 2, w ∈ B. To complete the proof, we will get a contradiction by showing that If α ∈ A w , then there is m ∈ Z ≥0 such that
But either α+mδ+ǫ+N δ ∈ R or α+mδ+ǫ+N δ ∈ R re with ζ(α+mδ+ǫ+N δ) > 0, so G α+mδ+ǫ+N δ v 0 = {0} i.e.,
Next we show that ǫ + N δ ∈ A v0 \ A w . Since ǫ ∈ C v0 , there is η ∈ Φ ∩ R ns and
Therefore, ǫ + N δ ∈ A w as we desired.
In the following theorem, we show that the classification problem of irreducible finite weight G -modules M with R × re = R hyb is reduced to the classification of cuspidal modules of finite-dimensional cuspidal Lie superalgebras studied in [11] (see [13, Thm. A] for certain modules over untwisted affine Lie superalgebras). Proof. Suppose that R = R + ∪R • ∪R − is the triangular decomposition introduced in the proof of Theorem 3.6; we mention that R
• is finite. We have seen in this theorem that M G + is a nonzero G
• -module. Set b := G + ⊕ G • and assume v is a nonzero element of M G + . Then we have the following G -module epimorphism
whose kernel is the unique maximal submodule intersecting U (G • )v trivially. In particular, ϕ induces an isomorphism ϕ :
• is finite dimensional and so [11, Thm. 6 .1] implies that M G + is parabolically induced from a cuspidal module, that is, there is a triangular decomposition R
. This gives that M = Ind G (T ) and so we are done.
3.2.
At least one of R(1) and R(2) is tight. Suppose that dimensions of weight spaces of M have an upper bounded and assume R ln is a nonempty proper subset of R. Recall Definition 2.9 and set Then we have the following:
Proof. (i) It easily follows from Lemma 1.1 as well as Theorems 2.7 and 2.8.
(ii) The statement is similar to [10, Pro. 2-Case 2] and the fact thatṖ i is proper follows from the same argument as in [10, Pro. 2-Case 2]. To prove the statement, we first recall that R(i) (i = 1, 2) is an affine root system and make a convention that for a root α of a finite root system, we denote the length of α by ℓ(α). One knows from affine Lie theory that subgroup subgroup (3.13)
We supposeα,β ∈Ṗ i andα +β ∈Ṙ(i). We need to show thatα +β ∈Ṗ i . Since ±δ ∈ P re , we have sub P sub P (3.14)α + Sα(i) ⊆ P i andβ + Sβ(i) ⊆ P i .
Without loss of generality, we assumeα,β,α +β = 0. By our assumption,α +β ∈ R(i). One can easily see that one of the following happens:
If (a) occurs, for σ ∈ Sα +β (i), (3.13) implies that σ ∈ Sα(i) and 0 ∈ Sβ(i).
So by (3.14), we havė
which in turn implies thatα +β ∈Ṗ i .
Next assume (b) occurs. Fix τ ∈ Sβ(i), then for σ ∈ Sα +β , by (3.13), we have
and so (3.14) gives thaṫ α +β + σ = (α + σ − τ ) + (β + τ ) ∈ R(i) ∩ (P re + P re ) ⊆ P re which in turn implies thatα +β ∈Ṗ i . Finally, if we have (c), by (3.13), Sα(i) = Sβ(i) = Sα +β (i) is a group and soα +β ∈ (P re + P re ) ∩ R(i) ⊆ P re . Therefore, α +β ∈Ṗ i and so we are done.
Keep the same notation as above. Since for i ∈ {1, 2},Ṗ i is a parabolic subset ofṘ(i), by [9, Thm. 2.10] , there is ζ i : span RṘ (i) −→ R such thaṫ
Theorem 3.9. Extend ζ to span R R 0 = span R R with ζ(δ) = 0. For the triangular decomposition
Proof. Use Proposition 1.
A v := {ǫ ∈Ṙ ns | ζ(ǫ + mδ) > 0 and Gǫ +mδ v = {0} for some m ∈ Z}.
Step 1. If v ∈ B is such that 0 = |A v | = min{|A w | | w ∈ B} andǫ ∈ A v is such that ζ(ǫ) = max{ζ(η) |η ∈ A v }, then if n ∈ Z and 0 = u ∈ Gǫ +nδ v, we have A u = A v and ζ(ǫ) = max{ζ(η) |η ∈ A u } : For α ∈ R + re , we have
We know that ζ(α), ζ(ǫ+nδ) > 0, so ifǫ+nδ+α ∈ R, as ζ(ǫ+nδ+α) > ζ(ǫ) > 0, it follows that Gǫ +nδ+α v = {0}. So G α u = {0}; i.e., u ∈ B. Also ifη ∈ A u , then there is m ∈ Z such that Gη +mδ u = {0}. So as ζ(ǫ +η) > 0 and (R ns + R ns ) ∩ R ⊆ R re , we get
This implies that Gη +mδ v = {0}. Therefore,η ∈ A v , in other words A u ⊆ A v and so A u = A v . This completes the proof of this step asǫ ∈ A u .
Step 2. Pick v 0 ∈ B such that A v0 is of minimum cardinality, then 
This together with the structure of nonsingular roots (see Table 1 ), Proposition 2.12 and the fact that ζ(ǫ) > 0 completes the proof.
Appendix A. Affine Lie superalgebras app Suppose that g is a finite dimensional basic classical simple Lie superalgebra with a Cartan subalgebra h ⊆ g 0 . Suppose that κ is a nondegenerate supersymmetric invariant even bilinear form and σ is an automorphism of order n. Since σ preserves g 0 as well as g 1 , we have
in which ζ is the n-th primitive root of unity. Then
is a subalgebra of the current superalgebra g ⊗ C[t ±1 ]. Setting . The Lie superalgebra G is denoted by X (n) where X is the type of g. For an integer number i, we define
For an m × n-matrix A and positive integers ℓ and k define n × m-matrices A ⋄1 , A ⋄2 , A ⋄3 , A ⋄4 and A ⋄5 as follow: We note that if m = n, then trace trace
Also ⋄ 1 is of order 2 while ⋄ 4 is of order 4. Set
We define
For 1 ≤ j ≤ m + 1 and 1 ≤ r ≤ n + 1, define the following functionals on h :
for 1 ≤ i ≤ m and 1 ≤ t ≤ n. The even part g 0 of g is a reductive Lie algebra which is centerless if m = n and has a 1-dimensional center if m = n. More precisely, 1) . Suppose m = 2k − 1 and n = 2ℓ − 1.
. Then σ defines an automorphism of order 2 on g = A(2k − 1, 2ℓ − 1). Set G = A(2k − 1, 2ℓ − 1) (2) and suppose G 0 (1) and G 0 (2) are affine Lie algebras obtained by affinization t 1 and t 2 using the automorphism σ. Then we have
see (A.6). Setting
We have
where t 1 (⋄ 7 ) and V are eigenspaces of t 1 corresponding to 1 and −1 respectively with respect to ⋄ 7 . The automorphism ⋄ 7 of t 1 induces an automorphism of the dual space of
, we get that the set of roots of G 0 (1) is
where δ is a functional mapping c to 1 and (
is the affine Lie algebra obtained from t by applying ⋄ 1 . In fact
where t 2 (⋄ 1 ) and V are eigenspaces of t 2 corresponding to 1 and −1 respectively with respect to ⋄ 1 . The automorphism ⋄ 1 induces an automorphism on the dual space of h 2 mappingδ j −δ s toδ 2ℓ+1−s −δ 2ℓ+1−j . Setting δ j := 1 2 (δ j −δ 2ℓ+1−j ), we get that the set of roots of G 0 (2) is
A(2k, 2ℓ − 1) (2) A(2k, 2ℓ − 1) (2) . Suppose m = 2k and n = 2ℓ − 1.
. Then σ defines an automorphism of order 2 on
Moreover, we have
, where G 0 (1) is the affine Lie algebra obtained from t 1 by applying ⋄ 1 ; in fact
where t 1 (⋄ 1 ) and V are eigenspaces of t 1 corresponding to 1 and −1 respectively with respect to ⋄ 1 . The automorphism ⋄ 1 of t 1 induces an automorphism of the dual space of h 1 mappingǫ i −ǫ j toǫ 2k+2−j −ǫ 2k+2−i . Setting ǫ i := 1 2 (ǫ i −ǫ 2k+2−i ), we get that the set of roots of G 0 (1) is 
where t 2 (⋄ 1 ) and V are eigenspaces of t 2 corresponding to 1 and −1 respectively with respect to ⋄ 1 . The automorphism ⋄ 1 induces an automorphism on the dual space of h 2 , consisting of all diagonal matrices, mappingδ j −δ s toδ 2ℓ+1−s −δ 2ℓ+1−j . Setting δ j := 
D(k + 1, ℓ) (2) . Suppose k is a nonnegative integer and ℓ is a positive integer. We know that g := osp(2k + 2, 2ℓ) consists of all matrices of the form in which I 2ℓ is the identity matrix of dimension 2ℓ. The automorphism σ mapping X ∈ g to HXH −1 is an automorphism of g of order 2. We have g 0 = t 1 ⊕ t 2 where t 1 ≃ D(k + 1) and t 2 ≃ C(k).
In fact t 1 (resp. t 2 ) consists of block matrices of the form (A.10) whose second, third and fourth (resp. first) block are zero matrices. For G = D(k + 1, ℓ) (2) , the Cartan subalgebra of G is Moreover, we have G 0 = G 0 (1)+ G 0 (2) where G 0 (i) (i = 1, 2) is the affine Lie algebra obtained from t i by applying σ. In fact
where t 1 (σ) and V are eigenspaces of t 1 corresponding to 1 and −1 respectively with respect to σ| t1 . Suppose h 1 is the abelien subalgebra of t 1 spanned by {h i := e i,i − eī ,ī | 1 ≤ i ≤ k + 1}. The functionals
is a basis for the dual space h * As t 2 is a Lie algebra of type C(ℓ), its root system is of the form {±δ p ± δ q | 1 ≤ p, q ≤ ℓ} and so the root system of G 0 (2) is R 2 = {±δ p ± δ q | 1 ≤ p, q ≤ ℓ} + 2Zδ.
In the literature when k = 0, D(k + 1, ℓ) (2) is denoted by C(ℓ + 1) (2) . In the following table, we determine the root system R of G with respect to H : Table 1 . Zδ ∪ Zδ ± {ǫ i , δ j , ǫ i ± ǫr, δ j ± δs, ǫ i ± δ j | i = r, j = s} ∪ (2Z + 1)δ ± {2ǫ i | 1 ≤ i ≤ k} ∪ 2Zδ ± {2δ j | 1 ≤ j ≤ ℓ}.
A(2k − 1, 2ℓ − 1) (2) , (k, ℓ) = (1, 1)
Zδ ∪ Zδ ± {ǫ i ± ǫr, δ j ± δs, δ j ± ǫ i | i = r, j = s} ∪ (2Z + 1)δ ± {2ǫ i | 1 ≤ i ≤ k} ∪ 2Zδ ± {2δ j | 1 ≤ j ≤ ℓ} A(2k, 2ℓ) (4) Zδ ∪ Zδ ± {ǫ i , δ j | 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ} ∪ 2Zδ ± {ǫ i ± ǫr, δ j ± δs, δ j ± ǫ i | i = r, j = s} ∪ (4Z + 2)δ ± {2ǫ i | 1 ≤ i ≤ k} ∪ 4Zδ ± {2δ j | 1 ≤ j ≤ ℓ} C(ℓ + 1) (2) & D(k + 1, ℓ) (2) Zδ ∪ Zδ ± {ǫ i , δ j | 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ} ∪ 2Zδ ± {2δ j , ǫ i ± ǫr, δ j ± δs, δ j ± ǫ i | i = r, j = s}
We have R = R 0 ∪ R 1 in which
The form on g induces an invariant nondegenerate supersymmetric even bilinear form on G which is nondegenerate on H := (h ∩ [0] g 0 ) ⊕ Cc ⊕ Cd. This naturally induces a nondegenerate symmetric bilinear form (·, ·) on H * . Set im-ns im-ns (A.12) R re := {0} ∪ {α ∈ R | (α, α) = 0}, R im := {α ∈ R | (α, β) = 0 (∀β ∈ R)} = Zδ, R ns := {0} ∪ (R \ (R re ∪ R im )).
We have We see that span span (A. 13) span R R 0 = span R R.
We also see that the root system R is a subset ofṘ + Zδ whereṘ is a finite root supersystem (see [24] ) as in the following table:
We haveṘ re =Ṙ 1 ∪Ṙ 2 andṘ 1 as well asṘ 2 are irreducible finite root systems. We setṘ * = (Ṙ 1 ) * ∪ (Ṙ 2 ) * ( * = sh, lg, ex);
A(2k, 2ℓ − 1) (2) Zδ ∪ Zδ ± {ǫ i , ǫ i ± ǫr, δ j ± δs | i = r, j = s} ∪ (2Z + 1)δ ± {2ǫ i | 1 ≤ i ≤ k} ∪ 2Zδ ± {2δ j | 1 ≤ j ≤ ℓ}.
Zδ ± {ǫ i ± δ j | i, j} A(2k − 1, 2ℓ − 1) (2) (k, ℓ) = (1, 1)
Zδ ∪ Zδ ± {ǫ i ± ǫr, δ j ± δs | i = r, j = s} ∪ (2Z + 1)δ ± {2ǫ i | 1 ≤ i ≤ k} ∪ 2Zδ ± {2δ j | 1 ≤ j ≤ ℓ} Zδ ± {ǫ i ± δ j | i, j} A(2k, 2ℓ) (4) 2Zδ ∪ 2Zδ ± {ǫ i | 1 ≤ i ≤ k} ∪ (2Z + 1)δ ± {δ j | 1 ≤ j ≤ ℓ} ∪ 2Zδ ± {ǫ i ± ǫr, δ j ± δs | i = r, j = s} ∪ (4Z + 2)δ ± {2ǫ i | 1 ≤ i ≤ k} ∪ 4Zδ ± {2δ j | 1 ≤ j ≤ ℓ} 2Zδ ± {ǫ i ± δ j | i, j}
Zδ ∪ Zδ ± {ǫ i | 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ} ∪ 2Zδ ± {2δ j , ǫ i ± ǫr, δ j ± δs | i = r, j = s} 2Zδ ± {ǫ i ± δ j | i, j} X (m)Ṙ Type ofṘ A(2k, 2ℓ − 1) (2) ±{ǫ i , δ j , ǫ i ± ǫr, δ j ± δs, ǫ i ± δ j | 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ} BC(k, ℓ) A(2k − 1, 2ℓ − 1) (2) ±{ǫ i ± ǫr, δ j ± δs, ǫ i ± δ j | 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ} C(k, ℓ) (k, ℓ) = (1, 1) A(2k, 2ℓ) (4) ±{ǫ i , δ j , ǫ i ± ǫr, δ j ± δs, ǫ i ± δ j | 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ} BC(k, ℓ) C(ℓ + 1) (2) & ±{ǫ i , δ j , ǫ i ± ǫr, δ j ± δs, ǫ i ± δ j | 1 ≤ i = r ≤ k, 1 ≤ j, s ≤ ℓ} B(k, ℓ) D(k + 1, ℓ) (2) here " sh ", " lg " and " ex " stands respectively for short, long and extra long roots. We see that for eachα ∈Ṙ \ {0}, there is rα ∈ Z >0 and 0 ≤ kα < rα such that affine-root affine-root (A.14)
Sα := {mδ | m ∈ Z,α + mδ ∈ R} = (rαZ + kα)δ.
We also get that there is r ∈ Z >0 such that for allα ∈Ṙ, for α ∈ R × ns and β ∈ R × re . Also as (k, ℓ) = (1, 1), without loss of generality, we assume ℓ > 1. For p, p ′ , t, t ′ ∈ {±1}, 1 ≤ i, r ≤ ℓ and 1 ≤ j, s ≤ k, we choose 1 ≤ q ≤ ℓ with q = i. 
