Abstract The citation potential is a measure of the probability of being cited. Obviously, it is different among fields of science, social science, and humanities because of systematic differences in publication and citation behaviour across disciplines. In the past, the citation potential was studied at journal level considering the average number of references in established groups of journals (for example, the crown indicator is based on the journal subject categories in the Web of Science database). In this paper, some characterizations of the author's scientific research through three different research dimensions are proposed: production (journal papers), impact (journal citations), and reference (bibliographical sources). Then, we propose different measures of the citation potential for authors based on a proportion of these dimensions. An empirical application, in a set of 120 randomly selected highly productive authors from the CSIC Research Centre (Spain) in four subject areas, shows that the ratio between production and impact dimensions is a normalized measure of the citation potential at the level of individual authors. Moreover, this ratio reduces the between-group variance in relation to the within-group variance in a higher proportion than the rest of the indicators analysed. Furthermore, it is consistent with the type of journal impact indicator used. A possible application of this result is in the selection and promotion process within interdisciplinary institutions, since it allows comparisons of authors based on their particular scientific research.
Introduction
This work is related to author metrics and citation-based indicators for the assessment of researchers from a general bibliometric perspective. It is well known that in some scientific fields the average number of citations per publication (within a certain time period) is much higher than in other scientific fields. This is due to differences among fields in the average number of cited references per publication, the average age of cited references, and the degree to which references from other fields are cited. In addition, bibliographical databases such as the Web of Science and Scopus cover some fields more extensively than others (Moed 2005) .
For decades, the number of publications and the number of citations have been the two accepted indicators in ranking authors. Recently, alternative indicators which consider both production and impact have been proposed (Dorta-González and DortaGonzález 2011; Egghe 2013) . However, these indicators based on the h-index do not solve the problem when comparing authors from different fields of science. Different scientific fields have different citation practices and citation-based bibliometric indicators need to be normalized for such differences in order to allow for author comparisons. Given these large differences in citation practices, the development of bibliometric indicators that allow for between-field comparisons is clearly a critical issue (Waltman and Van Eck 2013) .
Many decisions with regard to the allocation of research funds and the assignment of positions are based on citation counts. However, it remains unclear whether citation-based indicators are the appropriate measures in judging a scientist's future quality (e.g., Mazloumian 2012; García-Pérez 2013; Penner et al. 2013a, b) .
The problem of field-specific differences in citation impact indicators comes from institutional research evaluation (Leydesdorff and Bornmann 2011; Van Raan et al. 2010) . This is because research institutes often have among their missions the objective of integrating interdisciplinary bodies of knowledge and they are generally populated by scholars with different disciplinary backgrounds (Leydesdorff and Rafols 2011; Wagner et al. 2011) .
There are statistical patterns, which are field-specific, that allow for the normalization of the impact indicators. Garfield (1979) proposes the term 'citation potential' for systematic differences among fields of science based on the average number of references per paper. For example, in the biomedical fields, long reference lists with more than fifty items are common, but in mathematics, short lists with less than twenty references are the standard (Dorta-González and Dorta-González 2013a, b) . This variability is a consequence of the different citation cultures and can produce significant differences in citation-based indicators since the probability of being cited is affected. In this sense, the average number of references is the variable most used in the literature to justify the differences between fields of science, as well as the most employed in source-normalization (Leydesdorff and Bornmann 2011; Moed 2010; Zitt and Small 2008) . However, it is necessary to consider other sources of variance in the normalization process (Dorta-González and Dorta-González 2013a, c).
Traditionally, normalization of field differences has usually been based on a field classification system. In said approach, each publication belongs to one or more fields and the citation impact of a publication is calculated relative to the other publications in the same field. Most efforts to classify journals in terms of fields of science have focused on correlations between citation patterns (Leydesdorff 2006; Rosvall and Bergstrom 2008) . An example of a field classification system is the JCR subject category list (Pudovkin and Garfield 2002; Rafols and Leydesdorff 2009 ). For these subject categories, Egghe and Rousseau (2002) propose the aggregate impact factor, taking all journals in a category as one meta-journal. Another example of a field classification system is the Scopus subject areas.
Nevertheless, the precise delineation between fields of science and the next-lower level specialties has until now remained an unsolved problem in bibliometrics because these delineations are fuzzy at any moment in time and develop dynamically over time. Therefore, classifying a dynamic system in terms of fixed categories can lead to error because the classification system is defined historically while the dynamics of science is evolutionary (Leydesdorff 2012, p. 359) .
Recently, the idea of source normalization was introduced; which offers an alternative approach to normalizing field differences. In this approach, normalization is achieved by looking at the referencing behaviour of citing journals. Some indices, such as the fractionally counted impact factor (Leydesdorff and Bornmann 2011; Zitt and Small 2008) which divides each citation by the number of references, the source normalized impact per paper (SNIP) (Moed 2010 ) which divides total citations by the median number of references in the citing journals, and the topic normalized impact factor (Dorta-González et al. 2014) which considers the aggregate impact factor of all citing journals, have been proposed.
In citation-based research evaluations, it is crucial to control the previously mentioned differences among fields. This is especially the case for performance evaluations at higher levels of aggregation, such as countries, universities, or multi-disciplinary research groups. The crown indicator (Van Raan et al. 2010 ) and the similar normalized mean citation rate (Glänzel et al. 2009 ) use a normalization mechanism that aims to correct the differences among fields. Given a set of publications, for each one, the number of citations it has received and its expected number of citations are determined. The expected number of citations of a publication equals the average number of citations of all documents (by any author) of the same type (i.e., article, letter, or review) published in the same field and in the same year in the database. To obtain the crown indicator, the sum of the actual number of citations of all publications and the sum of the expected number of citations of all publications are divided. An alternative mechanism (Lundberg 2007; Opthof and Leydesdorff 2010 ) is firstly to calculate, for each publication, the ratio of its actual number of citations and its expected number of citations and then take the average of the ratios obtained.
However, in these source-normalized metrics the expected number of citations is determined by the field which is defined in a field classification system. Therefore, these metrics do not include any great degree of normalization in relation to the specific research topic of each author. The topic normalization is necessary because different scientific topics have different citation practices. Therefore, citation-based bibliometric indicators need to be normalized for such differences between topics in order to allow for betweentopic comparisons of authors. In this sense, we use the aggregate impact factor of three different sets of journals as a measure of the different dimensions in the citation potential of an author, and we employ a combination of these dimensions in the construction of a source normalized indicator to make it comparable between scientific fields. In order to test this new impact indicator, an empirical application with 120 authors belonging to four different fields is presented. The main conclusion we obtain is that our rate between production and impact dimensions reduces the between-group variance in relation to the within-group variance in a higher proportion than the rest of indicators analysed. Furthermore, it is consistent with the type of journal impact indicator used.
Dimensions and proportions of the author citation potential
Even within the same field, each researcher is working on one or several research lines that have specific characteristics, in most cases very distant from those of other researchers in the same field.
Generally, the citation potential in a field is determined within a predefined group of journals. This approach requires a classification scheme for assigning publications to fields. Given the fuzziness of disciplinary boundaries and the multidisciplinary character of many research topics, such a scheme will always involve some arbitrariness and will never be completely satisfactory. Therefore, we propose measuring the citation potential in the specific topic of each author and using this measure as an indicator of the probability of being cited in that topic.
The problem underlying the characterization of the author citation potential is as follows. Given a set of publications from an author in different journals and years, we will try to obtain a measure of the author topic defined by some dimensions of these publications so it can be compared with that of a different author (with publications in different journals and years). This problem arises in the evaluation of the research, when comparing authors from different research lines, especially authors with diverse backgrounds in research centres and institutes.
Let us consider a 5-year time window Y. In this paper, we propose characterizing the topic of an author in period Y using three different dimensions: the weighted average of the impacts in the journals containing the author's papers in Y (production dimension P), the weighted average of the impacts in the journals citing the author's papers in Y (impact dimension I), and the weighted average of the impacts in the journals included as references in the author's papers in Y (reference dimension R). The dimensions of the author citation potential are illustrated in Fig. 1 .
In order to facilitate the reading of the paper, the notation used in the operational characterization of the author citation potential is shown in Table 1 . In this characterization we propose the use of journal impact indicators instead of number of citations received by a particular paper. This is because it is necessary that several years pass after the publication of a document, so that the number of citations can be a consistent indicator in comparing similar documents of the same type published in the same year with that of other researchers in the same field. Consistency is a mathematical property based on the idea that the ranking of two units relative to each other should not change when both units make the same progress in terms of citations. Something similar happens when considering an indicator based on the percentage of highly cited publications, for example, the percentage of publications belonging to the top 5 % or the top 10 % of a particular field. In some fields (e.g., Economics) more than 5 years are needed to obtain a consistent measure of impact (Dorta-González and Dorta-González 2013a). In many fields of the Humanities it is necessary to wait even longer.
However, in the evaluation of researchers for promotion and recruitment, the most recent production years of an author have a greater predictive power in their future production. Therefore, it is useful to know a measure of the author citation potential based on journal impacts in their topic.
We consider the following dimensions of the author's research area: (d1) The production dimension (P) is the first measure of the probability of being cited in the research area and it is based on the author's publications. It is the weighted average of the impacts in the journals containing the author's papers in the target window. Therefore, this is the expected impact for the author.
As an example, the production dimension of A. Bocci (Physics and Astronomy) is illustrated in Table 2 . Considering the journals in which Bocci's papers are published, the production dimension of this author is 2.817.
(d2) The impact dimension (I) is the second measure of the probability of being cited in the research area and it is based now on author citations. It is the weighted average of the impacts in the journals citing the author's papers in the target window. Therefore, this is the observed impact for the author's publications.
(d3) The reference dimension (R) is the third measure of the probability of being cited in the research area and it is based on author's bibliographical references in the target window. It is the weighted average of the impacts in the journals included as references in the author's papers in the target window.
In all three cases, the average is weighted by the number of papers in each journal, and the impact indicator of the journal corresponds to the year of publication. Through these different dimensions, the following four indicators that attempt to normalize the citation potential in the author's topic (dividing some dimensions by others) are proposed.
(r1) The production over impact ratio (P/I) is the proportion between production and impact dimensions. A quantity larger than one indicates that the author has published in journals with impact indicators above those observed for other authors in the same research area. This is because the average impact of the author's publications is compared with the average impact of the researchers citing this author. In this formulation only those publications in which the researchers cite this author are considered. Therefore, a value of 1.10 indicates that the production impact of the author is 10 % higher than the other authors in Reference (R) Author citaƟon potenƟal the research area. Alternatively, a value of 0.80 indicates that the production impact of the author is 20 % lower than the other authors in the research area.
As an example, in a similar way as in Table 2 , the impact dimension of A. Bocci is 1.936, and therefore production over impact is 2.817/1.936 = 1.455. This quantity larger than one indicates that Bocci has published in journals with impact indicators higher than average in the same research topic. In particular, 1.455 indicates that the production impact of this author is 45 % higher than other authors in the same research topic.
(r2) The production over reference ratio (P/R) is the proportion between the production and reference dimensions. (r3) The impact over reference ratio (I/R) is the proportion between the impact and reference dimensions. In both cases the interpretation is similar to the P/I case. Finally, (r4) the production and impact over reference ratio (P ? I)/2R is the arithmetic mean between P/R and I/R, i.e., (P/R ? I/R)/2 = (P ? I)/2R.
A direct application of our methodology (an author citation potential obtained through journal impact indicators) is to identify those researchers who publish in higher impact journals than expected in their research topic. This would contextualize the topic of each author several years before knowing the real impact of their publications (through the received citations) in a consistent way.
In the empirical application we studied which of the previous ratios greater reduces the between-group variance in relation to the within-group variance in a set of 120 authors from four different fields.
Methods and materials
The bibliometric data was obtained from the online version of the Scopus database during the first week of April 2014. Only journal papers in the period 2009-2013 were included, considering for each journal two impact indicators (with a 3-year citation time window) in the year of its publication. The first indicator is the scimago journal ranking (SJR) (González-Pereira et al. 2009 ), which considers the prestige of the citing journals, and the second is the source normalized impact per paper (SNIP) (Moed 2010) , which divides total citations by the median number of references in the citing journals. The SNIP was used to compare results and identify the proper normalization and consistency of the ratios with the type of journal impact indicator employed.
Four subject areas were considered: Chemistry, Computer Science, Medicine, and Physics and Astronomy. This was motivated in order to obtain authors with systematic differences in publication and citation behaviour. We designed a random sample with a total of 120 authors (30 in each subject area). They were selected from the highly productive authors of the Consejo Superior de Investigaciones Científicas (CSIC) (Spain). In the population only those authors with a production over the mean in their subject area were considered.
We used seven indicators: three that measure different dimensions of the citation potential associated to the author, and four normalized indicators of the citation potential in the topic in which the author works.
Results and discussion
In the empirical application we studied which measure of the author citation potential produces a closer data distribution among subject areas in relation to its centrality and variability measures. We compared the seven indicators (three dimensions and four ratios) described in Table 1.  Table 3 shows the different dimensions and proportions of the author citation potential in the sample. Furthermore, three general production and impact indicators (number of papers, number of citations, and h-index) are shown. Table 3 presents two different scenarios, the first one considers the SJR as the impact indicator for journals, and the second one takes the SNIP as the impact indicator for journals. Thus, at any time the value of an indicator based on journal impacts using absolute citation frequencies can be compared to that based on relative citation frequencies.
In relation to the dimensions and proportions of the author citation potential, important differences between both research areas and researchers within the same field can be seen in Table 3 . This firstly reflects the peculiarities in the publication and citation habits of each research area as a whole and, secondly, the peculiarities in the specific research topic of each author. Furthermore, it can also be seen that, for each particular author, significant differences between the dimensions of the citation potential exist. The differences among the dimensions of the author citation potential are lower in the case of SNIP. This is expected because normalized impact indicators are used. Thus, in a major number of cases these differences are below 1 (SNIP), while in the case of SJR these differences are in many cases higher than 3.
For the general production and impact indicators (columns 3-5), note the variability in the data. In the case of the number of publications, the variation range is 402 (the difference between the maximum and the minimum value). Half of the authors have published less than 33 papers in the analysed period (the median is 33). However, the average number of publications per author is 66. Therefore, a small number of researchers have published the most papers (Bradford's Law). This is motivated by skewed distributions of data that are not centred on the mean. In the case of the number of citations, the variance is even larger, being 8,772 the variation range. Half of the authors have been cited less than 337 times in the period (the median is 337). However, the average citations per author is 1,058, again indicating that a small number of researchers have received most of the citations. Regarding the h-index, the range of variation is 41 and the median (10) is less than the mean (12.8).
Central-tendency and variability measures in the four subject areas are shown in Table 4 . Note that for any dimension of the author citation potential, the values are very different from one research area to another. Notice the high differences between areas in medians, means, and standard deviations. This is because the subject areas considered in the sample are very different in relation to the publication and citation behavior. Furthermore, the medians are well below the means, indicating skewed distributions with many authors having low values and only a small number of authors with high values. However, when using ratios these differences between areas are greatly reduced.
Box-plots comparing the subject areas are shown in Fig. 2 . This is a way of graphically depicting the data in the sample through their quartiles. The left and right boundaries of the box are the first and third quartiles, and the band inside the box is the second quartile (the median). Therefore, the spacings between the different parts of the box indicate the degree of dispersion and skewness in the data. The ends of the whiskers represent the minimum and maximum of all of the data in the sample.
As shown in the first row of Fig. 2 , there are large differences between subject areas. However, there is a certain pattern in the data distribution. Thus, for all three indicators, smaller values are observed in Computer Science, medium values are obtained in Chemistry and Medicine, and the highest values are observed in Physics and Astronomy. A Table 3 Dimensions and proportions of the author citation potential in a set of 120 randomly selected highly productive authors from four subject areas Table 3 continued Author similar behavior is observed both in P and I in the second row of Fig. 2 . However, both indicators produce fairly similar distributions of data between areas when normalized data is used (see SNIP in row 3), which does not occur in the case of R. Finally, with respect to the ratios in rows 4-6, the indicator that produces closer distributions of data between subject areas is P/I (with the exception of Physics and Astronomy). The differential Fig. 2 Box-plots comparing the subject areas for the dimensions and proportions of the author citation potential. P/I is the ratio based on non-normalized journal impacts that produces the least differences between most areas, which is also close to the results using normalized journal impacts (SNIP). Source: Scopus, 2009-2013; SJR scimago journal ranking; SNIP source normalized impact per paper; P production; I impact; R reference behaviour of Physics and Astronomy is also observed when using normalized impact indicators (SNIP) and it is justified because in this subject area clearly higher values in the numerator of the ratio converge. In conclusion, P/I is the ratio based on non-normalized journal impacts that produces the least differences between most areas, and it is also close to the results using normalized journal impacts (SNIP). This suggests the possibility of focusing exclusively on non-normalized impact indicators because P/I is consistent with respect to the type of journal impact indicator. The range of data variation in P/I is greater in Computer Science than in the other aforementioned areas. Notice the values are around one except in Physics and Astronomy where they are considerably above this value, and with a lower variability than the rest. Therefore, most authors in Physics and Astronomy have published in journals with an average impact indicator higher than the citing journals average impact indicators in their research topics (P/I is greater than one). In all other areas the median is about one. Figure 3 compares the different dimensions of the author citation potential in the four subject areas. Authors have been listed by the impact dimension order. Overall, impact dimension is quite different from the other dimensions; so these three dimensions seem to offer different facets of the author's research. Now, we will test which normalization (ratio between dimensions) of the citation potential reduces the between-group variability in relation to the within-group variability. The central-tendency and the variability measures for the different dimensions and proportions of the author citation potential in the aggregate data are shown in Table 5 . Moreover, it shows the within-and the between-group variability.
Within-and between-group variability are both components of the total variability in the combined distributions. What we are doing when we compute within-and betweengroup variability is to partition the total variability into the within and between components. So: within variability ? between variability = total variability. Fig. 3 Dimensions for the author citation potential of 120 authors from four subject areas. Impact dimension is quite different from the other dimensions and therefore these three dimensions seem to offer different facets of the author's research. Source: Scopus, 2009-2013; ordered by I_SJR and I_SNIP; SJR scimago journal ranking; SNIP source normalized impact per paper; P production; I impact; R reference But, how do we measure variability in a distribution? That is, how do we measure how different scores are in the distribution from one another? In this work we use variance as a measure of variability. Recall that variance is the average square deviation of scores about the mean.
Note in Table 5 that the proportion between production and impact dimensions produces the greatest percentage reduction of the variance (76.3 %). Using SNIP only an additional 3.9 % reduction is obtained, but this improvement does not justify the use of this type of normalized impact indicator. In addition, the central-tendency measures of the data distributions are quite close to the SNIP scenario. The deviations are only 2.2 % for the median and 3.1 % for the mean. Tables 6 and 7 provide the Pearson correlations and the Spearman rank correlations between different indicators of the author's research. A perfect Spearman correlation results when two indicators are related by any monotonic function. However, it contrasts with the Pearson correlation, which only gives a perfect correlation when the two measures are connected by a linear function. In this sense, the Spearman correlation is less sensitive than the Pearson correlation to strong outliers that are in the tails of both distributions. This is because Spearman coefficients limit the outlier to the value of its rank. However, in general, similar results are obtained in Tables 6 and 7 . Source: Scopus, 2009-2013; SJR = scimago journal ranking; SNIP = source normalized impact per paper; P = production; I = impact; R = reference; Sd = standard deviation; within-group = within the set of all authors (120); between-group = between the subject areas The general pattern that can be observed in the correlations reported in Table 6 is that the bibliometric variables (papers, cites, and h) are largely correlated, with all of the Pearson correlations above 0.54, and most of them above 0.80. However, in general, these variables are not correlated with P, I, R, and P/I, and therefore these measures seem to offer different facets of the author's research.
Between the number of papers and the number of citations, coefficients are greater than 0.92 in half of the areas. In the case of Physics and Astronomy, the productivity can explain more than 0.98 % of the impact variance (0.99 2 = 0.98). The h-index correlates more with the number of citations (above 0.94 in half of the areas) than with the number of papers (above 0.83 in half of them). In general, the highest correlations are achieved in Physics and Astronomy, followed by Medicine and Chemistry. The lowest correlations between these variables are reached in Computer Science.
Note in Fig. 4 distinct patterns in each subject area for the case of SJR and a more common bivariate distribution across subject areas for the case of SNIP. There are large correlations between the production and the impact dimensions of the research topic Fig. 4 Scatter plots between different dimensions of the author citation potential for the 120 authors. These reveal distinct patterns in each subject area in the case of SJR and a more common bivariate distribution across subject areas in the case of SNIP. Source: Scopus, 2009-2013; SJR scimago journal ranking; SNIP source normalized impact per paper; P production; I impact; R reference (above 0.80, except in Computer Science where it is 0.46). Therefore, in general publishing in higher impact journals improves visibility and produces citations in greater impact journals.
Finally, for the P/I ratio the Pearson correlations between SJR and SNIP are large, in all the areas above 0.84 and in half of them above 0.91 (0.84 Chemistry; 0.89 Computer Science; 0.91 Medicine; 0.92 Physics and Astronomy; all of them significant at the 99 % level). This indicates that the P/I ratio is consistent to the type of journal impact indicator.
Conclusions
Different scientific fields have different citation practices, and citation-based bibliometric indicators need to be normalized for such differences between fields in order to allow for between-fields comparisons of citation indicators. In this paper, we provide a normalization approach based on the dimensions of the author's research.
An empirical application, with 120 authors from four different subject areas, shows that the ratio between production and impact dimensions reduces the between-group variance in relation to the within-group variance in a higher proportion than the rest of the indicators analyzed in this paper. Furthermore, this normalized indicator is consistent in the sense that it is independent of the type of journal impact indicator considered.
The subject areas considered are very different in relation to the citation behavior. For this reason, in the sample there are important differences among the dimensions of the citation potential from one author to another. However, the proportion between production and impact dimensions is very close in all the subject areas considered.
We have developed a measure of scientific performance whose distributional characteristics are invariant across scientific fields. Such a measure would allow direct comparisons of scientists in different fields and permit a ranking of researchers that is not affected by differential publication and citation practices across fields.
Finally, it is necessary to be cautious when comparing authors from different subject areas. Many decisions with regard to the allocation of research funds and the assignment of positions are based on citation counts. However, it remains unclear whether citation-based indicators are appropriate measures to judge a scientist's future quality.
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