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Abstract 
This thesis examines the nature of freely available geospatial software and data in the 
context of disaster risk reduction and disaster management. The use of geospatial data is 
crucial to effective disaster management, from preparedness to response and recovery. The 
best methodologies and technologies are useless if they cannot be accessed and used by the 
people in need or interested. Global inequalities in the provision and use of digital data and 
information – the so-called Digital Divide - are examined by means of datasets from 2009 
to 2013. Subsequently an innovative Data Poverty Index is presented as a metric to compare 
differences worldwide. The focus of the presented method is on the incorporation of 
information and communication technology variables; also considered are the number of 
people in a country who can make use of freely available digital resources due to their 
education, access to the Internet and required hardware. A significant contribution is the 
clear indication that the gap between the data-poor and the data-rich is currently widening.  
The highest population growth until 2050 is expected in developing countries, 
especially in Africa and Asia, the majority of them with coastlines. Therefore, the focus of 
this research is on coastal regions and methods that can be applied in developing countries. 
Having methods, data and software in place that can improve vulnerability mapping and 
highlight at-risk areas, helps to focus limited financial and expert resources. Although 
applied geoinformatics has demonstrated great potential for disaster risk reduction 
applications, only in recent years there has been a substantial shift away from crisis 
response towards disaster preparedness and mitigation. A free geoinformatics approach, 
combined with freely available training materials could assist the development of 
sustainable disaster management, which is advocated by the United Nations Sendai 
Framework for Disaster Risk reduction. A number of low-cost geoinformatics case studies, 
covering the Caribbean, the UK, Sierra Leone and Sri Lanka, demonstrate the potential of 
free geoinformatics as well as highlighting some limitations.  
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Chapter I - Introduction 
 
 
“Successful Response Starts with a Map - Improving Geospatial Support for Disaster Management 
Geospatial data and tools should be an essential part of every stage of emergency 
management, from planning through response and recovery to the mitigation of future 
events. If future emergency responses are to be more effective, significant investments 
should be made in training of personnel, coordination among agencies, sharing of data 
and tools, planning and preparedness, and the tools themselves.“  
(US National Research Council, 2007) 
1.1 Aims and Objectives 
There are two aims and seven accompanying objectives in this research project. They 
are as follows: 
 Aim 1: Develop a global Data Poverty Index (DPI) to evaluate the easiness of 
access to freely available online resources (information, data, training material 
etc.) and have a means for a global comparison. 
o Objective 1.1: Bring existing concepts of information poverty into the 
21st century by including variables of modern information and 
communication technology (ICT). 
o Objective 1.2: Include tertiary education in the DPI development, as a 
proxy for the population that potentially is able to make use of modern 
ICT, rather than only consider secondary education like many 
development indices do.  
o Objective 1.3: Evaluate trends in the DPI; if there is a gap, is it widening 
or narrowing between the ‘data rich’ and the ‘data poor’? Assess if there 
are any regional trends. 
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 Aim 2: Identify currently available Freeware and Open-Source Software (FOSS) 
and freely available data, suitable for disaster risk reduction (DRR) applications. 
o Objective 2.1: Literature and Internet research, on which geoinformatics 
software currently exists, is used or is potentially useful for DRR 
applications. The focus will be on software for desktop PCs and 
notebooks. 
o Objective 2.2: Highlight free geoinformatics resources (software and 
data) that can enable communities to do their own hazard vulnerability or 
element at risk identification by means of some case studies. 
o Objective 2.3: Evaluate general gaps and limitations in the currently 
freely available data and software.  
o Objective 2.4: Evaluate if images (screenshots) from virtual globes 
might be a suitable source for free high-resolution data.  
1.2 Thesis Outline 
This thesis consists of seven chapters, plus a set of appendices. Chapter 1 provides a 
general introduction to the topic, the rationale and important terminology. The 
following six chapters examine key aspects of the research project, namely: 
• Chapter 2 – Data Poverty:   
 the introduction to a new metric to assess  global data poverty, via: 
o a single year approach, using the most recent data available 
o a time series approach to study trends between 2009 and 2013  
• Chapter 3 – Free Software: 
 Free software: a review, in the context of disaster management 
o ‘Free Software’ – What is it? And Where does it come from? 
o Categories of Geoinformatic Software  
o Desktop GIS software  
o Mobile GIS software and Apps  
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o Web Applications, Content Management Systems and Cloud Storage 
o Remote sensing and additional geoinformatic software  
o Flood modelling software  
o Virtual Globes 
o Object-based Image Analysis (OBIA)  
o Social Media and Volunteered Geographic Information (VGI) 
o Criteria to select software for disaster management applications 
o Recent FOSS4geoinfo developments  
o Challenges for disaster management tasks with FOSS4geoinfo 
• Chapter 4 – Free Data: 
o General Overview of Data Sources  
o Social Media and Volunteered Geographical Information (VGI) 
o Free datasets (overview) 
o Virtual Globes - A possibility of low-cost high-resolution data 
• Chapter 5 - Case Studies: 
o 1 – United Kingdom (Hayling Island and Isle of Wight) - Experiments 
with low cost geoinformatics 
o 2 - Sri Lanka: Application of low-cost geoinformatics: lessons learnt 
from the 2004 Indian Ocean tsunami. 
o 3 – Sierra Leone: Lessons learnt during a training course for low-cost 
geoinformatics; 
o A further case study, regarding using low-cost equipment for 
bathymetry mapping in Dominica, is in the Appendix  
• Chapter 6 – Discussion, considering: 
o availability and limitations of the freely available data 
o availability and limitations of the freely available software 
o field work experiences and the usefulness of free geoinformatics for 
developing countries 
o challenges, limitations and comparison of the research findings with 
similar studies  by NASA, ESA and other sources 
o a small assessment how DPI scores relate to the observations  of 
disaster response organisations, such as MapAction  
o implications of the data poverty factor with respect to the applicability 
of free geoinformatics in LICs  
 Chapter 7 is the conclusion and provides recommendations for further research.  
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1.3   Introduction and Rationale 
 
Many regions in the world are exposed to multiple environmental hazards (this term 
includes both natural and anthropogenic hazards). Each of those has its own spatial and 
temporal characteristics and the potential to cause costly damage. There is the 
requirement to work on different scales because vulnerabilities, data availability and the 
perception of risk all differ with the spatial context (e.g. Alexander, 2006; Birkmann, 
2007; Birkmann et al., 2013; UN General Assembly, 2015; Van Westen, 2013; 
Weichselgartner & Pigeon, 2015). This research highlights free geoinformatic resources 
that can enable communities to do their own hazard, vulnerability and risk assessments, 
which are crucial components of disaster risk reduction (DRR). The term 
geoinformatics is used as a catch-all term, for geospatial data and the technologies used 
to collect it, as well as the software for processing it. The currently freely available 
software and data are compared to their commercial counterparts in a set of case studies.  
Information technologies play key roles in sustainable development and disaster 
risk reduction, facilitating the generation and dissemination of knowledge. There are 
many types of geospatial data, such as satellite images, measurements used for weather 
forecasts and storm warnings, the Global Positioning System (GPS) co-ordinates of land 
tenure boundaries, and the digital elevation models that provide 3-D views of 
landscapes in virtual globes, such as Google Earth and Bing Maps. Many sets of free 
software and data are available, mostly via Internet downloads. They could be used for 
activities that assist sustainable development, such as analysis of national census data, 
mapping types of farmland, monitoring of urbanisation, or the preparation of 
preparedness maps for Disaster Risk Reduction (Leidig & Teeuw, 2015). Of particular 
use for guiding decision-makers, are digital datasets that can be analysed and processed 
by Geographical Information Systems (GIS). Those decision-makers can range from 
farmers in remote regions, through to executive officers of government. 
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Although geoinformatics has demonstrated great potential, practical and easy to use 
implementation is not the norm, particularly in low-income countries (LICs) and when 
using free geoinformatics (e.g. Bishop et al., in press; Luscombe & Hassan, 1993; 
Taubenböck & Esch, 2011; Taubenbock et al., 2009; Taubenbock et al., 2008; Voigt et 
al., 2007). At the present, freeware and open-source software (FOSS) tools frequently 
lack methods to apply them appropriately. The free data and free software approach 
combined with freely available training material (e.g. distributed in the Internet), assists 
the implementation of DRR and disaster management (e.g. Griggs et al., 2013; UN 
General Assembly, 2015; United Nations, 2015). The findings of this study will be 
particularly relevant to emergency planners in low-income countries, where disaster risk 
assessments are often limited to the use of freely available satellite data and software 
(Teeuw et al., 2012). 
Only in recent years there has been a shift away from crisis response and disaster 
management, towards disaster preparedness and prevention (Dyke et al., 2011; Teeuw, 
et al., 2009). The United Nations Secretary-General's High-level Panel on Global 
Sustainability (2012) found that “ [..] disaster risk reduction is about much more than 
just emergency management — on the contrary, to be fully effective it must be 
integrated into all sectors of development and cover both measures to avoid disasters 
and measures to mitigate damage when they do occur.” As critical and among the most 
vulnerable countries the small island developing states, the least developed countries, 
the landlocked developing countries and countries in Africa have been identified. 
Fortunately the global attention to disaster risk reduction has risen steadily in recent 
years. A landmark in the efforts to assist nations and communities in becoming more 
resilient to disasters and in better coping with hazards that threaten development is the 
Hyogo Framework for Action on Disaster Risk Reduction (2005). Further it was found 
that the vast majority (97%) of extensive disaster loss reports are weather-related. 
 6 
Moreover, while death totals have declined significantly, compared with the trend of an 
increasing population, the economic costs have generally risen (United Nations 
Secretary-General's High-level Panel on Global Sustainability 2012). A more recent list 
with links where free geoinformatics could be beneficial for sustainable development 
and disaster preparedness can be found in the UN General Assembly (2015) report. It 
can briefly summarized that this study is of  relevance to a number of ongoing global 
pressures, not just DRR, notably: - Demographic pressures, from population growth and migration; - Climate change impacts, on both hazards and vulnerable features;  - Economic pressures, affecting hazard mitigation, preparedness and vulnerable 
features. 
In order to understand the usefulness of the low-cost approaches studied in this 
research, it is essential to understand where and why there are limits in the uptake of 
free geoinformatics for DRR. Therefore global data poverty is examined: an innovative 
Data Poverty Index is presented (in Chapter 2), providing a metric to measure and 
compare global differences in data poverty. The distribution of data poverty might 
explain the observation of Weichselgartner and Pigeon (2015), that: “improved 
knowledge by itself was not sufficient to reverse the upward trend in disaster statistics”. 
Even the most advanced methodologies and technologies are useless when they cannot 
be applied. Weichselgartner and Pigeon (2015) found that: “most researchers do not 
consider the needs of potential users in policy and practice when conducting research”. 
In this thesis, the approach is from the perspective of a community in a developing 
country (i.e., with very limited financial and human resources) that wants to use 
geoinformatics for DRR applications.  
The year 2015 is critical because there are a number of top international meetings and 
conferences that will determine the future direction and global priorities for reducing 
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vulnerability and building resilience to both present and future hazards for the next 10 
to 15 years (Griggs et al., 2013; Tozier de la Poterie & Baudoin, 2015). This is where 
the Data Poverty Index shows strong links to recent politics and the requirements of 
monitoring in disaster risk reduction applications. 
1.3.1 Global Digital Divide and Data Poverty 
Digital information technologies, such as the Internet, mobile phones and social media, 
provide vast amounts of data for decision-making and resource management. Moreover, 
the Internet holds the potential to be a socially levelling technology, which could be 
used to reduce social inequality (Huang & Chen, 2010). However, access to these 
technologies, as well as their associated software and training materials, is not evenly 
distributed. Since the 1990s there has been concern about a ‘digital divide’ between the 
data-rich and the data-poor.  
The ‘digital divide’ is the gap between those who have access to the Internet, 
information and communication technology (ICT) and associated digital resources - and 
those who do not. The ‘digital divide’ reinforces and further polarizes inequality in a 
country, region or society (Martin & Robinson, 2007; Willis & Tranter, 2006). USAID 
(2001) predicted that: “Issues pertaining to the ‘digital divide’ will be a key part of the 
development agenda in the early 21 century, especially as nations compete for success 
in the global marketplace on the basis of their information technology capacity.” 
Consequently, there is the need to understand and monitor the dynamics of Internet 
distribution and the related digital divide in different countries. With a continuously 
increasing spread of modern ICT, including the use of social media, the need to 
understand the dynamics of the Internet in different countries is even more pressing in 
the future.  
To understand the framework and interest of this research in the application of freeware 
and open-source software (FOSS), in conjunction with freely available data, for disaster 
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risk reduction, there is the need to consider the global digital divide and data poverty. In 
the year 2010 there were more than 400 journal articles with the term ‘digital divide’ in 
the ISI Web of Knowledge database (Huang & Chen, 2010). In the year 2015 (13. July) 
there have been 2907 entries, indicating it still is an active topic of research. 
In Chapter 2 an innovative metric for evaluating international variations in access 
to digital data is presented: the Data Poverty Index (DPI). The DPI is based on Internet 
speeds, number of computer owners and Internet users, mobile phone ownership and 
network coverage, as well as provision of higher education. Hence the DPI takes into 
account aspects linked to the issues of training, coordination among agencies, sharing of 
data and tools, planning and preparedness that need to be addressed if future responses 
are to be more effective, as outlined by the US National Research Council (2007). 
The datasets used to produce the DPI are provided annually for almost all the 
countries of the world and can be freely downloaded. The index presented is a proof of 
concept. It is the first to quantify and visualise the problem of global data poverty, using 
the most recent datasets for 2013, as well as a time series analysis from 2009 to 2013. 
The effects of severe data poverty, particularly limited access to geoinformatic data, 
free software and online training materials, are discussed in the context of sustainable 
development and disaster risk reduction in Chapter 6. The DPI highlights countries 
where support is needed for improving access to the Internet and for the provision of 
training in geoinfomatics. The facets linked to the DPI, the free software (Chapter 3) 
and freely available data (Chapter 4), are examined with the help of some case studies 
(Chapter 5) in the following chapters of this thesis. 
1.3.2 Rationale for Using Free Geoinformatics  
It is difficult, time consuming and expensive to keep risk maps or data on land-cover 
and urbanisation up to date – particularly when depending only on ground-based 
surveys. Geoinformatics, and specifically remote sensing, has proven its suitability for 
 9 
environmental mapping and monitoring, including disaster risk reduction applications, 
at various scales and in different environments (van Westen, 2013; van Westen & 
Georgiadou, 2001). Freely available data will help to improve science and 
environmental monitoring products (Wulder & Coops, 2014). But even moderate 
resolution satellite data, which is freely available already, such as LANDSAT and 
European Space Agency’s SENTINEL data, can make a significant contribution. 
Especially with SENTINEL-1 there is now not only optical satellite data available at no 
costs but also radar data with a reasonably high resolution of 5x5 metre (Stripe Map 
Mode) or 5x20 metre (Wide Swath Mode).  
The contribution of data from the European Space Agency (ESA), especially with 
respect for disaster preparedness mapping, is currently limited because various parts of 
the SENTINEL (Copernicus) programme were delayed, by up to two years. Satellite radar 
data is very useful in many aspects of disaster research, particularly when working in 
tropical and equatorial regions where cloud-cover often results in no Earth observation 
imagery from optical sensors. A recent example is the 2013 Hiyan Typhoon that hit the 
Philippines. A small pilot study for this project examined data from the Disaster 
Monitoring Constellation (DMC*, specifically DMC-UK 2) optical imagery from the 
aftermath of the typhoon (8.11.2013). The DMC* imagery was of limited use for 
regional damage assessments due to the extensive cloud-cover. LANDSAT imagery 
covering the area, for that time was not available for download until two weeks after the 
event. Hence datasets available for damage assessments have been limited to what was 
acquired through the International Charter for Space and Major Disasters. However, 
these data are only available to a few select organisations, which distribute their 
processing and analysis only to a defined number of agencies and NGOs. Consequently, 
it is unavailable for the general community, interested public and for research. Radar 
data could have boosted the effectiveness of the disaster response, with its track record 
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of mapping flooded areas, its ability to penetrate (most) cloud-cover and its day-time 
and night-time operational capability (Desta, O'Loughlin, & Bruen, 2012; Group on 
Earth Observation (GEO) & ESA, 2012; Hidayat et al., 2012; Mason et al., 2012; 
Ramsey et al., 2013; Schumann & Di Baldassarre, 2010). Unfortunately commercial 
radar data, such as from RADARSAT-2, TERRASAR-X is very expensive (Teeuw et al., 
2012). ESA’s ERS and ENVISAT are meanwhile out of service (ERS-1 was last 
operational on 10th March 2000, ERS-2 on 5th September 2011 and ENVISAT on 8th April 
2012). Although ERS and ENVISAT do not provide data for recent analysis they may be 
still of interest for time series studies. SENTINEL-1 will significantly improve 
capabilities in all disaster management areas – from disaster preparedness mapping to 
disaster response and monitoring for instance by allowing a rapid assessment of 
inundated areas. The impact of free radar data, such as from SENTINEL-1, could have an 
impact similar to that of free LANDSAT data (Figure 1.1), provided there is software to 
use it and a continuous time series is created rather than being it another one-off product 
for 5 – 10 years only. Consequently, Sentinel-1 data is considered in a case study 
(Chapter 5). 
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Figure 1.1: Increase in LANDSAT downloads once the data became freely available, 
compiled by GEO (earthzine.org, last accessed 15.01.2014).  
The former U.S. Secretary of the Interior, Dirk Kempthorne, noted that: “If we are to 
make real advances, we must share data, information and knowledge across national, 
cultural and language barriers. We must achieve global data compatibility. We must 
embrace the idea of science without boarders”. Kempthorne concluded that better 
decisions could be achieved when there is “access to coordinated, comprehensive and 
sustained earth observations” (earthzine.org, last accessed 15.01.2015). Data without 
adequate software to handle it is useless and vice versa. For a long time there was a lack 
of reasonable or even free software to display, analyse and manipulate remotely sensed 
data and to do some basic image processing. Only in recent years there has been a 
noteworthy change and especially the GIS domain now features a lot of freely available 
software to display data and create meaningful maps (Chapter 3).  
The combination of image processing with freeware and open-source software 
(FOSS), producing reliable results, has the potential to: 
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 improve the information flow between experts, policy-makers and citizens  
 reduce costs for data and software for decision makers, Non-governmental 
organisations (NGOs), local interest groups 
 include local knowledge and development priorities 
 be applicable worldwide, while the access and availability of data may vary (e.g. 
for census data) 
 bring back policy and planning institutions from limiting to disaster response to 
preparation and/or mitigation 
 reduce uncertainty that policy-makers face from extrapolating possible 
environmental hazards, related vulnerability and disaster experiences from the 
past, when physical and human conditions being re-shaped by global forces over 
relatively brief (decadal) timescales 
 assist emergency planning and disaster management organisations in producing 
preparedness maps and mitigation activities, rather than being limited to disaster 
response. 
1.3.3 Economic Reasons to Invest in Disaster Risk Reduction 
In recent years economic factors have altered the focus of disaster risk reduction (DRR) 
applications. For NGOs, depending on donations, and LICs the cost-benefit ratio of 
things is of particular relevance. Reliable results based on software that can be obtained 
freely from the Internet, as outlined in this study, can be very beneficial. The UN Hyogo 
Framework for Action (2005) recognised: “Risk assessment and early warning 
systems.... are far more cost-effective than primary reliance on post-disaster response 
& recovery.” This statement is supported by the economic benefits from investing in 
disaster preparedness: “for every dollar spent on disaster prevention, an estimated $4-7 
could be saved in reconstruction costs (Reuters, 2008)”. 
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The estimation of economic losses and damage by environmental disasters is somewhat 
challenging. Overall the number of disasters is increasing (Figure 1.2). However, 
looking at the data, for instance from Munich Re, it is not that easy. For instance, during 
2010 there were 950 natural catastrophes, nine-tenths of which were weather-related 
events, such as storms and floods (Munich RE 2011). That number markedly exceeds 
the annual average for the last ten years (785 events per year). The overall losses were 
about US$ 130bn. For comparison, in 2013 there have been 880 natural catastrophes, 
combining for a direct overall loss of around US$ 125bn, of which about US$ 31bn 
have been insured. Hence, Munich RE concluded that: “globally, losses from natural 
catastrophes in 2013 were somewhat more moderate” (Figure 1.3, Munich RE 2014).  
 
Figure 1.2: Loss events worldwide 1980 - 2013 (Munich RE 2014). 
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Figure 1.3: Loss events worldwide 2013 - geographical overview (Munich RE 2014). 
Nevertheless, looking at the overall and insured losses per continent (Figure 1.4) the 
‘developing world’ was hit economically harder since much less of the loss was insured. 
Since Munich RE is the world’s leading reinsurer, the general pattern and insurance 
level can be considered true also for other insurance and reinsurance companies. 
 
Figure 1.4: Overall and insured losses per continent 2013 (Munich RE 2014). 
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It is believed that climate related hazards will increase (e.g. IPCC reports 2001, 2007, 
SpaceAid, 2011). Consequently, there will be an increased risk of related costs for 
economies and insurance companies. Being able to have cost-effective methods and 
software for a preliminary, regional-scale, disaster risk assessment before performing 
expensive detailed studies and assessments could significantly decrease: 
 a) the costs for insurance companies, local governments etc.; and  
b) the risk of disaster.  
Having methods, data and software in place that could improve local coastal 
vulnerability mapping and highlight potentially dangerous areas or regions could help to 
focus limited resources. Consequently, there might even be cost benefits for commercial 
companies when using reliable FOSS and free data. This may contribute to an increased 
level of insurance and an adaption of the preparedness level of highlighted areas, 
especially in LICs. 
There are also wider positive economic aspects to support investments in freely 
available data: ESA claims that the provision of free SENTINEL data “could generate a 
financial benefit of some €30 billion and a minimum of about 50 000 new jobs by 2030” 
(Sawyer & de Vries, 2012). The exact number of jobs that might be created is 
disputable. This is in additon to licence fees for software and data costs saved when 
investing in free geoinformatics. 
1.3.4 Coastal Areas 
The motivation in this research project to focus on coastal areas has a number of reasons 
that are outlined in this section. Low-elevation coastal zones (LECZ) are defined as 
coastal areas with less than 10 metres elevation (McGranahan et al., 2007; Pelling, 
2003). Angel et al. (2011) discuss uncertainties with the estimation of urban population 
and urban land-cover in low-lying coastal areas, as well as other aspects related to 
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global urban expansion until 2050. LECZ cover only 2 % of the world’s surface area 
but are of particular interest since:  
 More than 600 million people inhabit this zone, with about 60% of them living 
in urban areas and more than 100 million people living within 1m of sea level 
(Douglas & Peltier, 2002). 
 Low-income countries have a higher share of their population living in the zone 
(14%) than countries belonging to the Organisation for Economic Co-operation 
and Development (OECD) with about10%. Even greater disparities can be found 
in the urban shares (21% compared to 11%; McGranahan et al., 2007). 
 About 60 % of the world’s population, about 4.2 billion people in 2013, live 
within 100 km of the coast (CIA, 2012; SEDAC, 2011).  
 195 countries have a coastline and are hence potentially endangered by related 
hazards (CIA, 2010).  
The number of coastal residents is likely to increase in the near future due to a tendency 
for migration towards the coast, accompanied by a strong global urbanisation trend 
(Klein et al., 2003, 2004; Pelling, 2003; WorldVision, 2008). The highest growth of 
population until 2050 is expected in developing countries, especially in Africa and Asia, 
the majority of them with coastlines. Compiled from the UN dataset for city population 
(downloaded on 14.03.2014 form http://data.un.org; using both sexes and the most 
recent population number available), there are almost 1.1 billion persons, about 15.6% 
of the world’s current population, living in 463 cities with more than 1 million 
inhabitants. Out of those cities, 137 (29.6%) are by or within 1 km of the sea, inhabiting 
almost 382.5 million people. Further 212 (45,8%) of those cities lie within 100 km of 
the coast, inhabiting about 168.5 million people. This shows the pressure coastal cities 
and regions face compared to cities further inland and the potential exposure of the 
population living there to related environmental hazards.  
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Although disaster preparedness and the related preparedness mapping is now more 
widely recognised as an important factor for Disaster Risk Reduction (DRR), there is 
still over emphasis on the disaster response aspects. Besides the preparation for hazards, 
there is the general need for maps of vulnerability features and areas at risk. 
Considering only tsunami events, there have been 117 tsunami recorded by the 
National Oceanic and Atmospheric Administration (NOAA) between October 2010 and 
May 2013 (http://www.noaa.gov, last accessed 03.09.2013). Most of them went 
unnoticed by the majority of the global population and press. Noteworthy is that the 
majority of the recorded tsunami events have affected LICs, hence affecting people 
likely to have fewer resources to deal with a hazard impact. If regional disaster risk 
maps had been used by the emergency planners of impacted coasts before, for instance 
the Indian Ocean Tsunami 2004, they would probably have saved many lives. 
Communities prone to flooding, along with the locations of adjacent high-ground refuge 
areas could be highlighted by corresponding maps.  
From the growing evidence for global warming, the associated rise in mean sea 
level, and the increasing severity of geohazards (such as larger and more frequent 
storms, resulting in a temporal and spatial increase in storm surges, coastal erosion, cliff 
failures and fluvial flooding) the frequency and severity of disasters is set to increase 
(e.g. IPCC, 2007; Kelman, 2015; Tozier de la Poterie & Baudoin, 2015). 
The countries with the highest annual population growth are also among the poorest 
countries (Figure 1.5). According to the European Space Agency and the Committee on 
Earth Observation Satellites the poorest countries, low-income and lower-middle 
income countries, experienced the biggest increase in exposure to natural hazards 
(Figure 1.6, CEOS and ESA (2015)). In lower middle-income countries it is over-
proportionally many. This is also due to the fact that both India and China, the countries 
with the most population worldwide, fall into this category. 
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Figure 1.5: Top: Percentage of the annual average population growth until 2030 (UN data, 
medium variant); Middle: Percentage of population living below the national poverty 
level; bottom: Overview of the World Bank income classification. 
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Figure 1.6: Exposure to natural hazard increase of countries according to the World Bank 
income classification (source: CEOS & ESA, 2015). 
1.3.5 Climate Change Issues for Coastal Areas 
As shown by the Intergovernmental Panel on Climate Change (IPCC) reports (1990, 
1995, 2001, 2007), we have growing evidence of global climate change. Climate change 
is modelled to lead to sea level change that may severely impact coastal regions. 
However, there are large deviations among models, making estimates of the distribution 
of sea level changes uncertain. Sea-level changes are one of the main aspects in these 
considerations. Tralli et al. (2005) claims that: “Eleven of the world’s largest cities lie 
among the coast or on estuaries (…) Any short-term or long-term sea-level change 
relative to vertical ground motion is of great socioeconomic concern, yet no accurate 
estimate of the vulnerability of coastal communities exists“ Sea level rise, as a potential 
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result of global warming (IPCC, 2001, 2007) will have an impact on coastal areas, 
particularly in terms of: 
 inundating  low-lying coastal regions 
 changing the  frequency and  intensity of storms, with an increase (in both 
temporal and spatial distribution) of storm surges 
 enhancing coastal erosion, multiplying the number of coastal landslides as well 
as increased groundwater and fluvial flooding 
 saltwater intrusion into the water table. 
Kerle and Ebert (2011) found that: “The threat of projected sea-level rises endangering 
megacities in coastal areas is at times compounded by large-scale subsidence, typically 
resulting from excessive ground water extraction, such as in Jakarta or Bangkok“. 
Hence, in general we face more people exposed to zones of hazardous terrain and 
consequently the risk of disaster will increase (e.g. Angel et al., 2011; McGranahan et 
al., 2007; Nicholls, 2002; Pelling, 2003; Walter, 1994).  
1.4 Disaster and Other Terminology used in this Thesis 
Apart from the general definitions outlined by the United Nations International Strategy 
for Disaster Reduction (UNISDR, 2009), Appendix G, the following terms are used and 
defined here: 
 Free and open-source software (FOSS) is linked to the Free Software 
Definition, written by Richard Stallman and published by Free Software 
Foundation (FSF, 2014). In this definition FOSS is a: “software that ensures 
that the end users have freedom in using, studying, sharing and modifying that 
software.” Following this approach the modern definition has four points. It 
defines free software by whether or not the recipient has the following four 
freedoms (GNU.org, 2015): 
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 The freedom to run the program, for any purpose (freedom 0). 
 The freedom to study how the program works, and change it so it does your 
computing as you wish (freedom 1). Access to the source code is a 
precondition for this. 
 The freedom to redistribute copies so you can help your neighbour  
(freedom 2). 
 The freedom to distribute copies of your modified versions to others 
(freedom 3). By doing this you can give the whole community a chance to 
benefit from your changes. Access to the source code is a precondition for 
this. 
However, this definition limits ‘FOSS’ to what is widely called “Open-Source Software 
(OSS)” and hence excludes freely available software – where the source code is not 
publicly available but which might be useful. The aim of this project is to incorporate 
free software, free in the meaning of ‘for no costs’ (or as in ‘free beer’). FOSS in the 
context of this research project stands for ‘Freeware and Open Source Software’. The 
result is that software is considered even when the source code is not available but the 
software can be obtained, e.g. from the Internet, free of charge. The opposite of FOSS, 
in the understanding of Freeware and Open-Source Software, is proprietary software, in 
this thesis also termed ‘commercial software’. This kind of software is copyrighted and 
the source code is hidden from the users, so that the rights holders (the software 
publishers) can sell binary executables for profit. 
 Geoinformatics is the catch-all term sumarizing software and data associated 
with remote sensing (RS), geographical information systems (GIS) and other 
geo-spatial technologies, such as the Global Positioning System (GPS). 
How these definitions are linked into this research and where geoinformatics can help is 
outlined in Table 1.1,while Figure 1.7 indicates how risk is the result of the interaction 
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of the hazard and vulnerability embedded in the various phases of the disaster 
management cycle.  
Table 1.1: How the concepts outlined are linked with this research and where 
geoinformatics can contribute. 
Susceptibility Vulnerability Hazard Elements at risk 
Susceptibility is 
the extent to which 
a population 
and/or 
infrastructure 
would suffer from 
a hazard if exposed 
to a hazard. 
Vulnerability takes into 
account both: the effect of 
exposure and the likelihood of 
exposure. 
 
Vulnerability = 
 (susceptibility x probability) 
 of a hazard occurring 
 
Considered in this project: 
physical vulnerability 
A situation 
that creates a 
level of 
threat to 
health, life, 
property 
and/or 
environment. 
Physical assets 
that are 
endangered by 
a hazard (e.g. 
buildings, 
infrastructure, 
critical utility 
“life-lines”). 
 
Databases regarding statistics 
of reoccurrences of hazards 
e.g. Em-DAT; Munich-Re etc. 
Coastal- 
flooding 
event, 
Tsunami, 
landslide etc. 
Mapped by 
ground 
surveys, 
interpretation 
of aerial 
photography, 
assessed from 
satellite 
imagery or 
virtual globes 
Translation in the context of this research project and mapping 
Susceptibility related features that can be mapped 
Elements at 
risk to be 
mapped 
Susceptibility Terrains 
Favouring coastal zone flooding: 
coastal flood plains, near-shore bathymetry and tsunami run-up area 
through coastal morphologies favouring tsunami, such as low-
gradient beaches, headlands and tombola 
 
(possibly) protecting a coastal zone flooding: 
coral reefs, beach ridges and mangrove forests 
Areas of 
residential, 
industrial, 
commercial 
and agricultural 
land-use (e.g. 
woodland) 
Critical 
infrastructure 
(major roads, 
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Anthropogenic Features 
populated areas (including density of housing and building types) 
 
Features supporting refuge & relief  
Included in the vulnerability mapping are refuge zones, such as 
local hills or reinforced concrete multi-storey buildings, which 
might provide shelter from tsunami and other types of floods. 
railways, 
bridges, ports, 
airports) 
The United Nations (1991) and UNDP define a concept regarding risk as follows: 
Risk = Hazard x Vulnerability    (equation 1.1) 
To avoid the impression of a linear relationship between the factors but still keep it 
simple, a notation of Risk as the function is preferable, such as: 
Risk = f{Vulnerability,  Hazard}   
for the conceptual idea there is: 
𝑽𝒖𝒍𝒏𝒆𝒓𝒂𝒃𝒊𝒍𝒊𝒕𝒚 =  𝑬𝒙𝒑𝒐𝒔𝒖𝒓𝒆 𝒙 𝑺𝒖𝒔𝒄𝒆𝒑𝒕𝒊𝒃𝒊𝒍𝒊𝒕𝒚
𝑪𝒐𝒑𝒊𝒏𝒈 𝑪𝒂𝒑𝒂𝒄𝒊𝒕𝒚   (White et al., 2005; equation 1.2) 
One could further distinguish in physical and social vulnerability as mentioned 
earlier. 
 
 
Figure 1.7: Risk as result of the interaction of the hazard and vulnerability embedded in 
the various phases of the disaster management cycle (Taubenboeck et al., 2008). 
Rather than thinking of a disaster cycle (e.g. Alexander, 1993; H. Taubenboeck et al., 
2008) or a sequence of cycles that repeats but with a larger time span among the 
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elements (Figure 1.8, e.g. van Westen, 2013) this research contributes to the thinking 
around a disaster spiral (Kalra et al., 2009). Effective disaster risk reduction and the 
corresponding pre-disaster risk mapping, for instance by using free geoinformatics, 
should in an ideal situation allow to open the disaster circle, making it a spiral with an 
open end and consequently allowing an exit from the circle of being hit by a disaster 
again and again (Figure 1.9). 
 
 
Figure 1.8: Disaster cycle and DRR development through time (source: van Westen, 2013). 
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Figure 1.9: The disaster management and a positive response spiral because of effective 
sustainable development (source: Kalra et al., 2009 - RICS). 
In general, looking at the frame work, the presented research sits well within the 
framework set by Birkmann et al. (2013), Figure 1.10. 
 
Figure 1.10: The MOVE Framework (source: Birkmann et al., 2013).  
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Chapter II – Digital Divide and Data Poverty 
 
2.1 Introduction and Background 
The term ‘Digital Divide’ became first widely known through a U.S. Department of 
Commerce report: “Falling through the Net: A Survey of the 'Have Nots' in Rural and 
Urban America” (National Telecommunications and Information Administration, 
1995). It was introduced to describe the gap between those who have - and those who 
do not have - access to computers, the Internet and the corresponding computer literacy 
(Hayward, 1995; International Federation of Red Cross and Red Crescent Societies, 
2005). Other terms used to describe that disparity include ‘information inequality’ or 
‘information gap’ (Van Dijk, 2006). Today the term ‘data poverty’ is often linked to 
economic growth (Buys et al., 2009; International Telecommunication Union, 2012a; 
World Bank, 2006). Baban et al. (Baban, Ramlal, & Al-Tahir, 2004; Baban, Thomas, 
Canisius, & Sant, 2008) have used the term ‘information poverty’ in the context of a 
lack of effective and reliable data and information, for hazard assessment and decision-
making of land-use planners in the Caribbean region. Huang and Chen (2010) and 
Hilbert (2011) provide a fairly recent discussion about the various aspects of the global 
digital divide. 
Information technologies play key roles in sustainable development and disaster 
risk reduction, facilitating the generation and dissemination of knowledge. There are 
many types of geospatial data, such as satellite images, measurements used for weather 
forecasts and storm warnings, the Global Positioning System (GPS) co-ordinates of land 
tenure boundaries, and the digital elevation models that provide 3-D views of 
landscapes in virtual globes, such as Google Earth and Bing Maps. Geoinformatics is 
used here as a catch-all term, for geospatial data and the technologies used to collect it, 
as well as the software for processing it. Many sets of free software and data are 
available, mostly via Internet downloads. They could be used for activities that assist 
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sustainable development, such as analysis of national census data, mapping types of 
farmland, monitoring of urbanisation, or the preparation of preparedness maps for 
Disaster Risk Reduction (Leidig & Teeuw, 2015). Of particular use for guiding 
decision-makers, are digital datasets that can be analysed and processed by 
Geographical Information Systems (GIS). Those decision-makers can range from 
farmers in remote regions, through to executive officers of government.  
It is obvious that socio-economic poverty results in greater vulnerability to the 
impacts of hazards and reduced resilience when disasters hit (Guha-Sapir, Hargitt, & 
Hoyois, 2004). According to Mutter (2006) “people in countries ranked among the 
lowest 20 percent in the Human Development Index are 10 to 1,000 times more likely to 
die in a natural disaster than people from countries in the top 20 percent”.  
Less widely recognised is the importance of information for sustainable 
development and disaster risk reduction, particularly the impacts of data poverty. 
As noted by the International Federation of Red Cross and Red Crescent Societies 
(2005): “Information is also a vital form of aid in itself. People need information as 
much as water, food, medicine or shelter. Information can save lives, livelihoods and 
resources. It may be the only form of disaster preparedness that the most vulnerable 
can afford. And yet it is very much neglected.“ Moreover, poor data affects even high-
profile international development efforts such as the Millennium Development Goals 
(MDGs). The MDGs were set by UN members to be achieved by 2015. However, 
according to a report by an independent UN advisory group published on November 6th 
2014, the figures used to track progress are unsteady. The availability of data on 55 core 
indicators for 157 countries has never exceeded 70% (The Economist, 2014). Tools and 
methods to monitor the progress in achieving the MDGs have been limited (Hsu, et al., 
2014). This is an issue that needs to be addressed with the Sustainable Development 
Goals (SDGs) and the Sendai Framework for Disaster Risk Reduction (SFDRR) 2015-
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2030, for which the DPI could be used as a monitoring mechanism. The targets for the 
SDGs must be measurable, based on recent research and most importantly need to apply 
to developed and developing countries (Griggs et al., 2013). The United Nation’s 2005 
Hyogo Framework proposed five action areas (United Nations - International Strategy 
for Disaster 2007):  
(1) making DRR a policy priority, with more community involvement;  
(2) more risk assessment and early warning systems;  
(3) improved education, information and public awareness;  
(4) reducing underlying risk factors;  
(5) better preparedness and effective response.  
Geospatial data and geoinformatic technologies are of use for all of the Hyogo actions: 
reducing the data poverty of individuals and communities will reduce their 
vulnerability, making them better prepared for disasters and more resilient to their 
impacts, thus reducing disaster risk. The SFDRR and the latest Intergovernmental Panel 
on Climate Change (IPCC) Working Group reports (Intergovernmental Panel on 
Climate Change, 2014a, 2014b) claim that exposure to disaster, of persons and assets 
(e.g. buildings, critical infrastructure), in all countries will increase in frequency and 
intensity (UN General Assembly, 2015). Moreover, in particular the year 2015 is 
important for global policy due to three United Nations processes:  
(1) the search for a long term agreement on dealing with greenhouse gases,  
(2) the finalization and adoption of the Sustainable Development Goals and  
(3) the development of a successor of the Hyogo Framework for Action as a global 
disaster risk reduction plan.  
There is a link for all of them with respect to sustainable development, poverty, 
vulnerability, and disasters (Kelman et al., 2015). In summary: Current and emerging 
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socio-economic and social-ecological system dynamics require a new set of easy to 
apply monitoring tools (Benson & Craig, 2014; Griggs et al., 2013). 
Organisations dealing with sustainable development generally require easy-to-use 
and quick to implement indicators to quantify poverty and to measure the impact of 
their programs and decisions. However, finding detailed metrics is challenging, due to a 
lack of resources, time and expertise (Desiere et al., 2015). There is a need for 
standardized indicators to evaluate the impacts of development programmes. Ideally, 
such indicators follow the SMART criteria (Poister, 2008; The European Evaluation 
Network for Rural Development 2014):  
 Specific,  
 Measureable,  
 Available cost-effectively,  
 Relevant and  
 Timely available.  
Traditional measurements require paper-based questionnaires that are slower to process 
and more costly to produce than digital surveys and metrics. The digital approach of the 
Data Poverty Index provides a rapid low-cost method for annual evaluations of global 
access to digital data, using national metrics that are currently freely available. 
In this chapter the Digital Divide concept is examined in the context of our 
increasingly digital world, in which a vast amount of data is now provided via the 
Internet and with over 75% of the world population owning a mobile phone (The World 
Bank, 2012). Data poverty thus reflects the ability to access online data, information 
and resources such as teaching materials, as well as the capability to share data and 
information.  
The second part of Chapter 2 investigates the ability of countries to access data and 
information, examining developments between 2009 and 2013. The DPI focuses on 
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technological aspects but also considers the provision of university education. The time 
series analysis is carried out on the DPI to examine the dynamic state of the present 
global digital divide. The DPI, presented in this chapter, provides an open-source means 
of annually evaluating global access to data and information. It can be used to monitor 
aspects of data and information availability on global and national levels, with potential 
application on local (district) levels. Access to data and information is a major factor in 
disaster risk reduction, increased resilience to disaster and improved adaptation to 
climate change. In that context, the DPI could be a useful tool for monitoring the 
Sustainable Development Goals of the Sendai Framework for Disaster Risk Reduction 
(2015-2030).  
The comparably simple calculation of the DPI provides a rapid method for annual 
analysis, addressing the challenges that many developing countries face with regard to 
the adequate, timely and sustainable provision of data and information, through 
technology transfer and capacity building. The DPI directly links to the SFDRR disaster 
risk communication aspect, which aims to “Promote and enhance, through 
international cooperation, including technology transfer, access to and the sharing and 
use of non-sensitive data, information [...] communications and geospatial and space-
based technologies and related services [...] strengthen the utilization of media, 
including social media, traditional media, big data and mobile phone networks, to 
support national measures for successful disaster risk communication” (UN General 
Assembly, 2015). 
Freely available software, addressed in Chapter 3, can support the development of 
user-friendly systems and services for the exchange of data and information to assist 
sustainable development and disaster risk reduction on local, district, national, regional 
and global levels. Sustainable usage of free data and the free software for data 
processing is dependent on the provision of freely-available training and education, 
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which is also evaluated in the Data Poverty Index (Leidig & Teeuw, 2015; Steiniger & 
Hunter, 2013; Teeuw et al., 2012; Teeuw et al., 2009). 
Satellite imagery is becoming increasingly accepted as a major source of data for 
mapping and monitoring earth-surface features, such as land cover types or hazardous 
terrain, particularly areas that are remote or inaccessible (van Westen, 2013; Witze, 
2013). Disaster response has become a prominent application domain of satellite 
imagery, as seen in disasters such as the Indian Ocean Tsunami (2004), the Haiti 
earthquake (2010), and Typhoon Hayan (2013). During the past decade, archives of 
satellite imagery with near-global coverage have become freely available via the 
Internet, such as the Global Digital Elevation Model (GDEM), the USGS LANDSAT 
archive and the SENTINEL Archive of the European Space Agency (Butler, 2014; 
Wulder & Coops, 2014). These geospatial data archives enable the production of 
disaster preparedness maps that can highlight districts at risk of disaster and guide 
emergency planners.  
Modern desktop and laptop computers are powerful enough to run software for 
geospatial analysis and map-making, using geoinformatic data, with much of the 
software and training material freely available via Internet downloads (Leidig & Teeuw, 
2015; Teeuw et al., 2012). However, access to the Internet varies considerably, both 
internationally and within individual countries. While the Internet offers huge 
possibilities for the global transfer of data and information, access to the Internet is not 
evenly distributed: that is a limitation on sustainable development that is examined here.  
2.2 Methodology 
2.2.1 Methodology Data Poverty Index – 1 (single year approach)  
The input data for the Data Poverty Index is entirely derived from currently freely 
available sources. The majority of the input data sets were obtained from the World 
Bank website (http://data.worldbank.org/), which provides data that tends to be more 
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up-to-date than data from the United Nations website (http://data.un.org). Data on the 
World Bank and UN website are typically updated, at least, yearly. Information for the 
Internet-speed comes from the Net-Index website (http://www.netindex.com/) to ensure 
data independent of governments (A. Hsu et al., 2014). Currently the Net-Index data set 
is freely accessible via the Internet and daily or monthly average Internet speeds can be 
downloaded from its permanent archive, for all countries. Unfortunately, there is no 
guarantee that data from commercial companies will remain always freely available. 
Not all datasets are freely available on a regular basis, for instance data regarding 
mobile phone coverage. The data regarding mobile phone networks was obtained from 
the World Bank website but originates from the International Telecommunication 
Union (ITU). The ITU datasets tend to only be freely available online for a limited 
amount of time. The most recently available datasets have been used to calculate, map 
and visualise global data poverty. The following indicators and sources have been used 
(Table 2.1): 
 
Table 2.1: Data Poverty Index input data and their source. 
Indicator 
Most recent 
data available 
and used (year) 
Data Source 
Internet Speed 
- Upload Speed  
[kbps -> Mbps] 
- Download Speed  
[kbps -> Mbps] 
10.12.2013 http://www.netindex.com/ 
Hardware 
(households with a 
 computer [%]) 
2013 
http://data.worldbank.org/ 
(reference to ITU as original source) 
Mobile Devices 
- Mobile Phone 
Subscriptions 
(Mobile cellular 
Subscriptions per 100 
people (2013)) 
2012 and 2013 
http://data.worldbank.org/  
(reference to ITU as original source) 
gaps (missing data) filled with data (same 
year) from: http://data.un.org 
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Indicator 
Most recent 
data available 
and used (year) 
Data Source 
- Mobile Network 
Coverage 
(Telephones quality; 
Population covered by 
mobile cellular network; 
% (2012)) 
Internet Users 
(Individuals using the 
Internet; % of population 
(2013) 
2013 
http://data.worldbank.org/  
(reference to ITU as original source) 
gaps (missing data) filled with data (same 
year) from: http://data.un.org 
Education 
- Number of Universities 
(WHED & 4icu.org data 
 from 2014) 
 
- Population 
(millions, 2013) 
 
- People in tertiary 
education 
2012 to 2014 
 
World Higher Education Database;  
missing data filled with data from: 4icu.org 
 
 
http://data.un.org 
 
http://data.worldbank.org/;  
missing data filled with data from: 
http://data.un.org 
 
For the calculation of the DPI the most recent data available was used. Nevertheless, 
Table 2.1 indicates that the data is not updated as frequently as one might expect and 
wish. As of July 2015 no updated data, (except for the daily Internet Speeds from Net-
Index), was available to perform a calculation for 2014. Apart from trust worthiness 
issues with data provided by governments (A. Hsu et al., 2014), this is a clear indication 
why governmental and data from multinational institutions is in general less favourable 
than (raw-) data from the private sector. While there might be yearly updates, at least 
with the World Bank data, this might not always be in a timely manner. 
The Data Poverty Index has five categories (Figure 2.1) which are described below: 
(1) Internet speed - a reliable and fast Internet connection is needed to download data; 
to share and/or upload data; e.g. to view or contribute to social media and volunteered 
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geographic information (VGI) initiatives, such as crowd-source mapping (Goodchild & 
Glennon, 2010; Yates & Paquette, 2011; Yin et al., 2012). 
The download speeds used in this evaluation range from 0.55 Mbps to 69 Mbps.  
To obtain a fair comparison of the countries, a download speed of 10 Mbps or greater 
has been allocated the highest score (i.e., 1.0) in the Internet Speed/Download category. 
This equates to downloading a DVD (4.7 GB) in 60 minutes. The data download score 
classes are based on the authors’ experience with geoinformatic fieldwork, training and 
conferences in many countries, from Europe to Africa, Asia and the Caribbean, where 
slow (sometimes non-existent) download speeds severely limited the amounts of data, 
software or training materials that could be accessed for disaster risk reduction projects. 
That the thresholds for the Internet speeds are reasonable, is further illustrated by the 
equipment of a major UK Fire and Rescue Service (Hampshire: HFRS), which currently 
uses equipment that allows a transmit and receive data rate of 492Kbps. HFRS also uses 
the 2G (GPRS) to 3G (HSPA) wireless broadband standard. The 3G standard 
theoretically allow a download rate of 7.2 Mbps, but that is rarely met, in particular 
during an emergency response: 2-3 Mbps is typical. Faster wireless broadband, such as 
4G (LTE), is currently not extensively used in disaster response situations, not least due 
to insufficient network coverage. In addition, Gartner (2015) found that: “Although 4G 
service prices are likely to fall to 3G levels to make them more affordable, 3G networks 
will continue to fuel worldwide data growth during the next five years.” Another major 
issue for emergency responders in the aftermath of a disaster is slower speed in mobile 
networks because of concurrent usage.  
Internet upload speed limits the dissemination and sharing of information and data. 
The maximum threshold for the upload speed was set to 1 Mbps. This is equivalent to 
7.5 Mb per minute, which is the time required for the upload of two to three 12 mega-
pixel digital pictures per minute. Access to the Internet and related technology can 
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facilitate data management and dissemination including the use of social media and 
access to online VGI initiatives. For the calculation the original values in kbps have 
been converted to Mbps before feature scaling and the further calculation of the DPI. 
(2) Hardware - the percentage of population possessing a computer indicates the level 
of technological understanding and the likely information and communication 
technology (ICT) training requirements for a given country or region. It also indicates 
the potential of a country’s population to access online maps, or to assist with the 
production of such maps, e.g. for disaster preparedness mapping.  
(3) Mobile-Device availability – this is based on mobile phone subscriptions per 100 
people and mobile network coverage (percent of population covered by mobile cellular 
networks). This influences the potential of a country to get early warnings, for instance 
of adverse weather that might affect farmers or fisher folk (Ikoja-Odongo & Ocholla, 
2003); it can also contribute to disaster response efforts, as in the aftermath of the Haiti 
earthquake (Yates & Paquette, 2011).  
For countries that had data for mobile phone subscriptions, but no data for network 
coverage, we used this rule: if the percentage of subscriptions was larger than 100%, 
then it equated with a network coverage of 95%; otherwise the network coverage 
equalled in the percentage of mobile phone subscriptions. The rationale being that, in 
the entire dataset, when the percentage of phone subscriptions was more than 100% 
(meaning that a number of people must have at least two mobile phones), then there was 
at least 96% network coverage. Countries having more than 100% in the mobile phone 
subscription category scored the full value of 1.0.  
(4) Internet usage – this is the percentage of individuals in a given country using the 
Internet. It indicates the proportion of a national population familiar with the Internet 
and how many people are likely to benefit from Internet-delivered resources. 
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(5) Education – derived from the tertiary education enrolment ratio (World Bank, 2012) 
and the quotient of the number of universities in a country, relative to the population of 
that country. This variable indicates the level of potential ‘computer literacy’ and hence 
provides an indication of the understanding of geoinformatic data and technologies, 
such as GPS or GIS, in a given country.  
Previous studies (e.g. Huang & Chen, 2010, Dholakia et al., 2003, Tellis et al., 
2003) established that the uptake of new technology is higher and earlier, the more 
educated people exist. Since the usage of Internet requires some skills and technological 
understanding (computer and technological literacy) a country’s general educational 
level is considered to be a significant determinant of the speed and distribution of 
Internet in the country over time (Hargittai, 1999). Therefore, Huang and Chen (2010) 
argue that: “a wider digital divide occurs between two countries that have a wider gap 
of education levels.” Since, in particular in developing countries, the majority of 
research related to hazards and disaster is performed at universities, the DPI uses 
tertiary education to acknowledge this. 
The information about university provision was obtained from the World Higher 
Education Database (World Higher Education Database (WHED), 2014) and the 
4icu.org website (4icu.org, 2014). To remove extreme values for small countries that 
have one university for relatively few inhabitants (e.g. San Marino) and to ensure a fair 
representation when comparing with other countries, the feature scaling was capped at 
10, which results in the top-scoring countries having at least one university per 100,000 
people. Nonetheless, there is a systematic error with the data used in ‘Number of 
Universities’ since the number of universities obtained from the WHED and 4icu 
website do also count universities dealing only with art, music, film, medicine or other 
specific subjects which do not link to the wider field of disaster management. At the 
present, the data obtained does not allow for correction of this issue. However, this error 
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exists for all countries where the number of universities could be obtained. Generally, 
people attending any kind of tertiary education should be considered intelligent enough 
that they have or could be trained to perform e.g. simple hazard mapping. The potential 
to train people is the important aspect why the ‘Number of Universities’ was kept in the 
index- despite the known issue. 
 
Figure 2.1: Family tree of the dataset input to calculate the Data Poverty Index. 
For the calculation of the Data Poverty Index, all input data was feature-scaled to 
provide a comparable representation of the individual variables. Feature scaling is a 
standard method in data processing also known as ‘data normalization’. Applied here 
was the simplest method to rescale the input variables in the range of [0, 1]. The 
formula used is: 
𝒙′ = 𝒙−𝐦𝐢𝐧(𝒙)
𝐦𝐚𝐱(𝒙)−𝐦𝐢𝐧(𝒙) ,   (equation 2.1) 
where x is the original value and x’ is the normalized value. The calculated Data 
Poverty Factor was subtracted from the maximal score of 5 to obtain a nominal range of 
values [0, 5] for the Data Poverty Index (low values for minor data poverty, high values 
for severe data poverty).   
When calculating the DPI, there is currently no evidence to support any one feature 
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being weighted more highly than another, consequently no further scaling, weighting or 
ranking was applied to the Data Poverty Index variables. The allocation of weightings is 
an aspect of the DPI that requires more research. Detailed analysis of optimal 
weightings is beyond the scope of this preliminary study.  
However, to better understand the relationship of the factors used for the DPI 
calculation some statistics (Pearson correlation) have been performed on the data from 
152 countries (Table 2.2).  The strong correlation between Hardware and Internet-
Users, indicates (not surprisingly) that PCs are used to access the Internet. For all other 
combinations there are weak to moderate, but significant, correlations. 
Table 2.2: Statistical assessment of the DPI factors. The number of samples (countries 
with complete datasets) is 152.   
Factor 
combi-
nation 
Pearson 
Coefficient 
R 
Determi-
nation 
Coefficient R2 
t-value p-value 
tcrit for 
p=0,05 
(one 
tailed) 
t > 
tcrit 
critical 
value for 
R 
(p=0,05) 
1/2 0,58 0,33 8,66 3,56E-15 1,66 True 0,13 
1/3 0,60 0,36 9,16 1,83E-16 1,66 Ture 0,13 
1/4 0,31 0,10 4,03 4,39E-05 1,66 True 0,13 
1/5 0,55 0,31 8,15 6,62E-14 1,66 True 0,13 
2/3 0,94 0,89 34,14 6,38E-73 1,66 True 0,13 
2/4 0,52 0,27 7,40 4,40E-12 1,66 True 0,13 
2/5 0,70 0,49 12,05 4,01E-24 1,66 True 0,13 
3/4 0,52 0,27 7,45 3,42E-12 1,66 True 0,13 
3/5 0,70 0,49 12,06 3,79E-24 1,66 True 0,13 
4/5 0,47 0,22 6,54 4,61E-10 1,66 True 0,13 
  
        Factor 1: Internet Speed Factor 
     Factor 2: Internet Users Factor  
     Factor 3: Hardware Factor 
     Factor 4: Mobile Devices Factor 
     Factor 5: Education Factor 
     
Nevertheless, discussion at conferences and the fact that the relative importance of a 
single variable might vary from application to application and between different disaster 
situations indicates that no artificial weighting should be applied. For instance, the data 
requirements differ for long-term sustainable development versus those of rapid disaster 
responses. Internet speed and mobile phone usage are very important for search and 
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rescue activities after earthquakes. But for sustainable development applications, the 
‘Education’ or ‘Hardware’ variables, indicating ability to make use of digital 
information, might play a more significant role ( Teeuw et al., 2008). In contrast, the 
weighting applied by the International Telecommunication Union (2012a) is partly 
based on if a “sub-index is based on a proxy indicator” - which appears to be arbitrary. 
No indication is provided why it is e.g. 20% in their ‘skills sub-index’ and not 10%, 
15% or 25%. Not to apply a weighting is likely to provide a ‘fairer’ representation of an 
index or sub-index. Moreover, this would be an easy to apply change if further research 
indicates the need for adjustment. In addition, the United Nations University found in 
their World Risk Report 2014 , in their methodology amendment to the report, that: 
“the expert weights relating different indicators to each other were, for most cases, not 
significantly different from equal weights“  (United Nations University, 2014). 
Variables such as the number of Internet User and Mobile Phone Subscriptions 
have been used in indices before. For instance the UN World Risk index (2011-14) or 
the 2012 ITU report (International Telecommunication Union, 2012a) on measuring the 
information society. The 2012 ITU report linked information technology variables to 
national GDP, rather than the possibility of a country accessing data for disaster 
preparedness or disaster response; furthermore the report is not updated regularly to 
allow monitoring of developments. The ITU report and the World Risk Index contain 
important variables, such as on mobile phone network coverage, or the percentage of 
insurance coverage. However, neither were considered in the development of the DPI 
factor because those datasets are either not available publicly, not freely available, or do 
not exist for the study period (2009 – 2013). Last but not least, the UN World Risk 
Index (Alliance Development Works, 2013) lacks normalisation for reliable 
comparisons. 
Rather than working with numerical class boundaries, expert discussions found that 
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verbal expressions for the class boundaries are perceived better, in particular when 
talking to non-domain experts about the data poverty concept and its implications. The 
following class boundaries have been identified: 
DPI- Scores:   < 1.21           - high data-poverty 
             1.21 – 2.42   - above average data- poverty 
              2.42 – 3.62    - below average data-poverty 
              > 3.62           - low data-poverty 
 
The number of countries in each class differs. Countries in the World Bank’s high 
income class have the most complete sets of data for the DPI calculation.  Of the 
countries with a complete dataset: 54 are high-income, 41 are upper-middle-income, 38 
are lower-middle-income and 19 are low-income. For low and lower-middle income 
countries, it would be particularly beneficial if the World Bank and UN could 
encourage them to provide the required data for calculating the DPI in future, so that 
their ICT development can be monitored.  
2.2.2 Methodology Data Poverty Index – 2 (time series 2009 – 2013) 
The methodology of the time series DPI analysis follows in principle the methodology 
outlined in Chapter 2.2.1 Methodology Data Poverty Index – 1 (single year approach) However, it had to be further simplified because some of the indicators, 
such as the information about mobile phone network coverage or information about the 
households with a PC is not freely available for the entire time frame (2009-2013) we 
analysed. The majority of this data, a long with potential other indicators that could 
enhance the DPI further are available from the International Telecommunications Union 
(ITU) but not for free. 
The revised family-tree for the input of the time series DPI is presented in Figure 2.2. 
 41 
 
Figure 2.2: Family tree of data inputs to calculate the time series of the Data Poverty Index. 
Internet upload speed limits the dissemination of information and data, the use of social 
media and access to VGI initiatives. The maximum threshold for the Internet 
Speed/Upload category was set to 1 Mbps. This is relatively low, but over the 5-year 
study period 1 Mbps was progressively reached by the majority of countries and is 
realistic. Moreover, experiences show that in many parts of the world it is fairly 
optimistic to reach this speed on a constant and every day basis. 
Every year the number of countries with a complete dataset was increasing. 
However, to create the time series and for comparison only countries with a complete 
dataset in each year between 2009 and 2013 has been considered. 
Although the class boundaries identified in DPI-1 (Chapter 2.2.1) proved to be 
useful and reliable, with the simplification of the DPI calculation for the time series the 
class boundaries have been simplified accordingly:  
Data Poverty Factor 
5,00 - 3,75  = 100% - 75%  - low data poverty 
3,75 – 2, 50 = 75% - 50 %  - below average data poverty 
2,50 – 1,25 = 50% - 25%  - above average data poverty 
1,25 – 0      = 25% - 0 %   - high data poverty 
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Data Poverty Index 
0 – 1.25          - low data poverty 
1,25 – 2,50     - below average data poverty 
2,50 – 3,75     - above average data poverty 
> 3,75             - high data poverty 
These class boundaries proved as suitable as the once previously identified. Although 
some tests of suitable class boundaries have been performed these class boundaries are 
empirical and expert knowledge based and might be subject to changes in future 
research. 
To minimise the chance of error and to ensure that only countries with a complete 
dataset have been used, control functions (if/ or functions etc.) have been used while 
running the numbers in Microsoft Excel. The same functions exist in LibreOffice and 
OpenOffice in case the calculations need to be redone without having access to 
Microsoft products. In the Appendix B there are the corresponding tables, indicating for 
which countries and year there is a complete dataset. After calculating the DPI for every 
country, only countries with a complete dataset for the entire time series (2009 – 2013) 
have been used for further analysis such as to determine the global averages. For a 
comparison of the values of each year the calculated values have been normalized - 
using the following approach: 
𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅 𝑫𝑷𝑰 = 𝑫𝑷𝑰 − 𝒂𝒗𝒆𝒓𝒂𝒈𝒆 𝒈𝒍𝒐𝒃𝒂𝒍 𝑫𝑷𝑰  (equation 2.2) 
Using the inputs from the DPI a simple analysis of the ‘Internet Development’ between 
2009 and 2013 was performed. The result is termed ‘Internet Development Factor’ 
(IDF). For that analysis only the Internet related factors, normalized values for Internet 
upload- and download speed and the number of Internet users, have been used. The 
equation used is: 
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𝐼𝐷𝐹 =   𝑈𝑝𝑙𝑜𝑎𝑑 𝑆𝑝𝑒𝑒𝑑 +  𝐷𝑜𝑤𝑛𝑙𝑜𝑎𝑑 𝑆𝑝𝑒𝑒𝑑 + 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐼𝑛𝑡𝑒𝑟𝑛𝑒𝑡 𝑈𝑠𝑒𝑟𝑠3  
(equation 2.3) 
 
The result is a value in the range of 0 to 1 for 2009 and 2013 that is compared to see the 
change. It is obvious that for higher developed countries the expected changes are 
smaller than for less developed countries where for instance the number of Internet 
users could be improved much easier and faster – meaning: they are starting from a 
lower base. 
2. 3 Results 
2.3.1 Results Data Poverty Index – 1 (single year approach)  
 
Figure 2.3: Global Data Poverty for 2013, by nation states and the locations of the 50 most 
populated cities. 
The Data-Poverty Index provides results for 189 of the 214 countries listed by the 
World Bank. Of the countries that had data available for analysis, 152 have a complete 
data set; 37 had a near-complete data set, of which 11 have half of a variable-pair 
missing, usually the data about tertiary education or university provision; 18 are missing 
one variable, mostly the Internet download/upload speed; and 8 are lacking data for 
‘one and a half’ variables (Appendix B). In the year 2013, the selected threshold for the 
Internet Upload speed could be achieved by the majority of countries (171 of 192). The 
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exchange with members from MapAction and the Urban Search and Rescue team of the 
Hampshire Fire Service indicate that this is a realistic threshold which is not even met 
everywhere on the world, in particular not in a disaster response situation.  
In the resulting global Data Poverty map (Figure 2.3), countries with incomplete 
data are indicated, along with countries for which there was insufficient relevant data. 
Table 2.3 indicates results for selected countries, including the highest and lowest 
scores. 
Table 2.3: Some example scores of the Data Poverty Index (DPI) and relationships to the 
World Bank income classification. 
Top Scores Bottom Scores 
Country Score (max. 5) Country Score (max. 5) 
1. Iceland 0.17 .. 83. China* 2.05 
2. Norway 0.36 .. 109. Indonesia 2.75 
3. Finland 0.39 .. 114. Nigeria 2.88 
4. Estonia 0.51 .. 129. India 3.16 
5. Denmark 0.52 .. 142. Benin 3.49 
.. 8. U.S.A 0.55 148. Congo, Dem. 3.67 
.. 17. United Kingdom 0.71 149. Malawi 3.72 
.. 21. Germany 0.76 150. Yemen 3.78 
.. 23. Japan 0.77 151. Myanmar 3.95 
.. 39. Russia 1.04 152. Burkina Faso 4.04 
* China Mainland, excluding Macao and Hong Kong 
Note: Only countries with a complete dataset have been considered. 
Considering the results of the DPI analysis (Figure 2.3 and Table 2.3) there can be seen 
that African countries tend to score below average, as does most of South-East Asia. 
Conversely, South and Middle America, as well as East Asia, generally score above 
average. North America, Europe, Australia, Russia and parts of Arabia, tend to have 
little data poverty. Individual scores, for the top-scoring and bottom-scoring countries, 
are given in Table 2.3. Summary scores for the Data Poverty Index, relative to the 
income classification of the World Bank, are shown in Table 2.4.  
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Table 2.4: Summary scores for the Data Poverty Index, relative to the income 
classification of the World Bank 
World Bank income classification (2014) Data Poverty Index Range 
Low-income countries 4.04 – 2.62 
Lower-middle income countries 3.78 – 1.41 
Upper-middle income countries 3.32 – 0.97 
High-income countries 1.53 – 0.17 
Scores: < 1.21          - high data-poverty 
            1.21 – 2.42   - above average data- poverty 
            2.42 – 3.62   - below average data-poverty 
            > 3.62          - low data-poverty 
 
Note: Only countries with a complete dataset have been considered. 
Analysing the Data Poverty Index in relation to World Bank’s income classes with a 
box-whisker plot (Figure 2.4) indicates that there are no outliers among the classes. 
 
Figure 2.4: The Data Poverty Index in relation to World Banks Income classification.   
The ends of the whisker are set at 1.5*Interquartile Range (IQR) above the third quartile 
(Q3) and 1.5*IQR below the first quartile (Q1). 
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The median in the Box-Whisker plots for low and low-middle income countries is 
towards the higher end of the DPI (high data poverty) while for upper-middle income 
and high-income countries it is at the lower end (low data poverty). There is a transition 
among the DPI scores of the lower-middle income class and upper-middle income class 
that indicates that data poverty can be, politically, addressed and improved even with 
limited resources. How much each factor contributes, on average, to the DPI score of 
the corresponding World Bank income class is presented in Figure 2.5 (with 
corresponding values in Table 2.5). 
 
Figure 2.5: Spider plot indicating the average contribution of each factor to the DPI score 
of the corresponding World Bank income class. 
Table 2.5: Overview of the average DPI factor scores compared to the World Bank income 
classification. 
World 
Bank  
Income 
Class  
Average 
Internet-
Speed 
Factor 
Average 
Hardware 
Factor 
Average 
Internet-
Users 
Factor 
Average 
Mobile 
Devices 
Factor 
Average 
Education 
Factor 
Average 
DPI 
Factor 
high 0,96 0,79 0,77 0,99 0,60 0,89 
upper-
middle 
0,78 0,41 0,42 0,95 0,41 2,02 
lower-
middle 
0,72 0,22 0,26 0,89 0,28 2,63 
low 0,67 0,05 0,09 0,70 0,09 3,40 
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Independent of the income class, countries score best in the Mobile Devices category, 
closely followed by the average Internet Speed Factor. The biggest discrepancies exist 
with the Hardware Factor, which is closely linked to the Internet-Users Factor: people 
with PCs using them to access the Internet. The Education Factor has significant 
differences among high and low-income countries; the lowest scores are also found in 
the Educational Factor: this is also where high-income countries have most potential to 
improve. Further improvements in the overall DPI score for many developing countries 
are likely to happen with the increased use of PCs and hence the probable increased 
access to the Internet and its digital resources (e.g. data, software, training). 
A more detailed evaluation of the DPI calculation results is performed with the help 
of Box-Whisker-Plots, by means of the different indicators of the DPI. In this analysis 
only countries with a complete dataset have been considered. The analysis revealed that 
not all countries in a certain income class are equal and that the differences are, 
depending on the analysed indicator, significant. In Figure 2.6 to Figure 2.16 the 
statistically outliners (positive) or negative are identified.  
 
Figure 2.6: Box-Whisker-Plot of the normalized Internet download speed. The ends of the 
whisker are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 
1.5*IQR below the first quartile (Q1). 
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High-income countries not meeting the top score of the ‘Internet Download Speed’ 
indicator, termed ‘outliers’ in the box-whisker-plot statistic: 
1. Antigua and Barbuda 8. Greece  
2. Bahrain 9. Italy 
3. Barbados 10. Kuwait 
4. Bermuda 11. Oman 
5. Brunei Darussalam 12. Puerto Rico 
6. Croatia 13. Qatar 
7. Cyprus 
 
 
 
Figure 2.7: Box-Whisker-Plot of the normalized Internet upload speed. The ends of the 
whisker are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 
1.5*IQR below the first quartile (Q1). 
The outliers identified for the ‘Internet Upload Speed’ indicator are: 
 For LICs:  
1. Afghanistan 3. Burkina Faso 
2. Benin 4. Gambia 
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 For LMICs: 
1. Egypt, Arab Republic 4. Sri Lanka 
2. Guyana 5. Syrian Arab Republic 
3. Morocco 6. Yemen, Republic 
 
 For UMICs: 
1. Algeria 4. Peru 
2. Cuba 5. Venezuela, R.B. 
3. Lebanon  
 
 
Figure 2.8: Box-Whisker-Plot of the normalized Internet speed factor. The ends of the 
whisker are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 
1.5*IQR below the first quartile (Q1). 
 
The outliers identified for the ‘Internet Speed Factor’ are: 
 For LICs: 
1. Benin 2. Burkina Faso 
 For LMICs: 
1. Syrian Arab Republic 2. Yemen, Rep. 
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 For HICs: 
1. Antigua and Barbuda 8. Greece  
2. Bahrain 9. Italy 
3. Barbados 10. Kuwait 
4. Bermuda 11. Oman 
5. Brunei Darussalam 12. Puerto Rico 
6. Croatia 13. Qatar 
7. Cyprus  
 
 
 
 
 
Figure 2.9: Box-Whisker-Plot of the normalized hardware factor. The ends of the whisker 
are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 1.5*IQR below 
the first quartile (Q1).     
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Figure 2.10: Box-Whisker-Plot of the normalized Internet users factor. The ends of the 
whisker are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 
1.5*IQR below the first quartile (Q1). 
The (positive) outlier identified for the ‘Internet Users Factor’ is: 
1. Kenya 
 
 
 
Figure 2.11: Box-Whisker-Plot of the normalized mobile phone subscriptions. The ends of 
the whisker are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 
1.5*IQR below the first quartile (Q1).   
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The outliers identified for the ‘Mobile Phone Subscription’ are: 
 For UMICs: 
1. Angola 6. Iran, Islamic Republic 
2. Belize 7. Lebanon 
3. Bosnia and Herzegovina 8. Mexico 
4. China 9. Turkey 
5. Cuba  
 
 For HICs: 
1. Andorra 4. France 
2. Canada 5. Puerto Rico 
3. Cyprus 6. United States 
 
 
Figure 2.12: Box-Whisker-Plot of the normalized mobile phone network coverage. The 
ends of the whisker are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) 
and 1.5*IQR below the first quartile (Q1). 
The outliers identified for the ‘Mobile Phone Network Coverage’ are: 
 For LICs: 
1. Myanmar 
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 For LMICs: 
1. India 4. West Bank and Gaza 
2. Lao PDR 5. Zambia 
3. Papua New Guinea  
 For UMICs: 
1. Angola 3. China 
2. Belize  
 For HICs: 
1. Bermuda 6. Latvia 
2. Brunei Darussalam 7. New Zealand 
3. Chile 8. Norway 
4. Denmark 9. Puerto Rico 
5. Finland 10.Russian Federation 
 
 
Figure 2.13: Box-Whisker-Plot of the normalized of the mobile device factor. The ends of 
the whisker are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 
1.5*IQR below the first quartile (Q1).      
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The outliers identified for the ‘Mobile Device Factor’ are: 
 For LMICs: 
1. Papua New Guinea 
 
 For UMICs: 
1. Angola 5. Iran, Islamic Republic 
2. Belize 6. Lebanon 
3. China 7. Mexico 
4. Cuba  
 
 For HICs: 
1. Andorra 3. Canada 
2. Puerto Rico  
 
 
 
Figure 2.14: Box-Whisker-Plot of the normalized tertiary education. The ends of the 
whisker are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 
1.5*IQR below the first quartile (Q1).    
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The (positive) outliers identified for the ‘Tertiary Education’ are: 
 For LMICs: 
1. Ukraine 2. Mongolia 
 
 
 
Figure 2.15: Box-Whisker-Plot of the normalized universities per million population. The 
ends of the whisker are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) 
and 1.5*IQR below the first quartile (Q1). 
The (positive) outliers identified for the ‘Number of Universities per million 
Population’ are: 
 For LICs: 
1. Cambodia 
 
2. Tajikistan 
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Figure 2.16: Box-Whisker-Plot of the normalized education factor. The ends of the 
whisker are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 
1.5*IQR below the first quartile (Q1). 
The (positive) outliers identified for the ‘Tertiary Education’ are: 
 For LICs: 
1. Tajikistan 2. Cambodia 
The outliers identified for the ‘Tertiary Education’ are: 
 For HICs: 
1. Kuwait 3. Trinidad and Tobago 
2. Qatar  
 
Although there are gaps in the datasets obtained from the World Bank and United 
Nations, the results of this study indicate the potential of the DPI to monitor the sharing 
of digital data and information. Unlike the World Risk Index (United Nations 
University, 2014), all the datasets used with the Data Poverty Index are currently freely 
available, with annual updates. Moreover, the important Internet Speed factor is 
relatively independent of potential government interference (Griggs et al., 2013). 
Hence, it should be possible to monitor annual changes in access to digital information 
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via the DPI, which would make it a potential metric for monitoring the Sustainable 
Development Goals (A. Hsu et al., 2014). The DPI could be combined with World 
Bank’s ‘Index of Risk Preparation Across Countries’ (IRPAC) (The World Bank, 
2014). Unfortunately the IRPAC is not downloadable for individual countries and the 
World Bank is vague about the variables involved in the IRPAC calculation. A 
comparison of the input variables for some global indices dealing with global disaster 
risk is presented in Table 2.6. 
Table 2.6: Comparison of input variables for global indices dealing with global disaster risk 
Index Used Indicators 
Data Poverty Index 
o Factors unweighted 
o Values available 
online 
- Mobile cellular subscriptions per 100 people; - Telephones quality; Percentage of population covered by mobile 
cellular network; Percentage households with a computer; - Individuals using the Internet (in percentage of population); - Tertiary Gross enrolment ratio; % of relevant age group; - Country population; Number of universities in a country; - Internet upload speed (qualifying date: 10.12.2013); - Internet download speed (qualifying date: 10.12.2013) 
ICT Development 
Index  2012   
(International 
Telecommunication 
Union, 2012a) 
o Factors weighted; 
o Values only available 
in report 
- Mobile-cellular telephone subscriptions per 100 inhabitants; - Percentage of households with a computer; - Fixed (wired)-broadband Internet subscriptions per 100 
inhabitants; - Secondary gross enrolment ratio; Tertiary gross enrolment ratio; - Fixed-telephone lines per 100 inhabitants; Adult literacy rate*1; - International Internet bandwidth (bit/s) per Internet user; - Active mobile-broadband subscriptions per 100 inhabitants; 
World Bank: Index           
of Risk Preparation 
Across Countries 
(IRPAC) 
 (The World Bank, 
2014) 
o Factor weighting not 
stated; 
o Values not available 
- Immunization rate for measles; - Percent of the population with access to improved sanitation 
facilities; - Average years of total schooling for the population aged 15 or 
over; - Proportion of households with less than $1,000 in net assets; - Percent of the work- force who contribute to a pension 
scheme; - Proportion of respondents stating: “in general, people can be 
trusted” (social support); Indicator of fiscal space based on 
gross public debt as a % of revenues (state support); Index of 
access to finance. 
UN World Risk Index 
2014 variables  
(United Nations 
University, 2014) 
 
o Factors weighted (by 
- Total population of country; - Share of the population without access to improved sanitation; - Share of the population without access to an improved water 
source; - Dependency ratio (share of under 15- and over 65-year-olds in 
relation to the working population); Number of physicians per 
10,000 inhabitants; - Number of hospital beds per 10,000 inhabitants; 
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Index Used Indicators 
expert knowledge); 
o Values available in 
report and online 
- Gross domestic product per capita (purchasing power parity); - Adult literacy rate; Combined gross school enrolment; - Private health expenditure; Public health expenditure; Gini index; - Life expectancy at birth *3; Corruption Perceptions Index*3; - Extreme poverty population living with USD 1.25 per day or less 
*2;  - Good governance (Failed States Index) *3: - Number of people in a country who are exposed to the natural 
hazards earthquakes (A), cyclones (B) and/or flooding (C) *2; - Number of people in this country who are threatened by drought 
(D) and/or sea level rise (E) (each weighted half owing to the 
uncertainty of the data base) *2; Gender parity in education *3; - Share of female representatives in the National Parliament *3; - Water resources*3; Biodiversity and habitat protection*3; - Forest management*3; Agricultural management *3;   - Insurance (life insurance excluded). 
Colour code:  Green: data freely available;     Bold red: data not freely available;                                                                                                              
Orange italic  *1 dataset freely available but patchy and inconsistent coverage of countries;                                                     
*2: data not up-to-date,. last updated in 2007 or 2008;   *3: data is not up-to-date, last updated 
in  2010. 
A number of indicators collected by the ITU would be of interest for evaluating a 
technology-related data poverty index. However, many of the ITU data sets are not 
freely available and hence they were not considered in this study, since only freely 
available data allows the construction of a sustainable and verifiable index. Listed 
below there are ITU World Telecommunication Indicators that are of potential use but 
are currently not freely available to further improve the DPI: 
o Mobile cellular network, such as:  
 Percentage of the population covered by at least a 3G mobile network  
o Fixed Internet, such as:  
 Fixed (wired) Internet subscriptions  
 Fixed (wired)-broadband 2 Mbit/s to less than 10 Mbit/s subscriptions  
o Wireless broadband, such as:  
 Active mobile-broadband subscriptions 
 Dedicated mobile-broadband subscriptions 
o Tariffs, such as:  
 Mobile-cellular monthly subscription charge, in US Dollars (USD) 
 Mobile-cellular prepaid connection charge, in USD 
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o Investment, such as:  
 Annual investment in mobile communication services, in USD  
o Household ICT access and individual use, such as:  
 Percentage of households with computer 
 Percentage of individuals using a computer 
 Percentage of households with Internet 
 Percentage of individuals using the Internet  
 Percentage of households with mobile-cellular telephone  
 Percentage of individuals using a mobile cellular telephone  
(source and more potential indices that could be used can be found at:  
http://www.itu.int/en/ITU-D/Statistics/Pages/stat/default.aspx, accessed 01.09.2015). 
The DPI methodology provides data that is detailed enough to allow comparison 
between countries. Nevertheless, it could also be modified for more detailed analysis, 
such as comparisons between the rural districts and cities of a given country. That might 
enable some useful analysis of data poverty variations between, for instance, lowland 
districts and mountainous districts, or coastal districts and remote interior districts. 
Volunteered Geographic Information (VGI) and similar approaches to crowd-source 
mapping appear to be suitable for more detailed (e.g. district level) analysis. An 
example how that could be done was recently provided by Wesolowski et al. (2014) for 
mobile network data, related to social connectivity and the spread of Ebola in Africa.  
Further results e.g. DPI vs Em-Dat data (data of The International Disaster Database of 
the Centre for Research on Epidemiology of Disasters (CRED)) or International Charter 
for Space and Major Disasters activations are addressed in the discussion (Chapter 6).  
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2.3.2 Results Data Poverty Index – 2 (time series 2009 – 2013) 
 
Figure 2.17: Data Poverty Index developments and changes from 2009 to 2013. For each 
year the corresponding Box-Whisker-Plot is represented, using the World Bank income 
classification and the average global DPI. The ends of the whisker are set at 
1.5*Interquartile Range (IQR) above the third quartile (Q3) and 1.5*IQR below the first 
quartile (Q1). 
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A single year data poverty and digital divide analysis (Chapter 2.2.1) cannot support 
much discussion, e.g. if the gap in the digital divide is closing, extending or about any 
developments. Consequently, the approach was taken and applied to a (short) time 
series. The limiting factor for the time series was the availability of the selected 
indicators, in particular reliable data for the Internet speeds (upload and download). 
For 122 countries it was possible to analyse a complete multi-factor dataset to 
calculate the DPI time series from 2009 to 2013. In Appendix B there is a table with all 
countries analysed. Table 2.8 represents a ‘completeness matrix’ that indicates how 
many complete datasets have been available – or missing, with respect to the income 
class. The positive result is that with each year there have been more complete datasets 
available. However, as mentioned earlier, for the analysis only complete datasets for the 
entire timeframe have been used. 
For ease of comparison the World Bank income classification: high-income 
countries (HICs), upper-middle-income countries (UMICs), lower-middle-income 
countries (LMICs) and low-income countries (LICs), from 2013 is used. Unfortunately 
the number of countries in each category, with a complete dataset, differs: high-income 
countries are more likely to have a complete dataset. Of the 122 complete datasets there 
are: 10 LICs, 28 LMICs, 33 UMICs and 51 HICs. Hence, averages calculated for higher 
income countries are likely to be more reliable than from poorer countries. The extent to 
which countries in various regions and continents contribute a complete dataset for the 
data poverty time series analysis is indicated in Table 2.7. The missing data (Table 2.7) 
to calculate the DPI might, on its own, be an indication of data poverty. Many reports 
dealing with global development assessments, put Asia and Oceania into one category. 
In the classification used in this research, only three countries represent Oceania 
(Australia, New Zealand and Papua New Guinea). This might be misleading when 
looking at trends because it indicates that for small island states in the Pacific region 
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(and elsewhere, such as the Caribbean) there is inherently limited data availability for 
DPI analysis. However, there are few reasons not to merge the Asia and Oceania 
categories, not least because the countries of those regions often differ significantly in 
size and population. Countries or regions with missing data in Europa are often small 
islands (e.g. Faeroe Islands or Guernsey) or small territories and nations, such as 
Gibraltar and the Vatican.  
Table 2.7: Overview of the countries per continent providing a complete dataset to 
calculate the Data Poverty Index time series. 
Continent or 
region in DPI 
assessment *1 
Number of countries 
on continent 
 (World Bank*2) 
Countries with 
complete dataset 
for DPI calculation 
Countries missing 
data to calculate a 
DPI 
Africa 54 19 (35%) 35 (65%) 
Asia*3 36 23 (64%) 13 (36%) 
Central 
America & 
Caribbean 
28 11 (39%) 17 (61%) 
Europe 47 42 (89%) 5 (11%) 
Middle East*3 14 12 (86%) 2 (14%) 
North America 4 4 (100%) 0 (0%) 
Oceania 18 3 (17%) 15 (83%) 
South America 12 8 (67%) 4 (33%) 
*1 The continent and regions classification used to present the DPI trends are based on the map 
references of the CIA World Factbook (https://www.cia.gov/library/publications/the-world-factbook). 
*2 The World Bank lists, e.g. for the Human Development Indicators (HDI), 214 countries and regions. 
The United Nations, e.g. the United Nations Statistics Division, lists 241 countries and regions. Since 
the majority of data used to calculate the DPI was obtained from the World Bank, the World Bank 
country list was used in this table. Greenland was not considered in the count for North America nor 
Europe.  
*3 Countries of the Middle East are listed with Asia in UN statistics 
(http://unstats.un.org/unsd/methods/m49/m49regin.htm) file and hence the above statistics uses the CIA 
World Factbook for the discrimination. 
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Table 2.8: Completeness matrix for DPI time series analysis. 
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The Box-Whisker plots in Figure 2.17 show that the DPI variation is generally 
decreasing, i.e. the average DPI score is moving closer to the global average of the 
corresponding year, particularly with high-income countries. There are two sets of Box-
Whisker plots. First there are the Box-Whisker plots using all countries with a complete 
dataset (pages 63 ff.). Second there are the Box-Whisker plots using only countries with 
a complete dataset for the entire time series from 2009 to 2013 (pages 70 ff.). 
First set of Box-Whisker plots: - using all countries with a complete dataset (Figure 
2.18 to Figure 2.26). The reasoning for creating this set is that the more countries are 
considered the more complete is the statistic for the related income-class and hence 
related findings. First the DPI is displayed for all income classes for the related year. 
Secondly, there is the DPI development displayed for each income class during the 
timeframe of the time series. 
The Box-Whisker plots, for countries with a complete dataset for the corresponding 
income class and year, as well as outliers, are presented in Figure 2.18 to Figure 2.22. 
 
Figure 2.18: Box-Whisker plot of the DPI for the year 2009 by the means of all countries 
with a complete dataset for the corresponding income category. The ends of the whisker 
are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 1.5*IQR below 
the first quartile (Q1).  
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Figure 2.19: Box-Whisker plot of the DPI for the year 2010 by the means of all countries 
with a complete dataset for the corresponding income category. The ends of the whisker 
are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 1.5*IQR below 
the first quartile (Q1). 
 
 
Figure 2.20: Box-Whisker plot of the DPI for the year 2011 by the means of all countries 
with a complete dataset fort he corresponding income category. The ends of the whisker 
are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 1.5*IQR below 
the first quartile (Q1). 
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Figure 2.21: Box-Whisker plot of the DPI for the year 2012 by the means of all countries 
with a complete dataset for the corresponding income category. The ends of the whisker 
are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 1.5*IQR below 
the first quartile (Q1).  
 
The following outlier have been identified in the 2012 dataset: 
 For LICs: 
1. Congo, Dem. Republic 
 For LMICs: 
1. Armenia 
A positive outlier among the LMICs is Armenia, with a DPI score of 0,92 it is in the 
dimension of a DPI for a HIC. On the other end there is the Democratic Republic of 
Congo which has by far the worst DPI score in 2012. 
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Figure 2.22: Box-Whisker plot of the DPI for the year 2013 by the means of all countries 
with a complete dataset for the corresponding income category. The ends of the whisker 
are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 1.5*IQR below 
the first quartile (Q1). 
The following outliers have been identified in the 2013 dataset: 
 For LICs: 
1. Burkina Faso                             2. Tajikistan 
 For UMICs: 
1. Cuba 
 For HICs: 
1. Equatorial Guinea                     2. Antigua and Barbuda 
3. Oman 
The worst DPI score in 2013 has Burkina Faso. It has very low DPI scores in every 
category, particularly the education and Internet variables. On the other hand, the 2013 
DPI score of Tajikistan, a LIC too, is what we could expect in an upper-middle income 
country. Among the high-income countries Equatorial Guinea, Antigua and Barbuda 
and Oman are outliers. In particular Equatorial Guinea stands out, as being classified as 
a high-income country but having a DPI score one would expect for a lower-middle 
income country. 
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Figure 2.23: Box-Whisker plot of the DPI development for LICs by means of all countries 
with a complete dataset for the corresponding year. The ends of the whisker are set at 
1.5*Interquartile Range (IQR) above the third quartile (Q3) and 1.5*IQR below the first 
quartile (Q1). 
 
Figure 2.24: Box-Whisker plot of the DPI development for LMICs by means of all 
countries with a complete dataset for the corresponding year. The ends of the whisker are 
set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 1.5*IQR below the 
first quartile (Q1). 
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Figure 2.25: Box-Whisker plot of the DPI development for UMICs by means of all 
countries with a complete dataset for the corresponding year. The ends of the whisker are 
set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 1.5*IQR below the 
first quartile (Q1). 
 
Figure 2.26: Box-Whisker plot of the DPI development for LMICs by means of all 
countries with a complete dataset for the corresponding year. The ends of the whisker are 
set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 1.5*IQR below the 
first quartile (Q1). 
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The second set of Box-Whisker plots is using only countries with a complete dataset 
for the entire time series from 2009 to 2013 (Figure 2.27 to Figure 2.35). First the DPI 
is displayed for all income classes for the related year. Secondly, there is the DPI 
development displayed for each income class during the timeframe of the time series. 
 
 
Figure 2.27: Box-Whisker plot of the DPI for the year 2009 by the means of all countries 
with a complete dataset for the entire time series. The ends of the whisker are set at 
1.5*Interquartile Range (IQR) above the third quartile (Q3) and 1.5*IQR below the first 
quartile (Q1). 
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Figure 2.28: Box-Whisker plot of the DPI for the year 2010 by the means of all countries with a 
complete dataset for the entire time series. The ends of the whisker are set at 1.5*Interquartile 
Range (IQR) above the third quartile (Q3) and 1.5*IQR below the first quartile (Q1). 
 
Figure 2.29: Box-Whisker plot of the DPI for the year 2011 by the means of all countries with a 
complete dataset for the entire time series. The ends of the whisker are set at 1.5*Interquartile 
Range (IQR) above the third quartile (Q3) and 1.5*IQR below the first quartile (Q1). 
72  
 
Figure 2.30: Box-Whisker plot of the DPI for the year 2012 by the means of all countries with a 
complete dataset for the entire time series. The ends of the whisker are set at 1.5*Interquartile 
Range (IQR) above the third quartile (Q3) and 1.5*IQR below the first quartile (Q1). 
 
Figure 2.31: Box-Whisker plot of the DPI for the year 2013 by the means of all countries with a 
complete dataset for the entire time series. The ends of the whisker are set at 1.5*Interquartile 
Range (IQR) above the third quartile (Q3) and 1.5*IQR below the first quartile (Q1). 
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The outliers identified for the high-income countries in 2013 are: 
 
1. Oman 
2. Antigua and Barbuda 
 
The reason why Oman and the Antigua and Barbuda are the outliers in this set of Box 
plots is that for Burkina Faso there is no complete dataset for the entire time series 
period. This difference in results indicates the importance to make use of all available 
data, rather than only statistically favourable. 
 
 
Figure 2.32: Box-Whisker plot of the DPI development for LICs from 2009 to 2013 by the 
means of all countries with a complete dataset for the entire time series. The ends of the 
whisker are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 1.5*IQR 
below the first quartile (Q1). 
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Figure 2.33: Box-Whisker plot of the DPI development for LMICs from 2009 to 2013 by the 
means of all countries with a complete dataset for the entire time series. The ends of the 
whisker are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 1.5*IQR 
below the first quartile (Q1). 
 
Figure 2.34: Box-Whisker plot of the DPI development for UMICs from 2009 to 2013 by the 
means of all countries with a complete dataset for the entire time series. The ends of the 
whisker are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 1.5*IQR 
below the first quartile (Q1). 
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Figure 2.35: Box-Whisker plot of the DPI development for HICs from 2009 to 2013 by the 
means of all countries with a complete dataset for the entire time series. The ends of the 
whisker are set at 1.5*Interquartile Range (IQR) above the third quartile (Q3) and 1.5*IQR 
below the first quartile (Q1). 
It is noticeable that, when considering only countries with a complete dataset for the 
entire time series, there are only two outliers in 2013 for the HICs identified. Using 
more countries (all that have a complete dataset) improves the statistic and hence more 
outliers are identified.  
At first glance the average data poverty appears to be ever-decreasing in each of the 
income categories (Figure 2.36). However, when the DPI values are normalised, data 
poverty is revealed as steadily increasing in low-income countries. For LMICs the data 
poverty is also steadily increasing, though at a lower rate (Figure 2.37). The DPI trends 
observed for UMICs and HICs are decreasing, i.e. moving towards reduced data 
poverty, with HICs approaching a potential steady state condition.  
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Figure 2.36: Data Poverty Index Development from 2009 to 2013 considering only countries 
with data for the entire time series. 
Analysing the averages reveals that only the HICs are well below the corresponding 
global average Data Poverty value. Upper-middle-income countries are slightly (9-13%) 
over the corresponding global average Data Poverty value. On the other hand, poorer 
countries (low-income and lower-middle-income countries) have significantly higher 
differences to the corresponding global average Data Poverty value. Moreover, the 
significant discrepancy between the average value from LICs and LMICs is steadily 
increasing.  
The complexity is further emphasized when we examine the DPI results in detail 
and look at geographical regions rather than the World Bank income classification. 
2009 2010 2011 2012 2013
avg. DPI LICs 3,71 3,53 3,16 2,95 2,74
avg. DPI  LMICs 3,09 2,79 2,39 2,23 2,06
avg. DPI UMICs 2,53 2,28 2,00 1,78 1,55
avg. DPI HICs 1,29 1,10 0,92 0,79 0,70
avg. global DPI 2,24 2,01 1,73 1,57 1,41
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Figure 2.37: Average difference of the DPI to the corresponding average global DPI for 
countries with a dataset for the entire time series. 
The identified trends are non-linear: the fit with a polynomial trendline (3rd order 
polynomial) can be seen in Figure 2.38. The average DPI has improved globally, 
reducing from 2.24 in 2009, to 1.41 in 2013. South America, Middle America and large 
parts of East Asia made significant steps towards reduced data poverty.  
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Figure 2.38: Normalization of DPI time series Analysis. Presented is the average difference 
of the DPI to the average global DPI (DPIG) for the corresponding year with a 3rd order 
polynomial fit. The zero line represents the average of the global DPI for the 
corresponding year. 
When separating the DPI results into geographical regions, the data poverty trends 
become even more diverse. Europe, North America and Oceania have the lowest data 
poverty, with Europe and North America approaching steady-state conditions. The DPI 
variations in Oceania are higher but still well below the global average. The Middle 
East, South America and Asia are above the global average for data poverty. The 
biggest reductions in data poverty over the past five years were in the Middle East. 
South America had slow reductions after big improvements from 2009 to 2010; while 
the trend in Asia is characterized by up and downs. Africa has significantly higher data 
poverty than the rest of the world and also hosts the most countries with incomplete or 
unreliable data. After a period of minimal change between 2010 and 2012, the 2013 
average DPI value for Africa increased markedly (Figure 2.39, Table 2.9). 
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Figure 2.39:  Normalization and trends of the data poverty index time series. While Figure 
2.38 indicates the general trend when classifying the results according to the World Bank 
income classification, Figure 2.39 shows the trends when looking at the result from a 
continental or regional perspective 
Table 2.9: The values underlying Figure 5 and R2 for a 3rd order polynomial trend. 
Continent/ 
region R
2* average difference of DPI to the average global DPI [%] 
2009 2010 2011 2012 2013 
Africa 0.99940 52.20 63.35 65.67 65.44 71.84 
Asia 0.73512 19.26 15.12 17.40 16.33 20.31 
Central 
America & 
Caribbean 
0.07497 21.66 24.70 19.99 25.12 23.26 
Europe 0.93488 -49.07 -50.99 -49.72 -49.33 -50.47 
Middle East 0.99996 24.93 28.78 24.21 17.23 13.20 
North 
America 0.99414 -32.89 -35.80 -40.05 -45.87 -46.90 
Oceania 0.79462 -3.66 -12.24 -25.54 -16.31 -18.58 
South 
America 0.99004 19.47 12.13 14.50 16.65 13.47 
 * R2: for the entire time series (2009 - 2013) for a 3rd order polynomial trend 
Almost all HICs have reached a high level of technological development, but 
improvements are now only possible by the incorporation of new technologies, such as 
new or updated hardware, new mobile phone network standards (e.g. from GPSR to 
LTE) or improved Internet protocols (e.g. from http to http/2).  
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The most prominent individual factors of the DPI are the Internet speeds, along with the 
number of Internet Users. In the 5-year period analysed, the educational variable 
contributes least to the overall DPI score. However, it is education that differs most 
when comparing high-income to low-income countries. The potential effects of 
education on uptake of information and communication technology (ICT) are discussed 
by Van Dijk (2006). 
A summary of the DPI change between 2009 and 2013 is presented in Figure 2.40. 
Countries that in 2009 already had a comparable low DPI tend to have improved less, 
relative to countries with a higher DPI score. To analyse developments in Africa is 
challenging because many African countries did not have a complete data set for at least 
one of the years considered in the time series analysis. 
 
Figure 2.40: Relative Data Poverty change between 2009 and 2013. 
Apart from the global analysis and the comparison of countries the used data allows 
more insights on national scales or even specific disasters. One example is the 2010 
Haiti earthquake: Figure 0.41 indicates the general development of Internet speeds in 
Haiti between 1.1.2009 and 31.12.2013. On the positive note: the general Internet speed 
is increasing. For comparison there is the trend of the general Internet speed (upload and 
download) of the United Kingdom and Kenya between 01.01.2009 and 31.12.2013 
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(Figure 2.42 and Figure 2.43). Important are not the individual temporal changes but the 
general trend (the positive slope in the related figures) that indicates that Internet speed 
(upload/ download) is always increasing. No matter if we look at a high-income country 
such as the United Kingdom or a low-income country such as Kenya. The, at times 
significant, up and downs in the Internet speeds - in particular in developing countries 
(see Figure 2.43 for Kenya as an example) – can not be explained per se and would 
require further country specific research. 
The strong changes at the end of the year 2013 in Haiti cannot be explained without 
local knowledge. However, this is an example to indicate the requirement and advantage 
to include local knowledge in research. The Internet speeds in Haiti are on a very low 
level, not matching the threshold for download speed that was set at 10 Mbps to score 
full in this category at any point in the considered time series. During the time series 
analysed, Haiti had a maximum download speed of about 4.63 Mbps and reached 2 
Mbps upload speed only since the 21.06.2013 but not consistently. However, since the 
second quarter of 2011 the upload speed has been above the threshold value of 1 Mbps 
for most of the time. Noteworthy is that it is possible to see the effects of the 2010 Haiti 
earthquake in the Internet speed. After most of the first responders left (~ a week after 
the earthquake, pers. comm. MapAction, 2015) the Internet speed goes significantly 
down before new equipment was shipped in. For the other variants further research is 
required. 
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Figure 2.41: Internet speeds (upload and download in kbps) from 2009 to 2013 and as extract 
before and in the aftermath of the 2010 Haiti earthquake with the phase of disaster response. 
 
Figure 2.42: Trend of the Internet development in the United Kingdom between 2009 and 
2013. This is an example for a trend of Internet speed development in a high-income 
country. 
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Figure 2.43: Trend of the Internet development in Kenya between 2009 and 2013. This is 
an example for a trend of Internet speed development in a low-income country. 
Emerging there is the question: Which of the selected indicators is the most useful? 
To address this question spider plots for each year of the time series have been created 
(Figure 2.44). The Internet related indices and the mobile phone subscriptions dominate 
and experienced the biggest improvement from 2009 to 2013. The mobile phone 
subscriptions are also what most improved in the LICs and significantly contributed to 
the reducing average global data poverty value. That also indicates that previous 
findings, claiming that people in developing countries use to share mobile phones 
(James, 2011), are not valid anymore. Rather than sharing the observed increase in 
mobile phone subscriptions is an indicator of one phone per person. This aspect is 
further discussed in Chapter 6. The only factor that did not change for any of the 
countries was the number of universities. The challenge with this factor lies in the issue 
to obtain ‘historical’ (past) data but moreover it takes time to build and establish a 
university. However, by no means should this result in ruling out the Education factor. 
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It is where HICs and LICs differ most. Maybe in future it is worth either adding other 
indicators to the Education factor to take into account the much slower changes, in 
particular for tertiary education, compared to the other factors or finding a 
representative weighting.  
 
Figure 2.44: Spider plots of the factors contributing to the DPI.  
As previously mentioned a small assessment of the Internet Development was 
performed. The Internet Development Factor (Chapter 2.2.2) has been calculated for the 
year 2009 and 2013. The result is a global map (Figure 2.45), indicating where in this 5 
years span the Internet developed most. As indicated, countries with a lower 
development in 2009, e.g. in Africa, had a higher potential than countries with a 
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comparable high development, such as countries in North America or North- and West-
Europe. Noteworthy are Ghana and Mozambique. Ghana more than doubled their 
number of Internet users (2009: 0,05% to 2013: 0,123% of the population), although it 
still is on a very low level, but Internet speeds got worse (slower) in both upload and 
download. Mozambique also doubled the number of Internet users (2009: 0.027% to 
2013: 0.054% of the population) in the time span considered but the overall number of 
Internet users is still even well below the one from Ghana. Another interesting country 
is Germany. Although Germany’s numbers improved in every category each year, du to 
the normalisation (feature scaling) it ‘lost’ 10.07%. Globally, from 2009 to 2013, the 
maximum Internet download speed increased from 28.70 Mbps (2009) to 67.58 Mbps 
(2013). In the same time the global maximum Internet Upload speed increased by about 
factor 5 from 10.49 Mbps (2009) to 55.96 Mbps (2013). Table 2.10 indicates the global 
maximum and minimum upload and download speeds for the years of the time series.  
Table 2.10:Global maximum and minimum upload and download speeds for 2009 to 2013 
(qualifying date: 10th December of the corresponding year).  
2009 
max. download speed: 28.695 Mbps         min. download speed: 0.172 Mbps 
max. upload speed:      10.493 Mbps         min. upload speed:      0.026 Mbps 
2010 
max. download speed: 35.248 Mbps         min. download speed: 0.264 Mbps 
max. upload speed:      19.466 Mbps         min. upload speed:      0.033 Mbps 
2011 
max. download speed: 34,692 Mbps         min. download speed: 0.510 Mbps 
max. upload speed:      26,779 Mbps         min. upload speed:      0.234 Mbps 
2012 
max. download speed: 41.427 Mbps         min. download speed: 0.217 Mbps 
max. upload speed:      31.419 Mbps         min. upload speed:      0.120 Mbps 
2013 
max. download speed: 67.583 Mbps         min. download speed: 0.798 Mbps 
max. upload speed:      55.955 Mbps         min. upload speed:      0.248 Mbps 
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Hence, although all Germany’s numbers (for Internet users, download- and upload 
speed) increased it was, statistically, insufficient to keep in pace with the global 
developments. Something similar happened to Japan and some other countries. A 
further reason for some countries having a bad result may be due to the Internet speed 
taken at a qualifying date (10th December of the corresponding year). However, this was 
necessary due to the development of Internet speeds (Figure 2.42 and Figure 2.43). 
Some tests with a moving average proved to deliver even more unreal results due to at 
times extreme variations in the Internet speed in some developing countries. This is a 
further aspect that could be improved in future research. 
 
Figure 2.45: Global Internet development between 2009 and 2013. 
Further assessments, comparing the DPI to some of the factors of the World Risk Index, 
variables of the Em-DAT and with activations of the International Charter for Space and 
Major Disasters, can be found in the discussion (Chapter 6). There is a strong 
correlation (R2 = 0,82) to the vulnerability factor of the World Risk Index (Figure 2.46). 
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Figure 2.46: Correlation of the Data Poverty Index (DPI-2) versus the World Risk Index 
(WRI, Vulnerability Factor) for 2013. 
In summary, like with the single year approach Chapter 2.2.1, the methodology 
produces results that are detailed enough to allow comparison and differentiation among 
a wide range of countries. Provided there is the required input data available (or 
collected e.g. though volunteered geographic information (VGI) projects) the approach 
could be applied for more detailed analysis, such as at district level. 
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Chapter III: Free Software: A Review, in the Context of  
                      Disaster Management 
 
3.1 Introduction 
This chapter examines the nature of freely available geospatial software (open source 
and freeware) and information systems in the context of disaster management. The use 
of geospatial (map) data is crucial to effective disaster management, from 
preparedness to response and recovery. However, to make efficient use of available 
data and information – before, during and after a disaster – reliable software is 
required. The software applications examined in this chapter range from Geographical 
Information Systems, to the processing of remotely sensed images, crowd-source 
mapping, web applications and content management systems. Free geoinformatics can 
help to optimize the limited financial, technological and manpower resources that many 
organisations face, providing a sustainable input to analytical activities. With regard to 
disaster management applications, the most important software belongs to the 
Geographic Information Systems (GIS) group, with a smaller set of software dealing 
with the processing of remotely sensed data. Emergency planners, crisis responders or 
disaster managers can use geoinformatics to maximum effect at the district or city 
administrative levels, incorporating community knowledge and involving local decision 
makers (Das, 2012). 
3.2 ‘Free Software’ – What is it? Where does it come from? 
3.2.1 ‘Free Software’ – What is it? 
The term ‘Free and Open Source Software’ (FOSS) was introduced by Richard 
Stallman and colleagues in the 1970s and 1980s, in response to restrictions to the access 
of source code for hardware drivers and software, after changes in US patent laws, 
which prohibited unauthorised changes to copyrighted computer code (Stallman, 1999; 
Grassmuck, 2004). Thus the idea of ‘free software’ has its origin in free speech, rather 
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than free-of-cost. Steiniger and Hunter (2013) state that: “… a distinction between ‘free 
software’ and ‘commercial software’ is neither correct nor expresses the thinking of the 
creators of free software [..] that grants freedoms of use, modification and 
redistribution to the public; whereas commercial or proprietary software [..] takes 
these freedoms away…”.  The freedoms derived from the ‘Open Source’ definition have 
been introduced on on page 20. The GNU General Public License (GNU GPL) can be 
obtained where the license does not prohibit selling the software to others. However, 
some companies and programmers make a living from ‘free software’ by relying on 
income from support and donations from the users (Steiniger & Hunter, 2013). 
Consequently, of the four freedoms cited above, to obtain access modify the source 
code it is a requirement that freedoms (1) and (3) are granted. Various types of software 
licenses are reviewed by Steiniger and Bocher (2009) and can be found on many web 
resources, such as the FSF web pages. Open Source software, under the GNU General 
Public License (GNU, 2014) is desirable, but it may limit the software that can be used. 
To gain the interest of potential users in low-income countries, it is important that 
software is free of cost and easily accessible. With regard to FOSS applications for 
sustainable development, UNESCO (2014) recognizes that:  
 Software plays a crucial role in access to information and knowledge; 
 Different software models, including proprietary, open-source and free 
software, have many possibilities to increase competition, access by users, 
diversity of choice and to enable all users to develop solutions which best meet 
their requirements; 
 The development of open, inter-operable, non-discriminatory standards for 
information handling and access are important elements in the development of 
effective infrastructure; 
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 The community approach to software development has great potential to 
contribute to operationalize the concept of Knowledge Societies; 
 The FOSS model provides tools and processes with which people can create, 
exchange, share and exploit software and knowledge efficiently and effectively; 
 FOSS can play an important role in development as it is free and open format 
make it a natural component of development efforts in the context of the 
Millennium Development Goals; 
 Consistent support plays an important role in the success and sustainability of 
FOSS.  
 Although UNESCO explicitly mentions “proprietary software” as a possibility to 
“achieve the best overall return on technology investments.” the emphasis is on FOSS 
UNESCO (2014). To encompass the ideas of UNESCO in this thesis FOSS is defined as 
‘Freeware and Open Source Software’. The term ‘FOSS4geoinfo’ is used as an 
abbreviation for: ‘Freeware and Open Source Software for geoinformatics’. 
FOSS4geoinfo includes the free-of-charge aspect, as well as software for GIS, GPS data 
and remotely sensed data. These definitions will also put a focus on sustainable disaster 
management by means of FOSS, which is essential for global success and application. 
FOSS is more than capable to address many environmental monitoring questions and 
can be a big asset when it comes to monitor the coming Sustainable Development Goals 
that follow the Millennium Development Goals after 2015 (Griggs et al., 2013; A. Hsu 
et al., 2014). 
3.2.2 Origin of FOSS Projects 
Geospatial FOSS has its origins in universities and research institutes (e.g. SAGA), 
individuals or volunteers (e.g. QGIS, Open Street Map) and commercial companies 
(e.g. OSSIM, Steiniger and Bocher (2009)). But to that group of geospatial FOSS 
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innovators we can also include public authorities (e.g. gvSiG), para-governmental 
agencies (e.g the InaSAFE plugin for QGIS, and the European Space Agency’s software 
for radar image processing) and NGOs (e.g. the Crowdmap software produced by 
Ushahidi). 
 The motivation to create and distribute FOSS4geoinfo varies, from creating 
niche products for specific tasks, to adding missing functionalities, to curiosity and 
scientific interest, to the introduction of innovative applications due to technological 
advances (Wheeler, 2007). Steiniger and Hunter (2013) identified two factors for 
missing tools or functionalities: 1) a market that is too small to generate sufficient 
profit; and/or 2) the required tool emerged from technological advances that existing 
software was not prepared for. The main motivation for universities, public authorities 
and individuals to invest in the development of FOSS4geoinfo is the ability to influence 
the software development and functionality, as well as the adaptation of it for specific 
tasks and requirements. These features make it a better framework for research, relative 
to propriety software (Steiniger & Hunter, 2013, Steiniger & Bocher 2009, Steiniger & 
Hay, 2009). 
3.3 Categories of Geoinformatic Software 
GIS software is used to create, manage, store, analyse and visualize geographic 
(Steiniger & Weibel, 2009). Common tasks of a GIS software are: data editing, 
manipulation, conflation, transformation and integration; data creation; data storage; 
data queries and subsetting; data visualization and map creation (Blasby et al., 2002; 
Steiniger & Hunter, 2013). Steiniger and Hunter (2013) summarised seven types of GIS 
software:  
(1) Desktop GIS;  
(2) Spatial Data Base Management Systems;  
(3) Web Map Servers;  
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(4) Server GIS; 
(5) Web GIS clients;  
(6) Mobile GIS and  
(7) Libraries and Extensions, Plug-ins and application programming  
interfaces (APIs).  
This classification could be extended to include: Data Viewers; Web Applications; 
Cloud storage/sharing; and specialized Tools (e.g. radar data) to have a set of 
geoinformatic software that have disaster management uses. A summary can be seen in 
Figure 3.1. 
Figure 3.1 includes software covering the entire geoinformatic domain, as well as 
some additional Web-Applications that proved to be useful for disaster management. 
Web Map Server, Web GIS clients and Geospatial Content Management Systems 
(CMS) can be summarized as ‘Software for Internet Mapping Applications’. In general 
the software most relevant for disaster management and geoinformatic work on desktop 
computers or laptops can be divided into 3 categories:  
(1) Desktop Software,  
(2) Mobile Software and  
(3) Online software and tools (Figure 3.1).  
These categories could be further extended by online-applications and websites that 
provide for instance reference system transformations and conversions. But this 
functionality is also covered in the desktop software and since reliable, fast Internet is 
not the norm (Chapter 2) they are not included in Figure 3.1. The different software 
categories can be linked to the disaster management cycle as presented in Table 3.1. Of 
course there are smooth transitions and no software or category should be ruled out. The 
appropriate (best practice) software depends on the disaster scenario. Nevertheless, 
Figure 3.1 provides guidance. 
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The remote sensing domain is dominated by proprietary software. However, some free 
alternatives exist as standalone products, or as modules in FOSS4geoinfo sets.  GIS 
software functionality encapsulates the functionality required to create maps and 
visualize geographical data. Remote Sensing software focuses on extracting information 
from geospatial imagery and image classification. GIS and Remote Sensing software 
capabilities should be used in conjunction to obtain the best results, from data pre-
processing, to analysis and map creation or visualization. Remote Sensing software 
should be considered as a software type that complements GIS software, not as “a 
special form of desktop GIS” (Steiniger & Hunter, 2013). 
 
Table 3.1: Relationship of the main FOSS4geoinfo (Figure 3.1) with the main phases of 
disaster management. Besides desktop software mobile apps are the most relevant 
software, not lastly to make adequate use of the latest developments in applications using 
volunteered geographic information (VGI) and the incorporation of social media.  
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Figure 3.1: Freeware and Open Source Geoinformatic Software Map for 2014. The inset 
box highlights Desktop software of particular use for disaster management. 
How those FOSS4geoinfo projects compare and how useful they are for disaster 
management is indicated by Figure 3.2 and Table 3.2. 
Table 3.2: Relationship of the main FOSS4geoinfo systems (Figure 3.1) with the main 
phases of disaster management. 
Management 
Phase 
Geoinformatic 
activity 
Corresponding 
FOSS4geoinfo 
Software 
Potential products of 
geoinformatic activity 
Disaster 
Prevention 
Data Collection 
• Desktop GIS 
• Mobile GIS & 
Apps 
• GPS Tools  
• Web Applications 
and Cloud Storage 
• Geospatial CMS 
- plan critical infrastructure 
e.g. hospitals outside of 
floodplains  
- maps identifying vulnerable 
sites, such as schools or 
retirement homes, that may 
need special assistance in 
emergencies 
- understanding the terrain and 
environment, e.g. to avoid 
construction in potential 
hazardous areas 
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Management 
Phase 
Geoinformatic 
activity 
Corresponding 
FOSS4geoinfo 
Software 
Potential products of 
geoinformatic activity 
Disaster 
Preparedness 
Data Collection   
& 
Management, 
some Data 
Analysis 
• GPS Tools  
• Desktop GIS 
• Remote Sensing 
Software, incl. 
GPS, DEM and 
Radar Tools 
• Mobile GIS & 
Apps  
• Data Viewer 
- maps identifying elements at 
risk, such as vulnerable 
infrastructure 
- identification of potential 
evacuation routes 
- monitor land-cover and land-
use 
- planning for refuge areas and 
shelters 
Disaster 
Response 
Data 
Managment   
& Data 
Analysis 
• Desktop GIS, with 
some image-
processing 
capabilities  
• GPS Tools 
• Mobile GPS & 
Apps 
• Remote Sensing 
Software including 
Radar Tools 
If sufficient Internet or 
network capabilities 
exist: 
• Geospatial CMS 
 
- maps with affected 
(damaged) infrastructure 
(road network, 
communications, electricity, 
water supply etc.) 
- mapping of the location of 
affected people 
- monitor relief efforts such 
as:  location of rescue teams 
and supplies (food, fresh 
water etc.) 
Disaster 
Recovery 
Data 
Dissemination  
& Data 
Sharing 
• Desktop GIS 
• Mobile GIS & 
Apps 
If sufficient Internet or 
network capabilities 
exist: 
Geoserver, 
Geospatial CMS, 
Web-Applications, 
Cloud Storage 
- monitoring of the 
distribution of supplies 
- monitoring and coordination 
of reconstruction and 
cleaning efforts 
- monitoring and sharing of 
damage assessments 
 
Most of the software projects in Figure 3.2 can visualize raster and vector data (except 
the GPS software and the radar software (RAT and ROI PAC) only for radar data), 
perform basic geoinformatic operations and many offer plug-in software to extend 
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functionality; they differ in their processing capabilities and support.  
 
Feature 
sector 
Description 
Desktop software 
(corresponding to Figure 3.1) 
sector 1 
Sector 1 contains software with a 
limited range of functions. It is 
specialized software, covering a niche 
or the work with very specific data 
(such as Radar remote sensing data). 
Not all of the mentioned programmes 
have a graphical user interface (gui), 
such as R. 
 Data-viewer, 
 DEM software, 
 ESA-Tools, FWTools, 
 GPSU & GPSBabel, 
 InterImage, GDL, 
 MapReady, RAT 
 R-project & R-Studio, 
 ROI PAC 
sector 2 
Software with a wide range of 
functionality and modules but lacking 
advanced processing capabilities or 
functionalities (such as 
orthorectification, or atmospheric 
correction) or software that is very 
strong in one domain, such as SAGA 
for raster data analysis and processing, 
but lacking vector data handling 
capabilities. 
 e-foto, gvSIG,  
 ILWIS,  
 InterImage,  
 uDig,   
 Ossim,  
 OpenDragon,  
 SAGA 
 uDig 
sector 3 
Software in this sector generally has 
the most modules and functionality, on 
its own or by linking with other 
FOSS4geoinfo projects. 
 QGIS 
 GRASS  
Figure 3.2: Relationship of Features, Ease of use and Support of the FOSS4geoinfo in the 
disaster management context of Figure 3.1. 
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3.4 Desktop GIS Software 
 
The majority of geoinformatic analysis is still performed on workstations with desktop 
software, despite the increasing opportunities provided by parallel and cloud-
computing. With disaster response, typical Desktop GIS software tasks include the 
display, query, update, and analysis of locational data and their linked information 
(Steiniger & Bocher, 2009; ESRI, 2012). Software libraries, such as the Geospatial 
Abstraction Library (GDAL, for raster data) and the OpenGIS Simple Features 
Reference Implementation (OGR, for vector data), are the backbone of many Desktop 
GIS software. Most recent GIS software has some form of geospatial database and web 
functionality. Steiniger and Hunter (2013) identified eight “mature Desktop GIS 
projects” with functionality comparable to proprietary software and an active 
international user community: 
(1) GRASS GIS (Netler et al., 2012, Netler & Mitosova, 2008); 
(2) Quantum GIS (Hugentobler, 2008);  
(3) ILWIS (Hengl et al., 2003);  
(4) uDig (Ramsey, 2007);  
(5) SAGA (Conrad, 2007, Olaya, 2004);  
(6) OpenJump (Steiniger & Michaud, 2009); 
(7) MapWindow (Ames et al., 2007) and 
 (8) gvSig (Anguix & Diaz, 2008). 
 
Each of those GIS projects can visualize raster and vector data, as well as perform basic 
geoinformatic operations. They differ in their advanced processing capabilities and 
support e.g. by online forums. The GIS user community has also shifted; for example, 
from ILWIS and MapWindow, to QGIS – the latter now considered to be more user-
friendly and versatile than most other geoinformatic software (Chen et al., 2010). 
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Almost all Desktop GIS (such as QGIS, uDig, OpenJUMP,gvSIG)_offer plugin 
mechanisms to extend the software functionalities and image processing capabilities. 
Steiniger and Hunter (2013) provide a detailed review of the various GIS types. Table 
3.3 provides an overview of prominent commercial software and FOSS4geoinfo in the 
Desktop GIS category. 
Table 3.3: Prominent commercial software and FOSS4geoinfo in the Desktop GIS category. 
Commercial software FOSS4geoinfo 
GIS software 
ArcGIS (ESRI) 
Idrisi (Clark Labs) 
 
          GRASS 
          gvSig 
          ILWIS 
          MapWindow 
          PostGIS 
          SAGA 
          Spring 
          Quantum GIS (QGIS) 
Free add-ons e.g.: 
http://freegeographytools.com/ 
or on the USGS website. 
3.5 Mobile GIS Software and Apps 
Although the number of mobile phones has increased, along with the corresponding 
network-coverage and network-speed, few disaster management applications run on 
mobile platforms, such as mobile phones or tablets. There are many navigation software 
apps for mobile devices, but most cannot export data. Two exceptions, which allow the 
export of GPS data, are TangoGPS (http://www.tangogps.org/) and FoxtrotGPS 
(http://www.foxtrotgps.org/). Data collected by mobile devices might also require 
processing on workstations with Desktop GIS. Usability of mobile platforms is further 
limited by the often small display screens, limiting operational activity.  
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Amongst the geoinformatic software available for mobile devices the Android platform dominates, with the availability of gvSIG Mobile and QGIS. Notable mobile phone apps with disaster management uses are: Geopaparazzi, an Android app for engineering geology surveys: it can store georeferenced notes and images, log GPS tracks, create a map for navigation and export data; GeoNotes, an iOS app that works as a notebook tool, automatically associating a data log with its GPS location and showing user-selected “hot spots”; EpiCollect and its derivative, Magpi: Android apps for epidemiological surveys. Some commercial app-builders provide free basic functionality, but there is also an effective free alternative, with the MIT app inventor. The mobile device apps scene changes rapidly and to assist project continuity a critical mass of users and developers is needed. Table 3.4 provides and overview of free software development toolkits for mobile phones. 
Table 3.4: Free software or software development toolkits for mobile phones. 
Organization 
/Company Website 
Access and  
mobile OS 
Mobile Data 
Technologies http://www.doforms.com 
commercial, 
standard version 
Free, online 
Open Data 
Kit http://opendatakit.org 
open-source, free, 
online 
DataDyne https://www.magpi.com 
commercial, 
standard version 
free for Android. 
commercial for iOS 
EpiCollect 
Magpi 
http://www.epicollect.net/ 
https://www.magpi.com/  
open-source, free, 
Android devices 
 
Geopaparazzi http://geopaparazzi.github.io/geopaparazzi/ open-source, free, Android devices 
Nokia https://nokiadatagathering.net open-source, free, Windows phones 
WHO, 
eSTEPS http://www.who.int/chp/steps/esteps/en/ 
open-source, free, 
Windows Phones 
iPRISM http://www.appannie.com/apps/ios/app/iprism/ Commercial, free 
iOS only 
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3.6    Web Applications, Content Management Systems and Cloud Storage 
3.6.1 Web Applications 
There are a number of web-applications that could support aspects of disaster 
management, notably: 
(1) Google Services and software:  
I. Drive (cloud storage and sharing),  
II. Fusion Tables (spreadsheet and visualization),  
III. Docs (online light version for documents),  
IV. Sheets (online light version for spreadsheets),  
V. Notes (online Notepad),  
VI. Google Earth Pro, freely available since February 2015: allows adding 
and displaying of geospatial data-formats, such as shp and geotiff on a 
virtual globe. 
(2) Microsoft Services:  
I. OneDrive (cloud storage and sharing),  
II. Excel-Online (online version of Excel),  
III. Word-Online (online version of Word),  
IV. Microsoft OneNote (taking and sharing digital notes).  
(3) EtherCalc: Open Source spreadsheet software that could be installed for  
                    collaborative work.  
Online services require fast Internet connections; however, in developing countries the 
Internet is often limited by poor access and slow speeds (Chapter 2). Reliability of 
service is an issue; for instance, as of January 2015, the Google Fusion Table 
application only has a ‘Beta’ status:  it could be deleted or changed by Google at any 
time. It would be preferable to have the required services on one’s own server in 
particular if data privacy and security are of concern. The advantage of using the 
commercial services is that they are reliable, with their server-farms distributed globally 
to archive an online time of 99.99%, improving their resilience in disaster situations.  
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3.6.2 Content Management Systems and Wikis 
Content management systems (CMS) and Wikis are computer applications, often 
presented online in form of websites that allow users to publish, edit and organize 
content from a central interface. They are often used to provide information and 
procedures to manage workflows in collaborative environments. A Geospatial CMS 
provides some of the following features: geospatial data storage; integrated online data 
editing; data publishing with integrated maps; configuration of map layouts and 
symbols; data publishing through Open Geospatial Consortium (OGC) standards-
compliant web services, such as WMS and WFS; map output through GeoWebCache; 
privilege handling and data security; content publication workflow and revision 
moderation; metadata collection via a GeoServer-GUI.  
Wordpress and Drupal are widely used general-purpose CMS, but they have a few 
geospatial capabilities via their plugin options. Cartaro is a web mapping platform that 
uses PostGIS, GeoServer, GeoWebCache and OpenLayers, all managed from within 
Drupal: hence Cartaro can be considered as a ‘true’ geospatial CMS.  A CMS is most 
useful in the preparedness phase of disaster management; however, it can also be used 
during the disaster response phase, to share information among the various parties, 
either online or in local networks.  
To be effective during disaster response would require all contributing parties to be 
familiar with the system. Hence, for the disaster response phase, a Geospatial CMS may 
not have priority, although it could enhance the work-flow among trained parties, by 
direct access to each other’s knowledge stores and avoiding communication bottlenecks 
by using liaison personnel. Further discussion on the advantages and disadvantages of 
CMS for disaster management applications, is provided by Yates and Paquette (2011), 
with a case study from the 2010 Haiti Earthquake.  
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3.6.3 Cloud Storage and Online Sharing 
Cloud storage and online sharing has become increasingly important with the frequently 
multi-national dimension of disasters. There is often uncertainty regarding privacy and 
data security with commercial cloud-storage providers. One solution is to store and 
share data on one’s own servers, although that requires expertise to operate and it might 
be disrupted during emergencies. Noteworthy FOSS, in terms of stability, user 
community and commercial support, are: OwnCloud and Pydio. 
An other approach is provided by BitTorrentSync. BitTorrentSync is particularly 
useful for disaster management because it facilitates the sharing of documents and data 
with diverse formats. Data is shared among all linked computers via an encrypted peer-
to-peer (P2P) connection. BitTorentSync also works without an Internet connection in 
local networks and syncs computers in that network. Since it does not require a server 
or cloud (to store) the data remains private and data security only depends on 
collaborating users. It is very stable and available for all major operating computer 
systems; storage-size and file-size is only limited by the local resources, hence 
scalability is easier and cheaper. For instance, in May 2015, a 4TB hdd costs about 
US$150, to get the same amount of storage space on some famous cloud storage 
provider would cost US$200/month for Google Drive, US$600/month for Microsoft 
OneDrive, US$15/month for LiveDrive (5TB), US$200/month for Strato HiDrive (5TB) 
and it is not even possible on Dropbox. Unfortunatly, since version 2.X (from early 
2015), BitTorrentSync does only offer a limited freeware version but fully functional 
installation files for version 1.X can still be found in the Internet. Besides, for smaller 
projects the limitation of the freeware version, that only up to 10 folders can be 
synchronized, may be sufficient. 
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3.7  Remote Sensing and Additional Geoinformatic Software 
The main tasks of remote sensing software are: image correction, geo-referencing and 
ortho-rectification, mosaicing of adjacent image scenes, vectorization and image object 
extraction. Desktop GIS software often offers some functionality for remotely sensed 
data, while remote sensing software has also gained more map-making capabilities: thus 
the boundary between GIS and remote sensing software has diminished. Notable 
FOSS4geoinfo remote sensing software are:  
 OSSIM: provides image geo-referencing and mosaicing, but the gui is not user-
friendly; 
 Opticks: “is an expandable remote sensing and imagery analysis software 
platform” (Opticks website) 
 OpenDragon: “high-quality, commercial-grade, free remote sensing image 
processing software to schools and universities” (OpenDragon, 2014);  
 e-foto:  “an educational photogrammetric softcopy kit” (Mota et al., 2012);  
 InterImage: provides Object-Based Image Analysis (OBIA), which is dominated 
by the effective but expensive eCognition software (Camargo et al., 2012). 
QGIS, ILWIS and GRASS GIS software also provide image-processing functions, such 
as geo-referencing (Table 3.9). There are also some useful niche products, especially for 
the work with Digital Elevation Models (DEMs), such as TecDEM. With the recent 
availability of free satellite radar data (ESA, 2014), the demand for radar image 
processing freeware is likely to increase. Notable user-friendly freeware for radar data 
processing are MapReady, RAT (RAT, 2014) and a number of ESA tools e.g. for 
SENTINEL-1 or the PolSAR pro software. Some prominent commercial software and 
corresponding FOSS4geoinfo in the remote sensing, image processing and statistics 
category are presented in Table 3.5 to Table 3.8. 
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Table 3.5: Prominent commercial software and FOSS4geoinfo in the Image-processing 
category. 
Commercial software FOSS4geoinfo 
Image processing software 
Excelvis ENVI & IDL 
ERDAS 
PCI Geomatica 
TNT Mips 
Idrisi 
SAGA 
QGIS, Grass (limited functionality) 
MultiSpec 
OpenDragon (for principles and teaching) 
Pancroma  
(~50U S$, no FOSS but low-cost for pan-
chromatic sharpening which else is hardly 
possible within FOSS) 
MatLab Free add-ons are available for Envi, MatLab 
To consider:  
• The free alternatives for Photogrammetry and (advanced) image processing are limited.  
FOSS usually fill in niches and tends to be very specialist. 
• FOSS in this category tends to be limited on Windows 
 
Table 3.6: Prominent commercial software and FOSS4geoinfo in the Radar processing 
software category. 
Commercial software FOSS4geoinfo 
Radar processing software 
Sarscape (addon for Envi) 
Erdas (via addon) 
MapReady (ASF) 
GAMMA (Linux) 
RAT (not continued anymore) 
ESA Tools for the new SENTINEL-1 data  
(& predecessors such as: 
 PolSAR Pro, NEST, BEST etc.) 
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Table 3.7: Prominent commercial software and FOSS4geoinfo in the DEM processsing 
software category. 
Commercial software FOSS4geoinfo 
DEM processing software 
GlobalMapper 
Surfer 
3DEM,  
TauDEM, 
TecDEM (MatLab add-on) 
 
Table 3.8: Prominent commercial software and FOSS4geoinfo in the Image processing 
category. 
Commercial software FOSS4geoinfo 
Statistic software 
SPSS 
MatLab 
Mathematica 
R & R-Studio (gui for R) 
 
 
There is a bit of a crossover going on with ESRI (ArcGIS) and R. There is a toolbox that 
contains a framework for using R (the R-Project for statistical computing) in ArcGIS 10 and 
10.1. 
Since July 2015 there is also a ArcGIS-Community-Website for R-Developer on GitHub, 
addressing the Open-Source community.  
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Table 3.9: Comparison of selected, widely-used, freely available geoinformatic software with ArcGIS and common features of propriety remote sensing 
software. GRASS and QGIS do have options to directly import data from GPS devices but there is freeware, such as GPSBabel, to export and transform 
GPS data before importing into the GIS of choice. 
Software\ 
functionality 
Image  
correction  
and 
filtering 
Image 
mosaics 
Geo- 
referencing 
Raster 
processing 
Vector  
processing 
Ortho- 
rectification 
Atmospheric 
correction 
Online user community and 
support forums 
GRASS X X X X X x x X 
QGIS X X XX x X - - 
XX 
(good support via online forums 
and on websites) 
SAGA X x X XX x x - - (not really active) 
ILWIS X x X X X - - 
- 
(not really active) 
ArcGIS 
(propriety software) X X XX X X - - X 
Common propriety RS 
software X XX X XX 
- 
Usually very limited 
- if at all 
(x) (x) often limited to provision of manuals or paid support 
XX = very good, X = good, x = limited,  - = poor/non-existent, (x) = good, but usually only via an (expensive) addon. 
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3.8 Flood Modelling Software 
When dealing with coastal areas, flood modelling is an important aspect. Also inland, 
fluvial, flooding or more generally flooding triggered by extreme weather is likely to 
increase in the coming years (IPCC, 2007). There are a number of models and in 
particular commercial software in this domain. A small overview of different flood 
modelling approaches is provided in Table 3.10. 
Table 3.10: Summary of flood modelling approaches and examples of corresponding 
software (Bates & De Roo, 2000; Hunter et al., 2007). 
 
Since there is not too much choice in software for flood modelling in the free software 
domain, software and models presented in Table 3.11 have been examined during this 
research. 
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Table 3.11: Free software and modules for flood modelling tested in this research. The colour code of the 
table is as follows: Red: not working; Orange: working but not beginner friendly; Green: working and 
beginner friendly; white unclassified 
Name of 
Software or 
Module 
Description Observation/ Result 
GRASS   
   r. tsunami “This script implements the 
metodology described in MAPPE DI 
INONDAZIONE DOVUTE A 
TSUNAMI MEDIANTE IL GIS 
GRASS: APPLICAZIONE ALL'ISOLA 
DI ST. LUCIA, CARAIBI, Cannata M, 
B. Federici, M. Molinari, 2006“ 
http://grasswiki.osgeo.org/wiki/ 
Natural_Hazards 
It was not possible to find or insert this module 
in GRASS 6.5. tested in Windows 7,  
Ubunutu 12.4 LTS, Debian 6 and Fedora 12. 
   r.hazard.flood “fast procedure to detect 
flood prone areas“ 
http://grasswiki.osgeo.org/wiki/ 
Natural_Hazards 
It was not possible to find or insert this module 
in GRASS 6.5. tested in Windows 7, Ubunutu 
12.4 LTS, Debian 6 and Fedora 12. 
Procedure of the 
Tsunami Risk 
Lab of the 
Division of 
Geomatics of the 
University of 
Applied Sciences 
of the South 
Switzerlad 
(SUPSI)  
“This Lab proposes a simplified 
approach for tsunami risk mapping 
within OSGeo (Open Source 
Geospatial) software. In particular this 
lab uses the Open Source GRASS GIS 
for risk analysis.“  
 
http://istgeo.ist.supsi.ch/ 
site/?q=node/4 
Module was provided but apparently developed 
for a different GRASS version. A further 
reference to an installation on vigaerGIS was 
found but the corresponding vigerGIS was not 
running as VM in the available Oracle 
VirtualBox. 
Also the advised:”slaxGIS OSGeo2008 special 
edition“ (pers. comm. Massimiliano Cannata, 
2012) could not be obtained. 
ANUGA - 
Hydrodynamic 
Modeling 
 
“ANUGA is FOSS package capable of 
modelling the impact of hydrological 
disasters such as dam breaks, riverine 
flooding, storm-surge or tsunamis. 
ANUGA is a software implementation 
of a hydrodynamic model which is 
specifically designed to model wetting 
and drying processes. ANUGA is a 
joint development project between 
Geoscience Australia (GA) and the 
Australian National University 
(ANU).“  https://anuga.anu.edu.au/ 
Program had issues during installation; when 
trying tutorials there was a number of errors 
right in the beginning that could not be solved as 
non-expert in the software, a forum or wider 
user-community could also not be identified. 
The combination of these issues made a testing 
of the software impossible but also inducate that 
it is no software for non-domain experts. 
Name of 
Software or 
Module 
Description Observation/ Result 
Tunami “This open source Project is based on 
“TSUNAMI NUMERICAL 
SIMULATION with the staggered leap-
frog scheme (Numerical code of 
TUNAMI-N1)” of Dr. Fumihiko 
Imamura, Prof. of the Tsunami 
Engineering School of Civil 
Engineering, Asian Inst. Tech. and 
Disaster Control Research Center, 
Tohoku University prepared in June, 
1995 for TIME project.“ 
- https://code.google.com/p/tunami/ 
- http://drh.edm.bosai.go.jp/database/it
em/26ae4c7ae7dfe46a0527e0dfb3cc
3fcd4abf7a9f 
Code development is discontinued – at least 
under the name Tunami. 
Attempts to contact Prof. Fumihiko Imamura 
and the Disaster Control Research Center, 
Tohoku University remained unanswered during 
the course of this research. 
INSPIRE “In general, we develop INSPIRE tool 
for supporting RIMES member 
countries to 
generate tsunami inundation and risk 
maps by themselves. Therefore, our 
partners working in government 
agencies can have access to this 
system with the guidance from RIMES. 
However, if you would like to test the 
system, you can try logging in by the 
information [..] 
 
The same login can be used for 
ESCAPE system 
(http://escape.rimes.int) for RIMES 
evacuation modelling tool.“ 
(pers. comm. Dr. Patchanok Srivihok, 
2012) 
Software, cloud-based, could not be tested since 
it was in the development when the inquiry was 
performed and it was not possible to upload an 
own small dataset for testing at that time. 
 
Also in future geneneral (public) access won’t 
be available. Hence, while it could perform as an 
example, also for other countries, it is of minor 
interest for the focus group, interested local 
communities in coastal areas. 
ComMIT “ComMIT is an internet-enabled 
interface to the community tsunami 
model developed by the NOAA Center 
for Tsunami Research (NCTR).” 
http://nctr.pmel.noaa.gov/ComMIT/ 
ComMIT requires a workshop and training to 
get permission to receive a copy and to work 
with it. Unfortunately no workshop was 
available and offered during the time frame of 
this research project. 
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Name of 
Software or 
Module 
Description Observation/ Result 
Flow-2D Basic “FLO-2D is a flood routing model that 
simulates channel flow, unconfined 
overland flow and street flow over 
complex topography.   Experience the 
diversity and complexity of the flood 
simulation details by adding rainfall, 
infiltration, sediment transport, 
buildings, levees, embankments, walls 
(wall collapse), dam breach, mudflows, 
storm drain, culverts, bridges, 
hydraulic structures and 
groundwater.  Rainfall, infiltration and 
most features can be spatially and 
temporally variable with historical 
rainfall events replicated with 
NEXRAD data.“  
http://www.flo-2d.com/ 
Although he Flow-2D Basic version 
should be free and hence available 
for testing there was a permanent 
license error that prevented the 
software from working and hence 
testing. 
LISFLOOD-FP “LISFLOOD-FP is a two-dimensional 
hydrodynamic model specifically 
designed to simulate floodplain 
inundation in a computationally 
efficient manner over complex 
topography. It is capable of simulating 
grids up to 106 cells for dynamic flood 
events and can take advantage of new 
sources of terrain information from 
remote sensing techniques such as 
airborne laser altimetry and satellite 
interferometric radar.“ 
http://www.bristol.ac.uk/geography/res
earch/hydrology/models/lisflood/ 
Lisflood-FP was the only program 
that partly provided results for the 
case studies. That the software is 
only a command line tool for DOS 
limits its application (e.g. on a linux 
server) but moreover puts-off a lot of 
beginners. The very basic 
documentation is a second 
disadvantage of this software for 
users. On the other hand, this is also 
not the interest and aim (being easy 
useable by a wide mass of interested 
persons) of the developers at Bristol 
University (pers. comm. Prof. Bates). 
Caesar-lisflood “Caesar Lisflood is a 
geomorphological evolution model that 
combines the Lisflood-FP 2d 
hydrodynamic flow model (Bates et al, 
2010) with the CAESAR geomorphic 
model to simulate erosion and 
deposition in river catchments and 
reaches over time scales from hours to 
1000's of years.“ 
http://sourceforge.net/projects/caesar-
lisflood/ 
This software was not tested since 
due to time constraints and the focus 
on costal regions flooding from sea: 
storm surges and tsunamis (although 
they are rare) have been in the focus 
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The GRASS modules mentioned on: http://grasswiki.osgeo.org/wiki/Natural_Hazards 
are not provided automatically in any GRASS version tested and hence could not be 
used and evaluated. The tsunami inundation modelling approach presented on 
http://istgeo.ist.supsi.ch/site/?q=node/4 could not be used since the module was 
developed for a training with vigerGIS and slaxGIS. A virtual maschine for the 
corresponding VigerGIS could be found in the Internet but was not running with the 
currently available Oracle VirtualBox software. A working copy of the mentioned 
slaxGIS (pers. comm. Massimiliano Cannata, 2012) could not be obtained. The next 
prominent candidate for larger scale tsunami inundation modelling, Anuga, did also not 
work due to 1) issues with the installation and 2) errors while following some tutorials. 
Hence, it was not possible in a reasonable amount of time to get used to the program 
and create any meaningful result. Compared to other inquires, e.g. regarding Anuga or 
Tunami, there was a response from NOAA regarding ComMIT. However, it was not of 
much practical use to test the software: 
“Since ComMIT is a full implementation of the Method of Splitting Tsunamis (MOST) 
hydrodynamical model, we do require attendance at a ComMIT workshop, acquiring 
experience and training in both numerical modeling and the physics of tsunamis, before 
releasing the software. Due to a lack of available instructors, we do not have 
any ComMIT workshops scheduled at this time.  Since we are a relatively small 
research group with limited man power, we have been working towards transferring the 
training responsibility to an organization that has the capacity to provide dedicated 
resources solely to organizing and conducting these training workshops.  In the 
meantime, your name has been added to our list of interested parties and you will be 
notified of any upcoming training workshops.” (pers. comm. Lindsey Wright, 2012).  
Unfortunately, no workshop or related training was offered at any point after that email. 
The general observation is that ComMIT is only available for some institutions who 
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already got it but not interested local communities or researchers. In general, the 
approach to have a workshop and training course for a complex software is favourable, 
also to raise the awareness of issues and limits of the software. However, during 
fieldwork in Sri Lanka it was observed that students and staff at the National Aquatic 
Resource Research & Development Agency (NARA) worked with the software without 
a previous workshop. Requests on the reasonability of some selected values have been 
usually answered with “I don’t know. I do not change it. It was set as standard”. This is 
potentially very dangerous since local specifics are not necessarily reflected by standard 
values. The results obtained with standard values may be misleading in the 
interpretation of hazardous terrain. Both, over- and underestimations of risk are 
possible. Unfortunately it was not possible to obtain a copy for own simulations. Rather 
than NOAA outsourcing the training for ComMIT it would be preferable to have some 
official training data and online tutorials to make this software available for a bigger 
interested user community. If it would become open-source there might be a good 
chance some universities would take it on and develop it further since with its 
comparable easy user interface it has an advantage over e.g. Anuga or LISFLOOD-FP. A 
copy of FLO-2D Basic was obtained but could not be used for testing c due to a 
permanent license error that could not be resolved (Figure 3.3). 
 
Figure 3.3: Screenshot of permanent license error of FLO-2D. 
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Information to code from Tunami or even a working implementation could not be 
obtained. That “As of 2003, the TUNAMI code was transferred to nineteen institutions 
of fifteen countries“ (https://code.google.com/p/tunami/) did not help since the 19 
institutions are not mentioned on the project websites and hence could not be identified. 
Likely candidates such as the Asian Disaster Preparedness Center or the European Joint 
Research Center did not respond to inquiries regarding Tunami. A very interesting 
approach is INSPIRE, an online tool for tsunami inundation modelling (Srivihok et al., 
2014). Unfortunately it will be only available for selected governments and institutions. 
Hence, it is not of much use for interested communities living in coastal areas. 
Furthermore, it could not be tested since it was not possible to upload own data for the 
time the provided guest account was valid. It is however, a favourable approach since it 
shares knowledge and computing resources among various countries and institutions. 
The final software for flood and inundation modelling that was considered in this 
research was LISFLOOD-FP ( Bates et al., 2010; Neal et al., 2011).  This software 
provided results on some training areas (Chapter 5). 
Fazit: Flood (fluvial, flash, dam failure and storm surge) and tsunami inundation 
modelling remains a domain for experts with the related experience, training and 
software. The only software that produced some results was LISFLOOD-FP from Bristol 
University. However, even this software requires some familiarity with the DOS 
command line and time to experiment due to the comparable basic documentation. 
Hence, LISFLOOD-FP is not advisable for flood- and inundation modelling by beginners, 
in particular if there is no good computer literacy. The best non-experts could likely do 
to identify flood prone areas, with the available free software, is to extract contour lines 
from DEMs and draw knowledge of historic flood events manually in hazard 
assessment maps. This has even advantages in the sense that local knowledge is 
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considered and there are no errors introduced by using insufficient models or wrong 
software inputs possibly resulting in a false safety feeling due to a wrong result. 
3.9 Virtual Globes 
Maps tend to be easier to understand than descriptive text or tables. However, a map is 
an isolated product, which cannot provide the wider spatial context beyond its margins. 
Even well designed maps require the capability of abstraction from readers: they are not 
compellingly understandable. Goodchild (2000) lists the following limitations of 
analogous maps as communication channels which are, at least partly, also valid for 
digital 2D maps:  
(1) maps must be flat;  
(2) a map provides only a single level of detail due to a more or less uniform scale; 
(3) maps are static;  
(4) map production is usually slow.  
In contrast to paper maps there are virtual globes, sometimes also termed digital globe 
viewers, such as Google Earth, Bing Maps or NASA World Wind. The usage of virtual 
globes has undergone a tremendous development in the last few years. Their usage is 
very intuitive and easily understandable, yet ‘real’ (Goodchild, 2005, 2008a; Butler, 
2006a, Tiede & Lang, 2010). 
Today imagery from virtual globes is often used as basemap for other data by 
creating more or less complex overlays and hence provide a geographic reference to 
scientific data (e.g. Ballagh et al., 2011; Tomaszewski, 2011). Virtual globes have 
become more and more a tool to communicate (present) risks, dangers or research 
results. An overview of applications where Google Earth was used is presented below 
(page 114 ff). It is reasonable to conclude that the limitations mentioned above are 
overcome. Freely available virtual globes with high spatial resolution contextual data 
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enable the dissemination of analytical information derived from earth observation (EO) 
data to a broad audience. Advantages of this are:  
(1) the amount of data to be integrated is reduced;  
(2) this saves time in situations where rapid information delivery is required and 
(3) data rights of the original data are respected. 
Moreover, through the Keyhole Markup Language (KML) and its easy usage, it became 
an everyday tool in the work of scientists, engineers and decision makers (e.g. National 
Research Council, 2006) and the possibilities to display data are significantly enhanced. 
Since version 6 of Google Earth, there is the chance to get a time series of 
aerial/satellite imagery for some parts of the world. For some parts, usually major cities 
in developed countries, there is the option of a street view which enables the scientific 
user to consider even socio economic impacts when e.g. overlaid with a flood 
inundation map. Ballagh et al. (2011) give a fairly good overview of the application of 
Google Earth and the related software to create KML files. KML can be considered the 
standard language when encoding scientific data with the aim to present it using virtual 
globes (e.g. D. Chen et al. (2010). Additionally, there are publicly less recognized 
projects such as “Crusta” (Bernardin et al., 2011), aiming to develop virtual globes for 
more specific/ precise applications and tasks. Typical application examples of Google Earth in scientific fields are: 
 real-time water data observation (USGS, http://waterwatch.usgs.gov) 
 real-time earthquake data presentation (USGS, 
http://earthquake.usgs.gov/learn/kml.php) 
 real-time/ rapid weather products (e.g. Smith & Lakshmanan, 2011; Turk, 
Hawkins, Richardson, & Surratt, 2011) 
 magnetic declination determination via GPS and virtual globe (O'Brien, 2009) 
 studying the impact on animal behaviour under changing (e.g. climate 
conditions ( Butler, 2006)) 
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 presenting and automatically creation of time series of satellite data (e.g. 
MODIS) 
 “to support the  development of disaster event situation awareness” 
(Tomaszewski, 2011) 
 the integration of socio-economic information with geospatial data  
 visualisation e.g. of heterogeneous datasets and explore their relationships (e.g. 
A. J. Chen, Leptoukh, & Kempler, 2010) and seismic tomographic models and 
earthquake focal mechanisms datasets (Postpischl, Danecek, Morelli, & 
Pondrelli, 2011) 
 supporting data selection (A. J. Chen et al., 2010) 
 the extraction of urban footprints (e.g. Mering, Baro, and Upegui (2010) 
  industrial planning (e.g. for wind farms (Wolk (2008)) 
  the health sector (e.g. “Combining Google Earth and GIS mapping technologies 
in a dengue surveillance system for developing countries” (Chang et al., 2009) 
and “Virtual globes and geospatial health: the potential of new tools in the 
management and control of vector-borne diseases” (Stensgaard et al., 2009)) 
 disaster management application (e.g. Bitelli & Gusella, 2008; Guim, Ozalp, 
Rodero, & Madry, 2009; Mori & Kameyama, 2009) 
  palaeontology for displaying and sharing data (Conroy et al., 2008) 
 sensor web operating in virtual globes (Heavner et al., 2011) 
 geophysical and geological modelling (De Paor & Whitmeyer, 2011) 
Apart from its wide application and usage, there are also some drawbacks when using 
virtual globes, mainly: 
 The quality of the images varies for the different regions on earth and tends to be 
worse in lower developed regions. 
 Images have to be taken as they are and there is usually no possibility to choose 
a recent image or have images in different vegetation seasons. 
 The acquisition date of the imagery varies (though land-cover characteristics, 
settlements, structures, topography is representative of the present or recent past 
(Ballagh et al., 2011). 
 Google and Microsoft name the places and draw boarders on the displayed map 
subsets and these may not always be correct or differ depending from which 
country a map is accessed (Figure 3.4). 
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Figure 3.4: Three times the Crimea. The version shown from Ukraine web-addresses 
(left), the international version (middle) and the version when using a Russian ip-address 
(source: https://www.derstandard.at, accessed 20.08.2014). 
One of the few studies trying to use imagery from virtual globes as input data, aiming at 
the identification of footprints of towns in Africa was performed by Mering et al. 
(2010). While that study gives interesting insights in the difficulties to consider when 
dealing with the information extraction of Google Earth imagery, it completely ignores 
the issue of georeferencing and geometrical correction (when required) while working 
e.g. with screenshots. Moreover, the overall accuracy, in terms of geo-location, of the 
imagery in virtual globes (no matter if it is Google Earth or BingMaps) is not known 
and remains an issue, especially for sensitive application as hazard risk assessments and 
predictions. However, there is some development also in the direct application of 
Google Maps imagery such as Guo et al. (2010), trying to remove shadows, an 
important aspect also for the research and the future use of virtual globe imagery e.g. for 
(disaster) preparedness mapping.  
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Another aspect to consider is that virtual globes provide ‘only’ optical data. A lot of 
LICs are close to the aquator and hence effected by a lot of cloudcover, resulting in a 
limited number of cloud free image aquisitions. Consequently, even if it would be an 
explicit aim, the possibility to update these regions with recent imagery is limited. 
Incorporating SENTINEL data (SENTINEL 2A and 2B optical data) for regional overview 
instead of LANDSAT might be an option to address cloudy areas, since the revisit time is 
with 5 days (at the equator) much faster than with LANDSAT and the currently available 
other optical satelites (ESA website). 
3.9.1 Conversion Tools for Representing GIS Data in Google Earth 
A challenge for users, in particular in the past when an export of results in kml was not 
the norm, is: How to present GIS data in Google Earth (GE)? There is a number of 
software tools to convert information stored in shapfiles (.shp) to KML (.kml) files. 
Among the many programs there is a small selection is presented in Table 3.12. All the 
products mentioned there are free but some require proprietary software, such as 
ArcGIS, to run. In addition to that, the mentioned software does only exist for Microsoft 
Windows - except the online tools. There are variations in their ability to present data, 
especially in the customization settings the user has. The majority of the presented 
software requires the input shape-files to be geographic data (latitude and longitude) 
with the WGS1984 datum, as it is the standard format in Google Earth. For the 
coordinate conversion there are again a lot of free and commercial software packages 
(e.g. Teeuw et al. 2011 for a selection). 
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Table 3.12: Table: Conversion Tools for Shapefiles to KML 
 
Product Name 
Advanced 
Symbo-
logy  
(e.g. define 
unique or 
graduate 
values) 
Labels Attribute
-table 
Transfer 
Customize 
Balloons 
Remarks  
Geocommons 
Finder 
 
This is an online tool. 
No No Yes No 
There is the 
need to register 
at the website. 
Website: http:// www.geocommons.com 
SHP2KML 
 
stand-alone program 
 
Yes 
Yes,  
all or 
none 
Yes, user 
can select 
variables 
Yes 
This program 
has limited 
capabilities to 
change the 
projection and 
datum of the 
input data. 
Website: http://www.zonums.com/shp2kml.html 
Shp2Earth 
 
Plug-in for 
MapWindow GIS 
(open source) 
 
No Yes 
Yes — 
user can 
select 
variables 
Yes 
Within this 
program it is 
possible to 
change 
projection and 
datum of the 
input data. 
Website: http://www.mapwindow.org 
Google Earth Pro 
 
free since May 2015 
Yes No 
Yes - all 
features 
are 
transferred 
No 
Likely the 
easiest program 
to use since it 
became freely 
available since 
May 2015. 
ArcGIS 
 
Conversion Tool 
within 3D Analyst 
Yes No Yes No  
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Product Name 
Advanced 
Symbo-
logy  
(e.g. define 
unique or 
graduate 
values) 
Labels Attribute
-table 
Transfer 
Customize 
Balloons 
Remarks  
ArcGIS ArcScript: 
“Export to KML tool 
Yes Yes Yes No 
Script was 
intended to 
work for 
ArcGIS 9.x. 
There is a 
direct export 
option (see 
above) with 
ArcGIS 10 
 
ArcScript available from: http://resources.arcgis.com 
Links were last tested and accessed at the 08.06.2011. 
There might be changes in either the website address, the software abilities or in both. 
Since there is a huge user request in this domain it is likely, that some companies such as 
ESRI with ArcGIS will remove additional scripts and include kml export capabilities directly 
in the software. 
 
3.10 Object-Based Image Analysis (OBIA) 
One of the more recent developments in geoinformatics is object-based image analysis 
(OBIA), sometimes also referred to as object-oriented analysis (OOA) or object-driven 
analysis (Blaschke, 2010). Object-based image analysis is an innovative type of image 
processing that is based on the context of “objects” (blocks of pixels) that the software 
identifies in a given image. The availability of high-resolution satellite data went along 
with the need for new image analysis methods. Traditionally used pixel-oriented 
algorithms did not give credit to the spatial consistency of high-resolution imagery. 
According to Nussbaum and Menz (2008): “In particular, for detection and 
classification of man-made structures, object-based procedures are much more 
appropriate. The use of object features such as scale, compactness, orientation and 
texture, in addition to spectral characteristics, extends the possibilities of remote 
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sensing satellite image analysis considerably.” The image classification itself is fully 
automatic based on these rules, but it requires the incorporation of expert knowledge to 
create suitable rules so that the (current) overall process is at best semi-automatic.  
The strength of OBIA is that they emulate the cognitive approach of visual image 
interpretation, allowing contextual and process knowledge to be used with the spectral, 
spatial, and morphometric properties of objects such as landslides and houses (Blaschke 
et al., 2004; Dragut & Blaschke, 2006a; Tapas et al., 2010; Nussbaum & Menz, 2008). 
Hence, these methods have been gaining in popularity compared to traditional pixel-
based methods, archiving often higher classification accuracies (e.g. Franklin et al., 
2011; Robertson & King, 2011). The application of OBIA has been successful in many 
fields from forestry applications to landslide and slum recognition. Examples for 
various current projects are presented in “Object based image analysis for remote 
sensing” by Blaschke (2010). These examples also include OBIA related to specific 
risk-related indicators such as vulnerability (e.g. Ebert, Kerle, & Stein, 2009).  ”OBIA 
applications focussing on the identification of urban features are too numerous to be 
listed here” Blaschke (2010). This statement can be easily extended to other research 
fields where OBIA is more and more extensively used. A comparison of pixel, object 
and hybrid classifications is provided by Bernardini et al. (2010). Articles related to 
accuracy assessments in OBIA reveal that almost every author has his own way and 
there is a lack of a standard. This may be partly a result of OBIA being a mixture of 
remote sensing derived data (e.g. satellite data that is raster data) and GIS 
(predominantly vector) data. Combining pixel and vector based approaches is not only a 
strength of OBIA but might also be a source for issues. More general aspects of 
accuracy assessments, that also transfer to OBIA are provided e.g. by Foody (2002, 
2008, 2010). A brief overview about software providing (at least limited) OBIA 
capabilities is provided in Table 3.13. 
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Table 3.13: Prominent commercial and FOSS in the OBIA domain. 
Commercial Software Freeware and Open Source Software 
eCognition InterImage 
Excelvis Envi & IDL (via addon) Spring 
ERDAS (via addon) Orfeao Toolbox  -> Monteverdi 
(CNES development, easier to use in Linux) 
 In-house developments of universities and 
research institutes (not publicly available) 
There are only a few studies published in English speaking remote sensing journals that 
are not referring to eCognition when dealing with OBIA. One of those exceptions is the 
SPRING website (http://www.dpi.inpe.br/spring/) - with 66 papers in the academic 
category (01.09.2011), the majority in Portuguese and just one paper for InterImage 
(Camargo et al., 2012). However, there is the demand and interest in OBIA. Hence, 
Excelvis for ENVI, ERDAS and ESRI for ArcGIS are offering additional packages for 
their main software that provide (some) OBIA capabilities. Furthermore, inquiries (e.g. 
at Ordnance Survey, BGS, Nottingham University) to get access to eCognition showed 
that there are only a few licensed PCs in the UK and they are in full-time use. This 
indicates a reasonable interest in the potential of possible free alternatives to 
eCognition. Discussions at various remote sensing conferences indicate that, apart from 
the Brazilians, few remote sensing practitioners have heard of free OBIA software such 
as InterImage. 
Free OBIA software tends to be limited in the size of data it can handle (number of 
pixel) and, currently, has some problems to deal with more advanced classification 
rules. However, it is a real alternative for segmentation which then could be used to 
manually assign attributes. Further, practical, aspects when using the different software 
packages are addressed in Chapter 5.  
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3.11 Social Media and Volunteered Geographic Information (VGI) 
Volunteered Geographic Information (VGI) and social media aspects are addressed in 
Chapter 4. It is more data rather than software related. There is no geospatial software I 
am aware of or came across during the research for this thesis that can directly use VGI 
and social media inputs. Ushahidi, which can display data provided by a linked app, 
Tomnod, where the users can analyse images provided by Digital Globe for disaster 
damage or selected projects and to some extent Open Street Map (OSM) come close. In 
addition, there is Zooniverse. Zooniverse is a platform where anybody can create a 
project and volunteers can contribute to these projects. However, those are dedicated 
services and websites and they do not directly make use of information provided in 
Facebook, Google+ or Twitter. If information shared on these platforms is used it is 
manually by transferring this information to specialist websites rather and linking it 
automatically.  
Local knowledge is very important for hazard and disaster preparedness mapping 
for instance by including knowledge of historical events (e.g. for flooding). However, 
such information is usually included manually in maps or to some extents as contextual 
knowledge during object-based-image analysis (OBIA), the later not being the norm. 
3.12 Criteria to Select Software for Disaster Management Applications 
Various authors have proposed evaluation criteria for free GIS (e.g. Cruz et al., 2006; 
Wagner, 2006; Steiniger & Bocher, 2009). Many FOSS4geoinfo software products can 
compete with proprietary software. Furthermore, in general, “open source software not 
only has better than average quality as compared to the industry average, but in fact 
continues to raise the bar on what is considered good quality software for the entire 
industry” (Coverity, 2013). Advice on selecting desktop PC software for disaster 
management is summarised in List 1, based on observations from geoinformatic 
training sessions carried out in European, Caribbean, African and Asian environments.  
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List 1: Guidelines identified on selecting desktop PC software for disaster management uses. 
 Check the software functionality:  the software must be appropriate for the given 
task; 
 Avoid switching between different sets of software, to reduce the risk of errors                     
and incompatibilities;  
 Software stability and platform support must be robust, especially when working in 
heterogeneous operating system working environments; 
 A graphical user interface (gui) is important when aiming to use software with non-
experts; it also makes the creation of training material easier, as the required steps 
can be illustrated by screenshots, rather than command lines, which are often 
poorly recognized or mis-copied. 
 An active user community is needed (preferably international) to ensure 
development and support, e.g. via online forums. 
Many FOSS4geoinfo projects ship as a software bundle, such as the 
gvSIG Community Edition project, which bundles gvSIG, GRASS and SAGA. QGIS 
ships with GRASS and SAGA, which allow raster-processing capabilities, without leaving 
the user-friendly QGIS interface for the more complex gui of SAGA. A combination of 
the QGIS bundle and GPS Utility or GPS Babel can deal with almost any spatial 
analysis or mapping task required in disaster management.  There is extensive QGIS 
support through its user community (e.g. via online forums) and a large number of 
plugins are available. Currently some free GIS, such as QGIS and GRASS, have an 
advantage over the leading proprietary GIS (ESRI ArcGIS), in that they support more 
coordinate systems by default. ArcGIS can be extended by downloading required 
projections and coordinate transformations (e.g. via http://spatialreference.org/ or 
http://www.epsg.org/), but that might be difficult for GIS novices. Many FOSS4geoinfo 
projects have a further advantage: they support multiple operating systems, usually at 
least Microsoft Windows and Linux, while proprietary software is often limited to 
Windows environments. With Linux it is often faster to apply corrections provided by 
user-forums, than waiting for a new compiled version to be produced for Windows. In 
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general, Linux should be considered as a primary operating system: it is freely available 
and tends to perform better on older hardware (which often predominates in LICs).  
 
3.13 Recent FOSS4geoinfo Developments 
Many FOSS4geoinfo projects, especially in the GIS domain, have developed rapidly in 
recent years and attracted many users and developers. One example is the ‘System for 
Automatic Geoscientific Analysis’ (SAGA: Böhner et al., 2006), which is frequently 
updated and available for Windows and Linux.  
 
Figure 3.5: Progress of the SAGA GIS development. 
 An advantage of SAGA, compared to other FOSS, is its university-driven development, 
with access open for other developers to make enhancements. That is an improvement 
on FOSS4geoinfo projects where the software is no longer updated, or is discontinued, 
when the main developer leaves (e.g. RAT). Software development is closely linked to 
developments of analytical techniques, statistical theory and methods, as well as 
technological advances, such as computer hardware improvements (T. Cheng et al., 
2012). It is likely that university research groups will provide more development in the 
FOSS4geoinfo domain in future, as indicated by ICA-OSGeo Labs and the Geoforall 
imitative, with over 80 Labs established since 2011 (Geoforall, 2014). However, the 
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development of larger FOSS4geoinfo projects in future seems unlikely: some 
universities or individuals may cover niche applications, but getting the required 
resources (finances, developers and critical mass of users) has become more 
challenging. 
Data availability is an important factor for the progress of FOSS4geoinfo. On the 
arrival of a new type of freely available data, there will be a demand for new software to 
process it, e.g. with the recent supply of data from ESA’s SENTINEL satellites or 
LANDSAT 8 with 12 instead of 8 bit data. Making adequate use of new types of 
geospatial data requires an update of existing software but also provides an opportunity 
for new software development. High-resolution commercial satellite imagery, with a 
spatial resolution of less than 50 cm, will soon be available (Teeuw et al, 2012), 
resulting in bigger volumes of data and new processing requirements for the associated 
software. Moreover, with the ESA SENTINELs providing free radar and optical data, data 
fusion will be of increasing importance and use. The classical separation between 
persons predominantly working with optical and persons working predominantly radar 
data may become blurred.  At the present OBIA has the best precondition for this 
challenge. 
In disaster response, most GIS work is done on desktop workstations or laptops; 
maps remain the main medium for displaying spatial information, especially in the 
disaster aftermath, where fast data-sharing and information presentation are essential. 
However, high-performance computing (HPC), cloud-computing and parallel 
computing are likely to be increasingly used, especially for large disaster preparedness 
projects, such as the INSPIRE tsunami modelling project (Srivihok et al., 2014). The 
methods currently applied for parallel-computing on HPCs will become more relevant 
for workstations since multi-core central processing units (CPUs) and powerful 
graphical processing units (GPUs) become a standard. One issue of implementation, 
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apart from the availability of the required algorithms, is that the license-fee of some 
proprietary software is linked to the available CPU cores. Hence, multi-core CPU and 
GPU processing applications are an opportunity for FOSS4geoinfo. It will cut software 
costs (e.g. currently a number of proprietary software licenses are priced based on the 
used cores which could be avoided by using freely available software) and make FOSS 
of even more interest to companies, which might aid FOSS development. Some GPU 
computing capabilities are included in the R statistical freeware and some proprietary 
software, notably PCI Geomatica and ERDAS Imagine (McCallum & Weston, 2011). 
Although GPU cores are slower than CPUs, there are thousands of GPU cores, even on 
modern laptop graphic boards. Using thousands of GPUs theoretically allows 
processing possibilities, which have previously been limited to HPCs. Hence, software 
development has to make better use of the currently available hardware.  
With the globally increasing number of smartphones and mobile devices, there is 
the potential for more disaster management apps. The development of a new app 
usually requires relatively few resources; also, as there is less competition, a new app is 
more likely to make an immediate impact. The amount of software performing 3D 
visualization is still limited and a domain for proprietary software, such as GEOVision, 
although this is likely to improve with the cheaper supply of high-resolution data  
(Cheng et al., 2012). Examples are the growing use of LiDAR laser scanning and digital 
photography from Unmanned Aerial Vehicles (drones). At the present software such as 
GEOVision seems not to be used in DRR related mapping – at least not ins standard 
(general purpose) mappings. 
Free GIS software, such QGIS and linked tools, have become widely used in 
disaster response. QGIS has been used as an alternative for ESRI’s ArcGIS in many 
recent deployments by MapAction (http://www.mapaction.org/deployments.html). In 
addition MapAction is increasingly using QGIS for introducing GIS and mapping to the 
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information managers of other disaster response organisations. Recent examples where 
QGIS has been used in disaster management or for humanitarian response are given 
below (pers. comm. MapAction, May 2015):  
- Iraq 2014: QGIS used by MapAction in support of the World Food Program, for 
Food Cluster management; 
- Panama 2014: QGIS used by the support mission for Situations of Violence in 
the Northern Triangle of Central America (ACAPS website, 2015); 
- Nepal 2015: earthquake response; information managers dealing with education 
and shelter used QGIS, with initial guidance from MapAction. 
Furthermore, volunteers of Médecins Sans Frontières and members of the International 
Federation of Red Cross/Red Crescent Societies (IFRC) have been using QGIS in West 
Africa for mapping and monitoring the 2014-2015 Ebola crisis (pers. comm. Cozma, 
May 2015).  
3.14 Challenges for Disaster Management Tasks with FOSS4geoinfo  
A key challenge is to select the best software for a given geospatial problem. For most 
disaster management tasks there is sufficient FOSS4geoinfo software. Within the GIS 
domain, freely available software can perform almost all required tasks. That is not the 
case in the remote sensing domain, but with the increasing availability of free data that 
might change, and freely-available remote sensing functionality will become closer to 
its commercial counterparts.  The challenge for freeware remote sensing projects is to 
find the required critical mass of users to ensure widespread usage and development. A 
good resource for testing FOSS4geoinfo functionality is provided by the OSGeo 
LiveDVD, which is a bootable DVD containing prominent FOSS4geoinfo software, 
including various Desktop GIS, Webservers and command line tools (OSGeo live, 
2014). 
It is essential that the development of freely-available software is linked to freely-
available training materials, to attract and train as many users as possible. A downside 
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of many current FOSS projects is limited documentation and user support. 
FOSS4geoinfo support tends to be limited to online forums or email lists that require 
free access to the Internet, which can be problematic in LICs. Hopefully the user-
support issue will improve with more universities or institutions getting involved in 
training and projects such as the Open-Source Geo Labs. OsGeo.org and GeoForAll are 
two umbrella initiatives for FOSS4geoinfo, but they do not cover all projects and 
research. Many initiatives focused on disaster management, such as the 3-Free-Guide 
(free data, free software, free training: Leidig & Teeuw, 2014), or websites providing 
help for geospatial problems (e.g. http://freegeographytools.com or 
http://gis.stackexchange.com), could be linked with GeoForAll, OsGeo.org or the UN-
Spider Free Data Sources website (UN-Spider, 2014).  
Better use of existing hardware is desirable, especially multi-core CPU and GPU 
processing support. This includes agreement on standards, from data formats to 
appropriate disaster management methodologies. For instance, geotiff is currently the 
most widely used and supported raster data format; however, its 4 Gb file size limit is a 
handicap, e.g. if mosaicing high-resolution satellite images. With increasing amounts of 
geospatial data, there is a need for advanced data compression methods, such as a free 
license for ecw or mrsid. Sustainable use of FOSS4geoinfo would benefit from a change 
of operating system, from Microsoft Windows to Linux, which runs more easily on the 
older PCs found in many LICs than the latest versions of Microsoft Windows.  
Projects such as Ushahidi and Tomnod provide examples of how a large group of 
volunteers could be used for situation mapping. The main challenge for similar 
community-driven projects is: how to get adequate (and accurate) data?  Many of the 
risks associated with VGI as a data source could be reduced with methods to rank or 
classify information and by implementing internal accuracy assessments. In principle: 
the greater the data availability, the more complete the picture of a situation. In addition 
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to the possibility of near real-time information, VGI information obtained from many 
observers is likely to be closer to ‘the truth’ than information obtained from one 
observer. During emergencies, risks associated with volunteered information are 
outweighed by its benefits: “Costs of acting in response to false positives are generally 
less than the costs of not acting in response to false negatives” (Goodchild & Glennon, 
2010). 
3.15 Chapter Summary 
The installation of only a few items of freely available software will allow users to 
perform most geoinformatic tasks required for disaster management applications, from 
preparedness mapping (mapping performed before a hazard or disaster to identify 
elements at risk such as critical infrastructure but also resources for mitigation (e.g. 
firewood) and potential save grounds such as higher located areas in coastal settings that 
could be used as assembly point or for camps) to disaster response.  Desktop software 
capabilities could be enhanced by the incorporation of web applications, given 
sufficient Internet capabilities and expertise. Provided there is suitable training, even 
non-experts in geoinformatic data processing can achieve adequate results e.g. in 
disaster preparedness mapping.  
A lot of freeware has poor documentation, limiting its use and possible future 
development. Personal communication with a number of NGOs has highlighted that 
many are put off using FOSS4geoinfo because there is often no support-link to the 
software developers. Small changes, such as software support contacts via email, could 
significantly increase the application and uptake of FOSS4geoinfo in disaster 
management. 
The major benefit for users, from individuals to universities and businesses, is the lack 
of a license fee. Training costs can be greatly reduced by the provision of Internet-
deliverable training courses, many of which are freely available. For disaster 
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management applications, FOSS4geoinfo options should be considered and tested 
against proprietary GIS software. Free geoinformatics can help to optimize the limited 
financial, technological and manpower resources that many organisations face, 
providing a sustainable input to disaster management. 
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Chapter IV – Free Geospatial Data 
4.1 General Overview of Data Sources 
Even the best software, in particular GIS and RS software, is useless without adequate 
input data. Apart from maps, local knowledge, space and airborne derived data become 
increasingly important in particular for hazard and exposure mapping. Satellite derived 
data is essential when there is the need to cover large or remote areas. Today more than 
40 nations have invested in EO satellites, amounting to government investment of 
approximately US$ 7-8 billion per annum, with further and increasing investment 
coming from the commercial sector and through public-private partnerships (e.g. the 
new WorldDEM CEOS and ESA (2015)). Many of the biggest programmes, such as the 
US LANDSAT programme or the European SENTINEL programme, are moving to free and 
open data policies. Consequently, the data generated might be applied without 
restriction and across a whole range of societal benefit areas. The Copernicus 
programme of the European Commission (EC) and European Space Agency (ESA) 
provide free and open access to a range of data types, both optical and for the first time 
radar (CEOS & ESA, 2015). 
Currently the best overview of available earth observation (EO) data is provided by 
the CEOS Earth Observation Satellite Database (http://database.eohandbook.com/, last 
accessed 24.08.2015). While it is a comprehensive overview of available and upcoming 
(including proposed) satellites and corresponding sensors, not all of the data collected 
by the mentioned satellites is available for free.  However, in particular the freely 
availability is relevant for the application in particular in the developing world.  
In general the number of freely available datasets is too huge to list them all. In the 
following only the example of some datasets is provided. Further examples can be 
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found e.g. in Teeuw et al. (2012) or the 3-Free-Guide (developed as a summary to be 
used in developing countries, available from: 
http://research.mlabs.org.uk/blog/tutorials/3-free-guide/;  Appendix A). 
Some of the most prominent entry points to find and access free geospatial datasets, 
predominantly with global coverage, are the following websites and programmes: - NASA: REVERB - USGS: EarthExplorer - University of Maryland: Global Land Cover Facility (GLCF)  - ESA: EOLi-SA 
In particular NASA has many other sources for data. Some of the main entry points are 
listed here: https://earthdata.nasa.gov/earth-observation-data. 
Besides the single efforts of the big space agencies there are also international 
initiatives and programmes that aim at the various aspects of disaster management and 
disaster risk reduction and also provide some data. Among them are: 
 the Copernicus Program of the European Commission: “Copernicus consists of 
a complex set of systems which collect data from multiple sources: earth 
observation satellites and in situ sensors such as ground stations, airborne and 
sea-borne sensors. It processes these data and provides users with reliable and 
up-to-date information through a set of services related to environmental and 
security issues“ (http://www.copernicus.eu/) The Copernicus Program is of 
wider interest for DRR and disaster management (DM) predominantly due to its 
SENTINEL satellites and the corresponding free optical (in future) and radar data 
(SENTINEL-1).  
 Group on Earth Observations (GEO) Supersites: “The Supersites have data for 
the study of natural hazards in geologically active regions, including 
information from Synthetic Aperture Radar (SAR), GPS crustal deformation 
measurements, and earthquakes. The data are provided in the spirit of GEO, 
ESA, NASA and the National Science Foundation (NSF), that easy access to 
Earth science data will promote their use and advance scientific research, 
ultimately leading to reduced loss of life from natural hazards” 
(http://supersites.earthobservations.org/). 
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 the International Charter on Space and Major Disaster: “The International 
Charter aims at providing a unified system of space data acquisition and 
delivery to those affected by natural or man-made disasters through Authorized 
Users. Each agency member has committed resources to support the provisions 
of the Charter and thus is helping to mitigate the effects of disasters on human 
life and property” (https://www.disasterscharter.org). 
 CEOS: “The Committee on Earth Observation Satellites coordinates civil 
space-based EO programmes. More than 30 national/regional space agencies 
participate in CEOS coordination efforts, with these agencies collectively 
responsible for the operation of more than 100 current EO satellite missions“ 
(CEOS & ESA, 2015). 
A good practical approach, using EO data for developing countries can be seen at: 
https://www.servirglobal.net. “SERVIR connects space to village by helping developing 
countries use information provided by Earth observing satellites and geospatial 
technologies to manage climate risks and land use” (https://www.servirglobal.net). The 
advantages and disadvantages of these more significant international initiatives, with 
respect to their provision and contribution of data, are discussed in Chapter 6. 
4.2 Social Media and Volunteered Geographical Information  
Among the first to introduce the term “Volunteered Geographic Information” (VGI) 
was Goodchild (2007a) to describe a special case of user-generated Web content. It 
refers to maps created through the efforts of volunteers who collect and submit crowd-
source geographic data. Unlike a traditional mapping process, VGI transfers the 
mapping work to volunteers, rather than professional geographers surveying and 
creating the map.  
Every human is a ‘sensor’ and could be used to provide data and information about 
their geographical surroundings (Goodchild, 2007b, 2007c). Social media and 
corresponding websites have become widely used and emerged as an important 
technology especially for disaster response in recent years. Social media consist of tools 
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that allow the exchange of information through conversation and interaction (Yates & 
Paquette, 2011; Yin et al., 2012).  Facebook has over 1.3 billion users and Twitter has 
over 645 million (statisticbrain, 2014); Google Earth is accessed more than 1 billion 
times per month (searchengineland, 2014); Flickr, with its capability to display 
georeferenced photos, has over 60 million publicly-accessible photo uploads per month 
(Flickr, 2014). Houston et al. (2015) review social media for emergency planning and 
crisis response; while examples of social media performance for disaster management 
can be found in Bird et al. (2012), Butler (2013), Kaewkitipong et al. (2012), Kaufhold 
and Reuter (2014), Lorenzer (2013), Reuter et al. (2011), Zisgen et al. (2014), Yates and 
Paquette (2010) and in Goodchild and Glannon (2010). Table 4.1 lists some of the 
advantages and disadvantages of VGI that need to be considered with the associated 
software. In general social media sites are of increased interest for disaster management, 
due to their popularity and reach. While these websites collect vast amounts of primary 
data, it requires software to make the data usable.  
Table 4.1: Advantages and challenges often addressed in the context of VGI. 
Advantages of VGI Challenges of VGI 
- large potential amount of information due 
to many participants (esp. in cities) 
compared to agencies often limited in 
their resources such as  finances and  
number of experts (Goodchild & Glennon, 
2010) 
- use enormous knowledge assets of the 
collective, which was previously largely 
untapped (Flanagin & Metzger, 2008;) 
- can fill gaps in available digital 
geographic information (Goodchild 
2007a) 
- GPS are becoming more and widely used, 
e.g. indirectly by the increasing number of 
- high risk of poor accuracy, quality and 
reliability (Flanagin & Metzger, 2008; 
Glushko, 2014; Goodchild, 2007a) 
- concerns of source credibility (Flanagin & 
Metzger, 2008; Goodchild, 2007c) 
- problems of preservation of the additional 
information (ESRI 2010) 
- unlikely to be subject to any form of 
quality control (Flanagin & Metzger, 
2008; Glushko, 2014; Goodchild, 2007a; 
Goodchild & Glennon, 2010) 
- VGI data collection and dissemination 
unlikely to have consistent or expected 
form (Goodchild & Glennon, 2010 
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Advantages of VGI Challenges of VGI 
smart phones, and hence more people are 
able to provide accurate information. 
- incorporation of local (formal & informal) 
names enable GPS navigation to use its 
full potential (ESRI 2010, Goodchild & 
Glennon, 2010) 
- information could be provided by local 
communities 
- local communities are best source of 
knowledge about local conditions and 
changes (Craglia 2008, Flanagin2008) 
- VGI provides good and reliable results on 
large scale (ESRI 2010) 
- Changes over time can be considered and 
displayed at much higher frequency 
(Goodchild & Glennon, 2010). 
- Data input occurs in much smaller 
packages than traditional geo-resources, 
such as maps or images (Cragilia 2008), 
hence updates require fewer computing 
resources, such as Internet downloads, it 
is easier to apply on older PC hardware 
(which is common in LICs);   
- VGI data for maps is generally cheaper 
since experts do not need to travel to most 
sites (Goodchild 2010, Flanagin 2008): 
faster updates are possible; 
- VGI, with its large network of observers 
is well suited for near real time 
information (Goodchild 2010). 
Flanagin & Metzger, 2008) 
- remains very difficult to persuade those 
responsible for creating geographic data 
sets to provide adequate documentation 
(Goodchild 2007a) 
- lack of the tools needed to collect, 
synthesize, verify, and redistribute the 
information (Goodchild 2007) 
- missing institutional or legal framework -
> Who is liable? (Glushko, 2014; 
Goodchild, 2007c; Goodchild & Glennon, 
2010; Jones, Devillers, & Bedard, 2010)  
- weak when used on small scale / high 
resolution maps (ESRI 2010) 
- information of interest to many people 
tends to be more accurate than 
information that is only of interest to a 
few – hence lack of homogeneity of 
potential maps (Goodchild & Glennon, 
2010); 
- risk that false rumours could be spread 
esp. in an emergency situation (Goodchild 
& Glennon, 2010) 
- motivation of the people that volunteer 
information can be questionable (Craglia 
2008)(Coleman, Georgiadou, & Labonte, 
2009); 
- VGI would require methods for user 
classification and feedback (similar to 
eBay, Amazon or iTunes) to rank the 
‘value’ of entered information (Goodchild 
2010, Jones 2010) 
- information provided may be biased 
- data provided represents individual observer views (ESRI 2010) 
- requires technology and appropriate implementation to enable people in every 
part of the world to participate (Goodchild 2010) 
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VGI can allow organizations to quickly and inexpensively create maps (Glushko, 2014). 
Best known is probably the OpenStreetMap (OSM) collaborative mapping performed 
after the 2010 Haiti earthquake. Coming from open source communities the OSM 
collaborative platform demonstrated its ability to provide accurate data within a short 
period of time, thanks to a pre-existing technical organization, efficient collaborative 
tools and a dedicated community. OSM rapidly provided accurate maps: the road 
network map of Port-au-Prince, was almost blank before the disaster, but was nearly 
complete 10 days later (Roche et al., 2013). Projects such as Ushahidi 
(http://www.ushahidi.com/) and Tomnod (http://www.tomnod.com) provide examples 
of how volunteers could assist with crisis response mapping. Ushahidi enables people to 
report the situation they are in and provides situational information for the emergency 
services. Implicit here is access to the Internet or mobile networks, which may not be 
the norm in a crisis situation or in remote areas. Ushahidi is open source and freely 
available, but its setup and documentation leave room for improvement. Tomnod is 
entirely controlled by Digital Globe Inc.: it is not obvious how mapping done by 
Tomnod volunteers is distributed. Furthermore, with Ushaidi and Tomnod there is no 
indication of quality control measures.  
In the aftermath of recent disasters there are often new projects emerging. A recent 
example is the approach of ICIMOD and Kathmandu University in Nepal after the 
earthquake(s) in April 2015. The two institutes developed a new online platform that 
collects and displays disaster events, along with essential information, such as impact 
and immediate relief requirements, that are reported via mobile phones. In addition the 
mobile app provides information regarding the nearest hospitals, police, and camp 
areas from the disaster zone to support disaster mitigation. In it will include a 
‘geofence’, a method for defining virtual geographical boundaries that sends alerts and 
notifications about disaster events to users (ICMOD website, 2015). The problem with 
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these approaches is, that such websites are often hosted in the country where the disaster 
has happened. For example the IP address 118.91.160.230, of the above project, belongs 
to the Nepal Kathmandu Internet Service Provider (Figure 4.1). 
 
Figure 4.1: Screenshot from http://whois.domaintools.com, 09.07.2015. 
The issue is that Nepal is a low-income country with a Data Poverty Index of 2,72 
(2013 - with the time series approach; Chapter 2). When trying to access the website it 
often results in a “File not found” message or a time-out of the connection . However, if 
it is working (Figure 4.2) it is potentially a really useful website. 
 
Figure 4.2: ICIMOD website when it is working and providing information about 
buildings that have been affected e.g. by an earthquake. 
Such, interesting and potentially important websites, holding data that should be 
publically available, should be hosted in countries with a low data poverty factor, or 
  138 
centrally by the United Nations and only backed-up in a country prone to disaster. The 
same experience was made with the Disaster Management Centre (DMC) in Sri Lanka, 
where in 2012/2013 it was for a short time (theoretically) possible to download some 
data of the tsunami impact from 2004. However, the website timed out so often that the 
data could not be downloaded. The international money, provided by UNDP, for the 
huge server installation seen during 2012 in the DMC is wasted as far as it concerns the 
online data provision. 
With respect to the ICIMOD approach, the software and data verification 
technologies linked to VGI are still in their infancy. The reliability of data obtained by 
VGI should be judged on a case-by-case basis (Glushko, 2014). VGI is best used in 
combination with official data e.g. for updating maps in an emergency situation in near 
real-time, such as wildfires (Goodchild & Glennon, 2010). There is a need to 
incorporate VGI capabilities into future GIS desktop software, beyond virtual globes 
such as GoogleEarth. An important consideration for VGI software is the ability to 
detect and ignore doubtful contributions (Goodchild, 2007; Flanagin & Metzger, 2008). 
Recent research, such as automated geographic context analysis, has made VGI more 
reliable (Spinsanti & Ostermann, 2013). A promising approach was by Bishr and Kuhn 
(2007), who proposed that trust should be used as a proxy for VGI quality, 
demonstrated in the form of user ratings – i.e. like in Amazon or Ebay. 
4.3 Free Datasets 
During this research various datasets from a number of sources have been used. The 
tables in Appendix E summarize the datasets considered in this research rather than 
providing a complete list of all used or tested data. Datasets globally available tend to 
be of medium (~15 – 90 m) to coarse spatial resolution (≤1km). However, this may be 
different on national scale. In the UK, there is for example the Channel Coastal 
Observatory, which provides aerial images (spatial resolution down to 10 cm) and 
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LiDAR data (i.e. spatial resolutions of 0.5 to 5m) for some parts of the coast. 
Unfortunately the amount of freely available data differs also among developed 
countries. For instance heise.de (2015) reports, following the Open Data Charta after the 
G8 meeting in 2013, that Germany had in January 2015 only 9700 datasets freely 
available compared to 20000 at the same time in the UK. Furthermore, most of the free 
datasets in Germany have been criticised for having poor quality and being difficult to 
use. This of course does not only refer to geospatial data but shows the discrepancies 
that even exist in the developed world. 
One specific dataset, imagery received from virtual globes for offline usage and as 
alternative for high-resolution satellite data, will be addressed a bit more detailed in the 
following sections. The rational is that there are a number of medium-resolution (spatial 
resolutions between 15m - 90m) satellite datasets available for free. But there is a lack 
of free high-resolution data (spatial resolutions < 10m) available. Figure 4.3 shows the 
level of detail that can be expected from georeferenced Bing Map data, ASTER and 
LANDSAT-7 imagery. 
 
Figure 4.3: Comparison of spatial resolution from (left to right): (1) BingMap: screenshot, 
georeferenced, spatial resolution of 1.5 m, free; (2) ASTER RGB (bands 3N21), spatial 
resolution 15m, ~80 US$ and (3) LANDSAT-7 RGB (bands 321), spatial resolution 30 m, 
free imagery for East Cowes, Isle of Wight, UK. 
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A predominant issue in obtaining high-resolution data is the related cost. Figure 4.4 
provides an idea of the linked costs for acquiring data to cover the Isle of Wight (UK), 
which has a size of about 380 km2. 
 
Figure 4.4: Price resolution versus comparison for various major sensors and a Microsoft 
Bing Map mosaic. 
Hence, there is the need for high-resolution data that is affordable for low-income 
countries and community projects. One possibility investigated is to use virtual globe 
imagery that is described further below. 
4.3.1 Virtual Globes - A Possibility of Low-Cost High-Resolution Data? 
The fusion of the World Wide Web and spatial technologies has led to the emergence of 
a new and evolving geospatial Web. Multiple virtual globes, such as Google Earth and 
National Aeronautics and Space Administration’s World Wind and Bing Maps from 
Microsoft, have emerged (Tuttle et al., 2008). Additionally, there are publicly less 
recognized projects such as “Crusta” (Bernardin et al., 2011), aiming to develop virtual 
globes for more specific/ precise applications and tasks. 
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The usage of virtual globes such as Google Earth, Bing Maps or NASA World Wind 
has undergone a tremendous development in the last few years. Through the Keyhole 
Markup Language (KML) and its easy usage, it became an everyday tool in the work of 
scientists, engineers and decision makers (e.g. National Research Council, 2006). Since 
its introduction in 2005 (before 2001known as Earthviewer) only Google Earth alone 
was and is used in a number of scientific fields. Examples of these fields have been 
introduced in Chapter 3 on page 113. Another virtual globe, NASA World Wind, uses 
predominantly LANDSAT imagery as background and hence is of limited use for projects 
requiring high-resolution imagery. However, NASA World Wind is also used for a 
number of projects such as: 
- a wildfire management tool,  
- a tool for urban management,  
- tools for weather display and climate research, and others (examples i.e. on: 
http://eurochallenge.como.polimi.it/?q=projects, last accessed 12.06.2013  
Furthermore, there is a NASA World Wind Challenge to encourage the further 
development of applications (http://www.earthzine.org, last accessed 12.05.2013). 
Unfortunately, apart from NASA World Wind, none of famous virtual globes is open-
source. Despite the manifold applications that can be found linked to virtual globes, the 
predominantly usage is the representation (overlays) of scientific data by adding a 
geographical aspect (e.g. Ballagh et al., 2011; Tomaszewski, 2011); although there are 
some very advanced approaches of it e.g. Tiede and Lang (2010). Since version 6 of 
Google Earth, there is the chance to get a time series of aerial/satellite imagery for some 
parts of the world, which further enhances the analytical possibilities using virtual 
globes.  
Nevertheless, besides its wide application and usage, there are also some drawbacks 
when using virtual globes, that need to be taken into account (Chapter 3.9). On the other 
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hand, images obtained from virtual globes are in principle as good (only with a lower 
resolution of course) as for instance the aerial photos from the CCO in the UK, which is 
also image data only with no spectral information. 
The major difference in this research project to the previously mentioned studies is 
that virtual globe imagery will be used as alternative high-resolution data source and it 
will apply methods directly on the virtual globe data rather than ‘only’ overlay final 
research results. One of the few studies going in this direction, aiming at the 
identification of footprints of towns in Africa was performed by Mering et al. (2010). 
While this study gives interesting insights in the difficulties to consider when dealing 
with the information extraction of Google Earth imagery, Mering et al. (2010) 
completely ignore the issue of georeferencing and geometrical correction (when 
required) while working with screenshots. Moreover, the overall accuracy, in terms of 
geo-location, of the imagery in virtual globes (no matter if it is Google Earth or Bing 
Maps or any other) is not known and remains an issue, especially for sensitive 
application as hazard risk assessments and predictions (Keynote speech from Goodchild 
during IGRASS 2013). Nevertheless, there is some development in the direct 
application of Google Maps imagery such as from Guo et al. (2010) who tries to remove 
shadows in Google Earth.  
4.3.2 Accessing and Using Virtual Globe Imagery – A Bing Map Mosaic of the Isle 
         of Wight 
In the absence of very high-resolution satellite data, similar to the situation in many 
developing countries or many NGOs face, one essential point in this research was the 
examination of alternative data sources such as from virtual globes. There is software to 
directly export, mosaic and georeference Google Earth or Bing Map imagery. However, 
since this software is not officially supported by the virtual globe provider and 
considered illegal it will not be discussed in this thesis. Nevertheless, it shows what is 
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possible and maybe big companies such as Google or Microsoft will adjust their license 
agreements one day to allow such software – at least for registered NGOs, research 
institutes or in developing countries trying to obtain high resolution offline data used for 
disaster management (including preparedness) applications. Hence, until these licenses 
may change alternatives are required. One way is to take screenshots, mosaic them and 
finally georeference the resulting image. List 2 provides the essential details for one of 
the mosaics that was created during the presented research. 
List 2:  Quick facts for the Bing Map mosaic of the Isle of Wight.  
 origin of Bing Map data: GEOEYE – from 2010 
 screenshots from Bing Map, ‘Zoom-level-5’* 
 725 images (combined from 37 stripes), collected in about 3 days 
 file size (resulting mosaic): ~ 1.36 GB as tiff 
 mosaic dimension (pixel): 25569 x 14364 
* In the absence of an official name or indication the zoom level in the virtual 
globes have been numbered from 1 (the most detailed  zoom) to 19 (Bing Maps) or 
23 (Google Maps). It might be that the amounts of zoom-level have been changed 
and adjusted with the updates the virtual globes experienced during the past years. 
 
Of course the same approach works also for Google Earth or Google Map imagery – 
though the number of scenes may differ, depending on the chosen zoom-level. For the 
training site Isle of Wight the Bing Map data proved to be better during collection time 
(26.03 – 29.03.2011). An example of the errors found in the Google Map data is 
provided below (Figure 4.5). 
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Figure 4.5: Screenshot of the Ryde Pier (Isle of Wight, UK) in Google Maps at the 28.03.2011. 
Compared to Figure 4.5 the same scene in Microsoft Bing Map (Figure 4.6) did not 
show any error. Hence, when virtual earth imagery is used it is always worth to check 
various virtual globes to decide for the best image. 
 
 
Figure 4.6: Screenshot of the Ryde Pier (Isle of Wight, UK) in Microsoft Bing Map at the 
28.03.2011. 
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For the mosaicking of the screenshots (in this case more precisely: photo stitching) two 
software have been tested: 
1. Adobe Photoshop CS4 (commercial, expensive): a minimum overlap of 25-30% 
of two images is required during the mosaicking. The error rate, during the 
mosaicking process, is about 1%. 
2. Microsoft ICE (free download, from the Microsoft Research labs; Figure 4.7): a 
minimum overlap of 40-50% between two mosaic images is required. The error 
rate during the mosaicking process is less than 1%. 
 
Figure 4.7: Screenshot of the mosaicking in the freeware Microsoft ICE 
(http://research.microsoft.com/).  The Microsoft Image Composite Editor (ICE) is an 
advanced panoramic image stitcher created by the Microsoft Research Computational 
Photography Group. 
Theoretically any graphics software that is able to mosaic images could be used. 
Microsoft ICE however performed exceptionally well and fast even when compared to 
famous proprietary software such as Adobe Creative Suite 4 (2011).  Valid for both 
software tested is that the overlap between two images should be larger the higher the 
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homogeneity of the input images is (e.g. pure forest or grasslands). Examples where the 
mosaicing went wrong is presented in Figure 4.8 and Figure 4.9. An overlap of 30-50% 
between the individual screenshots is required for a proper mosaicking. An even higher 
overlap may be required for scenes with very homogeneous content such as forests or 
fields with no significant paths or streets to separate them. An example where a higher 
overlap was used to correct the error in Figure 4.9 is presented in Figure 4.10. 
 
Figure 4.8: Example (screenshot) of an unsuccessful mosaicking using Adobe Photoshop CS4 
due to too little overlap of the images used for the mosaic. 
 
Figure 4.9: Example (screenshot) of an unsuccessful mosaicking using Adobe Photoshop CS4. 
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Figure 4.10: Example (screenshot) of a successful mosaicking using Adobe Photoshop CS4 
with more overlap of the used images. 
The result of the mosaic process is presented in Figure 4.11. 
 
 
 
Figure 4.11: Result (screenshot of the full extend), of the mosaic process, before 
georeferencing. 
The georeferencing (Figure 4.12) of the mosaic was performed in Quantum GIS (QGIS, 
v. 1.6) using different methods and reference data (with coordinates obtained directly in 
Google Maps, digital 1:1000 Ordnance Survey MasterMap, Co-registration with a 
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LANDSAT-7 scene). A summary with the number of reference points, projection type 
and resulting spatial resolution of the output is provided in Table 4.2.  
 
Figure 4.12: Screenshot of georeferencing the mosaic with digital Ordnance Survey map 
data  in QGIS (v. 1.6). 
 
Table 4.2: Georeferencing results of the Bing Map mosaic by applying different methods 
and reference data, in QGIS (vers. 1.6). The number of ground control points (GCPs) 
indicates how easy it is to find reference points in the corresponding dataset.  
method/input 
 
LANDSAT-7 GoogleMaps DigiMap (1:1000) 
(# GCP: 54) (# GCP: 97) (# GCP: 802) 
projective N/A N/A 1.511 m 
thin plate spline N/A N/A 1.507 m 
polynomial -1 1.515 m 2.200 m 1.511 m 
polynomial -2 1.514 m 2,198 m 1.511 m 
 
A step-by-step guide of the process has been created during the course of the research 
and was successfully applied by University of Portsmouth students and students in Sri 
Lanka. Furthermore, this method was used to obtain high-resolution images for various 
software testing where no spectral information was required. 
The entire process of taking screenshots and mosaicking takes about three days, the 
vast majority to obtain the images, for an area the size of the Isle of Wight (380 km2). 
The georeferenced output had a spatial resolution of about 2m (or less, Table 4.2). The 
question is: Is it worth the effort? The answer is two fold: 
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1. The presented method fulfils high spatial resolution requests that may not be 
affordable otherwise. 
2. The shown method appears to be suitable for pre-hazard and disaster 
assessments.  
3. Figure 4.4 implies it is economical worthwhile – at least for first assessments by 
non-experts or for teaching purposes. 
4. The presented method is not a really suitable approach when requiring data fast 
or immediately such as to prepare for a fast onset hazard (e.g. approaching 
tsunami or hurricane). 
In sum the positive aspects suggest to give this approach at least a try, in particular 
when there is no other comparable imagery available. 
4.3.3 Comparison to ‘Real’ High-Resolution Data 
 
After georeferencing the mosaic could be opened in any GIS or RS software tested. The 
missing spectral information does not allow for the calculation of for instance 
vegetation indices such as NDVI, EVI, SAVI etc. Apart from the missing spectral 
information the operations that can be performed with it are similar to e.g. an aerial 
photography mosaic created by CCO data. Common pixel-based classifications (such as 
unsupervised to get a first impression of the image and the Maximum-Likelihood-
Classifier (MLC)) have not shown satisfactory results or even failed on both: virtual 
globe imagery and the CCO data. This confirms the findings of Mering et al. (2010). 
There might be some possibilities, such as using mathematical geomorphology, but this 
is hardly supported by any software that was available and hence could not be tested. 
Moreover, the usefulness for practical applications is questionable. However, leaving 
spectral characteristics aside, such data could be analysed and classified using object-
based image classification in eCognition or its free counterpart InterImage. Tests using 
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InterImage indicate that the segmentation works on a Bing Map subsets. Issues found 
were linked predominantly to the software rather than the data. Some of the related 
aspects will be addressed in the case studies in Chapter 5.  
4.3.4 General Issues Relating to the Use of Virtual Globe Information 
 
There are a number of potential issues that should be considered when using virtual 
globe information, such as: 
1. The names on the map may not correspond to the local names (specifically in 
Africa or regions where many concurrent languages are spoken) or be outdated. 
2. The quality of mosaic directly in the virtual globes may not be given (examples 
see above), even in the year 2015 there are still parts in the world where only 
LANDSAT coverage exists or which are artificially ‘blurred’ due to the sensitive 
nature of the region e.g. around atomic-power plants. 
3. Issues with wrong boarders already led to conflicts and diplomatic pressures 
such as between Costa Rica and Nicaragua (Sueddeutsche Zeitung online, 
2010). Or the information displayed depends on the country or web-address that 
is used to open a virtual globe service (e.g. Figure 3.4). Care, in particular with 
Google Maps and Google Earth, is advised. 
4. Virtual globes often use their own coordinate systems such as “Google 
Mercator” when called directly from a GIS. This can result in projection errors 
with other data sets, in particular in ArcGIS. 
Compared to Google, Microsoft Bing Map (Figure 4.13) and Open Street Map (Figure 
4.14) did not change the boarders for the Crimea, but it indicates a potential issue 
existing with virtual globe imagery.  
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Figure 4.13: The Crimea in Microsoft Bing Map (source: http;//www.guardian.co.uk, last 
accessed 24.08.2015). 
 
Figure 4.14: The Crimea in Open Street Map  (source: http;//www.guardian.co.uk, last 
accessed 24.08.2015). From the perspective of the virtual globe usage there was a positive development of 
May 2015: Google earth pro became freely available (previously 399$US/ year). The 
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most important difference compared to the standard version is, apart from the possibility 
to create bigger printouts and providing more measuring tools, the possibility to directly 
import and display goetiff and shp files. This makes conversions of shp to kml less 
difficult and vastly enhances the displaying capabilities of data for less GIS and RS 
experienced users. 
4.4 Chapter Summary 
There are a number of free data available, at least if very high spatial and temporal 
resolution is not required. Some countries like the UK, Canada and others provide more 
sophisticated data such as LiDAR but covering of course only (parts of) their national 
territory. Moreover, often this high-resolution data is only free for research. How 
requests from e.g. NGOs are answered cannot be evaluated. 
Unfortunately, there are huge differences in how accessible free data sets really are.  
During this research project it was found that, not only for non-domain experts, the 
following general ranking for data sources should be considered: 
1. NASA 
2. USGS data websites or University of Maryland (the university of Maryland 
provides predominantly for LANDSAT data) 
3. ESA data (excluding 3rd party data) 
4. DLR website (e.g. for SRTM-X, maybe in future for the WorldDEM) 
5. JAXA 
6. CNES e.g. for SPOT-5 or via EOli-SA (3rd party data for ESA) 
7. Data hold by countries, in particular in developing countries  
NASA generally answers requests or issues mentioned to the service email address in 
less than 48 hours. Usually the service staff are well qualified to help and answer the 
requests or link users to somebody who can help. Hence, in general you only need to 
deal with one person at the time of a request. Usually equally qualified are responses 
from the USGS although they take longer. The service provided by ESA staff is less 
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than satisfactory. Email requests take a week plus minimal to get a reply. The person 
who answers generally seems to have no clue of the dataset in question, appears to have 
never used the data him- /herself. If you are linked with another person the situation 
does not improve but you have to explain things over and over again, usually giving up 
without any support after the 3rd approach. With respect to 3rd party data (in this case 
SPOT-5), there were two successful applications but data was never delivered during the 
framework of this research. Moreover, the conditions and fees to receive 3rd party 
changed three times in the course of the discussion. Hence, if it is not data directly 
obtained from ESA and hence downloadable via EOli-SA directly ESA data should be 
avoided. An exception, due to the lack of alternatives, is the radar data from  
SENTINAL-1. This data has to be accessed via an extra hub – but doesn’t provide 
answers e.g. to the rolling archive. DLR responses can be only expected if it is data that 
links somehow to public-private-partnerships. Worse than ESA and DLR in terms of 
service and answering inquires are only Jaxa and CNES. Not a single response was 
obtained on inquiries to them. So, specifically for non-domain experts that encounter 
difficulties with a dataset or website should try to use US data and websites. Usually the 
US systems are also more logical and much easier to use than websites provided by 
ESA, DLR and the others. 
Provided there is sufficient Internet or mobile phone connectivity VGI provides 
another source for data, steadily becoming more and more important. Independent of 
the advantages and disadvantages mentioned above, it theoretically allows the collection 
of data in a vast number of spatial resolutions. Apart from technology and satellite 
sensors permanently evolving VGI data holds the biggest potential. However, more 
research and software is required to make adequate use of the data and limit errors due 
to human perception, the intentional provision of false data and of course separate 
directly usable data from ‘interesting meta data’. 
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Data through public-private-partnerships, currently a favourable model of ESA, needs 
to vastly improve to not only put the emphasis on the private (commercial) use but to 
ensure at least research access at the time of the commercial release. An example is the 
new WorldDEM from DLR.  
The commercial version of the WorldDEM finally became available in April 2015. 
However, the scientific community has still to wait. Compared to DLR at least the 
commercial distributer provided a response; any inquiries regarding the WorldDEM at 
DLR and where to submit a proposal received none. The public- private-partnership 
(PPP) shows its limits. Since the bigger part of the project was paid by taxpayers 
money, this is disappointing. The WorldDEM with a spatial resolution of 12 m could 
significantly improve currently existing models and assessments linked to geology, 
geomorphology and disaster preparedness mapping (e.g. more detailed land slide 
inventories, input for flood and inundation modelling etc.) The email (16.04.2015) 
below from Sarah Dierterle of Airbus regarding the request of the availability of the 
WorldDEM for research and how to access it at the time of the commercial release: 
“Dear Mr Leidig, 
 Thank you very much for your interest in our product. 
WorldDEM provides a global dataset of unprecedented quality, accuracy and coverage. 
Airbus DS / Infoterra Germany has the commercial distribution rights for Terrasar-X 
Data and WorldDEM and as such, we would charge commercial prices for your 
request. In your case we would like to refer you to our partner DLR (German 
Aerospace Center). 
DLR has a program where data can be asked in a process for research purposes. 
Please note, as a science user who intends to obtain free access to WorldDEM data 
(DLR Global DEM) you need to take the following steps: 
 - The proposal needs to be handed in within the scope of a DLR Proposal Call 
(https://tandemx-science.dlr.de/). 
- The topic needs to be of a scientific nature and must be handed in on time. 
- The evaluation of the proposal: in case of a positive evaluation the science user will 
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get free access to data. 
 Currently DLR does not yet offer the Global DEM product. A DEM Proposal Call is 
under preparation. A release date has not yet been announced. 
The DLR Global DEM is comparable to Airbus DS WorldDEM core product. There will 
be no edited product available from DLR.  
For further information please use this e-mail: tandemx-science@dlr.de. 
 If you have any further questions please let us know. 
  
Kind regards, 
 Sarah 
  
--  Sarah Dieterle  Customer Care & Satellite Tasking SAR | Geo-Intelligence Airbus 
Defence and Space 
  Mailing: 88039 Friedrichshafen | Germany Courier: Claude-Dornier-Str. | 88090 
Immenstaad | Germany sarah.dieterle@airbus.com | 
Tel +49 7545 8 5519 | Fax +49 7545 8 2768 | Mob +49 171 7613156“ 
At the time of the email there was no chance to submit any proposal nor anything 
encouraging to use the dataset for research. Even until the end of August 2015, there is 
no mention of requested WorldDEM data on the website mentioned in the email 
(https://tandemx-science.dlr.de/). The website describes the Tandem-X mission, which 
is linked but the aim was to get a subset of the existing WorldDEM for a region of 
interest rather than request a new acquisition. The issue if the wrong website was 
provided or DLR still has no intension to share the data for research can’t be answered. 
Based on the email the intention, to use WorldDEM for scientific purposes, was 
understood. 
The final situation observed is with data held in a country e.g. a LiDAR of the 
South coast of Sri Lanka. The LiDAR data was produced by an Italian company after 
the 2004 Indian Ocean tsunami and paid for by the United Nations. The conditions of 
the Disaster Management Centre in Sri Lanka, to get a subset of it, changed from: 
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- we need a letter from your university, 
- we need you to get a reference letter from a research institute in Sri Lanka,  
- you need to work with somebody (university) in Sri Lanka to 
- we can’t provide it to foreigners. 
Even academics in Sri Lanka seemed to have no idea how to get access to the dataset. 
All requests have been matched but no data was received. An inquiry at the local UN 
mission provided the following statement: “We helped them to get the money for it. It is 
theirs now and they can do with it what they want. We don’t care about it any more.” 
(pers. comm. Dr. Ananda Mallawatantri). This situation is exemplary in particular for 
developing countries. Some agency or ministry, sometimes only individuals there, ‘sit’ 
on useful data but there is no sharing or cooperation – even with the own universities 
and people. This will be further discussed in Chapter 6 also in the context of issues with 
data obtained e.g. from international initiatives such as the International Charter on 
Space and Major Disaster. 
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Chapter V – Case studies 
 
Three case studies are presented in this chapter dealing with various aspects of low-cost 
geoinformatics. The different case studies have become necessary since there have been 
different datasets available in different parts of the world. In addition, it allows a wide 
spectrum of applications showcasing and their limitations explored.  
 
 Case study 1 - United Kingdom (Hayling island and Isle of Wight) - 
Experiments with low cost geoinformatics in the UK  
 Case study 2 - Sri Lanka: Application of low-cost geoinformatics in the Matara 
area and lessons learnt from the 2004 Indian Ocean tsunami. 
 Case study 3 - Sierra Leone: Lessons learnt during an introductive training 
course for low-cost geoinformatics for water management 
 In the Appendix there is an additional small case study in the Commonwealth of 
Dominica about how to use low-cost equipment to get and process bathymetry 
data 
5.1 Case Studies in the United Kingdom: Experiments with Data from the 
      Isle of Wight and Hayling Island 
5.1.1 Introduction 
 
The Isle of Wight and Hayling Island were used as areas to assess several software 
packages and datasets in this research. It was necessary to use two training areas 
because some of the data, such as SPOT-5 (requested in a successful ESA 3rd party data 
proposal) were not available or the quality was poor. For instance, the aerial 
photography and the LiDAR available from the CCO was only available for the same 
year (2008) covering Hayling Island. The existing data for the Isle of Wight differed in 
the time it was acquired (2008 and 2009). More importantly, the spatial resolution of the 
data differed, e.g. for LiDAR the spatial resolution ranged from 0.5 to 5 m. An 
important objective was to combine information from the CCO aerial photography and 
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the virtual globe imagery with information from the LiDAR (such as building heights) 
during the OBIA classification. 
5.1.2 Object Based Image Analysis (OBIA) 
One of the more recent developments in geoinformatics is object-based image analysis 
(OBIA), sometimes referred to as object-oriented analysis (OOA) or object-driven 
analysis (Blaschke, 2010). Object-based image analysis is an advanced type of image 
processing that is based on the context of ‘objects’ (blocks of pixels). The knowledge of 
certain characteristics, such as spectral characteristics, texture, shape, orientation, 
proximity of an object in an image or the adjacency to other objects, can be used to 
develop rules that are used to classify image segments. The image classification itself is 
fully automatic based on these rules, but it requires the incorporation of expert 
knowledge to create suitable rules. Hence, the process is semi-automatic at best.   
  The strength of OBIA is that it emulates the cognitive approach of visual image 
interpretation, allowing contextual and process knowledge to be used with the spectral, 
spatial, and morphometric properties of objects, such as landslides and houses 
(Blaschke et al., 2004; Dragut & Blaschke, 2006a; Martha et al., 2010; Nussbaum & 
Menz, 2008). OBIA methods have been gaining in popularity compared to traditional 
pixel-based methods, often achieving higher classification accuracies in particular on 
high-resolution images (e.g. Franklin et al., 2011; Robertson & King, 2011). 
The application of OBIA has been successful in many fields from forestry applications 
to the recognition of landslide and slums. In Europe the most active OBIA research 
groups are currently at Z-GIs (University of Salzburg) and the ITC Faculty of Geo-
Information Science and Earth Observation (University of Twente). Examples for 
various projects can be found on the ITC website (http://www.itc.nl/ooa-group) and in 
“Object based image analysis for remote sensing” by Blaschke (2010). These examples 
also include OBIA related to specific risk-related indicators such as vulnerability (e.g. 
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Ebert et al., 2009). In general, literature is available that covers OBIA linked to disaster 
risk aspects. A selection of relevant literature is presented in Table 5.1. 
Table 5.1: Selection of relevant OBIA application in the literature. 
Topic References (selection) Remarks 
Urban 
applications 
 Taubenboeck and 
Esch (2011)  An effective data source for urban monitoring 
 Kit et al. (2012)  Texture-based identification of urban 
slums in Hyderabad, India 
 Taubenboeck et al. 
(2011)  Flood risks in urbanized areas - multi-seasonal approaches 
 Taubenboeck et al. 
(2010)  Spatiotemporal analysis of mega cities using multi-temporal remote sensing 
 Taubenboeck et al. 
(2010 a)   
 Object-based feature extraction using 
high spatial resolution satellite data of 
urban areas 
 Taubenboeck et al. 
(2009)  The correlation of urban morphology with socioeconomic parameters 
 Taubenboeck et al. 
(2008)  A conceptual vulnerability and risk framework as outline to identify 
capabilities of remote sensing  
DEMs & 
geomorphology 
 Dragut and 
Blaschke  (2006b) 
 Automated classification of landform 
elements using object-based image 
analysis 
 Dragut and Eisank 
(2011) 
 Object representations at multiple 
scales from digital elevation model 
 Camargo et al. 
(2012) 
 An open source object-based 
framework to extract landform classes 
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Topic References (selection) Remarks 
Forrest mapping, 
deforestation & 
land-use/ land-
cover 
Refer to Blaschke 
(2010) for literature in 
this domain and newer 
papers such as: 
 Ardila et al.  
(corr. proof) 
 Dronova et al.  
(corr. proof) 
 Petropoulos et al  
(corr. proof) 
 Ruiz et al. (2011) 
 Zhang and Zhu 
(2011)  
 The number of papers dealing with 
OBIA in this category is extensive. It 
is, besides urban applications, the 
domain where OBIA is most actively 
and widely used. 
Like with all classifications accuracy assessment is important. General aspects of 
accuracy assessments and related challenges are discussed, for example by Foody 
(2010; 2002; 2008). Some more insights into OBIA related accuracy assessments and 
challenges are provided by Blascke (2010), Lang et al. (2009), Albrecht et al. (2010), 
Hernando et al. (2012).  Screening the articles related to accuracy assessments in OBIA 
reveals that most of the authors have their own methodological approach. There is a 
lack of a standard accuracy assessment. In this research manually counting will be 
applied e.g. for the number of identified buildings. The missing standardisation is likely 
a result of OBIA often using a mixture of RS raster data (e.g. satellite data) and GIS 
data (vector data dominated). A comparison of pixel, object and hybrid classifications is 
provided by Bernardini et al. (2010).  
5.1.2.1 Why Consider OBIA in this Research Project? 
Classifications on high-resolution images are often a challenge for pixel-based 
classifiers, for instance due to mixed pixel problems and OBIA is an alternative 
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(Aguirre-Gutierrez, Seijmonsbergen, & Duivenvoorden, 2012; Bhaskaran, 
Paramananda, & Ramnarayan, 2010; Castillejo-González et al., 2009). These mixed 
pixels are common along the edges of features in an image. In addition an initial test on 
a georeferenced BingMap subset of the East Cowes area (Isle of Wight, UK) showed 
that pixel based classifiers might fail on high resolution images, such as from virtual 
globes and the CCO aerial photography (Figure 5.1). In that particular scene the 
greenish colour of the water was mixed with green areas (fields and forests) on the land 
and has been responsible for a very poor image classification. 
 
Figure 5.1: Testing a maximum-likelihood-classifier (MLC) on a georeferenced BingMap 
image of the East Cows area (Isle of Wight, UK). 
The input data for the tests presented in the following was always a subset of the CCO 
aerial image and an example of a georeferenced virtual globe subset. Details of the 
datasets are provided below. An additional test was run on a pan-sharpened QUICKBIRD 
image of Salzburg (Austria) that was provided by Z-GIS (University of Salzburg). 
For three weeks in this research there was access to eCognition 8.9 at Z-GIS of the 
University of Salzburg. In addition, for proprietary software, there was an OBIA add-on 
for ENVI (version 5.0) available to test for two weeks. On the FOSS side, InterImage 
(version 1.40) and Monteverdi (version 2.4) have been used. While InterImage is closer 
to eCognition and allows the manual creation of rule-sets to classify an image, 
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Monteverdi is closer to the ENVI add-on where most settings are done via sliders. 
Moreover, Monteverdi and the ENVI add-on do not allow users to incorporate different 
datasets, such as optical data and a DEM, in a classification and hence their 
functionality is better described as a tool for a semi-automatic image classification with 
elements of a supervised maximum-likelihood classification (MLC) and segmentation 
of the image. 
5.1.2.2 Initial Tests on a Subset of Bembridge (Isle of Wight) 
The objectives of the first tests, on a subset of Bembridge on the Isle of Wight (UK), 
were first familiarization with the InterImage software, to get familiar with the 
segmentation settings. Second to test if it is possible to extract information from 
‘pictures’ which, compared to ‘real’ optical satellite data, did not have several bands 
and the related spectral information that is usually used in OBIA classifications. Some 
examples of the performed tests are presented in Figure 5.2. 
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Figure 5.2: Screenshots of the image segmentation using InterImage. On the left there is the input image, georeferenced screenshot from BingMap, that 
was used as input for the initial testing. 
BingMap Image 
UTM 30N 
1.507m x 1.507m 
228 x 435 pixel 
InterImage v.1.32 
input: BingMap Image 
Euclidian distance: 20 
Polygon min. Area: 100 
Optimisation: yes 
Reliability: 0.5 
Region Growth Segmenter 
InterImage v.1.32 
input: BingMap Image 
Euclidian distance: 10 
Polygon min. Area: 20 
Optimisation: yes 
Reliability: 0.75 
Region Growth Segmenter 
InterImage v.1.32 
input: BingMap Image 
Euclidian distance: 10 
Polygon min. Area: 50 
Optimisation: yes 
Reliability: 0.5 
Region Growth Segmenter 
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The tests performed with OBIA by means of InterImage on virtual globe imagery 
revealed the following: 
 
 The missing spectral information in the virtual globe imagery is a handicap for 
the discrimination of objects in the classification following the image 
segmentation, but it is still possible to extract features from the images (Figure 
5.3).  Another aspect is of course the general quality of the LiDAR but also the 
spatial resolution of the LiDAR with 2 m, while the spatial image resolution is 
10 cm for the CCO aerial data and about 1,5m for the georeferenced BingMap 
subset. 
 
 
  
 
 
 
 
 
 
 
  
Figure 5.3: Example screenshot (Bembridge on the Isle of Wight) of classification tests 
using eCognition and InterImage in combination with a georeferenced Bing Map subset 
and LiDAR. 
InterImage (screenshot): processing 
example using LiDAR information for 
object classification on a BingMap 
subset. 
eCognition (screenshot): processing 
example using LiDAR information for 
object classification on a BingMap subset. 
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 The segmentation in InterImage, tested versions 1.15 (2011) to 1.43 (2015), 
showed artefacts (‘long lines’) that have not appeared in any other software 
performing segmentation. The error is in principle reproducible, meaning the 
‘long lines’ always appear when using the same input and settings in InterImage 
but their location differs. This is likely an indication of a software issue in 
InterImage. It was reported to the developers but a solution was not provided till 
end of August 2015. If this artefact affects the classification could not be 
justified. InterImage tends to have performance issues (including software 
crashes) that do not permit to use complex rules for the classification.  
 Many authors do not publish segmentation settings and if they do they tend to 
refer to eCognition settings that are not transferrable to other OBIA software. 
There are some researches trying to get away from the strictly trial-and-error 
segmentation approaches such as: Dragut (2010) and Martha et al. (2011). 
Finding suitable object features and thresholds also remains difficult.  One 
approach to address this issue was presented by Stumpf and Kerle (2011). 
Nevertheless, to find a ‘good’ segmentation is a mixture of experience and trial 
and error and can be time consuming. This is a general disadvantage in using 
OBIA. 
 There is no established way to assess the accuracy of OBIA classifications. Tests 
with training pixel performed with ‘classical’ pixel-based classifications can 
often result in an over or underestimation of accuracy. Hence manual 
comparison of important classes is performed in addition to the computational 
tests based on sample classes. While this is more a general challenge for OBIA, 
compared to eCognition, InterImage does not yet include tools to test accuracy. 
 
Table 5.2 shows some general findings comparing eCognition and InterImage. Add-ons 
available for ERDAS Integraph or ENVI as well as Monteverdi have not been 
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considered in the table, since they are more ‘black boxes’ and do not allow the (manual) 
creation of rules for the classification. Moreover, they have not been available for 
testing – except the freeware Monteverdi and briefly the ENVI add-on. 
 
Table 5.2: Object-based image analysis software comparison. 
 Trimble eCognition  
Developer 8  
(trial version) 
InterImage 
(version 1.29, 2012) 
License (costs) 
Commercial; £ 20000 
for Developer Version 
(2012) 
open source (free) 
Maximal 
image 
size(pixel) 
~ 50000 x 50000 *1 < 3000 x 3000  
(Baatz Segmenter) 
The Region-Growth Segmenter can deal with 
larger images than the Baatz Segmenter but has 
issues to deal with a large number of objects 
Supported 
segmentation 
algorithm 
Several such as:  
multi-resolution, region-
growing, contrast split 
filter & multi-threshold 
Baatz Segmenter & 
Region-Growth Segmenter 
Processing 
Speed and 
limitations  
(test image: 
~2000x1000 
pixel) 
 Segmentation: 
 ~ seconds 
 supports large number 
of objects (s.o.) 
 Segmentation:  ~minute(s) 
 cannot handle a “too” large number of 
objects*2  
 limited when creating more complicated  
classification rules 
 limited preview  functionality - application of 
decision rules for segmentation can take 
hours 
Supported file 
formats 
img, geotiff, shp and  
many more *1 
geotiff and shp only 
Supported 
reference 
systems 
numerous *1 UTM (WGS84) only 
Documentation Very good: detailed and 
with examples 
Limited and usually not up-to-date with new 
releases 
Software-
architecture 
32 and 64 bit 32 bit (since 2013: 64 bit) 
Supported 
operating 
system 
Windows & Linux Windows 
(there is one Linux release vers. 1.42, 2014) 
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 Trimble eCognition  
Developer 8  
(trial version) 
InterImage 
(version 1.29, 2012) 
Observations 
and remarks 
§ extensive 
functionality 
§ to do the provided 
tutorials is essential 
to understand the 
concept and basic 
ideas of OBIA 
§ fast and stable 
processing with a 
good preview 
function 
§ best information 
source is the 
provided 
documentation, the 
forum provides only 
limited resources and 
information for 
practical problems 
 
§ support and tutorials are limited; best support 
is by writing an email and get an answer from 
a developer 
§ Internet forum is hardly used and questions 
are hardly answered 
§ stability of the software decreases with 
increasing pixel numbers and with the 
number of input data (e.g. aerial & LiDAR 
data) 
§ limited preview function for rules 
§ application of decision rules is slow; in 
combination with a limited preview a lot of 
trial and error is need to get a fair result 
 
Summary/ 
Conclusion 
§ fast, stable and can 
handle big datasets 
(mosaics)  
with millions of 
objects;  
§ excellent 
documentation  
§ expensive 
§ for medium resolution images: accuracies 
similar to pixel-based classifiers 
§ high resolution images: very limited 
functionality  
§ limited support and documentation 
*1 = according to eCognition documentation 
*2 = according to pers. Comm. InterImage developer 
What “too many objects” mean was not clarified further. Some other issues found have 
been answered as follows (InterImage Forum; November 2012): 
 
1. Q: “Problem when using InterImage with my own data: For a test I used a tiny 
clip of aerial photography (data: geotiff, UTM (WGS84)).  However, when I open 
the data I get an error. Anybody knows what the issue and possible solution is? 
A: - the problem with the TIFF file comes from Terralib, a library that we use in 
InterImage to work with images. This library doesn't work with TIFF files exported 
from some programs.  Now, the freezing problem seems to be related to not the image 
size but the number of objects the segmentation generates. Unfortunately, InterImage is 
capable to work with large images, but not with large number of objects (Sorry!). We 
are working on it right now! What you can do is to work with a smaller subset.“ 
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2. Q: “I wanted to test the "extended multi-resolution segmenter" but I miss a 
description of it in the operators documentation. In particular: what does the shape 
weights mean and is there a value for every band or how does it work? 
A: - unfortunately we will no longer give support for this operator. In fact, it won't be 
included in the next InterImage version.” 
 
While the multi-resolution segmenter is probably the most widely used (standard) 
segmenter in eCognition, it is not supported in InterImage anymore. The reasons have 
not been officially communicated and of course this limits the possibility to transfer 
experiences (settings) from eCognition to InterImage directly. However, it should not 
affect the overall performance of a classification but works differently in the way that 
settings identified in eCognition can’t be transferred directly to InterImage. 
Nevertheless, InterImage can work on high resolution aerial and virtual globe imagery – 
compared to pixel-based classifiers that more often than not failed with this task. 
Another important observation, for the practical application, was that InterImage 
requires the data in a projection using metres, such as UTM and many national grids. 
The more general latitude/ longitude notation in degrees appears not to be supported. 
However, such essential information for working with the software is not mentioned in 
the user manual. That is another indication for the issue, that for many FOSS developers 
the software is more important than the corresponding user documentation (Chapter 3). 
This is an issue for newcomers and when trying to make FOSS an applicable alternative 
in production environments. Regarding InterImage: It is just not yet on pair with 
eCognition when it comes to speed, the creation and application of complex rules nor 
having a good preview before processing a rule for classification. With these limitations 
and the need to work on subsets testing was shifted to Hayling Island (Chapter 5.1.2.2). 
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5.1.2.3 OBIA Analysis of the Mobile-home Park on Hayling Island 
The complete aerial photo mosaic created from CCO data was, for all versions of 
InterImage tested (1.15 in 2010 to 1.43 in 2014/15), too big (too many pixels) to analyse 
as whole. Hence, for the testing a small subset, with homogenous ‘buildings’ (in this 
case white mobile homes or caravans) has been selected. The trainings area is about 
388m x 440m (Figure 5.5). How this translates to pixel sizes and spatial resolution of 
virtual globe imagery is indicated in 
Table 5.3. Moreover, the homogeneity of ‘buildings’ in the chosen subset ensures that a 
fairly simple rule-set in InterImage could be used and consequently InterImage could be 
used to classify the subset. 
Table 5.3: Characteristics of virtual globe subsets considered for the OBIA classification on 
the Hayling Island trainings area. The marked row shows the dataset selected for the analysis. 
Zoom Level 
Image Filesize; 
bmp+ bmpw file 
[Mb] 
Spatial Resolution 
[degrees] 
Spatial Resolution 
[m] 
17 156 1.03*10-5 x 6.78*10-6 1.14 x 0.75 
18 618 5.36*10-6 x 3.39*10-6 0.59 x 0.37 
19 2420 2,68*10-6 x 1.70*10-6 0.29 x 0.18 
20 9610 1,34*10-6 X 8,47*10-7 0,14 x 0,09 
Although zoom level 20 would be most comparable to the available CCO aerial 
imagery, after some testing, the classifications by means of OBIA have been performed 
with zoom level 18 for both 1) georeferenced Google Maps subsets and 2) Bing Maps 
subsets. That allowed for a fairly high spatial resolution and reasonable filesize to be 
handled by the software. Both features affect the processing speed, in particular when 
dealing with FOSS. How the image filesize compares to the zoom level (and hence the 
spatial resolution) is shown in Figure 5.4. 
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Figure 5.4: Relationship of zoom-level and filesize of the available georeferenced virtual 
globe imagery. Above 4Gb geotiff is not defined and the possible ‘big-geotiff’ is not 
supported by many software – in particular proprietary software such as ERDAS 
Integraph and ENVI. Other formats such as img is proprietary and usually not supported 
by FOSS. 
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Figure 5.5: Location of the training area on Hayling Island. The red square in the upper 
graphic is the location of the training area that is zoomed in the lower graphic. The Image 
is CCO aerial photography (2008) with a pixel size of 10 cm. 
The following processing was performed before the training-site was classified 
(Figure 5.6):  
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Figure 5.6:  Processing steps for the OBIA analysis. 
The following principle steps have been performed to extract buildings when there was 
LiDAR available that had a sufficient resolution and some image contributing spectral 
information (Figure 5.7): 
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Figure 5.7: General workflow of building extraction when there is spectral and LiDAR 
information available. 
After the segmentation of the images, in InterImage both available options (Baatz-
Segmenter (Figure 5.8) and region-growth (Figure 5.9)) were tested and the subset was 
classified using a manually developed rule sets. First only taking the images into 
account and in a second step using rules by combining properties from the image and 
DEM (LiDAR) data. 
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Figure 5.8: Example result (screenshot) using the Baatz-Segmenter and the corresponding 
settings used in InterImage. 
 
Figure 5.9: Example result (screenshot) of the region growth segmentation and the 
corresponding settings used in InterImage. 
Both segmentation algorithms show the earlier mentioned ‘long lines’ artefacts. 
Looking on the roofs and other features, overall, the region growth segmentation was 
preferred - for the analysed subset and consequently selected to be used for the 
classification. 
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Software crashes, when trying to create more complex rule sets, continued to occur in 
later versions of the software. This is a serious issue in the application of InterImage. 
An example of a (very) simple rule set applied is shown in Figure 5.10. 
 
Figure 5.10: Example of a simple rule set to extract buildings from a georeferenced virtual 
earth image on Hayling Island. 
The following results have been achieved on Hayling Island using the various software 
and data mentioned: 
 Using eCognition (manual rule development): 
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Figure 5.11: Examples of the eCognition (manual rule development for classification) output with the CCO and GoogleEarth (GE) images and the CCO 
LiDAR as input. 
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Using InterImage (manual rule development): 
 
Figure 5.12: Example for a processing using InterImage. Using a few more rules to define 
a building such as indicated in Figure 5.10 significantly increases the processing time. 
 ENVI addon for OBIA: 
 
 
Figure 5.13: Input for the OBIA analysis using the ENVI add-on: georeferenced virtual 
globe image (BingMap, zoom level 18, 1179x761 pixel). The sea area was masked for the 
analysis since it interfered a lot with the vegetation classification and was not essential 
when aiming to map the buildings correctly as example for elements at risk by flooding. 
As mentioned before, the ENVI addon cannot be compared directly to InterImage or 
eCognition since most of the settings that can be made are set by adjusting sliders.  
GoogleEarth zoom-level:18 
 
Processing time: seconds - Processing time: 4h; 1 feature  
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While this might be easier for beginners, it takes away a lot of possibilities in particular 
for fine refinements. On the other hand, the immediate preview of how the segmentation 
would look with the selected settings on the various features in a scene, is a useful tool. 
It avoids that the segmentation has to be run again and again until one is satisfied with 
the results – although the segmentation is usually the fastest processing step and takes 
only seconds to minutes with any of the tested software.  
 
Figure 5.14: Example of how to select segmentation parameters in the ENVI OBIA add-on. 
The next step is the example-based classification. This is much closer to what is used in 
a supervised pixel-based image classification, rather than what one would expect when 
having used eCognition or InterImage. It is also not possible to use e.g. height from a 
DEM (such as the LiDAR) and spectral information from satellite imagery, or in this 
case the georeferenced virtual globe subset (Figure 5.15). The same preview introduced 
for the segmentation settings also exists for the attributes that can be linked to the 
selected class samples (Figure 5.16). The available options are by no means 
comparable, in amount and detail, to what is possible in eCognition and also differ to 
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what is possible with InterImage. In particular, features to incorporate relationship such 
as distance to neighbouring objects are missing. 
 
Figure 5.15: Example-based classification in the ENVI OBIA add-on. 
 
 
Figure 5.16: Selecting attributes for the samples that should be used to classify the image by 
means oft he ENVI OBIA add-on. 
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Despite a lot of experiementing the result obtained with the ENVI OBIA add-on is not 
convincing (Figure 5.17). For better results, tools for fine refinements are missing and, 
as mentioned earlier, the possibility to use different datasets with different spatial 
resolutions. Also the possibility to manually correct individual segments presently only 
exists in eCognition. 
 
Figure 5.17: Result from the example-based image classification by means of the ENVI 
OBIA add-on. 
Since the example based OBIA approach in ENVI is more a supervised image 
classification, using image segmentation, two other supervised classification approaches 
have been tested: 1) using a support vector machine and 2) using a image segmentation 
before the classification but by means of freely available software (Monteverdi). 
Below there are example results of the supervised image classification on the Google 
Earth subset of Hayling Island: 
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 Monteverdi: using a support-vector machine (SVM) a supervised classification - 
Figure 5.18.  
 
Figure 5.18: Screenshot of the processing result using a SVM in Monterverdi (version 2.4). 
Colours have been automatically assigned by the software. 
The buildings with a light roof are nicely discriminated although buildings with a darker 
roof have not been successfully identified. Most of the main paths have also been 
successfully identified, while there is bigger misclassification in the North-East of the 
subset where the street was classified as a building with a light roof rather than a street. 
The missing identification of buildings with darker roofs is also represented in the 
corresponding confusion matrix (Figure 5.19). Improvements to the classification could 
likely be made with the selection of more or different class examples to train the 
algorithm better. 
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Figure 5.19: Screenshot of the confusion matrix from the classification using SVM in 
Monteverdi. 
The other supervised method tested in Monteverdi was the mean-shift clustering. This 
procedure was originally presented by Fukunaga and Hostetler (1975). It is a non-
parametric feature space analysis technique that searches for the maxima of a density 
function. The principle of this approach is that for each data point a mean-shift window 
is defined and the mean of the data point is calculated. Then the centre of the window is 
shifted to the mean. This process repeats until the algorithm reaches convergence. Mean 
shift has a wide range of application from image segmentation to clustering, visual 
tracking and space analysis. It is considered one of the most powerful clustering 
techniques (Y. Cheng, 1995; Comaniciu & Meer, 2002; Kaftan, Bell, & Aach, 2008). 
How this looks in Monteverdi is presented from Figure 5.20 to Figure 5.22. Figure 5.23 
provides the corresponding confusion matrix for the analysis. 
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Figure 5.20: Screenshot of the segmentation process in Monteverdi. Like with the ENVI 
OBIA add-on, all settings are performed by sliders. 
 
 
Figure 5.21: Screenshot showing the sample selection for the classification. Unfortunately 
it was not possible to save the selected classes for future re-use. 
The setting for the probability (the threshold for a segment belonging to a certain class) 
has been varied between 10 and 90%. The best result, for the chosen subset, in terms of 
processing speed and classification result has been achieved with a probability of 75%.  
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Figure 5.22: Screenshot of the classification result with a probability setting of 75%. 
 
Figure 5.23: Screenshot of the confusion matrix of the mean-shift cluster analysis (75% 
probability) in Monteverdi. 
When comparing the confusion matrix (Figure 5.23) to the input image (Figure 5.21) 
and the classification output (Figure 5.22), it is obvious that the accuracies are over 
estimated. Also the overall accuracy of 99.31% is far off, the reality and visual 
interpretation. That may be due to a too low number of classes for reference, or the 
algorithm, but equally might be because these pixel-based accuracy assessments are not 
applicable for image classification performed for accuracy assessments. The ‘rule of 
thumb’ is that 30-40% of the pixels collected are not used to train (pixel-based) 
  185 
classification algorithms but are used for the accuracy assessment. The problem is, it is 
usually not communicated how much of an image needs to be classified before the 
supervised classification should be applied. A similar issue exists with OBIA, there is 
no agreement how to make accuracy assessments or how to judge the initial 
segmentation based on the experience of the user. Further general research is needed 
into the accuracy of OBIA classifications and pixel-based classification algorithms 
based on segmented images. The supervised classification seems to work on the 
selected subset, but the results could be better when performing a manual optical 
assessment of the results. ‘Real’ OBIA performed in InterImage or eCognition delivers 
better results than supervised classification, by using segmentation before the 
classification, but using older pixel-based classification methodologies. 
To have a concise overview not only supervised, but also unsupervised 
classification was considered. It is likely that some non-domain expert in a developing 
country would try unsupervised-classification too and moreover: 
 it is often a fast method to obtain a first overview about a study area and  
 provides an indication with how many classes one should consider in a 
supervised classification.  
A number of tests using unsupervised classification on the virtual globe imagery has 
been performed. A number of different unsupervised classification algorithms are 
commonly used: the two most frequently used are the k-mean and the ISODATA 
clustering algorithm. Both of these algorithms are iterative procedures. They assign first 
an arbitrary initial cluster vector. The second step classifies each pixel to the closest 
cluster. In the third step the new cluster mean vectors are calculated based on all the 
pixels in one cluster. The second and third steps are repeated until the "change" between 
the iteration is small (below a threshold). The ‘change’ can be defined in several 
different ways, either by measuring the distances the mean cluster vector has changed 
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from one iteration to another or by the percentage of pixels that has changed between 
iterations. 
k-means clustering aims to place n observations into k clusters in which each 
observation belongs to the cluster with the nearest mean, that serves as a prototype of 
the cluster. 
The ISODATA algorithm is a modification of the k-means clustering algorithm and  
 has some further refinements by splitting and merging of clusters (Ball & Hall, 1965; 
Jensen & Lulla, 1987). Clusters are merged if either the number of members (pixels) in 
a cluster is less than a certain threshold or if the centers of two clusters are closer than a 
certain threshold. Clusters are split into two different clusters if the cluster standard 
deviation exceeds a predefined value and the number of members (pixels) is twice the 
threshold for the minimum number of members. The results of the unsupervised 
classification on the Hayling Island subset are presented below: 
 ENVI: on Google Earth, using an unsupervised classification (isodata)  
- Figure 5.24 
 
Figure 5.24: Result (screenshot) of an unsupervised classification using the iso-data 
methodology after 25 iterations. The colours have been automatically assigned by the software. 
Input: GoogleEarth (zoom level 18) 
Classification: unsupervised, isodata,  
                         5-10 classes, 25 iterations 
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 ENVI: on Google Earth, using an unsupervised classification (k-means)  
- Figure 5.25 
 
Figure 5.25: Result (screenshot) of an unsupervised classification using the k-means 
methodology after 25 iterations. The colours have been automatically assigned by the software. 
It was observed, that for the examples above more than 25 iterations did not make any 
change to the result.  
 ENVI:  on CCO data, using an unsupervised classification (isodata) 
 - Figure 5.26 
 
Figure 5.26: Result (screenshot) of an unsupervised classification using the iso-data 
methodology after 25 iterations. The colours have been automatically assigned by the software. 
Input: GoogleEarth (zoom level 18) 
Classification: unsupervised, k-means,  
                         25 iterations 
Input: CCO aerial photograph 
Classification: unsupervised, isodata,  
                         5-10 classes, 25 iterations 
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 ENVI:  on CCO data, using a unsupervised classification (kmeans) - Figure 5.27 
 
Figure 5.27: Result (screenshot) of an unsupervised classification using the k-means 
methodology after 25 iterations. The colours have been automatically assigned by the software. 
 
 OpenDragon: used Google Earth imagery, with a unsupervised classification 
(isodata) – Figure 5.29 
Compared to the previous examples the water was not masked during the classification. 
Hence, masking the water in the North-West of the subset may improve the result and 
correct for the current mixture of water with grass and shrubs which have a fairly 
similar colour in the input image (Figure 5.28). 
 
Input: CCO aerial photograph 
Classification: unsupervised, k-means,  
                         50 iterations 
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Figure 5.28: Input subset (georeferenced Google earth subset, zoom level 18) for the 
unsupervised classification in OpenDragon. 
 
Figure 5.29: Result (screenshot) of an unsupervised classification using the k-means 
methodology after 25 iterations. The colours have been automatically assigned by the software. 
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5.1.2.4 OBIA Analysis of a Salzburg Subset 
To assess the reliability of the results achieved on the Hayling Island subset and to have 
a test on a more complex subset (denser buildings, more complex building forms, 
different roof colours, various street sizes, some parts covered by shadow, trees along 
the street but also a small forest close to the church on the eastern side of the subset etc.) 
some analysis has been performed on a pan-sharpened QUICKBIRD subset of downtown 
Salzburg, Austria (Figure 5.30). The subset was kindly provided by Z-GIS of the 
University of Salzburg and had the following characteristics: 
Table 5.4: Characteristics of the Salzburg subset. 
Location: Downtown Salzburg 
Size (of subset): 750 x 750 pixel 
Pixelsize: 0.6m x 0.6m 
 
 
The subset proved to be too complex for InterImage in the way that the rules that 
needed to be created to distinguish the different buildings etc. and resulted in the 
software crashing. The missing preview of the suggested rule before applying also 
proved to be a significant disadvantage. At the end InterImage (tested until version 
1.34) could not be used at all to classify the Salzburg subset. The example presented 
below was performed in Monteverdi (version 2.4), using the mean-shift clustering and 
classification also used on Hayling Island. The processing followed the following steps: 
1. Image segmentation (Figure 5.31) 
2. Selection of class samples for the (supervised) classification and accuracy 
assessment (Figure 5.32) 
3. Creation of the classification result and accuracy assessment (Figure 5.33 and 
Figure 5.34) 
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Figure 5.30: Pan-sharpened QUICKBIRD subset of downtown Salzburg.  
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Figure 5.31: Application of the mean-shift segmentation on the QUICKBIRD Salzburg subset. 
 
 
Figure 5.32: Selection of samples for the classification and the accuracy assessment. 
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Figure 5.33: The classification result (screenshot) of the QUICKBIRD subset from 
downtown Salzburg. The colour code for the classification was: green = vegetation, blue = 
water, grey = streets and red = buildings. 
The classification result (Figure 5.33) clearly indicates, by means of a manual 
interpretation, that the classification did not work as one would expect. The best 
classified category appears to be the river (water). However, even there the banks are 
misclassified as buildings and the grass from the banks are extended into the water, 
which is not the case in reality (Figure 5.30). Significant misclassification also took 
place among the buildings and streets.  
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This example clearly shows the limits of the ‘example-based’ image classification, like 
the ENVI OBIA add-on or Monteverdi perform it, on complex scenes. The exception 
for such high spatial resolution scene is classification using OBIA by means of 
eCognition. However, this is time consuming and the software is very expensive; it 
could not be finished during the research stay at Z-GIS in Salzburg. The corresponding 
confusion matrix (Figure 5.34) of the classification performed in Monteverdi implies a 
much higher accuracy (96.45%) than what is visually observed. That the classification 
of the streets shows the biggest issue is true but the issues with the identification of 
buildings are more severe than 97.23% accuracy suggests. The confusion matrix is, like 
with the Hayling Island results, best described as an indication rather than a true 
representation of the accuracy. 
For complex areas, such as the Salzburg subset, automatic and pixel-based image 
classification is not advisable. In particular when performed by non-domain experts the 
likelihood of error and a wrong feeling of a good classification based on the calculation 
of the confusion matrix is high. Aiming at the identification of elements at risk in such 
case (dense cities, slums etc.) a manual digitalisation is not only faster but also more 
reliable. Moreover, digitising manually also allows to include local knowledge such as 
to add new buildings that have been constructed past the acquisition date of the 
available (high resolution) image – e.g. obtained from virtual globes. 
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Figure 5.34: Confusion matrix of the QUICKBIRD classification of the Salzburg subset. 
 
5.1.3 Conclusion of the OBIA Image Analysis  
 
A positive observation about OBIA is that it could be applied on images when ‘real’ 
spectral information is missing. It may alter the criteria required and used to achieve a 
clear delineation, for instance, of buildings, but it is possible. However, InterImage, 
though showing promising results when put into a favourable setting, is not yet able to 
perform on the same level as the leading OBIA software eCognition. In processing 
speed and software stability it lags considerably behind. Nevertheless, its development 
is important because there is currently nothing comparable in the FOSS domain. With 
the upcoming availability of optical SENTINEL-2 data and the radar data from  
SENTINEL-1 OBIA is one possibility to combine those datasets. Moreover, through the 
missing spectral information in virtual globe imagery, which might be the only high-
resolution data available for some communities, the possibility to combine image data 
with DEM data gains importance. 
Every software and method tested for the Hayling Island subset performed better 
when the sea area, with its greenish colours, was masked. Pixel-based classifiers, 
supervised and unsupervised, are less effective the more complex the content of a high-
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resolution image. The current FOSS OBIA could at the present stage not be applied for 
operational usage. It is faster and more reliable to use manual digitising, not least since 
it is supported by any FOSS GIS. Hence, the risk to introduce errors through a second 
software and the general requirement to learn a different software could be avoided. A 
further issue of applying any kind of automatic image classification, is that most FOSS 
software provides the result as a raster rather than a vector file. An output as vector file 
is favourable when, for instance, creating disaster preparedness maps and aiming to 
display elements at risk (e.g. buildings). Table 5.5 shows some of the classification 
results, for buildings with a light-coloured roof, on the subset of Hayling Island. 
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Table 5.5: Comparison of accuracies for the correct identification of the class “building 
with light-coloured roofs” of the training dataset from Hayling Island (UK). 
Software and method used Number of  objects in class 
Percentage of 
correctly identified 
objects 
manual count (reference) 496 100 
eCognition: manual rule-set 476 96 
InterImage:  
manual rule-set 
444 89.5 
eCognition: example based 
classification using SVM 
support 
478 96.4 
SagaGIS: cluster analysis  
(unsupervised classification) 
486 98 
ENVI: unsupervised isodata, 
25 iterations 
491 
(+2 not existing buildings) 
99 
ENVI: unsupervised k-
means, 25 iterations 
487 98 
OpenDragon: unsupervised 
kmenas, 25 iterations 
486 98 
ENVI: supervised: example 
based feature extraction 
487 98 
Monteverdi: supervised, 
SVM 
494 
(+2 not existing buildings) 
99.5 
Monteverdi: supervised, 
mean-shift clustering 
485 97.8 
The lower accuracy of eCognition on the buildings with light roof is likely also due to 
the fact that there was only a very limited amount of time with the software and 
inexperience with OBIA. This further indicates that OBIA, while it is a promising 
approach (especially when having high resolution images and e.g. LiDAR data available 
or to fuse information from optical and radar imagery for a classification) is not for 
beginners. It should not be used on a project or in a situation when time is short. Even 
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the manual digitising, when working on small subsets, will often outperform an accurate 
OBIA classification in terms of time required for processing. 
The very high accuracies of the supervised and unsupervised classification were 
surprising. However these accuracies are by no means reached for every class and 
moreover do not provide any indication of how good the classification really was and 
how much of the building was merged with a different class, such as streets. Moreover, 
to have a chance to use very simple rules in InterImage, the subset is very homogeneous 
and the buildings with the light roof are standing out. Hence, the result in Table 5.5 is 
an indication that these methods could be applied on data with favourable content but it 
does not mean that these methods can always be applied – at least not with high 
accuracies (Figure 5.1). 
For comparison, Table 5.6 shows the classification accuracies for the same settings 
for buildings with a dark roof. This class is much more complex since the buildings 
differ in size, form and the colour of the roofs varies from red to blue. 
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Table 5.6: Comparison of accuracies for the correct identification of the class “building 
with darker roofs” of the training dataset from Hayling Island (UK). 
Software and 
method 
Percentage 
of correctly 
identified 
objects 
Remark about the classification 
manual count 
(reference) 100 
 
eCognition: manual 
rule-set 85 
 Higher accuracies could be achieved with more 
time for the ruleset development 
eCognition: example 
based classification 
using segmentation 
SVM 
41 
 often no good delineation of buildings 
  mixed with street class 
 overestimating size 
InterImage: manual 
rule-set 64 
 software tends to crash with more (>3) 
classification rules 
ENVI: unsupervised 
isodata, 25 iterations 
(30) 
 not identified as own class by software, hence the 
number of correctly identified objects is only a 
manual interpretation but could not be used in 
other software 
 mixed with all kind of other classes 
ENVI: unsupervised 
k-means, 25 iterations 
(45) 
 not identified as own class by software, hence the 
number of correctly identified objects is only a 
manual interpretation but could not be used in 
other software 
 mixed with all kind of other classes, esp. with the 
street class 
OpenDragon: 
unsupervised kmeans, 
25 iterations 
22 
 dark buildings are often mixed with: streets, grass 
ENVI: supervised: 
example based 
feature extraction 
35 
 delineation of buildings often poor 
 buildings mix with segments classified as streets  
 several negative misclassification 
Monteverdi: 
supervised, SVM 0 
 Was not identified as own class at all 
 Same class as trees or grass assigned 
Monteverdi: 
supervised, mean-
shift clustering 
50 
 the delineation leaves room for improvement 
 some overlaps with the street class 
 best result of non-manual rule-set OBIA 
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Table 5.6 indicates the significant difference that can exist among classes of the same subset. For buildings with darker roofs, the OBIA classification, by means of a manual rule-set, outperforms pixel-based and classifications that use segmentation. InterImage could most likely perform better if the software was more stable. A better classification in eCognition was due to the limited amount of time and the extensive processing required not possible. InterImage and eCognition had an advantage: they could use the CCO LiDAR as well as the virtual globe (e.g. Google Earth and Bing Maps) image for classification. Compared to the image the virtual globe resolution, the LiDAR (2 m) was coarse. However, the LiDAR is freely available from CCO and was useful for distinguishing buildings from other classes by using its height information. 
Spectral information is important and enhances the classification, but in principle 
OBIA also works on aerial and virtual globe imagery that does not contain specific 
spectral information for each band. Manual rule sets are superior compared to the ‘black 
box’ approaches of OBIA and pixel-based classification, when looking at the overall 
classification results and not just individual classes. 
eCognition is well advanced over InterImage when it comes to processing and 
visualisation speed, documentation and software stability. Generally the application of 
OBIA is time consuming but it is the only possibility to consider different datasets, such 
as optical data and DEMs, at the same time in a classification. Monteverdi and Envi use 
segmentation before classification but are not real OBIA software. They do not allow 
the creation of meaningful rules that could be transferred and do not allow users to use 
different data sources at the same time for a classification. 
One important observation for the practical use of Monteverdi was made: In 
Monteverdi most settings are only available via sliders. The biggest issue with this is 
that it is impossible to reach all discrete values. Moreover, the slider behaved differently 
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in Microsoft Windows, Linux and Apple OSX. For instance, when selecting a region 
size for the segmentation of 201 in the Microsoft Windows version in Linux it had to be 
199 or 205. Hence, outputs for identical features classified by OBIA using the Microsoft 
Windows and the Linux version have never been the same. It will require further studies 
to assess how significant this issue is for practical applications. 
OBIA approaches are likely to gain importance with the free optical and radar data 
available from SENTINEL along with the WorldDEM. Unsupervised classification can be 
a valid method for screening but also to get some classification results that could be 
used in other software and applications such as disaster preparedness mapping. 
However, to get the exports from FOSS (often in raster format) into a shape file (vector 
format) is not always straightforward and may lead to difficulties when non-experts 
work with it. Moreover, the results from pixel-based classifiers correspond a lot with the 
complexity and spatial resolution of an input image. 
5.1.4 Flood and Inundation Modelling on Hayling Island 
 
5.1.4.1 Introduction 
As indicated in Chapter 3, only Lisflood was available to test flooding and inundation 
modelling. The only training area where sufficient DEM data was available to test it 
was on Hayling Island. A number of tests on DEMs with various spatial resolutions and 
several different wave heights have been assessed. 
5.1.4.2 Methodology and Datasets 
The software used for the flooding and inundation modelling was Lisflood-fp (in short: 
Lisflood) downloaded from: 
http://www.bristol.ac.uk/geography/research/hydrology/models/Lisflood/  
(Lisflood-fp 4.5, documentation 2.6.2; downloaded 29.10.2012). 
For the processing a number of DEMs with various resolutions (2m, 5m, 10m, 30m 
and 90m) has been used. The DEMs up to 10m spatial resolution have been obtained by 
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resizing (nearest neighbour (NN) approach) the 2m CCO LiDAR, the 30m DEM from 
the ASTER Global Digital Elevation Map (GDEM) and the 90 m DEM is from the 
Shuttle Radar Topography Mission (SRTM). Only the later two are globally available 
and hence can be used in every country. In April 2015 the 12 m WorldDEM was 
officially released (Chapter 4). However, until the end of September 2015 it was only 
available for commercial users. Nevertheless, the results obtained with the 10m DEM 
should provide an indication of how good processing results using the WorldDEM 
could look like and what processing times could be expected. 
Unfortunately, during the assessment of Lisflood a number of computers (from 
notebook with a 2.4 GHz Dual Core-2 to a desktop PC with a Quad core Intel Xeon 3,5 
Ghz) had to be used. Hence, the obtained time requirements for the processing are only 
averages and provide an order of magnitude. In general, the performance of Lisflood is 
directly linked to the CPU core speed. The usage of multi-core architectures couldn’t be 
observed in the version 4.5 used. Moreover, processing times significantly improved 
(became shorter) after Prof. Bates (University of Bristol) advised, in a personally 
meeting, to use the ‘acceleration’ option. That option was not in the documentation 
provided with the software download. Apart from an increased processing speed, no 
difference in the result was observed. 
The wave height assumptions required for the modelling have been made based on 
information obtained from the British Oceanographic Data Centre (BODC). The closest 
reference station was Portsmouth. The station details are as follows (Table 5.7): 
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Table 5.7: BODC station data for the site Portsmouth. 
Port:              P008 
Site:               Portsmouth 
Latitude:         50.8008 
Longitude:      -1.1117 
Contributor:    National Oceanography Centre, Liverpool 
The available data between 1.1.1991 and 31.12.2011 has been analysed, providing the 
following, summarising, results (Table 5.8): 
Table 5.8: Summary of the BODC observations for the Portsmouth station between 
1.1.1991 and 31.12.2011. 
Dataset: Portsmouth BODC – Monthly Extreme Surges 
overall max. surge value 
[m] avg. max. surge value [m] min. of max. surge value [m] 
2,06 0,47 -0,01 
Dataset: Portsmouth BODC – Monthly Extremes 
absolute max. observed 
value [m] avg. max value [m] min. max value [m] 
5,51 4,97 4,31 
Definitions: 
Monthly extremes (‘extremes’) 
Extremes are the maximum and minimum values calculated over all sampled data 
during the month. The calculations exclude any interpolated data. All data are 
relative to Admiralty Chart Datum (ACD). 
Monthly extreme surges ('surges') 
Extreme surges (residuals) are calculated from tidal residuals (observed sea level 
minus predicted tide). The predictions are derived from a database of tidal constants 
maintained by the National Oceanography Centre's Application Group for ports of 
the UK and elsewhere. All data are relative to Admiralty Chart Datum (ACD). 
(source: https://www.bodc.ac.uk/data/codes_and_formats/sea_level/ntslf_format/, last 
accessed 27.09.2015)  
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For the modelling the wave height hitting the coast has been simulated with: 2 m,  
2.5 m, 4 m, 5 m and 5.5 m on each of the previously mentioned DEMs. A surge of, for 
instance, 0.47 m does not have a significant effect and can hardly be seen on the SRTM 
and GDEM data at all, wave heights below 2 m have not been considered for the 
modelling. On the other hand, the monthly extremes are single event records and not 
realistic as permanent wave heights during a storm surge hitting the coast of Hayling 
Island. A modelling with 4 m wave height is about 1 m higher than what is expected in 
a 1 in 1000 year event (~3.28 m elevation mAOD; Wadey et al. 2012). Hence, 4 m 
height could be considered as the worst case scenario. It was also not the aim to have 
the most realistic modelling but to understand the software and assess its potential to be 
used for instance in developing countries for first assessments. Further reference data 
for comparison of the processing results and to compare model inputs, such as from the 
PUSH assessment, could not be obtained. Moreover, consultations with colleagues 
familiar with the PUSH assessment performed by ATKINS, indicated that the reports 
do not provide detailed information regarding the software and more important the 
assumptions that have been made for the modelling. Hence, the 4 m assumed may be 
exaggerated but on the other hand respects the skew surge approach (Figure 5.35) 
considered by the UK Environment Agency. 
                   
Figure 5.35:  Illustration of the skew surge approach (source: Environmental Agancy (2011). 
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For the practical application of Lisflood it was found, that the ‘NoData’ value setting in 
the Lisflood parameter file wasn’t working. Hence, the sea area was set to zero and the 
seeding points for the flooding have been set directly on the coast (first pixel greater 
than zero). The number of seeding points has been varied between 3 and 107. Figure 
5.35 shows the seeding points that have been finally selected. It was assumed that under 
the given setting the waves hit from south. The experiences from the Hayling Island 
simulations have been transferred to training areas in Sri Lanka. 
Table 5.9 shows an example Lisflood parameter file that was used for the processing. 
The description of the parameters along with some background information is provided 
in the documentation that is downloaded with the software. The acceleration parameter 
is not documented but was provided by Prof. Bates to enhance the processing. 
Table 5.9: Example of the content of the parameter file used in Lisflood. 
# Hayling Island test case: 10m LiDAR DEM; point input 4m height 
# 
DEMfile         Hayling_10m.dem.ascii 
resroot           res 
dirroot            results 
sim_time        100000.0 
initial_tstep   1.0 
massint          100.0 
saveint           10000.0 
overpass        100000.0 
fpfric               0.06 
bcifile             Hayling_10m.bci 
elevoff 
chainageoff 
acceleration 
The friction parameter could be varied, but showed minor effects for the DEMs and 
settings tested.  To get an order of magnitude what friction values could be reasonably 
used are indicated by the Manning values e.g. from:  
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http://www.fsl.orst.edu/geowater/FX3/help/8_Hydraulic_Reference/Mannings_n_Table
s.htm (last accessed 13.09.2015). 
5.1.4.3 Results 
In the following some of the processing results are shown. The first example (Figure 
5.36) is a realistic modelling in the way that, according to Wadey et al. (2012), this 
condition (surges with 2.5 m height) repeats statistically yearly. 
 
 
Figure 5.36: Lisflood processing example using the CCO LiDAR (2m pixel size) with a 
simulated wave height of 2.5m.  
The areas identified as affected in this simulation were affected during the storm surges 
in 2013 and 2014. Hence, though maybe it’s simpler than other models it seems to be 
sufficient to get an idea of the situation once the model gets reasonable input parameter. 
The following examples from the inundation modelling using Lisflood have in 
common: 1) the location of the flood seed points and 2) a fixed height of 4m for the 
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flood seed points. Compared to the 2m or 2.5m calculation, the 4m calculation allows 
for a better visual comparison of the effect of a changed DEM resolution – although 
with a probability of less than 1 in 1000 years it is not as realistic.  
 LiDAR (2m) 
 
Input data characteristics: 
Pixel size: 2m x 2m 
DEM size: 3300 x 3300 pixel 
Reference System: British National Grid OSGB 1936 (EPSG: 27700) 
Processing time: ~70 hours 
 
 
Figure 5.37: Lisflood processing example using the CCO LiDAR (2m pixel size) with a 
simulated wave height of 4m. 
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 LiDAR (5m, resized using the NN from LiDAR 2m) 
 
Input data characteristics: 
Pixel size: 5m x 5m 
DEM size: 1320 x 1320 pixel 
Reference System: British National Grid OSGB 1936 (EPSG: 27700) 
Processing time: ~34 hours 
 
 
Figure 5.38: Lisflood processing example using the CCO LiDAR (5m pixel size) with a 
simulated wave height of 4m. 
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 LiDAR (10m, resized NN from LiDAR 2m) 
 
Input data characteristics: 
Pixel size: 10m x 10m 
DEM size: 660 x 660 pixel 
Reference System: British National Grid OSGB 1936 (EPSG:27700) 
Processing time: ~35 minutes 
 
 
Figure 5.39: Lisflood processing example using the CCO LiDAR (10m pixel size) with a 
simulated wave height of 4m. 
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 GDEM (30m) 
 
Input data characteristics: 
Pixel size: 30m x 30m 
DEM size: 224 x 307 pixel 
Reference System: British National Grid OSGB 1936 (EPSG: 27700) 
Processing time: ~5 minutes 
 
 
Figure 5.40: Lisflood processing example using GDEM (30m pixel size) with a simulated 
wave height of 4m. 
Noteworthy in Figure 5.40 is that, in terms of general pattern, it is completely different 
to the simulation using higher resolution DEMs for the input. Using the GDEM as input 
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almost only identifies the coastline as effected but for instance less of the North of the 
island, which stood out in the previous simulations. 
 
 SRTM (90m) 
 
Input data characteristics: 
Pixel size: 90m x 90m 
DEM size: 75 x 103 pixel 
Reference System: British National Grid OSGB 1936 (EPSG:27700) 
Processing time: ~1 minute 
 
 
Figure 5.41: Lisflood processing example using SRTM (90m pixel size) with a simulated 
wave height of 4m. 
Compared to the simulation using GDEM, Figure 5.41 while having an even coarser 
resolution, shows much more the patterns identified in the simulations using the LiDAR 
  212 
data as input. It might be that GDEM is not suited as input for this kind of flood and 
inundation simulation. On the other hand, it might be only an exception for the Hayling 
Island subset. Further research would be required to answer that. However, this finding 
corresponds to the discussion at IGARSS 2013 and other conferences where opinions 
have been expressed that GDEM data is less suitable for flood modelling than the 
coarser and older SRTM data. 
5.1.4.4 Chapter Summary 
 
The application of Lisflood for flood and inundation modelling provided promising 
results. There might be more complex software but as in this research it is unlikely to be 
available for the general public. However, not only is Lisflood a command line tool for 
Microsoft Windows but the general complexity of flood and inundation modelling 
makes it more a software for experts (or advanced users) rather than something for 
everybody. However, once a reasonable parameter file is created the results that can be 
achieved have a good correspondence to real world observations – at least for Hayling 
Island during some storm surges in autumn and winter 2013 and 2014.  
The best compromise in terms of spatial resolution and processing time was 
achieved with the resampled 10 m LiDAR. This dataset and the obtained results should 
be fairly close to what can be expected from the DLR World DEM with its 12 m spatial 
resolution. Only the simulation using GDEM differs significantly from the patterns 
obtained with similar settings but other DEM inputs. This case study is insufficient to 
judge if this is an exception or the general case. However, it corresponds to observations 
that have been communicated during international conferences and that suggest that 
GDEM is often less useable for flood modelling than the coarser SRTM. Except for the 
GDEM simulation all other processing results provide enough information to be further 
used in disaster preparedness mapping. Although, the trust in the absolute water levels 
shown in the modelling should be reduced the coarser the input DEM becomes (i.e. the 
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trust in the absolute water level calculated is inversely proportional to the spatial 
resolution of the input DEM) but may serve as an idea of the order of magnitude that 
could be expected in an event with the simulated settings. 
5.2 Case Study Sri Lanka 
5.2.1 Introduction 
 
The 2004 Indian Ocean tsunami, the 2011 Tohoku (Japan) tsunami and the 2013 Super-
typhoon Haiyan storm surge (Philippines) have highlighted the need for effective DRR 
activity in coastal zones, particularly preparedness to mitigate the effects of such 
unavoidable natural hazards. Chile demonstrated in September 2015 how tsunami 
preparation could save many lives, with over one million people evacuated from at-risk 
areas and relatively few fatalities (BBC News, 2015). One method to conduct spatial 
risk and vulnerability assessments is remote sensing, which shows significant potential 
(e.g. van Westen, 2013; Roemer et al., 2012; Voigt et al., 2007). In this chapter 
experiences gained from the training areas in the UK, along with the experiences 
reported in the literature, are explored and applied on a test area in Sri Lanka. The 
potential and limitations of remote sensing techniques using free geoinformatics are 
discussed in Chapter 6. 
The Indian Ocean tsunami in December 2004 was the first natural disaster covering 
such large and densely-populated areas in modern times (Chatenoux & Peduzzi, 2005). 
Moreover, it was one of the initial reasons that lead to this research project. After the 
devastating tsunami in 2004, there have been numerous efforts to establish an effective 
tsunami early warning system (Steinmetz et al., 2010; Waechter et al., 2012). From the 
perspective of disaster management and risk assessment Tsunami risk information can 
be utilized to raise public awareness and to generate the appropriated preparedness and 
response plans (Srivihok et al., 2014). In the aftermath of the Indian Ocean tsunami 
disaster many governments in the affected countries have announced policies to resettle 
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the population away from the coastline. For instance, on January 17, 2005, the Sri 
Lanka Public Security Ministry announced the relocation of its coastal communities, 
estimated at 800,000. Building restrictions have been proposed, prohibiting construction 
within 100m (in the Southwest) or 200m (in the Northeast) of the sea (BBC News, 
2005; MIT SENSEable City Lab, 2014). Reports from people living on the west coast 
of Sri Lanka in 2012 confirmed that there is a restriction on building within 300 meters 
of the coastline – regardless of how far inland the run-up and the inundation went, or 
how high the waves hitting the shore have been. However, this rule is not enforced 
everywhere around Sri Lanka (if at all). Moreover, this rule only applies for new 
buildings and it does not apply for hotels and guesthouses. 
Chatenoux and Peduzzi (2005) found that in order to be able to improve coastal 
DRR and disaster management, a better understanding is needed of coastal flooding, its 
driving processes, the expected impacts and the damage caused.  
This chapter looks at some simple geoinformatic applications that can be performed 
by means of freely available data and software, for coastal management and DRR. In 
addition, some processing experience gained during the fieldwork will be briefly 
reported and later discussed in the bigger framework in Chapter 6.  
 The town Matara, on the south coast, was selected as a study area (Figure 5.42). 
“Matara town area and adjacent coastal strip [..] were devastated for several hundred 
meters inland by tsunami waves. The effect was enhanced by the scattering effect from 
Dondra point. Enamors waterfront generated by the mixing of tsunami waves with 
water of the Nilwala river also caused instant flooding in the area with a large number 
of human casualties. The higher density of population and the distribution of the human 
settlements much closer to the shoreline are again among the factors aggravating 
damage” (Siriwardana et al., 2005). It is notable that this report leaves the column for 
“actual observed degree of destruction” blank. Regarding possible bathymetric 
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influences on the tsunami height, the table entry for Matara states: “Narrow shelf brings 
high energy waves to the coastline. High energy waves can approach the coastline 
through submarine bay.” In addition the impact due to the coastal morphology is 
described as: “Waves can be directed to Matara as a result of refraction at Dondra 
point. Area around the mouth of Nilwala river can be damaged by intruding high 
energy waves through the mouth (funneling effect)” (Siriwardana et al., 2005). 
 
Figure 5.42: The selected area in the Matara study area. 
5.2.2 Methodology 
There have been two main objectives, each with some minor targets, for the study in Sri 
Lanka: 
1. To collect reference data for the aftermath of the 2004 Indian Ocean tsunami 
which would enable comparison of coastal flood inundation results from this 
study with the actual extent of inundation by the 2004 tsunami. 
a) Assess the ‘ground-truth’ accuracy of the land cover mapping and DEM-
generated inundation zones 
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2. To assess what DRR measure can be taken, using today’s knowledge in 
combination with freely available data and software: 
a) using freely available DEM data 
b) mapping built-up areas using virtual globe imagery 
c) using Lisflood modelling for flood height and inundation assessments, 
comparing when possible with damage and inundation data collected soon 
after the tsunami 
d) a literature review on the claim that mangrove forests, beach ridges and coral 
reefs have been protective features against the tsunami impacts. 
Obtaining reference data for the impacts of the 2004 Indian Ocean tsunami, was 
addressed by checking the Internet for data collected by NGOs (e.g. MapAction and 
International Red Cross) and organisations such as the United Nations (UNDP, UNEP 
etc.), the German Gesellschaft fuer Internationale Zusammenarbeit (GIZ) or the 
Canadian International Development Agency (CIDA), who worked there in the 
aftermath of the tsunami. Some data and first hand information was obtained during a 
four weeks of fieldwork in Sri Lanka during 2012. Other Internet sources have been 
used, such as the Sri Lanka RiskInfo website (http://www.riskinfo.lk/, last accessed 
13.05.2013)  
Objective two, to evaluate Sri Lanka’s coastal disaster preparedness, using today’s 
knowledge in combination with freely available data and software, was addressed by 
selecting a test area on the southern coast of Matara (~ 3 km2). The characteristics of the 
input Google Earth image are provided in Table 5.10. Unfortunately, it turned out that 
even this relatively small test area was too complex for InterImage, which consequently 
kept crashing. Hence alternative free software has been used in particularly for the 
mapping of built-up areas. 
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Table 5.10: Characteristics of the Google Earth input image used as input for analysis and 
reference in the Matara area. 
Source Google Maps, georeferenced in QGIS 
Pixel size 
1,0730*10-5 x 1,0670*10-5 degree 
~ 1,19 x 1,19 meter 
Dimension 2000 x 1000 pixel 
Area covered Southern part of Matara Town, Sri Lanka  
 
The approach selected to address objective two, was to: 
a) use available DEM data (SRTM, 90 m pixel and GDEM 30 m pixel) and overlay 
them with a virtual earth image. The calculated contours and slope steepness zones were 
not extensive because of the relatively flat land and the small size of the training area. 
However, since most GIS software can create contours and slope maps from DEM data, 
this would be a useful output for larger areas. 
b) use a georeferenced virtual globe image (Google Earth) to extract buildings, as an 
important element at risk (independent of the building’s main usage, i.e. commercial or 
private). The idea was to use OBIA via InterImage (similar to the test carried out on 
Hayling Island) to classify the virtual globe image and extract the built-up area, because 
those locations are where humans tend to live.  
Among the methodologies tested to extract the built-up areas, there was the use of 
‘band math’ and to create band ratios. Although an image, such as from Google Earth in 
this case, has no spectral band information, there are digital numbers for Red, Green and 
Blue (RGB), for each pixel. Hence, all possible band ratios have been created (Table 
5.11) and analysed. 
 
 
  218 
 
Table 5.11: Tested RGB band ratios to highlight and extract the built-up areas from the 
Google image. 
R/G G/R 
R/B B/R 
G/B  
Which band ratio works best depends on the feature one is interested in and the quality 
of the input image. An example of the output of the ratio from the green and red 
channels, for the region of interest (ROI) in Matara, is presented in Figure 5.43 
(bottom). The majority of the built-up area and non-vegetated areas (beach sections and 
bare soil) have a low digital numbers (DN) in that ratio. To extract only these values 
and avoid misclassification in the further process a binary image was created, that only 
contained values that have been between 0.8 and 1.0 (Figure 5.44). In other words: 
𝑫𝑵 >  𝟎.𝟖 𝒂𝒏𝒅 𝑫𝑵 <  𝟏.𝟎 =  𝟏,𝒆𝒍𝒔𝒆 𝟎  (equation 5.1) 
Such calculation is possible in almost any recent GIS or RS software. 
 
Figure 5.43: On top, the georeferenced Google Earth image that was used as a base map and 
as input for the extraction of buildings. On the bottom there is one internal band math result 
(shown: the green channel divided by the red), highlighting built-up areas. 
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Figure 5.44: Binary representation of the potentially built-up area along with non-vegetated 
areas. 
For the further processing, such as to create a density map of the built-up area, and the 
separation of the built-up area from the non-vegetated areas, the information shown in 
Figure 5.44 was required as vector overlays. QGIS has the required tool to convert 
raster to vector data. With the vector data, obvious misclassifications have been 
manually removed (Figure 5.45). There were some very small polygons remaining after 
the first cleaning: some are either misclassifications and were removed, others were 
parts of roofs that have been covered by trees and were therefore kept. It was found that 
it is not necessary to remove all of these little errors for a further, reliable, analysis. The 
polygons shown in Figure 5.45 have been used for further analysis and comparison of 
the built-up area in the ROI. 
 To analyse the build-up area, density maps have been created based on the line 
density of the extracted polygons and the density of the polygon centroid points (point 
density). The point density became relevant since the calculation of line density is 
currently not supported in QGIS (version 2.10). However, when it is really needed 
among the free software for instance GRASS GIS and R have tools to process the line 
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density. The idea of linking the density of the built-up areas to census data had to be 
discarded because the available census data was too coarse to be linked with the small 
subset. 
 
Figure 5.45: Vector representation of the extracted built-up and areas with bare soil (on top of 
the figure). On the bottom there is the final, cleaned vector representation of the built-up area 
only. 
Figure 5.50 to Figure 5.52 show some of the results obtained when using the vector file 
to examine the density of buildings that can be obtained by this method and how the 
extracted built-up areas correspond to data from the Spatial Information Infrastructure 
for Reconstruction Monitoring (SIIRM) project which used manual digitalisation and 
ground surveys. 
In a second approach to identify the built-up area and to assess the potential of the 
newly arrived SENTINEL-1A data two scenes have been obtained that cover the ROI in 
Matara. The scene characteristics are as follows (Table 5.12): 
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Table 5.12: Characteristics of the SENTINEL-1A scenes 
Scene name S1A_IW_RAW__0SSV_20141206T002504_20141206T002521_0035
91_0043E5_6C8A 
Sensor SENTINEL-1A 
Mode Interferometric Wide Swath Mode (IW) 
Processing 
level 
raw 
Pixel size 5 x 20 m (expected) 
Remark The ESA SENTINEL-1 toolbox versions 1.0 and 1.1 have been unable to 
open and display the data. Hence, no software testing and processing 
could be performed with the ESA SENTINEL-1 toolbox and with the row 
data in general. There was no other software available in this project to 
handle raw SENTINEL-1 data.  
  
Scene name S1A_IW_GRDH_1SSV_20141206T002507_20141206T002522_0035
91_0043E5_E006 
Sensor SENTINEL-1A 
Mode Interferometric Wide Swath Mode (IW) 
Processing 
level 
Level-1 (for details: https://sentinel.esa.int/web/sentinel/user-
guides/sentinel-2-msi/processing-levels, last accessed 22.09.2015) 
Pixel size 10 m 
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Remark The ESA SENTINEL-1 toolbox versions 1.0 and 1.1 have been unable to 
perform any processing such as: basic image filtering (i.e. Speckle 
Filter: Refined Lee), but showed an error message. 
 The same happened when trying to use the ‘Speckle Divergence’, also 
called in the toolbox the “urban area extraction” (Figure 5.46). 
 
Figure 5.46: Example of an error message using the ESA SENTINEL-1 
toolbox.  
Unfortunately, ESA is not the easiest agency to deal with when having 
issues with their data or software. They do not have a proper bug 
tracking system for their software on the website. In addition, they 
currently work on the “SNAP toolbox” which leaves the existing 
software even more out of the focus. Hence, all processing shown in 
section 5.4.3 are based on processing performed in QGIS. 
 
c) was to use Lisflood to simulate the effects of the tsunami and match the results with 
the damage polygons that have been obtained from MapAction as well as the reports 
from local people in this area. 
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Table 5.13: The seed points for the Lisflood model, fixed wave height was assigned as 
required. Coordinates are provided corresponding UTM zone 44N (EPSG: 32644). 
Point ID Easting Northing 
1 447523 656243 
2 447673 656337 
3 447804 656428 
4 448073 656398 
5 448604 656641 
6 448728 656702 
7 449002 656833 
8 449409 656944 
9 449708 656989 
 
d) was approached by a small literature study and expert advise in Sri Lanka. 
 
5.2.3 Results 
5.2.3.1 Obtaining Ground-truth Data from the Aftermath of the 2004 Indian 
Ocean Tsunami 
When looking at the numerous news articles that have been published in the aftermath 
of the 2004 Indian Ocean tsunami one would expect data reported in related research, 
such as by Chatenoux and Peduzzi (2005) or Chatenoux and Peduzzi (2007), to still be 
available. Unfortunately it is not, and a significant amount of data and websites have 
vanished in the 7.5 years since the tsunami. Which institutions, NGOs or governmental 
agencies had some data and what their contribution was to the data collection, is 
indicated in Table 5.14. 
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Table 5.14: Challenges observed in obtaining reliable groundtruth data from the 
aftermath of the Indian Ocean tsunami. A selection of contacted organisations and their 
responses. 
1. MapAction They have been very helpful and provided all the data (vector 
and raster data used during the deployments in 2004/2005) 
they have had left. Since it was MapAction’s first major 
deployment the data structure etc. is not what it is today but it 
was sufficient to get some damage polygons along with an 
idea of what kind of maps they produce. 
Apart from that, they were always helpful sharing their 
expertise and experience. Their dataset along with the SIIRM 
data, obtained from the Urban Development Authority in Sri 
Lanka, was the most useful for this research site. 
 Email inquires send to 
authors of reports or the 
contact info from the 
corresponding websites 
 
2. United Nations 
Development Program 
(UNDP); email inquiry 
No response 
3. United Nations 
Environmental Program 
(UNEP) 
No response 
4. Gesellschaft fuer 
Internationale 
Zusammenarbeit (GIZ), 
Germany 
No response 
5. Canadian International 
Development Agency 
(CIDA) 
Email was answered but it said that all projects in Sri Lanka 
had finished and they did not keep any data. 
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In Sri Lanka  
6. Disaster 
Management Center 
(DMC) 
Kindly offered their support and have been in charge of a 
LiDAR which was created after the tsunami by an Italian 
company but apart from some general reports they were not 
willing to share any relevant data; they pointed to the 
RiskInfo website which was in the development that time. 
Moreover, they changed the conditions to obtain a subset of 
the coastal LiDAR permanently so that it became impossible 
to obtain and hence could not be used. 
7. International Water 
Management 
Institute (IWMI) 
IWMI showed and discussed their data, which was not 
covered by any copyright (such as satellite images from 
SPOT). Unfortunately their GIS data missed information 
about the source and moreover any projection information. 
The answer from the responsible GIS technician was: “I don’t 
know. Just try anything. This is what we usually do. Normally 
it is either SLD95, SLD 99, Lat./Long or UTM.” It turned out 
that some of the data had no match with any of these 
coordinate systems and hence could not be used at all. 
Fortunately the majority of the data was identical to what 
MapAction had collected during their deployment. At the last 
check for the data on their website in 2013 they still offered 
the data without any projection file. 
8. Urban Development 
Authority (UDA) 
The UDA has been very helpful and also interested e.g. in 
QGIS or other free software approaches. They provided a 
copy of the SIIRM project data, which was used for 
comparison with the building extraction, performed on the 
virtual globe image. 
9. Geological Survey 
and Mines Bureau 
They provided a number of files from reports to excel files 
with damage assessments, some digital photos. A lot of 
information but unofficial word was that in 2004 nobody had 
experience e.g. with a GPS, hence the GPS units have been 
used with the same settings as they got them and some 
coordinates are in UTM zone 44, other in SLD95 or even 
national grids of countries who provided the GPS devices. 
Most of the times coordinates have been noted but not the 
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reference system. Due to the devastation at that time some 
persons involved in the data acquisition only send their 
drivers to do the job or did it as a road survey rather than 
taking exact GPS measurements. 
The aerial photos they provided (older, pre- tsunami) had no 
camera calibration file(s) and the costs for the calibration 
files, from the Survey Department, have been over the 
available budget – in particular since it was not clear which 
areas are exactly covered. 
Nevertheless they provided some good insight in the situation 
and a good general overview. 
10. Sri Lanka 
Department of 
Census and statistics 
They should have been able to provide a CD with census data 
and also damage assessments at a small charge but first did 
not stick to their opening times and secondly claimed not to 
have a digital version of the data (“sold out”). Everything 
available was a printed atlas with some general numbers 
regarding tsunami damage, casualties and general statistics of 
inhabitants per district – much too coarse to link with a town 
or even a subset of a town like Matara. 
11. UNDP office “We only helped them to get the funding for the LiDAR data, 
we do not keep a copy and what they do with it is up to them” 
(pers. comm. Dr. Ananda Mallawatantri, team Leader: 
Environment, Energy and Disaster Management, 2012) 
Various individuals from Universities have been contacted and provided experiences or 
further contacts. Among them from: 
the University of Maratuwa, the University of Sabaragamuwa, the National Aquatic 
Resources Research & Development Agency (NARA), the National Hydrographic Office and 
others. 
Noteworthy (for actual data) are: 
Mr. Wickramaarachi 
Head Coastal Engineer at the 
Coastal Conservation 
Department (CCD) 
- “.. have all the maps [inundation/ tsunami run off, 
damage assessments etc.] but we are currently 
validating them” - “maps will be available in 2 months” (03.04.2012); 
nothing was seen on their website until September 
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2015 although he did not explicitly mentioned where 
the data would be published - mentioned the restrictions for NEW buildings within 
300m to the sea; closer would be not insured anymore 
and covered by governmental support in case of a 
disaster 
Prof. P.K.S. Mahanama 
(Maratuwa University) 
- provided, apart from his experience, observations and 
contacts, a set IKONOS images covering the 
Batticaloa area, that was heavily damaged and subject 
to a number of papers (e.g. Inoue et al., 2007; H 
Miura, Wijeyewickrema, & Inoue, 2006; Hiroyuki 
Miura, Wijeyewickrema, & Inoue, 2005; Wijetunge, 
2006) 
Prof. Gunatilaka - provided a number of relevant papers but also 
personal notes about inundation and wave height 
surveys he did in the aftermath of the tsunami in 
various regions of Sri Lanka. His notes regarding 
wave heights, along with values found in literature 
formed the basis for the model assumptions made in 
Lisflood. 
 
5.2.3.2 Information Obtained from DEMs 
As previously mentioned slope maps and contours have not provided noteworthy 
information for the small Matara test area. However, they are very useful when looking 
at larger areas, in particular since almost any GIS or RS software can rapidly extract this 
information from a DEM. Nevertheless, even the simple look at the DEM and the 
subsequent overlay with a georeferenced virtual globe image (here: Google Earth) 
revealed useful information. The tsunami wave height in the Matara district was about 
4-6 meter (e.g. modelled by Løvholt et al. (2012) and corresponding to the field-book 
notes of Prof. Gunatilaka, made in the aftermath of the 2004 Indian Ocean tsunami) 
with some places, such as Matara town, wave heights reaching 6-8m (pers. comm. Prof. 
Gunatilaka, 2012). The wave could hardly have made landfall when looking at the 
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SRTM elevations (Figure 5.47). The maximal distance of inundation in the Matara 
district has been reported as 250 – 1000m, in Matara town about 700m (pers. comm. 
Prof. Gunatilaka, 2012). 
 
Figure 5.47: DEM (SRTM, 90m pixel) overlay with the virtual earth image. North of the 
300m boundary the damage by the tsunami is considered significantly less although the 
inundation by the tsunami waters can go much further inland. 
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Compared to the SRTM elevations, the elevations in the GDEM are much more 
reasonable at first glance - although still very high looking at the beaches. However, 
there is a big issue with the GDEM for the ROI: The mouth of the Nilwala river is not 
visible. Instead, there are elevation heights over 9m. Such errors also affect results of 
the contour line extraction, slope maps and exacerbate the identification of safer, higher 
ground. 
 
Figure 5.48: DEM (ASTER, 30m) overlay with the virtual earth image. North of the 300 m 
boundary the damage by the tsunami is considered significantly less although the 
inundation by the tsunami waters can go much further inland. 
  230 
Maps such as Figure 5.47 and Figure 5.48 are of relevance for disaster management and 
preparedness planning. Umitsu et al. (2007) found, in their research area in Thailand, 
that “the direction of the run-up flow was almost perpendicular to the coastline, 
whereas the backwash flow was controlled by topography”. Although the elevation 
values may not be correct in absolute terms, they should reflect the situation and hence 
allow conclusions to be drawn about the potential backwash flow, which could be 
considered in evacuation planning or when selecting sites for  new building projects. 
Using river network data from the USGS and WWF Hydroshed project 
(http://hydrosheds.cr.usgs.gov/index.php, last accessed 22.09.2015) a river network 
extraction using TecDEM was performed on the GDEM (30 m pixels) and SRTM DEM 
(90 m pixels). The aim was to identify potential areas where the funnel effect reported 
by Siriwardana et al. (2005) could occur (Figure 5.49). TecDEM is a free MatLab 
toolbox for geomorphological extractions from DEMs. Unfortunately MatLab itself is 
not freely available, but usually installations of it exist at universities, hence it was 
considered a viable tool. Details of TecDEM and river network extraction from DEMs 
can be found in (O'Callaghan & Mark, 1984; Shahzad, 2010; Shahzad & R. Gloaguen, 
2010a; F. Shahzad & R Gloaguen, 2010b; Strahler, 1957).  
Where the rivers enter the sea there could be steep, narrow bays that trap and focus 
incoming tsunami waves, creating destructive swells and currents that can push huge 
volumes of water far inland, particularly along river channels like found during the 
2011 Japan tsunami (NASA, 2012). 
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Figure 5.49: Right: TecDEM output showing only the major rivers of Strahler order 5 and 
6. Left: the river network from Hydroshed. Unfortunately in the Hydroshed dataset it is 
not possible to separate the rivers by Strahler order. The amount of streams that could be extracted is presented in Table 5.15. Although 
the quality of the TecDEM extraction depends on the quality of the used DEM, it is a 
very useful tool to identify what flow paths exist and which are likely to be used in a 
flooding event. Hence, it can support planning of important infrastructure (including 
hospitals, schools etc.) or evacuation routes. They should not be where the potential 
flow paths meet. 
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Table 5.15: Number of streams that could be extract by TecDEM for the corresponding 
DEM (SRTM and GDEM). 
Strahler Order SRTM (90 m pixel), 
number of streams 
GDEM (30 m pixel), 
number of streams 
1 32867 46018 
2 3939 4286 
3 865 928 
4 195 212 
5 46 48 
6 9 9 
Sum of streams extracted 37922 51502 
Processing time 
(until export) 
~ 1.26 h ~ 10. 58 h 
Specifics of the PC used for the processing: Dual Core-2, 2.4 GHz and 4 Gb RAM. 
 
 
5.2.3.3 Building Extraction from Virtual Globe Imagery 
Since InterImage could not be used a new method was developed to extract the built-up 
area, as maybe the most important class to consider when it comes to exposure to 
hazards and risk. The method uses a georeferenced virtual globe image as input and was 
described earlier. The result of this approach can be seen at Figure 5.50. 
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Figure 5.50: Built-up area extraction and corresponding line density analysis. 
When observing the zoomed versions of the built-up area extractions (Figure 5.50, 
middle) the match with the virtual globe image, which served first as input and now as 
reference, is fairly good. A small issue for the line density assessment is that buildings 
  234 
in dense clusters have been summarized by the software as one polygon, rather than 
individual buildings and hence reduce the line density in these areas. Nevertheless, the 
result mostly identifies the built-up areas and is very fast compared to the manual 
digitising such as performed in the SIIRM project. On the other hand, the manual 
digitising allows to consider each individual buildings, while the presented method only 
allows to consider the built-up area as a cluster. 
Because QGIS does not have a tool to create a line density map, then a point 
density map was created, based on the polygon centroids (Figure 5.51). How this 
compares to the line density map is shown in Figure 5.51. Problematic here are the large 
polygons, summarizing a bigger built-up area. These bigger polygons have only one 
centroid as a polygon, which covers only one individual building. Consequently, 
overall, the point density map should be regarded as indicative, rather than definitive, 
for the extent of built-up areas. There is currently no possibility to calculate line density 
in QGIS, but there are free alternatives such as GRASS GIS or R, which support the 
calculation of line density maps. 
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Figure 5.51: Comparison of the line and point density map obtained from the extracted 
built-up area. 
To evaluate the usefulness of this method to extract built-up areas from a virtual globe 
imagery the extraction was compared to the result of the SIIRM project, which used 
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manual digitising of buildings from IKONOS and SPOT images (pers. comm. Mrs. P.G. 
Pushpa Gamage and Mrs. I.S. Weerasoori (UDA)). Figure 5.52 shows the visual match 
of each method when displaying the extraction results on a virtual globe base map. The 
main difference is that the SIIRM approach identifies individual buildings, which is 
essential when more advanced socio-economic assessments, such as suggested by 
Percival (2015), are required. On the other hand, such advanced socio-economic 
vulnerability and risk assessments require a very detailed dataset as input and simply 
neglect that the required input dataset may not exist in many countries, in particular in 
developing countries. Table 5.16 compares both approaches. 
 
 
Figure 5.52: Comparison between the building extraction using the virtual earth image 
(top) and the building class in the SIIRM dataset. 
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Table 5.16: Comparison of SIIRM to the built-up area extraction from virtual globe 
imagery, as presented in this research (source for SIIRM details: summary provided by 
the UDA during fieldwork in Sri Lanka 2012). 
Project area Southern & Eastern 
Provinces 
Subset of Matara town 
Surface area 15,183 km3 ~ 3 km2 
Duration 24 months Hour(s); 
- most time consuming step is 
to manually clean the 
misclassifications (with 
experience and local 
knowledge this process likely 
gets faster over time) 
Consortium 14 different companies 
with 63 experts 
1 
Place of work France and Sri Lanka United Kingdom* 
* possible everywhere with a computer  
Budget 6,2 M€ N/A 
- depends on the hourly rate 
the persons would get, but 
likely much less than in 
SIIRM 
 
The level of detail and the number of layers is much higher in SIIRM than when 
extracting the built-up area from a virtual globe image. Nevertheless, this level of detail 
may not be needed for many cases, or to estimate and monitor the development of a 
built-up area. Moreover, in the SIIRM project ArcGIS was used. The same results could 
be achieved with QGIS or any other freely available GIS since all of them offer the 
manual creation of point, line and polygon features and hence manual digitisation. This 
would reduce the costs for such project significantly without sacrificing quality.  The 
presented approach to extract the built-up area from a virtual globe image contradicts 
Baud et al. (2010) who found that, with respect to virtual earth imagery, “the ability to 
only view imagery is not sufficient for effective data extraction and analysis for 
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planning purposes”. Of course it depends on the definition and aim of the “planning 
purpose”. For sure knowing the built-up areas in combination with the potential impact 
and distance of inundation in a tsunami or storm surge event allows for some planning 
purposes. 
5.2.3.4 The Application of SENTINEL-1 Data on the Matara Subset 
Since SENTINEL-1 data recently became available it’s potential was briefly examined. 
With a comparable low revisit cycle and the ability to look through clouds SENTINEL-1 
is an interesting source for data and currently the only freely available radar sensor. Due 
to the ESA SENTINEL-1 toolbox not working with the obtained SENTINEL-1 data, QGIS 
and its link to SAGA was used for some initial tests. However, that means that only the 
Level-1 product (Table 5.12) could be used. While it is of less relevance for the small 
subset of Matara, the first thing tested was to filter the image (Figure 5.53). When 
analysing larger areas with radar, smoothing the image is essential to get rid of errors, 
such as very high or low reflectance values and hence to find discrete class boundaries. 
Each of the filter results has its own advantages: while the smoothing filter did what its 
name suggests, the Lee Filter Minimum Standard Deviation provides a fairly clear 
outline of the land/ sea boundary, which might be of interest for coastal management 
applications and monitoring of coastlines. 
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Figure 5.53: Filter on SENTINEL-1 data. The top image is the original input, the middle 
image shows the application of a “simple smooth filter “ in SAGA, with a radius set to 2 
and on the there is the result of a Lee Filter minimum standard deviation that was also 
included in the SAGA filter tools. 
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The next step in the analysis of the SENTINEL-1 data was a simple classification (Figure 
5.54). The main class of interest was the built up area hence it could be compared to the 
previous approaches. The class boundaries for the given subset have been as follows 
(Table 5.17). 
 
Table 5.17: Class boundaries for the classification of the SENTINEL-1 data of the Matara 
subset. 
Class DN value range 
Unclassified (N/A) 0 
Water 0 - 110 
Bare soil, Beach 110 -200 
Built-up area 200 - 325 
Vegetated areas > 325 
 
Figure 5.55 indicates how the built-up area extracted from SENTINEL-1 corresponds to 
the extraction from the virtual globe image. The general pattern matches but there are 
differences in the detail. Some of them may be explained by the different pixel size of 
the datasets (10 m for SENTINEL compared to 1,19 m for the virtual globe image). 
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Figure 5.54: SENTINEL-1 classification example.  
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Figure 5.55: SENTINEL-1 built-up area comparison with the extracted built-up area from 
the virtual globe image.  
  243 
The final Figure (Figure 5.56) in this series showcases the SIIRM project and what is 
possible when combining manual digitising from high-resolution satellite imagery with 
ground surveys. A similar result could be achieved using free GIS software, linked with 
the same ground surveys as in the SIIRM project. 
 
Figure 5.56: Example of the SIIRM project that made use of manual digitising from high 
resolution satellite imagery and ground surveys. 
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5.2.3.5 Simulating Flood and Inundation by Means of Lisflood 
Storm surges and tsunami are different from of waves. They differ significantly in their 
wavelength. Wind-generated waves, including storm waves, contain most of their 
energy near the surface. The wave-induced water motion decays exponentially with 
depth. Compared to the surface, water velocity is reduced to only about 4% at a depth of 
about one half of a wavelength (Yeh, Liu, Briggs, & Synolakis, 1994). Tsunamis, in 
contrast, have much longer wavelengths (in the order of tens to hundreds of kilometres) 
and the wave energy is distributed throughout the entire water column (Yeh, 1994). 
When a tsunami wave approaches the coast it amplifies and shortens. It takes on the 
characteristics of a violent, onrushing tide rather than a typical cresting wave; this is 
why tsunamis have been historically referred to as ‘‘tidal waves’’ (Cochard et al., 
2008). Because tsunami wave celerity is high (about 10 to 100 times faster than 
standard ocean waves) the kinetic energy is evenly distributed throughout its entire 
depth. The wave increases in height as it approaches the shore, converting kinetic 
energy into potential energy resulting in the rapid flooding of the coast over several 
minutes to hours. The wave dynamics close to the shore are very complex, with 
successive waves colliding with each other and also interacting with the coastal 
topography. According to Feagin et al. (2010): “These extreme events (storm surges 
and tsunamis) raise the base water level over a much longer period of time than 
happens when individual waves pass through vegetation, with a much greater net force, 
and a much larger spatial extent. A storm surge consists of a large body of water of 
300–700 km across in a tropical system, produced both by the rising of sea level due to 
atmospheric low pressure within the system and by set-up, which is the tendency for 
water levels to accumulate downwind. Surges often penetrate far inland, backfilling 
tidal distributaries and raising water levels over several hours, even in areas where 
there are no waves present.” 
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Considering it is such a complex system and keeping in mind that Lisflood is not 
intended to simulate tsunamis, it nevertheless can contribute since there are similarities 
between storm waves and surges and a tsunami in terms of hazard duration (Figure 
5.57). However, a tsunami wave (or three like in Sri Lanka) has up to 10 times the 
power of a storm surge (the figure from Cochard et al. (2008) is on a log scale).  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.57: Schematic representation of each hazard in terms of duration of an event 
(abscissa) and its impact on life and property per unit time (ordinate). ‘‘Fast hazards’’ are 
situated mainly along the ordinate, while ‘‘slow hazards’’ lie along the abscissa. HAB, 
harmful algal blooms. Taken from Cochard et al. (2008). 
Under the given circumstances, the pattern of the inundation calculated by Lisflood is of 
bigger interest rather than the absolute values for the wave or water level height. In 
addition, a uniform surface roughness (friction) was assumed (termed ‘fpfric’ in 
Lisflood) while it would be more accurate to assign a value to each landcover class. 
Kaiser et al. (2011) provides a number of suitable Manning values. 
Using the damage polygons from MapAction as reference, many simulations have  
been run, varying the wave height at 4, 6, 6.5, 7 and 10 meters, in correspondence to 
what was reported in the literature (e.g. Løvholt et al., 2012) and from Prof. Gunatilaka 
(pers. comm. 2012). In addition fpfric has been set either to 0.06 or 0.087 to analyse the 
differences the surface roughness makes. The settings are indicated in Figure 5.58. A 
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wave height of 6m covers most of the reference damage polygon. Unfortunately no 
dataset could be obtained to use as a reference for the actual inundation. Moreover, 
despite the known issues with inundation modelling using GDEM (e.g. ASTER GDEM 
Validation Team, 2009; Roemer et al., 2012), it was used due to its more realistic 
elevation values and in the absence of an alternative at the time of the processing. 
 
Figure 5.58: Results of the Lisflood processing using GDEM (30m pixel) with different 
wave heights (4 and 6 meter) and friction values (indicated in the legend). 
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The modelling results using the suggested 7m or even 10 m wave heights are shown in 
Figure 5.59. 
 
 
 Figure 5.59: Results of the Lisflood processing using GDEM (30 m pixel) with different 
wave heights (7 and 10 meter) and friction values (indicated in the legend). 
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5.2.3.6 How Reliable is the Data for Sri Lanka that is Available Today? 
During the search for reference ground truth information and data, among others, the Sri 
Lanka RiskInfo website came up. Compared to the data files from the IWMI these files 
contain a projection file but else everything relevant is missing. There is: 
 no description of the (cryptic) attribute table,  
 no information what data, software and model assumptions have been used. 
For a dataset called “tsunami hazard” this information is essential. It is relevant for 
researchers, for the interested public and decision makers who try to understand or use 
such a dataset. Since the RiskInfo website came online after the fieldwork, data from 
there could not be used during the fieldwork. Mr. Bandula Wickramaarachchi (pers. 
comm. 03.04.2015) suggested that the Coastal Conservation Department (CCD) will 
make inundation assessments and any other data used for their validation available, 
along with a precise documentation of the modelling they perform. According to him, 
they use for their tsunami modelling the “USAID comport” model (no reference to a 
model with that name could be found) with LiDAR for the South-West and GDEM in 
the North-East. Based on the fact that ComMIT was available at NARA and some of the 
other departments and agencies in Sri Lanka, it is likely that he meant ComMIT. 
However, ComMIT was developed by NOAA. But what was really used couldn’t be 
confirmed. It would also not make things easier, since these days it is extremely 
difficult to get access to ComMIT (Chapter 3.8). He claimed to have maps in various 
scales, indicating for instance tsunami run-up and suggested that these will be made 
available within 2 months after the meeting we had. However, no inundation map ever 
made it to the RiskInfo website (while it was possible to access it without a login). This 
means however, that the modelling for the Matara area should be based on LiDAR but 
the pixel in the tsunami hazard file appear to be too coarse. This was before the 30 m 
STRM data was released and hence it is likely based on GDEM. When bathymetric 
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information was required, they (CCD) used GEBCO and Admiralty charts (near shore) 
for any modelling. Regarding tsunami wave heights experienced in 2004 Mr 
Wickramaarachchi pointed to: “ask NGOs”. Which is not very reassuring provided they 
were doing modelling and “validating”. Nevertheless, the GRIDCODE parameter in the 
tsunami hazard dataset likely indicates 3 different hazard or inundation zones (Figure 
5.60). While the red zone, expect for the red area surrounded by the yellow, corresponds 
fairly well with the damage polygons the other zones do make less sense when taking 
local knowledge and reports into account. After the tsunami the yellow zone was 
inundated with about 1.5 -2 m (close to the sea) and 30 cm towards the north – 
according to local taxi driver and guesthouse owners. According to these eyewitnesses, 
the area marked green was not affected, or only had inundation of less than 10 cm. With 
these considerations it would be even more useful and important to know about the data 
used for the modelling, including the references used for validation and at what scale 
the model works. Unfortunately the RiskInfo website does not provide any kind of 
contact email address, but is also not publicly available (checked September 2015) 
anymore. The CCD website (http://www.coastal.gov.lk) until today (end of September 
2015) times -out more often than it is displayed and none of the promised data could be 
found there. Inquires to the Sri Lanka DMC, as the responsible agency, remain 
unanswered.   
While a lot of data could be obtained from the Geological Survey and Mines 
Bureau not much was in a state to be directly used. Moreover, there have been doubts 
raised about the reliability of some of the data, in particular the mapping of tsunami run 
up (Table 5.14).  
Most useful was the SIIRM data provided by the Urban Development Authority  
(UDA), which was an international cooperation and according to Mrs. P.G. Pushpa 
Gamage the license explicitly meant the data to be shared.  
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One more noteworthy experiences was made at the IWMI, where a GIS expert 
recommended to: “Try lat./ long WGS84, UTM44, SLD95 or SLD99, that is what we 
do, or else I have also no idea which coordinate system the data is in”. Furthermore it 
was remarkable how little data, in any of the datasets acquired, specifically showed 
damaged or blocked roads, train tracks or other, specific, damages. The information 
contained in the MapAction collection has been the best in that respect. 
 
Figure 5.60: Example of a RiskInfo data file.  
5.2.4.7 Are Mangrove Forests and Coral Reefs a Protective Feature? 
In the aftermath of the Indian Ocean tsunami there was a big debate in the news and 
among politicians if mangrove forests are a protective feature when it comes to 
tsunamis or not. The literature review performed regarding this showed no evidence that 
mangrove forests in general should be considered a protective feature. Alongi (2008) 
found that: “Mangroves may in certain circumstances offer limited protection from 
tsunamis; some models using realistic forest variables suggest significant reduction in 
tsunami wave flow pressure for forests at least 100 m in width. The magnitude of energy 
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absorption strongly depends on tree density, stem and root diameter, shore slope, 
bathymetry, spectral characteristics of incident waves, and tidal stage upon entering the 
forest.” The misconception why mangroves might be considered a protective feature 
results from the fact that they are present in estuary areas sheltered by a stretch of 
coastline, a bay, islands, sand bars, coral reefs or sea-grass beds (Chatenoux & Peduzzi, 
2005; Cochard et al., 2008; Tomascik et al., 1997). They require areas of calm water to 
prosper (Cochard et al., 2008). Feagin et al. (2010) only mentions examples of 
“anecdotal evidence” for the protective capabilities of mangroves. However, mangrove 
forest and other vegetation, does not normally play an important role in buffering wave 
impacts directly, but they are crucial for providing stability to the coastline and sand 
dunes. Nevertheless, at times of high wave exposure the vegetation on or behind dunes 
and in salt marshes near the high tide mark can significantly contribute to wave 
attenuation (Dean & Bender, 2006; Horstman et al., 2012; McIvor et al., 2012; Meijer, 
2005; Zhu & Chen, 2015). In Sri Lanka almost all mangrove stands are protected by 
fore-lying sand bars, which are stabilized by other vegetation  (Cochard et al., 2008). 
More examples how mangrives are useful and can even help to save money can be 
found in Cochard et al. (2008) and references  therein. Apart from all this scientific 
evidence, it was not possible in tests with the available free data to relaiably identify 
and classify mangroves forrests. Even if that would have been sucessful, with remote 
sensing it is almost impossible to estimate, relaibaly, the tree density, stem and root 
diameter as well as the age. The website (http://www.unep-wcmc.org) Chatenoux & 
Peduzzi (2005) refer to does not hold the promised “Mangove distribution” dataset – 
tested a number of times during 2012, 2013 and 2015. 
Coral reefs, are a protective feature that should be considered, at least when dealing 
with DRR for storm surges, rather than tsunamis. In North Queensland wave heights of 
10 m were reduced to about 6 m after the passage over coral reefs (Young & Hardy, 
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1993). Coral reefs have various interacting wave transformation and dissipation 
processes such as shoaling, refraction, diffraction, bed friction, and energy dissipation 
through turbulence during the breaking process. Intact reefs may absorb over 90% of 
the normal wind-driven surface wave energy (Cochard et al., 2008; Gourlay & Colleter, 
2005; Kench & Brander, 2006; Monismith, 2007). The global coral reef distribution is 
unfortunately insufficiently mapped too. The United Nations Environment Program 
(UNEP) provides only a data viewer that shows the location of coral reefs 
(http://data.unep-wcmc.org/datasets/1, last accessed 22.09.2015) but no downloadable 
data that could be incorporated in maps or assessments. However, compared to 
mangroves, this is likely the more important feature and what needs to be protected. If 
not as tsunami protection than for the ‘ordinary’ reoccurring storm surges that are 
triggered by for instance typhoons that may increase in amount and intensity 
(Intergovernmental Panel on Climate Change, 2014a). 
However, reefs have also their challenges: while reefs will always absorb some 
wave energy, for instance by channelling the water masses, there is the chance that this 
channelling results in an even more concentrated impact at the coastline (Chatenoux & 
Peduzzi, 2005; Cochard et al., 2008). This even more emphasises why detailed reef data 
is required and should be available on global scale while it is most likely more relevant 
for small scale (detailed) assessments (Chatenoux & Peduzzi, 2005). 
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5.2.4.8 Fieldwork Experiences in Sri Lanka with the Tsunami Preparation after 
            the 2004 Indian Ocean Tsunami  
 
 
Figure 5.61: Example of signs and hints found in Sri Lanka that provide information in 
potentially tsunami prone areas. 
First of all, there were warning signs and hints what to do when being in an area where 
potential tsunami risk exists (Figure 5.61). However, this was very much limited to the 
capital (Colombo) and tourist areas, as well as around governmental agencies or 
buildings. Some of the tsunami related signs have also been hidden behind vegetation or 
other signs, hardly 7.5 years after the Indian Ocean tsunami (Figure 5.62).  
 
Figure 5.62: Examples of signs and hints found in Sri Lanka that should provide 
information in potentially tsunami prone areas but have been covered and/ or hidden. 
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Announcements in the radio (see below Table 5.18) have only been in Sinhala and 
hence not suitable for any foreigner. In particular when there is a real warning 
languages (at least Sinhala, Tamil and English) should alternate for important 
announcements. 
 
Table 5.18: Experiences during the tsunami warning on the 11.04.2012, after a 8.8 
magnitude earthquake happened near Sumatra (Indonesia). 
Local time 
 (Ahnungalla, Sri Lanka) 
Observation 
14:40 o’clock; 
 
 a call from Acini’s brother from the UK 
comes to switch on the TV, there was a heavy 
earthquake near Sumatra and there is a 
tsunami warning. 
15:10 o’clock 
 
 all mobile phone connection is jammed 
 people start to walk around and warn each 
other 
15:15 o’clock  like most persons we are leaving the house 
(ca. 600m from the sea) and move with some 
emergency luggage, a full car with family and 
an old women who lives in the 
neighbourhood, a couple of kilometres inland 
where many persons possess some gardens 
and some persons have been assigned land 
after their property was destroyed in 2004 
16:33  radio reports (in Sinhala, translated by Acini 
or her husband): vertical plate movement > 
less chance of a tsunami but two aftershocks 
with a magnitude 8.6 are reported 
16:50  radio (in Sinhala): open appeal: “If foreigners 
are in your area it is your responsibility to 
bring them with you!” 
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Local time 
 (Ahnungalla, Sri Lanka) 
Observation 
 Colombo – Galle road closed 
 Trains stopped 
 Some persons stay behind or start to go back 
towards the coast and their properties 
claiming: “It was only one foot inundation 
here the last time so why should we leave? If it 
is more we still can run.” 
17:05  Mobile phones start to work again 
17:40  No unusual animal behaviour reported (was 
2004 an indication that something had 
happened, e.g. in Yala National Park with 
elephants) 
 Power in East and South Sri Lanka 
disconnected (precaution) 
 Report from Kirinda: water went 1m away 
and came back 
18:00  Radio report: health services along the coast 
cancel leave for holidays (that would have 
been the next 3 days) 
In general and now translated 
to me: 
 All temples, churches and mosques have been 
asked to ring their bells or siren to make 
persons go there; 
since they are usually on higher grounds; 
people knew this signal since it was used 
before 
18:30  prayers (in Sinhala) dominate the radio 
channels 
18:32  first radio channels report it is safe to go home 
20:00  try to find a hotel; the issue is that hotel 
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Local time 
 (Ahnungalla, Sri Lanka) 
Observation 
owners left and in best case some security or 
housekeeping staff was left behind who have 
no right to rent out a room 
Next day Not only since it was a holiday, it took often 
the better part of the day until hotel and guest 
house owners returned and opened for 
business 
 
Acini and her husband also reported that before 2004 ‘typical’ houses in Sri Lanka were  
made of stone or brick and had one storey. After 2004, especially when people live 
close to the sea, houses tend to have 2 stories. According to Acini the people of Sri 
Lanka have a resilience advantage, because in their culture people like to share. It is 
difficult to judge and quantify it, but during the evacuation inland, elderly persons or 
persons with small children were offered space in cars so that they did not need to walk 
uphill. An other observation is that, in that area, although along the main street there 
were small hotels or guesthouses, there was no announcement in English and also no 
siren warning. If a foreigner was there who did not know about tsunami warnings then 
he/she would be more at risk. A few kilometres North, in an area with bigger hotels that 
are owned by foreigners, tourists reported (12.04.2012) that they have been put into 
mini-busses and driven inland. There were also warning sirens but not everybody knew 
what was going on or was informed by hotel staff. Nevertheless, this shows that there is 
a bigger awareness of tsunamis after 2004 and persons tend to know what to do, 
although there is still some room for further improvement. 
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5.2.4 Chapter Summary 
 
 The coastal elevations derived from the SRTM DEM were overestimates and hence 
might provide a false feeling of safety. However, the SRTM DEM analysis is still 
important since the numbers indicate potential flow direction of backwash waters.  
The second important observation during this case study was that it is possible to 
rapidly extract and map built-up areas from virtual globe imagery, such as Google 
Earth, Google Maps or Bing Maps. The delineation of the buildings is not as accurate 
compared to manual digitisation, but the time required to achieve a result, which is good 
enough to monitor annual changes, is much faster (hours compared to months or years). 
Hence it could be applied for preliminary assessments and monitoring. The limitations 
and inherent problems of remote sensing, being only able to look only from above, will 
be addressed in the discussion chapter. 
Although SENTINEL-1 data was only briefly considered in this case study, there are 
some promising results that indicate that it is a useful sensor for general, regional, land-
use and land-cover (LU/LC) maps. The sensitivity of radar towards water (oceans, 
bigger rivers) and even small waterbodies (e.g. ponds, lakes), the ability to penetrate 
clouds (except if there is too much water content in the cloud) along with the short 
revisit time, should allow flood prone areas to be monitored, even if they tend to be 
cloud covered, much better than with optical sensors. In case of a flood event, fluvial, 
triggered by rain or storm surge it should be feasible to monitor the changes on a 
regional scale and support disaster responders by frequently (every few days) updated 
maps without the requirement of expensive, commercial only sensors. 
The most significant issue observed was the difficulty in getting reliable ground-
truth data. Not much data is available or accessible 7.5 years after the tsunami. One 
reason might be that a lot of assessments have been performed on paper, reports got lost 
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during the rebuilding phase and moving of agencies and there is a big resistance (found 
globally as well) to share data for research.  
The general awareness rising in hazard prone areas is important and can save lives. 
This was recently shown for the tsunami warning in Chile (BBC News, 2015) but also 
experienced during fieldwork in 2012 in Sri Lanka.  
Last but not least, flood and inundation modelling remains a difficult topic, as it 
was indicated by the UK case study. Using GDEM with Lisflood for the 8 m and 10 m 
waves, resulted in an over-estimation of the inundation zone. Hence more sophisticated 
flood inundation models, using high spatial resolution (i.e. sub-metre) DEMs and with 
analysis carried out by experts, are recommended.  
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5.3 Case study - Sierra Leone: Lessons Learnt during an Introductive 
       Training Course for Low-cost Geoinformatics for Water Management 
5.3.1 Introduction 
 
In February 2014 I assisted Dr. Richard Teeuw in running a four-day training course in 
Bambuna, Sierra Leone to introduce a heterogeneous group of Sierra Leonean 
governmental staff and managers to low-cost geoinformatics for water resource 
management. The example was the Rokel-Seli catchment, on which the majority of the 
participants were working to some degree. About half of the 15 people taking part in the 
course claimed to have had prior experiences in GIS (ArcGIS). 
5.3.2 Methodology 
 
Since a four-day course is rather short for people that have had hardly any contact with 
GIS before, the course was prepared as follows: - provision of the training material with a cookbook like (step by step with usually 
a picture showing the required inputs) manuscript - two instructors to address the different backgrounds of the participants and to 
provide fast responses to any question or issue during the course - participants had to bring their own notebooks; apart from the  logistical question 
to provide notebooks there was the hope that the trainees are familiar with their 
own equipment and hence issues occurring are linked to the training rather than 
unfamiliar equipment - all trainees got an USB with all the used material (cookbook, related/ used data, 
some additional practices and explanations) to practise by themselves or to share 
with colleagues after the training - with respect to the limited amount of time the focus on not switching among 
many software but have one or two that could cover many aspects found in 
water-management; hence QGIS and a bit SAGA (to show some raster 
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processing) have been chosen; for a few interested GPS Utilities and GPS Babel 
was shown on the last day (including them using own data) - the training was performed on examples of freely available imagery such as free 
LANDSAT (LANDSAT-7 and LANDSAT-8) imagery and an example of MODIS 
(standard 16-day vegetation index (NDVI & EVI)), to showcase the capabilities 
of some freely available data along with the free software 
5.3.3 Results 
 
With two exceptions everybody in the training appeared to be able to follow the 
instructions of either the instructors or the provided manuscript without any significant 
problems. The main issues that arose during the training were due to the fact that some 
of the trainees were not familiar with the computers they brought to the course. Hence, 
computer literacy, addressed in Chapter 2 is an important aspect.  
The two instructors approach showed advantages compared to an ArcGIS course, 
some members had before, with a single instructor; while one instructor was providing 
the backgrounds or showing the steps, the second was able to go around to help persons 
struggling with their hardware, to catch up or answer advanced questions. During the 
entire course there were only two questions that could not be answered directly in the 
course.  One was related to a bug found in the Windows version of QGIS 2.0 and one 
was a very specific software related questions. Both could have been solved if there 
would have been reliable access to the Internet. While it (Internet) theoretically existed 
at some times of the day it was practically not useable (cf. data poverty and Internet 
speeds). Back in Freetown, the capital with slow but stable Internet, it took only 
minutes to find the answers as well as that the found bug was solved in QGIS 2.2 - 
which went online during the training course. While this was irrelevant for the general 
aspects of the course it indicates the importance of, even slow, reliable Internet. 
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The QGIS interface was generally preferred over the one from SAGA but this may well 
be only due to the fact that the majority of the course was taught in QGIS and hence it 
was the more familiar interface. A few persons, having used ArcGIS before, found the 
QGIS interface easier to understand and to use. 
The positive reception of QGIS, SAGA and the introduced freely available data is 
also likely due to the didactics of the course. Not only is Dr. Richard Teeuw a proven 
university lecturer but when the manuscript for the training was created big emphasise 
was given to trainees being able to create and print their own first map on the 2nd day. 
Then after each topic, rather than at the end of an e.g. two weeks ArcGIS training 
course. That creation of an own map (result) significantly helped and improved the 
motivation of many participants. 
Using a processed standard MODIS scene (16 days NDVI) indicated some 
deforestation in the East of the country that was previously unknown to some of the 
responsible managers in the course. While this would require further detailed research it 
indicates how even a simple, fairly course resolution image could make a difference 
when the relevant persons are aware of the existence of such data and corresponding 
software to display and communicate it. 
5.3.4 Chapter Summary 
Of the 14 received feedback sheets (93%) 10 persons (71%) claimed that they “can see 
any uses for free GIS software in their organisation”. Considering that only 7 persons 
claimed to have had prior experiences with GIS that is a raise by about 43% and even 
more important is the fact that it is about the ‘usage of free GIS’ - which often has the 
reputation of being ‘less good’ than e.g. ArcGIS since it is free. Unfortunately, due to 
the 2014/2015 Ebola crisis, there was no follow on of the course planed or a feedback of 
how many persons really took it on and are currently using QGIS and/or SAGA or any 
of the free data introduced. Until the last day there has been disbelieve of some 
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participants that “such good software and data (e.g. LANDSAT and MODIS) is freely 
available”. Apart from the request of more hands-on training and time to understand the 
taught material, the positive feedback received indicates that the subject by means of a 
real world example could be introduced in less than one week. Didactics of a course 
(e.g. have the participants to make and print their own first map fast) is more important 
than the overall duration. However, more time (e.g. 10-14 days) is likely to provide 
more applicable, sustainable knowledge after the training course. Moreover, by all 
means funding bodies (UN, World Bank, EU, NGOs etc.) should consider to have 
always at least two courses, the second for instance one year after the introduction, to 
test what knowledge has been transferred and how it was used or to answer new, 
specific questions. A single two-week course approach is less favourable than two one-
week courses one year apart. It would also be useful, besides having senior managers in 
these courses, to link always with existing universities in the area. Like the 
governmental managers, often they are not aware of the possibilities and limitations of 
free and low-coast geoinformatics, too. To have links to local universities, to pass on 
and exchange experiences is very likely to make training courses by means for free data 
and software much more sustainable and raise the awareness of more people including 
future generations.  
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Chapter VI - Discussion 
 
The discussion of this thesis needs to be divided into the three main topics, namely:  
 
1. Global Data Poverty,  
2. Data and 
3. Software 
To address the aims introduced in Chapter 1. Under the umbrella of these major topics 
there are several objectives to be addressed and discussed, such as links to international 
initiatives and the experiences gained performing case studies, as well as fieldwork in 
low-income countries. The aspects examined in the case studies represent only a 
fraction of what can be considered in the large field of geoinformatics for disaster risk 
reduction and disaster management. 
During the course of this research a number of new datasets became available that 
matched the criteria of being freely and globally available, such as the radar data from 
SENTINEL-1A or the 30m SRTM DEM from the USGS. Compared to SENTINEL-1A, 
where at least some basic analysis has been performed (Chapter 5.2), the 30m SRTM 
DEM arrived in September 2014 but could not be reported on here, due to time 
constraints. Similar, some processing was not possible with free geoinformatics 
software in October 2010 - it is now. One example, is InterImage: although it is still not 
possible to analyse big, complex scenes and use many different datasets and vector 
layers combined as input, it has made significant progress between version 1.15 and the 
recent version 1.43. There is still a long way to go, but there is development and 
existing gaps of free software, compared to proprietary software, are closing. 
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6.1 Global Data Poverty and International Projects 
6.1.1 Overview  
 
One aim of this research project was to develop a global Data Poverty Index (DPI) to 
evaluate the easiness of access to freely available online resources (information, data, 
training material etc.) and have a means for a global comparison. This aim was achieved 
(Chapter 2). All the objectives, outlined in Chapter 1.1, have been achieved too and are 
discussed more detailed in the following sections of this chapter. 
Global data poverty is the ‘backdrop’ to this research: to access and use freely 
available data and software are the focus of this thesis. The Data poverty index that is 
presented in this research (Chapter 2) is the first to quantify and visualise the problem of 
global data poverty. Previous studies dealing with the ‘digital divide’ contained few 
attempts to quantify and visualise data poverty, or they did not look on the global scale 
but instead focused on one continent – often Africa (Ford, 2007; Fuchs & Horak, 2008). 
The challenge for promoting and practicing sustainable development, and to improve 
DRR and disaster resilience, is to recognise which developments are favourable, as well 
as realizing that some developments undermine society’s security (Baban et al., 2008). 
The DPI uses freely available data to enable the global visualisation and comparison of 
countries or regions. 
In the following the Data Poverty Index is first referred to as DPI-1 and in the 
second part as DPI-2 (the time series analysis). It was found that the level of data 
poverty does not necessarily correspond to the income classification of the World Bank 
(Chapter 2).  For instance, Italy, Antigua and Barbuda, Oman, Trinidad and Tobago are 
among the World Bank’s high income countries, but they do not attain the top score of 
minimal data poverty category. For the first three it is mainly due to their slow 
download speeds, relative to other high-income nations. Trinidad and Tobago, as well 
as Antigua and Barbuda, gained only moderate scores because of their relatively low 
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score in the enrolment in tertiary education. On the other hand, Belarus, Bulgaria, 
Hungary, Kazakhstan, Lebanon and the Republic of Macedonia scored better than one 
might expect for data poverty, if only considering their income class. At the other end of 
the scale there are Burkina Faso and Myanmar, with low scores in all categories, while 
Tajikistan (a low-income country) is close to the ‘below-average’ level of data-poverty, 
due to the high scores in Internet speed and the variables linked to mobile devices and 
networks.  
6.1.2 Usage of Mobile Phones 
In many developing countries access to the Internet is more limited than mobile phone 
network coverage. Particularly in Africa, mobile phones are being used to provide 
digital services that greatly benefit stakeholders, such as micro-banking or weather 
forecasts for farmers (Fafchamps & Minten, 2012; Government Office for Science, 
2012; Mittal & Tripathi, 2009). However, the number for mobile phone users, provided 
by the United Nations statistics database and World Bank, might be over-estimated 
because of the habit of sharing mobile phones in the developing world (James, 2011). 
On the other hand, recent fieldwork indicates that even in developing countries there is 
the trend towards at least one mobile phone per person. For instance, in many parts of 
Africa persons tend to have several phones to ensure connectivity. 
That mobile phone usage is more widespread than Internet usage in some parts of 
the world should be taken into account when developing VGI applications or preparing 
geoinformatic training materials. On the other hand, not every mobile phone is a smart 
phone that supports apps, although the development is towards smartphones only. 
Gartner (2015) found that mobile data traffic will continue to show double-digit growth 
in 2015. It is expected that mobile data traffic will grow 59 percent this year (2015) 
worldwide. Newer and faster networks, a rise in the number of users of these networks, 
and more affordable 3G and 4G handsets will be responsible for the increased data 
  266 
traffic. However, the key driver of data growth on a global scale is mobile apps, 
particularly mobile video apps. Although network speed and reliability are priorities for 
many mobile customers, it is really apps and content that are driving traffic volumes as 
people increasingly chat to friends and family, watch videos on the move, and listen to 
streamed music. This trend could be utilized for VGI apps that support disaster 
preparedness. 
Although 4G service prices are likely to fall to 3G levels to make them more 
affordable, 3G networks will continue to fuel worldwide data growth during the next 
five years. Gartner predicts that, in 2018, half of North American mobile connections 
will use 4G networks, but in the Middle East and Africa 4G users will amount to only 
3.5 percent of the region's total. It is expected that the 3G connections grow by 45.7 
percent globally in 2015. This double-digit growth shows the longevity and importance 
of 3G networks. Gartner's research indicates that although affluent people and 
traditional early adopters are the leading users of new technologies and devices, 
younger, less wealthy people make greater use of mobile apps. Young people's greater 
acceptance of apps and mobile content will require app developers to adjust their 
techniques to address the differences between user groups. All these considerations 
resulted in the incorporation of a mobile device and phone quality factor in the DPI. 
Nevertheless, it is important to keep in mind that in the case of a major emergency 
mobile phone networks are likely to jam (at least for some time). 
6.1.3 Internet Usage 
Internet access and usage in developing countries primarily occurs in cities. 
Consequently, the Data-Poverty Index could be used to give an indication of societal 
structure and discrepancies in urban versus rural data resources. This potential needs to 
be investigated further, with more detailed data than national averages. In most 
countries, the data used to compile the Data Poverty Index should be available down to 
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district levels of administration. For a given district or city, local authorities or 
volunteers could add data about Internet speed by local online testing. Maps of Internet-
speeds and mobile network coverage could then be produced, enabling analysis of the 
variations between districts or cities (Wesolowski et al., 2014). Districts or cities with 
data poverty issues could be targeted for improvements, thus assisting development 
activities and enhance the technological capabilities for disaster preparedness, response 
and recovery. 
The need to include a metric for Internet access - independent of whether it is via 
Desktop PCs, laptops or mobile devices - is reinforced by the increased use of social 
media, which gives its users access to early warnings, as well as providing numerous 
potential ‘human sensors’ for monitoring crisis events and assisting with disaster 
response (Goodchild & Glennon, 2010; Yates & Paquette, 2011; Yin et al., 2012). On a 
cautionary note, too much dependence on information technologies could increase 
disaster risk, should there be a failure in the telecommunications system. “Reliance on 
mobile phones or the Internet to issue disaster warnings or make financial transactions, 
may reduce resilience where power supplies are exposed to hazards” (Government 
Office for Science, 2012). 
6.1.4 Comparison of the DPI to other Risk Indices 
In addition to the comparison in Table 2.6 (Chapter 2), the following was found: The 
DPI has some similarities to the ICT Development Index (IDI) developed by the 
International Telecommunications Union. However, the IDI was linked with GDP to 
examine economic developments, rather than looking at implications for disaster risk 
reduction. Further differences with the DPI are that the IDI, in its evaluation, does not 
distinguish between upload and download speed and it uses a different education factor 
(International Telecommunication Union, 2012b). Furthermore, information 
technologies have not been considered in any of the UN World Risk Reports since 
  268 
2011. The World Risk Reports, referring to the World Risk Index (WRI), consider 
education, but only with respect to the literacy rate; while the DPI looks at information 
technology literacy and university education. The ‘Index of Risk Preparation’ from the 
World Bank does not even provide all the data on their website they used to create it 
(The World Bank, 2014). Due to its fewer variables the DPI is faster to assess and to 
process metric than others. 
That the DPI is a reasonable metric is indicated by the strong correlation with the 
vulnerability variable of the World Risk Index (Figure 6.1). There is also a strong 
correlation with the World Bank’s Human Development Factor (HDI, Figure 6.2). 
 
Figure 6.1: Correlation of the Data Poverty Index (DPI-1)versus the latest vulnerability 
indicator of the World Risk Index (2014). 
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Figure 6.2: Data Poverty Index in relation to the Human Development Index (HDI). 
In principle Figure 6.2 can be summarized by: the higher developed a country is, the 
less likely it is affected by data poverty. This corresponds to human perception. If there 
is a certain threshold for this, for instance around 0.7, where the point cloud widens or is 
below 0.6, where a third cluster in the points becomes visible, requires further research. 
The result obtained by plotting the DPI versus GDP is somewhat incomprehensive 
(Figure 6.3). In general the hypothesis, that the richer (the more developed) a country is 
the smaller is the data poverty, is supported. Analysing the middle-income countries in a 
bit more detail reveals that there is a big overlap in the data poverty range among upper-
middle income and lower-middle income countries, with a high standard deviation. 
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 Figure 6.3: Data Poverty Index in relation to the Gross Domestic Product (GDP). 
Overall there is no clear linear correlation, when correlating the DPI to the WRI (Figure 
6.4). A possible reason for this observation might be that the DPI is very technological 
focused while the WRI also uses soft indicators such as insured property, by means of 
data that is not publicly available. On the other hand, there is a linear trend that is less 
prominent due to a number of outliers. It is also possible to say that there (Figure 6.4) 
are two clusters, separating at a DPI of around 2.2. If there are different clusters and if 
there is a reason requires more research.  Further examples of correlations can be found 
in the Appendix B. 
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Figure 6.4: Data Poverty Index versus the World Bank Risk Index (2014). 
On the other hand, no links of the DPI with e.g. the Em-DAT database (Figure 6.5) or 
the activation of the International Charter for Space and Major Disaster (Figure 6.6) 
could be observed. 
 
* The following Em-DAT disaster groups have been considered: complex disaster, climatological disaster, 
geophysical disaster, hydrological disaster, meteorological disaster. 
Figure 6.5: Data Poverty Index compared to the number of disaster occurrences in the 
Em-DAT from 2000 -2013). 
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Figure 6.6: Data Poverty Index compared to the coverage by the International Charter on 
Space and Major Disasters. 
In summary, using the DPI-1 approach: severe poverty (actual and data) is associated 
with limited development, with high vulnerability and poorer resilience to the impacts 
of hazards. With financial pressures and limited human resources experienced by most 
of the world, the development and application of free geoinformatics is a significant 
step towards sustainable development (Teeuw et al., 2012). Disaster response and 
mitigation will be more difficult in countries with severe data poverty, due to limited 
digital infrastructure and few specialists in information technologies. The DPI 
highlights countries where support is needed for improving access to modern ICT. 
Especially the access to the Internet is important for the provision of training in 
geoinformatics. In best case this training could facilitate in an increased use of 
geospatial data and GIS-generated maps by the planners, political decision-makers and 
emergency managers of those countries. With regard to its application, the DPI uses 
freely available data and provides a rapid method for annually monitoring the provision 
of digital data and information, on a country-by-country basis. Thus it is of potential use 
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for monitoring the Sustainable Development Goals of the Sendai Framework for 
Disaster Risk Reduction (UN General Assembly, 2015). 
6.1.5 Data Poverty Time Series 
The calculation of the DPI time series (DPI-2, Chapter 2) illustrates the potential of 
annual monitoring to identify shortcomings in information technology and 
communication infrastructure. Unfortunately there is insufficient reliable and complete 
data before 2009 to extend the time series further back and check for longer-term trends. 
Many of the data for 2014 has not been made available by the end of June 2014. The 
quasi steady-state conditions reached by many HICs are likely to remain for some years 
because improvements in rural areas are slow to implement, for instance, with education 
or improved Internet access. Improvements in existing technology and Internet 
protocols (such as the recent introduction of http/2) may enhance the scores from HICs, 
but they are levelled by the thresholds that were introduced to make the DPI scores 
comparable among different nations and income classes.  
The decreasing average DPI in Asia from 2012 to 2013 might be due to the 
relatively large number of disasters that hit Asia during that period. According to the 
Centre for Research on the Epidemiology of Disasters (CRED), countries in Asia 
reported 83 disasters in 2012, mostly floods. Those disasters resulted in ca. 3,100 
fatalities, affected 64.5 million people and caused about US$15 billion in 
damage. China led the list of disaster frequency in 2012 (18), followed by Philippines 
(16), Indonesia (10), Afghanistan (9) and India (5) (Inrin News, 2015). It is more than 
likely that these disasters also affected national ICT infrastructure, which is reflected in 
the DPI scores.  
6.1.5.1 Why is the DPI Score of Africa so Much Worse than the other Continents?  
There are many possible factors, but it is notable that many African countries focus their 
economic development on the exploitation of natural resources, rather than investment 
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in ICT and higher education. Africa also has relatively few Internet cables and the 
smallest Internet network, severely limiting its capacity to link with the global Internet 
(Figure 6.7; PriMetrica Inc., 2014). Some of the countries with the highest projected 
population growth rates are in Africa (United Nations, 2014), resulting in an increasing 
number of potential users being in competition for limited ICT capabilities.  
 
Figure 6.7: General overview of the undersea cable network  
(source: http://img.labnol.org/di/undersea_cable_map.png, last accessed 25.09.2015). 
6.1.5.2 Global Developments 
A ‘digital global community’ is, despite all discrepancies, developing. The primary 
reason is the high availability of mobile phones and the corresponding increase in 
mobile network coverage, along with the high usage of mobile phones, even in 
developing countries (Buys et al., 2009). Van Dijk (2006) found that cultural, 
psychological and socio-economic aspects, such as how to finance fees for ICT and 
related hardware, are a hindrance in the development of digital communities. However, 
such hindrances are secondary, not least where mobile networks or Internet connections 
are not available in the first place.  
Given the increasing number of mobile devices (e.g. phones, tablet pcs and 
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notebooks), some studies concluded that the digital divide among individuals has 
increasingly been closing as the result of a natural and almost automatic process 
(Compaine, 2001; Dutton et al., 2004). That argument is further emphasised for instance 
by the percentage of households with a computer. In the year 2004 0,6% of the 
households in India and about 60% of the households in the USA had a personal 
computer (Chinn & Fairlie, 2004). In 2013 11,9% of the households in India and 80% 
of the households in the USA had a personal computer. This is still a significant gap but 
indicates the improvement on the example of a lower-middle income country (World 
Bank, 2014). 
Regarding the availability, access and usage of digital networks, the limitations are 
generally greater for the Internet than for mobile phones. A further important aspect is 
the skills and digital (computer) literacy. Research shows that the digital divide is more 
than just an access issue and cannot be alleviated merely by providing the necessary 
equipment. There are at least three factors at play: information accessibility, information 
utilization and information  receptiveness. More than just accessibility, individuals 
need to know how to make use of the information and communication tools once they 
exist within a community (M. C. Kim & Kim, 2001). In the DPI calculation this is 
represented by the educational factor. Compared to the World Risk Report of the United 
Nations (United Nations University, 2014) in this research tertiary education is 
considered since, in particular in developing countries, universities are the institutions 
where a lot of research and training for disaster preparedness is performed.  
The global digital divide describes global disparities, predominantly between 
developed and developing countries with regards to access to computing and 
information resources such as the Internet and the opportunities derived from such 
access (M. Lu, 2001). The information and data freely available in the Internet is 
expanding very quickly (Leidig & Teeuw, 2015; Teeuw et al., 2012). However, not all  
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countries, especially developing countries, are able to keep up with the constant 
technological changes. The term ‘digital divide’ doesn't necessarily mean that someone 
does not have technology; it could also mean that there is simply a difference in 
technology. These differences can refer to: high-quality computers, fast Internet, 
technical assistance, or mobile network coverage. The difference between all of these is 
also considered a gap.  
6.1.6 Summary and Comparison of the Results from DPI-1 and DPI-2 
While delivering meaningful results, both DPI calculation approaches require further 
detailed research to include differences between urban and rural areas and their 
corresponding mobile phone network or Internet availability, as well as differences 
between relatively flat or mountainous regions. These differences could not be 
examined with the available national datasets. In addition, when considering ‘coverage’, 
there is coverage by population and coverage by area. The coverage by population 
might be high but the coverage by area can be low, e.g. when there is a lot of 
uninhabited dessert area in the country (such as found in some North African countries). 
From the limited description obtained with the data used to calculate the DPI it is 
assumed that the ITU refers to coverage by population rather than area. The national-
scale data limitation might change with the plans of Google and Facebook to expand 
Internet availability, particularly in developing countries, using drones, balloons or 
small satellites (J. Hsu, 2014). The presented DPI methodology could be downscaled, 
for instance to address differences between major cities versus rural areas; or coastal 
plains versus mountainous regions. If the relevant input data does not exist, it could be 
collected, for instance by using volunteered geographic information (Davidson, 2014; 
Lüge & MSF-CH GIS Unit (CartONG), 2014; Pakhare, Bali, & Kalra, 2013; 
Wesolowski et al., 2014). The trend towards a local minimum in Europe and North 
America indicates that these regions have reached a relatively good level of ICT 
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coverage by population. Improvements there are now only possible by improved 
technology or by further developing rural and remote areas, which might take longer 
than the considered time series. Since we are in a dynamic system, a ‘perfect’ DPI score 
of zero might not be possible. If there is a quasi steady-state condition with a high DPI 
score, we can expect that there is minimal progress and minimal investment in ICT. 
This could be further analysed on the basis of the variables contributing to the DPI. 
The world faces a future in which we humans are unsure of what we can sustain 
(Milly et al., 2007). The pursuit of sustainability inherently assumes that we know what 
can be sustained and have the capacity to maintain some type of equilibrium. In 
contrast, there is the concept of resilience thinking. Resilience acknowledges 
disequilibrium and nonlinear change. With the term ‘resilience’, dynamics and 
complexities are acknowledged, certainty is not required, and the emphasis is on 
adaptive capacity and adaptive rather than stationary management (Benson & Craig, 
2014). Dynamics and complexity is what is observed with the DPI analysis. Within the 
5-year time frame of this study it was impossible to determine a ‘perfect’ DPI score for 
any of the countries examined.   
The decrease of the global average DPI in each of the analysed years is a good sign. 
Whether the digital divide is widening or narrowing has been the centre of debate and 
an important policy question. There are studies that claim that the gap between the 
digital haves and have-nots is narrowing (e.g., Camagni and Capello, 2005; Martinelli, 
Serrecchia, and Serrecchia, 2006; Shelley et al., 2004). On the other hand there is 
research indicating that the digital divide problem has not been mitigated and the 
existing gap is getting wider (e.g., Coco and Short, 2004; Demunter, 2005; Sassi, 2005). 
Others, such as Strover (2003) consider the digital divide problem as ”on the sidelines“ 
and claim that ”most programs addressing the digital divide ignore deeper issues 
regarding skills and usage”, which might be true but is accounted for in the DPI 
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calculation by the educational factor. This research found that in principle the gap 
between the DPI scores of the different income classes is currently widening, rather 
than closing. This means that the data-rich are getting richer faster than the data-poor 
are getting relatively poorer. In particular, many African countries need investment in 
ICT to improve their capabilities in disaster management (from preparedness mapping, 
to early warning and post-disaster response), as well as for addressing issues arising 
from climate change and rapid population growth. 
The thresholds set here to calculate the DPI are not absolute and are likely to require 
an update in future. With an ever-increasing amount of data there is also the 
requirement to move more data. For instance, when switching from using LANDSAT-7 to 
LANDSAT-8 remote sensing data (e.g. for regional land cover monitoring), the size of a 
typical LANDSAT scene increased by 40-50% - from about 680 Mb to 1 Gb. Fast Internet 
connections are required to download and use such large-volume data: countries with a 
high Data Poverty score face more challenges to access such data. The DPI provides a 
means of monitoring such capabilities. 
6.1.7 Observations from NGO Disaster Response Field Operatives  
MapAction is a UK-based disaster response NGS that specialises in mapping disaster 
damage, providing maps for Search & Rescue (SAR) teams, assessing and mapping the 
needs of disaster-hit communities and spatial data for the situation reports that guide the 
disaster response decision makers. MapAction has been involved with major 
international disaster response operations since 2004 and is partially funded by the UK 
Department for International Development (DfID) as a first-response NGO deployed by 
the UK in the immediate aftermath of a major disaster (see http://www.mapaction.org). 
Presented here is a summary of the experiences from the MapAction deployments 
to major disaster sites in two high-income countries, New Zealand (DPI: 0,70) and 
Japan (DPI: 0,76), and two low-income countries, Nepal (DPI: 3,49) and Haiti (DPI: 
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N/A, incomplete dataset). International responders within the UN support system 
(broadly, logistical and technical services provided by International Humanitarian 
Partnership) generally rely on good Internet connections. This is often the case for the 
capital city. In disaster response ‘hubs’, portable V-SAT satellite communication dishes 
are used. However, that does not help those outside the immediate UN-related structure. 
There are, of course, various degrees of connectivity within a given country, from 
capital city VSAT/fibre links, through Internet cafes, mobile satellite data (like BGAN), 
3G dongles, to dial-up connections – all of these were in evidence in Nepal (2015), for 
example. 
Low connectivity generally correlates with other impediments to disaster response, 
such as limited availability of spatial data, weak information structures, poor roads, etc. 
Hence, it is difficult to isolate the effects of connectivity per se. Conversely, countries 
like Japan (Tohoku earthquake and tsunami, 2011) and New Zealand (Christchurch 
earthquake, 2011) do relatively well in all of those respects. From the perspective of 
MapAction, some of the effects of poor Internet connectivity are: 
- It is almost impossible to use background mapping services (WMS, WFS), 
which greatly restricts use of satellite imagery and latest OSM data. 
- More generally it is hard to discover and to download large, situational datasets. 
- In low-income countries limits are placed on bandwidth by hotel or building 
managers encouraging visitors to use in-house entertainment. 
- With regard to the Christchurch earthquake response, where Internet had been 
established by network experts, upload/download speeds were significantly 
better than at disaster response hubs in low-income countries, such as Haiti, 
Nepal, the Philippines or Sri Lanka. This relates in particular to the availability 
of trained experts and thus the educational factor of the DPI. 
- Where all responders have restricted Internet access, the flow of information, 
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such as reporting numbers of affected people or damage to access routes, 
becomes much more difficult; hence the completeness of the mapping picture is 
correspondingly reduced. Again, other institutional factors may be just as, or 
more, important here in restricting information flows. 
- Access to web-based products by other responders in the field is restricted where 
Internet is poor. In such a time-pressured environment, even where Internet 
connections are very good, field-based emergency responders have little time for 
searching for information resources. They generally look to local sources and 
UN cluster-based information. 
In Christchurch agencies typically distributed staff all over the city, with local staff 
working from their homes, to make best use of the available bandwidth. More generally 
in a disaster response situation, when Internet availability is very poor, large files are 
often best transferred on a hard drive by courier. For dissemination of disaster response 
products (e.g. maps, situation reports), local distribution of paper and electronic copies 
is not much affected by Internet speeds and availability. Fortunately there are very 
rarely such extreme circumstances that MapAction cannot send PDF and JPG files to 
their website. This is one of the reasons why the relatively low threshold of 1Mbps was 
selected for upload speed:  the majority of countries reach that level. Haiti was the one 
example where there was almost no bandwidth available at all, because BGAN satellite 
services were overwhelmed (pers. comm. MapAction, 2015). 
High-income countries, with low data poverty, tend to not only have better 
preparedness maps, evacuation routes and disaster management plans, but often have 
emergency telecom clusters which specialise in helping agencies outside of 
coordination centres to access the Internet. One question was whether mobile phone 
networks should be included in the DPI. MapAction rarely encounters significant 
differences with mobile phone signal in densely populated areas. This is because 
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MapAction tries to locate in areas where there is good connectivity for their work. Of 
course mobile signal can be patchy and getting a signal often relates to the amount of 
Internet traffic and being on an effective network. 
The call quality can differ significantly, but texts often suffice. Having to switch 
between mobile phone providers to get the best coverage when travelling between 
different areas is an issue everywhere. Regarding experiences from New Zealand, there 
were problems with mobile phone signal black-spots in more remote areas. However, in 
high-income developed countries (i.e., with low DPI values) one would generally 
expect to travel shorter distances to find a good signal than elsewhere. The experiences 
of MapAction fieldworkers show that some lower-middle income countries offer low-
cost mobile phone data plans which are sometimes as good as the Internet provision in 
those areas. (pers. comm. MapAction, 2015). 
All these experiences made by MapAction during disaster responses are reflected in 
variations with DPI values. Hence the DPI is a good indicator of how difficult it will be 
to respond in the aftermath of a disaster and what kind of ICT capabilities emergency 
responders could expect  
6.1.8 Data Poverty, Sustainable Development and Disaster Risk Reduction  
The world has experienced an increasing number and impact of disasters in the past 
decades. Many regions, each with distinctive characteristics, are exposed to natural 
hazards. The main causes for this increase can be attributed to a higher frequency of 
extreme hydro-meteorological events, most likely related to climate change, and to an 
increase in the exposure of vulnerable population (IPCC, 2007; van Westen, 2013).  
The ICT development of a country is clearly linked with its potential economic 
development (International Telecommunication Union, 2012a). For disaster risk 
reduction and climate change adaptation, the DPI can be utilised as a vulnerability 
monitoring tool, along with early warning systems for hazards or GIS mapping of at-
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risk areas (Craig, 2010). Reporting the required data at district level, rather than as a 
national average, would enhance the DPI analysis. 
Improved monitoring using the DPI requires more freely available data from all 
countries and faster reporting of that data. However, as of mid-June 2015, apart from 
the Internet speed data (which are free data from a commercial company), no updated 
data for 2014 is available online at the World Bank website or the UN statistics website. 
When international aid for ICT development is provided, the provision of the data 
required to calculate the DPI should be a minimum request in return to enable the 
monitoring of the effects associated with the development funding. 
The effects observed to the Internet speeds in Haiti, in the aftermath of the 2010 
earthquake, are likely due to the already slow speeds and in general less visible than 
expected. Nevertheless, looking at the Internet speeds in the timeframe of a disaster 
allows in principle to identify the different stages of the disaster response: (i) the arrival 
of international teams, (ii) first disaster response operations in the aftermath of the 
disaster and (iii) leaving of the first disaster response teams and with them parts of the 
ICT used. The potential of such information in the variables that build the DPI requires 
further research. 
6.2 Data 
The second aim of this research was to obtain an overview of free geoinformatics and 
evaluate its potential and limitations. Chapter 6.2 and Chapter 6.3 discuss the main 
findings. 
6.2.1 Optical Data 
 
The main difference between commercial data and freely available data is still spatial 
resolution. If hyper-spectral data is also considered, then spectral resolution is another 
major difference. However, hyper-spectral data was not considered in this research 
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because it is currently rarely used in the wider context of hazard management and 
disaster risk reduction applications. There are a few exceptions, such as reported by 
Bhaskaran, et al. (2001) or Hao et al. (2011). A major application for hyper-spectral 
data is forest monitoring and management, where the hyper-spectral data is often fused 
with other satellite imagery or DEM data (e.g. Clark , 2005; Dalponte et al.,2008; Gong 
et al., 2003; Kattenborn et al., 2015; Matsuki et al., 2015; Millan et al., 2015; Zarco-
Tejada et al., 2001). Therefore ‘resolution’ in the following discussion only refers to the 
spatial resolution rather than the spectral resolution of the data. 
Figure 4.3 compares ASTER and LANDSAT-7 with high-resolution imagery derived 
from virtual globes, which use QUICKBIRD, GEOEYE or similar high resolution satellite 
images. In a high-resolution image it is possible to see detailed features in detail, such 
as individual houses, streets and paths, even individual cars. Other important features, 
such as utility points (power stations, transformers, water and sewage site) can be 
identified too from high-resolution imagery. However, power lines and features much 
smaller than the resolution of the used image might not be detected. The reason is that 
there is currently a threshold of 50cm spatial resolution for civil satellites. This 
threshold is only politically, not technically motivated. 
With ASTER’S VNIR imagery (15 m pixels) major streets and building 
accumulations are distinguishable.  Finally with LANDSAT (if no pan sharpening is 
applied) more or less only the separation of built-up area versus vegetated areas, water 
etc. is possible (Figure 4.3). Hence, recent satellite remote sensing studies tend to 
examine urban structures using high resolution sensors, such as IKONOS (e.g. J. Kim & 
Muller, 2011; Pu & Landry, 2012; Pu et al., 2011), QUICKBIRD (Ban et al., 2010; L. 
Chen et al., 2012; Lu, et al., 2010; Lu et al., 2010b), SPOT (Baud et al., 2010; Liu, & Li, 
2009), GEOEYE (Aguilar et al., 2013; Ghanea et al., 2014) or the WORLDVIEW sensor 
family (e.g. Aguilar et al., 2013; Hamedianfar & Shafri, 2015; Xu et al., 2015). 
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LANDSAT is still used for regional studies but its true value is in the long time series, 
which is uninterrupted since the late 1970’s. The use of high-resolution satellite data is 
often linked with object based image analysis, as indicated by the titles of the papers 
cited above. This was an additional motivation to search for a free alternative of high-
resolution data and how to analyse it. This alternative was found in imagery from virtual 
globes, such as Google Earth, Google Maps and Microsoft Bing Maps. Virtual globes 
have gone through a tremendous development the last few years, being more and more 
used (Yu and Gong (2012). Currently, the primary use of virtual globes is as base maps 
to overlay data or use virtual globes to introduce a spatial reference for an easier 
communication of research or projects. Nevertheless, there are a few examples of 
virtual globes being used as data source and alternative for high resolution imagery. 
Among those examples there is Guo et al. (2010), who presented an approach to remove 
shadows from Google Earth imagery, and Mering et al. (2010), who used morphological 
filters, such as Top Hat transformations (Meyer, 1978), to extract the built-up areas of 
towns in Africa. To some extent, the building extraction presented in Chapter 5.2 
utilises a similar idea to extract build-up areas by means of their grey level differences. 
The methodology in this project for the Matara building extraction was developed 
because morphological filters are rarely available in GIS software. A detailed analysis 
of the usefulness of the presented approach and further refinement requires further 
research. Other datasets such as Defense Meteorological Satellite Program Operational 
Linescan System (DMSP-OLS) have been considered but with a spatial resolution of 
2.7 km they are much too coarse when looking at a subset of Matara town that is about 
3 km2. Hence DMSP-OSL is more suitable to compare nations and their urban or 
population development rather than cities or even smaller entities. LANDSAT was 
considered but its use is well-known and urban area extraction and related assessments 
are well established (e.g. Li, Gong, & Liang, 2015; Poursanidis et al., 2015; J. Zhang, 
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Li, & Wang, 2014; Fisher & Pathirana, 1989; L. R. G. Martin, 1989; Todd, 1977). The 
same applies to MODIS, not only is the 250 – 1000 m spatial resolution better suited for 
regional or national scale assessments rather than a 3 km2 subset, but it would have not 
contributed much to the existing knowledge (e.g. Levin & Duke, 2012; Lv & Liu, 2013; 
Mertes et al., 2015; Schneider, Friedl, & Potere, 2010; X. Y. Zhang, Cai, & Li, 2014). 
Consequently, it was decided to compare the building extraction, by means of virtual 
globe imagery (Chapter 5.2), to the best product available, which was for the Matara 
subset the manually digitized dataset from the SIIRM project. 
6.2.2 Radar Data 
The recent availability of freely downloadable SENTINEL-1A imagery offers new 
possibilities for disaster risk reduction applications. For instance, monitoring of 
flooding, or ground deformation associated with earthquakes or volcanic activity (ESA 
website, 2015), as well as the mapping; of built-up areas, such as the Matara test area. 
Fortunately ESA and in future maybe other developers are providing free tools that can 
process and analyse SENTINEL-1 data. The availability of free radar data, along with 
optical sensors that have spatial resolutions in the 10 – 20 m range could result in more 
data fusion applied in regional studies. Unfortunately time constraints, the late arrival of 
SENTINEL-1 data and a lack of software to process the SENTINEL-1 data limited an in 
depth analysis. 
6.2.3 Limits of Remotely Sensed Data 
There is one inherent problem with all remotely sensed data. We can only observe from 
above, albeit with some variation in the view angle of the different sensors. This makes 
it very challenging to take the building architecture into account. That there is the need 
to take building related features into consideration is emphasised by a number of studies 
such as: Srivihok et al. (2014) found that: “[..] the damage level which was observed 
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after the tsunami events shows the linkage to building construction type, number of 
building story and construction material (Leone et al., 2011; Reese et al., 2007; 
Ruangrassamee et al., 2006; Valencia et al., 2011)”. There are a number of 
vulnerability assessments from studies that identified the building characteristics for 
each individual building, such as the Papathoma Vulnerability Assessment method 
(Dominey-Howes et al. , 2010; Dominey-Howes & Papathoma, 2007; Papathoma & 
Dominey-Howes, 2003; Papathoma et al., 2003). Dall’Osso et al., (2010) investigated 
the building attributes including, building material, number of stories, condition of 
ground floor, foundation type and number of stories from the field for many sites. 
Omira et al. (2010) carried out a building survey at Casablanca, Morocco to classify the 
structure types to the block of buildings as single-story structure less dwelling and 
timber building, traditional brick house, two to four-stories engineered RC-framed 
building with infill masonry wall and well-designed multi-stories. Atillah et al. (2011) 
used in his research high resolution satellite images and urban planning information for 
the individual building detection and classification in the coastal area of Rabat and Sale, 
Morocco. In field surveys he validated the building type which is classified to light 
construction, masonry construction, reinforced concrete construction and other 
constructions. Srivihok et al. (2014) found that: “A building inventory is an important 
data source to describe the geographical location of buildings in association with the 
building characteristics and the estimated number of residents.” But she also found that 
in reality it is almost impossible to find a national building inventory, which identifies 
the type of each man-made structure. The Federal Emergency Mangement Agency 
(FEMA, 2010) also indicates that it is difficult to obtain statistical information about 
population or the ratio of building with respective types and occupancies at a sub-
regional level. Even if it exists there are uncertainties of the quality and hence usability 
of such inventories. Information such as demographic data and building inventories 
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could be collected and inserted in a VGI driven project. This would save time, costs and 
might be even more reliable when only people from their town or local community 
contribute. Using aerial photography, satellite imagery or even virtual globe imagery, it 
is impossible to determine if the police station in Figure 6.8 is a walled three story 
building or has its first floor on stilts. Without for LiDAR data it is challenging to 
determine building height - using remotely sensed optical or radar data. Other 
possibilities, such as photogrammetry or radargrammetry, are unlikely to be available 
too due to missing data or expertise.  The fast changing areas, for instance due to 
informal buildings in developing countries, add to the difficulties. The same applies for 
the examples of buildings shown in Figure 6.9: to distinguish them on aerial, satellite or 
virtual earth imagery is very challenging. Roof weathering, colour and size might be 
detected but this does not always work and it requires high-resolution imagery.  
 
Figure 6.8: Example of a newly built Police station near Ahungalla, Sri Lanka. 
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Figure 6.9: Examples of different buildings found in the Matara area (except in the lower 
left corner, which is from Galle). 
6.2.4 Volunteered Geographic Information for Disaster Preparedness 
To address the issue, when street views are not available in Google Maps (as it is the 
case for the majority of countries), VGI provides a means of creating building 
inventories and assigning constructions a vulnerability value that takes building material 
and architecture into account. Moreover, using detailed manual digitising of houses, as 
in SIIRM, in combination with VGI, freely available GIS and Geoserver, a very detailed 
dataset could be obtained that even allows for advanced social-economic vulnerability 
assessments as outlined by Percival (2015). Such an approach was described by 
Muraomoto et al. (2006) for a tsunami disaster control system. Whether people would 
engage with such VGI approach is a different question. However, in countries with 
limited resources it is likely to be more successful on small scale rather than organised 
centralised. Theoretically it is possible to use the Open Street Map data and build a 
system by means of Geonode, GeoExplorer or any combination that includes Geoserver. 
This software is freely available and once the basic concept (i.e. what features to 
include to and what is an intuitive user interface) is set, the installations of such system 
could be automatized and standardized. A standardized system would also ensure 
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interoperability of the data as well as potential maps and exports. Facebook, Twitter and 
Whatsapp, gained more and more importance during disaster situations and response 
(e.g. Bird et al., 2012; Houston et al., 2015; Kaewkitipong et al., 2012; Lorenzer, 2013; 
Rive et al., 2012; Sakaki et al., 2010; Vieweg et al., 2010; Yin et al., 2012). 
Consequently VGI approaches should be considered more for disaster preparedness 
mapping too. 
6.2.5 Supplementary Data 
Statistical data and its sources: Many social-economic data might be only available in a 
country, not always in a digital form and/or publicly available. Currently there is no 
central, global system to collect and distribute such data. Hence, there are 
predominantly the data collections managed by the World Bank and the United Nations 
available for research. The challenge with the usage of the World Bank and the United 
Nations data is that updates often take a long time and are irregular. It is often 
favourable to use (raw-) data from private companies, although most companies do not 
share their raw data. Often there is the need to buy data or compile data from published 
reports. Using data provided by governments also holds the risk that the numbers are 
wrong. Some countries may not acquire the data on a regular basis for various reasons 
(e.g. lack of personnel, lack of interest to do so, etc.) or may manipulate numbers to 
either (i) present themselves in a better state, or (ii) make the situation worse than it is to 
acquire international funding and support. 
6.2.6 Research Data Exchange 
6.2.6.1 Experiences in a Developing Country 
Based on fieldwork experiences in low-income countries and discussions at 
conferences, there is a common perception that the so called ‘developing’ countries are 
in general more reluctant to share their data and information than more ‘developed’ 
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countries (US National Research Council, 2007). The experience with UNDP in Sri 
Lanka was such an example .The UNDP Team Leader for Environment, Energy and 
Disaster Management in Sri Lanka explained that, after the funding for some coastal 
LiDAR data was secured and an Italian company tasked with the acquisition, they did 
not care anymore about what happens to the data and how it is used (pers. comm., 
Mallawantari, 2012). The result of this attitude was that the Coastal Conservation 
Department (CCD) and with the Disaster Management Center (DMC) denied any 
request regarding some LiDAR data and changed their requirements to obtain a subset a 
number of times. Moreover, in 2012, 8 years after the disaster, the LiDAR was not even 
available to the majority of researchers and universities in Sri Lanka. If such data, 
relevant e.g. for detailed flood and inundation modelling, is provided by the UN, paid 
by public money from tax payers, there need to be license agreements that grant free 
access to such datasets for research – if not for international researchers, than at least for 
researchers in the country who should be free to decide with whom they share data.  
A possible solution to avoid such issues is to make a publicly available copy of any 
geospatial dataset provided by the UN. The Geo/GEOSS website, with the GEO 
Datacore, is aiming to implement this but is not there yet. Another issue, in particular 
with UN agencies, is that there are too many institutions, from UNDP, UNEP, 
UNISDR, UNHCR etc.. Many of them have, at least partly, overlapping tasks.  
On the other hand individuals at various universities have been very helpful by 
sharing their experiences and privately collected notes. Based on the above example and 
further similar experiences it is plausible to conclude that there is very often a license 
issue. This is further emphasized by another dataset acquired in Sri Lanka – the SIIRM 
project data. There sharing of data is explicitly encouraged. Hence, obtaining the data, 
to be used to compare with own processing results, from the Urban Development 
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Authority (UDA) was no issue. Moreover, there was genuine interest in what the data 
could be used for and even some technical support.  
6.2.6.2 Data Sharing at the International Level 
There are data provision issues internationally, too. Licenses interfere with research and 
reduce the opportunities to improve our understanding of hazards and disasters. Of 
interest, for this research, was the 2011 Tohoku Tsunami in Japan. Despite the 
unfortunate loss of life and severe economical damage, it provided an opportunity to 
analyse differences and similarities between the major tsunamis of 2004 (Indian Ocean) 
and 2011 (Japan). These are statistically very rare events: about 1/700 years for the 
Indian Ocean Tsunami and 1/1000 for the Japan Tsunami (Jankaew et al., 2008; 
Monecke et al., 2008), yet there were two of such events in less than 8 years. One was 
predominantly effecting developing countries, the other Japan - one of the leading 
industrial nations. Several persons in the British Geological Survey (such as Prof. D. 
Tappin, Dr. C. Jordan and Mr. L.Bateson) have been contacted regarding the data 
acquired through the International Charter on Space and Major Disaster in the aftermath 
of these tsunamis. Everybody asked confirmed that the datasets are there, but cannot be 
analysed in detail by BGS staff, due to other projects and everyday tasks. The main 
issue is that the International Charter license does not permit sharing of the data outside 
the institutions and companies involved in the International Charter. This is a major 
drawback in this international agreement and handicaps research dealing with the 
understanding of major disasters. With 443 activations up to 2nd January 2015 (Figure 
6.10) - 51% for flood and ocean waves (Figure 6.11) - this would clearly mark a very 
useful source for reference data to compare processing results. 
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Figure 6.10: Location and reason for international Charter for Space and Major Disaster 
activations until 2nd January 2015 (source: Danzeglocke, 2015). 
 
Figure 6.11: Distribution of reasons for the activation of the International Charter on 
Space and Major Disaster (source: Danzeglocke, 2015). 
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The lack of access to such reference data makes it much more difficult to develop 
‘sustainable methods’ because it is more difficult to evaluate i.e. which dataset was 
most useful in a given situation (and why). Perhaps more important, a lot of data that 
could be used to improve models is lost or at least inaccessible for most researchers. For 
instance, the detailed mapping of inundation could have helped to understand the 
relevance of the elevation height errors observed in the SRTM DEM of the Matara test 
site, or evaluating if the tsunami flooding really follows the topography as assumed.  
In general, software, even when focusing on freely available software, is not the 
main issue. For research and preparedness mapping it is often the relevant datasets that 
are missing. Knowing if there is a dataset that performed better than another would 
result in better advice on which data to use for future disaster preparation. 
Compared to the website of the International Charter, the GEOSS supersites 
website is slightly better for obtaining satellite remote sensing datasets for DRR 
applications. At least for some time there are datasets downloadable after major 
disasters or for selected sites. Unfortunately, to access some of the data there is the need 
to obtain a specific login, which was only possible by knowing somebody inside the 
administrative system. However, the bigger issue is that the data there, especially that 
from commercial partners, vanishes after some time. Hence, if somebody is not able to 
work (or at least download the data) on the date when it is available, there is no second 
chance to use the data for later projects. That could be improved since online storage 
prices are continuously decreasing, making this approach and the GEOSS supersites 
website much more relevant for research.  
Not only for developing countries, initiatives such as: “France will release 
archived SPOT data to public” (http://un-spider.org/news-and-events/news/france-will-
release-archived-spot-data-public, published 06.03.2014) could be of great use. 
Although the intention expressed is to share ‘only’ archived data, the special resolution 
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of about 10m is higher than what can be obtained from LANDSAT and ASTER. It would 
put the pixel size on par with the SENTINEL-1 GRDH data, making that a promising 
combination for data fusion (e.g. radar from SENTINEL and optical data, including real 
spectral channels, from SPOT). Unfortunately, even 1.5 years after the French 
announcement, there is still nothing to see of this archive. 
6.2.7 Accessibility of Data 
In general, as concluded there are huge differences in how accessible free datasets really 
are.  During this research project it was found that, not only for non-domain experts, the 
following general ranking for data sources should be considered: 
1. NASA 
2. USGS data websites or University of Marry Land (predominantly for 
Landsat data) 
3. ESA data (excluding 3rd party data) 
4. DLR website (e.g. for SRTM-X, maybe in future for the WorldDEM) 
5. JAXA 
6. CNES e.g. for SPOT-5 or via EOli-SA (3rd party data for ESA) 
7. Data hold by countries, in particular in developing countries  
There might be further websites, such as the GEOSS Datacore, that could proof useful 
but have not been tested enough to be added to above list. The ranking is based on 
experiences with the data access points (usually websites but also ESA using their EOli-
SA software), data availability and download speeds, as well as service response time 
and how helpful their answers were. These sources have also been used successfully to 
address the research objective to develop good practise approaches, resulting in the case 
studies (Chapter 5). 
Whenever countries make geospatial data publicly available, it should be on servers 
that are linked to fast and reliable networks. Useful websites, such as RiskInfo 
(http://www.riskinfo.lk/) from Sri Lanka, or the ICIMOD websites (such as: 
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http://smtp.icimod.org/girc/dmis/) in Nepal used to time-out more often than running. 
The Sri Lanka RiskInfo website (last accessed 22.09.2015) now requires a login and 
password, without providing the possibility to register or even providing a contact email 
or address. Hence, it is an example of a website with potentially useful data which is not 
available for research or the interested public. The partners of this website are the World 
Bank, UNDP and the Global Facility for Disaster Reduction and Recovery (GFDRR). A 
better quality control could be expected from such experienced international 
organisations. It should be at least ensured that there is a working contact email 
assigned to report errors or inquiries. Nevertheless, RiskInfo and more and more 
websites are using GeoNode, an open source geospatial content management system, 
and related freely available software. The time-outs experienced at many websites that 
are hosted in developing countries is usually not the fault of the server and service 
providers, but is an issue of how countries are linked to the global Internet (Figure 6.7). 
Some parts of the world are unfortunately less connected than others. A solution could 
be to have a mirroring server not only in the country providing the data, but also at a 
central place such as an UN server. There all publicly available geospatial data, is 
collected and can be accessed, if the servers in a country time-out. Moreover, it would 
add redundancy in case of a disaster.  
6.3 Software The second part of the evaluation of free geoinformatics (aim 2, Chapter 1.1), software related aspects, are discussed in more detail in this section of the thesis.  
6.3.1 State of Free GIS 
 
Compared to data, the situation with the software is simpler. Chapter 3 provides an 
overview of proprietary software and free alternatives in important geoinformatic 
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software categories. As far as it concerns GIS, there are two aspects that need to be 
distinguished: 
1. the academic perspective, comparing functionality, processing speed and
capabilities;
2. the practical perspective of persons who use a software for their everyday tasks,
such as a NGOs, emergency planners and disaster responders
The functionality of free GIS software, such as QGIS, is in many aspects on par with 
the leading commercial software in this domain – ESRI ArcGIS. The only real 
argument to use ArcGIS, apart from the usage of some specific tools, which could be 
likely developed for QGIS or GRASS GIS too, is the layout options. The more persons 
and organisations are using, for instance, QGIS, the more likely it is that favourable 
plug-ins for DRR will be developed. The easiness of usage and the big functionality, 
when using QGIS with the SAGA, GRASS GIS and Orfeo toolbox extensions, is likely 
one reason why MapAction is using QGIS as backup and more and more during 
deployments (pers. comm. Crispin Day, MapAction, May 2015). Moreover, the 
requirements expressed during a training course in Sierra Leone (Chapter 5.3), indicates 
that most tasks are fairly simple, such as: “I want to display the GPS points of my 
dwellings” or “I want to draw a polygon to show planned developments in my city”. 
For such tasks there is no need to have a GIS that costs hundreds to thousands of 
pounds. On the other hand mapping experts, i.e. from MapAction, that require specific 
tools or layout options may find that QGIS and other free GIS software such as GRASS 
GIS or SAGA have still some catch-up to do with in their layout options.  
6.3.2 Support and Perception of Free Software 
The claim from members of African countries: “We need money and ArcGIS”, 
experienced, for instance, during the United Nations International Conference on 
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Space-based Technologies for Disaster Risk Management “Best Practices for Risk 
Reduction and Rapid Response Mapping” (22-25. November 2011, Beijing, China) is 
mostly politically motivated. Most of the persons that made this claim had a 
management background and have probably at best only seen a GIS in action. This 
reflects a shortcoming by international donors, including the EU and the UN, which still 
sponsor ArcGIS courses and pass on the impression that it is the only GIS software that 
works well. Following their claims for sustainable methods and approaches, e.g. by the 
UN General Assembly (2015), courses in developing countries dealing with GIS should 
be only in very specific cases based on ArcGIS - simply because it is not needed. For 
the past few years there was another advantage of using QGIS over ESRI ArcGIS in 
developing countries: the filesize for the installation needed for QGIS was and is much 
smaller, although QGIS versions have got bigger and bigger. Moreover, QGIS performs 
better on older hardware than ArcGIS. At governmental and international NGO levels 
older hardware may be less of an issue but it is for many communities, especially in 
developing countries. 
Another example of EU funding going towards proprietary software, rather than 
supporting existing open source software, is the BGS “EarthServer – Big Earth Data 
Analytics” (presented e.g. at the GRSG conference 2013). Although it is an interesting 
and useful system, the advantages could not be established relative to a free GeoServer 
with PostGIS, Geonode or GeoExplorer. It would have been much more sensible to put 
the resources (funding) and BGS expertise (time and manpower) into the existing free 
geoinformatics projects, rather than developing a different but yet similar EarthServer. 
6.3.3 Add-on Development 
Add-ons play an important role for disaster management since they add specific 
functionality to a general GIS. While more and more add-ons are developed some of the 
DRR related could not be evaluated in detail due to time constraints in the project and 
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issues outlined in the following. The Hazus extension for ArcGIS, from the United 
States Federal Emergency Agency (FEMA), was considered; but until now (2015) it 
was not possible for international users to download the software. That there are free 
alternatives, for instance inaSAFE, developed for the Indonesian Government by 
BNPB, Australian Government, AIFDR and DMInnovation, the World Bank and 
GFDRR. “InaSAFE is free software that allows disaster managers to study realistic 
natural hazard impact scenarios for better planning, preparedness and response 
activities” (https://plugins.qgis.org/plugins/inasafe/, last accessed 25.09.2015). 
Unfortunately it could not be tested since it kept crashing in QGIS version 1.8 and could 
not be considered in later QGIS versions due to the mentioned time constraints in this 
research project. 
6.3.4 Documentation and Support of FOSS Projects 
A lot of freeware has poor documentation, limiting its use and possible future 
development. Personal communication with a number of NGOs has highlighted that 
many are put off using freely available software because there is often no support-link 
to the software developers. Small changes, such as software support contacts via email, 
could significantly increase the application and uptake of free software in disaster 
management. Fortunately QGIS and other widely used software have forums and 
websites with a good user community who is able to advise on many issues and provide 
a solution. There are also, predominantly small, companies making a living off user 
support or add-on development for QGIS, GRASS GIS etc. Furthermore, software 
development and planning with QGIS became more manageable for corporate users, 
who depend on stable versions with long-term support. To achieve this QGIS 2.8 was 
defined a long-term release, guaranteeing updates for about one year. According to the 
QGIS website (http://www.qgis.org, 21.09.2014) every third release, starting with 
version 2.8, is now a long-term release. The QGIS developers plan the release of a new 
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version every four months. That means there is support of a stable version for 12 
months. This should even be sufficient to encourage universities, who are often 
reluctant to keep their free software up-to-date, to install these long-term releases. The 
introduction of long-term releases enables training material providers to create tutorials 
that do not require to be updated, rewritten and tested with every new software version. 
This should encourage universities, corporate users and governmental agencies in 
developing countries to consider a switch and move away from their mantra “we need 
ArcGIS, only ArcGIS is good”. The feedback obtained after a GIS training course in 
Sierra Leone, Chapter 5.3, refers to that and indicates that with a well designed training 
QGIS can be taught and applied very effectively. What is required is the awareness 
rising for people – not only in developing countries. 
6.3.5 Summary of the Findings with Respect to DRR 
It was found during this research that the installation of only a few items of freely 
available software will allow users to perform most geoinformatic tasks required for 
disaster management applications. These tasks range from preparedness mapping 
(mapping performed before a hazard or disaster to identify elements at risk such as 
critical infrastructure but also resources for mitigation, e.g. firewood or water supplies, 
and potential safe grounds, such as higher ground in coastal settings that could be used 
as assembly point or for camps) to disaster response (Leidig & Teeuw, 2015; Teeuw et 
al., 2012).  Desktop software capabilities could be enhanced by the incorporation of 
web applications, given sufficient Internet capabilities and expertise. Provided there is 
suitable training, even non-experts in geoinformatic data processing can achieve 
adequate results e.g. in disaster preparedness mapping.  
As far as it concerns remote sensing and other more specific software, such as for 
OBIA analysis or flood and inundation modelling, the proprietary and the FOSS sector 
are less comparable in particular when it comes to functionality. On the other hand, 
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many small FOSS projects specifically cover niches. For remote sensing, for example, 
performing orthorectification of satellite images is possible only to a very limited 
extent. The majority of radar processing and analysing software with a graphical user 
interface is from commercial companies (Chapter 3). It is similar with software for 
flood and inundation modelling. This domain is clearly dominated by proprietary 
software and might be better since the inputs and the understanding of the processing is 
fairly complex. The differences with OBIA are even bigger. eCognition from Trimble is 
currently unmatched in terms of capabilities and processing speed but also (high) price. 
There are free tools such as InterImage and Monteverdi that may eventually grow into 
the object-based image analysis but will need some more years. If, in future, cloud-
based solutions such as from Ecopia (http://www.ecopiatech.com/products.html, last 
accessed 25.09.2015) can challenge eCognition and hence result in a price reduction, 
remains to be seen. It can be concluded, from this research, that currently the following 
scheme exists (Figure 6.12): 
 
 
Figure 6.12: Competitiveness of FOSS functionality compared to proprietary software. 
The major benefit for users, from individuals to universities and businesses, to consider 
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the provision of Internet-deliverable training courses. Many of them are already freely 
available. For disaster management applications, FOSS4geoinfo options should be 
considered and tested against proprietary software. Free geoinformatics can help to 
optimize the limited financial, technological and manpower resources that many 
organisations face, providing a sustainable input to disaster management (Leidig & 
Teeuw, 2015).  
6.4 Aspects of Data, Software and Data Poverty, with Respect to Practical  
      Applications for DRR 
 
There is the question: Is FOSS4geoinfo (financially) worth it? 
 
Mumby, Green, Edwards, and Clark (1999) found about one and a half decades ago that 
there are four main types of costs involved when undertaking remote sensing: 
1. set-up costs, 
2. field survey costs,  
3. image acquisition costs and  
4. the time spent on analysis of field data and processing imagery.  
The largest cost factor is the set-up costs, which correspond to the acquisition of 
hardware and software that may comprise 48–78% of the total cost of the project - 
depending on the specific objectives. For their coarse-detail habitat mapping with 
satellite imagery, the second highest cost was field survey which can account for about 
20% of total costs and > 80% of total costs if a remote sensing facility already exists. 
Staff costs may be high because field surveys are a vital component of any habitat-
mapping programme and may constitute about 70% of the project duration. While 
actual costs may differ from country to country and project to project, the relative 
contribution to the costs is still similar. Nevertheless, using freely available software 
and existing hardware (which is cheaper now than it was 15 years ago and the latest 
high-end hardware may not even be required), there would be a saving of 20% to 80% 
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of the costs. No matter what software, data and hardware is used, the costs for field 
surveys are independent of that and hence identical. Consequently, apart from being 
more sustainable, it is economically worth to consider free software. 
Taking the tsunami risk indicator catalogue from Cochard et al. (2008) as an 
example, there is a strong indication that VGI could contribute a lot to fill gaps in a GIS 
attribute table. Table 6.1 assesses which of the tsunami risk indicators identified by 
Cochard et al. (2008) could be addressed in principle with GIS and RS and specifically 
with the currently available FOSS4geoinfo. 
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Table 6.1: Assessment of the elements from the tsunami risk indicator catalogue (Cochard et al., 2008) 
that could be addressed by proprietary and free GIS and RS software. The key of the table is as follows: 
+ yes, possible; +/- maybe, under some conditions but with a fair chance; (-) theoretically possible but 
unlikely with significant obstacles and – not possible. 
Preliminary tsunami risk 
indicator catalogue (Cochard et 
al., 2008)  
In principle accessible by 
RS and GIS? 
 
Accessible by RS and GIS by means 
of freely available data and 
software? 
Probability of a potential triggering 
event of a certain magnitude (e.g. 
earthquake, submarine landslide, 
volcanic eruption) 
- - 
Probability of a tsunami generation 
of a certain magnitude 
(-) 
not directly, to some extend 
e.g. by geological maps in a 
GIS 
(-) 
not directly, to some extend e.g. by 
geological maps in a GIS 
Distance to tsunami source (e.g. 
fault line) 
(-) 
see above 
(-) 
see above 
Seabed depth (e.g. at 10 km 
distance to shoreline) 
(-) 
limited; see Appendix E, 
the Dominica case study 
(-) 
limited, Appendix E for the Dominica 
case study 
Coastline orientation (fronting the 
source or at a certain angle?) 
 
+ 
difficult to quantify since it 
is also a question of the 
resolution where it is 
exaninated. 
+ 
Obstacles (e.g. islands, atolls, land 
tongues) between source + + 
Near-coastal bathymetry and 
coastline shape (e.g. bays and 
other ‘‘funnels’’, etc.) 
(-) (-) 
Presence of coastal offshore 
ecosystems (sea grass beds, coral 
reefs) 
 
- 
not directly, but possible 
when e.g. GIS linked to 
VGI and divers, fishermen 
etc. contribute 
- 
not directly, but possible when e.g. 
GIS linked to VGI and divers, 
fishermen etc. contribute 
Size, status and position of offshore 
ecosystems 
- 
see above 
- 
see above 
Are the reef crests fragmented by 
channels? 
- 
see above 
- 
see above 
Which size are the channels? - 
not directly (maybe when 
the channels are big they 
are visible in LiDAR) – 
information might be 
- 
theoretically LiDAR and contributions 
via VGI (from divers etc.) might be a 
possibility;  
however, LiDAR is usually not freely 
Preliminary tsunami risk 
indicator catalogue (Cochard et 
al., 2008)  
In principle accessible by 
RS and GIS? 
 
Accessible by RS and GIS by means 
of freely available data and 
software? 
contributed by divers, 
fishermen etc.  
available and might be also too coarse  
Which direction are the channels, 
respectively the reef edge? 
 
+/- 
in shallow waters: LiDAR 
and contributions via VGI 
(from divers, fishermen, 
boat captains etc.) might be 
a possibility 
+/- 
in shallow waters: LiDAR and 
contributions via VGI (from divers, 
fishermen, boat captains etc.) might be 
a possibility 
Type of coastline (rock shore, 
sandy beach, mangrove swamp) 
- 
usually not; could be added 
by VGI contributions from 
local knowledge 
- 
usually not; could be added by VGI 
contributions from local knowledge 
Profile of beach, sand dunes or rock 
shore (may not be relevant to 
mangrove coast) 
+/- 
with very high resolution 
satellite images or aerial 
photography 
(-) 
software wise it should be possible but 
free data in a sufficient resolution is 
unlikely to be available 
Profile of landscape potentially 
exposed to inundation 
+ 
+/- 
see examples of SRTM and GDEM in 
Chapter 5; limited but might be better 
with the World DEM from DLR; 
flood and inundation modelling by 
means of FOSS4geinfo is limited 
How high, how close to the 
coastline and to ‘funnels’ etc. is the 
land? 
+ +/- 
see examples of SRTM and GDEM in 
this chapter; limited but might be 
better with the World DEM from DLR 
Position of sand spits and other 
narrow, low land + 
+ 
very shallow sandbanks are visible in 
the SENTINEL-1 data (Figure 5.53) 
Type, size, position and 
‘‘integrity’’ of coastal vegetation 
Type: usually no 
Integrity: yes, by radar in 
combination with ground 
surveys e.g. 
http://www.rainforest- 
crc.jcu.edu.au/infosheets/ra
dar_systems.pdf 
(-) 
usually the required data is not freely 
available or coverage of sample 
datasets might be limited; 
radar processing software in the free 
domain is more limited (in availability 
and functionality) than in the 
commercial domain 
Vegetation structure (tree sizes, 
density and 
homogeneity, species composition, 
vertical layering, 
wood and foliage biomass etc.) 
+/- 
with radar to some extend 
(Liesenberg, Boehm, & 
Gloaguen, 2010; Wijaya, 
Liesenberg, & Gloaguen, 
2010) 
(-) 
see above 
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Preliminary tsunami risk 
indicator catalogue 
(Cochard et al., 2008)  
In principle accessible by RS 
and GIS? 
 
Accessible by RS and 
GIS by means of freely 
available data and 
software? 
How does vegetation relate 
to the coastline (expected 
hazard exposure)? 
 
- 
usually this is expert opinion and/ 
or experience from historical 
events 
- 
How does the vegetation 
relate to landscape 
morphology? 
+ +/- 
might require high 
resolution data that is not 
everywhere available 
Are there any creek and river 
systems, or other open 
pathways? 
+ 
+ 
if they are big enough it 
will show in SENTINEL-1, 
with optical satellites or 
when available LiDAR; 
the available data is the 
limiting factor, software 
wise it is not a problem 
How large are the rivers, 
respectively the pathways? 
+ 
+ 
if it is big enough it will 
show in SENTINEL-1, with 
optical satellites or when 
available LiDAR; 
the available data is the 
limiting factor, software 
wise it is not a problem 
Positions of human 
livelihoods and assets at risk - Position in relation to the 
potential hazard - Position in relation to 
vegetation or other 
obstacles (e.g. escape 
routes) 
+ 
+ 
the only question is in 
which detail (resolution) 
it is required; here freely 
available data may hit 
limits 
 
The majority of the elements in the tsunami risk indicator catalogue from Cochard et al. 
(2008) is not, or only with big efforts and under specific, condition accessible by remote 
sensing and GIS. The smaller the scale of the required feature, the smaller is the 
probability that there is a free dataset available that could be used. In terms of software 
the restriction and concerns are less as long as e.g. the LiDAR already exists and does 
not need to be extracted from some point cloud measurements. The same applies for 
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radar processing. As long as the processing (e.g. filtering) is simple there might be free 
software that can do it. The more complex the processing gets or if the work on raw 
radar data is required, it is very likely that proprietary software is required. To put the 
findings from Table 6.1 into more general perspective, Table 6.2 summarizes the 
applicability of free geoinformatics for different elements at risk types and scales of 
analysis.  
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Table 6.2: Elements at risk versus mapping scale, corresponding useful free or low-cost data and possible 
desktop FOSS4geoinfo. (modified from: van Westen et al., 2009; van Westen, 2013; van Westen & 
Georgiadou, 2001) 
Elements 
at risk type Scale of analysis 
Possible free or low-
cost data source 
Possible desktop 
FOSS4geoinfo 
 
Buildings 
< 1:100000 
small 
By municipality: 
• Nr. Buildings 
LANDSAT 
 
GIS software 
Radar software 
OBIA software 
1:25 – 50000 
medium 
Mapping units 
• Predominant type: 
e.g. residential, 
commercial, 
industrial 
• Nr. buildings 
(LANDSAT) 
Aster* 
Virtual Globe imagery 
(where high resolution 
imagery available) 
1:10000 
large 
Building footprints 
• Generalized use 
• Building types 
Virtual Globe imagery 
(where high resolution 
imagery available) 
> 1:10000 
detailed 
Building footprints 
• Detailed use2 
• Building types 
• Construction type 
• Quality and Age 
• Foundation 
Virtual Globe imagery 
(where available) 
Transporta
tion and 
infra-
structure 
networks 
< 1:100000 
small 
General location of 
transportation 
networks 
Virtual Globe imagery GIS software  
(manual digitising) 
1:25 – 50000 
medium 
Road & railway 
networks, if possible 
with general traffic 
density information 
Virtual Globe imagery GIS software 
(manual digitising of 
infrastructure networks, 
detailed traffic data may be a 
problem)  
1:10000 
large 
All transportation 
networks with 
detailed classification 
and traffic data 
 GIS software 
(manual digitising of 
infrastructure networks, 
detailed traffic data may be a 
problem)  
> 1:10000 
detailed 
All transportation 
networks with 
detailed information 
about engineering 
works and if possible 
dynamic traffic data 
Detailed information about 
engineering and dynamic 
traffic data are hardly 
available  in any country and 
if almost never for free. This 
may be limited  to some 
selected highly developed 
cities and is unfortunately no 
domain for free data. 
 
 
 
Web GIS with live data link 
Elements 
at risk type Scale of analysis 
Possible free or low-
cost data source 
Possible desktop 
FOSS4geoinfo 
 
Lifelines 
< 1:100000 
small 
Main power-lines  
GIS software, best addressed 
by manually digitising. 
1:25 – 50000 
medium 
Only main networks 
• Water supply 
• Electricity 
 
1:10000 
large 
Detailed networks 
• Water supply 
• Waste water 
• Electricity 
• Gas/ Oil 
• Communication 
 
> 1:10000 
detailed 
Detailed networks 
and related facilities 
• Water supply 
• Waste water 
• Electricity 
• Gas/ Oil 
Communication 
 
Essential 
facilities 
< 1:100000 
small 
By Municipality: 
• Number of 
essential 
facilities 
Ground surveys; VGI 
GIS software, best addressed 
by manually digitising. 
Office software such as 
LibreOffice 
1:25 – 50000 
medium 
As points: 
• General 
characterization 
• Building as groups 
Ground surveys; VGI 
1:10000 
large 
 
Individual building 
footprints 
• Normal 
characterization 
• Building as groups 
Virtual globe imagery (may 
not be available for every 
ROI); 
ASTER and SENTINEL-2 
imagery may allow to 
identify buildings in groups 
in not too build-up areas; 
Data from SPOT archive (if it 
is becoming freely available) 
or from limited ESA archive 
> 1:10000 
detailed 
Individual building 
footprints 
• Detailed 
characterization 
• Each building 
separately 
Virtual globe imagery may 
often be the only free high 
resolution imagery available 
but does not exist in very 
high resolution for many 
developing countries (e.g. 
wide areas of Africa or the 
Caribbean) 
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Elements 
at risk type Scale of analysis 
Possible free or low-
cost data source 
Possible desktop 
FOSS4geoinfo 
 
Population 
data 
 
< 1:100000 
small 
By Municipality: 
• Population density 
• Gender 
• Age 
Census data is in many 
countries not publicly 
available, esp. in LICs often 
not digital. 
 
GIS software 
Office Software (e.g. 
LibreOffice) 
1:25 – 50000 
medium 
By ward: 
• Population density 
• Gender 
• Age 
1:10000 
large 
By mapping unit 
• Population density 
• Daytime/ 
Nighttime 
• Gender 
• Age 
> 1:10000 
detailed 
People per building 
• Population density 
• Daytime/ 
Nighttime 
• Gender 
• Age 
• Employment rate 
• Dependent 
children 
•  Illness & 
disabilities 
Agri-
cultural 
data 
< 1:100000 
small 
By Municipality: 
• Crop types 
• Yield information 
Local knowledge is key 
here, somebody remote is 
unlikely to know the crop 
rotation etc. 
GIS software; 
RS software; 
Office Software  
(e.g. LibreOffice) 
1:25 – 50000 
medium 
By homogeneous 
unit: 
• Crop types 
• Yield information 
1:10000 
large 
By cadastral parcel 
• Crop types 
• Crop rotation 
• Yield information 
• Agricultural 
buildings 
> 1:10000 
detailed 
By cadastral parcel, 
for a given period of 
time 
• Crop types 
• Crop rotation & 
time 
• Yield information 
Economic < 1:100000 By region Not possible when  
Elements 
at risk type Scale of analysis 
Possible free or low-
cost data source 
Possible desktop 
FOSS4geoinfo 
 
data small • Economic 
production 
• Import / export 
• Type of economic 
activities 
depending purely on remote 
sensing data; 
Local expertise and maps 
required 
1:25 – 50000 
medium 
By municipality 
• Economic 
production 
• Import / export 
• Type of economic 
activities 
1:10000 
large 
By mapping unit 
• Employment rate 
• Socio-economic 
level 
• Main income types 
> 1:10000 
detailed 
By building 
• Employment rate 
• Income 
• Type of business 
Ecological 
data 
< 1:100000 
small 
Natural protected 
areas with 
international approval 
 
With local expertise… 
 
The required data input is 
key and would need to be 
provided rather than using a 
global dataset. 
 
GIS software; 
RS software; 
Office Software  
(e.g. LibreOffice) 
1:25 – 50000 
medium 
Natural protected 
areas with national 
relevance 
1:10000 
large 
General flora and 
fauna per cadastral 
parcel 
> 1:10000 
detailed 
Detailed flora and 
fauna data per 
cadastral parcel 
The colour code goes from green to red, with some tendencies shown in lighter colours. Red: not 
reliably possible; orange: intermediate, probably time consuming or with some difficulties, green: 
can be done without expecting any major issues, white: unclassified.  
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There are 8 categories, 32 scale sections in Table 6.2. A summary of the results from 
Table 6.2 is provided in Table 6.3. 
Table 6.3: Summary of Table 6.2. 
 red orange green white 
(unassigned) 
Category 2 4 1 1 
 25% 50% 12.5% 12.5% 
Scale section 8 10 9 5 
 25% 31.25% 28.125% 15.625% 
More than 50% of the categories mentioned in Table 6.2 could be achieved by using 
freely available data and software. The missing data is either census (or related) data or 
it is live data. It is again less of a software issue but a data issue. This result is 
confirmed when looking at the scale categories.  
As far as the DRR is concerned, looking at the increasing number of International 
Charter activations, more low-income countries are requesting free remote sensing data. 
The conditions to become an authorized International Charter user are as follows 
(Danzeglocke, 2015): 
1. be a national disaster management authority or its delegated agency in that 
country,  
2. have the capacity to download and use maps,  
3. be able to submit and pursue an activation request in English.  
 Condition 1 and 3 can be assumed given. Much more difficult is condition 2, not last 
since it is nowhere defined what exactly “capacity to download and use maps” means. 
In principle: Using a map is not that difficult. To download a map is always possible if 
there is Internet speed greater than 0 kbps. It may take years to download just a single 
satellite image but it is possible. The DPI, or a variation of it could be useful and help 
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the clarification.  
There is a number of very useful international projects such as SEVIR 
(https://www.servirglobal.net/, last accessed 25.09.2015) or DREAM (Dyke et al., 2011),  
that make great use of current technology and data. They showcase what could be done 
but they are limited to certain regions and are at least partly based on data that is too 
complex for most countries to maintain. For example, the involvement of NASA with 
its data centres is a huge advantage for SERVIR. A global coverage with a similar project 
should be on the political agenda.  
In summary: there are many things that can be done, at various scales, by means of 
free geoinformatics. That a software or dataset is freely available does not necessarily 
make it less usable or less useful. 
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Chapter VII – Conclusion and Recommendations  
7.1 Introduction to Conclusion 
We will never be able to avoid hazards and their resulting disasters. However, we can 
improve our preparedness and hence achieve mitigation in a disaster situation. 
Eventually universities, an interested and active user community, and the general 
advance of technology, will solve current issues related to the availability of free 
geospatial data and software. This thesis has examined the nature of freely available 
geospatial software and data in the context of disaster risk reduction mapping and global 
Data Poverty. The following sections summarize key findings and contributions of this 
research project. 
7.2 Key Weaknesses  Various weaknesses related to data poverty and the digital divide, the uptake of free geoinformatics, as well as the general usage of models have been identified, namely: 
 The use of default values in models, due to data shortage. 
 The general model validation is often limited. 
 Data and information provided through VGI have a high risk of being biased. 
 There is a lack of data sharing agreements for data that was internationally 
funded or acquired e.g. via the International Charter for Space and Major 
Disasters. 
 Many indices to monitor development and/or poverty use non-publicly available 
inputs, hence limiting validation and adaption. 
 For practical applications, there is a lack of standards (or a lack of awareness of 
existing standards) in data acquisition and/or distribution. 
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 The digital divide was not monitored globally and considered in approaches 
aiming at sustainable development.  
Moreover, there is the need to do more lobbying for free (or low-cost) geoinformatics. 
Useful software and data is often rejected, in particular in developing countries, only on 
the assumption that “something that is available at no costs cannot be good” (pers. 
comm. at various conferences between 2010 and 2014). 
7.3 Recommendations for Future Research  
The results and experiences gained in this research project eventuate in a number of 
recommendations for future research, such as: 
 Data poverty and the global digital divide are a complex topic that needs further 
research to put concepts developed in the 1990s into our current, Internet-
dominated, digital age. The Data Poverty Index presented in this research could 
be combined with analysis of other global risk factors, such as the UN World 
Risk Index or the World Bank’s Index for Risk Preparation. The aim should be 
to obtain an index that could provide a comprehensive picture of the risks of a 
country but also to ensure regular monitoring beyond the scope of this research. 
 The application of the Data Poverty Index on smaller scale (regional or district) 
should be investigated further to identify e.g. discrepancies between rural and 
urban areas.  
 Further research could provide a more detailed assessment of the capabilities of 
OBIA and the Data Fusion, not only taking optical and radar data into account 
but also information gained, for instance, via VGI. 
 Despite Internet speed limitations in many parts of the world a more detailed evaluation of could-based solutions and approaches such as Ecopia 
(http://www.ecopiatech.com/, last accessed 25.09.2015), for OBIA, using real 
world situations and data amounts would be of interest. 
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 For the performed flood modelling in this research the incorporation of the 30m 
SRTM, for comparison to the 90m SRTM and current results, would be useful. 
 Web GIS’ software and approaches to consider disaster preparedness mapping 
rather than ‘only’ disaster response (e.g. damage assessments) could be further 
investigated. 
7.4 Key Contributions to Knowledge  
Despite the identified weaknesses and the number of recommendations for further 
research, this research project contributed to the advance of knowledge in a number of 
aspects, such as:  
 The development of an innovative global Data Poverty Index that is the first to 
visualise the Digital Divide. The DPI introduces a means to monitor global 
inequalities in the provision and use of digital data and information. Moreover, 
the analysis of the global variations in data poverty has shown that, overall, the 
gap between the data-poor and the data-rich is widening. This is a significant 
contribution to an on-going discussion dating back to the 1990’s. 
 It was found that the availability of suitable data, rather than software to process 
data, is the dominant issue for disaster risk reduction applications and mapping. 
 The case studies in this research highlighted some limitations of free 
geoinformatics in various setting, as well as unused potential, such as the use of 
virtual globe imagery as an alternative data source for high-resolution imagery 
and as additional data source e.g. to monitor urbanisation. 
 The use of free geoinformatics is a valid approach for disaster preparedness 
mapping. In particular, the functionality of freely available GIS software is now 
on par with proprietary software. 
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7.5 Benefits for Society 
The results and findings of this research project are relevant and beneficial for society in 
a number of ways. The possible application of freely available resources is often 
underestimated. In the GIS domain, freely available software is now on a par with the 
proprietary software when it comes to standard ‘everyday’ tasks or manual mapping. 
The use of the free software and freely available datasets identified in this research can 
enable agencies with limited financial resources to perform disaster preparedness 
mapping, making them better prepared to cope with the impacts of hazards. 
It is important to raise the awareness of open-source data and freeware, to ensure 
rigorous control, comparison and improvements. Considering that the Sustainable 
Development Goals of the Sendai Framework for Disaster Risk Reduction (2015) need 
more effective metrics for monitoring than were available for the Millennium 
Development Goals of the Hyogo Framework for Action (2005) the DPI is an important 
contribution for people involved in this discussion. 
Last but not least, a small blog (http://research.mlabs.org.uk/blog/) was developed in 
conjunction with this research project. The blog provides sources for freely available 
software and data. Between September 2014 and September 2015 persons from more 
than 50 different countries have visited this website. The webpages advising on 
software for free radar processing and the 3-Free guide, also a product of this research 
project, are the most frequently accessed webpages. This indicates how much even a 
small web project can contribute to  knowledge transfer. Linking back to the beginning 
of this chapter, while we will never be able to completely avoid hazards, free 
geoinformatics can provide us with information to improve our preparedness, response 
and coping capacity 
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  Preamble 
 
The Appendix of the thesis “DEVELOPMENT OF A GLOBAL DATA POVERTY 
INDEX AND DISASTER RISK REDUCTION APPLICATIONS IN COASTAL REGIONS 
BY MEANS OF FREE GEOINFORMATIC” contains a collection of supplementary 
data, as well as published resources that existed prior to the viva. The material is 
presented as it is and does not contain additional comments. 
The appendix follows the structure of the main thesis. It starts with the 
dissemination (papers and 3-Free-Guide) in Appendix A. Appendix B provides a 
number of auxiliary material and figures that concern the Data Poverty Index version 1 
(DPI-1). Since some of the data are long tables, that cannot presented in a meaningful 
way in a pdf, some of this data is only available via the Appendix CD attached to the 
original, hardbound, copy of the thesis. The second part of Appendix B provides figures 
that have been created during the analysis of the DPI-1 but are not contained in the main 
part of the thesis. Appendix C is similar to Appendix B but refers to the DPI version 2 
(DPI-2). The Appendix D provides reference to some of the software that was used or 
tested during this research and some analysis regarding the software performance 
(processing speed) observed. Appendix E summarizes some of the data that was used 
for the processing performed. In the first part Appendix F supplies the seed points used 
by Lisflood for the Hayling Island flood and inundation simulation. In the second part 
Appendix F provides an additional case study, dealing with a low-cost bathymetry 
assessment in the Commonwealth of Dominica, which did not make it into the main 
thesis. Noteworthy is that the references from this case study are included in the 
reference list of the main thesis, since the Appendix is considered an integrated part of 
the thesis. Last but not least Appendix G provides some definitions of current 
terminology in the disaster management context as it is used by the United Nations 
Office for Disaster Risk Reduction (UNISDR).  
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1. Introduction
In this article we discuss freeware and open source software,
then examine various freeware projects and assign functional cat-
egories for a comparative analysis. Guidelines are given on the
selection of free software, including criteria that should be con-
sidered prior to its use for disaster management applications. With
regard to disaster management applications, the most important
∗ Corresponding author. Fax: +44 2392842244.
E-mail address: richard.teeuw@port.ac.uk (R. Teeuw).
software belongs to the Geographic Information Systems (GIS)
group, with a smaller set of software dealing with the processing
of remotely sensed data. Emergency planners, crisis responders or
disaster managers can use geoinformatics to maximum effect at
the district or city administrative levels, incorporating community
knowledge and involving local decision makers (Das, 2012).
2. ‘Free Software’ – what is it?
The term ‘Free and Open Source Software’ (FOSS) was intro-
duced in response to restrictions on access to source code
for hardware drivers and software, which prohibited unautho-
http://dx.doi.org/10.1016/j.jag.2015.05.012
0303-2434/© 2015 Elsevier B.V. All rights reserved.
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rised changes to copyrighted computer code (Stallman, 1999;
Grassmuck, 2004). Thus the idea of ‘free software’ has its origin in
free speech, rather than free-of-cost. Steiniger and Hunter (2013)
state that: “. . .a  distinction between ‘free software’ and ‘commercial
software’ is neither correct nor expresses the thinking of the creators of
free software [..] that grants freedoms of use, modification and redis-
tribution to the public; whereas commercial or proprietary software
[..] takes these freedoms away. . .”  According to the Free Software
Foundation (2014), ‘free software’ grants four freedoms, to: (i) run
the software for any purpose, (ii) study and adapt the software for
own needs, (iii) redistribute the software, (iv) improve the software
and release improvements to the public. Types of software licenses
are reviewed by Steiniger and Bocher (2009). Open Source software,
under the GNU General Public License (GNU, 2014) is desirable, but
it may  limit the software that can be used. To gain the interest of
potential users in low-income countries (LICs), it is important that
software is free and easily accessible. With regard to FOSS appli-
cations for sustainable development, UNESCO (2014) recognizes
that:
• Software plays a crucial role in access to information and knowl-
edge;
• Different software models, including proprietary, open-source
and free software, have many possibilities to increase compe-
tition, access by users, diversity of choice and to enable all users
to develop solutions which best meet their requirements;
• The development of open, inter-operable, non-discriminatory
standards for information handling and access are important ele-
ments in the development of effective infrastructure;
• The FOSS model provides tools and processes with which people
can create, exchange, share and exploit software and knowledge
efficiently;
• FOSS can play an important role in development.  . . its free and
open format make it a natural component of development efforts
in the context of the Millennium Development Goals;
• Consistent support plays an important role in the success and
sustainability of FOSS.
To encompass the ideas of UNESCO we define FOSS as ‘Freeware
and Open Source Software’. We  use ‘FOSS4geoinfo’ as an abbrevia-
tion for: ‘Freeware and Open Source Software for geoinformatics’.
FOSS4geoinfo includes the free-of-charge aspect, as well as soft-
ware for GIS, GPS data and remotely sensed data.
3. Categories of geoinformatic software
GIS software is used to create, manage, store, analyse and visual-
ize geographic data. Steiniger and Hunter (2013) summarised seven
types of GIS software: (i) Desktop GIS; (ii) Spatial Data Base Man-
agement Systems; (iii) Web  Map  Servers; (iv) Server GIS; (v) Web
GIS clients; (vi) Mobile GIS and (vii) Libraries and Extensions, Plug-
ins and application programming interfaces (APIs). We  extend that
software classification to include: Data Viewers; Web  Applications;
Cloud storage/sharing; and specialized Tools (e.g., radar data). A
summary can be seen in Fig. 1, which shows geoinformatic software
that have disaster management uses.
The remote sensing domain is dominated by proprietary soft-
ware. However, some free alternatives exist as standalone products,
or as modules in FOSS4geoinfo sets. GIS software functional-
ity encapsulates the functionality required to create maps and
visualize geographical data. Remote Sensing software focuses on
extracting information from geospatial imagery and image clas-
sification. GIS and Remote Sensing software capabilities should
be used in conjunction to obtain the best results, from data pre-
processing, to analysis and map  creation or visualization. Remote
Sensing software should be considered as a software type that
complements GIS software, not as “a special form of desktop GIS”
(Steiniger and Hunter, 2009).
The software most relevant for disaster management mapping
and geoinformatic analysis can be grouped into: Desktop software,
Mobile software and Online software (Fig. 1). These groups could
be extended by online-applications and websites, however reli-
able Internet connectivity is not the norm in all countries. Table 1
shows how the software categories link with the stages of disaster
management.
3.1. Desktop and mobile GIS software
The majority of geoinformatic analysis is still performed on
workstations with desktop software, despite the increasing oppor-
tunities provided by parallel and cloud-computing. With disaster
response, typical Desktop GIS software tasks include the display,
query, update, and analysis of locational data and their linked
information (Steiniger and Bocher, 2009; ESRI, 2012). Software
libraries, such as GDAL (for raster data) and OGR (for vector data),
are the backbone of many Desktop GIS software. Most recent GIS
software has some form of geospatial database and web function-
ality. Steiniger and Hunter (2013) identified eight “mature Desktop
GIS projects” with functionality comparable to proprietary soft-
ware and an active international user community: (i) GRASS GIS
(Neteler et al., 2012); (ii) Quantum GIS (Hugentobler, 2008); (iii)
ILWIS (Hengl et al., 2003); (iv) uDig (Ramsey, 2007); (v) SAGA
(Olaya, 2004); (vi) OpenJump (Steiniger and Michaud, 2009); (vii)
MapWindow (Ames et al., 2007); (viii) gvSig (Anguix and Diaz,
2008).
Each of the software projects in Fig. 2 can visualize raster and
vector data, perform basic geoinformatic operations and most offer
plug-in software to extend functionality; they differ in their pro-
cessing capabilities and support. The GIS user community has
shifted its preferred choice of software, from ILWIS and MapWin-
dow, to QGIS, which is now considered to be more user-friendly and
versatile than most other FOSS4geoinfo software (e.g., Chen et al.,
2010).
Although the number of mobile phones has increased, along
with the corresponding network-coverage and network-speed, few
disaster management applications run on mobile platforms, such
as mobile phones or tablets. There are many navigation software
apps for mobile devices, but most cannot export data. Two excep-
tions, which allow the export of GPS data, are TangoGPS (http://
www.tangogps.org/) and FoxtrotGPS (http://www.foxtrotgps.org/).
Data collected by mobile devices might also require processing on
workstations with Desktop GIS. Usability of mobile platforms is fur-
ther limited by the often small display screens, limiting operational
activity.
Amongst the geoinformatic software available for mobile
devices the Android platform dominates, with the availability of
gvSIG Mobile and QGIS. Notable mobile phone apps with disaster
management uses are: Geopaparazzi, an Android app for engi-
neering geology surveys: it can store georeferenced notes and
images, log GPS tracks, create a map  for navigation and export data;
GeoNotes, an iOS app that works as a notebook tool, automatically
associating a data log with its GPS location and showing user-
selected “hot spots”; EpiCollect and its derivative, Magpi:  Android
apps for epidemiological surveys. Some commercial app-builders
provide free basic functionality, but there is also an effective free
alternative, with the MIT  app inventor. The mobile device apps
scene changes rapidly and to assist project continuity a critical mass
of users and developers is needed.
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Fig. 1. Freeware and Open Source Geoinformatic Software Map  for 2014. The inset box highlights Desktop software of particular use for disaster management.
3.2. Web  applications, content management systems and cloud
storage
There are a number of web-applications that could support
aspects of disaster management, notably:
3.2.1. Goolge services and software
Drive (cloud storage and sharing), Fusion Tables (spreadsheet
and visualization), Docs (online light version for documents),
Sheets (online light version for spreadsheets), Notes (online
Notepad); Google Earth Pro, freely available since February 2015:
allows adding and displaying of geospatial data-formats, such as
shp and geotiff on a virtual globe.
3.2.2. Microsoft services
OneDrive (cloud storage and sharing), Excel-Online (online ver-
sion of Excel), Word-Online (online version of Word), Microsoft
OneNote (taking and sharing digital notes).
3.2.3. EtherCalc
Open Source spreadsheet software that could be installed for
collaborative work. Online services require fast Internet connec-
tions; however, in developing countries the Internet is often limited
by poor access and slow speeds. Reliability of service is an issue;
for instance, as of January 2015, the Google Fusion Table appli-
cation only has a ‘Beta’ status: it could be deleted or changed by
Google at any time. The advantage of using the commercial services
is that they are reliable, with their server-farms distributed glob-
ally to archive an online time of 99.99%, improving their resilience
in disaster situations.
Content management systems (CMS) and Wikis are computer
applications, often presented online as in form of websites that
allow users to publish, edit and organize content from a central
interface. Content management systems are often used to provide
information and procedures to manage workflows in collaborative
environments. A Geospatial CMS  provides some of the following
features: geospatial data storage; integrated online data editing;
data publishing with integrated maps; configuration of map  layouts
and symbols; data publishing through OGC standards-compliant
web services, such as WMS  and WFS; map  output through GeoWe-
bCache; privilege handling and data security; content publication
workflow and revision moderation; metadata collection via a
GeoServer-GUI. Wordpress and Drupal are general-purpose CMS,
but they have a few geospatial capabilities via their plugin options.
Cartaro is a web mapping platform that uses PostGIS, GeoServer,
GeoWebCache and OpenLayers, all managed from within Drupal:
hence Cartaro can be considered as a ‘true’ geospatial CMS. A CMS
is most useful in the preparedness phase of disaster management;
however, it can also be used during the disaster response phase,
to share information among the various parties, either online or
in local networks. To be effective during disaster response would
require all contributing parties to be familiar with the system.
Hence, for the disaster response phase, a Geospatial CMS  may not
have priority, although it could enhance the work-flow among
trained parties, by direct access to each other’s knowledge stores
and avoiding communication bottlenecks by using liaison person-
nel. Further discussion on the advantages and disadvantages of CMS
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Fig. 2. Relationship of features, ease of use and support of the FOSS4 geoinfo in the DM context of Fig. 2.
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Table  1
Relationship of the main FOSS4geoinfo systems (Fig. 1) with the main phases of disaster management.
Management phase Geoinformatic activity Corresponding FOSS4 geoinfo desktop software Potential products of
geoinformatic activity
Disaster prevention Data collection • Desktop GIS
• Moble GIS & Apps
•  GPS Tools
•  Web  Applications and Cloud Storage
• Geospatial CMS
− plan critical infrastructure
e.g. hospitals outside of
floodplains
−  maps identifying vulnerable
sites, such as schools or
retirement homes, that may
need special assistance in
emergencies
− understanding the terrain
and environment, e.g. to avoid
construction in hazardous
areas
Disaster preparedness Data collection
& managment,
some data analysis
• GPS tools
•  Desktop GIS
• Remote sensing Software, including DEM &
radar tools
• Mobile GIS & Apps
• Data Viewer
− maps identifying elements at
risk, such as vulnerable
infrastructure
− identification of evacuation
routes
− monitor land cover and land
use
− planning for refuge areas and
shelters
Disaster response Data managment
& data analysis
• Desktop GIS
– with processing and analysis capabilities
•  GPS Tools
•  Mobile GPS & Apps
• Remote Sensing Software including Radar
Tools
•  If sufficient Internet/network capabilities
and expertise exist:
• Geospatial CMS
− maps showing damaged
infrastructure (e.g. roads,
electricity, water supply)
− mapping of the locations and
needs of affected people
− monitor relief efforts, such as
locations of rescue teams and
supplies (e.g. food, fresh water)
Disaster recovery Data dissemination
& data Sharing
• Desktop GIS
• Mobile GIS & Apps
If sufficient Internet/ Network capabilities and
expertise exist: Geoserver, Geospatial CMS,
Web-Applications, Cloud Storage
− monitoring and sharing of
damage assessments
− monitoring of the
distribution of supplies
− monitoring and coordination
of reconstruction activities
for disaster management applications, is provided by Yates and
Paquette (2011), with a case study from the 2010 Haiti Earthquake.
Cloud storage and online sharing has become increasingly
important with the frequently multi-national dimension of disas-
ters. There is often uncertainty regarding privacy and data security
with commercial cloud-storage providers. One solution is to store
and share data on one’s own servers, although that requires exper-
tise to operate and it might be disrupted during emergencies.
Noteworthy FOSS, in terms of stability, user community and com-
mercial support, are: OwnCloud and Pydio.
3.3. Remote sensing and additional geoinformatic software
The main tasks of remote sensing software are: image correc-
tion, geo-referencing and ortho-rectification, mosaicing of adjacent
image scenes, vectorization and image object extraction. Desk-
top GIS software often offers functionality for remotely sensed
data, while remote sensing software has also gained more map-
making capabilities: thus the boundary between GIS and remote
sensing software has diminished. Notable FOSS4geoinfo remote
sensing software are: OSSIM:  provides image geo-referencing and
mosaicing, but the gui is not user-friendly; OpenDragon: “high-
quality, commercial-grade, free remote sensing image processing
software to schools and universities” (OpenDragon, 2014); e-foto:
“an educational photogrammetric softcopy kit” (Mota et al., 2012);
InterImage: provides Object-Based Image Analysis (OBIA), which
is dominated by the effective but expensive eCognition software
(Camargo et al., 2012).
QGIS, ILWIS and GRASS GIS software also provide image-
processing functions, such as geo-referencing (Table 2). There are
also some useful niche products, especially for the work with Digital
Elevation Models (DEMs). With the recent availability of free satel-
lite radar data (ESA, 2014), the demand for radar image processing
freeware is likely to increase. Notable user-friendly freeware for
radar data processing are MapReady,  RAT (RAT, 2014) and a number
of ESA tools e.g., for Sentinel-1 or the PolSAR pro software.
3.4. Social media and volunteered geographical information (VGI)
Every human is a ‘sensor’ and could be used to provide data
and information about their geographical surroundings (Goodchild,
2007). Social media consist of tools that allow the exchange of
information through conversation and interaction (Yin et al., 2012).
Facebook has over 1.3 billion users and Twitter has over 645 mil-
lion (Statisticbrain, 2014a,b); Google Earth is accessed more than
1 billion times per month (Searchengineland, 2014); Flickr, with
its capability to display georeferenced photos, has over 60 mil-
lion publicly-accessible photo uploads per month (Flickr, 2014).
Houston et al. (2015) review social media for emergency planning
and crisis response; while examples of social media performance
for disaster management can be found in Bird et al. (2012), Butler
(2013), Goodchild and Glennon (2010), Kaufhold and Reuter (2014)
and Zisgen et al. (2014).
The collaborative mapping performed by OpenStreetMap (OSM)
after the 2010Haiti earthquake is an example of Volunteered Geo-
graphic Information (VGI). OSM rapidly provided accurate maps:
the road network map  of Port-au-Prince, was almost blank before
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Table  2
Guidelines on selecting desktop PC software for disaster management uses.
• Check the software functionality: the software must be appropriate for the
given task.
• Avoid switching between different sets of software, to reduce the risk of
errors
and  incompatibilities.
• Software stability and platform support must be robust, especially when
working in heterogeneous operating system working environments.
•  A graphical user interface (gui) is important when aiming to use software
with non-experts; it also makes the creation of training material easier, as
the required steps can be illustrated by screenshots, rather than command
lines, which are often poorly recognized or mis-copied.
•  An active user community is needed (preferably international) to ensure
development and support, e.g., via online forums.
the disaster, but was nearly complete 10 days later (Roche et al.,
2013). Projects such as Ushaidi (http://www.ushahidi.com/) and
Tomnod (http://www.tomnod.com) provide examples of how vol-
unteers could assist with crisis response mapping. Ushahidi enables
people to report the situation they are in and provides situational
information for the emergency services. Implicit here is access
to the Internet or mobile networks, which may  not be the norm
in a crisis situation or in remote areas. Ushahidi is open source
and freely available, but its setup and documentation leave room
for improvement. Tomnod is entirely controlled by Digital Globe
Inc.,: it is not obvious how mapping done by Tomnod volunteers
is distributed. Furthermore, with Ushaidi and Tomnod there is no
indication of quality control measures.
The reliability of data obtained by VGI should be judged on a
case-by-case basis (Glushko, 2014). VGI is best used in combination
with official data e.g., for updating maps in an emergency situa-
tion in near real-time, such as wildfires (Goodchild and Glennon,
2010). There is a need to incorporate VGI capabilities into future
GIS desktop software, beyond virtual globes such as GoogleEarth.
An important consideration for VGI software is the ability to detect
and ignore doubtful contributions (Goodchild, 2007; Flanagin and
Metzger, 2008). Recent research, such as automated geographic
context analysis, has made VGI more reliable (Spinsanti and
Ostermann, 2013). A promising approach was by Bishr and Kuhn
(2007), who proposed that trust should be used as a proxy for VGI
quality, demonstrated in the form of user ratings.
4. Criteria to select software for disaster management
applications
Various authors have proposed evolution criteria for free GIS
(e.g., Cruz et al., 2006; Wagner, 2006; Steiniger and Bocher, 2009).
Many FOSS4geoinfo software products can compete with propri-
etary software. Furthermore, in general, “open source software not
only has better than average quality as compared to the industry
average, but in fact continues to raise the bar on what is consid-
ered good quality software for the entire industry” (Coverity, 2013).
Advice on selecting desktop PC software for disaster management is
summarised in Table 2, based on observations from geoinformatic
training sessions carried out by the authors in European, Caribbean,
African and Asian environments. For FOSS4geoinfo novices, the
Field guide for Humanitarian Mapping (MapAction, 2012) provides
guidance based on extensive experience in the disaster response
sector.
Many FOSS4geoinfo projects ship as a software bundle, such as
the gvSIG Community Edition project, which bundles gvSIG, GRASS
and SAGA. QGIS ships with GRASS and SAGA, which allow raster-
processing capabilities, without leaving the user-friendly QGIS
interface for the more complex gui of SAGA. A combination of the
QGIS bundle and GPS Utility or GPS Babel can deal with almost any
spatial analysis or mapping task required in disaster management.
There is extensive QGIS support through its user community (e.g.,
via online forums) and a large number of plugins are available.
Some GIS freeware have an advantage over the leading proprietary
GIS (ArcGIS), in that they support more coordinate systems. ArcGIS
can be extended by downloading required projections and coordi-
nate transformations (e.g., via http://spatialreference.org/ or http://
www.epsg.org/), but that might be difficult for GIS novices. Many
FOSS4geoinfo projects have a further advantage: they support mul-
tiple operating systems, usually at least Microsoft Windows and
Linux, while proprietary software is often limited to Windows envi-
ronments. With Linux it is often faster to apply corrections provided
by user-forums, than waiting for a new compiled version to be pro-
duced for Windows. In general, Linux should be considered as a
primary operating system: it is freely available and tends to perform
better on older hardware (which often predominates in LICs).
5. Recent FOSS4geoinfo developments
Many FOSS4geoinfo projects, especially in the GIS domain, have
developed rapidly in recent years and attracted many users and
developers. One example is the ‘System for Automatic Geosci-
entific Analysis’ (SAGA: Böhner et al., 2006), which is frequently
updated and available for Windows and Linux. An advantage of
SAGA is its university-driven development, with access open for
other developers to make enhancements. That is an improvement
on FOSS4geoinfo projects where the software is no longer updated,
or is discontinued, when the main developer leaves (e.g., RAT). Soft-
ware development is closely linked to developments of analytical
techniques, statistical theory and methods, as well as technolog-
ical advances, such as computer hardware improvements (Cheng
et al., 2012). It is likely that university research groups will provide
more development in the FOSS4geoinfo domain in future, as indi-
cated by ICA-OSGeo Labs and the Geoforall imitative, with over 80
Labs established since 2011 (Geoforall, 2014). However, the devel-
opment of larger FOSS4geoinfo projects in future seems unlikely:
some universities or individuals may  cover niche applications, but
getting the required resources (finances, developers and crucial
mass of users) has become more challenging.
Data availability is an important factor for the progress of
FOSS4geoinfo. On the arrival of a new type of freely available data,
there will be a demand for new software to process it, e.g., with the
recent supply of data from ESA’s Sentinel satellites. Making ade-
quate use of new types of geospatial data requires an update of
existing software but also provides an opportunity for new soft-
ware development. High-resolution commercial satellite imagery,
with a spatial resolution of less than 50 cm,  will soon be available
(Teeuw et al., 2012), resulting in bigger volumes of data and new
processing requirements for the associated software.
In disaster response, most GIS work is done on desktop work-
stations or laptops; maps remain the main medium for displaying
spatial information, especially in the disaster aftermath, where fast
data-sharing and information presentation are essential. However,
high-performance computing (HPC), cloud-computing and paral-
lel computing are likely to be increasingly used, especially for large
disaster preparedness projects, such as the INSPIRE tsunami mod-
elling project (Srivihok et al., 2012). The methods currently applied
for parallel-computing on HPCs will become more relevant for
workstations since multi-core central processing units (CPUs) and
powerful graphical processing units (GPUs) become a standard. One
issue of implementation, apart from the availability of the required
algorithms, is that the license-fee of some proprietary software is
linked to the available CPU cores. Hence, multi-core CPU and GPU
M. Leidig, R. Teeuw / International Journal of Applied Earth Observation and Geoinformation 42 (2015) 49–56 55
processing applications are an opportunity for FOSS4geoinfo. It will
cut software costs (e.g., currently a number of proprietary software
licenses are priced based on the used cores which could be avoided
by using freely available software) and make FOSS of even more
interest to companies, which might aid FOSS development. Some
GPU computing capabilities are included in the R statistical free-
ware and some proprietary software, notably PCI Geomatica and
ERDAS Imagine (McCallum and Weston, 2011). Although GPU cores
are slower than CPUs, there are thousands of GPU cores, even on
modern laptop graphic boards. Using thousands of GPUs theoret-
ically allows processing possibilities, which have previously been
limited to HPCs. Hence software development has to make better
use of the currently available hardware.
With the globally increasing number of smartphones and mobile
devices, there is the potential for more disaster management apps.
The development of a new app usually requires relatively few
resources; also, as there is less competition, a new app is more
likely to make an immediate impact. 3D visualization is still lim-
ited, not only in the FOSS4geoinfo sector, but also with proprietary
software, although this is likely to improve with the cheaper sup-
ply of high-resolution data (Cheng et al., 2012). Examples are the
growing use of LiDAR laser scanning and digital photography from
Unmanned Aerial Vehicles (drones).
Free GIS software, such QGIS and linked tools, have become
widely used in disaster response. QGIS has been used as
an alternative for ESRI’s ArcGIS in many recent deployments
by MapAction (http://www.mapaction.org/deployments.html). In
addition MapAction is increasingly using QGIS for introducing
GIS and mapping to the information managers of other disaster
response organisations. Recent examples where QGIS has been
used in disaster management or for humanitarian response are
given below (pers. comm.  MapAction, 2015):
- Iraq 2014: QGIS used by MapAction in support of the World Food
Program, for Food Cluster management;
- Panama 2014: QGIS used by the support mission for Situations
of Violence in the Northern Triangle of Central America (ACAPS,
2014);
-  Nepal 2015: earthquake response; information managers dealing
with education and shelter used QGIS, with initial guidance from
MapAction.
Furthermore, volunteers of Médecins Sans Frontières and mem-
bers of the International Federation of Red Cross/Red Crescent
Societies (IFRC) have been using QGIS in West Africa for map-
ping and monitoring the 2014-2015 Ebola crisis (Cozma, 2015 pers.
comm., May  2015).
6. Challenges for FOSS4geoinfo with disaster management
tasks
A key challenge is to select the best software for a given geospa-
tial problem. For most disaster management tasks there is sufficient
FOSS4geoinfo software. Within the GIS domain, freely available
software that can perform all required tasks. That is not the case
in the remote sensing domain, but with the increasing availabil-
ity of free data that might change, and freely-available remote
sensing functionality will become closer to its commercial coun-
terparts. The challenge for freeware remote sensing projects is to
find the required crucial user-mass to ensure widespread usage
and development. A good resource for testing FOSS4geoinfo func-
tionality is provided by the OSGeo LiveDVD, which is a bootable
DVD containing prominent FOSS4geoinfo software, including vari-
ous Desktop GIS, Webservers and command line tools (OSGeo-Live,
2014).
It is essential that the development of freely-available software
is linked to freely-available training materials, to attract and train as
many users as possible. A downside of many current FOSS projects
is limited documentation and user support. FOSS4geoinfo support
tends to be limited to online forums or email lists that require free
access to the Internet, which can be problematic in LICs. Hope-
fully the user-support issue will improve with more universities
or institutions getting involved in training and projects such as the
Open-Source Geo Labs. OsGeo.org and GeoForAll are two umbrella
initiatives for FOSS4geoinfo, but they do not cover all projects and
research. Many initiatives focused on disaster management, such as
the 3-Free-Guide (free data, free software, free training: Leidig and
Teeuw, 2014), or websites providing help for geospatial problems
(e.g., http://freegeographytools.com/ or http://gis.stackexchange.
com/), could be linked with Geoforall, OsGeo.org or the UN-Spider
Free Data Sources website (UN-Spider, 2014).
Better use of existing hardware is desirable, especially multi-
core CPU and GPU processing support. This includes agreement
on standards, from data formats to appropriate disaster manage-
ment methodologies. For instance, geotiff is currently the most
widely used and supported raster data format; however, its 4 Gb  file
size limit is a handicap, e.g., if mosaicing high-resolution satellite
images. With increasing amounts of geospatial data, there is a need
for advanced data compression methods, such as a free license for
ecw or mrsid. Sustainable use of FOSS4geoinfo would benefit from
a change of operating system, from Microsoft Windows to Linux,
which runs more easily on the older PCs found in many LICs than
the latest versions of Microsoft Windows.
Projects such as Ushahidi and Tomnod provide examples of how
a large group of volunteers could be used for situation mapping.
The main challenge for similar community-driven projects is: how
to get adequate (and accurate) data? Many of the risks associ-
ated with VGI as a data source could be reduced with methods to
rank or classify information and by implementing internal accu-
racy assessments. In principle: the greater the data availability, the
more complete the picture of a situation. In addition to the possi-
bility of near real-time information, VGI information obtained from
many observers is likely to be closer to ‘the truth’ than information
obtained from one observer. During emergencies, risks associ-
ated with volunteered information are outweighed by its benefits:
“Costs of acting in response to false positives are generally less than
the costs of not acting in response to false negatives” (Goodchild
and Glennon, 2010).
7. Conclusion
The installation of only a few items of freely available software
will allow users to perform most geoinformatic tasks required for
disaster management applications, from preparedness mapping
(e.g., maps showing elements at risk, such as critical infrastruc-
ture, or safe ground for emergency camps), through to the rapid
assessments and frequent situation reports of crisis response.
Desktop software capabilities could be enhanced by the incorpo-
ration of web applications, given sufficient Internet capabilities
and expertise. Provided there is suitable training, even non-
experts in geoinformatic data processing can achieve adequate
results.
A lot of freeware has poor documentation, limiting its use
and possible future development. Personal communication with
a number of NGOs has highlighted that many are put off using
FOSS4geoinfo because there is often no support-link to the soft-
ware developers. Small changes, such as software support contacts
via email, could significantly increase the application and uptake
of FOSS4geoinfo in disaster management.
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We  hope that this article encourages you to use, or partici-
pate in, FOSS4geoinfo projects. The major benefit for users, from
individuals to universities and businesses, is the lack of a license
fee. Training costs can be greatly reduced by the provision of
Internet-deliverable training courses, many of which are freely
available. For disaster management applications, FOSS4geoinfo
options should be considered and tested against proprietary GIS
software. Free geoinformatics can help to optimize the lim-
ited financial, technological and manpower resources that many
organisations face, providing a sustainable input to disaster man-
agement.
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Abstract
Digital information technologies, such as the Internet, mobile phones and social media, pro-
vide vast amounts of data for decision-making and resource management. However,
access to these technologies, as well as their associated software and training materials, is
not evenly distributed: since the 1990s there has been concern about a "Digital Divide"
between the data-rich and the data-poor. We present an innovative metric for evaluating
international variations in access to digital data: the Data Poverty Index (DPI). The DPI is
based on Internet speeds, numbers of computer owners and Internet users, mobile phone
ownership and network coverage, as well as provision of higher education. The datasets
used to produce the DPI are provided annually for almost all the countries of the world and
can be freely downloaded. The index that we present in this ‘proof of concept’ study is the
first to quantify and visualise the problem of global data poverty, using the most recent data-
sets, for 2013. The effects of severe data poverty, particularly limited access to geoinfor-
matic data, free software and online training materials, are discussed in the context of
sustainable development and disaster risk reduction. The DPI highlights countries where
support is needed for improving access to the Internet and for the provision of training in
geoinfomatics. We conclude that the DPI is of value as a potential metric for monitoring the
Sustainable Development Goals of the Sendai Framework for Disaster Risk Reduction.
Introduction
It is clear that socio-economic poverty results in greater vulnerability to the impacts of hazards
and reduced resilience when disasters hit [1, 2]. According to Mutter [3] “people in countries
ranked among the lowest 20 percent in the Human Development Index are 10 to 1,000 times
more likely to die in a natural disaster than people from countries in the top 20 percent”.
Less widely recognised is the importance of information for sustainable development and
disaster risk reduction, particularly the impacts of data poverty. As noted by the International
Federation of Red Cross & Red Crescent Societies (IFRC, 2005, p.12) [4]: “Information is also a
vital form of aid in itself. People need information as much as water, food, medicine or shelter.
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Information can save lives, livelihoods and resources. It may be the only form of disaster pre-
paredness that the most vulnerable can afford. And yet it is very much neglected.“
In the 1990s the term “digital divide” was introduced to describe the gap between those who
have—and those who do not have—access to computers, the Internet and the corresponding
computer literacy [5, 6]. Other terms used to describe that disparity include “information
inequality” or “information gap” [7]. The term “information poverty” was used by Baban et al.
[8], to describe a lack of effective and reliable information for the decision-making of land-use
planners in the Caribbean region. In this article we examine the Digital Divide concept in the
context of our increasingly digital world, in which a vast amount of data is now provided via
the Internet and with over 75% of the world population owning a mobile phone [9]. Data pov-
erty thus reflects the ability to access online data, information and resources such as teaching
materials, as well as the capability to share data and information. We present a Data Poverty
Index (DPI), with the resulting map of global variations in data poverty, and consider those
variations in the context of sustainable development and disaster risk reduction.
Information technologies play key roles in sustainable development and disaster risk reduc-
tion, facilitating the generation and dissemination of knowledge. There are many types of geos-
patial data, such as satellite images, measurements used for weather forecasts and storm
warnings, the Global Positioning System (GPS) co-ordinates of land tenure boundaries, and
the digital elevation models that provide 3-D views of landscapes in virtual globes, such as Goo-
gle Earth. Geoinformatics is used here as a catch-all term, for geospatial data and the technolo-
gies used to collect it, as well as the software for processing it. Many sets of free software and
data are available, mostly via internet downloads, that could be used for activities that assist
sustainable development, such as analysis of national census data, mapping types of farmland,
monitoring of urbanisation, or the preparation of preparedness maps for Disaster Risk Reduc-
tion [10]. Of particular use for guiding decision-makers, are digital datasets that can be ana-
lysed and processed by Geographical Information Systems (GIS). Those decision-makers can
range from farmers in remote regions, through to executive officers of government.
Organisations dealing with sustainable development generally require easy-to-use and
quick to implement indicators to quantify poverty. However, finding detailed metrics is chal-
lenging, due to a lack of resources, time and expertise [11]. There is a need for standardized
indicators to evaluate the impacts of development programmes. Ideally, such indicators follow
the SMART criteria: Specific, Measureable, Available cost-effectively, Relevant and Timely
available [12, 13]. Traditional measurements require paper-based questionnaires that are
slower to process and more costly to produce than digital surveys and metrics. The digital
approach of the Data Poverty Index provides a rapid low-cost method for annual evaluations
of global access to digital data, using national metrics that are currently freely available.
The United Nation’s 2005 Hyogo Framework proposed five actions:
1. making DRR a policy priority, with more community involvement;
2. more risk assessment and early warning systems;
3. improved education, information and public awareness;
4. reducing underlying risk factors;
5. better preparedness and effective response [14].
Geospatial data and geoinformatic technologies are of use for all of the Hyogo actions:
reducing the data poverty of individuals and communities will reduce their vulnerability, mak-
ing them better prepared for disasters and more resilient to their impacts, thus reducing disas-
ter risk. The Sendai Framework for Disaster Risk Reduction (SFDRR) 2015–2030 indicates that
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exposure to disaster, of persons and assets (e.g. buildings, critical infrastructure), in all coun-
tries will increase in frequency and intensity [15]. The DPI is a possible metric to monitor the
implementation of the SFDRR. It provides a rapid method for annual analysis, addressing the
challenges that many developing countries face with regard to the adequate, timely and sustain-
able provision of data and information, through technology transfer and capacity building. The
DPI directly links to the SFDRR disaster risk communication aspect, which aims to “Promote
and enhance, through international cooperation, including technology transfer, access to and
the sharing and use of non-sensitive data, information [..] communications and geospatial and
space-based technologies and related service [..] strengthen the utilization of media, including
social media, traditional media, big data and mobile phone networks, to support national mea-
sures for successful disaster risk communication” [15].
Freely available software can support the development of user-friendly systems and services
for the exchange of data and information to assist sustainable development and disaster risk
reduction at local, district, national, regional and global levels. Sustainable usage of free data
and the free software for data processing is dependant on the provision of freely-available train-
ing and education, which is also evaluated in the Data Poverty Index [16–18].
Satellite imagery is widely accepted as the best source of data for mapping and monitoring
earth-surface features, such as land cover types or hazardous terrain, particularly areas that are
remote or inaccessible [19, 20]. Disaster response has become a prominent application domain
of satellite imagery, as seen in disasters such as the Indian Ocean Tsunami (2004), the Haiti
earthquake (2010), and Typhoon Hayan (2013). During the past decade, archives of satellite
imagery with near-global coverage have become freely available via the Internet, such as the
Global Digital Elevation Model (G-DEM), the USGS Landsat archive and the Sentinel Archive
of the European Space Agency [21, 22]. These geospatial data archives enable the production of
disaster preparedness maps that can highlight districts at risk of disaster and guide emergency
planners.
Modern desktop and laptop computers are powerful enough to run software for geospatial
analysis and map-making, using geoinformatic data, with much of the software and training
material freely available via Internet downloads [10, 18]. However, access to the Internet varies
considerably, both internationally and within individual countries. While the Internet offers
huge possibilities for the global transfer of data and information, access to the Internet is not
evenly distributed: that is a limitation on sustainable development that we examine here.
Methodology
The input data for the Data Poverty Index is entirely derived from currently freely available
sources. The majority of the input data sets were obtained from the World Bank website
(http://data.worldbank.org/), which provides data that tends to be more up-to-date than data
from the United Nations website (http://data.un.org). Data on the World Bank and UN website
are typically updated yearly. Information for the Internet-speed comes from the Net-Index
website (http://www.netindex.com/) to ensure governmental independent data. At the time
when this research was carried out (September 2014), the Net-Index data set was accessible via
the Internet and daily average Internet speeds could be downloaded for all countries from its
archive. However, not all datasets are freely available on a regular basis; for instance, the netin-
dex.com website data set has not been available since mid-2015, although an alternative source
of Internet Speed data can now be found at: http://www.ookla.com. The data regarding mobile
phone networks was obtained from the World Bank website, but originates from the Interna-
tional Telecommunication Union (ITU). The ITU data sets tend to only be freely available
online for a limited amount of time. The most recently available datasets have been used to
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calculate, map and visualise global data poverty. Weblinks for data sources used to calculate
the Data Poverty Index (DPI) factors are given in Table 1, with a graphic summary provided in
Fig 1.
The Data Poverty Index is derived from five factors (Fig 1), which are described below:
1. Internet speed—a reliable and fast Internet connection is needed to download data; to share
and/or upload data; e.g. to view or contribute to social media and volunteered geographic
information (VGI) initiatives, such as crowd-source mapping [23–25]. The download speeds
used in this evaluation range from 0.55 Mbps to 69 Mbps. To obtain a fair comparison of the
countries, a download speed of 10 Mbps or greater has been allocated the highest score (i.e.,
1.0) in the Internet Speed/Download category. This equates to downloading a DVD (4.7 GB)
in 60 minutes. The data download score classes are based on the authors’ experience with
geoinformatic fieldwork, training and conferences in many countries, from Europe to Africa,
Asia and the Caribbean, where slow (sometimes non-existent) download speeds severely lim-
ited the amounts of data, software or training materials that could be accessed for disaster
risk reduction projects. That the thresholds for the Internet speeds are reasonable, is further
illustrated by the equipment of a major UK Fire and Rescue Service (Hampshire: HFRS),
which currently uses equipment that allows a transmit and receive data rate of 492Kbps.
HFRS also uses the 2G (GPRS) to 3G (HSPA) wireless broadband standard. The 3G standard
theoretically allow a download rate of 7.2 Mbps, but that is rarely met, in particular during
an emergency response: 2–3 Mbps is typical. Faster wireless broadband, such as 4G (LTE), is
currently not extensively used in disaster response situations, not least due to insufficient net-
work coverage. Another major issue for emergency responders in the aftermath of a disaster
is slower speed in mobile networks because of concurrent usage.
Table 1. Weblinks for data sources used for the DPI factors.
Factor Year of the most
recent data used
Data Source
(all data downloaded on 05 September 2014)
Internet Speed
Upload and Download Speed [kbps to Mbps] 2013 http://www.netindex.com/ *
Hardware http://data.worldbank.org
Percent of households with a computer 2013 From WDI table 5.12: “The Information Society”; original source: ITU.
Mobile Devices
Mobile Phone Subscriptions: “Mobile cellular
Subscriptions per 100 people (2013)”
2012 and 2013 http://data.worldbank.org/
Mobile Network Coverage: “Telephones quality;
Population covered by mobile cellular network; %
(2012)”
From WDI table 5.11:“Power & communications”, original source: ITU.
Missing data ﬁlled with data of same year, from http://data.un.org
Internet Users http://data.worldbank.org/
Individuals using the Internet: % of population. 2013 From WDI table 5.12: “The Information Society”, original source: ITU.
Missing data ﬁlled with data of same year, from http://data.un.org
Education
Number of universities (2014) 2012 to 2014 http://whed.net missing data ﬁlled with data from 4icu.org;
Population (millions, 2013) http://data.un.org;
People in tertiary education (2012, 2013) http://data.worldbank.org/; WDI table 2.11: “Precipitation in Education
(2013)”. Missing data ﬁlled with data from http://data.un.org “Gross
enrolment ratio in tertiary education (2012)”
* Since mid-2015 the netindex.com website is no longer accessible; however an alternative source of Internet Speed data is: http://www.ookla.com.
doi:10.1371/journal.pone.0142076.t001
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Internet upload speed limits the dissemination and sharing of information and data. The
maximum threshold for the upload speed was set to 1 Mbps. This is equivalent to 7.5 Mb per
minute, which is the time required for the upload of two to three 12 mega-pixel digital pic-
tures per minute. For the year examined in this study (2013), that could be achieved by the
majority of countries (171 of 192). Access to the Internet and related technology can facilitate
data management and dissemination including the use of social media and access to online
VGI initiatives.
2. Hardware—the percentage of population possessing a computer indicates the level of tech-
nological understanding and the likely information and communication technology (ICT)
training requirements for a given country or region. It also indicates the potential of a coun-
try’s population to access online maps, or to assist with the production of such maps, e.g. for
disaster preparedness mapping.
3. Mobile-Device availability—this is based on mobile phone subscriptions per 100 people
and mobile network coverage (percent of population covered by mobile cellular networks).
This influences the potential of a country to get early warnings, for instance of adverse
weather that might affect farmers or fisher folk [26]; it can also contribute to disaster
response efforts, as in the aftermath of the Haiti earthquake [24, 25]. For countries that had
data for mobile phone subscriptions, but no data for network coverage, we used this rule: if
the percentage of subscriptions was larger than 100%, then it equated to a network coverage
of 95%; otherwise the network coverage equalled the percentage of mobile phone subscrip-
tions. The rationale being that, in the entire dataset, when the percentage of phone subscrip-
tions was more than 100% (meaning that a number of people must have at least two mobile
phones), then there was at least 96% network coverage. Countries having more than 100%
in the mobile phone subscription category scored the full value of 1.0.
Fig 1. Data sets input to calculate the Data Poverty Index.
doi:10.1371/journal.pone.0142076.g001
Quantifying and Mapping Global Data Poverty
PLOS ONE | DOI:10.1371/journal.pone.0142076 November 11, 2015 5 / 15
4. Internet usage—this is the percentage of individuals in a given country using the Internet.
This indicates the proportion of a national population familiar with the Internet and how
many people are likely to benefit from Internet-delivered resources.
5. Education—derived from the tertiary education enrolment ratio [27] and the quotient of
the number of universities in a country, relative to the population of that country. This vari-
able indicates the level of potential ‘computer literacy’ and hence provides an indication of
the understanding of geoinformatic data and technologies, such as GPS or GIS, in a given
country. The information about university provision was obtained from the World Higher
Education Database [28] and the 4icu.org website [29]. To remove extreme values for small
countries that have one university for relatively few inhabitants (e.g. San Marino) and to
ensure a fair representation when comparing with other countries, the feature scaling was
capped at 10, which results in the top-scoring countries having at least one university per
100,000 people. For the calculation of the Data Poverty Index, all input data was feature-
scaled (0–1) to provide a comparable representation of the individual variables. The calcu-
lated Data Poverty Factor was subtracted from the maximal score of 5 to obtain a nominal
range of values for the Data Poverty Index (low values for minor data poverty, high values
for severe data poverty). When calculating the DPI, there is currently no evidence to support
any one feature being weighted more highly than another, consequently no further scaling,
weighting or ranking was applied to the Data Poverty Index variables. An issue that needs
to be considered by further research is that the relative importance of a single variable might
vary from application to application and between different disaster situations. For instance,
the data requirements differ for long-term sustainable development versus those of rapid
disaster responses. Internet speed and mobile phone usage are very important for search
and rescue activities after earthquakes, but for sustainable development applications, the
"education" or “hardware” variables, indicating ability to make use of digital information,
might play a more significant role [30].
The allocation of weightings is an aspect of the DPI that requires more research: detailed
analysis of optimal weightings is beyond the scope of this preliminary paper. However, to better
understand the relationship of the factors used for the DPI calculation some statistics has been
performed on the data from 152 countries (Table 2). The strong correlation between Hardware
and Internet-users, indicates (not surprisingly) that PCs are used to access the Internet. For all
other combinations there are weak to moderate, but significant, correlations.
The DPI methodology provides data that is detailed enough to allow comparison between
countries. Nevertheless it could be modified for more detailed analysis, such as comparisons
between the rural districts and cities of a given country. That might enable some useful analysis
of data poverty variations between, for instance, lowland districts and mountainous districts,
or coastal districts and remote interior districts. Volunteered Geographic Information (VGI)
and similar approaches to crowd-source mapping appear to be suitable for more detailed (e.g.
district level) analysis. An example of how that could be done was recently provided by Weso-
lowski et al. [31] for mobile network data, related to social connectivity and the spread of Ebola
in Africa.
Results
The Data-Poverty Index provides results for 189 of the 214 countries listed by the World Bank.
Of the countries that had data available for analysis, 152 have a complete data set; 37 had a
near-complete data set, of which 11 have half of a variable-pair missing, usually the data about
tertiary education or university provision; 18 are missing one variable, mostly the Internet
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download/upload speed; and 8 are lacking data for ‘one and a half’ variables. In the resulting
global Data Poverty map (Fig 2), countries with incomplete data are indicated, along with
countries for which there was insufficient relevant data. Table 3 indicates results for selected
countries, including the highest and lowest scores.
The number of countries in each class differs. Countries in the World Bank’s high income
class have the most complete sets of data for the DPI calculation. Of the countries with a com-
plete dataset: 54 are high-income, 41 are upper-middle-income, 38 are lower-middle-income
and 19 are low-income. For low and lower-middle income countries, it would be particularly
beneficial if the World Bank and UN could encourage them to provide the required data for
calculating the DPI in future, so that their ICT development can be monitored.
Regarding the Data Poverty map (Fig 2), African countries tend to score below average, as
does most of South-East Asia. Conversely, South and Middle America, as well as East Asia,
generally score above average. North America, Europe and Australia, as well as Russia and
parts of Arabia, have minimal data poverty. Individual scores, for the top-scoring and bottom-
scoring countries, are given in Table 3. Summary scores for the Data Poverty Index, relative to
the income classification of the World Bank, are also shown in Table 3. Analysing the Data
Poverty Index in relation to World Bank’s income classes with a box-whisker plot (Fig 3) indi-
cates that there are no outliers among the classes.
The median in the Box-Whisker plots for low and low-middle income countries is towards
the higher end of the DPI (high data poverty) while for upper-middle income and high-income
countries it is at the lower end (low data poverty). There is a transition among the DPI scores
of the lower-middle income class and upper-middle income class which indicates that data
poverty can be addressed even with limited resources. How much each factor contributes, on
average, to the DPI score of the corresponding World Bank income class is shown in Fig 4
(with corresponding values in Table 4).
Independent of the income class, countries score best in the Mobile Devices category, closely
followed by the average Internet Speed Factor. The biggest discrepancies exist with the Hard-
ware Factor, which is closely linked to the Internet-Users Factor: people with PCs using them
to access the Internet. The Education Factor has significant differences among high and low
income countries; the lowest scores are also found in the Educational Factor: this is also where
high-income countries have most potential to improve. Further improvements in the overall
Table 2. Statistical assessment of the DPI factors.
Factor combi-
nation
Pearson
Coefﬁcient R
Determination
Coefﬁcient R2
t-
value
p-value tcrit for p = 0,05 (one
tailed)
t > tcrit critical value for R
(p = 0,05)
1/2 0,58 0,33 8,66 3,56E-15 1,66 True 0,13
1/3 0,60 0,36 9,16 1,83E-16 1,66 Ture 0,13
1/4 0,31 0,10 4,03 4,39E-05 1,66 True 0,13
1/5 0,55 0,31 8,15 6,62E-14 1,66 True 0,13
2/3 0,94 0,89 34,14 6,38E-73 1,66 True 0,13
2/4 0,52 0,27 7,40 4,40E-12 1,66 True 0,13
2/5 0,70 0,49 12,05 4,01E-24 1,66 True 0,13
3/4 0,52 0,27 7,45 3,42E-12 1,66 True 0,13
3/5 0,70 0,49 12,06 3,79E-24 1,66 True 0,13
4/5 0,47 0,22 6,54 4,61E-10 1,66 True 0,13
Factor 1: Internet Speed; Factor 2: Internet Users; Factor 3: Hardware; Factor 4: Mobile Devices; Factor 5: Education. Remark: the number of samples
(countries with complete datasets) is 152.
doi:10.1371/journal.pone.0142076.t002
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Table 3. Example scores of the Data Poverty Index (DPI) and relationships to theWorld Bank income
classification.
Top Scores Bottom Scores
Country Score (max. 5) Country Score (max. 5)
1. Iceland 0.17 83. China* 2.05
2. Norway 0.36 109. Indonesia 2.75
3. Finland 0.39 114. Nigeria 2.88
4. Estonia 0.51 129. India 3.16
5. Denmark 0.52 142. Benin 3.49
8. U.S.A 0.55 148. Congo, Dem. 3.67
17. United Kingdom 0.71 149. Malawi 3.72
21. Germany 0.76 150. Yemen 3.78
23. Japan 0.77 151. Myanmar 3.95
39. Russia 1.04 152. Burkina Faso 4.04
2014 World Bank income classiﬁcation Data Poverty Index Range
Low-income countries 4.04–2.62
Lower-middle income countries 3.78–1.41
Upper-middle income countries 3.32–0.97
High-income countries 1.53–0.17
Scores: < 1.21, high data poverty; 1.21–2.42, above average data poverty; 2.42–3.62, below average data
poverty; > 3.62, low data poverty. Remark: Only countries with a complete dataset have been considered.
* China Mainland, excluding Macao and Hong Kong.
doi:10.1371/journal.pone.0142076.t003
Fig 2. Map showing global Data Poverty for 2013, by nation states. The locations of the 50 most populous cities are also shown. The base map (world
borders) was obtained from http://diva-gis.org/data.
doi:10.1371/journal.pone.0142076.g002
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DPI score for many developing countries are likely to happen with the increased use of PCs
and hence the probable increased access to the Internet and its digital resources (e.g., data, soft-
ware, training).
Although there are gaps in the datasets obtained from the World Bank and United Nations,
the results of this study indicate the potential of the DPI to monitor the sharing of digital data
and information. Unlike the World Risk Index (http://www.worldriskreport.com, 2014), all the
datasets used with the Data Poverty Index are currently freely available, with annual updates
(Table 5). Moreover, the important Internet Speed factor is relatively independent of potential
government interference [32]. Hence, it should be possible to monitor annual changes in access
to digital information via the DPI, which would make it a potential metric for monitoring the
Sustainable Development Goals [33]. The DPI could be combined with World Bank’s ‘Index of
Risk Preparation Across Countries’ (IRPAC) [34]. Unfortunately the IRPAC is not download-
able for individual countries and the World Bank is vague about the variables involved in the
IRPAC calculation.
A number of indicators collected by the ITU would be of interest for evaluating a technol-
ogy-related data poverty index. However, many of the ITU data sets are not freely available and
hence they were not considered in this study, since only freely available data allows the
Fig 3. The Data Poverty Index in relation to World Banks Income classification. The ends of the whisker are set at 1.5*Interquartile Range (IQR) above
the third quartile (Q3) and 1.5*IQR below the first quartile (Q1).
doi:10.1371/journal.pone.0142076.g003
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construction of a sustainable and verifiable index. Listed below are ITUWorld Telecommuni-
cation Indicators that are of potential use but are currently not freely available to further
improve the DPI:
• Mobile cellular network:
• Percentage of the population covered by at least a 3G mobile network
• Fixed Internet:
• Fixed (wired) Internet subscriptions
• Fixed (wired)-broadband 2 Mbit/s to less than 10 Mbit/s subscriptions
• Wireless broadband:
Fig 4. Spider plot indicating the average contribution of each factor to the DPI score of the correspondingWorld Bank income class.
doi:10.1371/journal.pone.0142076.g004
Table 4. Overview of the average DPI factor scores compared to theWorld Bank income classification.
World Bank
Income Class
Average Internet-
Speed Factor
Average Hard-
ware Factor
Average Internet-
Users Factor
Average Mobile
Devices Factor
Average Edu-
cation Factor
Average DPI
Factor
high 0,96 0,79 0,77 0,99 0,60 0,89
upper-middle 0,78 0,41 0,42 0,95 0,41 2,02
lower-middle 0,72 0,22 0,26 0,89 0,28 2,63
low 0,67 0,05 0,09 0,70 0,09 3,40
doi:10.1371/journal.pone.0142076.t004
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Table 5. Comparison of input variables of global indices dealing with global disaster risk.
Index Used Indicators
Data Poverty Index
Values available online; factors un-weighted. Mobile cellular subscriptions per 100 people; Country population;
Telephone quality: % of population covered by mobile cellular network;
Individuals using Internet, % of population; Tertiary Gross enrolment ratio;
% households with a computer; Number of universities in a country;
Internet upload speed (qualifying date: 10.12.2013);
Internet download speed (qualifying date: 10.12.2013).
ICT Development Index (2012) [39]
Values only available in report; factors weighted. Adult literacy rate*1; Mobile telephone subscriptions per 100 people;
% households with a computer; Fixed-telephone lines per 100 inhabitants;
Fixed (wired)-broadband Internet subscriptions per 100 inhabitants;
Secondary gross enrolment ratio; Tertiary gross enrolment ratio;
International Internet bandwidth (bit/s) per Internet user;
Active mobile-broadband subscriptions per 100 inhabitants.
World Bank: Index of Risk Preparation Across
Countries (IRPAC) [34]
Values not available; factor weighting not stated. % of population with access to improved sanitation facilities.
Immunization rate for measles; Indicator of ﬁscal space based on gross public debt as a % of
revenues (state support);
Average years of total schooling for the population aged 15 or over;
Proportion of households with less than $1,000 in net assets;
% of work-force who contribute to a pension scheme;
Proportion of respondents stating that “in general, people can be trusted” (social support);
Index of access to ﬁnance.
UN World Risk Index (2014) [40]
Values available in report and online; factors
weighted by expert knowledge.
Total population of country; Number of physicians per 10,000 people;
Share of the population without access to improved sanitation;
Share of the population without access to an improved water source;
Number of hospital beds per 10,000 people; Adult literacy rate;
Gross domestic product per capita (purchasing power parity);
Public health expenditure; Private health expenditure; Gini index;
Dependency ratio (share of under 15- and over 65-year-olds in relation to the working population);
Combined gross school enrolment;
Extreme poverty population living with USD 1.25 per day or less *2;
Number of people in a country who are exposed to (A) earthquakes, (B) cyclones and/or (C)
ﬂooding*2; Good governance (Failed States Index) *3;
Number of people in the country threatened by(D) drought and/or (E) sea level rise (each half-
weighted owing to database uncertainty) *2;
Share of female representatives in the National Parliament *3;
Life expectancy at birth *3; Biodiversity and habitat protection*3;
Share of female representatives in the National Parliament *3;
Water resources*3; Corruption Perceptions Index*3; Forest management*3; Agricultural
management *3;
Insurance (life insurance excluded).
Legend for the Used Indicators column: Data sets freely available, apart from Italics:
*1 dataset freely available but patchy and inconsistent coverage of countries;
*2: data not up-to-date, last updated in 2007 or 2008;
*3: data is not up-to-date, last updated in 2010.
Bold: data not freely available.
doi:10.1371/journal.pone.0142076.t005
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• Active mobile-broadband subscriptions
• Dedicated mobile-broadband subscriptions
• Tariffs:
• Mobile-cellular monthly subscription charge, in US Dollars (USD)
• Mobile-cellular prepaid connection charge, in USD
• Investment:
• Annual investment in mobile communication services, in USD
• Household ICT access and individual use:
• Percentage of households with computer
• Percentage of individuals using a computer
• Percentage of households with Internet
• Percentage of individuals using the Internet
• Percentage of households with mobile-cellular telephone
• Percentage of individuals using a mobile cellular telephone
(source: http://www.itu.int/en/ITU-D/Statistics/Pages/stat/default.aspx)
Discussion
The index that we have presented here is the first to quantify and visualise the problem of
global data poverty. Fig 3 shows that the level of data poverty does not necessarily correspond
to the income classification of the World Bank. For instance, Italy, Antigua and Barbuda,
Oman, Trinidad and Tobago are among the World Bank’s high income countries, but they do
not attain the top score of minimal data poverty category. For the first three it is mainly due to
their slow download speeds, relative to other high-income nations. Trinidad and Tobago, as
well as Antigua and Barbuda, gained only moderate scores because of their relatively low score
in the enrolment in tertiary education. On the other hand, Belarus, Bulgaria, Hungary, Kazakh-
stan, Lebanon and the Republic of Macedonia scored better than one might expect for data
poverty, if only considering their income class. At the other end of the scale are Burkina Faso
and Myanmar, with low scores in all categories, while Tajikistan (a low-income country) is
close to the ‘below-average’ level of data-poverty, due to the high scores in Internet speed and
the variables linked to mobile devices and networks.
In some countries, particularly in Africa, mobile phone usage is more widespread than
Internet usage, which should be taken into account when developing VGI applications or pre-
paring geoinformatic training materials. Experience suggests that Internet access and usage in
developing countries primarily occurs in cities. The Data-Poverty Index is thus able to give an
indication of societal structure and discrepancies in urban versus rural data resources. This
needs to be investigated further, with more detailed data than national averages. In most coun-
tries, the data used to compile the Data Poverty Index should be available down to district lev-
els of administration. For a given district or city, local authorities or volunteers could add data
about Internet speed by local online testing. Maps of Internet-speeds and mobile network cov-
erage could then be produced, enabling analysis of the variations between districts or cities
[31]. The technological capabilities for disaster preparedness, response and recovery could be
examined at district level (e.g. How difficult is it to get freely available, internet-deliverable
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satellite imagery for different districts of a given country via Internet downloads? Is it possible
to use applications with mobile devices and crowd-source mapping in all of the districts of a
given country?) Districts or cities with data poverty issues could be detected and targeted for
improvements, thus assisting development activities and disaster risk reduction.
Data poverty topics for further consideration include differences between urban and rural
areas and their corresponding mobile phone network or Internet availability, as well as differ-
ences between relatively flat or mountainous regions, all of which could not be examined with
the available national datasets. This national-scale data limitation might change with the plans
of Google and Facebook to expand Internet availability, particularly in developing countries,
using drones, balloons or small satellites [35].
In many developing countries access to the Internet is more limited than mobile phone net-
work coverage. Particularly in Africa, mobile phones are being used to provide digital services
that greatly benefit stakeholders, such as micro-banking or weather forecasts for farmers [36–
38]. The need to include a metric for Internet access—independent of whether it is via Desktop
PCs, laptops or mobile devices—is reinforced by the increased use of social media, which gives
its users access to early warnings, as well as providing numerous potential ‘human sensors’ for
monitoring crisis events and assisting with disaster response [23–25]. On a cautionary note,
too much dependence on information technologies could increase disaster risk, should there be
a failure in the tele-communications system. “Reliance on mobile phones or the Internet to
issue disaster warnings or make financial transactions, may reduce resilience where power sup-
plies are exposed to hazards” [37].
The DPI has some similarities to the ICT Development Index (IDI) presented in 2012 by
the International Telecommunications Union. However, the IDI was linked with GDP to
examine economic developments, rather than looking at implications for disaster risk reduc-
tion. Further differences with the DPI are that the IDI does not distinguish between upload
and download speed in its evaluation and it also uses a different education factor [39]. Informa-
tion technologies have not been considered in any of the UNWorld Risk Reports since 2011.
The World Risk Reports consider education, but only with respect to the literacy rate; while the
DPI looks at information technology literacy and university education (Table 5).
In summary: severe data poverty results in limited development, with high vulnerability and
poor resilience to the impacts of hazards. With the financial pressures and limited human
resources experienced by most of the world, the development and application of free geoinfor-
matics is a significant step towards sustainable development [18]. Disaster response and miti-
gation will be more difficult in countries with severe data poverty, due to limited digital
infrastructure and few specialists in information technologies. The DPI highlights countries
where support is needed for improving access to the Internet and for the provision of training
in geoinfomatics: that should facilitate increased use of geospatial data and GIS-generated
maps by the planners, political decision-makers and emergency managers of those countries.
With regard to its application, the DPI uses freely available data and provides a rapid method
for annually monitoring the provision of digital data and information, on a country by country
basis: it is thus of potential use for monitoring Sustainable Development Goals of the Sendai
Framework for Disaster Risk Reduction [15].
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Some terminology... 
Freeware:  Freeware (a combination of the words "free" and "software") is 
software that is available for use at no cost or fee, but usually with one or more 
restricted usage rights. Compared the FOSS (see below) the source code is 
usually not published and hence the software can’t be modified and adjusted by 
3rd parties. 
FOSS: Free and open-source software (F/OSS, FOSS) or free/libre/open-source 
software (FOSS) is software that is both: 1) free software and 2) open source. It 
is licensed in the way that users are granted the right to use, copy, study, 
change, and improve its design through the availability of its source code. 
Introduction 
We cannot stop disasters, but we can reduce their impacts by avoiding 
hazardous terrain, highlighting vulnerable features and preparing 
communities so that they are more resilient.  
“Geoinformatics” is used here as a catch-all term for software and data 
associated with remote sensing (RS), geographical information systems 
(GIS) and other geo-spatial technologies, such as the Global Positioning 
System (GPS).  
Geoinfirmatics has become a key technology for disaster risk reduction: 
facilitating the mapping of hazards, vulnerability and areas at risk of 
disaster.  
Organisations such MapAction (http://www.mapaction.org.uk) have 
demonstrated how geoinformatics can be used effectively for disaster 
response; while Disaster Preparedness maps are increasingly being used 
by  emergency planners.  
With the increasing availibility of free geospatial datasets, many sets of 
geoinformatic freeware and open source software (FOSS) have been 
developed – providing alternatives to expensive commercial software. 
This guide presents a selection of freely availble geoinformatic data and 
software, as well as sources of free training materials. 
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1. Free datasets 
A selection of freely available regional and global geospatial datasets is given in 
Table 1. It is not an exhaustive list, but it provides some useful starting points... 
 
Table	  1:	  Geospatial	  data	  sources	  
 
CIESIN 
http://www.ciesin.columbia.edu 
Coarse resolution data e.g. on:  
economic activity, environmental health, 
natural hazards, population and poverty. 
Database of Global Administrative 
Areas (GADM) 
http://www.gadm.org/ 
A database of administrative boundaries.  
Locations and names of countries and 
subdivisions, such as provinces, 
departments, counties and préfectures. 
Digital/ Virtual globes such as: 
• Google Earth 
http://earth.google.com 
 
Google Maps 
http://maps.google.com 
• Bing Maps 
http://www.bing.com/maps 
 
• NASA worldwind  
http://worldwind.arc.nasa.gov
/java/ 
A virtual globe is a 3D software model 
or representation of the Earth which 
provides the user with the ability to 
freely move around in the virtual 
environment by changing the viewing 
angle and position.  
 
Virtual globes can display many 
different views of the Earth’s surface, 
from geographical features to man-made 
features, such as infrastructure and 
buildings or abstract representations, 
such as demographic population. 
 
DLR - Earth Observation Center 
 
• Data Guide 
• DLR Data-Server 
 
• DLR X-band SRTM 
 
"This data guide will assist you in the 
process of retrieving data from DLR and 
other data providers. " 
DLR acquired some X-Band SRTM 
with a spatial resolution of about 25m. A 
coverage of this dataset is indicated by 
this kml file. 
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ESA datasets 
http://earth.esa.int/EOLi/EOLi.html 
 
 
 
 
 
An overview of the available ESA 
datasets can be obtained via the EOLi 
Client (see above) or on this website: 
 
Sentinel Satellite data 
 
https://sentinel.esa.int/web/sentinel/ 
sentinel-data-access 
 
 
 
Sentinel-1 
 
EOLi (Earth Observation Link) is the 
European Space Agency's client for 
Earth Observation Catalogue and 
Ordering Services. 
Using EOLi, you can browse the 
metadata and preview images of Earth 
Observation data acquired by the 
satellites ENVISAT, ERS, LANDSAT, 
IKONOS, DMC, ALOS, SPOT, 
Kompsat, Proba, IRS, SCISAT 
https://earth.esa.int/web/guest/data-
access/browse-data-products 
 
The Sentinel Satellites are ESA’s latest 
contribution to global earth observation. 
The free, full and open data policy 
adopted for the Copernicus programme 
foresees access available to all users for 
the Sentinel data products 
 
The first of the Sentinels is a radar 
satellite. After a quick self registration 
the data can be accessed at: 
https://scihub.esa.int/ 
FAO soil map 
http://www.fao.org/geonetwork/srv/en
/metadata.show?id=14116 
Soil map of the world: predecessor of 
HSDW (see below); 1:5,000,000 scale. 
GeoFabrik (OSM) 
http://download-int.geofabrik.de/osm/ 
Places, road, rail and waterway networks 
(amongst others). Available as .dbf, .prj, 
.shp, .shx files in a .zip file. 
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GEO - Group on Earth 
Observations 
http://www.earthobservations.org/ 
index.shtml 
 
  Geo Portal 
 
http://www.geoportal.org/web/guest/ 
geo_home?cache_control=0 
 
Geohazard Supersites and Natural 
Laboratories 
http://supersites.earthobservations.org/ 
 
 
 
 
http://eo-virtual-archive4.esa.int/ 
 
"The GEO portal provides an entry point 
to access Earth Observation information 
and services. It connects to a system of 
existing portals, addressing the GEO 
Societal Benefit Areas globally while 
also providing national and regional 
information to enhance understanding." 
"The Supersites have data for the study 
of natural hazards in geologically active 
regions, including information from 
Synthetic Aperture Radar (SAR), GPS 
crustal deformation measurements, and 
earthquakes. The data are provided in 
the spirit of GEO, ESA, NASA and the 
National Science Foundation (NSF), that 
easy access to Earth science data will 
promote their use and advance scientific 
research, ultimately leading to reduced 
loss of life from natural hazards." 
"Virtual Archives are online archives 
that provide an easy access to EO data 
by coupling high bandwidth, large 
storage space and software. The Virtual 
Archive 4 provides a Cloud based 
service for storing and providing access 
to ESA Synthetic Aperture Radar (SAR) 
data." 
Global bathymetry data:  the 
General Bathymetric Chart of the 
Oceans (GEBCO) 
http://www.gebco.net/ 
Bathymetric datasets, including gridded 
bathymetric data, the GEBCO Digital 
Atlas & Gazetteer of Undersea Feature 
Names.   Resolution: ~1km 
Disaster	  Risk	  Reduction	  Research	  Group	  -­‐	  Centre	  for	  Applied	  Geoscience	  
School	  of	  Earth	  and	  Environmental	  Sciences	  
University	  of	  Portsmouth,	  UK.	  
 
Page 7 of 34 
Global Land Cover 2000 (GLC2000) 
http://www.bioval.jrc.ec.europa.eu/pro
ducts/glc2000/glc2000.php 
 
 
Vegetation maps for much of the globe, 
standardized, from ~ year 2000. 
Global Satellite Mapping of 
Precipitation (GSMaP) 
 
http://sharaku.eorc.jaxa.jp/GSMaP_crest/ 
Precipitation data with a resolution of 
~12 km (better detail than TRMM, but 
more difficult to process) 
Gridded Population of the World, v. 
3 (GPWv3) and the Global Rural-
Urban Mapping Project (GRUMP) 
  
http://www.sedac.ciesin.columbia.edu/
gpw/ 
Provides population density, settlement 
data, urban extents and sub national 
administrative boundaries for much of 
the world.  
Harmonized World Soil Database 
(HWSD) 
http://www.iiasa.ac.at/Research/LUC/
External-World-soil-database/HTML/ 
Global soil map and database. 
Hydroshed 
http://www.hydrosheds.org/ 
Hydrological data and maps based on 
SHuttle Elevation Derivatives at 
multiple Scales. 
HydroSHEDS is a mapping product that 
provides hydrographic information for 
regional and global-scale applications in 
a consistent format. It offers a suite of 
geo-referenced data sets (vector & 
raster) at various scales, including river 
networks, watershed boundaries, 
drainage directions, and flow 
accumulations. 
King’s College London Geodata 
Portal 
http://www.kcl.ac.uk/geodata 
Google Earth KML / KMZ files: Data 
on:  climatology, hydrology, 
deforestation, biodiversity. 
LANDSAT 
 
Landsat data (30m multispectral bands, 
15m PAN, with Landsat -7); archived 
data date back to 1972. 
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EarthExplorer (satellite imagery) 
http://www.earthexplorer.usgs.gov 
USGS Global Visualisation Viewer 
http://glovis.usgs.gov/ 
Global Land Cover Facility 
(GLCF), University of Maryland 
http://glcf.umiacs.umd.edu/ 
 
Landsat-8 
It is worth checking the different sites 
since different scenes are offered for 
download. 
 
 
The GLCF site also hosts archives of 
ASTER and MODIS imagery, as well as 
SRTM DEM data 
 
Since May 2013 the USGS has the 
control over the Landsat Data 
Continuity Mission (Landsat-8). 
Sources for the new Landsat-8 data are: 
• Glovis 
• USGS Earth Explorer 
• USGS LandsatLook Viewer 
ESA Landsat-8 portal 
LandScan 
http://www.ornl.gov/sci/landscan/ 
Population distribution with 1km 
resolution. 
MERIS 
http://envisat.esa.int/instruments/meris 
Various MERIS datasets including 
standardized land-cover and land-use 
classifications. 
MODIS 
http://rapidfire.sci.gsfc.nasa.gov/ 
subsets/ 
Daily 250m-pixel multispectral satellite 
imagery.	  
 
NASA: Giovanni 
http://disc.sci.gsfc.nasa.gov/ 
giovanni/overview/index.html 
“Giovanni is a Web-based application 
developed by the GES DISC that 
provides a simple and intuitive way to 
visualize, analyze, and access vast 
amounts of Earth science remote sensing 
data without having to download the 
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data.” 
NASA: REVERB 
http://reverb.echo.nasa.gov/reverb/ 
Datasets: e.g. GDEM, MODIS, TRMM 
etc & ASTER (a little research proposal 
may be required to get free access to the 
archive). 
NASA: Servir 
https://www.servirglobal.net/ 
default.aspx 
 
For Middle Amrica and the Carribean: 
http://www.servir.net/ 
“The SERVIR initiative integrates 
satellite observations, ground-based data 
and forecast models to monitor and 
forecast environmental changes and to 
improve response to natural disasters. 
SERVIR enables scientists, educators, 
project managers and policy 
implementers to better respond to a 
range of issues including disaster 
management, agricultural development, 
biodiversity conservation and climate 
change.” 
Besides the online maps there is also a 
downloadable viewer with enhanced 
functions, based on and compatible to 
NASA World Wind, available. 
NASA: Tropical Rainfall Measuring 
Mission (TRMM) 
http://trmm.gsfc.nasa.gov/ 
The Tropical Rainfall Measuring 
Mission (TRMM) – precipitation, hdf 
format, 0.25 degree, hourly, monthly. 
During 2012 the website was updated 
and includes now also data and 
visualisations of products where TRMM 
data is included. 
National Boundary Data 
 
Please use these datasets with care 
since there may be disputes about the 
boundaries. 
The following websites contain 
information and more important the 
possibility to download national and 
second level administrative boundaries. 
• GADM: “is a spatial database 
of the location of the world’s 
administrative areas (or 
adminstrative boundaries) for 
use in GIS and similar software. 
Administrative areas in this 
database are countries and 
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lower level subdivisions such as 
provinces, departments, bibhag, 
bundeslander, daerah istimewa, 
fivondronana, krong, 
landsvæðun, opština, sous-
préfectures, counties, and thana. 
The data are available as 
shapefile, ESRI geodatabase, R-
Data, and Google Earth kmz 
format.  
• GeoCommons: is a website 
containing a number of maps 
and downloadable data, as well 
as the possibility for you to 
upload your own maps for the 
community to use. 
• Thematicmapping: contains a 
number of maps, among them a 
daatset containing national 
boundaries. 
Open Street Map Data 
(for offline usage) 
http://www.openstreetmap.org 
 
To download data for offline use: 
       http://planet.openstreetmap.org/ 
 
       http://download.geofabrik.de/ 
 
OpenStreetMap (OSM) is a 
collaborative project to create a free 
editable map of the world. Contributors 
use aerial imagery, GPS devices, and 
low-tech field maps to verify that OSM 
is accurate and up to date. 
 
 
                                                                                    
The files found here are regularly-
updated, complete copies of the 
OpenStreetMap.org database 
Geofabrik extracts from the 
OpenStreetMap project which are 
normally updated every day.  
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Second Administrative Level 
Boundaries (SALB) 
http://www.unsalb.org 
UN project to provide second level 
administrative boundaries for countries. 
Files are downloaded as shapefiles 
(.shp) and (.e00); metadata and JPG 
preview are available for each. 
 
See also National boundaries for further 
shp-files. 
Shuttle Radar Topography Mission 
(SRTM) 
http://www.srtm.csi.cgiar.org 
 
USGS DEM products: 
 
Digital Elevation Model (DEM) data 
with a spatial resolution of 90m outside 
of USA territory (30m inside the USA). 
For the Aster-Global Elevation Data 
(GDEM) see NASA REVERB (requires 
a free registration for download) 
http://eros.usgs.gov/-
/Find_Data/Products_and_Data_Availab
le/Elevation_Products 
 
UN ESCAP 
http://www.unescap.org/stat/data/ 
 
 
"The ESCAP online database includes 
country-level data related to 
demography, migration, education, 
health, poverty, gender, employment, 
economy, etc. The database also 
includes aggregate data for the world, 
major geographic regions, ESCAP 
subregions, income groupings of 
ESCAP members, ESCAP LDC 
countries and ESCAP LLDC countries." 
The focus of the provided information 
and database is the Asian-Pacific area. 
UN statistic data 
http://data.un.org/ 
Various statistical data such as 
population, percentage of access to 
Internet etc reported by countries to the 
UN. 
World Bank 
http://data.worldbank.org/ 
World Bank Open Data: free and open 
access to data about development in 
countries around the globe. 
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Worldmaps (5arcs) 
 
http://spatial-analyst.net/worldmaps/ 
An repository of publicly available data 
sets of interest for global 
modeling/mapping. This now contains 
about 100 layers at resolution of 0.05 
arcdegrees (~5.6 km). 
 
2. Free Software 
Whilst free geospatial data might be available, the geoinformatic 
software needed to process that data might cost many thousands of 
dollars.  A selection of software for displaying (Table 2.1) and processing 
(Table 2.2) geospatial data is presented on the following pages. Note that 
you may need some time to find the best software for a specific task or 
project. 
There is a fairly large number of free GIS software available. Hence, 
the presented packages are only an example and have been selected either 
because they:   
• are either comparable widely used and have a god operational 
track record and/or 
• provide some good tutorials (e.g. on the website and/or youtube) 
to learn about GIS 
Fore operational use actively developed and widely used software with a 
good range of capabilities and the potential to extend via add-ons, such as 
QGIS, are advised. For fieldwork or operations in the aftermath of a 
disaster it is worth to have a look at live DVDs (e.g. OSGeo-live) or the 
Portable GIS. The OSGeo live DVD provides also and excellent 
possibility to test a number of FOSS software from GIS, to Remote 
Sensing software and Webserver to command-line tools. 
The software ILWIS, BILKO and OpenDragon for instance have their 
advantages and track record more in the educational domain and are 
likely to be more suitable for beginners who want to learn about the basic 
principles of GIS. 
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Which software is the “best” for you depends on your personal 
preferences, expertise but likely most on your specific requirement and 
tasks. It is unlikely that there is the perfect software for every task but 
there is plenty freely available software out there to be used, tested and if 
it is open sources modified by you to meet your specific requirements. 
Considered in this guide are currently only desktop software with a 
graphical user interface (gui). 
 
Further reading for an overview of FOSS: 
§ Steiniger, S., & Hunter, A. J. S. (2013). The 2012 free and open source 
GIS software map – A guide to facilitate research, development, and 
adoption. Computers, Environment and Urban Systems, 39(0), 136-150. 
doi: http://dx.doi.org/10.1016/j.compenvurbsys.2012.10.003 
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Table	  2.1.	  	  Free	  GIS	  software	  
 
GRASS 
Geographic Resources Analysis 
Support System  
http://grass.fbk.eu/ 
 
 
 
 
 
GRASS GIS addons for Hazard 
assessment and modelling 
Software for geospatial data 
management, analysis, image 
processing, map production, spatial 
modelling, and visualization. GRASS 
is currently used in academic and 
commercial settings around the world. 
GRASS is a project of the Open 
Source Geospatial Foundation. 
 
http://grasswiki.osgeo.org/wiki/ 
Natural_Hazards 
gvSig  
http://www.gvsig.org/web/ 
gvSIG is a desktop application 
designed for capturing, storing, 
handling, analyzing and deploying any 
kind of referenced geographic 
information in order to solve complex 
management and planning problems. 
ILWIS  
http://52north.org/communities/ilwis 
http://www.ilwis.org 
ILWIS (Integrated Land & Water 
Information System) is software for 
vector and raster processing. ILWIS 
features include digitizing, editing, 
analysis and display of data. 
 
http://mapwindow.org/ 
The MapWindow project incorporates 
a FOSS GIS with an extensive plug-in 
architecture. 
Diva-GIS 
http://www.diva-gis.org/ 
Useful	   for	   mapping	   and	   analyzing	  biodiversity,	   such	   as	   species	  distribution,	  or	  'point-­‐distributions'.	  Reads	   and	   writes	   standard	   data	  formats,	   such	   as	   ESRI	   shapefiles;	  runs	  on	  Windows	  and	  Mac	  OSX.	  
DMAP 
http://www.dmap.co.uk/ 
Mapping	   software	   specifically	  designed	  for	  producing	  Distribution	  Maps	  and	  Coincidence	  Maps.	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Portable GIS 
http://www.archaeogeek.com/portable-
gis.html 
Portable GIS uses QGIS and is 
designed to work in your Microsoft 
Windows environment, there is 
unfortunately no version for any other 
operating system, without the need of 
installation. Get a USB stick (2Gb or 
more, and make it FAST) and you can 
store your data on there too. 
SAGA 
http://www.saga-
gis.org/en/index.html 
System for Automated 
Geoscientific Analyses (SAGA) is 
advanced GIS software using the gdal 
(raster data) and ogr (vector data) 
library and provides batch 
functionality. 
SPRING 
http://www.dpi.inpe.br/ 
spring/ 
Georeferrenced Information 
Processing System: a GIS and image 
processing system with an object-
oriented data model which provides 
for the integration of raster and vector 
data. It is available in Portuguese, 
English and Spanish, via the Internet. 
Quantum GIS (QGIS)  
http://www.qgis.org/ 
QGIS is a user friendly Open Source 
GIS licensed under the GNU General 
Public License. QGIS is a project of 
the Open Source Geospatial 
Foundation (OSGeo). It runs on Linux, 
Unix, Mac OSX, and Windows and 
supports numerous vector, raster, and 
database formats. 
Note: a wide range of free add-ons for GIS software can be found at:   
http://freegeographytools.com/ and via the USGS website: http://www.usgs.gov 
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Table	  2.2.	  	  Free	  image	  processing	  software	  
 
Bilko 
http://www.noc.soton.ac.uk/bilko/ 
 
http://www.learn-eo.org/ 
software.php#bdl 
Bilko is a complete system for 
learning and teaching remote sensing 
image analysis skills. The integrated 
routines may be applied to the analysis 
of any image in an appropriate format, 
and include a wide range of standard 
image processing functions. 
ESA Tools 
 
 
 
 
 
Sentinel-1 Toolbox (S1TBX) 
https://sentinel.esa.int/web/sentinel/ 
toolboxes/sentinel-1 
Over the years ESA has provided a 
number of tools. A summarizing list 
can be found at: 
http://research.mlabs.org.uk/blog/rs
gis-software/esa-tools/ 
The latest software is for the current 
and upcoming Sentinel family. 
"The Sentinel-1 Toolbox (S1TBX) 
consists of a collection of processing 
tools, data product readers, writers, 
display and analysis application to 
support the large archive of data from 
ESA SAR missions including Sentinel-
1, ERS-1 & 2 and Envisat, as well as 
third party SAR data from ALOS 
PALSAR, TerraSAR-X, COSMO-
SkyMed and RADARSAT-2. The 
various processing tools could be run 
independently from the command-line 
and also integrated within the 
graphical user interface. The Toolbox 
includes tools for calibration, speckle 
filtering, coregistration, 
orthorectification, mosaicking, data 
conversion, polarimetry and 
interferometry." 
 
GMTstar GMTSAR is an open source InSAR 
processing system designed for 
users familiar with Generic 
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http://topex.ucsd.edu/gmtsar/ Mapping Tools (GMT).  
GMT is used to display all the 
products as postscript files and 
KML images for Google Earth. A 
set of C-shell scripts has been 
developed for standard 2-pass 
processing as well as image 
alignment for stacking and time 
series. ScanSAR processing is also 
possible but requires a 
knowledgeable user. 
InterImage 
http://www.lvc.ele.puc-
rio.br/projects/interimage/ 
Open source object-based image 
analysis (OBIA) software for 
automatic image interpretation. 
 
MultiSpec 
https://engineering.purdue.edu/~biehl/
MultiSpec/ 
Developed at Purdue University USA, 
for analyzing multispectral and 
hyperspectral image data. 
OpenDragon  
http://www.open-dragon.org/ 
Provides high-quality, commercial-
grade, free remote sensing image 
processing software aimed at school 
and university users. 
Orfeao Toolbox 
http://www.orfeo-toolbox.org/otb/ 
Orfeao Toolbox:  developed by CNES 
of France, for object-based image 
analysis (OBIA). Easier to use in 
Linux.  
PANCROMA   
(free trial version, otherwise US$ 50) 
http://www.pancroma.com/ 
Multispectral analysis and 
satellite image processing utilities. 
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RAT (Radar Tools)  
http://radartools.berlios.de/ 
RAT is a powerful 
open-source 
software tool for 
processing 
Synthetic Aperture 
Radar (SAR) remote sensing data. 
MapReady (ASF) 
http://www.asf.alaska.edu/downloads/ 
software_tools 
The MapReady Remote Sensing Tool 
Kit accepts level 1 detected SAR data, 
single look SAR data, and optical ASF 
data. It can terrain correct, geocode, 
apply polarimetric decompositions, 
and save to common imagery formats, 
including GeoTIFF. Includes an image 
viewer, metadata viewer, and a 
projection coordinate converter. 
Spring  
http://www.dpi.inpe.br/spring/ 
Open source GIS software, with 
object-based image analysis (OBIA) 
for automatic image interpretation. 
TerraView 
http://www.dpi.inpe.br/terraview 
eng/index.php 
TerraView  is a GIS application built 
using the TerraLib  GIS 
library. TerraViews  main goal is to 
make an easy geographic data viewer, 
with resources that include database 
queries and data analysis, available to 
the GIS Community.  
TNT lite 
http://www.microimages.com/ 
TNTlite is a free version of TNTmips, 
it has all the features of the 
professional version, except TNTlite 
limits the size of Project File objects, 
and export processes are disabled 
 
Note:  software maintained by the OSGeo project can be tested or used  without 
installing ,via a live DVD:  http://live.osgeo.org/en/index.html 
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Table	  2.3.	  	  Free	  data	  viewer	  	  
ERDAS ER Viewer 
http://geospatial.intergraph.com/ 
products/other/erdasermapper/ 
ERDASERViewer/Details.aspx 
“ERDAS ER Viewer is a free, easy-to-
use image viewer that enables you to 
interactively roam and zoom large JPEG 
2000 and ECW files. It can also read 
most other common file types. ERDAS 
ER Viewer also lets you embed large 
geospatial images in your Microsoft 
Word documents.” 
ERDAS ViewFinder  
 
http://geospatial.intergraph.com/prod
ucts/ERDASIMAGINE/ 
ERDASViewFinder2.1/Details.aspx 
ERDAS ViewFinder is a viewer for 
quickly displaying a variety of 
geographic imagery (including 16-bit 
data), rapidly re-projecting different 
data types into the same projection 
system, displaying multiple images in a 
single viewer, and working in multiple 
open viewers, at the same time. 
Geomatica FreeView 
 
http://www.pcigeomatics.com/index.
php?option=com_content&view= 
article&id=97&Itemid=12 
Geomatica FreeView is a flexible data 
viewing tool supporting over 100 raster 
and vector formats for loading, viewing, 
selection, and enhancement. 
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Table	  2.4.	  	  GoogleEarth	  related	  tools	  
Since February 2015 it is possible to get Google Earth Pro version for free!!! 
To receive a serial a registration is needed at:  
 https://geoauth.google.com/gev0/free_trial.html 
Apart from some more tools, the advantage of the Google Earth Pro version is 
the possibility to directly import and display geotiff and shp files. 
In addition it is superior when exporting maps. 
Buffer Zones for Google Earth 
http://www.geo-news.net/ 
index_buffer.php 
In order to create buffer zones of 
polygons, points or lines in 
GoogleEarth go to: 
http://www.geo-
news.net/index_buffer.php 
All you need to do is to upload a 
kml file and set the buffer radius. 
GoogleEarth is maybe currently the most 
known and widely used virtual globe. One 
of the questions when working with virtual 
globes (in this case GoogleEarth) is how to 
utilise it to display GIS data from other 
projects, for example in shp-format.  
 
Shape2Earth for MapWindow GIS 
http://shape2earthengine.com/ 
shape2earth/Shape2Earth_for_GIS.html 
An open source plugin for 
MapWindow GIS that converts 
KML and KMZ files into 
shapefiles. 
Shape2Earth Engine 
http://shape2earthengine.com/ 
shape2earth/Shape2Earth_Engine.html 
A standalone application for 
quickly and easily making 
thematic maps in Google Earth 
using GIS data. 
Shape2Earth Globe 
http://shape2earthengine.com/ 
shape2earth/Shape2Earth_Globe.html 
Capture and share Google Earth 
imagery in other applications 
(subject to Google’s terms of use). 
KML2Shapefile An open source plugin for 
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http://shape2earthengine.com/shape2earth/ 
KML2Shapefile.html 
MapWindow GIS that converts 
KML and KMZ files into 
shapefiles. 
Shp2Kml 
http://zonums.com/shp2kml.html 
A nice freeware tool what does 
exactly what it is supposed to do: 
convert shp-files to kml files. 
While there is the possibility for 
some settings it appears as the tool 
is unfortunately not developed 
further… 
Besides above software to manually convert shp files most modern GIS 
software can directly save and export into kml. 
KMLCSV Converter 
http://choonchernlim.com/kmlcsv/ 
KMLCSV Converter is a free open 
source software that enables you to 
convert KML file to a formated 
CSV file, and vice versa. This may 
be useful for verious fieldwork or 
disaster response application. 
You can also use KMLCSV 
Converter to visually map your 
iPhone or iPad tracking data into 
Google Earth, check the website 
for a tutorial. 
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Mini	  Howto	  1	  
Some libraries that can help to convert from/in a different file 
format: 
GDAL – tools ships with a command line tool (ogr2ogr) that will convert 
amongst large variety of GIS formats. Probably the easiest way to install GDAL 
on Microsoft Windows is using FWTools (http://fwtools.maptools.org/).  Once 
installed, you can run this from the command line: 
ogr2ogr -f KML input.shp output.kml  
Some more information (such as basic commands and advise how to use it) for 
OGR2OGR with fwtools can be found on: 
http://www.bostongis.com/PrinterFriendly.aspx?content_name=ogr_cheatsheet 
 Google Maps Engine (lite) 
Google wants to turn more of its Maps users into map makers. End of March the 
company launched a new, free custom map editor, Google Maps Engine Lite 
beta. Google says it is an easy-to-use tool. 
Check: https://mapsengine.google.com to decide for yourself. 
Some backgrounds: 
• http://google-latlong.blogspot.co.at 
• http://www.theverge.com – google-debuts-maps-engine-lite-for-casual-
mapmakers 
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Table	  2.4.	  	  Free	  GPS	  software	  	  
(for	  handheld	  devices	  and	  online	  data	  conversion)	  	  	  
 
GPS Utility (shareware)  
http://www.gpsu.co.uk/ 
An easy-to-use application that provides 
management and manipulation of GPS 
information. 
GPS Babel 
http://www.gpsbabel.org/ 
Converts waypoints, tracks, and routes 
between popular GPS receivers and mapping 
programs. It also has powerful manipulation 
tools for such data and runs on all major 
operating systems. 
EasyGPS 
http://www.easygps.com/ 
Works with GPS receivers made by Garmin, 
Magellan and Lowrance. 
Modifying and converting GPX files 
GPSPrune 
 
http://activityworkshop.net/ 
software/gpsprune/ 
...is a free, open source, cross-platform 
program to view and edit coordinate data like 
GPS tracks. It shows tracks and waypoints 
overlaid onto OSM maps and can convert 
between popular data formats, as well as 
being able to correlate photos with the GPS 
data. 
GPX Editor 
http://sourceforge.net/projects/ 
gpxeditor/ 
...allows splitting, joining and pruning of 
tracks, visualises tracks in Google Maps, 
simplifies tracks using various method 
RouteConverter 
http://www.routeconverter.de/ 
home/de 
Route Converter is a free, user friendly GPS 
tool to display, edit, enrich and convert 
routes, tracks and waypoints. The software 
supports more than 70 different formats.  
Modifying and converting GPX files (online tools) 
GPS data converter 
http://www.gps-data-
team.com/convert.php 
Various online tools to convert from/to GPS 
data formats. 
GPS visualizer Convert a GPS file to plain text or GPX 
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http://www.gpsvisualizer.com/ 
convert_input This form reads a tracklog or waypoint file (in a recognized format) or plain-text tabular 
data, and converts it to an easy-to-read tab-
delimited or CSV text file, or to a GPX file. 
GPX2KML 
http://gpx2kml.com/ Online tool to convert GPX to kml data. 
 
 
 
Coordinate converter 
When working with remote sensing (RS) and GIS data you will sooner or later 
face the problem that you need to convert the coordinates of your project to a 
different coordinate system (to reproject your data). 
Unfortunately, especially in ArcGIS, not all coordinate systems and its 
conversions are provided. QGIS and many other freeware and FOSS GIS, using 
the GDAL library, tend to be supportive for more reference systems. 
The first address when requiring coordinate conversion (reprojection) 
parameters is probably the epsg website and the corresponding database. 
Beside the Microsoft Access database on the EPSG website there is a number of 
websites available providing online coordinate conversions. Provided a working 
Internet connection and the requirement to convert only a small number of e.g. 
GPS points this might be a good way to go. 
Table	  2.5.	  	  Online	  coordinate	  converter	  	  	  
 
EPSG Geodetic  
Parameter Dataset 
http://www.epsg-registry.org/ 
...is a structured dataset of Coordinate 
Reference Systems and Coordinate 
Transformations, accessible through this data 
registry. The geographic coverage of the data 
is worldwide, but it is stressed that the 
dataset does not and cannot record all 
possible geodetic parameters in use around 
the world. The EPSG Geodetic Parameter 
Dataset is maintained by the Geodesy 
Subcommittee of OGP. 
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Degrees, Minutes, Seconds 
and Decimal Degrees 
Latitude/Longitude 
Conversions 
 http://transition.fcc.gov/mb/ 
audio/bickel/DDDMMSS-
decimal.html 
On this website it is possible to convert 
various notations of latitude and longitude in 
geographical coordinates in one another. 
UTM to Latitude/Longitude 
Converter 
http://www.rcn.montana.edu/ 
resources/tools/coordinates.aspx 
This website does exactly what the name 
says and converts geographical latitude and 
longitude coordinates in UTM and vice versa 
Graphical Coordinate 
Conversion 
http://twcc.free.fr/ 
This website 
uses OpenStreet 
Map as 
background 
when you select 
a point before 
allowing you to  project it to a number of 
coordinate systems. 
 
Spatial reference in any 
number of formats:  
http://spatialreference.org/ 
The nice feature (biggest advantage of this 
website) is the possibility to download 
projection files e.g. for ESRI ArcGIS when 
they are not in your system and you do not 
want/ know how to include it by yourself. 
SuperTrans 
 
http://publicwiki.deltares.nl/ 
display/OET/SuperTrans 
SuperTrans is a standalone MatLab based 
computer program that can convert 
coordinates from one coordinate system to 
another. The basis of this system is the EPSG 
Geodetic Parameter Dataset, which contains 
a lot of coordinate system definitions. 
 
Besides these example websites there are many more; Google is a useful source, 
especially when requiring conversions in specific national grids. 
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Table	  2.6.	  	  Freeware	  for	  DEMs,	  geomorphometrics	  &	  
statistics	  
 
3DEM 
http://freegeographytools.com/2009/ 
3dem-website-is-gone-but-3dem-still-
available-here 
 
Basic processing and analysis of 
DEMs 
Anuga 
http://www.ga.gov.au/hazards/our-
techniques/modelling/our-
models/what-is-anuga.html 
A software modelling tool for hydro-
dynamic simulations, developed by 
Geoscience Australia and the 
Australian National University. 
JAMS  (Jena Adaptable Modelling 
System) - http://jams.uni-jena.de/ 
 
A hydrological modelling system... 
 
Stat-Planet 
http://www.statsilk.com/software/ 
statplanet 
StatPlanet (formerly StatPlanet Map 
Maker) is a free, award-winning 
application for creating interactive 
maps which are fully customizable. In 
addition to maps, the software also has 
the option of including interactive 
graphs and charts to create feature-rich 
infographics. 
The R Project for Statistical 
Computing 
http://www.r-project.org/ 
R is a free software environment for 
statistical computing and graphics. It 
compiles and runs on a wide variety of 
UNIX platforms, Windows and 
MacOS. 
TecDEM (requires MatLab) 
http://www.rsg.tu-freiberg.de/ 
twiki/bin/view/Main/TecDEM 
TecDEM is a software shell 
implemented in MATLAB that applies 
tectonic geomorphologic tasks to 
DEMs. 
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3. Free training materials 
The following links are only basic examples and to provide a rough idea. 
An Internet search is usually the best way to find training materials and 
will reveal new and different ones almost every week. Useful training 
materials can generally be obtained from most university websites. 
Table	  3.	  	  	  Free	  training	  materials	  
 
Bilko 
 
http://www.noc.soton.ac. 
uk/bilko/ 
 
 
 
 
 
 
 
 
“Current lessons teach the application of 
remote sensing to oceanography and coastal 
management, but Bilko routines may be 
applied to the analysis of any image in an 
appropriate format, and include a wide 
range of standard image processing 
functions.” 
Since the end of 2013 the LearnEO! website 
is online focussing on the maintenance of 
Bilko and providing an increasing number 
of tutorials and training data for Bilko. The 
website with all this is: 
http://www.learn-eo.org/index.php 
Field guide for 
humanitarian mapping 
 
http://www.mapaction.org/resources.html 
...a guide to selecting and using FOSS GIS and 
other mapping software for humanitarian 
operations, produced by MapAction UK. 
FOSS4GAcademy Is an initiative of the Open Source GeoLabs to 
provide free trainings material. It starts with 
training material for QGIS. 
https://github.com/FOSS4GAcademy 
Guide to non-profit GIS 
and Online Mapping 
http://maptogether.org/nonprofit-mapping 
...applications, examples and ethics. 
NASA: Applied Remote 
Sensing Training – Water 
“The goal of this NASA Applied Remote 
Sensing Education and Training project is to 
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Resource Management 
http://water.gsfc.nasa.gov/ 
 
increase the utility of NASA Earth Science and 
model data for decision-makers and applied 
science professionals in the area of Water 
Resources Management Applications. The 
project conducts trainings and other capacity 
building activities on utilization of NASA 
satellite remote sensing and model data for a 
variety of water management applications 
including floods and snow related topics.” 
QGIS http://qgis.spatialthoughts.com 
...beginner to advanced level Quantum GIS 
(QGIS) tutorials with screenshots 
http://hub.qgis.org/projects/quantum-
gis/wiki/How_do_I_do_that_in_QGIS 
...this section is intended to show how to 
perform basic GIS operations in QGIS in 
straightforward ways. It is modelled after “How 
do I do that in ArcGIS?: illustrating classic GIS 
tasks” 
http://wiki.awf.forst.uni-
goettingen.de/wiki/index.php/QGIS_tutorial 
...from the University Goettingen, Germany: 
step by step procedures (although you may not 
have their training dataset it will show you how 
things work) 
http://maps.cga.harvard.edu/qgis/ 
...Quantum GIS workshop of the Harvard 
University 
http://gif.berkeley.edu/documents/IntroToQuant
umGIS.pdf 
...another nice, basic tutorial to start with QGIS 
– from Berkeley University, USA. http://linfiniti.com/dla/	  
...tutorials	  and	  data	  for	  QGIS	  
	  see	  also:	  FOSS4GAcademy	  for	  more	  tutorials	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InterImage http://wiki.dpi.inpe.br/doku.php?id=interimage  
JAMS http://jams.uni-jena.de/ilmswiki/index.php/ 
Main_Page 
ILWIS http://www.ilwis.org 
GIS and image processing tutorials from the 
ITC. 
See also Cees van Westen’s “Risk City” ILWIS-
based training materials for urban risk 
assessment:  
http://www.itc.nl/PDF/Courses/Risk City_DE 
Multi Hazard Risk Assessment.pdf 
SAGA GIS There is a number of good tutorials, including 
trainings data, for SAGA provided by iGETT, 
the India Geospatial and Training at: 
 http://dst-iget.in/ 
Note:  For various programs, add-ons and tutorials related to GIS and 
image processing, see:  
 
http://freegeographytools.com/ 
 
There are many YouTube videos to give you an introduction to most software 
mentioned in this guide. Moreover, for many basic tasks you should be able to 
find a lot of introductive videos in YouTube. It is difficult to recommend 
anything and the authors do not have a preference but the videos provided by 
iGETT Remote Sensing Education are a nice entry point towards the 
understanding of remote sensing principles. Relevant videos are also linked in 
the multimedia section:  
http://research.mlabs.org.uk/blog/multimedia/tutorials-2/igett-videos-rs/  
of the 3-Free-Guide download website. 
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4.	  Mini	  Howto	  2	  
–	  Extract	  an	  Image	  or	  Map	  from	  PDF	  
 
Background: 
There is a number of situations where you may want to extract an image or a 
map from a pdf file - e.g. to georeference a map you got scanned and saved as 
pdf, a map from a publication or in the aftermath of a disaster when no paper 
maps are immediately accessible. 
It is tempting and possible to do the "print screen" (screenshot) trick. The 
drawback of this approach is that you'll inevitably lose quality: the image pixels 
will typically not map to your screen's pixels in a one to one fashion because of 
the decimation/resampling/scaling (or even rotation) when viewing the PDF 
document. 
 
Wouldn’t it be nice to have tools at hand to directly export images (maps) 
from a pdf file? 
 
The principle workflow is: 
map inside of pdf -> map in image format -> (georeferenced) map 
As a matter of fact there are a number of possibilities to extract an image or a 
map from a pdf file. Among them are: 
• to use Photoshop (won’t be discussed here since Adobe Photoshop is 
not a freeware or open source software) 
• Some PDF Images Extract (have a look at their website since there is 
a number of nice tools to manipulate pdf files in various ways)  
• PDF Image Extraction Wizard: a brilliant little program to easily 
extract images from inside PDF documents and save them as separate 
image files. 
• ExtractPDF.com (online!): provided you have Internet access a very 
useful, especially if you are not allowed to install anything on the 
computer you are working.  
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• XPDF: is an open source viewer for Portable Document Format (PDF) 
files. The Xpdf project also includes a PDF text extractor, PDF-to-
PostScript converter, and various other utilities. 
Except for Adobe Photoshop and XPDF the programs are really small, self-
explaining and hence easy to use. While xpdf, as a command line tool, will 
likely not appeal too much to many users I would like to mention it here since it 
is extremely fast and hence suitable for big pdfs (with many images/maps). 
Moreover, once you got your head around xpdf there is not much of a change 
among the commands in windows and linux and hence your transition will be 
easy (a small introduction with the most important commands is provide below). 
After you extracted the map in an image format, preferable convert it to tiff (e.g. 
with GIMP), use your favourite GIS software, such as Quantum GIS (QGIS) to 
georeference your map. 
 
Excurse:  
If you need to merge pdfs have a look at (for Microsft Windows only): 
PDF24 Creator or PDF Architect.  
Both software are freeware, more than capable to do the job and worth a try. 
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4.1	  Excurse	  XPDF	  (for	  advanced	  user)	  
Under Windows and Linux in command line 
• 1) Download xpdf (free): http://www.foolabs.com/xpdf/  
o Direct download for Windows: 
ftp://ftp.foolabs.com/pub/xpdf/xpdfbin-win-3.03.zip  
o Direct Download for Linux: 
ftp://ftp.foolabs.com/pub/xpdf/xpdfbin-linux-3.03.tar.gz  
o Or easier in linux: install the xpdf package with your favourite 
package manager; xpdf is likely to be available for all major 
linux distributions 
Under Windows: 
• 2) Unzip the file and retrieve the pdfimages.exe. 
You can run them without "installation". Use pdfimages.exe, 
in the Windows command window, like this: 
o pdfimages.exe -help  
§ This displays the help screen. 
 
o pdfimages.exe -j c:\path\to\your.pdf      
c:\path\to\where\you\want\images\prefix 
§ This extracts all JPEGs as prefix-
00N.jpg, and all the other images as 
prefix-00N.ppm (Portable PixMap). 
 
o pdfimages.exe -j -f 11 -l 13 
c:\path\to\your.pdf 
c:\path\to\where\you\want\images\prefix  
§ Same as before, but limits image extraction to 
pages 11 ('f' = first) to 13 ('l' = last). 
 
Under Linux (via Terminal): 
 
2) Usage is very straightforward: 
o pdfimages -j foo.pdf  image 
§ This will extract all images from foo.pdf and save them 
in JPEG format (option -j) to image-000.jpg, image-
001.jpg, image-002.jpg, etc. 
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Ø If you are a bit more into Linux and scripting this might be something for you: 
http://www.boekhoff.info/?pid=linux&tip=extract-images-from-pdf-files 
Under Linux (via a GUI) 
• If you use Evince as PDF reader, you simply drag an image out of a 
PDF to the desktop or a folder to extract it. Simple as that! 
Under Windows and Linux – step 3) 
• You can convert ppm/pbm to another format with www.xnview.com or 
GIMP. 
• For some PDF files, sometimes the images are fragmented into several 
small images. You will have to manually reassemble them.  
 
• A further possibility is to use GhostScript/GSview to extract images 
from PDF. 
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More links and information can be found on: http://research.mlabs.org.uk 
 
Do you miss any website or software you know and consider a useful 
addition to this guide? 
Please feel to contact the authors or leave a comment on the website. 
Every input is greatly appreciated and more than welcome. 
 
Disclaimer	  
No responsibility is assumed by the authors for any injury and/or damage 
to persons or property as a matter of product liability, negligence or 
otherwise, or from any use or operation of any methods, products, 
instructions or ideas contained in the material herein. The authors do not 
purport to have a unified view and this document is a forum for the views 
of all its contributors. 
 
Contact Details 
 
Dr. Richard Teeuw (richard.teeuw@port.ac.uk) 
Mathias Leidig (mathias.leidig@port.ac.uk)  
Disaster Risk Reduction Research Group 
School of Earth & Environmental Sciences 
Burnaby Building  
Burnaby Road  
Portsmouth  
PO1 3QL  
United Kingdom 
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  B	  
Appendix - B I 
Appendix – B 
 
In this appendix there are a number of auxiliary data and figures concerning the Data 
Poverty Index version 1 (DPI-1), which have not been used in the main thesis. 
Appendix B (1) – Microsoft Excel file only 
 
Name Sheet number 
in the Excel 
spread-sheet 
Remark/ Short description 
Internet speeds from the 
10.12.2013 
Sheet 1 
Input values of the Internet speeds in 
Mbps 
Overview of all input 
parameters for DPI-1 (all 
countries) 
Sheet 2 
Overview of all input parameters for 
DPI-1 (all countries); including the 
related completeness of the 
corresponding factor 
Overview of all input 
parameters for  
DPI-1 (complete datasets 
only)  
Sheet 3 
Overview of all input parameters for 
DPI-1(complete datasets only) but only 
for the countries with a complete dataset 
(used for further analysis) 
Overview of missing 
datasets Sheet 4 
This spread-sheet shows which country 
is missing parts of the input data and 
which. 
Overview LICs 
(complete dataset) 
Sheet 5 
Overview of DPI and it’s factors for the 
LICs with a complete dataset. 
Overview LMICs 
(complete dataset) Sheet 6 
Overview of DPI and it’s factors for the 
LMICs with a complete dataset. 
Overview UMICs 
(complete dataset) Sheet 7 
Overview of DPI and it’s factors for the 
UMICs with a complete dataset. 
Overview HICs 
(complete dataset) Sheet 8 
Overview of DPI and it’s factors for the 
HICs with a complete dataset. 
DPI-1 and World Risk 
Index (WRI) factors 
Sheet 9 
Data to compare the DPI-1 and  
World Risk index and factors from the 
World Risk Index of the United Nations 
University (2014) 
Appendix - B II 
Appendix – B (2) – Auxiliary figures 
 
Presented in the following there are a number of figures created to analyse the various 
factors of the DPI-1. These figures have not been used in the main thesis but show some 
features of the dataset and what could be researched further. 
 
List of Figures 
Figure B.1: Distribution Internet download speed with applied cap. ............................. III 
Figure B.2: Global distribution of the Data Poverty Factor ............................................ IV 
Figure B.3: Low-income countries, feature-scaled downloadspeed factor ...................... V 
Figure B.4: Data poverty Index vs. World Risk Index (Exposure, 2014). ...................... VI 
Figure B.5: Correlation of Internet Speed Factor and Internet User Factor ................. VII 
Figure B.6: Correlation of Internet Speed Factor and Hardware Factor. ..................... VIII 
Figure B.7: Correlation of Internet Speed Factor and Mobile Devices Factor. .............. IX 
Figure B.8: Correlation of Internet Speed Factor and Education Factor. ........................ X 
Figure B.9: Correlation of Internet User Factor and HardwareFactor. ........................... XI 
Figure B.10: Correlation of Internet User Factor and Mobile Devices Factor. ............ XII 
Figure B.11: Correlation of Internet User Factor and EducationFactor....................... XIII 
Figure B.12: Correlation of Hardware and Mobile Devices Factor. ............................ XIV 
Figure B.13: Correlation of Hardware and Education Factor. ...................................... XV 
Figure B.14: Correlation of Mobile Devices Factor and Education Factor. ................ XVI 
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Figure B.1: Distribution Internet download speed with applied cap. 
 
0
0,2
0,4
0,6
0,8
1
1,2
0 50 100 150 200 250
D
ow
nl
oa
d 
Fa
ct
or
 
 
Country ID 
10/download_Mbps = percent of Internet-Speed-Trashold  
Appendix - B IV 
 
 
Figure B.2: Global distribution of the Data Poverty Factor 
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Figure B.3: Low-income countries, feature-scaled downloadspeed factor 
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Figure B.4: Data poverty Index vs. World Risk Index (Exposure, 2014). 
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Figure B.5: Correlation of Internet Speed Factor and Internet User Factor . 
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Figure B.6: Correlation of Internet Speed Factor and Hardware Factor. 
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Figure B.7: Correlation of Internet Speed Factor and Mobile Devices Factor. 
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Figure B.8: Correlation of Internet Speed Factor and Education Factor. 
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Figure B.9: Correlation of Internet User Factor and HardwareFactor. 
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Figure B.10: Correlation of Internet User Factor and Mobile Devices Factor. 
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Figure B.11: Correlation of Internet User Factor and EducationFactor. 
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Figure B.12: Correlation of Hardware and Mobile Devices Factor. 
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Figure B.13: Correlation of Hardware and Education Factor. 
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Figure B.14: Correlation of Mobile Devices Factor and Education Factor. 
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 Appendix – C I 
Appendix – C 
 
In this appendix there are a number of auxiliary data concerning the Data Poverty Index 
version 2 (DPI-2). 
Appendix C (1) – Microsoft Excel only    
Name Excel Spreadsheet Remark/ Description Dataset completeness Sheet 1 A check for each country which data is missing and in which year. Completeness matrix Sheet 2 An overview of the amount of missing data. Difference DPI to the average DPI of the corresponding year Sheet 3 The difference of the DPI to the average DPI of the corresponding year. DPI for every country that had a complete dataset in the corresponding year Sheet 4 The DPI for every country that had a complete dataset in the corresponding year. Internet development Sheet 5 Data extract to to analyse the Internet development (by means of users and speeds). Difference of DPI score in 2013 and 2009 Sheet 6 The difference of DPI score in 2013 and 2009.   
Appendix – C 2 – Auxiliary figure 
 
Presented in the following there is an example figures that has not been used in the 
thesis but indicates, which further analysis are possible.   
 Appendix – C II 
 
Figure 1: Example of the development of the difference of the DPI to the average DPI in 2009 and 2013. Such analysis allows to observe the tendency in 
which a country is moving with respect to data poverty and hence it’s abilities to use free geoinformatics. 
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Appendix - D I 
 
Appendix – D 
 
1. Desktop Software 
Table 1: Selection of desktop Freeware & Open Source Software for geoinformatics, 
Name 
Operating 
System 
Main Developer Homepage 
Desktop software 
Desktop 
GIS 
 
Grass 
Windows, 
Linux, OSX 
GRASS user 
community; 
supported by some 
universities 
http://grass.osgeo.org/ 
Quantum 
GIS 
(QGIS) 
Windows, 
Linux, OSX 
QGIS user 
community 
http://www.qgis.org/ 
SAGA 
Windows, 
Linux 
SAGA development 
team (mainly 
University of 
Hamburg) 
http://www.saga-gis.org/ 
ILWIS 
Windows 52°North’s 
Geoprocessing 
Community 
http://52north.org/ 
communities/ilwis 
OrbisGIS 
Windows, 
Linux 
IRSTV-CNRS  
– Ecole Centrale de 
Nantes 
http://www.orbisgis.org 
OpenJump 
Windows, 
Linux, OSX 
Department of 
Geography, 
University of Zurich 
http://www.openjump.org 
Appendix - D II 
Name 
Operating 
System 
Main Developer Homepage 
gvSIG 
Windows, 
Linux 
gvSIG Community http://www.gvsig.org/ 
web 
uDIG 
Windows, 
Linux, OSX 
developers from 
multiple companies http://udig.refractions.net/ 
Desktop Remote Sensing 
InterImage 
Windows, 
Linux 
 
PUC-Rio - Catholic 
University of Rio 
de Janeiro 
http://www.lvc.ele.puc-
rio.br/projects/interimage 
Opticks 
Windows, 
Linux 
Ball Aerospace and 
the US Air Foce http://opticks.org 
GDL 
Linux, OSX GDL Team http://gnudatalanguage. 
sourceforge.net/ 
e-foto 
Windows, 
Linux, OSX 
Universidade do 
Estado do Rio de 
Janeiro 
http://www.efoto.eng. 
uerj.br/ 
OpenDragon Windows 
The Global Software 
Institute; 
Goldin-Rudahl 
Systems Inc.; 
I.S. Limited 
http://www.open-dragon.org/ 
Ossim 
Windows, 
Linux, OSX 
developed across a 
number of private, 
federal and civilian 
agencies 
http://trac.osgeo.org/ 
ossim/ 
Data Viewer 
ERDAS ER 
Viewer 
 
Windows 
Hexagon 
Geospatial 
(Integraph) 
http://www.hexagongeospatial.com/pr
oducts/ERDASERViewer/ 
Details.aspx 
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Name 
Operating 
System 
Main Developer Homepage 
ERDAS 
ViewFinder 
 
Windows 
Hexagon 
Geospatial 
(Integraph) 
http://www.hexagongeospatial.com/pr
oducts/ERDAS-IMAGINE/ 
ERDASViewFinder2.1/ 
Details.aspx 
Geomatica 
FreeView 
 
Windows, 
Linux 
PCI Geomatica http://go.pcigeomatics. 
com/l/13502/ 
2012-06-14/w582 
Radar Tools 
ROI PAC Linux Supported by 
UNAVCO 
http://www.roipac.org/ 
RAT Windows, 
Linux, OSX 
TU-Berlin 
discontinued 
http://radartools.berlios. 
de/index.php 
GMTstar Windows, 
Linux, OSX 
UC San Diego http://topex.ucsd.edu/ 
gmtsar/ 
MapReady Windows, 
Linux 
Alaska Satellite 
Facility 
https://www.asf.alaska.edu/data-
tools/mapready/ 
ESA Tools 
• BEAM 
 
 
• NEST 
 
• PolSAR 
Pro 
Windows, 
Linux 
various contractors 
from ESA 
 
• http://www.brockmann-
consult.de/cms/web/ 
beam/ 
• https://earth.esa.int/web/nest/home 
• http://earth.eo.esa.int/ 
polsarpro/ 
GPS Tools    
GPS 
Utilities 
Windows private; a limited 
version is available 
for free 
http://www.gpsu.co.uk/ 
Appendix - D IV 
Name 
Operating 
System 
Main Developer Homepage 
GPS Babel Windows, 
Linux, OSX 
Robert Lipe and 
supporters 
http://www.gpsbabel.org/ 
DEM Tools    
TecDEM 
(toolbox for 
MatLab) 
Windows, 
Linux, OSX  
(requires 
MatLab) 
Faisal Shazad, 
supported by TU-
Bergakademie 
Freiberg 
http://tecdem.org/ 
TauDEM Windows David Tarboten and 
supporters, now 
hosted on the Utah 
State University 
http://hydrology.usu. 
edu/taudem/taudem5/ 
index.html 
Exploratory Spatial Data Analysis Tools 
StatPlanet Windows StatSilk http://www.statsilk.com/software/statp
lanet 
R-project Windows, 
Linux, OSX 
initially written by 
Robert Gentleman 
and Ross Ihaka, 
now with 
contributions from 
a global 
community 
http://www.r-project.org/ 
R – studio 
(is a gui for 
the R-
project) 
Windows, 
Linux, OSX 
R-Tools 
Technology Inc. 
http://www.r-studio.com/ 
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2. Examples of software performance 
Some assessments regarding the software (processing) performance have been made 
during this research. The results allow only limited conclusions since the hardware used 
changed during the research a number of times and the processing performance of QGIS 
significantly improved between e.g. QGIS version 1.6 (2010) and QGIS 2.8 (2015). The 
originally existing big differences got less. Nevertheless, the performance assessments 
can still provide an indication of the differences. 
One of the tests performed was the mosaicking and saving of different SPOT-5 
scenes, acquired in the aftermath of the 2011 Japan Tsunami. Since there was an issue 
with the PAN files, QGIS could not complete the task. The ERDAS routine turned out 
to be more robust. 
 
Figure 1: Comparison of the time and storage-space requirements when mosaicking and 
saving SPOT-5 scenes. For scene details refer to Table 2. 
The corresponding data to Figure 1 is presented in Table 2. The inputs for this 
comparison have been two sets of SPOT-5 PAN images from the Sendai (Japan) area. 
The first set contains of 4 images each 636 Mb in filesize, the second set contains of 5 
images a 545Mb. Source of the images is the supersite website 
(http://www.supersites.earthobservations.org/, 2011). 
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Table 2: Details of the datasets used for the SPOT-5 PAN mosaicking and saving. 
software scene-date 
number 
of 
images 
storage 
output 
file 
format 
resulting file size 
[Gb] 
processing 
time [min] name note 
QGIS 12.03. 2011 4 
Intern 
hdd 
ERDAS 
img Error with input N/A 
QGIS-4_img 
 
*1 
QGIS 12.03. 2011 4 
Intern 
hdd Geo-tiff Error with input N/A QGIS-4_geotiff *1 
ERDAS 12.03. 2011 4 
USB 2.0 
hdd 
ERDAS 
img 3.1 14 ERDAS-4_img  
ERDAS 12.03. 2011 4 
USB 2.0 
hdd Ecw 0.089 13 ERDAS-4_ecw  
QGIS 13.03. 2011 5 
Intern 
hdd 
ERDAS 
img Error with input N/A QGIS-5_img *1 
QGIS 13.03. 2011 5 
Intern 
hdd Geo-tiff Error with input N/A QGIS-5_geotiff *1 
ERDAS 13.03. 2011 5 
USB 2.0 
hdd 
ERDAS 
img 0.574 14 ERDAS-5_img  
ERDAS 13.03. 2011 5 
USB 2.0 
hdd Ecw 0.052 14 ERDAS-5_ecw  
*1:  QGIS & ENVI do not recognise the georeference information in the input images when trying to mosaic; QGIS can display images correctly when 
open individually; ENVI displays image but without any geographic information 
Processing on PC at university and MacBook Pro: Core Duo 2, 2.4 GHz, 4 GB RAM 
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Figure 2: Comparison of the time and space requirements when mosaicking and saving 
SPOT-5 scenes. For scene details refer to Table 3. 
The corresponding data to Figure 2 is presented in Table 3. The input for this 
comparison has been a set of SPOT-5 XS images from the Sendai (Japan) area. The set 
contains 4 images each with a file size of 2.47Gb. Source of the images is the supersite 
website (http://www.supersites.earthobservations.org/, 2011). 
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Table 3: Details of the datasets used for the SPOT-5 XS mosaicking and saving. 
software scene date number of images storage 
output file 
format 
resulting file size 
[Gb] 
processing 
time [min] name note 
ENVI 4.7 13.03.2011 4 USB 2.0 hdd  ENVI hdr 11.6 37 
ENVI_XS_hdr 
 *2 
ERDAS 13.03.2011 4 USB 2.0 hdd ERDAS img 15.3 35 
ERDAS_XS_img 
  
ERDAS 13.03.2011 4 USB 2.0 hdd ECW 0.11 15 
ERDAS_XS_ecw 
  
QGIS 13.03.2011 4 USB 2.0 hdd ERDAS img 11.6 234 
QGIS_XS_img 
  
QGIS 13.03.2011 4 USB 2.0 hdd Geo-tiff 11.6 324 
QGIS_XS_geotiff 
 *3 
*2:  ENVI does not support (geo) tiff over 4 Gb 
*3: “BigTiff” format, can't be opened in ERDAS Imagine or ENVI, QGIS specific? 
Processing on PC Uni and MacBook Pro: Core Duo 2, 2.4 GHz, 4 GB RAM 
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Figure 1 and Figure 2 indicate the advantage of modern file formats, especially when 
dealing or requiring the transfer of large datasets. ECW (enhanced compression 
wavelet), for example, is a lossy format. Very generally, it can be compared to a 
principle component analysis (PCA). Unfortunately the license is only free for file sizes 
below 500 Mb. Hence, it is hardly implemented in FOSS or not really working (e.g. in 
GRASS and QGIS). There is also lossless version called MrSID, but this is not really 
working even in ERDAS and hardly supported in any software though it has huge 
advantages in terms of file size, especially for large datasets such as high resolution 
mosaics. The famous and easy to handle geo-tiff format has the big disadvantage that its 
maximum size is limited to 4 Gb. 
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Global datasets 
 
In the following there is a selection of the initial datasets that have been considered in 
this research, along with its source. 
 
Table 1: Datasets with global coverage, useful particular as base maps. 
name type origin/ source 
dimen-
sion 
note, 
resolution 
GIS datasets 
FAO soil 
map 
GIS Soil map of the Food and Agriculture Organization of the United Nations (FAO) global 
Scale:  
~ 1: 5 
million 
Harmonized 
World Soil 
Database 
(HWSD, 
2009) 
GIS 
Land Use Change and Agriculture 
Program of IIASA (LUC) and the Food 
and Agriculture Organization of the 
United Nations (FAO) 
(http://www.iiasa.ac.at/Research/LUC/Ext
ernal-World-soil-database/) 
global 
Successor 
of FAO soil 
Map 
Scale:  
~ 1: 5 
million 
General 
Bathymetric 
Chart of the 
Oceans 
(GEBCO) 
GIS http://www.gebco.net/ global 
30 arc-
second; 
1 arc-
minute 
NOAA - 
Shorelines GIS 
NOAA 
 (http://shoreline.noaa.gov/) global 
 
Global 
Admini-
strative 
Areas 
GIS Global Administrative Areas http://www.gadm.org/ global 
 
Natural 
Earth GIS 
Natural Earth 
http://www.naturalearthdata.com/ global 
Free vector 
and raster 
map data at 
1:10m, 
1:50m and 
1:110 
millions 
scales 
RS datasets 
ASTER 
GDEM RS 
NASA/JAXA e.g. NASA WIST & 
REVERB 
global  
(83°S – 
83°N) 
1 arcsec 
 (~ 30m) 
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name type origin/ source 
dimen-
sion 
note, 
resolution 
Globecover 
(ESA) RS ESA website (http://ionia1.esrin.esa.int/) global 300m 
GTOPO30 RS USGS, CIGAR global 
DEM, 30 
arc-seconds 
(~1km) 
MODIS 
(incl. 
various 
processed 
data such as 
EVI & 
NDVI) 
RS 
e.g. NASA Warehouse Inventory Search 
Tool (WIST), 
NASA Reverb 
global 250 -1000 m 
SRTM RS USGS, CIGAR 
global  
(56°S – 
60°N) 
DEM, 3 
arcsec 
(~ 90m) 
 
Statistical datasets 
Global Sea 
Level 
Observing 
System 
(GLOSS) 
measure
ment 
NERC, UK 
(http://www.gloss-sealevel.org/) global 
289 sea 
level 
stations 
around the 
world for 
long term 
climate 
change and 
oceanograp
hic sea level 
monitoring 
UN 
statistics 
data 
statistics UN data  (http://data.un.org/) global 
various 
statistics 
collected by 
the UN 
from 
population 
to Internet 
connections 
and mobile 
phone users  
World Bank 
Statistic
s/ 
classific
ations 
The World Bank 
(http://www.worldbank.org/) global 
various 
databases 
and 
classificatio
ns on 
countries 
EM-DAT statistics EM-DAT http://www.emdat.be/ global 
Statistics on 
disaster 
 
Appendix	  -­‐	  E	   III	  
How reliable, and hence useful, the statistical datasets are differs. While GLOSS are 
measurements the World Bank and UN data is based on what is reported by 
governmental agencies to them. Em-DAT on the other hand has a number of sources 
from reports, to scientists to governments. The issue is that usually the reported 
information can’t be validated. Em-DAT is very resistant to provide and share raw data 
even for research and hence reported information e.g. about economical damage or 
casualties often differs by a factor of 10 or more to other sources such as media. Hence 
data from EM-DAT is useful to obtain an idea or overview but not for real analysis. 
This is further emphasised by the fact that only a few information can be downloaded 
directly (e.g. as Microsoft Excel file) but often the information has to be copied from 
online only tables. 
Isle of Wight datasets 
Table 2: Datasets for the Isle of Wight 
name type origin/ source dimension note 
GIS datasets 
DigiMap 
data GIS http://edina.ac.uk/digimap/ UK 
various datasets 
for the UK, 
from 
topographic to 
geological maps 
in various 
resolutions 
RS datasets 
ASTER RS NASA regional 
currently two 
ASTER scenes 
(2002 & 2008) 
provided by 
NASA, 
60 x 60 km  
(15-90m spatial 
resolution) 
Channel 
Coastal 
Observatory 
data 
RS, 
measurements 
Channel Coastal 
Observatory regional 
various datasets 
from LiDAR to 
soil and sampled 
data and aerial 
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name type origin/ source dimension note 
photographs for 
the coastline 
Landmap RS 
Landmap – Spatial 
Discovery 
(http://www.landmap.ac.uk/) 
regional 
some data 
collected about 
the UK, usually 
pre-processed 
and at least 
converted, 
maybe for a test 
but since 
processing steps 
are not 
described not 
really useful in 
the development 
of procedures 
and assessment 
of software  
LANDSAT-
7 RS USGS and others regional 
summary of 
dataset in 
Teeuw et al. 
(2011) 
SPOT RS ESA, CNES regional 
summary of 
dataset in 
Teeuw et al. 
(2011) 
Virtual 
Globe data “RS” 
Screenshots from 
GoogleEarth, GoogleMaps 
& BingMaps  
local & 
regional 
screenshots 
from 
GoogleEarth, 
GoogleMaps & 
BingMaps 
mosaicked to 
cover either the 
entire IoW or 
parts of 
particular 
interest 
Other datasets 
GPS measurements own collection local 
own GPS 
collection for 
ground-truthing 
and accuracy 
assessments 
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Sri Lanka datasets 
Table 3: Datasets for Sri Lanka 
name type origin/ source dimension note 
ASTER RS NASA regional 
The NASA data agreement 
allows to download several 
scenes for the IoW where 
required/ when needed. 
EO1 ALI RS NASA local-regional 
There are some datasets from the 
EO1-ALI mission with little 
cloud-cover available .  
LANDSAT-7 RS USGS and others regional summary of dataset in Teeuw et al. (2011) 
Virtual 
Globe data “RS” 
screenshots from 
GoogleEarth, 
GoogleMaps & 
BingMaps  
local & 
regional 
screenshots from GoogleEarth, 
GoogleMaps & BingMap 
mosaicked to cover either the 
entire IoW or parts of particular 
interest 
Additional maps, especially for comparison and fieldwork preparation, will be hopefully 
available from MapAction. 
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Appendix – F (1) 
 
Seeds for flood point for the Hayling Islanad lisflood simulations. The reference 
coordinate system is OSGB1936 (EPSG: 27700). 
 
 
Point Easting Northing DEM pixel (CCO LiDAR) 
1 P  468956 99044 0.43 
2 P 469100 98886 0.04 
3 P 469251 98796 0.32 
4 P 469430 98790 0.33 
5 P 469519 98810 0.57 
6 P 469595 98831 0.23 
7 P 469684 98858 0.36 
8 P 469746 98879 0.57 
9 P 469821 98893 0.03 
10 P 469863 98899 0.25 
11 P 469924 98906 0.71 
12 P 469959 98906 0.87 
13 P 470007 98899 0.26 
14 P 470075 98899 0.19 
15 P 470151 98879 0.03 
16 P 470226 98858 0.1 
17 P 470316 98838 0.46 
18 P 470398 98824 0.17 
19 P 470460 98810 0.07 
20 P 470522 98803 0.36 
21 P 470597 98776 0.53 
22 P 470652 98769 0.25 
23 P 470721 98762 0.32 
24 P 470769 98748 0.13 
25 P 470872 98742 0.3 
26 P 470961 98735 0.7 
27 P 471016 98728 0.24 
28 P 471091 98721 0.08 
29 P 471188 98707 0.2 
30 P 471270 98700 0.13 
31 P 471373 98700 0.55 
32 P 471448 98693 0.02 
33 P 471517 98687 0.58 
34 P 471586 98680 0.04 
35 P 471641 98680 0.42 
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Point Easting Northing DEM pixel (CCO LiDAR) 
36 P 471716 98673 0.31 
37 P 471792 98673 0.07 
38 P 471860 98652 0.11 
39 P 471936 98639 0.28 
40 P 472011 98625 0.4 
41 P 472053 98618 0.25 
42 P 472101 98611 0.21 
43 P 472142 98597 0.23 
44 P 472197 98591 0.25 
45 P 472245 98584 0.19 
46 P 472327 98556 0.36 
47 P 472396 98542 0.1 
48 P 472451 98529 0.26 
49 P 472519 98508 0.05 
50 P 472616 98488 0.62 
51 P 472670 98481 0.64 
52 P 472725 98460 0.1 
53 P 472794 98439 0.39 
54 P 472918 98398 0.4 
55 P 472979 98371 0.15 
56 P 473041 98350 0.2 
57 P 473096 98330 0.13 
58 P 473130 98323 0.02 
59 P 473185 98302 0.22 
60 P 473247 98282 0.29 
61 P 473330 98247 0.17 
62 P 473391 98233 0.14 
63 P 473460 98213 0.32 
64 P 473529 98192 0.17 
65 P 473597 98165 0.25 
66 P 473645 98158 0.7 
67 P 473707 98137 0.68 
68 P 473783 98124 0.59 
69 P 473831 98103 0.1 
70 P 473893 98089 0.73 
71 P 473947 98069 0.27 
72 P 473996 98048 0.41 
73 P 474050 98048 0.84 
74 P 474092 98041 0.64 
75 P 474140 98028 0.81 
76 P 474181 98021 0.48 
77 P 474222 98014 0.38 
78 P 474270 98000 0.38 
79 P 474318 97993 0.49 
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Point Easting Northing DEM pixel (CCO LiDAR) 
80 P 474380 97979 0.17 
81 P 474414 97979 0.03 
82 P 474483 97973 0.08 
83 P 474531 97966 0.58 
84 P 474572 97973 0.21 
85 P 474620 97966 0.62 
86 P 474689 97979 0.98 
87 P 474758 97993 0.48 
88 P 474819 98000 0.73 
89 P 474888 98000 0.34 
90 P 474943 98041 0.1 
91 P 474998 98055 0.4 
92 P 475046 98131 0.1 
93 P 475094 98185 0.68 
94 P 475121 98233 0.01 
95 P 475149 98282 0.43 
96 P 475128 98419 0.5 
97 P 475128 98494 0.49 
98 P 475121 98542 0.2 
99 P 475121 98597 0.1 
100 P 475115 98680 0.42 
101 P 475115 98721 0.13 
102 P 475115 98776 0.15 
103 P 475115 98838 0.2 
104 P 475115 98920 0.3 
105 P 475121 98982 0.36 
106 P 475121 99037 0.12 
107 P 475108 99091 0.27 
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Case study – Commonwealth of Dominica: Obtaining and visualising 
                       bathymetry via low cost geoinformatics 
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1. Location 
 
 
Figure 1: Location of Dominica.  
(source: https://commons.wikimedia.org) 
The Commonwealth of Dominica (in short: 
Dominica) is an island country in the Lesser 
Antilles region of the Caribbean Sea, south-
southeast of Guadeloupe and northwest of 
Martinique. It has a size of 750 square 
kilometres and is inhabited by 73449 people 
(July 2014 est.; indexmundi website, 2015). 
According to the World Bank it is a low-income 
country  but  has  a  high  Human  Development 
Index (HDI: 0.717 in 2013) with a literacy rate of 94% (United Nations Development 
Programme, 2015).  
As a low-income country, Dominica lags behind regarding provision of up-to-date 
hazard, vulnerability and risk assessment maps. Moreover it lacks the resources 
(especially financial and man-power) to produce such maps and keep them up-to-date. 
Among the missing information there is the lack  of shallow-water bathymetry 
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information - apart from nautical charts, such as Admiralty Charts, which have 
relatively little detail. 
The bathymetric assessments presented in chapter 4 refer to two study areas in the 
Prince Rupert Bay, near Portsmouth (Dominica) and to a 6 km stretch on the North 
coast of Dominica. The location of the study areas is shown in Figure 2. The entire 
assessment was performed in the framework of a research project: “Coastal 
Geomorphology and Geophysical survey of the Northern flank of Morne aux Diables, 
Commonwealth of Dominica“. The knowledge of the bathymetry contributed to the 
bigger picture of the geomorphological, geophysical and submarine biodiversity 
research that has been performed. 
 
Figure 2: Location of study areas for bathymetric data collection and visualisation.   
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2. Bathymetry – Background, Methods & Application in Literature 
 
Traditionally bathymetry and the monitoring of water properties depend on ship 
surveys. While this method provides detailed information about the actual site of 
observation it may miss other places not explicitly surveyed and cannot take the detailed 
coastal environment into consideration (Z. P. Lee et al., 2007). Further disadvantages of 
big ship surveys are: 
 that a lot of the big deep-ocean  survey ships cannot go into the shallow waters 
because of  their draft; 
 that such surveys tend to be time-consuming and very expensive (i.e., in £ 10K 
to £ 100K ranges) 
For more than 40 years remote sensing techniques, including the application of 
airborne (e.g. Lee, et al., 2001) and satellite radiometers (e.g. Minghelli-Roman et al., 
2009; Mohd, 1992), have been used to collect data to generate water depth estimations 
from reflected radiance in the visible and near-infrared (VNIR) bands of the spectrum,  
filling gaps on existing bathymetric charts (e.g. Lyzenga, 1978; Polcyn & Sattinger, 
1969). Remote Sensing applications for bathymetry estimates have been proved to be 
useful in remote and inaccessible survey areas (Green et al., 1996; Hesselmans et al., 
1994). Bathymetry data is required for a variety of applications such as: 
 Navigation - identification of possible ship lanes (avoiding e.g. sandbanks) 
 Fishing and aquaculture management 
 Offshore oil drilling and construction 
 Recreation activities and management 
(Liceaga-Correa & Euan-Avila, 2002). 
A big advantage of satellite data for near-shore bathymetric surveys is that it is cheaper 
and much faster than surveys by ship. The principle behind all the attempts is that light 
is attenuated by pure water as a function of wavelength (Neumann & Pierson, 1966). A 
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wide variety of sensors have been used to survey many different water conditions 
(Blondeau-Patissier et al., 2004; Lee et al., 1999). In the last two decades, data from 
high resolution satellites, such as SPOT and IKONOS (e.g. EOMAP, 2011; Lafon, 
Froidefond et al., 2002) have been  used, along with Landsat data (Liceaga-Correa & 
Euan-Avila, 2002). Within the last decade, medium resolution satellites, such as MERIS 
and MODIS have become more extensively used (e.g. Houma et al. 2006; Hu, 2008; Hu 
et al., 2004; Lee et al., 2010). A noteworthy example in this development is ESA’s 
Medium Resolution Imaging Spectrometer (MERIS) with the main objective to study 
ocean colour. “MERIS has a high spectral and radiometric resolution and a dual 
spatial resolution, within a global mission covering open-ocean and coastal zone 
waters and a regional mission covering land surfaces” (ESA website: 
http://www.envisat.esa.int). 
Approaches such as by Lee et al. (2010) promise better global coverage with high 
quality bathymetry data. However, although there are promising results, we are still 
years away from products covering the entire globe. “We are planning to produce a 
data product global-wise, but its accomplishment will be months (if not years) away as 
we are limited in resources” (pers. comm. Lee (2010)). Up to now (August 2015) there 
was no further information or data from the MERIS processing of Lee:  it is not clear if 
his research and processing has continued.  
Apart from the promise of better maps on a global scale, aiming to replace the 
currently available data provided by the General Bathymetric Chart of the Oceans 
(GEBCO), issues remain for shallow coastal waters (i.e., for depths of less than 100 m). 
The GEBCO website is aware of the limitations of the provided data and clear 
mentions: “User should be aware that GEBCO's grids are deep ocean products (based 
on trackline data from many different sources of varying quality and coverage) and do 
not include detailed bathymetry for shallow shelf waters. Although GEBCO's grids are 
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presented at 30 arc-second and one arc-minute intervals of latitude and longitude, this 
does not imply that knowledge is available on sea floor depth at this resolution” 
(GEBCO website, 2015). 
Hence, there is the need to create individual bathymetric maps with higher spatial 
resolution when needed. The challenges is that most methods described in the literature 
require (very) high resolution satellite data, such as: 
 SPOT-5 (e.g. Lafon et al., 2002; Zhang, & Ma, 2010)  
 IKONOS (e.g. Hogrefe et al. 2008; Muslim & Foody, 2008; Stumpf et al., 2003) 
 QUICKBIRD (e.g. Adler-Golden et al.2005) 
 WORLDVIEW (e.g.) (e.g. McCarthy et al., 2011) 
which is expensive or may not be available for the area of interest. 
The methods using satellite data require the knowledge of reference depths for 
calibration, which may not be available when only working remotely. Moreover, 
turbulent water at the time of the satellite imagery acquisition may prevent the later 
extraction of bathymetric data. Further factors affecting the depth determination, such as 
different sea floor types (e.g. sand, stones, gravel, sea grass cover) or atmospheric 
conditions, are compared by Gao (2009) for a selection of sensors and systems. 
The IHO-IOC GEBCO Cook Book is one of the few freely available resources that 
describes in detail how to extract bathymetric data from Landsat imagery. In November 
2013 the chapter “LANDSAT 7 Satellite-Derived Bathymetry” was replaced by  
“LANDSAT 8 Satellite-Derived Bathymetry (GEBCO website, 2015). The method in the 
GEBCO Cookbook links ArcGIS and Landsat 7 and 8 respectively. While the method 
could be in principle used with free GIS software (such as QGIS or GRASS) there are 
some specific tools mentioned that do not exist in free GIS and where a workaround 
would be needed. However, the bigger issue is that the methods described always 
require bathymetric maps or known, reference, depths to correlate with the satellite data. 
Appendix F (2) VI 
When measuring the water surface from a sensor of a shallow site the signal contains 
the following general information (e.g. Adler-Golden et al., 2005): 
 Surface reflected skylight 
 Radiance reflected from the bottom 
 Path radiance from the water column 
To assess these factors empirical calculations by regression, assumptions and/or ground-
truth data is required ( Lee et al., 1999). Each of these aspects and related methods has 
its own advantages and limitations. A good summary and comparison of different 
sensors was done by Minghelli-Roman et al. ( Lee et al., 1999; Lyzenga, 1981; Philpot, 
1989).  
There are several approaches currently used to retrieve bathymetric data from space- 
and/or airborne sensors. In principle these methods can be divided into: 
 methods requiring some groundtruth (known depths) and 
 methods that do not require previous knowledge of depths.  
The last are difficult to apply and more computing intense. Methods requiring the 
knowledge of some bathymetric values include approaches based on the prediction of 
the local relationship between radiance values and known water depth values using the 
physical water-light interaction. Among these approaches are (2009): 
 Single linear regression using first principal component 
 Multiple liner regression  
 Non-supervised classification and multiple linear regression 
Estimation approach by means of a standard supervised classification algorithm 
Minghelli-Roman et al. (2009) and Liceaga-Correa and Euan-Avila (2002) identified 
especially the spatial resolution to have a significant influence on the bathymetric 
results. The first aspect is the minimum depth range that can be reasonably identified. 
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The second aspect, and challenge, is the existence of mixed pixel especially at the 
water/land boarder that affects the isobaths identification.  
In addition to the previously mentioned applications, better (more accurate and at 
fine spatial resolution) bathymetry data benefits tsunami and storm surge models and 
hence disaster risk management and prevention applications. Several authors discussed 
the influence of topography and with this bathymetry especially after the 2004 Indian 
Ocean Tsunami (e.g. Cochard et al., 2008; Umitsu et al., 2007). In addition to 
bathymetry, (Chatenoux & Peduzzi, 2007) studied the influence of the orientation of the 
coast, length of proximal slope, presence of coral and sea-grass beds. Unfortunately 
information such as about the location of coral reefs may not be always available or 
accessible when working remotely and with remote sensing. The implementation of 
local knowledge, for instance by means of VGI, could provide a significant 
contribution. Especially when looking at low-cost approaches for disaster risk reduction 
and hazard prevention there is a gap in the data freely available (specifically the spatial 
resolution of data, chapter 4) and what would be useful or needed.  
Available global bathymetric datasets 
Probably the best dataset currently available free of charge on a global scale is the 
bathymetric chart provided by GEBCO. After a free registration, the global dataset 
(filesize: 1.1 Gb (2011)) can be downloaded. To access the data there is a free viewer 
(currently only for Microsoft Windows (June 2011)) provided. Using this view it is 
possible to export the data of interest as ascii file. At the last access, in August 2015, the 
system on the website had changed in the way that the region of interest (ROI) could be 
set directly on the website and the file format could be chosen as well, including geotiff. 
This new method not only avoids the requirement to extract the data from a specific 
viewer, but also opens the system to any operating computer system. Moreover, it 
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reduces the filesize of the download significantly, which is essential for the usage of the 
website and data in developing countries with low download-speeds. 
The exported file can be used further in any GIS such as ArcGIS or QGIS. As of August 
2015 there are two datasets available: 
GEBCO_2014 Grid — a global 30 arc-second interval grid 
GEBCO One Minute Grid — a one arc-minute interval grid. Last updated in 2008. 
Unfortunately the website states that “there are no plans for further development of this 
data set” (GEBCO website, 2015). 
However, even the 30 arc seconds (~1 km spatial resolution, Figure 3) dataset is likely to 
have some issues with accuracy in shallow waters (see above). The second dataset, with 
a spatial resolution of one arc minute (~1.85 km), is even less suitable to assess coastal 
bathymetry. For maps with a higher spatial resolution than this global dataset there is 
still the requirement to do individual extractions from e.g. satellite data or boat surveys. 
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Figure 3: GEBCO data (30 arc sec) covering Dominica and the surrounding waters. 
 
3. Methodology 
 
First there was the hope to apply a method to extract bathymetry from satellite data. 
However, there have been two significant issues with that: 
1. There was no high resolution satellite imagery available in the research – at 
best there was Landsat-7. 
2. There was no reference map available that could be used as ground-truth data, 
to calibrate the satellite derived bathymetric data. 
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In 2012, the available Landsat 7 scenes that were considered for satellite bathymetry 
mapping, either had a lot of cloud cover over the ROIs or showed too much turbulent 
water, in particular on the North coast. Recent Landsat-7 imagery has the additional 
issue of the SLC off gaps (for details see: 
http://landsat.usgs.gov/products_slcoffbackground.php, last accessed 15.03.2013). 
These gaps could not be filled in sufficient quality (e.g. with the add on ‘Landsat gap-
fill’ for Envi). Initial tests showed completely unreliable values when compared 
GEBCO or the Nautical Chart (Figure 4). 
The approach presented in The IHO-IOC GEBCO Cook Book (2014) for Landsat-8 
could not be tested because Landsat-8 data first became available in mid-September 
2013 and the method described was published after the Dominica fieldwork finished 
(IHO-IOC GEBCO Cook Book, 2014). Furthermore, not all tools used in the Cook 
Book are available in free GIS. The development and testing of workarounds would 
have been needed - which was not possible in the timeframe set for this research 
project. However, the bigger issue here is that in the Dominica project there was no 
bathymetric chart available for reference, apart from a scanned navigation chart  
(Figure 4). 
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Figure 4: Only available map indicating the depths on the North Coast of Dominica. 
Last, but not least, the available QGIS versions (2.0 and 2.2 - early 2014) had some 
problems when dealing with the new 12 bit data of the Landsat-8 imagery and could by 
no means make use of the suggested improved signal-to-noise ratio. From the USGS 
website: 
“Landsat 8’s Operational Land Imager (OLI) and Thermal Infrared Sensor (TIRS) 
sensors provide improved signal-to-noise (SNR) radiometric performance quantized 
over a 12-bit dynamic range. This translates into 4096 potential grey levels, compared 
with only 256 grey levels in previous 8-bit instruments. Improved signal to noise 
performance enables improved characterization of land cover state and condition. 
(http://landsat.usgs.gov/L8_12_bit.php, last accessed 18.08.2015)”. 
Hence, as alternative to cover only a few ROIs, a low-cost boat survey method was 
developed to specifically derive shallow-water bathymetry. The setup was as follows: 
 a Lowrance HDS-5 ‘fishfinder’ (single beam sonar) 
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 software to extract the data collected by the ‘fishfinder’, here: Dr. Depth; 
 a table calculation software to combine the extracted data with a DEM  
(e.g. MS Office, LibreOffice or OpenOffice); 
 a GIS software to display the extracted data and create maps.  
The entire equipment (Lowrance HDS-5 and Dr. Depth software) costs about ~ £625 
plus a 12V car battery to run it. This is significantly cheaper than to run professional 
survey boats or buy very high resolution satellite data – especially since most very high-
resolution satellite orders require a minimum order of an area of 100 km2. While this 
method may not be able to cover as much area as one could with satellite data, it could 
be used to collect data where needed and so avoid the risk of spending lots of money on 
expensive high-resolution satellite data, which might be of no use due to the weather 
conditions, cloud-cover or turbulent water. 
 
 
 
* Theoretically SAGA should be able to display the data in 3D e.g. via the visualization module but the module has 
not worked in SAGA 2.12 and 2.13 with the acquired data. 
Figure 5: Workflow and time requirements for the low-cost shallow-water bathymetry survey 
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For the ROIs tested the data acquisition was the most time consuming step, not last due 
to choppy waters in particular on the North Coast area site. Here the Coast Guard boat 
used on one of the acquisition trips was much more manoeuvrable (and safer) than the 
fishing boat alternative. However, the best data was collected at less than 5 kn (better 3-
4 kn) and these speeds could be achieved easier by a fishing boat, rather than with the 
powerful engines of the Coast Guard boat. When the boat speed was too high, e.g. 
around 10 kn, the sonar holding construction became instable and the received data 
points were less dense. As far as the sonar holding construction is concerned, that could 
easily be improved and was only due to the limited resources available, since it was a 
pilot survey with the hardware and methodology used 
The Dr. Depth software allowed for correction for wave height, when the data is 
downloaded from the HDS-5. Because the North Coast sea-state was often rough,  
correction was applied when the data was downloaded, of 0.5 m to 1.0 m wave height 
for some transects. . The wave heights have been determined in correspondence with the 
boat skippers (fishermen and coast guard officers). The data acquisition in the Prince 
Rupert Bay was in calm conditions and hence no correction to the measurements was 
applied. 
The coast of Dominica experiences only small changes between high and low tides 
(~40 cm max., Figure 6) therefore tidal variations were ignored.  
 
Figure 6: Tide information from the NOAA tides and currents website 
(http://tidesandcurrents.noaa.gov) for Roseau, Dominica, Station Id: TEC4771. 
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The processing steps were as follows: 
1. Import of the collected data in Dr. Depth.  
2. Application of the interpolation in Dr. Depth (choice between 100 and 250m). 
 
 
Figure 7: Screenshot of the data interpolation in the Dr. Depth software. Presented is a 250m 
interpolation on the data collected along the North coast of Dominica. 
3. Export the interpolated data from Dr. Depth as text (csv). 
4. Combination of the data from step 3 with DEM data and export as text file e.g. 
csv or ascii - optional step. 
5. Import the combined data from step 4 into a GIS to create a map. 
6. Import the combined data from step 4 into Surfer for 3D visualisation and 
perform, when needed, a new interpolation (e.g. krigging) of the data for a better 
visualisation result and to ensure compatibility with the software  - optional 
step. 
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Figure 8: Screenshot of the combined data (collected sonar data + 30m DLR SRTM-X) to be 
imported to Golden-SURFER for visualisation. 
7. Export of any useful visualisation. 
 
 
A  SRTM-X DEM (30m pixels)  for North Dominica was available for combining with 
the collected bathymetric data.  Most of the DEM processing was performed with the 
Golden-Surfer (in short: Surfer) software was done on a private copy of version 10. One 
region of interest required version 9, available on the University of Portsmouth PCs..  
There should be no difference in the results from versions 9 and 10, but there was a 
difference, which is indicated in the tables (below) showing the processing results. 
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4. Results 
1. Site: North Coast 
 
Area covered (without surface): ~10,87 km2 
 
 
 
Figure 9: Results of the shallow-water bathymetric survey along the coast of North Dominica. The 
extracted isobaths and contours lines (from the 30m DLR SRTM-X) are shown on top of a Bing 
Map subset. 
Depths measured in that area dropped up to 380 m on the NW side of the area and about 
50 cm in front of the cliffs, close to coast. Table 1 provides further information, such as 
time requirements and remarks for each of the processing steps. The times mentioned 
are an indication. Depending on specific needs for visualisation or the data acquisition 
along shorter transects (e.g. every 50 m) the time requirement can easily be longer. On 
the other hand, have a standardized set of outputs can decrease the overall amount of 
time required to obtain similar results in other ROIs. 
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Table 1: Time requirements for North Coast bathymetry assessment. 
Time for data acquisition 
(boat survey) 
~ 20 hours 
 about 80 – 100 m between transects; in this particular case three 
trips have been required due to the sea conditions (too choppy for 
the small fisher boat) and to fill gaps for the required interpolation 
Time for data download 
and processing 
~ 2 hours;  
(less when no DEM and bathymetric measurements have to be 
merged) 
Dataset details Input 
3382 points for DEM (DLR-SRTM-X: 30m) 
35108 points from bathymetric survey - interpolation in Surfer e.g.  
  with Krigging, some output values are as follows: 
Gridding Rules 
 
Gridding Method:  Kriging 
Kriging Type:                        Point 
 
Duplicates have been removed. 
 Output Grid 
Grid Size:  34 rows x 100 columns 
Total Nodes: 3400 
Filled Nodes: 3400 
Blanked Nodes: 0 
Blank Value:                       1.70141E+038 
The following alues in degree:  
X Minimum: -61.470411 
X Maximum: -61.411977 
X Spacing: 0.00059024242424241 
Y Minimum: 15.63301493 
Y Maximum: 15.652292 
Y Spacing: 0.00058415363636362 
 spacing: ~ 64 m 
The following values are in meter:  
Minimum:                 -334.486974652 
Maximum:                 380.892843326 
Mean:                    -27.7677028514 
Median:                  -45.1986533262 
Standard Error:                   1.94279839125 
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Time for data 
visualization 
~ 30 minutes  (more for specific views, 3D visualisation etc.) 
Overall time until 
result: 
~ 22,5 hours 
 
 
 
 
Figure 10: Output of the North Coast data from the processing and visualisation in SURFER 10. 
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2. Site: Prince Rupert Bay – in front of the Coconut Hotel 
 
Area covered: ~190587 m2 (~0,19 km2) 
      
 
Figure 11: Results of the shallow-water bathymetric survey in Prince Rupert Bay, in front of the 
Coconut Hotel. The calculated depths, along with the transects of the data acquisition, are shown 
on top of a Bing Map subset. 
Table 2 provides further information, such as time requirements and remarks for each of 
the processing steps performed to obtain the bathymetric data in the Coconut Hotel site. 
The maximum depth in this region was at 49m. A 3D view is presented in Figure 12. 
Compared to the North coast, the transects of this survey have been closer (~45 – 75 m), 
hence the output from SURFER has a spatial resolution of less than 6 meters in both: 
latitude and longitude. 
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Table 2: Time requirements for Prince Rupert Bay, in front of the Coconut Hotel, bathymetry 
assessment. 
Time for data acquisition 
(boat survey) 
~4 hours (with small fisherboat); 
boat speed: 4-5 kn 
Time for data download 
and processing 
< 1 hour, 
longest step: combining the transect information in LibreOffice 
Dataset details Input 
3544 points from bathymetric survey - interpolation in Surfer e.g.  
  with Krigging, some output values are as follows: 
Gridding Rules 
 
Gridding Method:  Kriging 
Kriging Type:                        Point 
 
Duplicates have been removed. 
Output Grid 
Grid Size:  100 rows x 99 columns 
Total Nodes: 9900 
Filled Nodes: 9900 
Blanked Nodes: 0 
Blank Value: 1.70141E+038 
The following alues in degree:  
X Minimum: -61.471303 
X Maximum: -61.466021 
X Spacing: 5.3897959183685E-005 
Y Minimum: 15.552371 
Y Maximum: 15.557694 
Y Spacing: 5.3767676767665E-005 
 
 spacing: ~ 5,99 m 
The following values are in meter:  
Minimum:                 -48.9481603324 
Maximum:                 -9.58221959742 
Mean:                    -29.9320214531 
Median:                           -28.9966065901 
Standard Error:                      0.104366056289 
Time for data 
visualization 
< 30 minutes 
Overall time until result: < 6.5 hours 
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Figure 12: Output of the Prince Rupert Bay, in front of the Coconut Hotel, from the processing and 
visualisation in SURFER 10. 
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3. Site: Prince Rupert Bay – in front of the Jetty 
 
Area covered: ~226849 m2 (~0,23 km2) 
 
 
 
Figure 13: Results of the shallow-water bathymetric survey in Prince Rupert Bay, in front of the 
Jetty. The calculated depths are shown on top of a Bing Map subset. 
Table 3 provides further information, such as time requirements and remarks for each of 
the processing steps performed to obtain the bathymetric data in Rupert Bay Jetty site. 
The depth in this region went gradually from about 3 m to 65 m. A 3D view is 
presented in Figure 14. Compared to the other sites, transects of this survey have been 
closer (< 45 m), hence the output from SURFER has a cell size (X, Y) of ~1m. 
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Table 3: Time requirements for Prince Rupert Bay, in front of the Jetty, bathymetry assessment. 
Time for data acquisition 
(boat survey) 
~3,5 hours (with small fisherboat); 
boat speed: 4-5 kn 
Time for data download 
and processing 
< 1 hour, 
longest step: combining the transect information in LibreOffice 
Dataset details Apart from Dr. Depth, the data was visualised in an older 
SURFER 9 version available at the University of Portsmouth. This 
version did not provide detailed information such as shown in 
Table 1 and Table 2. 
 The transect lines for the survey have been less than 45m 
 Number of survey points: 4158 
 Output grid size (X, Y): 0,998 x 0,998 m 
Time for data visualization < 30 minutes 
Overall time until result: < 5 hours 
 
Due to the simple form of the area analysed and the calm weather conditions at the 
survey, this was the fastest survey. The 3D visualisation of this survey can be seen in 
Figure 14. The shallow area in the NE corner is due to a sub-surface extension of the 
jetty.  
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Figure 14 Output of the Prince Rupert Bay, in front of the Jetty, from the processing and 
visualisation in SURFER 9. 
The comparison with the available map data shows that the results are realistic and in 
the range of what other maps suggest. The only map available (Figure 4) that shows 
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some isobaths for the North Coast study area. Since this map is only available as a jpg 
file, further analysis, such as the differences in metre and percent of some control 
points, have not been performed – apart from a basic, visual comparison based on the 
isobaths to asses the general reliability of the maps. The data collected with the 
presented low-cost approach is much more detailed (has a higher spatial resolution) and 
is in a format that could be used for further analysis such as storm and tsunami 
inundation modelling (where relevant).  
 
 
 
Figure 15: Overlay of the nautical chart image (Figure 4) on top of the extracted bathymetry data 
in Google Earth. In principle the collected data matches the values of the nautical chart data. 
Differences of 20% (and more at the deeper part in the NW corner) are due to the much coarser 
resolution of the nautical chart image compared to the collected data. Unfortunately the available 
information (better: the lack of good reference data) does not allow for a more detailed analysis. 
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5. Chapter Summary 
 
It is possible to obtain shallow-water bathymetry at a very high resolution in a fairly 
short amount of time at a resolution not possible when derived from satellites. The 
methodology presented here can be performed by small boats, such as fishing boats. 
The main advantage, apart from the high resolution, is that no reference points (known 
depths) are required. This approach is also insensitive to changes of sea floor type. 
Moreover, it is much cheaper than even a single high-resolution satellite scene, which 
might not be of any use due to cloud cover or turbulent water and unknown sea floor 
types. 
While the presented method may not be suitable for rapid surveys of large areas, it 
is well suited to coastal communities that need shallow-water bathymetry maps for 
effective DRR measures.    
The costs are low compared to the surveys carried out by large purpose-built survey 
ships and the presented method is more reliable than satellite-derived shallow-water 
bathymetryic maps. However, the costs may still be too high to buy the required 
equipment for many coastal communities, particularly in developing countries, and the 
expertise and computer literacy may not exist to perform the required post-processing. 
A possible solution is to get a few devices, e.g. by via government agencies or local 
universities, and then survey the coast until all relevant areas are covered. It does not 
take too much time to create 2D maps, stored e.g. as geotiff, once the data is acquired. 
All that is needed is a clear name scheme and a responsible agency to store the results. 
This data could then be used further to create more sophisticated flood and inundation 
risk maps or for infrastructural planning such as harbours, jetties, coastal streets etc. 
The 3D visualisation is an extra that is usually not needed, but it can be useful for 
understanding hazardous terrain FOSS such as SAGA can in principle create 3D views 
but the option has not worked in SAGA 2.12 and 2.13 with the data acquired. Here 
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further research and a consulting with the developers of e.g. SAGA may be required to 
identify and solve the issues. It is likely that there will be a solution once there is 
enough interest and request of this feature. 
Moreover, the processing could likely be completely automatized once the file formats 
for input and output are defined. The agreement on an input format being the more 
difficult since this will limit the devices that could be used. An open format would be 
favourable, but it is not likely that manufactures would voluntarily implement it. Hence, 
best way is to use existing knowledge. 
The development of a fully automated process chain is likely to be eligible for 
international funding (UN or World Bank programmes, European development support 
etc.) since it could be applied globally and does not require many resources.  
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Appendix	  G	  –	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  and	  Definitions	  
 
There is a number of different definitions used in the field of disaster research (e.g. 
Balica, Wright, & van der Meulen, 2012; United Nations University, 2013; WMO, 
2014). Fairly recent overviews about the current concepts and links from the disaster 
research community to the climate research community are provided by J. Birkmann 
et al. (2013),  also introducing the wider area of concepts. Van Westen (2013) linked 
it to remote sensing and disaster management. There are even specific publications 
regarding the used definitions such as the 2009 UNISDR Terminology on Disaster 
Risk reduction (United Nations International Strategy for Disaster Reduction 
(UNISDR), 2009). Since there is no need for this research to join into the discussion 
of definitions, the wordings from the 2009 UNISDR Terminology on Disaster Risk 
reduction are used with slight modifications to fit this research. This section defines 
the most relevant terminology in the context of this thesis:  
§ Capacity: The combination of all the strengths, attributes and resources that is 
available within a community, society or organization that can be used to 
achieve agreed goals. Capacity may include infrastructure and physical means, 
institutions, societal coping abilities, as well as human knowledge, skills and 
collective attributes such as social relationships, leadership and management. 
Capacity also may be described as capability. Capacity assessment is a term 
for the process by which the capacity of a group is reviewed against desired 
goals, and the capacity gaps are identified for further action. (source: 
UNISDR) 
§ Coping capacity: The ability of people, organizations and systems, using 
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available skills and resources, to face and manage adverse conditions, 
emergencies or disasters. The capacity to cope requires continuing awareness, 
resources and good management, both in normal times as well as during crises 
or adverse conditions. Coping capacities contribute to the reduction of disaster 
risks. (source: UNISDR) 
§ Critical facilities: The primary physical structures, technical facilities and 
systems which are socially, economically or operationally essential to the 
functioning of a society or community, both in routine circumstances and in 
the extreme circumstances of an emergency. Critical facilities are elements of 
the infrastructure that support essential services in  a society. They include 
transport systems, air and sea ports, electricity, water and communication 
systems, hospitals and health clinics, and centres for fire, police and public 
administration services. (source: UNISDR) 
§ Disaster: A serious disruption of the functioning of a community or a society 
involving widespread human, material, economic or environmental losses and 
impacts, which exceeds the ability of the affected community or society to 
cope using its own resources. Disasters are often described as a result of the 
combination of: the exposure to a hazard; the conditions of vulnerability that 
are present; and insufficient capacity or measures to reduce or cope with the 
potential negative consequences. Disaster impacts may include loss of life, 
injury, disease and other negative effects on human physical, mental and 
social well-being, together with damage to property, destruction of assets, loss 
of services, social and economic disruption and environmental degradation. 
(source: UNISDR) 
§ Disaster risk: The potential disaster losses, in lives, health status, livelihoods, 
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assets and services, which could occur to a particular community or a society 
over some specified future time period. The definition of disaster risk reflects 
the concept of disasters as the outcome of continuously present conditions of 
risk. Disaster risk comprises different types of potential losses which are often 
difficult to quantify. Nevertheless, with knowledge of the prevailing hazards 
and the patterns of population and socio-economic development, disaster risks 
can be assessed and at least in broad terms mapped. (source: UNISDR) 
§ Disaster risk management: The systematic process of using administrative 
directives, organizations, and operational skills and capacities to implement 
strategies, policies and improved coping capacities in order to lessen the 
adverse impacts of hazards and the possibility of disaster. This term is an 
extension of the more general term “risk management” to address the specific 
issue of disaster risks. Disaster risk management  aims to avoid, lessen or 
transfer the adverse effects  of hazards through activities and measures for 
prevention, mitigation and preparedness. (source: UNISDR) 
§ Disaster risk reduction: The concept and practice of reducing disaster risks 
through systematic efforts to analyse and manage the causal factors of 
disasters, including through reduced exposure to hazards, lessened 
vulnerability of people and property, wise management of land and the 
environment, and improved preparedness for adverse events. Note that, while 
the term “disaster reduction” is sometimes used, the term “disaster risk 
reduction” provides a better recognition of the ongoing nature of disaster risks 
and the ongoing potential to reduce these risks. (source: UNISDR) 
§ Emergency management: The organization and management of resources 
and responsibilities for addressing all aspects of emergencies, in particular 
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preparedness, response and initial recovery steps. A crisis or emergency is a 
threatening condition that requires urgent action. Effective emergency action 
can avoid the escalation of an event into a disaster. Emergency management 
involves plans and institutional arrangements to engage and guide the efforts 
of government, non-government, voluntary and private agencies in 
comprehensive and coordinated ways to respond to the entire spectrum of 
emergency needs. The expression “disaster management” is sometimes used 
instead of emergency management. (source: UNISDR) 
§ Exposure: means that  certain assets (generally: population, buildings, 
infrastructure components, environmental areas) are exposed to the impacts of 
one or more natural hazards (United Nations University, 2013).  
Measures of exposure can include the number of people or types of assets in 
an area. These can be combined with the specific vulnerability of the exposed 
elements to any particular hazard to estimate the quantitative risks associated 
with that hazard in the area of interest. (source: UNISDR) 
§ Hazard: A dangerous phenomenon, human activity or condition that may 
cause loss of life, injury or other health impacts, property damage, loss of 
livelihoods and services, social and economic disruption, or environmental 
damage. (source: UNISDR)  
§ Mitigation: The lessening or limitation of the adverse impacts of hazards and 
related disasters.The adverse impacts of hazards often cannot be prevented 
fully, but their scale or severity can be substantially lessened by various 
strategies and actions. Mitigation measures encompass engineering techniques 
and hazard-resistant construction as well as improved environmental policies 
and public awareness. It should be noted that in climate change policy, 
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“mitigation” is defined differently, being the term used for the reduction of 
greenhouse gas emissions that are the source of climate change. (source: 
UNISDR) 
§ Natural hazard: Natural process or phenomenon that may cause loss of life, 
injury or other health impacts, property damage, loss of livelihoods and 
services, social and economic disruption, or environmental damage. Natural 
hazards are a subset of all hazards. The term is used to describe actual hazard 
events as well as the latent hazard conditions that may give rise to future 
events. Natural hazard events can be characterized by their magnitude or 
intensity, speed of onset, duration, and area of extent. For example, 
earthquakes have short durations and usually affect a relatively small region, 
whereas droughts are slow to develop and fade away and often affect large 
regions. In some cases hazards may be coupled, as in the flood caused by a 
hurricane or the tsunami that is created by an earthquake. (source: UNISDR) 
§ Preparedness: The knowledge and capacities developed by governments, 
professional response and recovery organizations, communities and individuals 
to effectively anticipate, respond to, and recover from, the impacts of likely, 
imminent or current hazard events or conditions. Preparedness action is 
carried out within the context of disaster risk management and aims  to build 
the capacities needed to efficiently manage all types of emergencies and 
achieve orderly transitions from response through to sustained recovery. 
Preparedness is based on a sound analysis of disaster risks and good linkages 
with early warning systems, and includes such activities as contingency 
planning, stockpiling of equipment and supplies, the development of 
arrangements for coordination, evacuation and public information, and 
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associated training and field exercises. (source: UNISDR) 
§ Prevention: The outright avoidance of adverse impacts of hazards and related 
disasters. Prevention (i.e. disaster prevention) expresses the concept and 
intention to completely avoid potential adverse impacts through action taken 
in advance. Examples include dams or embankments that eliminate flood 
risks, land-use regulations that  do not permit any settlement in high risk 
zones, and seismic engineering designs that ensure the survival and function of 
a critical building in any likely earthquake. Very often the complete avoidance 
of losses is not feasible and the task transforms to that of mitigation. Partly for 
this reason, the terms prevention and mitigation are sometimes used 
interchangeably in casual use. (source: UNISDR) 
§ Public awareness: The extent of common knowledge about disaster risks, the 
factors that lead to disasters and the actions that can be taken individually and 
collectively to reduce exposure and vulnerability to hazards. Public awareness 
is a key factor in effective disaster risk reduction. Its development is pursued, 
for example, through the development and dissemination of information 
through media and educational channels, the establishment of information 
centres, networks, and community or participation actions, and advocacy by 
senior public officials and community leaders. (source: UNISDR) 
§ Recovery: The restoration, and improvement where appropriate, of facilities, 
livelihoods and living conditions of disaster-affected communities, including 
efforts to reduce disaster risk factors. The recovery task of rehabilitation and 
reconstruction begins soon after the emergency phase has ended, and should 
be based on pre-existing strategies and policies that facilitate clear institutional 
responsibilities for recovery action and enable public participation. Recovery 
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programmes, coupled with the heightened public awareness and engagement 
after a disaster, afford a valuable opportunity to develop and implement 
disaster risk reduction measures. 
§ Resilience: The ability of a system, community or  society exposed to hazards 
to resist, absorb, accommodate to and recover from the effects of a hazard in a 
timely and efficient manner, including through the preservation and 
restoration of its essential basic structures and functions. Resilience means the 
ability to “resile  from” or “spring back from” a shock. The resilience of   a 
community in respect to potential hazard events is determined by the degree to 
which the community has the necessary resources and is capable of organizing 
itself both prior to and during times of need. (source: UNISDR) 
§ Risk: The combination of the probability of an event and its negative 
consequences. It is understood as the interaction between a hazard (i.e. flood, 
earthquake etc.) and the vulnerability of societies. 
§ Risk assessment: A methodology to determine the nature  and extent of risk 
by analyzing potential hazards and evaluating existing conditions of 
vulnerability that together could potentially harm exposed people, property, 
services, livelihoods and the environment on which they depend. Risk 
assessments (and associated  risk mapping) include: a review of the technical 
characteristics of hazards such as their location, intensity, frequency and 
probability; the analysis of exposure and vulnerability including the physical 
social, health, economic and environmental dimensions; and the evaluation of 
the effectiveness  of prevailing and alternative coping capacities in respect to 
likely risk scenarios. This series of activities is sometimes known as a risk 
analysis process. (source: UNISDR) 
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§ Risk management: The systematic approach and practice of managing 
uncertainty to minimize potential harm and loss. Risk management comprises 
risk assessment and analysis, and the implementation of strategies and specific 
actions to control, reduce and transfer risks. It is widely practiced by 
organizations to minimise risk in investment decisions and to address 
operational risks such as those of business disruption, production failure, 
environmental damage, social impacts and damage from fire and natural 
hazards. Risk management is a core issue for sectors such as water supply, 
energy and agriculture whose production is directly affected by extremes of 
weather and climate. (source: UNISDR) 
§ Susceptibility: is understood as the probability of sustaining harm should a 
natural hazard occur. (United Nations University, 2013) 
§ Sustainable development: Development that meets the needs of the present 
without compromising the ability of future generations to meet their own 
needs. This definition is very succinct but it leaves unanswered questions 
regarding the meaning of the word development and the social, economic and 
environmental processes involved. Disaster  risk is associated with 
unsustainable elements of development such as environmental degradation, 
while conversely disaster risk reduction can contribute to the achievement of 
sustainable development, through reduced losses and improved development 
practices. (source: UNISDR) 
§ Vulnerability: The characteristics and circumstances of a community, system 
or asset that make it susceptible to the damaging effects of a hazard. There are 
many aspects of vulnerability, arising from various physical, social, economic, 
and environmental factors. Examples may include poor design and 
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construction of buildings, inadequate protection of assets, lack of public 
information and awareness, limited official recognition of risks and 
preparedness measures, and disregard for wise environmental management. 
Vulnerability varies significantly within a community and over time. This 
definition identifies vulnerability as a characteristic of the element of interest 
(community, system or asset) which is independent of its exposure. However, 
in common use the word is often used more broadly to include the element’s 
exposure. (source: UNISDR) 
In the thesis vulnerability refers predominantly to physical vulnerability and hence 
building, infrastructure etc. Vulnerability has probably not only most definitions 
of the terms listed here but the concept has been continuously widened towards a 
more comprehensive approach (Figure 1) that encompass susceptibility, exposure, 
coping capacity, adaptive capacity, as well as various different thematic areas, 
such as physical, social, economic, environmental and institutional vulnerability 
(Joern Birkmann, 2007; Jörn Birkmann & Vulnerability, 2006; J. Birkmann & 
Wisner, 2006). 
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Figure 1: The spheres of vulnerability. Source: Joern Birkmann (2007) 	  
