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DISCRIMINANTS OF CUBIC CURVES AND DETERMINANTAL
REPRESENTATIONS
MANH HUNG TRAN
Abstract. The discriminant of a smooth plane cubic curve over the complex num-
bers can be written as a product of theta functions. This provides an important
connection between algebraic and analytic objects. In this paper, we perform a new
approach to obtain this classical result by using determinantal representations. More
precisely, one can represent a non-singular cubic form as the determinant of a matrix
whose elements are linear forms. Theta functions naturally appear in this represen-
tation and thus in the discriminant of the cubic.
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1. Introduction
The discriminant of a plane cubic curve is a polynomial of degree 12 in coefficients
of the cubic with 2040 monomials (see [8, p. 4]). But over C, we have short expressions
in terms of theta constants. Consider the classical case where our smooth projective
cubic curve C is defined by the affine Weierstrass equation:
y2 = 4x3 − g2x− g3.
Using the Weierstrass parametrization, there exists a unique lattice Λ = ω1Z + ω2Z
with some complex numbers ω1, ω2 such that Im(ω2/ω1) > 0 and C(C) ∼= C/Λ. Let
τ := ω2/ω1 and apply the discriminant formula ∆ = 2
12(g32−27g
2
3) from [1, p. 367-368],
we have that
∆ = 216
(
pi
ω1
)12
(θ2(0, τ)θ3(0, τ)θ4(0, τ))
8. (1)
1
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Here θ2, θ3 and θ4 are the three even Jacobi theta functions. The details of theta
functions will be described in Section 2.
We want to study the above discriminant formula with a new approach using deter-
minantal representations. For a homogeneous polynomial φ, we construct a matrix U
whose elements are linear forms such that we can write φ = λ det(U) for some constant
λ 6= 0. The study of φ has thus been moved to the study of the matrix U . In general,
only plane curves and quadratic, cubic surfaces admit a determinantal representation
as confirmed in [6]. The reader can have a look at [3] for a general discussion of this
topic.
Starting with Weierstrass cubics, we find theta functions in their determinantal rep-
resentations as well as in the discriminants. Let
a = θ2(0, τ), b = θ3(0, τ), c = θ4(0, τ), (2)
we will prove the following
Theorem 1.1. Let Cφ be a smooth curve given by the Weierstrass form
φ(x, y, z) = y2z − 4x3 + g2xz
2 + g3z
3,
where g2 and g3 belong to a field K. Then φ admits determinantal representations

2x+ tz y + dz (3t2 − g2)z
0 x− tz y − dz
z 0 −2x− tz

 ,
with t, d ∈ K being arbitrary such that d2 = 4t3 − g2t − g3. When K = C, there is a
natural choice for t, d which produces a determinantal representation for φ in terms of
theta constants as follows

2x− pi
2
3ω2
1
(a4 + b4)z y −( pi
ω1
)4c8z
0 x+ pi
2
3ω2
1
(a4 + b4)z y
z 0 −2x+ pi
2
3ω2
1
(a4 + b4)z

 .
Here the even theta constants a, b, c were defined as in (2).
The first part of this theorem uses the method in [14, Section 2] where the author
established similar representations for other type of Weierstrass equations of the form
y2z = x(x+ ϑ1z)(x+ ϑ2z) with some constants ϑ1, ϑ2 ∈ K. The discriminant formula
(1) is then a consequence of the second part of this theorem using resultant as in Section
2.
Our goal is to study this phenomena for general smooth cubic curves using deter-
minantal representations. One can actually provide determinantal representations for
any non-rational complex plane curve by using a result in [2] as we will see later in
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Section 3. This deduces in particular the formula of the discriminant of plane cubics
by using resultant. Since a cubic curve Cφ over C always has a flex point, it can be
transformed to a Weierstrass form after a linear coordinate change M (see [5, Sec-
tion 4.4]). The resulting Weierstrass form is isomorphic to C/Λ for a unique lattice Λ
coming the Weierstrass parametrization. Write Λ = ω1Z + ω2Z for some ω1, ω2 ∈ C
satisfying Im(ω2/ω1) > 0 and denote by τ = ω2/ω1, we will prove the following result.
Theorem 1.2. Let Cφ be a smooth plane cubic curve over C defined by a cubic form
φ and ∆φ be the discriminant of φ, we have
∆φ =
216
det(M)12
(
pi
ω1
)12
(abc)8, (3)
where a, b, c were defined as in (2).
This result is known but the above approach with determinantal representations is
new.
The discriminant formulae (1) and (3) are remarkable since they provide a connection
between algebraic (discriminants) and analytic (theta functions) objects. There is a
similar formula in the case of quartic curves studied by Klein [10, p. 72]. We will provide
an overview to this formula and a known result on determinantal representations of
plane quartics in the last section.
2. Determinantal representations of Weierstrass cubics
We will in this section study discriminants of smooth curves in Weierstrass form and
provide a proof to Theorem 1.1. Consider a smooth curve Cφ given by
φ(x, y, z) = y2z − 4x3 + g2xz
2 + g3z
3, (4)
where g2 and g3 are elements in a field K. We want to find the 3 × 3 square matrices
L,M,N such that
det(xL+ yM + zN) = φ(x, y, z).
The following determinantal representations of φ:

2x+ tz y + dz (3t2 − g2)z
0 x− tz y − dz
z 0 −2x− tz

 (5)
is obtained from [14, Section 2], where t, d ∈ K be such that d2 = 4t3− g2t− g3. It can
be checked that the determinant of (5) is equal to φ.
Now we move to the theory of theta functions to study the case when K = C. The
following discussion bases on Wang and Guo [15]. In this case, there exists a unique
lattice Λ coming from the Weierstrass parametrization such that Cφ(C) ∼= C/Λ. Here
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Λ = ω1Z+ ω2Z for some ω1, ω2 ∈ C with τ = ω2/ω1 ∈ H. The two coefficients g2 and
g3 of the curve given by φ can be determined by (see [15, p. 509])
g2 =
2
3
(
pi
ω1
)4
(a8 + b8 + c8),
g3 =
4
27
(
pi
ω1
)6
(a4 + b4)(b4 + c4)(c4 − a4),
where a = θ2(0, τ) = e
piiτ
4 θ(1
2
τ, τ), b = θ3(0, τ) = θ(0, τ) and c = θ4(0, τ) = θ(
1
2
, τ) with
the even Jacobi theta functions:
θ(z, τ) = θ3(z, τ) :=
∞∑
n=−∞
exp(piin2τ + 2piinz),
θ2(z, τ) = exp(piiτ/4 + piiz)θ(z + τ/2, τ),
θ4(z, τ) = θ(z + τ/2, τ).
The above a, b, c are called even theta constants.
Since (t, d) is a point on the affine curve associated to Cφ defined by {z 6= 0}, it
is determined by theta constants via Weierstrass P-function and so are all the coeffi-
cients in the linear matrix (5). To be precise, we consider the Weierstrass P-function
associated to the lattice Λ defined for all s /∈ Λ as
P(s) = P(s;ω1, ω2) :=
1
s2
+
∑
(m,n)∈Z2\(0,0)
(
1
(s+mω1 + nω2)2
−
1
(mω1 + nω2)2
)
.
As in [15, p. 469], it satisfies the differential equation
P ′(s)2 = 4P(s)3 − g2P(s)− g3.
The point (t, d) on the curve can be parametrized as t = P(s) and d = P ′(s) for some
s /∈ Λ. It is known that the discriminant of the cubic (4) is given by the formula
∆φ = 2
12(g32 − 27g
2
3) = 2
16
(
pi
ω1
)12
(abc)8. (6)
We will give another proof for the formula (6) using resultant and the determinan-
tal representation (5). From [8, p. 434], the discriminant of a homogeneous cubic
polynomial φ(x, y, z) can be computed by resultant defined there as
∆φ = −Res(φx, φy, φz)/27. (7)
The reader can have a look at [8, Chapter 13] for a general discussion about resultants.
We choose the minus sign here so that the sign of the discriminant is compatible to
other sections of the paper. To simplify the computation, we choose a special value
for the Weierstrass function P(s), namely, the 2-torsion point s = ω2/2. In this case
P(ω2/2) = −
pi2
3ω2
1
(a4 + b4) and P ′(ω2/2) = 0 by [15, p. 470,509]. Then d = 0 and
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t = − pi
2
3ω2
1
(a4 + b4). Besides, using the Jacobi’s identity a4 + c4 = b4 (see [15, p. 504]),
the matrix (5) can be written in the form

2x− pi
2
3ω2
1
(a4 + b4)z y −( pi
ω1
)4c8z
0 x+ pi
2
3ω2
1
(a4 + b4)z y
z 0 −2x+ pi
2
3ω2
1
(a4 + b4)z

 . (8)
Theorem 1.1 has thus been proved. From the representation φ = det(U), where U is
given by (8), we get that
φx = −12x
2 +
2
3
(
pi
ω1
)4
(a8 + b8 + c8)z2,
φy = 2yz, and
φz = y
2 +
4
3
(
pi
ω1
)4
(a8 + b8 + c8)xz +
4
9
(
pi
ω1
)6
(a4 + b4)(b4 + c4)(c4 − a4)z2.
The discriminant ∆φ of the cubic φ is then obtained via (7)
∆φ = 2
16
(
pi
ω1
)12
(abc)8.
In fact, we can directly use (7) to the curve (4). However, this approach of determi-
nantal representations might be applied to more general cases. More details will be
explained in Section 4.
3. Determinantal representations of complex plane curves
In Section 2, we have already seen that one can compute the discriminant of smooth
curves over C in Weierstrass form by using determinantal representations. Our goal
is to generalize this result to any smooth cubic curve. To do this, one can compute
determinantal representations of plane curves of arbitrary degrees based on Theorem
5.1 in [2]. We will in this section prove Theorem 3.3. Let us first introduce some
notations.
Let X be a compact Riemann surface, let L is a line bundle of half differentials on
X (a theta characteristic), i.e., L⊗2 is the canonical bundle ωX on X and let χ be a
flat line bundle over X such that h0(χ⊗L) = 0. We associate to χ the Cauchy kernel
K(χ; ·, ·) as defined in Section 2 of [2]. Let λ1, λ2 be two scalar meromorphic functions
on X , which generate the whole field of meromorphic functions. Assume that all poles
of λ1, λ2 are simple and labeled as P1, ..., Pd ∈ X . One can write the Laurent expansion
of λk at Pi (1 ≤ i ≤ d, k = 1, 2) with some fixed local coordinate ti = ti(P ) centered at
P = Pi
λk(P ) = −
cik
ti
− dik +O(|ti|).
Then we define the d× d matrices L,M,N by
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L = diag1≤i≤d(ci2), M = diag1≤i≤d(−ci1), N = (nij)i,j,
where
nij =


di1ci2 − di2ci1, i = j;
(ci1cj2 − cj1ci2)
K(χ;Pi, Pj)
dtj(Pj)
, i 6= j.
The result mentioned in [2] is the following
Proposition 3.1. The map pi0 : X → C
2 given by pi0(P ) = (λ1(P ), λ2(P )) maps
X\{P1, ..., Pd} onto the affine part C
0 of an algebraic curve C ⊂ P2 and extends to a
proper birational map pi : X → C of X in P2. The defining irreducible homogeneous
polynomial φ(x, y, z) of C is such that (up to multiplying by some constant)
φ(x, y, z) = det(xL+ yM + zN).
Here the affine part C0 of C is defined by {z 6= 0}.
The authors in [2] prove a more general version of the above proposition where they
consider χ to be any flat vector bundle. We restrict here to the case of line bundle
since it is enough for our purpose.
Suppose in this case that χ is defined by a unitary representation of the fundamental
group of X given by
χ(αi) = exp(−2piiai) and χ(βi) = exp(2piibi), i = 1, ..., g,
where ai, bi ∈ R, g is the genus of X and α1, ..., αg, β1, ..., βg form a symplectic basis of
H1(X,Z). Let (η1, ..., ηg) be a basis of holomorphic 1-forms on X , we form from these
bases the period matrix (Ω1 | Ω2) which is the g × 2g-matrix whose entries are
(Ω1)ij =
∫
αj
ηi and (Ω2)ij =
∫
βj
ηi, for i, j = 1, ..., g.
We choose the canonical basis (η1, ..., ηg) of holomorphic 1-forms such that
∫
αi
ηj = δij ,
then the corresponding period matrix will be of the form (Ig | Ω). The matrix Ω lies
in the Siegel upper half space Hg and it is called the Riemann period matrix of X with
respect to the homology basis α1, ..., αg, β1, ..., βg. We fix such a symplectic homology
basis and the resulting period matrix Ω. Let J(X) = Cg/(Zg+ΩZg) be the Jacobian of
X and ϕ : X → J(X) be the Abel-Jacobi map with any fixed base point. An explicit
formula for the Cauchy kernel is given in [2, Theorem 4.1] as follows
K(χ;P,Q) =
θ[δ](ϕ(Q)− ϕ(P ))
θ[δ](0)E(Q,P )
, (9)
where θ[δ] is the associated theta function with characteristic δ = b + Ωa = ϕ(χ)
(a = (aj)j and b = (bj)j) and E(·, ·) is the prime form on X × X . Recall from [7,
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Chapter II] that the prime form E is a bi-half-differential with simple zeros along the
diagonal of X ×X .
Here the theta characteristic L is chosen such that ϕ(L) = −K, where K is the
vector of Riemann constants. As a consequence of the Riemann singularity theorem,
θ(b + Ωa) 6= 0 if and only if h0(χ ⊗ L) = 0. Hence θ[δ](0) 6= 0 and the formula (9)
makes sense.
From Proposition 3.1, one can explicitly provide determinantal representations for
complex plane curves using theta functions and the Abel-Jacobi map. The reader can
have a look at [9, Section 4], [13, Theorem 6] or [4, Theorem 2.2] for reference. Note
that results in the reference above only apply to the family of hyperbolic curves with
a normalization. However, it can be written in the following general form.
Proposition 3.2. Let Cφ ⊂ P
2 be a non-rational irreducible complex plane curve
defined by φ = 0, where φ(x, y, z) is an irreducible homogeneous polynomial of degree
d. Suppose the d intersection points of Cφ with the line {y = 0} are distinct non-
singular points P1, ..., Pd with coordinates Pi = (1, 0, βi), βi 6= 0. Then
φ(x, y, z) = λ det(xM + yN + zI),
where λ = φ(0, 0, 1), M = diag(−β1, ...,−βd) and N = (nij)i,j with
nii = −βi
φy(1, 0, βi)
φx(1, 0, βi)
and for i 6= j
nij =
βi − βj
θ[δ](0)
.
θ[δ](ϕ(Pj)− ϕ(Pi))
E(Pj, Pi)
.
1√
d(−y/x)(Pi)
√
d(−y/x)(Pj)
.
Here δ is an even theta characteristic such that θ[δ](0) 6= 0, ϕ : X → J(X) is the
Abel-Jacobi map from the desingularizing Riemann surface X of Cφ to its Jacobian
and E(., .) is the prime form on X ×X.
We want to generalize Proposition 3.2 in such a way that the line {y = 0} is replaced
by a general line passing through distinct points of Cφ.
Let l be a line defined by αx + βy + γz = 0 so that its affine part l0 defined by
αx + βy + γ = 0 intersects the affine part C0φ of Cφ at d distinct non-singular points
P 0i , i = 1, ..., d. Since α and β can not be both zero, we can suppose w.l.o.g that β 6= 0
(the case α 6= 0 can be treated similarly). In this case, we can suppose further that
β = −1. Therefore, the line l can be rewritten as y = αx + γz. Assume that the
intersections points P 0i of l
0 and C0φ have non-zero x-coordinates so that we can write
P 0i = (1/βi, α/βi + γ) with βi 6= βj if i 6= j. Thus the intersection points of l and Cφ
are Pi = (1, α+ γβi, βi). We now prove the following
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Theorem 3.3. Let Cφ ⊂ P
2 be a non-rational irreducible complex plane curve de-
fined by φ = 0, where φ(x, y, z) is an irreducible homogeneous polynomial of degree
d. Suppose the d intersection points of Cφ with the line {y = αx + γz} are distinct
non-singular points P1, ..., Pd with coordinates Pi = (1, α+ γβi, βi), βi 6= 0. Then up to
multiplying by some constant
φ(x, y, z) = det((M − αN)x+Ny + (I − γN)z),
where M = diag(−β1, ...,−βd) and N = (nij)i,j with
nii = −
βiφy(Pi)
(φx + αφy)(Pi)
and for i 6= j
nij =
θ[δ](ϕ(Pj)− ϕ(Pi))
θ[δ](0)E(Pj, Pi)
βi − βj√
βi(αdx− dy)(Pi)
√
βj(αdx− dy)(Pj)
.
Here δ is an even theta characteristic such that θ[δ](0) 6= 0, ϕ : X → J(X) is the
Abel-Jacobi map from the desingularizing Riemann surface X of Cφ to its Jacobian
and E(., .) is the prime form on X ×X.
Proof. Apply Proposition 3.1 with the pair of meromorphic functions on the desingu-
larizing Riemann surface X of Cφ:
λ1 =
1
y − αx− γ
, λ2 =
x
y − αx− γ
and the local coordinates t = αx−y+γ
x
at the poles Pi (zeros of αx − y + γ). The next
step is to write down Laurent expansions of λ1, λ2 at Pi. We have
λ2 = −1/t⇒ ci2 = 1, di2 = 0 ∀i.
At Pi we have λ1 = −
1
t
( 1
x
). Since
1
x
= βi +
d( 1
x
)
d(αx−y+γ
x
)
(Pi)t+O(|t|
2) = βi + βi
dx
d(y − αx)
(Pi)t+O(|t|
2),
one deduces that
ci1 = βi, di1 = βi
dx
d(y − αx)
(Pi).
We then obtain from Proposition 3.1 that (up to some constant)
φ = det((M − αN)x+Ny + (I − γN)z),
where M = diag(−β1, ...,−βd) and N = (nij) with
nii = βi
dx
d(y − αx)
(Pi)
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and for i 6= j
nij =
θ[δ](ϕ(Pj)− ϕ(Pi))
θ[δ](0)E(Pj, Pi)
βi − βj
d(αx−y+γ
x
)(Pj)
.
Here δ is an even theta characteristic with θ[δ](0) 6= 0. Note that the affine part C0φ of
Cφ is defined by
{(λ1(P ), λ2(P )) | P ∈ X \ {P1, ..., Pd}}.
Furthermore, if we replace N by the matrix N ′ which has the same diagonal elements
as N but different off-diagonal elements
n′ij =
θ[δ](ϕ(Pj)− ϕ(Pi))
θ[δ](0)E(Pj , Pi)
βi − βj√
d(αx−y+γ
x
)(Pi)
√
d(αx−y+γ
x
)(Pj)
,
then the determinantal representation does not change. Indeed, let
U = (M − αN)x+Ny + (I − γN)z
and
U ′ = (M − αN ′)x+N ′y + (I − γN ′)z,
if we multiply the ith-column of U and the ith-row of U ′ (for i = 1, ..., d) with the term√
d(αx−y+γ
x
)(Pi) then both of them will become the same matrix U
∗. Consequently,
det(U) = det(U ′) =
det(U∗)∏d
i=1
√
d(αx−y+γ
x
)(Pi)
.
Observe that d(αx−y+γ
x
)(Pi) = βi(αdx− dy)(Pi) and
dx
d(y − αx)
(Pi) = −
φy(Pi)
(φx + αφy)(Pi)
by implicit function theorem with the fact that (φx + αφy)(Pi) 6= 0. Indeed, since
the polynomial f(x) := φ(x, αx + γ, 1) has distinct roots (1/βi) we conclude that
f ′(1/βi) 6= 0 and hence (φx + αφy)(Pi) 6= 0. This completes the proof of Theorem
3.3. 
Proposition 3.2 is then established by reducing to the case α = γ = 0. Theorem 3.3
will be applied in the next section to get a formula for the discriminant of plane cubic
curves.
Remark 3.4. One can also reformulate the analogous statement to the Theorem 3.3
if the line y = αx+ γz is replaced by x = αy + γz.
4. Discriminants of plane cubic curves
We now study the main object of interest in which we consider a smooth plane curve
Cφ over C defined by the cubic form φ. The affine part of the curve Cφ is parametrized
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as
{(x, y, 1) = (R1(P(s),P
′(s)), R2(P(s),P
′(s)), 1)},
where P(s;ω1, ω2) is the Weierstrass P-function associated to some ω1, ω2 ∈ C satisfy-
ing Im(ω2/ω1) > 0.
In this section, we use the standard notation τ of genus one case instead of Ω for
the period matrix. Moreover, we use the general Jacobian C/(ω1Z + ω2Z) in place of
the normalized one C/(Z + τZ) for τ = ω2/ω1 in order to use the properties of the
function P. By this change, an extra factor 1/ω1 appears in the below elements nij
(i 6= j) in comparing with Theorem 3.3. This idea was mentioned in [4, Theorem 2.4].
In addition, we use the notation θδ (δ = 1, 2, 3, 4) for theta functions as in Section 2
instead of θ[δ].
The prime form E(P,Q) in genus one case is better understood so that a consequence
of Theorem 3.3 is obtained as follows
Corollary 4.1. Let Cφ ⊂ P
2 be a smooth plane cubic curve defined by φ = 0, where
φ(x, y, z) is a non-singular homogeneous cubic polynomial. Suppose the line y = αx+γz
intersects Cφ at 3 distinct points P1, P2, P3 with coordinates Pi = (1, α+γβi, βi), βi 6= 0.
Then up to multiplying by some constant
φ(x, y, z) = det((M − αN)x+Ny + (I − γN)z), (10)
where M = diag(−β1,−β2,−β3) and N = (nij)i,j with
nii = −
βiφy(Pi)
(φx + αφy)(Pi)
and for i 6= j
nij =
θ′1(0)θδ((Qj −Qi)/ω1)
ω1θδ(0)θ1((Qj −Qi)/ω1)
βi − βj√
βi(αR
′
1 − R
′
2)(Qi)
√
βj(αR
′
1 − R
′
2)(Qj)
Here δ is any even theta characteristic, i.e., δ = 2, 3 or 4 and Qi = ϕ(Pi). Note that
we also have an analogous statement of this corollary by Remark 3.4.
The field of meromorphic functions on a general genus one curve is generated by P,P ′
associated to some periods ω1, ω2. Thus R1 and R2 are rational functions on P,P
′. In
general, R1 and R2 have complicated expressions. But we have better interpretations
in the case of plane cubic curves. In this case, Cφ always has a flex point and hence can
be transformed to a Weierstrass form after a linear coordinate change (see [5, Section
4.4]). Thus, we are able to present rational functions R1, R2 as:
R1(s) = λ11P(s) + λ12P
′(s) + λ13,
R2(s) = λ21P(s) + λ22P
′(s) + λ23. (11)
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The constants λij ∈ C satisfy λ11λ22 6= λ12λ21 and depend on the coefficients of φ. Here
we fix any flex point and the corresponding periods ω1, ω2 coming from the Weierstrass
parametrization of the Weierstrass form.
To shorten the determinantal representation, one should look at 2-torsion points
to simplify θ and P. More precisely, we consider the line l which intersects Cφ at
the points Pi such that the corresponding points Qi on the torus C/(ω1Z + ω2Z) are
ω1/2, (ω1 + ω2)/2 and ω2/2 respectively. Suppose that the x-coordinates of Pi are all
non-zero. We will treat the case l to have the form y = αx+ γz and then make use of
Corollary 4.1. The other case can be treated similarly using Remark 3.4. The choice of
2-torsion points gives us the convenience to work with some computations below. Let
a = θ2(0, τ), b = θ3(0, τ), c = θ4(0, τ), where τ = ω2/ω1, we will prove the following
Proposition 4.2. Let Cφ ⊂ P
2 be a smooth plane curve defined by φ = 0, where
φ(x, y, z) is a non-singular homogeneous cubic polynomial. Suppose the line y = αx+γz
intersects Cφ at 3 distinct points P1, P2, P3 with coordinates Pi = (1, α+γβi, βi), βi 6= 0
so that the corresponding points Qi = ϕ(Pi) of Pi on the torus C/(ω1Z + ω2Z) are
ω1/2, (ω1 + ω2)/2 and ω2/2 respectively. Denote by k = αλ12 − λ22, then we have the
following expressions (up to some constant) for the discriminant ∆φ of φ
∆φ =
λ611ω
24
1
28k12pi24(abc)16
(β1 − β2)
6(β1 − β3)
6(β2 − β3)
6
and
∆φ = 16
(
λ211piβ1β2β3
2kω1
)12
(abc)8.
Proof. By [15, p. 470, 509], we have P ′(Qi) = 0 for all i and
P(Q1) =
pi2
3ω21
(b4 + c4), P(Q2) =
pi2
3ω21
(a4 − c4), P(Q3) = −
pi2
3ω21
(a4 + b4).
Besides, P ′′(s) = 6(P(s))2−g2/2 with g2 =
2
3
( pi
ω1
)4(a8+b8+c8) as in [15, p. 469]. Thus
P ′′(Q1) =
2pi4b4c4
ω41
, P ′′(Q2) = −
2pi4a4c4
ω41
, P ′′(Q3) =
2pi4a4b4
ω41
.
We also have for each i
−
φy(Pi)
(φx + αφy)(Pi)
=
dx
d(y − αx)
(Pi) =
R′1
(R′2 − αR
′
1)
(Qi) =
λ12
λ22 − αλ12
.
Now, choose δ = 3 to simplify the matrix N in Corollary 4.1. Let k1 = −λ12/k and
note that θ′1(0) = piabc as in [15, p. 507], we have nii = k1βi and n13 = n31 = 0 as
θ((1 + τ)/2) = 0. Moreover,
n212 = n
2
21 =
pi2(abc)2θ2
(
τ
2
)
(β1 − β2)
2
ω21k
2b2θ21
(
τ
2
)
β1β2P ′′(Q1)P ′′(Q2)
=
ω61(β1 − β2)
2
4k2pi6β1β2b4c8
,
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n223 = n
2
32 =
pi2(abc)2θ2
(
1
2
)
(β2 − β3)
2
ω21k
2b2θ21
(
1
2
)
β2β3P ′′(Q2)P ′′(Q3)
= −
ω61(β2 − β3)
2
4k2pi6β2β3a8b4
.
Here we use the fact that (see [15, p. 502])
θ
(τ
2
)
= q−
1
8a, θ1
(τ
2
)
= iq−
1
8 c, θ
(
1
2
)
= c, θ1
(
1
2
)
= a
with q = e2piiτ . One has 1/βi = λ11P(Qi) + λ13 from (11) and the fact R1(Qi) = 1/βi.
Therefore,
β1 − β2
β1β2
= λ11(P(Q2)− P(Q1)) = −λ11
pi2c4
ω21
,
β1 − β3
β1β3
= λ11(P(Q3)− P(Q1)) = −λ11
pi2b4
ω21
, (12)
β2 − β3
β2β3
= λ11(P(Q3)− P(Q2)) = −λ11
pi2a4
ω21
.
It can be seen from (12) that λ11 6= 0. Similarly we have λ21 = αλ11 from the identities
R2(Qi) = α/βi+γ. Breaking out the determinant (10), one get the following expression
for φ (up to some constant λ)
−β1β2β3x
3 + 3β1β2β3k1x
2y + (β3n
2
12 + β1n
2
23 − 3β1β2β3k
2
1)xy
2+
k1(β1β2β3k
2
1−β3n
2
12−β1n
2
23)y
3+(β1β2+β1β3+β2β3)x
2z−2k1(β1β2+β1β3+β2β3)xyz
+(k21(β1β2+β1β3+β2β3)−n
2
12−n
2
23)y
2z−(β1+β2+β3)xz
2+k1(β1+β2+β3)yz
2+z3. (13)
Consequently, Res(φx/λ, φy/λ, φz/λ) =
(−432)(β2 − β3)
2(β1 − β2)
2n423n
4
12(β1 − β3)
6(β2n
2
12 − β3n
2
12 − β1n
2
23 + β2n
2
23)
2.
The term β2n
2
12 − β3n
2
12 − β1n
2
23 + β2n
2
23 is equal to
(β1 − β2)(β2 − β3)ω
6
1
4k2pi6b4
(
β1 − β2
c8β1β2
+
β2 − β3
a8β2β3
)
= −
λ11ω
4
1(β1 − β2)(β2 − β3)
4k2pi4a4c4
,
where the later equality comes from (12). Furthermore,
(n12n23)
4 =
ω241 (β1 − β2)
4(β2 − β3)
4
28k8pi24(abc)16(β1β2)2(β2β3)2
=
λ411ω
16
1 (β1 − β2)
2(β2 − β3)
2
28k8pi16a8b16c8
.
The later equality again comes from (12). Hence
∆φ = −
1
27
Res(φx, φy, φz) =
λ12λ611ω
24
1
28k12pi24(abc)16
(β1 − β2)
6(β1 − β3)
6(β2 − β3)
6.
An alternative form of the discriminant can be established by using (12):
∆φ = 16
(
λλ211piβ1β2β3
2kω1
)12
(abc)8. (14)
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This completes the proof of Proposition 4.2. 
We now simplify the formula (14) by looking at the relationships between λ, λ11, k
and β1β2β3. It can be seen from (13) that λβ1β2β3 = −φ(1, 0, 0). The transformation
(11) means that if we write
x = λ11X + λ12Y + λ13,
y = λ21X + λ22Y + λ23
then the affine curve φ(x, y, 1) = 0 will be transformed to a Weierstrass equation
−Y 2 + 4X3 − g2X − g3 = 0. In addition, the inverse transformation
X = l11x+ l12y + l13,
Y = l21x+ l22y + l23
would transform the Weierstrass equation −Y 2 + 4X3 − g2X − g3 = 0 to:
4l311x
3 + 12l211l12x
2y + 12l11l
2
12xy
2 + 4l312y
3 + (12l211l13 − l
2
21)x
2+
(24l11l12l13 − 2l21l22)xy + (12l
2
12l13 − l
2
22)y
2 + (12l11l
2
13 − 2l21l23 − l11g2)x+ (15)
(12l12l
2
13 − 2l22l23 − l12g2)y + 4l
3
13 − l
2
23 − l13g2 − g3.
One can check that l11 = λ22/D, l12 = −λ12/D, l21 = −λ21/D and l22 = λ11/D with
D = λ11λ22− λ12λ21. Compare the coefficients of x
3 and x2y in (13) and (15), we have{
4l311 = −λβ1β2β3,
12l211l12 = 3λβ1β2β3k1.
Or {
4λ322 = −λβ1β2β3D
3,
12λ222λ12 = −3λβ1β2β3k1D
3.
The second identity shows that λ11 = −4λ
2
22/(λβ1β2β3D
2). Hence λλ311β1β2β3 = −4
from the first identity. The following result has thus been proved from (14).
Theorem 4.3. Let Cφ be a smooth plane cubic curve as in Proposition 4.2. Then the
discriminant ∆φ of φ satisfies
∆φ =
216
(λ11λ22 − λ12λ21)12
(
pi
ω1
)12
(abc)8.
Let us look at the example when φ is given in the Weierstrass form−y2+4x3−g2x−g3.
In this case, λ11 = λ22 = 1 and λ12 = λ21 = 0. We thus recover the classical formula
∆φ = 2
16( pi
ω1
)12(abc)8.
From Remark 3.4, one can also treat the other case where the line l passes through
2-torsion points of Cφ. Furthermore, the set of cubics φ in the above theorem forms
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an open dense subset of the space of all ternary cubics and we have thus obtained
Theorem 1.2.
5. Plane quartics and Klein’s formula
In this section, we provide an overview to a beautiful formula of Klein on plane
quartics, which are non-hyperelliptic curves of genus three. More concretely, let CF
be a smooth plane curve over C given by a quartic F , let α1, α2, α3, β1, β2, β3 be a
symplectic basis of H1(CF ,Z) and let η1, η2, η3 be the classical basis of holomorphic
1-forms of Ω1
C
(CF ) defined in [11, p. 329]. We construct from these the period matrix
[Ω1 Ω2] whose entries are
(Ω1)ij =
∫
αi
ηj and (Ω2)ij =
∫
βi
ηj , for i, j = 1, 2, 3.
De note by τ = Ω−12 Ω1, the discriminant ∆F of F satisfies the following formula (see
[10, p. 72], [11, Theorem 2.2.3]):
∆2F =
226pi54
(det Ω2)18
∏
δ even
θδ(0, τ). (16)
Here θδ is the Riemann theta function with characteristic δ = (δ1, δ2), where
δ1, δ2 ∈ {0, 1}
3, defined for any z ∈ C3 as:
θδ(z, τ) =
∑
n∈Z3
exp 2pii
(
1
2
(n+ δ1)
tτ(n + δ1) + (n+ δ1)
t(z + δ2)
)
.
The product in (16) runs over all 36 even theta characteristics of genus three. The
characteristic δ is called even if the corresponding theta function θδ is an even function
in z. This formula should be compared with (1) in the cubic case. One can ask if it is
possible to use determinantal representations to establish the formula (16) or not? For
this, the authors in [12, Corollary 5.3] have obtained determinantal representations for
plane quartics described by theta constants. More concretely, they use plane quartics’
bitangents to construct the representations. Thus it might be interesting to explore
the problem in this case.
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