Multi-stage stochastic programming problems arise in many practical situations, such as production and manpower planning, portfolio selections and so on. In general, the deterministic equivalences of these problems can be very large, and may not be solvable directly by general-purpose optimization approaches. Sequential quadratic programming methods are very effective for solving medium-size nonlinear programming. By using scenario analysis technique, a decomposition method based on SQP for solving a class of multi-stage stochastic nonlinear programs is proposed, which generates the search direction by solving parallelly a set of quadratic programming subproblems with size much less than the original problem at each iteration. Conjugate gradient methods can be introduced to derive the estimates of the dual multiplier associated with the nonanticipativity constraints. By selecting the step-size to reduce an exact penalty function sufficiently, the algorithm terminates finitely at an approximate optimal solution to the problem with any desirable accuracy. Some preliminary numerical results are reported.
Introduction
Stochastic programming studies the optimization problems with data under uncertainty. Multi-stage stochastic programming problems arise in many practical situations, such as production and manpower planning, portfolio selections and so on. Consider the following multi-stage stochastic program with recourse: min x∈Xĉ 0 (x) + E ξ 1 Q 1 (x, ξ 1 ), (1.1) where X = {x|c 0 (x) = 0} ⊆ ℜ n 0 , the recourse function Q 1 (x,ξ 1 ) = min y 1 q 1 (x, y 1 ,ξ 1 ) + E ξ 2 Q 2 (x, y 1 ,ξ 1 , ξ 2 ) subject to c 1 (x, y 1 ,ξ 1 ) = 0 (1.2) and for t = 2, · · · , T − 1, recursively we have Q t (x, y 1 , · · · , y t−1 ,ξ 1 , · · · ,ξ t ) = min yt q t (x, y 1 , · · · , y t−1 , y t ,ξ 1 , · · · ,ξ t ) +E ξ t+1 Q t+1 (x, y 1 , . . . , y t ,ξ 1 , . . . ,ξ y , ξ t+1 )(1.3) subject to c t (x, y 1 , · · · , y t ,ξ 1 , · · · ,ξ t ) = 0, (1.4)
Q T = 0. x ∈ ℜ n 0 is the deterministic vector,ξ i is the realization of the random vector ξ i . y i ∈ ℜ n i is the decision vector in the i-th stage, which is generated recursively by x, y 1 , · · · , y i−1 andξ 1 , · · · ,ξ i , hence represents y i (x, y 1 , · · · , y i−1 ,ξ 1 , · · · ,ξ i ) actually. c 0 and c 0 are real-valued functions on ℜ n 0 . c t is random since it is related toξ 1 , · · · ,ξ t . For the discrete random vector ξ = (ξ 1 , · · · , ξ T −1 ), if c t has finite realizations c ti (i = 1, · · · , S t ), then all these c ti form the constraint functions on stage t. The details on the formulation of multi-stage stochastic programs can be found, e.g. in Kall and Wallace [14] .
Scenario analysis was introduced to deal with multi-stage stochastic programs by Rockafellar and Wets in 1987, which specifies the program into a finite number of scenarios for the considered time period. Let ξ = (ξ 1 , · · · , ξ T −1 ), and assume that (Ω, Θ, P ) is the associated probability space. Suppose that we have S scenarios ξ (s) = (ξ Constraints (1.7) are the so-called nonanticipativity constraints, which reflect the fact that scenarios sharing a common history up to any moment of time must have a common decision up to that moment. Readers can refer to Rockafellar and Wets [25] for more details on this reformulation.
In this paper, we consider to solve (1.5)-(1.7). It is assumed that f s : ℜ n → ℜ and h s : ℜ n → ℜ m are twice continuously differentiable functions, z (s) ∈ ℜ n , h si : ℜ n → ℜ(i = 1, · · · , m) and h s (z (s) ) = (h s1 (z (s) ), · · · , h sm (z (s) )) T . A i ∈ ℜ m 0 ×n , A = (A 1 , A 2 , · · · , A S ) ∈ ℜ m 0 ×nS is a full row rank matrix and has a special structure, which is identified for the concrete examples in section 5.
When the scenario number S is large, program (1.5)-(1.7) can be very large, and may not be solvable directly by general-purpose optimization approaches. Thus, the development of techniques of decomposition has been taking as one of the important choices for solving the stochastic programming, see e.g. Ruszczyński [27] . Moreover, the parallellization of computers provides the feasibility for implementing the decomposition methods.
There are many references contributed to the decomposition methods in linear and nonlinear programming in literature, e.g. see Lasdon [15] , Feinberg [7] , Han [11] , Ruszczyński [26] et al. Most of them are related to the well-known decomposition principle of Dantzig and Wolfe [6] , and to the duality theory based on the Lagrangian and augmented Lagrangian function.
The L-shaped decomposition method is efficient for solving multi-stage stochastic linear programs. In each cycle, sets of feasible cuts and optimal cuts are generated recursively, a sequence of decreasing feasible regions is derived. Some other methods for multi-stage stochastic linear programs can be found, e.g. in Birge [2] , Birge and Louveaux [3] and their references. More recently, Zhao [29] , [30] proposed the logarithmic barrier methods for solving multi-stage stochastic linear programs. Since all these methods are based on the special structures and properties of stochastic linear programs, it is difficult to generalize them to solve the stochastic nonlinear programs.
Based on scenario analysis technique, Rockafellar and Wets [25] proposed the progressive hedging method (PHA for short) for multi-stage stochastic programming, which is an iterative algorithm. Mulvey and Vladimirou [17] applied the progressive hedging method to the stochastic generalized networks, and has achieved satisfactory numerical results. The additional works on PHA include Chun and Robinson [5] , Helgason and Wallace [13] et al. One of difficulties in implementing PHA is the selection of a suitable penalty parameter. Chun and Robinson [5] showed that PHA is not the best candidate for the loosely-coupled scenario analysis problems, and the bundle-based decomposition method in Robinson [23] is more competitive than PHA. A new iterative method based on scenario analysis is proposed recently by Zhao [31] , which relaxes the nonanticipativity constraints by the Lagrangian dual approach and combines with the logarithmic barrier methods. The implementation on this method is in progress.
Sequential quadratic programming (SQP for short) is an iterative method, and very effective for solving medium-size nonlinear programming, e.g. see Fukushima [8] , Powell and Yuan [21] , Boggs and Tolle [4] , Liu and Yuan [16] et al. Recently, it has been applied to solve the complementarity problems, the variational inequality problems and the nonsmooth problems, for example, see Fukushima [9] , Pang et al [18] , Han et al [12] and Qi [22] . In this paper, SQP is applied to program (1.5)-(1.7), by combining with the Lagrangian dual approach, we present a decomposition method based on SQP, conjugate gradient methods can be introduced to derive the estimate of the dual multiplier associated with the nonanticipativity constraints (1.7), the search direction is generated by solving parallelly a set of quadratic programming subproblems with size much less than the original problem at each iteration. The global convergence of the algorithm is analyzed. The algorithm is also used to solve some stochastic nonlinear programs, and the preliminary numerical results are reported. Our method can be taken as one of examples of sequential quadratic programming in application to solving large-scale structural nonlinear optimization. This paper is organized as follows. In section 2, some discussions for the algorithm are presented. The algorithm is presented in section 3. In section 4 we analyze its global convergence. Some preliminary results are reported in section 5.
Although all notations can be identified easily from the context, we still list some of notations used in the paper for reader's convenience: A letter with the superscript (s) is only associated with the s-th scenario, for example, z (s) is the decision vector associated with the s-th scenario. A function with a subscript is also corresponding to the associated scenario. A vector with only one subscript k is corresponding to the iteration k. z = (z 
where 0 < α ≤ 1 is the step-size decided by some line search procedure. By applying SQP directly to (1.5)-(1.7), we have the following quadratic programming subproblem:
is an approximation to the Lagrangian Hessian of (1.5)-(1.7), and supposed to be positive definite. Since (2.2)-(2.4) has the same size as the original problem (1.5)-(1.7), it may also be very difficult to solve, even not be solvable directly by optimization approaches. To overcome this difficulty, we will use a Lagrangian dual to exploit the seperable structure of (2.3). What is more special and subtle, (2.3)-(2.4) may not be consistent for any given z since the coefficient vectors of (2.3)-(2.4) may be linearly dependent even if the coefficient vectors of (2.3) and the coefficient vectors of (2.4) respectively are linearly independent. The problem becomes even more involved when the Lagrangian dual approach is used. We relax the constraint (2.4) and obtain the Lagrangian dual of (2.2)-(2.4) as follows:
where
and µ ∈ ℜ m 0 is the multiplier vector corresponding to (2.4) . It is easy to verify that ϕ(µ) is a concave function. Denote by d(µ) the optimal solution of (2.6)-(2.7), We have the following properties on ϕ(µ).
Lemma 2.1 If ∇ s h s (s = 1, · · · , S) are full column rank, then ϕ(µ) is continuously differentiable, and we have
Proof. The Kuhn-Tucker condition of (2.6)-(2.7) implies that there is a λ(µ) ∈ ℜ mS such that for s = 1, 2, · · · , S,
By moving constants to the right-hand-side of the equation, (2.10)-(2.11) can be written as the following:
Since H s is positive definite and ∇ s h s is full column rank, the Jacobian of (2.12) is invertible. Thus, d(µ) is a linear function on µ. The result follows from (2.6).
which implies the result.
(ii) Differentiating (2.10)-(2.11) w.r.t µ, and doing some calculations, we have
By (i),
Thus, the result follows from (2.14).
It follows from Lemma 2.1 that ϕ(µ) is a quadratic function, since its Hessian ∇ 2 ϕ(µ) is not related to µ. The first-order coefficient vector is
) is the solution of the problem
which is the problem (2.6)-(2.7) with µ = 0.
Lemma 2.2
Suppose that there exists a µ + ∈ ℜ m 0 which maximizes the concave quadratic function
where ∇ 2 ϕ(0) is the same as (2.9), d + = d(µ + ). Then:
Thus, the result (1) follows immediately from the supposition of the lemma.
is the solution of (2.6)-(2.7), thus there is a λ + ∈ ℜ mS such that
Hence, the result follows from (1).
By (2.19) and (2.6)-(2.7), we have
The following result shows us that the µ + in Lemma 2.2 exists if some conditions hold.
Proof. The first part of the result is straightforward. In order to simplify the proof of the second part, we firstly prove that
is positive definite, if (V, U T ) has full column rank.
Since (V, U T ) has full column rank, by QR decomposition, we have
where Q is an unitary othogonal matrix, R is an upper-triangle matrix with all main diagonal elements being nonzero, Q 1 , Q 2 have the same number of columns with V and U T respectively. Thus,
Hence,
It is known that I − R 11 (R
is positive semi-definite, and R 22 is a full rank square matrix. Thus,B is positive definite. Now we prove the lemma. Since H s is positive definite, let
it follows from the supposition that (V, U T ) is full column rank. Thus, the result follows from (2.9) and the first part of the proof.
Although Lemma 2.3 implies that ϕ(µ) and q(µ) may have strictly concavity, we note very unfortunately the assumption that (∇h 1 (z) ∇h 2 (z) · · · ∇h S (z) A T ) has full column rank in Lemma 2.3 may not hold in many cases for multi-stage stochastic nonlinear programs, this observation can be verified easily from the examples in section 5.
The fact that the Jacobian in (2.3)-(2.4) is not full column rank may result in the inconsistency between the linearized constraints (2.3) and the constraints (2.4), which induces the corresponding dual multipliers λ + and µ + to tend to infinity. The next lemma shows that if the current iterate z meets the nonanticipativity constraints (1.7), then (2.3) and (2.4) are consistent under suitable assumptions. Thus, the existence of µ + is guaranteed by the duality theory of convex programming. Lemma 2.4 Let W = {z|Az = 0}. For anyz ∈ ℜn, suppose that all ∇c ti (t = 0, · · · , T − 1; i = 1, · · · , S t ) are linearly independent, where c ti is defined in (1.1)-(1.4). Then: (1) The linearized constraints (2.3) and (2.4) are consistent at any z ∈ W ; (2) There exists a µ + which maximizes (2.19).
Proof. (1) Firstly we prove that there exists a linear bijection θ : W → ℜn, wherē n is the dimension of W . Let the columns of E comprise a basis of the subspace W , and let F be a matrix such that F E = I. Then E ∈ ℜ nS×n , F ∈ ℜn ×nS , W = {Ez|z ∈ ℜn}. Define θ(z) = F z, it is easy to verify that θ is a bijection, and
For any z ∈ W letz = θ(z) ∈ Rñ. We consider the equatioñ .) It follows from the assumption that ∇c(z) is of full column rank that there is ad ∈ ℜn such that (2.35) holds. Thisd is also a solution of (2.34).
Let d = Ed. By using (2.33), we can write (2.34) as
Moreover, Ed ∈ W sinced ∈ ℜñ, we have
The result follows directly from (2.36) and (2.37).
(2) Since (2.5) is the dual of (2.2)-(2.4), and (2.3)-(2.4) has feasible solution, by the weak duality theorem, (2.5) is bounded. Furthermore, because ϕ(µ) is a convex quadratic function, the boundedness of the unconstrained problem (2.5) implies the existence of optimal solutions of (2.5). By (2.24), we have the result.
It is easy to note that the condition in Lemma 2.4 is based on problem (1.1)-(1.4). This is natural since our order is to solve problem (1.1)-(1.4). Under the condition of Lemma 2.4, by (1.9), we must have ∇ s h s to be of full column rank for all s = 1, · · · , S. However, the following example demonstrates the converse may not be true.
Example 2.5 Consider a two-stage problem with c ti (t = 0, 1; S 0 = 1, S 1 = 2) definded by
38)
40)
where (x 1 , x 2 ) is to the first stage, and y (1) , y (2) are corresponding to different realizations respectively. By notation (1.9), we have h 1 (z (1) ) = 0 and h 2 (z (2) ) = 0, which are below (2.43)-(2.45) and (2.46)-(2.48) respectively:
It is easy to verify that the Jacobian of (2.43)-(2.48) is of full column rank, but the Jacobian of (2.38)-(2.42) is not, which induces that the result of Lemma 2.4 does not hold.
Fortunately, under the condition of Lemma 2.4, since the simplicity of the nonanticipativity constraints, we can easily select an initial iteration point z 0 ∈ W . By Lemma 2.2, by maximizing (2.19) and then solving (2.6)-(2.7) to generate the search direction, we can ensure that the nonanticipativity constraints (1.7) hold at the new iterate. Thus, the algorithm can proceed. The details for the algorithm are stated in the next section. Doing line search is necessary for the global convergence of SQP methods. Generally, a step-size is selected such that the chosen merit function is reduced sufficiently along the search direction d. The l 1 exact penalty function (e.g. [19] , [8] and [9] ) can be taken as the merit function. Powell and Yuan [21] proposed a SQP algorithm that used the differentiable exact penalty function as the merit function. Liu and Yuan [16] proved the global convergence of their algorithm that used a penalty function defined by general convex norm. In this paper, we define the following l 1 exact penalty function as the merit function:
where ρ > 0 is the penalty parameter. However, since (1.7) holds for all iteration points, we just consider the function
The following lemma is a natural extension of a fundamental result in convex analysis (e.g. see Rockafellar [24] ).
51)
exists, and we have
Proof. The existence of N ′ (z; d) follows from the convexity of N(z) (see [24] ). By the properties of the norm, for 0 ≤ α < 1, we have
Then the result follows from (2.51).
It follows from Lemma 2.6 and the definition of the directional derivative (2.51) that
(2.54) (2.54) implies that if the right-hand-side of (2.52) is negative, then the penalty parameter ρ can be increased such that M ′ (z, ρ; d) < 0. Thus, the d such that the right-hand-side of (2.52) is negative can be a descent direction of the merit function M(z, ρ) for large ρ. On the other hand, if the right-hand-side of (2.52) is zero, then
The next result has a little difference from the common one for general sequential quadratic programming methods (e.g. see Fukushima [8] ).
Proof. (z * , λ * , µ * ) is a Kuhn-Tucker triple of problem (1.5)-(1.7), which implies that
By the first equation of (2.54), (2.51) and h s (z (s) ) = 0(s = 1, · · · , S),
Hence the result follows immediately from Ad = 0.
An appropriate stopping criterion should be designed to guarantee that the algorithm terminates finitely at the "desirable" point of the problem. Generally, the approximate Kuhn-Tucker condition of the original problem is one of the selections. Similar to [9] , a stopping criterion is introduced into our algorithm, which is a natural combination with our technique for the search direction.
For convenience of statement, we need the following definition: Definition 2.8 For any ǫ > 0, we call z an ǫ-optimal solution to the program (1.5)-(1.7), if there is a λ ∈ ℜ mS and a µ ∈ ℜ m 0 such that
If ǫ = 0, then z is a Kuhn-Tucker point of (1.5)-(1.7).
The algorithm
We present the algorithm for solving problem (1.5)-(1.7) in this section. In the algorithm, H ks , for s = 1, 2, · · · , S, is supposed to be the approximate Hessian of the Lagrangian
k is an estimate of the multiplier associated with h s .
is the value of −∇ 2 ϕ(0) at z k .
Algorithm 3.1
Step 0. Given z 0 ∈ ℜ nS such that (1.7) holds, H 0s ∈ ℜ n×n (s = 1, 2, · · · , S), ρ 0 > 0 and positive constants δ < 1 2 , ǫ, β < 1 and σ 0 > 0. Evaluate Step 1. For s = 1, 2, · · · , S, solve the subproblems
Step 2. Computing µ j+1 = µ j + d µ , where d µ is the solution to the unconstrained quadratic programming subproblem
and can be derived by conjugate gradient methods. If
then µ k+1 = µ j+1 , σ k+1 = ν j and go to Step 3; Else compute r = Ared j /P red j , where
. ν j is updated as the following:
0.5ν j , if r > 0.75; 4ν j , if r < 0.25; ν j , otherwise.
(3.7)
Let j = j + 1 and go to Step 2.
Step 3. For s = 1, 2, · · · , S, solve the subproblems
Step 4. Check if the stopping criterion
is satisfied. If yes, stop; Otherwise, go to step 5;
Step 5. Update the penalty parameter ρ. If
Step 6. Select the least positive integer r such that
Step 7. Update
k+1 ) for s = 1, 2, · · · , S and B k+1 . Set k = k + 1 and go to step 1. Note 1. One of the key difficulties for an iterative method is how to generate the search direction, by which the new approximate to the solution is generated. In Algorithm 3.1 we generate the search direction by solving a set of quadratic programming subproblems (3.3)-(3.9), where (3.3)-(3.4) is the decomposition of the problem (2.17)-(2.18). It is noted that (3.3)-(3.4) and (3.8)-(3.9) are quadratic programming subproblems with dimension n. Thus, they can be solved by standard algorithms for quadratic programming, such as the dual active set method proposed by Goldfarb and Idinani [10] and Powell [20] . On the other hand, for s = 1, 2, · · · , S, (3.3)-(3.4) and (3.8)-(3.9) can be solved parallelly. Note 2. (3.5) is a strictly concave unconstrained quadratic programming with dimension m 0 , which may be very large. If we apply Newton method to this problem, it needs only one iteration to get the optimal solution. The large memory, however, is required for the inverse matrix of B k + ν j I. We suggest to use conjugate gradient methods with exact line search procedure, which do not need the information on (B k + ν j I) −1 , and the optimal solution will be derived in finite iterations (e.g. see Bazaraa and Shetty [1] ).
Note 3.
Step 2 is designed for maximizing function q k (µ), which is defined by (2.19) . Since the Hessian of q k (µ) may be singular, our algorithm for maximizing (2.19 ) is similar to the well-known Levenberg-Marquardt method for the linear least square problems. Our numerical experiments show it is very efficient. On the other hand, in our implementation, instead of (3.6), we use
where ǫ 0 is a small tolerance scalar.
Note 4. H ks is updated by the damped BFGS formulae:
k+1 is a multiplier associated with h ks . It can be proved that H (k+1)s is positive definite if H ks is positive definite (see Powell [19] ).
Global convergence of the algorithm
In this section, we prove that the algorithm will terminate finitely at a Kuhn-Tucker point of the problem (1.5)-(1.7), or an ǫ-optimal solution with any desirable accuracy ǫ will be derived after finite iterations. If ǫ = 0, Algorithm 3.1 will converge to a Kuhn-Tucker point of the problem.
We need the following assumption: Assumption 4.1 (1) For s = 1, 2, · · · , S, f s and h s are twice continuously differentiable functions on ℜ n respectively; (2) For any k ≥ 0 and s = 1, · · · , S, ∇h s (z k ) has full column rank; (3) {z k } is bounded, i.e., there exists a bounded closed convex subset Q ⊂ ℜ nS , such that {z k } ⊂ Q; (4) H ks for k ≥ 0, s = 1, 2, · · · , S are positive definite and uniformly bounded; (5) {µ k } is bounded.
In Assumption 4.1, we do not use any condition on (1.1)-(1.4) since we assume that {µ k } is existed. Assumption 4.1 (1) and (3) are common in an analysis on global convergence of the algorithm for nonlinear smoothing optimization, (4) is general for convergence of SQP methods. Although Assumption 4.1 (2) may not hold for some problem, it is not restrictive and critical for the algorithm for solving (1.5)-(1.7), some technique for general nonlinear programs (e.g. see [16] ) can be introduced to deal with it. Assumption 4.1 (5) is necessary for the global convergence of our algorithm, which is not special in the class of multiplier methods.
It follows from (2.21) and Step 2 of the algorithm that
, then it follows from the Kuhn-Tucker condition of (3.8)-(3.9) that z k is a Kuhn-Tucker point of problem (1.5)-(1.7).
In order to prove the finite termination of our algorithm, we need the following lemmas. The next lemma shows that the penalty parameter in Algorithm 3.1 will keep constant after finite iterations.
Lemma 4.2 Under Assumption 4.1, there is a constantρ > 0 such that ρ k =ρ for all sufficiently large k.
Thus by (4.1),
Under Assumption 4.1, by (4.2)-(4.3) and doing some calculations, we have
Thus, by Assumption 4.1, there is a constant γ > 0 such that
Step 5 of the algorithm, {ρ k } is a monotonically nondecreasing sequence. Hence, (4.4) implies the desired result.
In the following analyses, for convenience of statement, we suppose that ρ k =ρ for all integer k ≥ 0. Let
then Π k is a convex function on d, Π k (0) = 0 and
For s = 1, 2, · · · , S, f s and h s are twice continuously differentiable functions, so ∇f s and ∇h s are Lipschitz continuous on the bounded set Q defined in Assumption 4.1 (3). In particular, there exists a positive constant a 0 such that
for anyẑ ∈ Q andz ∈ Q.
By (4.2), d
(s)
. Under Assumption 4.1, it follows from (4.6) that for s = 1, · · · , S, {d 
Proof. By the properties of the norm, (4.9) and (4.10), we have
where C 0 > 0 is a constant. Let C 1 = a 0 (1 +ρC 0 ), the desired result follows immediately.
The following result shows that the line search procedure in Algorithm 3.1 is well-defined and the step-size α k is bounded away from zero. 
for 0 < α ≤α and all k, whereα = min{1,
} andν = min{λ min (H ks ) : λ min (H ks ) is the minimum eigenvalue of H ks , s = 1, 2, · · · , S; k = 0, 1, 2, · · ·}. Moreover, the step-size α k in the algorithm satisfies that α k > βα.
Proof. By Π k (0) = 0 and the convexity of Π k , for 0 ≤ α ≤ 1, we have that
(4.12)
It follows from (4.8) and (3.11) that
Thus, for 0 < α ≤α, by Lemma 4.3,
which proves the first part of the result.
According to Step 6 of Algorithm 3.1,
Then, by (4.14),α k >α, which is the second part of the result.
The following result shows that our algorithm has global convergence. Proof. If for some positive integerk, dk = 0, then Algorithm 3.1 terminates finitely at the Kuhn-Tucker point zk.
Suppose that the algorithm will not terminate finitely, i.e., there is an infinite sequence {z k } which does not satisfy (3.10) for any given ǫ ′ .
Let ǫ ′ = 2ρǫ. By Lemma 4.2, there is an integer k 0 > 0, such that for k ≥ k 0 ,
It follows from (3.13), Lemma 4.4 and (4.13) that for k ≥ k 0 , 17) which implies that {M(z k ,ρ)} is a monotonically decreasing sequence. Thus, by Assumption 4.1, {M(z k ,ρ)} is convergent, which results in
It follows that there is a constant C 0 > 0 and a positive integer k 1 such that for
where γ is defined in (4.6).
Moreover, by (4.1),
A s z 
which is a contradiction. The contradiction implies the first part of the result.
Now we prove the last half of the result. Suppose that
′ → 0, taking the limit on the two sides of the second inequality of (4.22), we have
Thus, the desired result follows immediately from (4.2).
Preliminary numerical results
A MATLAB subroutine was programmed to test Algorithm 3.1, and run under version 5.3. All quadratic programming subproblems in Algorithm 3.1 were solved by quadprog.m, a M-file in MATLAB toolbox. Four test problems are originated from the modifications on the standard nonlinear programming problem 263 in Schittkowski [28] .
We chose termination tolerance scalar ǫ = 10 −6 . ǫ 0 in Algorithm 3.1 Note 3 is selected as 10 −8 . The initial parameters are δ = 0.01, β = 0.8, σ 0 = 1 and ρ 0 = 1. The initial approximation to the Lagrangian Hessian H 0s is selected to be the n × n identity matrix. The starting point is z (s) 0 = (10, 10, 10, 10, 10, 10) for s = 1, · · · , S. In order to see the performance of Algorithm 3.1 clearly, we just use two independent random variables ξ 1 and ξ 2 , and suppose that each may be 1 and 4 with the same probability and (ξ 1 ,ξ 2 ) is the realization of ξ = (ξ 1 , ξ 2 ). We have the same case if it is not specified later.
(TP1) is a two-stage stochastic program, and (z 1 , z 2 , z 3 , z 4 ) is the decision vector in the first stage, (z 5 , z 6 ) is the decision vector in the second stage. Thus, the coefficient matrix of the nonanticipativity constraints can be written as follows:
where 16) where sizes of block 0s can be identified easily.
By scenario analysis, similar to (5.7), constraints (5.9)-(5.10) are reformulated as 8 constraints, it is easy to verify that the set of their gradients are linearly dependent with the transposes of the first 12 row vectors of A and the rank is 14. In fact, for this problem and the other two test problems, the result that the Jacobian in (2.3)-(2.4) is not full column rank at any iterate can be derived directly from the fact that the number of constraints is larger than the number of variables in the reformulation of the problem. Table 1 .
In Table 1 , nS is the number of all variables of the reformulation problem, mS and m 0 are the numbers of separable constraints and the nonanticipativity constraints respectively. NI, NF and NG represent the numbers of iterations, function and gradient calculations respectively. R-KT is the l 2 norm of the gradient of the Lagrangian, and R-CN, R-NA, R-ND represent the l 2 norms of the residual of the separable constraints and the nonanticipativity constraints, and the search direction respectively.
The numerical results in Table 1 show us that Algorithm 3.1 has solved the test problems TP1-TP4 successfully, the approximate Kuhn-Tucker points for these problems have been derived. Although there are some algorithms for stochastic nonlinear programs, as we note, this is the first paper for nonconvex stochastic programs. It is not enough to draw a conclusion for our algorithm by these numerical experiments, and further computation should be done for larger scale stochastic program with larger scenario number S and larger m and n, we think that the discussion in this paper may give us some clue to develop better algorithms for solving stochastic nonlinear programs.
