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Re´sume´ Nous proposons un algorithme non supervise´ d’apprentissage partiel et contraint
des parame`tres d’un syste`me line´aire gaussien couple, par recherche du maximum de vrai-
semblance graˆce a` un algorithme EM (Expectation-Maximization). Le terme “partiel” signifie
que seule une partie des parame`tres est a` estimer (l’autre partie e´tant suppose´e connue graˆce
a` la physique du proble`me), tandis que “contraint” signifie que les parame`tres restant a` esti-
mer peuvent eˆtre lie´s entre-eux (p. ex. par un facteur de proportionnalite´ inconnu). Ici, nous
nous restreignons au cas particulier ou` seule la matrice de covariance des bruits doit eˆtre
estime´e, comme c’est le cas lors de la poursuite d’une cible en traitements vide´o.
Mots cle´s Syste`me line´aire gaussien, Apprentissage non supervise´, Algorithme EM.
Abstract We propose an algorithm for the partial and constrained unsupervised learning of
parameters involved in a pairwise linear Gaussian system, by means of the EM (Expectation-
Maximization) principle. The “partial” term means that only a subset of the parameters is
unknown and needs to be estimated (the other part is assumed to be known based on a
priori knowledge about the studied system), whereas the “constrained” term means that the
remaining parameters to be estimated can be self-linked (e.g. by an unknown scale factor).
Here we limit ourselves to the particular case where only the noise covariance matrix must
be estimated, as in the case of target tracking in video processing.
Key words Gaussian state-space systems, Unsupervised parameter estimation, EM algo-
rithm.
1 Introduction
Un proble`me important en traitement du signal consiste a` estimer un ensemble
d’e´tats cache´s x = {xn}n∈[0:N ], xn ∈ Rnx , a` partir d’observations y = {yn}n∈[0:N ],
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introduit dans [4] et e´tendu aux mode`les de Markov triplets dans [2], ou` ω =
{ωn}n∈[0:N ] est un processus gaussien, ou` tous les ωn ∈ Rnt sont mutuellement










(de´corre´lation des bruits d’observation et d’e´tat).
Les matrices de transition F et de covariance du bruitQ (suppose´es inde´pendantes
de n), ainsi que l’e´tat initial, de´finissent les parame`tres du mode`le. Le mode`le (1)
e´tend le syste`me line´aire gaussien (SLG) conventionnel tout en conservant des algo-
rithmes optimaux exacts et rapides pour le filtrage et le lissage des donne´es [1].
L’estimation non supervise´e des parame`tres de tels mode`les, par le biais de
l’algorithme EM (Expectation-Maximization) [5], a fait l’objet de plusieurs papiers,
cf. [10] pour les SLGs et [1,6] pour les SLGCs. Nous nous inte´ressons a` l’estimation
partielle et contrainte des parame`tres:
— le terme “partiel” signifie que certains parame`tres sont connus a priori, permet-
tant d’inte´grer des connaissances spe´cifiques sur la physique du proble`me e´tudie´;
— le terme “contraint” signifie que les parame`tres restant a` estimer peuvent eˆtre
lie´s, p. ex. le bruit d’observation est deux fois plus fort que le bruit d’e´tat.
Ce type d’algorithmes a e´te´ e´tudie´ par Holmes [3] dans le cas des SLGs, et tre`s
re´cemment ge´ne´ralise´ aux SLGCs dans [7]. Nous e´tudions ici le cas particulier ou` la
matrice de transition F est entie`rement connue, et ou` seule une partie de la matrice
de covariance du bruit Q reste a` estimer 1.
2 Apprentissage des parame`tres de bruit
Cette Partie de´crit un algorithme d’apprentissage partiel et contraint des para-
me`tres d’un SLGC, de´nomme´ EMPC-SLGC, selon le principe de l’algorithme EM.
L’algorithme EM cherche a` approcher le maximum de la fonction de vraisemblance
pour estimer les parame`tres. C’est un algorithme ite´ratif dans lequel chaque ite´ration 2
est compose´e de deux e´tapes [6], cf. eq. (1):










F , −I] C˜ [F ,−I]T] , (2)
ou` C˜ est pre´cise´ment de´finie dans [6, Section II] 3.
— L’e´tape Maximisation re-estime les parame`tres en maximisant (2).
Il n’est pas possible d’imposer n’importe quelle contrainte sur Q tout en conser-
vant le principe EM strict (i.e. formules exactes de re´-estimation des parame`tres).
1. Dans la suite, nous ne chercherons pas a estimer les parame`tres tˆ0 et Q0 de l’e´tat initial t0.
2. L’indice j indiquant l’ite´ration EM est omis intentionnellement pour simplifier les e´critures.
3. La fonction gC˜ ne de´pend que de Q car F est suppose´e connue e´tant donne´ les hypothe`ses de travail.















Figure 1: Squelette de l’algorithme EMPC-SLGC.
Nous pre´sentons dans la suite une se´rie de contraintes qui pre´serve EM et impacte
seulement l’e´tape M de l’algorithme de´crit dans la Fig. 1.
La matrice de covariance du bruit e´tant suppose´e diagonale, nous pouvons e´crire
Q = P 1Q
xxP T1 +P 2Q
yyP T2 , ou` {P i}i=1,2 sont les projecteurs des blocs Qxx et Qyy
de Q (P T1P 2 = 0)
4. Sous ces hypothe`ses, l’e´q. (2) se de´compose selon
gC˜(Q) = gC˜1(Q
xx) + gC˜2(Q















yy) et par F i = P iF la ligne de F
associe´e a` gC˜i(Q
i), c’est-a`-dire
— F i = (F xx,F xy) si gC˜i(Q
i) = gC˜1(Q
xx);
— F i = (F yx,F yy) si gC˜i(Q
i) = gC˜2(Q
yy).
On de´signera e´galement la dimension de la matrice carre´e Qi par ni.
Nous avons re´ussi a` distinguer quatre configurations pourQi, dont les deux dernie`res
sont particulie`rement inte´ressantes :
1. Qi est connue, auquel cas Qˆ
i
= Qi, et il n’y a rien a faire.








F i,−I] C˜i [F i, −I]T] . (4)
4. Dans le cas ou` nx = ny = 1, nous avons P 1 = (1, 0)
T et P 2 = (0, 1)
T .
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3. Qi = λiQ
0
i , ou` Q
0























sont des projecteurs orthogonaux et Ri








F i,−I] C˜i [F i,−I]T [P ji ]T . (6)
3 Illustrations
Cette Partie propose d’illustrer l’algorithme d’estimation partielle et contrainte
des parame`tres de bruit d’un SLGC a` l’aide d’une expe´rience construite a` partir
de donne´es simule´es. Conside´rons un syste`me ou` deux capteurs identiques (ny = 2)
mesurent une meˆme grandeur physique (nx = 1). Pour l’expe´rience, la matrice de
transition est fixe´e a`
F =
0.5 0.1 0.10.1 0.4 0.2
0.1 0.2 0.5
 . (7)
Il est le´gitime d’imposer la meˆme matrice de covariance du bruit de mesure pour les
deux capteurs. Ainsi, en supposant que les bruits d’e´tat et de mesure sont de´corre´le´s,
et que les bruits des deux capteurs le sont aussi, nous avons fixe´ la matrice de
covariance du bruit a`
Q =
0.5 0 00 2 0
0 0 2
 . (8)
Il est alors possible de simuler des jeux de donne´es complets (i.e. x et y) graˆce
au syste`me (1). L’objectif est alors de restaurer les e´tats, suppose´s inconnus, a` partir
des observations y, de la matrice F , et des parame`tres de Q estime´s par EM selon
les quatre configurations suivantes:
— Filtre f1 : Les covariances de Q sont toutes suppose´es inconnues. Cela corre-
spond a` une configuration de type 2, selon la nume´rotation de la Partie pre´ce´dente.
— Filtre f2 : La matrice Q est de´compose´e en deux blocs, Q1 = Qxx,Q2 = Qyy,
et chacun d’entre eux est estime´ selon une configuration de type 2 e´galement
(i.e. aucune contrainte n’est impose´e aux blocs).
Apprentissage des parame`tres de bruit d’un SLGC 5
— Filtre f3 : Le bloc Q1 = Qxx est estime´ selon une configuration type 2, mais
le bloc Q2 = Qyy est estime´ a` l’aide d’un contrainte de type 4 qui impose que
l’estimation des covariance des bruits des deux capteurs soit re´alise´e conjointe-
ment, de manie`re a` garantir qu’elles seront identiques. Au regard de l’eq. (6),













et R2 = Qs.
— Filtre f4 : On suppose Q parfaitement connu (aucune estimation re´alise´e). C’est
le filtre de re´fe´rence qui permet de mesurer la pertinence des filtres pre´ce´dents.
Pour les filtres f1 et f2, nous avons: F 1 forme´e par la 1re ligne de F , et F 2 forme´e
par les deux autres lignes.
N 50 1000
f2
4.66 0.00 0.000.00 2.06 0.10
0.00 0.10 1.89




1.87 0.00 0.000.00 1.95 0.00
0.00 0.00 1.95
 1.01 0.00 0.000.00 2.03 0.00
0.00 0.00 2.03

Figure 2: Gauche: Estime´es des matrices de covariance de bruit par diffe´rentes
me´thodes d’apprentissage. Les re´sultats sont a` comparer a` la matrice de l’eq. (8).
Droite: EQM des diffe´rents filtres en fonction de la taille de l’e´chantillon.
La Fig. 2 reporte les matrices Qˆ estime´es par les filtres f2 et f3, pour deux tailles
de signaux (N = 50, 1000). Ces re´sultats sont des moyennes de 100 expe´riences
inde´pendantes, le nombre d’ite´rations de EM e´tant fixe´ a` 300 dans chacun des cas 5,
avec une initialisation a` Q = I3. Les courbes d’EQM repre´sente´es dans la fig-
ure de droite montre l’inte´reˆt de l’estimation contrainte (filtre f3) vis a` vis de f2
surtout lorsque la taille de l’e´chantillon est petite. Il est aussi inte´ressant de con-
stater que le filtre non contraint est incapable d’estimer correctement les parame`tres
lorsque l’e´chantillon est trop petit, et que meˆme dans le cas de grands e´chantillons,
5. Notre expe´rience montre que 300 ite´rations sont toujours suffisantes pour obtenir la convergence des
estimations, mais un crite`re adaptatif base´ sur les fluctuations relative des parame`tres d’un ite´ration a`
l’autre serait plus ade´quat.
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l’estimation obtenue n’est pas en moyenne satisfaisante. Nous pensons que ce com-
portement provient d’un pie´geage par un maximum local de la vraisemblance, que
le filtre f3 e´vite du fait de son espace plus re´duit de parame`tres : ceci reste a` ve´rifier.
4 Conclusion
Nous avons pre´sente´ un algorithme EM pour l’estimation des parame`tres dans un
syste`me line´aire gaussien couple. L’originalite´ de l’approche re´side dans les diffe´rentes
possibilite´s qu’il offre de contraindre l’estimation de la matrice de covariance du
bruit, permettant, pour une application donne´e, d’inte´grer des informations a priori
sur les capteurs ou sur le syste`me lui-meˆme. Le cas typique d’application est lorsque
les observations proviennent de deux capteurs que l’ont sait identiques sans connaˆıtre
pour autant pre´cise´ment la variance du bruit. Des algorithmes d’estimation partielle
et contrainte plus ge´ne´raux ont e´te´ e´tablis dans [7,8], qui permette de contraindre
e´galement l’estimation de la matrice de transition.
Notons e´galement que les algorithmes utilise´s ici sont des versions robustes des
algorithmes d’estimation originaux dans la mesure ou` ils ne cherchent pas a` estimer
directement les matrices de covariance mais une de leur racine-carre´e, par la propa-
gation d’une racine des matrices de covariance ne´cessaires pour le filtrage, le lissage
et la maximisation de la fonction auxiliaire de vraisemblance [9,6].
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