Stock index price forecasting is a consistent focus of business intelligence. Various factors influence stock index price forecasting, such as technical indicators, financial news, business status, and the macroeconomics situation. In addition, many studies have shown that the exchange rate is related to the stock index price; however, no study has examined whether the exchange rate can be used to forecast stock index prices. Therefore, this paper focuses on this topic and uses exchange rate to predict China stock index price for the first time. Firstly, we compare the association of China stock index price with different data sources to illustrate the feasibility of using the exchange rate to predict stock index prices. Then, we generate some additional technical features of the exchange rate and propose a strategy to predict the stock index price. Finally, we compare the forecast results of China's stock index price based on
I. INTRODUCTION
Stock market prediction has attracted much attention from both academic and business [1] - [4] , because prediction of financial time series is an interesting and difficult problem in business intelligence. Early studies on stock price prediction are based on the efficient market hypothesis (EMH) and random walk theory [5] . There have been many studies [6] - [9] that provide the evidence contrary to what is suggested by the EMH and random walk hypotheses. These studies show that the stock market can be predicted to some degree. In addition, [10] - [12] demonstrate that the stock price change is a highly nonlinear and dynamic process rather than a non-stationary random walk process. Since stock price movement is a complex nonlinear process, in recent years, data mining technology [13] [14] has been used to realize stock price prediction and shows great advantages The associate editor coordinating the review of this manuscript and approving it for publication was Alberto Cano . than traditional technique analysis methods. Using data mining techniques for stock market prediction has become the mainstream approach.
Stock price prediction studies using data mining techniques fall into two broad perspectives. One perspective focuses on the choice of data sources for stock prediction [7] , [13] , and the other one is constructing different approaches of predicting the stock [14] , [15] . The quality of the data determines the prediction performance, and more and more data sources are being used to predict stock prices.
Many factors affect the changes of stock prices [16] . Such factors include the macroeconomic environment, policies, the psychological behavior of the investor, and different factors may involve different data sources. Popular data sources are technical indicators [17] , financial news data [18] , and fundamental data [19] . Fundamental analysis is a superior method for long-term stability and growth, but it is difficult to predict the market accurately in the short-term using fundamental analysis [20] . In this paper, we focus on shortterm forecasting; thus, fundamental data is not considered.
In general, technical indicators are the most common indicators in stock forecasting. 12 technical indicators were used by [17] to predict the direction of daily stock price changes in the Korea Composite Stock Price Index using a support vector machine (SVM) [21] , [22] . [23] found that technical indicators had statistically and economically significant out-of-sample forecasting power and frequently outperformed macroeconomic variables in stock prediction. [24] used 10 indicators to predict the price movement of the CNX Nifty and the S&P Bombay Stock Exchange Sensex. The experimental results showed that the performance of all prediction models was improved when technical parameters were represented as trend deterministic data. In fact, technical indicators are commonly used data source for stock price forecasting. [25] used 6 popular indicators and trade volume as input indicators to predict the Shanghai Stock Exchange Composite Index and the Shenzhen Stock Exchange Component Index in the short. [26] used the weighted SVM to predict the turning point of stock price change with 14 technical indicators and combined the relative strength index (RSI). The experimental results showed that the trading income was relatively stable. Different technical indicators have different prediction effects; therefore, constructing and selecting appropriate technical indicators is crucial.
In addition to technical indicators, financial news is also an important data source for stock prediction. Many previous studies investigated textual financial predictions. Such studies primarily focused on classifying price direction [27] , [28] . With the development of the Internet, finance related websites and applications constantly provide a large amount of textual data that increasingly affect market participants future price expectations [29] . [30] selected semantically relevant features to predict stock price movement and thus reduced the overfitting problem. [31] used the Financial Times' extensive daily financial news to quantify the relationship between financial market decisions and the development of financial news, and it found that there was a positive correlation between the number of daily quotes of the Financial Times Company and the daily trading volume of the company's stock. [8] , [32] , [33] used Twitter contents to predict the stock price or stock options pricing. Financial news is gradually becoming more and more important for predicting changes in stock prices.
Exchange rates also affect stock price change, and many scholars have studied the relationship between exchange rates and stock prices. [34] argued that fluctuations in the exchange rate of the local currency would affect a country's balance of payments, international competitiveness, and the country's actual output, and thereby affecting its company's cash flow and stock prices, which in turn would affect the country's stock market. [35] found a significant positive correlation between stock prices and exchange rates. [36] argued that there was also a systematic connection between the exchange rate and the Shanghai Stock Exchange 50 (SZ50). [37] found that there might be other common factors behind exchange rate and stock price changes, such as an increase in a country's real interest rates. Typically, an interest rate increase results in increased capital inflows and appreciation of the local currency. At the same time, the current value of the country's companies future cash flow was reduced, resulting in a decline in stock price. However, no studies have investigated the relationship between stock price movement and exchange rates. Such research is limited by the fact, that the original exchange rate data has only four features, i.e., daily open price, daily close price, daily highest price, and daily lowest price.
In this paper, we focus on predicting stock price movement based on the exchange rate and use the exchange rate to predict China stock price index for the first time. The exchange rate in our research is the benchmark exchange rate for RMB against us dollar. We found that the exchange rate changes have a co-movement relationship with the SZ50 close price through analysis the close price changes between exchange rate and SZ50. In addition, we compare this co-movement relationship to other popular data sources, including SZ50 technical indicators, financial news, and the Dow Jones Industrial Average (DJIA). The results demonstrate that there is a strong correlation between the exchange rate and the SZ50 on the close price. The comparison with the DJIA is provided for fairness. Note that the DJIA data is generated in the same way as the exchange rate data.
To predict the stock price index using exchange rate data, we generate some additional technical exchange rate indicators and use the generated data to predict SZ50's price movement in the next k-days, where k ranges from {1, 3, 5, 10, 15, 20}. The compared data sources include technical indicators on SZ50, financial news, and the DJIA. After data normalization and feature selection, we train the models and predict the ''up'' and ''down'' of the SZ50 price in the next k-days through a rolling window. The experimental results indicates that the performance of exchange rate data for stock index prediction is comparable to other popular data sources and in some prediction periods, outperforms other popular data sources, which confirms that the exchange rate can be used to predict the Shanghai Composite Index.
The remainder of this paper is organized as follows. In Section II, we explain why the exchange rate can be used for SZ50 prediction. In Section III, we extract the features and generate some additional exchange rate indicators for SZ50 prediction. In Section IV, we propose a data-driven approach using four data sources to predict SZ50 price movement. In Section V, we design experiments using exchange rate data to predict stock price movement and compare exchange rate data to other data sources relative to prediction performance. Conclusions and and recommendations for future work are provided in Section VI.
II. WHY EXCHANGE RATE CAN BE USED FOR SZ50'S PREDICTION?
In this section, the associations of SZ50 and other data sources (DJIA, financial news, and exchange rate) are compared to illustrate the feasibility and goodness of predicting stock index price movement using the exchange rate. The respective comparisons of SZ50 to commonly used data sources and to commonly used data sources and to the exchange rate are presented in the following subsections.
A. POPULAR DATA SOURCES AND SZ50
Many factors account for the stock index fluctuations. As mentioned in Section I, technical indicators, financial news, and the DJIA are the popular data sources.
To explain the rationality of using such popular data sources to predict the SZ50 in a simply way, the SZ50 close price is compared to the DJIA close price of and to the top words frequency (extracted from financial news on website 1 ). The corresponding results are shown in Figure 1 Figure 1 (a) illustrates the co-movement of the SZ50 and DJIA relative to the close price. The trend of DJIA close price is broadly in line with that of the SZ50 from January 2017 to approximately April 2018. We observe that the line of DJIA and SZ50 has the similarity on price changes direction except in the red dotted box which represents for the period of Sino-US trade war (PTR). In the period of red dotted box, the movement trend has been changed. With the intensification of Sino-US trade war, the lines of DJIA and SZ50 diverge dramatically and the previous correlation between two curves seem to be getting ambiguous. Not until the trade war suspended in December 2018, did the tendencies of DJIA and SZ50 become consistent again.
In Figure 1 (b), the SZ50 close price is compared to the top 900 words 2 frequency. As can be seen, the top 900 words frequency often peaks when the SZ50 close price reaches a turning point, i.e., sharply declines or increases. Some instances are marked with red dots. Figure 1 (a) and (b) indicate that some connections exist between these two data sources and the SZ50.
B. EXCHANGE RATE AND SZ50
Although several studies focus on the relationship between the exchange rate movement and stock index price [35] , [37] , the exchange rate has rarely been used to predict stock index prices. In this subsection, we show the co-movements of exchange rate and stock price changes. Here, the benchmark exchange rate is the RMB against the US dollar. Figure 1 (c) shows the normalized SZ50 close price along with that of the exchange rate. Note that the original line of the exchange rate has been rotated 180 • along the middle yellow line. By and large, SZ50 and exchange rate fluctuations moved in roughly the same direction almost all periods, except during the PTR. During the PTR, the trend lines oscillated violently, given the uncertainty of a trade war.
To illustrate the co-movement of data sources and SZ50 numerically, the rise-and-fall of SZ50 and DJIA close prices and the exchange rate are compared in different periods. For the close price data at time i, its label represents price movements at time (i + k). In other words, if the price at time (i + k) is higher than the price at time i, the label of time i is ''+1''. Otherwise, the label is ''−1''. The label of the close price data at time i is defined as follows:
where cp is close price, cp(i) is close price at time i, and sgn is the symbolic function. After labelling the SZ50, DJIA, and exchange rate data, the consistency of the labels of SZ50 and DJIA, SZ50 and exchange rate are compared. Given (i, k), the frequency at which the labels from different data sources are the same is counted, the ratio of that frequency to the total number of the samples in a specific period is calculated. Then, we obtain the 2 which is ranking according to word frequency histograms in Figure 2 , where the horizontal axis is different levels of k, i.e., the time span used to compute labels, and the vertical axis is the percentage (%) of the times that two labels from different data sources have the same (i, k).
From Figure 2 (a), it can be seen that as the value of k rises, the proportions of both ''Whole period'' and ''No PTR''(where ''No PTR'' means that the trade war period is excluded) increase accordingly, and reach their maxima at k = 20 (outnumbers 70 and 75, respectively), while the proportion of ''PTR'' changes irregularly. From Figure 2 (b), one can draw an obvious conclusion that the consistency of the SZ50 and exchange rate is better than that of SZ50 and DJIA with regard to ''Whole period'' and ''No PTR'' at a relatively high k value.
In addition, after comparison between Figure 2 (a) and 2(b), we find that the proportion of consistency on price change directions in Figure 2 (a) is higher than that in Figure 2 (b) for both ''Whole period'' and ''No PTR''. It is evident that the relationship of the close price co-movement between SZ50 and exchange rate is closer than the relationship between SZ50 and DJIA.
The above analysis shows that SZ50 close price has a strong connection with the exchange rate, and their co-movement is even stronger than that of SZ50 and data from some popular sources. Thus, the exchange rate is suitable for predicting the price movement of SZ50.
III. FEATURE GENERATION FOR FORECASTING SZ50 A. EXCHANGE RATE DATA ACQUISITION AND FEATURE GENERATION
In this subsection, we focus on constructing the features to predict SZ50 price movement based on 538 trading days, from January 3, 2017 to March 20, 2019. The original exchange rate data was collected from website 3 , where daily open price, daily close price, daily highest price, and daily lowest price are obtained. These four indicators are used as original features.
Since technical analysis is the most common approach [17] to analyze future stock price by studying historical prices, and both stock prices and exchange rates are dynamic price change process, we generate some additional indicators from the original features according to technical analysis methods.
In particularly, exchange rate price changes in the next k days are analyzed.
Therefore, the features of the exchange rate data include collected indicators and generated indicators. The collected indicators represent the 4 original features extracted from website, 3 and the generated indicators contain 32 features. These features are frequently used to measure whether the currency is in overbought or oversold territory. Detailed descriptions of the features are provided in the following.
1) COLLECTED INDICATORS
Collected indicators consist of daily open price, daily close price, daily highest price, and daily lowest price at time t. The generated indicators are calculated using these collected indicators.
2) GENERATED INDICATORS Generated indicators include 32 features. First, we calculate the moving average of daily close price at time t − 5, t − 10, and t − 20. Second, we use the indicators in Table 1 to construct the rest of the features, which are in different periods. The moving average method is a simple technology that smooths out price data and filters some noise.
The technical indicators are explained as follows.
• Stochastic %K and %D. Stochastic oscillator lines %K and %D are used together in a technical analysis to determine whether the currency is overbought or oversold. %K and %D values are limited between 0 and 100. %D line values that are greater than 80 indicate that the currency is overbought and values that are less than 20 indicate that it is oversold. %K values are the moving average of D%. Buy and sell signals can also be generated when lines %K and %D intersect: when %K crosses above %D, a buying signal is generated, and when %K crosses below %D a sell signal is generated.
• MACD. Moving Average Convergence Divergence (MACD) is a trend-following momentum indicator that shows the relationship between two moving averages of prices. It is designed to reveal changes in the strength, direction, momentum, and duration of a trend in exchange rate.
• Williams %R. Williams %R is a technical analysis oscillator showing the current closing price in relation to the high and low of the past N days (for a given N). It ranges from 0 and 100. When the value of Williams %R is greater than 80, the currency is in oversold territory. In contrast, the exchange rate price will be ''up'' in the following few days. When the value of Williams %R decreases to 20, the currency is in overbought territory, and the exchange rate price will be ''down'' in the following few days.
• CCI. Commodity Channel Index (CCI) measures variability from the normal range of prices. When the value is between -100 and 100, the CCI does not provide an obvious signal indicating whether to trade. However, when the value is greater than 100, the CCI indicates the end of a rising trend, i.e., exchange rate prices are likely to be ''down'' in a short time. In contrast, a CCI value less than -100 indicates that the currency is in oversold territory and thus, the price may be ''up'' in the future.
• RSI. Relative Strength Index (RSI). The RSI is a momentum indicator. It compares the magnitude of gains and losses over a specified time period. The RSI is used to measure the speed and change of price movements. It is primarily used to identify overbought or oversold conditions in the trading of an asset.
• A/D oscillator. Accumulation/Distribution oscillator (A/D oscillator). The A/D oscillator also follows the price trend, which means that, if the value at time t is greater than that at time t − 1, the opinion on trend is ''up'' and if value at time t is less than that at time t − 1, the opinion regarding price trends is ''down''.
• Momentum. Momentum is the rate of acceleration of exchange rate price or volume and refers to the force or speed of movement. Conventionally, momentum is defined as a rate.
• ROC. Rate of Change (ROC). The ROC is the rate at which the exchange rate price changes over a given period. It measures the difference between the price at time t and time t − 1.
• Disparity-n. Disparity-n refers to the distance between the current price and the moving average over n days. It is often used to predict the turning point. If the value is too large, the end of a rising trend would be anticipated and the price would be expected to move downward. In [17] , [26] , most of the above indicators are constructed using technique indicators of exchange rate price and are used as features to predict the movement of the exchange rate price. In this paper, we focus on the short-term prediction of the stock index. The periods of exchange rate data were 5-days, 10-days, and 20-days. The generated indicators we used are described as follows in Table 2 , where the exchange rate features comprise 4 collected indicators and 32 generated indicators.
Our labels are determined by the SZ50 close price, and we use data from a previous day to predict the next day's stock price movement. If the price of day t is higher than that of day t − 1, the label is ''+1''. Otherwise, the label is ''-1''. The label of the i th sample is defined as follows:
where cp(i) is the stock close price at time i, and sgn is the symbolic function. When k in Eq.(1) is equal to 1, the Eq.(2) is the same with Eq.(1). (5, 10) and its moving average) on SZ50.
2) FINANCIAL NEWS DATA
In this paper, the news is extracted from websites. 4 We obtain 13417 news articles, including a title, the post time, and content from these websites. The articles were posted between January 2017 and March 2019. The articles are sorted in date order by the order of the days according to the post time. The China stock market is open for trading from 9:30 am to 11:00 am and 13:00 pm to 15:00 pm. Therefore, news released before 9:30 am is considered as information that was known prior to the opening of the stock market the next day. In addition, the financial news is available on business days and weekends; however, trading day labels and exchange rates are only available on trading days. We added . the financial news published on non-trading day to the latest trading day. We adopt the bag-of-words model [29] to quantize the text news. First, Jieba 5 is used to realize Chinese word segmentation, and 23818 words are obtained after filtering the stop words. Second, 4475 conjunctions, adverbs, attributives, and numbers are eliminate manually. The remaining 19343 words make up a feature dictionary. Finally, we calculate the term frequency-inverse document frequency (TF-IDF) of every word in the daily news as the values of characteristic vectors. In this way, we obtain 538 samples that correspond to 538 trading days.
3) DJIA
The US stock market is highly related to Chinese stock market [38] , and usually, their indices move together. Four DJIA features are obtained, i.e., daily open price, daily close price, daily high price, and daily low price. In addition, we generate other technical indicators (in Table 1 ) using the same period of exchange rate data. After removing some technical indicators that are not available, we obtain 31 technical indicators. The labels are also the same as the exchange rate data which is dependent on SZ50 price changes on trading days.
IV. METHODOLOGY
In this section, we propose a data-driven approach to predict SZ50 price movement using four data sources. A flow chart of the approach is shown in Figure 3 . Four data sources are represented by four data sources with four different colors. First, feature generation, normalization, 5 https://github.com/fxsjy/jieba and feature selection are performed to obtain the proper preprocessed data. Second, a rolling window technique is used to select the best model parameters on the normalized data. Third, the test data is predicted using the rolling window with the best parameters, and then the test data labels are obtained as output. The technical details are presented as follows.
A. FEATURE SELECTION
As mentioned above, feature selection is required in order to predict the SZ50 stock index. Here, we adopt two strategies to select features for four data sources.
Feature selection for technical indicators, DJIA, and exchange rate A recursive strategy is used to select original features on these three data sources. The recursive strategy deletes one feature from the original features in a loop, and the deleted feature represents the highest accuracy (trained model without the deleted feature). Once the accuracy has decreased significantly (about 3%) from the best accuracy, the process is terminated. The selected features are shown in Table 3 , where the numbers in parentheses indicate the period of the selected indicators. The numbers of features selected for (of technical indicators, exchange rate, and the DJIA) are 34, 34, and 26, respectively. From Table 3 , it is evident that the features of the three data sources do not differ significantly relative to both quantity and category. Feature selection for financial news data First, the top 900 words (ranked by word frequency) are selected as the characteristic vectors of each text. Then, the TF-IDF of these words is calculated for the values of characteristic vectors. 
B. METHOD
As a successful classification tool, SVM can cope with nonlinear prediction well by introducing kernels. Stock price movement is a highly nonlinear process, so SVM is suitable to deal with stock prediction problem. In fact, SVM has been applied to time series data predictions, including stock price, such as in [7] [17] . Therefore, in this paper, we employ SVM to perform stock price movement prediction. In the following, we briefly describe how SVM is used. Here, SVM is implemented to handle large margin linear classification by mapping the input data into the highdimensional feature space. Given a training set with label pairs (x i , y i ), i = 1, ..., m, where x i ∈ R n and, y i ∈ {+1, −1}, SVM first maps a sample x into φ(x) and then constructs a pair of support hyperplanes w φ(x) + b = −1 and w φ(x) + b = 1 in mapped space, and requires the different classes on both sides of the support hyperplanes as far as possible. At the same time, SVM maximizes the margin of these two support hyperplanes. In particular, it requires solution of the following optimization problem. 
Here, C is a positive parameter. By introducing kernel K (x i , x j ) = (φ(x i ) · φ(x j )) and solving the dual problem in Eq.(3), we could obtain its solutions. Then, the decision function is denoted as follows
where
and α i is the dual variable.
We can see that only parameter C and the kernel parameter need to be regular. Therefore, SVM has fewer parameters compared to other prediction approaches. In addition, SVM can avoid the dimension disaster problem on stock prediction due to the existence of kernel function. Here, the radial basis function is used as the kernel function. Optimal parameter values are determined by grid search. We set the parameter C from [5 −8 , 5 −7 , 5 −6 . . . 5 6 ], and the kernel parameter from [2 −8 , 2 −7 , 2 −6 . . . 2 6 ].
C. ROLLING WINDOW
For time series problems, a common way for training a model is traditional k-fold cross-validation approach, but the approach will destroy the temporal information, because the k-fold cross-validation will break the order of stock price time series. Apart from k-fold cross-validation, rolling window [39] is also a common way for training classifiers in stock prediction, and it is designed for time series problems. Therefore, we combine rolling window and validation technique to select models. Specifically, the entire dataset is divided into three parts based on the time-line, which is divided into training data, validation data, and test data, e.g., three datasets in Table 4 . Training data is used to train the models, validation data is used to select the parameters and prevent overfitting, and the test data is used to test the model. The rolling window technique is used both in training models and predicting the test data. Assume the window step is k, then the training data, validation data, and test data move forward k samples at a time. In this way, we can predict k samples with the latest training data once at a time. We keep moving the training data, validation data, and test data until all test data have been predicted.
The rolling window process with a validation technique is shown in Figure 4 . Given the raw data with m samples, S 1 , S 2 , . . . , S m , we use the rolling window technique to divide the samples into [(n − T 2 )/k + 1] ([·] denotes the rounding down operator) windows in chronological order, each window has k test samples. In each window, data is divided into two parts, that is, data for train (including training data and validation data) and data for test. For example, different color modules present different data sets or models, and the solid red box represents the training process. Models are trained by using both training data and validation data. Then, the test data in each window is predicted in each window until all test data in all windows has been predicted. In this way, we can obtain the labels of all test data. In order to explain the process of training a model in detail, we present the model training process separately, as shown in Figure 5 . Figure 5 illustrates the training process in window 1. As shown in Figure 5 , the data for training the model is S 1 , S 2 , . . . , S T . We use S V , S V +1 , . . . S T as the validation data and divide the training process into q + 1 subprocesses in chronological order. For each subprocess, V samples are used to predict the next k samples in chronological order and these V samples move forward k steps in the next subprocess. The process terminates when all validation data have been predicted for one time. In this way, we can obtain the labels of validation data. Then we can obtain the best parameters using a grid search technique. Finally, the most recent V samples S T −V +1 , . . . , S T are using as the training data to train the model 1 with the best parameters. Other rolling windows are similar with window 1. The remaining test data is predicted using a similar process, as shown in Figure 4 and Figure 5 , respectively.
In addition, [39] implies that the length of windows step k is flexible. In fact, for stock price prediction, the length of windows step k differs. Researchers set different window step k, and the results are different [40] . Therefore, we set the values of k to {1, 3, 5, 10, 15, 20} to observe the influence of k by setting different k values in the rolling window process.
V. EXPERIMENTS A. FEATURE SELECTION RESULTS
In this subsection, we show the results of the recursive strategy for feature selection as described above.
The results of feature selection on different data sources for stock index prediction are shown in Figure 6 , where the window step size is k = 3. The horizontal axis represents different data sources, and the vertical axis represents the prediction accuracy (%). The blue histogram represents prediction accuracy without feature selection, and the orange histogram represents prediction accuracy after feature selection. It is evident that prediction accuracy after feature selection is at least 10% higher than that of before feature selection. Thus, feature selection prior to predicting the price movement of the stock index is useful. 
B. RESULTS OF COMPARING DIFFERENT DATA SOURCES
In this subsection, we show the prediction results on the price movement with different data sources at different window steps in different time periods. In the experiments, three datasets are constructed with period. In these three datasets, test data is the same, and the proportion of training data to validation data is set to {1:1, 1:1.5, 1:2}, respectively. Accuracy and Gmean are used to evaluate the performance, and the parameters are selected by the grid method.
The results are compared in Table 5 . In Table 5 , bold numbers represent the highest accuracy in horizontal contrast, and underlined numbers represent the highest accuracy in vertical contrast. For every dataset, we selected different window steps k to illustrate its influence. From Table 5 , we can see that i) The window step k strongly influences prediction performance. The accuracy is approximately 7% floating up and down as changes. For technical indicators and the DJIA data, the most appropriate k is 3 or 5, and k = 1 is not the best choice for price prediction. This may be because the technical analysis method is more suitable for analyzing the trend over time. The exchange rate data gets better classification results at the most window step k, and it means the change of exchange rate has a great influence on the stock market.
ii) The proper proportions of training data and validation data are different in different datasets, and the performance on Dataset I is obviously better than the performance on other datasets. iii) The same step window k and the proportion of training data and validation data with different data sources greatly influence prediction performance. iv) From the average accuracy of different data sources with different window steps, we can see that the average accuracy of exchange rate is higher than other data sources in most datasets.
To further compare the performance of different data sources, a two-sample t-test is done for the Accuracy and Gmean indicators ( Table 5 ). The results are shown in Table 6 . In Table 6 , ''Ex'' indicates exchange rate data, and ''Ex-Technical indicators'' represents the comparison between exchange rate data and technical indicators for the two-sample t-test results. By comparing t-test values, we also compute a comprehensive metric Win-Tie-Loss (W-T-L) on accuracy to characterize the relative performance, which denotes the number of metrics where exchange rate data is significantly superior/equal/inferior compared to other data sources. The corresponding W-T-L values are listed at the bottom of Table 6 . From Table 6 , it can be seen that the performance of exchange rate data is statistically better than other data sources on most cases, as evidenced by the indicators of ''Win'' at 95% confidence level. Thus, it can be concluded that using exchange rate data to predict the price movement of SZ50 is at least comparable to using other popular data sources, and in some cases, exchange rate data outperforms other data sources. . TABLE 6. Significant difference test for prediction effects based on different data sources (α = 0.05).
VI. CONCLUSION
In this paper, we use the exchange rate to forecast the price movement of the SZ50. For the exchange rate, the basic indicators are used to generate some additional indicators, and the empirical results prove the feasibility of generating features. Experiments show that the performance of exchange rate data is better than that of other data sources in most situations. Our datasets, code, and prediction tool have been uploaded to https://github.com/LeeRiking/CanExsp. All in all, the stock index price movement forecasting is a complicated problem that is influenced by many factors. Although we demonstrate that the exchange rate could be used to forecast the price movement of the SZ50, in future it would be interesting to introduce more factors and do additional feature construction and selection.
