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AZUMAYA LOCI AND DISCRIMINANT IDEALS OF PI ALGEBRAS
K. A. BROWN AND M. T. YAKIMOV
Abstract. We prove that, under mild assumptions, for all positive integers ℓ, the
zero set of the discriminant ideal Dℓ(R/Z(R), tr) of a prime affine polynomial iden-
tity (PI) algebra R coincides with the zero set of the modified discriminant ideal
MDℓ(R/Z(R), tr) of R, and give an explicit description of this set in terms of the
dimensions of the irreducible representations of R. Furthermore, we prove that, when
ℓ is the square of the PI-degree of R, this zero set is precisely the complement of the
Azumaya locus of R. This description is used to classify the Azumaya loci of the
mutiparameter quantized Weyl algebras at roots of unity. As another application, we
prove that the zero set of the top discriminant ideal of a prime affine PI algebra R
coincides with the singular locus of the center of R, provided that the discriminant
ideal has height at least 2, R has finite global dimension and R is a Cohen–Macaulay
module over its center.
1. Introduction
1.1. Setting. Let K be an algebraically closed field (of arbitrary characteristic), and
let R be a prime K-algebra which is a finitely generated module over its affine center
Z(R). A fundamental invariant of R is its Azumaya locus
A(R) ⊆ MaxspecZ(R),
the dense open subset of MaxspecZ(R) which parametrizes the irreducible R-modules
of maximal dimension. More precisely, m ∈ A(R) if and only if mR is the annihilator in
R of an irreducible R-module V with dimK V = n, where n is the PI-degree of R, the
maximal K-dimension of irreducible R-modules.
The purpose of this paper is to show that, under mild hypotheses on the algebra R, the
Azumaya locus is the complement of the zero set of the top discriminant ideal, that of
order equal to the square of the PI-degree of R. We also prove similar descriptions of the
zero loci of the lower discriminant ideals of R in terms of the irreducible representations
of R with a given central annihilator.
Discriminant ideals are classical invariants which have been the focus of some recent
work on automorphisms of PI-algebras, [10, 26]. They are ideals of Z(R) defined using a
trace map from R to Z(R). The relevant definitions and examples are recalled in §§2.1,
2.2 for trace maps, and in §§2.3 and 2.4 for discriminants. We impose mild conditions
on the definition of a trace map tr : R→ Z(R), namely that it is a cyclic, Z(R)-linear,
non-zero map. In particular, this permits tr(1) to be 0. For instance, the reduced trace
on R is a trace map in this sense for fields K of arbitrary characteristic, as we shall show
in Proposition 3.5.
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1.2. Results. For an ideal I of Z(R), we will denote by V(I) its zero set in MaxspecZ(R).
For m ∈ MaxspecZ(R), denote by Irrm(R) the equivalence classes of finite dimensional
irreducible representations of R which are annihilated by m. Since R is a finitely gen-
erated module over Z(R), R/mR is finite dimensional, and thus, Irrm(R) is a finite set.
By Z(R)-linearity, each trace tr : R→ Z(R) descends to a K-linear map
(1.1) trm : R/mR→ Z(R)/m
which is a trace on R/mR provided it is nonzero. A trace tr : R → Z(R) will be called
almost representation theoretic if, for each m ∈ MaxspecZ(R), there exists a function
(1.2) sm : Irrm(R)→ K
such that
(1.3) trm =
∑
V ∈Irrm(R)
sm(V ) trV
where the traces in the right hand side are the standard trace maps on endomorphisms
of finite dimensional vector spaces. The function sm is allowed to take on zero values
for some representations V ∈ Irrm(R). When sm(V ) is required to be non-zero at least
for those m in the Azumaya locus, we shall say that tr is representation theoretic.
Main Theorem. Let R be a prime affine algebra over an algebraically closed field K,
which is a finitely generated module over its center Z(R). Assume that R coincides with
its trace ring T (R); in particular this holds if Z(R) is normal. Let n be the PI degree of
R.
(a) Let tr be a representation theoretic trace map on R. The zero sets of the n2-
discriminant and modified n2-discriminant ideals coincide and equal the complement of
the Azumaya locus of R. Namely,
V(Dn2(R/Z(R), tr)) = V(MDn2(R/Z(R), tr)) = Maxspec(Z(R)) \ A(R).
(b) The reduced trace on R is representation theoretic.
(c) The standard trace on R is representation theoretic provided that charK /∈ [1, n].
(d) For all positive integers ℓ and any almost representation theoretic trace tr, the
zero sets of the ℓ-discriminant ideal and the modified ℓ-discriminant ideal of R coincide
and are given in terms of the irreducible representations of R by
(1.4) V(Dℓ(R/Z(R), tr)) = V(MDℓ(R/Z(R), tr))
=
{
m ∈ MaxspecZ(R) |
∑
V ∈Irrm(R),sm(V )6=0
(dimK V )
2 < ℓ
}
.
(e) Assume that charK /∈ [1, n]. For all positive integers ℓ and for the reduced trace
trred,
V(Dℓ(R/Z(R), trred)) = V(MDℓ(R/Z(R), trred))(1.5)
=
{
m ∈ MaxspecZ(R) | dimK
(
(R/mR)/J(R/mR)
)
< ℓ
}
=
{
m ∈ MaxspecZ(R) |
∑
V ∈Irrm(R)
(dimK V )
2 < ℓ
}
.
.
(f) For all traces on R and for all integers ℓ with ℓ > n2,
Dℓ(R/Z(R), tr) =MDℓ(R/Z(R), tr) = 0.
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In Theorem 3.9 we prove a stronger version of part (e) of the theorem without any
assumptions on the characteristic of the field K. The above result is particularly suited
for reduction mod pmethods because the characteristic of the base field can be arbitrary.
In Theorem 4.1 we prove a full analog of this theorem for all Cayley-Hamilton algebras
in the sense of Procesi [27], but that version requires charK = 0 due to its dependence
on the results in [27].
Denote by J(A) the Jacobson radical of an algebra A. In Proposition 3.7 we obtain a
more general statement than that of part (a) of the Main Theorem for all traces tr : R→
Z(R) that have the property that they descend to traces on the semisimple quotients
(R/mR)/J(R/mR) for all m ∈ MaxspecZ(R). (In particular, this fact is applicable to
all almost representation theoretic traces.) This descent condition explicitly means that
(1.6) a ∈ R,m ∈ MaxspecZ(R), a+mR ∈ J(R/mR) ⇒ tr(a) ∈ m.
The theorem gives a new method to determine the Azumaya loci of PI algebras by
computing their discriminant ideals. We use this idea to determine the Azumaya loci
of the multiparameter quantized Weyl algebras. In the opposite direction, the theorem
provides valuable information about the discriminant and modified discriminant ideals
of a PI algebra whose Azumaya locus is known. For one such application we refer to [30]
where Poisson geometric and representation theoretic techniques are used to determine
the Azumaya loci of the 3 dimensional PI Sklyanin algebras and then our theorem can
be applied to obtain information on the discriminant ideals of these algebras. Those
discriminant ideals are impossible to compute directly due to the lack of PBW bases of
the algebras in question.
In a third direction we relate the zero locus of the discriminant ideal of a prime PI
algebra R with the singlular locus of its center Z(R). Several results are proved, the
strongest of which is that the discriminant ideal of R coincides with the singular locus
of Z(R), assuming that the former has height at least 2, R has finite global dimension
and is a Cohen–Macaulay module over its center.
The Main Theorem is proved in Sect. 3. Sect. 2 contains background on traces,
discriminants and discriminant ideals. Sect. 4 contains the statement and proof of an
analog of the Main Theorem for Cayley-Hamilton algebras. Sect. 5 contains applications
of the Main Theorem to the above mentioned relation between the discriminant ideal of
a PI algebra R and the singular locus of Z(R). Sect. 6 addresses the second application
of the Main Theorem that determines the Azumaya loci of the cocycle twists of arbitrary
tensor products of quantized Weyl algebras.
In the important case when R is a Poisson order [6], the Main Theorem establishes
a bridge between the previous results on the Poisson properties of discriminants and
Azumaya loci [6, 26]. This is described in Sect. 3. This section also contains results
that establish the needed normality of Z(R) in the Main Theorem in various common
situations.
1.3. Proof of part (a) of the Main Theorem. Here is a sketch of the proof of part
(a) of the Main Theorem. Keep its notation and hypotheses, and let m be a maximal
ideal of Z(R). Since tr is Z(R)-linear, it induces a trace-like map trm, (which might be
0), on R/mR, taking values in K, and hence also a symmetric bilinear form 〈−,−〉tr on
R/mR, given by 〈a, b〉tr = trm(ab). Now suppose that m is in the Azumaya locus A(R),
so that R/mR ∼=Mn(K). Since trm is non-zero (by definition of an almost representation
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theoretic trace) and the kernel of the induced bilinear form is an ideal, the form 〈−,−〉trm
is non-degenerate. This implies that Dn2(R/Z(R), tr) is not contained in m.
Suppose on the other hand that m is not in the Azumaya locus. Then, by PI theory,
(see Theorem 3.1(b), the key being Mueller’s theorem [21]), R/mR is not semisimple.
By hypothesis the trace tr is representation theoretic on R/mR, from which it follows,
essentially by linear algebra (Lemma 3.4), that (1.6) holds, so that 〈−,−〉tr induces a
symmetric bilinear form on R := (R/mR)/J(R/mR). But now some further PI-theory,
namely a version (Theorem 3.1(d)) of the Additivity Principle due to Braun [3], implies
that dimK(R) < n
2. From this it follows that Dn2(R/Z(R), tr) ⊆ m.
1.4. Historical remark. The above sketch indicates that the underlying idea of the
proof is a very old one: namely, it is to use the nondegeneracy or otherwise of a symmetric
bilinear form induced by a representation to test for semisimplicity of a finite dimensional
algebra. Since the nondegeneracy of the form is determined by the determinant of the
discriminant, we arrive at the so-called discriminant test for semisimplicity of a finite
dimensional algebra A. When A is commutative, the validity of this test was proved
by Weierstrass [31] in 1884; the extension to noncommutative algebras was obtained by
Molien [24] in 1893. For further information on the relevant history, see Curtis, [11,
pages 54-55 and footnote, page 189].
1.5. Notation. Throughout the paper K will be an algebraically closed field, and R will
denote a K-algebra which is a finite module over its affine center Z(R). Many of our
results could be formulated and proved for a more general field K, but for brevity and
for the avoidance of technical complications we have not considered such generalisations
here. Given a maximal ideal m of Z(R), we denote the set of isomorphism classes of
simple R/mR-modules by Irrm(R).
For a commutative affine K-algebra A and a subset S ⊆ A, K〈S〉 will denote the
unital subalgebra of A generated by S, and 〈S〉 will denote the ideal of A generated by
S. The group of units of A will be denoted by A×. For an ideal I of A, V(I) will denote
the zero locus of I in MaxspecA. The Jacobson radical of an algebra B is denoted J(B).
Finally, set Z+ = {1, 2, . . .}.
Acknowledgements. We are indebted to Amiram Braun who proposed an improve-
ment of the first version of the Main Theorem to all fields without a restriction on
their characteristics. We are thankful to Jason Bell, Ken Goodearl, Pavel Etingof, Tom
Lenagan, Jesse Levitt, Bach Nguyen, Manuel Reyes, Kurt Trampel, Daniel Sternheimer
and James Zhang for very helpful discussions and comments on the first version of the
manuscript.
2. Basic definitions
2.1. Trace maps - definitions. Concerning traces we shall make frequent use of
slightly non-standard terminology, for which we need to consider first the case of a
finite dimensional K-algebra B and a finite dimensional B-module V . The composition
trV : B → EndK(V )
tr
−→ K,
where the last map is the standard trace map on endomorphisms of finite dimensional
vector spaces, is a trace-like map in the sense of Definition 2.1(1), and is a trace map
whenever it is non-zero. Without loss of generality V can be assumed to be semisimple;
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for, if 0 = V0 ⊂ V1 ⊂ · · · ⊂ Vn = V is a composition series of V and V̂ is defined to be
⊕ni=1Vi/Vi−1, then, clearly,
trV = trV̂ .
Definition 2.1. Let R be as in §1.5, and let C be a K-subalgebra of Z(R) over which
R is a finite module.
(1) A trace-like map from R to C is a map tr : R→ C that has the properties:
(i) (C-linearity) tr(zx+ wy) = z tr(x) + w tr(y) for x, y ∈ R, z, w ∈ C, and
(ii) (cyclicity) tr(xy) = tr(yx) for x, y ∈ R.
(2) A trace from R to C is a non-zero trace-like map from R to C.
(3) An almost representation theoretic trace-like map [resp. almost representation
theoretic trace] is a trace-like map [resp. trace] tr : R −→ Z(R) such that, for
all m ∈ MaxspecZ(R), there exists a function sm : Irrm(R) → K such that the
following diagram commutes:
R
tr
−−−−→ Z(R)y y
R/mR
∑
V ∈Irrm(R)
sm(V ) trV
−−−−−−−−−−−−−−→ Z(R)/m ∼= K.
(4) A representation theoretic trace is an almost representation theoretic trace tr :
R −→ Z(R) with sm(V ) non-zero for the unique V ∈ Irrm(R), for all m ∈ A(R).
To ensure that certain trace maps defined below take values in Z(R), we will often
need to impose the condition that R coincides with its trace ring T (R), whose definition
we now recall. Assume that R is prime, and let Q be the fraction field of Z(R). Thus
R ⊗Z(R) Q, the ring of fractions of R, is a central simple Q-algebra, by (a special case
of) Posner’s theorem, [5, §I.13.3]. Recall that n denotes the PI degree of R; that is,
dimQ(R ⊗Z(R) Q) = n
2, [5, §I.13.3]. Since R is a finitely generated torsion-free Z(R)-
module, it is, in the terminology of [28, Chapter 2, §8], a Z(R)-order in R⊗Z(R)Q. There
exists a finite field extension F of Q which splits R⊗Z(R)Q; namely, R⊗Z(R)F ∼=Mn(F ),
see [28, §7b].
Now, for 1 ≤ i ≤ n, one considers the compositions
(2.1) ci : R →֒ R⊗Z(R) Q →֒ R⊗Z(R) F ∼=Mn(F )
σi−→ F.
Here σi : Mn(F ) → F are the elementary symmetric functions of the eigenvalues of a
matrix:
σi(A) =
∑
j1<...<ji
λj1 . . . λji
where λ1, . . . , λn are the eigenvalues in F of A ∈ Mn(F ). One easily shows that ci :
R→ Q. The trace ring of R is defined by
(2.2) T (R) := R〈ci(r), r ∈ R, 1 ≤ i ≤ n〉 ⊂ R⊗Z(R) Q.
If Z(R) is normal, then R = T (R), see [28, Theorem 10.1].
Furthermore, one defines the characteristic polynomial of a ∈ R by
χa(x) = x
n − c1(a)x
n−1 + . . .+ (−1)ncn(a) ∈ Q[x].
We have
(2.3) χa(a) = 0 for all a ∈ R.
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2.2. Trace maps - examples. Here are some canonical examples of trace maps. Through-
out, R satisfies the hypotheses of §1.5.
(1) Suppose that R is a free Z(R)-module of finite rank m, and consider the com-
position
R →֒ EndZ(R)(R)
tr
−→ Z(R)
where the first map is given by left multiplication and the second is the usual
trace of m × m matrices. Choosing a Z(R)-basis of R yields an isomorphism
of EndZ(R)(R) with Mm(Z(R)), and then the last map is the usual trace of
matrices. This composition is called the regular trace of R, denoted by trreg. It
is a trace map in the sense of the definition in §2.1 provided charK ∤ m. It is then
clearly representation theoretic, with Vm = R/mR for all m ∈ MaxspecZ(R).
(2) Suppose that R is prime with PI-degree n and that R = T (R). Let Q be the
fraction field of Z(R), and consider the following composition of maps, the case
i = 1 of (2.1),
(2.4) R →֒ R⊗Z(R) Q →֒ R⊗Z(R) F ∼=Mn(F )
tr
−→ F,
where the last map is the usual trace. It is called the reduced trace and will be
denoted trred. By hypothesis and construction the reduced trace trred = c1 and
indeed all maps ci take values in Z(R). It is not obvious, but it is true and will
be shown in Proposition 3.5, that
for all fields K, trred is a representation theoretic trace in the sense of §2.1.
(3) Let R, Z(R), Q and n be as in (2), and consider the composition
trst : R →֒ EndQ(R ⊗Z(R) Q)
tr
−→ Q,
where the first map is again given by left multiplication and the second is again
the usual trace map. This composition is called the standard trace of R. It is
given in terms of the reduced trace by
(2.5) trst = n trred .
Indeed, in terms of the splitting field F in (2), trst is given by the composition
(2.6) trst : R →֒ R⊗Z(R) Q →֒ R⊗Z(R) F ∼=Mn(F )
trreg
−→ F,
where trreg : Mn(F ) → F is the regular trace on Mn(F ). It is straightforward
to check that that the usual trace tr : Mn(F ) → F and the regular trace trreg :
Mn(F )→ F satisfy trreg = n tr. Thus (2.5) follows from (2.4) and (2.6).
If R = T (R) (and in particular, if Z(R) is normal), the standard trace takes
values in Z(R). In this case trst is a trace in the sense of §2.1 if charK ∤ n, and
is representation theoretic when charK /∈ [1, n].
Remark 2.2. In view of (2.5), all facts that we prove for the reduced trace are
valid also for the standard trace under the additional assumption that charK /∈
[1, n].
AZUMAYA LOCI AND DISCRIMINANT IDEALS 7
(4) Let n be a positive integer and let K be a field such that charK /∈ [1, n]. Let R be
a K-algebra with trace tr : R → C, where C is a central subalgebra. Following
[27], for a ∈ R, define its n-th characteristic polynomial χn,a(x) ∈ Z(R)[x] to be
χn,a(x) := x
n − ĉ1(a)x
n−1 + · · ·+ (−1)nĉn(a)
where the functions ĉi : R→ C are defined as follows. Write the i-th elementary
symmetric function σi in n indeterminates λ1, . . . , λn in terms of the Newton
power sum functions ψj := λ
j
1 + · · ·+ λ
j
n as
σi = pi(ψ1, . . . , ψi) for pi(t1, . . . , ti) ∈ Z[(i!)
−1][t1, . . . , ti].
Then set ĉi(a) := pi(tr(a), . . . , tr(a
i)).
A Cayley–Hamilton algebra of degree n, as defined by Procesi [27], is an affine
K-algebra R with trace tr : R→ C such that
χn,a(a) = 0 for all a ∈ R and tr(1) = n.
We refer the reader to [14, Sect. 4] and [20, Sect. 1] for detailed expositions. In
the special case when
charK /∈ [1, n]
the reduced trace trred : R→ Z(R) of (2) fits this framework because of (2.3).
2.3. Discriminants and discriminant ideals. Let R be as stated in §1.5, and let C
be a subalgebra of Z(R) over which R is a finite module. Let tr be a trace map from R
to C, and fix a positive integer m. The m-discriminant ideal Dm(R/C, tr) of R over C
with respect to tr is the ideal of C generated by
det([tr(yiyj)]
m
i,j=1) for all m-tuples (y1, . . . , ym) ∈ R
m.
The modified m-discriminant ideal MDm(R/C, tr) of R is the ideal of C generated by
det([tr(yiy
′
j)]
m
i,j=1) for all pairs of m-tuples (y1, . . . , ym), (y
′
1, . . . , y
′
m) ∈ R
m,
see [10, Definition 1.2 (2)]. Clearly,
(2.7) Dm(R/C, tr) ⊆MDm(R/C, tr).
Continuing with the above notation, let
(y˜1, . . . , y˜m), (y˜
′
1, . . . , y˜
′
m) ∈ R
m and (y1, . . . , yl), (y
′
1, . . . , y
′
l) ∈ R
l, l ≥ m,
be such that
(y˜1, . . . , y˜m) = (y1, . . . , yl)z and (y˜
′
1, . . . , y˜
′
m) = (y
′
1, . . . , y
′
l)z
′
for some z, z′ ∈Ml×m(C). By row and column expansions one gets that
(2.8) det([tr(y˜iy˜
′
j)]
m
i,j=1) =
∑
I, J ⊆ [1, l]
|I| = |J| = m
det(zI) det(z
′
J ) det([tr(yiy
′
j)]i∈I,j∈J)
where zI and z
′
J are the I × [1,m] and J × [1,m] minors of z and z
′. This implies part
(a) of the following lemma, useful for computing modified discriminant ideals.
Lemma 2.3. Let R, C, tr and m be as above. Let L be a subset of R such that
R = CL.
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(a) [10, Lemma 1.11(1)] The modified m-discriminant ideal MDm(R/C, tr) is gen-
erated as an ideal of C by
det([tr(yiy
′
j)]
m
i,j=1)
for the m-element subsets {y1, . . . , ym} and {y
′
1, . . . , y
′
m} of L.
(b) Let (w1, . . . , wm) ∈ R
m and suppose there are elements z1, . . . , zm of C, at least
one of which is regular and such that
∑
i ziwi = 0. Then, for all (u1, . . . , um) ∈
Rm, det([tr(wiuj)]
m
i,j=1) = 0.
(c) Suppose that every list of elements of L of cardinality m satisfies a non-trivial
C-linear relation in the sense of part (b). Then MDm(R/C, tr) = {0}.
(d) If |L| < m, then MDm(R/C, tr) = 0.
(e) MD1(R/C, tr) = tr(R).
Proof. (b) With the stated hypothesis on {wi}, for each fixed j = 1, . . . ,m,∑
i
zi tr(wiuj) = tr((
∑
i
ziwi)uj) = 0,
so, after an appropriate localization by a regular element of C, one of the rows of the
matrix [tr(wiuj)]
m
i,j=1 can be expressed in terms of the others. Therefore the determinant
of this matrix equals 0.
(c) This follows from (a) and (b).
(d) is a special case of (c), and (e) is trivial. 
Corollary 2.4. Let R be a prime K-algebra which is a finite module over its affine
center Z(R), let tr be a trace map from R to Z(R), and let n be the PI degree of R.
Then MDm(R/Z(R), tr) = 0 for all m > n
2.
Proof. Let Q be the quotient field of Z(R), so that dimQ(R⊗Z(R) Q) = n
2 by Posner’s
Theorem, [5, §I.13.3]. The corollary follows from Lemma 2.3(c) with C = Z(R) and L
any finite generating set for R as a Z(R)-module, since for m > n2, every subset of L
of cardinality m is linearly dependent over Q. 
Recall that two elements a, b ∈ A are associates, denoted
a =A× b,
if a = ub for some u ∈ A×. Continuing with R, C and tr as above, suppose that R is a
free C-module of finite rank m, with basis {y1, , . . . , ym}. The discriminant (of R over
C with respect to tr) is defined to be the element
d(R/C, tr) :=C× det([tr(yiyj)]
m
i,j=1) ∈ C.
By a special case of (2.8), this is independent of the choice of basis, meaning that for
different C-bases of R the right hand sides above are associates of each other.
Lemma 2.5. Let R be a K-algebra which is a finite module over its affine central
subalgebra C, and let tr be a trace map from R to C.
(a) [10, Lemma 1.4(5)] Let m and n be positive integers with n ≤ m. Then
MDm(R/C, tr) ⊆MDn(R/C, tr).
(b) Suppose that R is a free C-module of rank m. Then
(2.9) MDm(R/C, tr) = Dm(R/C, tr) = 〈d(R/C, tr)〉.
(c) Suppose that C is a domain and R is a projective C-module of rank m. Then
the first equality in (2.9) remains valid.
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(d) If (c) holds, then Dm(R/C, tr) either equals 0 or C, or else every prime ideal of
C minimal over Dm(R/C, tr) has height 1.
Proof. (b) Both equalities in (2.9) are easy consequences of Lemma 2.3(a). The second
one is [28, Theorem 10.2].
(c) If the inclusion (2.7) is strict, then it remains strict after localising at a suitable
maximal ideal m of C. But, denoting the extension of tr to Rm by trm, we find that
Dm(Rm/Cm, trm) = Dm(R/C, tr)Rm, by [28, Exercise 4.13], and an analogous result
applies to MDm(R/C, trm). Since Rm is Cm-free of rank m, this contradicts (a).
(d) Suppose that (c) holds and that Dm(R/C, tr) is a proper non-zero ideal. Let p
be a prime ideal of C minimal over Dm(R/C, tr), and localise at p. Then p has height
at most one by (2.9) and the Principal Ideal Theorem, [15, Theorem 10.1]. 
Remark 2.6. Suppose that R satisfies the hypotheses of the Main Theorem, and is
moreover a Cohen–Macaulay Z(R)-module. Take C to be a polynomial subalgebra of
Z(R) over which R is a finite module, noting that such C exist by Noether normalisation.
Then R is a free C-module, by [8, Theorem 3.7], and the lemma applies.
2.4. Examples of discriminant ideals. This subsection gives a number of examples
of discriminant ideals which illustrate aspects of the above lemmas and which will also
help to determine the limits of possible extensions of results proved later in the paper.
(1) This example shows that, notwithstanding Lemma 2.5(b) and (d), neither the ideal
MDm(R/C, tr) nor Dm(R/C, tr), even when proper, need be contained in a height one
prime ideal.
Take Z = K[x, y] with charK 6= 2, and let R be the subalgebra of M2(Z) given by
R :=
(
Z 〈x, y〉
Z Z
)
.
Thus Z(R) = Z, R has PI-degree 2, and
R = Ze11 + Ze21 + Ze22 + Zxe12 + Zye12.
Calculating det([trreg(yiy
′
j)]
5
i,j=1) using the above five Z-module generators for {yi} and
{y′j} gives 0. By Lemma 2.5(b) or by Corollary 2.4,
MDm(R/Z, trreg) = Dm(R/Z, trreg) = 0 for m ≥ 5.
On the other hand, using in turn the two 4−tuples of elements of R got by omitting
either xe12 or ye12 from the list of five generators gives
MD4(R/Z, trreg) = D4(R/Z, trreg) = 〈x, y〉,
in line with the prediction of the Main Theorem since the Azumaya locus of R is easily
checked to be A2\{(0, 0)}.
(2)[10, Example 1.3(3)] This example illustrates the following noteworthy features.
• The irreducible components of the algebraic set determined by the modified
m-discriminant ideal need not be of equal dimension;
• The ascending chain of discriminant ideals guaranteed by Lemmas 2.5(a), 2.3(d)
and 2.3(e) can have more than 3 distinct terms.
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Let K have characteristic other than 2 or 3, and let R be the quantum polynomial
algebra Kp[X1,X2,X3], where XiXj = pijXjXi and p12 = p13 = −1, p23 = 1. In this
case,
gl.dim(R) = Krulldim(R) = GKdim(R) = 3;
here, the value for the global dimension follows from [22, Theorem 7.5.3(iii)], while
the fact that R is a finite module over the central polynomial algebra K[X21 ,X
2
2 ,X
2
3 ]
gives the remaining dimensions. By a direct calculation, or see for example [10, Lemma
2.2(2)],
Z(R) = K〈X21 ,X
2
2 ,X
2
3 ,X2X3〉.
In particular, it is easy to check that Z(R) has infinite global dimension. More precisely,
the singular locus S(Z(R)) of Z(R) is the subset
(2.10) S(Z(R)) = {m ∈ maxspec(Z(R)) : 〈X22 ,X
2
3 〉 ⊂ m}.
Moreover, the argument used in the proof of Corollary 5.1 below shows that R is not a
projective Z(R)-module. Setting Q := Q(Z(R)), a straightforward check shows that R
has PI-degree 2, equivalently that dimQ(Q⊗Z(R) R) = 4. A minimal generating set for
R as a Z(R)-module is
{1,X1,X2,X3,X1X2,X1X3}.
From [10, Example 1.3(3)] we obtain that
(2.11) MD4(R/Z(R), trst) = 〈X
4
1X
i
2X
4−i
3 : 0 ≤ i ≤ 4〉,
and a similar calculation shows that
(2.12) MD3(R/Z(R), trst) = 〈X
2
1X
2
2 ,X
2
1X
2
3 ,X
2
1X2X3〉.
From (2.11) and (2.12), the algebraic subset of maxspec(Z(R)) defined by both ideals
MD4(R/Z(R), trst) and MD3(R/Z(R), trst) is
(2.13) V(〈X21 〉 ∩ 〈X
2
2 ,X
2
3 〉).
By the Main Theorem, this algebraic set constitutes the non-Azumaya locus of R. The
first bullet point above follows from (2.13). The second bullet point is immediate from
(2.11) and (2.12).
3. Proof of the main result
3.1. Preliminaries on primes. The proof of part (a) of the Main Theorem relies
on the characterization of the Azumaya locus of a PI algebra given in part (b)(vi) of
Theorem 3.1 below. For its proof we need to recall that prime ideals P and Q of a
noetherian ring T are said to be (second layer) linked if either P ∩Q/PQ is not a torsion
R/P −R/Q−bimodule, or P ∩Q/QP is not a torsion R/Q−R/P−bimodule. Letting
∼ denote the equivalence relation on Spec(T ) generated by the second layer links, the
∼ −classes are called the cliques of prime ideals of T , generalising the blocks of simple
modules of a finite dimensional algebra. For further details and references, see [19,
Chapters 12-14].
Continue throughout the remainder of §3 to assume that the following hypothesis (H)
holds:
(H) R is a prime affine K− algebra which is a
finite module over its noetherian center Z(R).
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By the Artin–Tate lemma, [22, Lemma 13.9.10], Z(R) is an affine K-algebra, so that
Z(R) and hence R are noetherian rings. By Kaplansky’s theorem [5, I.13.3] every
primitive idealM of R is maximal, so that R/M ∼=Mt(K) for some t ≥ 1, andM ∩Z(R)
is a maximal ideal of Z(R). Conversely, given a maximal ideal m of Z(R), there is a
finite but non-empty set of maximal ideals M1, . . . ,Ms of R for which Mi ∩ Z(R) = m.
3.2. Characterisations of the Azumaya locus. Recall that hypothesis (H) from
§3.1 is in force. A prime ideal P of R is called regular if the PI-degree of R/P equals
that of R (in general the former is less than or equal to the latter). A ring A is called
an Azumaya algebra over its center Z(A), [22, 13.7.6], [5, III.1.3], if A satisfies the two
conditions
• A is a finitely generated projective Z(A)-module; and
• the ring homomorphism
A⊗Z(A) A→ EndZ(A)(A) given by a⊗ b 7→ (x 7→ axb)
is an isomorphism.
The Azumaya locus A(R) of a PI algebra R, satisfying hypothesis (H) of §3.1, is defined
to be the set of m ∈ MaxspecZ(R) satisfying any of the equivalent conditions (b)(i)–(vi)
of the following theorem. Note that A(R) is a proper closed subset of MaxspecZ(R) by
[5, Theorem III.1.7]. Recall that the additional hypothesis R = T (R) imposed in (c)-(f)
of the following result holds, for example, when Z(R) is normal [28, Theorem 10.1].
Theorem 3.1. Assume hypothesis (H), that R is a prime affine K-algebra which is a
finitely generated module over its center Z(R). Assume that K is algebraically closed. Let
n be the PI degree of R. Let M be a maximal ideal of R, and denote by m := M ∩Z(R)
the corresponding maximal ideal of Z(R).
(a) Let n be a maximal ideal of Z(R). The set of maximal ideals Ni of R for which
Ni ∩ Z(R) = n has cardinality t, where 1 ≤ t ≤ n.
(b) The following are equivalent:
(i) M is a regular maximal ideal of R.
(ii) Rm is an Azumaya algebra over Z(R)m.
(iii) M = mR.
(iv) The unique irreducible R/M -module has maximal dimension amongst irre-
ducible R-modules, namely n.
(v) R/M ∼=Mn(K).
(vi) R/mR is a semisimple algebra.
Moreover, these equivalent conditions imply that
(vii) dimK((R/mR)/J(R/mR)) = n
2.
(c) Suppose in addition that R coincides with its trace ring T (R). Then, in (b),
(vii) is equivalent to (i) − (vi).
(d) Continue to assume that R = T (R), and suppose that m is a maximal ideal of
Z(R) for which the equivalent conditions (i)−(vii) of (b) do not hold. Let t be the
number of irreducible R/mR-modules, and let their K-dimensions be m1, . . . ,mt.
Then
(3.1) dimK((R/mR)/J(R/mR)) ≤ n
2 −max{
t∑
i=1
mi, 2}.
(e) If R = T (R) then dimK((R/mR)/J(R/mR)) ≤ n
2, and equality holds if and only
if the equivalent conditions in (b) are satisfied.
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(f) With the notation and hypotheses of (d), the upper bound in (a) can be strength-
ened to
(3.2) n ≥
t∑
i=1
mi.
Proof. (a) The lower bound is a consequence (after localising at n) of Nakayama’s lemma;
the upper bound is proved at [3, Proposition 5], where the hypothesis imposed there,
that R = T (R), is not needed when the ground field is algebraically closed, (as assumed
here).
(b) The equivalence of conditions (i)–(v) is proved in [5, Theorem III.1.6], and it is
trivial that (iii) ⇒ (vi) and that (ii) ∪ (v) ⇒ (vii).
It remains to show that (vi)⇒ (iii). Letm be a maximal ideal of Z(R) such that R/mR
is semisimple, and letM and N be maximal ideals of R withM∩Z(R) = N∩Z(R) = m.
By Muller’s theorem, [25], [5, Theorem III.9.2], M and N belong to the same clique of
Maxspec(R). However, thanks to hypothesis (vi), each ofM/mR andN/mR is generated
by a central idempotent of R/mR. Hence, M and N are polycentral ideals of R, so that
clique(M) = {M} and clique(N) = {N} by [19, Proposition 13.6] combined with [22,
Theorem 4.2.7]. Therefore M = N , proving (iii).
(d), (f) Suppose that R = T (R) and that Rm is not an Azumaya algebra, so that
(b)(i)-(vi) all fail for m, by (b). By [3, Proposition 4], there are positive integers zi,
(1 ≤ i ≤ t), such that
(3.3) n =
t∑
i=1
zimi.
In particular, n ≥
∑t
i=1mi, proving (f). It follows that
n2 ≥ n
( t∑
i=1
mi
)
(3.4)
=
t∑
i=1
m2i +
t∑
i=1
(n −mi)mi
≥
t∑
i=1
m2i +
t∑
i=1
mi,
where the final inequality holds because n − mi > 0 for all i, since hypothesis (b)(v)
does not hold for any maximal ideal containing mR. Thus
(3.5) dimK(R/mR)/J(R/mR) =
t∑
i=1
m2i ≤ n
2 −
t∑
i=1
mi.
To complete the proof of (3.1), note finally that if
∑t
i=1mi = 1 and equality holds
throughout (3.5), then t = 1 and m1 = 1, so that dimK(R/mR)/J(R/mR) = 1 and (3.5)
becomes 1 = n2 − 1, which is impossible for n ∈ Z.
(c) Suppose R = T (R), and assume that (vii) holds for m. If Rm is not Azumaya,
then (3.5) for m contradicts (vii) for m. So Rm is Azumaya.
Finally, (e) follows from (b), (c) and (d). 
AZUMAYA LOCI AND DISCRIMINANT IDEALS 13
3.3. Trace forms for finite dimensional algebras. Let B be a finite dimensional
algebra over a field K and tr : B → K be a trace map. Denote by 〈−,−〉tr : B ×B → K
the corresponding (symmetric, bilinear) trace form, given by
〈a, b〉tr := tr(ab) for a, b ∈ B.
Define the kernel of the trace form 〈−,−〉tr to be Ltr = {b ∈ B : tr(bx) = 0, ∀ x ∈ B}.
It is clear that Ltr is an ideal of B; by definition, 〈−,−〉tr is nondegenerate if and only
if Ltr = {0}. Below and in the rest of §3 we use the notation trV introduced in §2.1.
Lemma 3.2. Fix notation as above.
(a) If B ∼=Mn(K) and tr : B → K is any trace map, then the trace form 〈−,−〉tr is
nondegenerate.
(b) If V1, . . . , Vj are non-isomorphic simple B-modules and tr : B → K is given by
(3.6) tr = s1 trV1 + · · ·+ sj trVj
for some sj ∈ K
∗, then the kernel L of the trace form 〈−,−〉tr equals
L := ∩AnnB(Vi).
In particular, J(B) ⊆ L.
Proof. (a) The kernel Ltr of the trace form is a proper two-sided ideal of Mn(K) since
1 /∈ Ltr. The only such ideal of Mn(K) is the zero ideal.
(b) It follows from assumption (3.6) that the trace map tr and the form 〈−,−〉tr
descend to the algebra B/J(B). Furthermore, (3.6) implies that tr is nonzero on the
direct summands of the semisimple algebra B/J(B) corresponding to the representa-
tions V1, . . . , Vj and vanishes on the other direct summands. Part (b) follows from this
property. 
Remark 3.3. The conclusion of Lemma 3.2 (b) cannot be extended to trace forms which
do not arise from a representation. Indeed, consider any commutative, non-semisimple
algebra B. Every non-zero functional tr : B → K is a trace map. This easily produces
examples for which the corresponding trace form 〈−,−〉tr is non-degenerate.
3.4. Descent of traces to semisimple algebras. Before proving the Main Theorem
we need the following key lemma. The terminology concerning trace maps used here
was introduced in §2.1.
Recall that for m ∈ MaxspecZ(R), Irrm(R) denotes the equivalence classes of the
finite dimensional irreducible representations of R which are annihilated by m. Recall
from (1.1) that a trace map tr : R −→ Z(R) descends to a trace-like map (which might
possibly be 0),
trm : R/mR→ Z(R)/m ∼= K.
In terms of the canonical homomorphism
(3.7) φm : R→ R/mR,
we have, for a ∈ R,
(3.8) trm(φm(a)) = φm(tr(a)).
Lemma 3.4. Assume that R is an affine K-algebra which is a finitely generated module
over its center Z(R). Let tr : R→ Z(R) be an almost representation theoretic trace-like
map. If a ∈ R and m ∈ MaxspecZ(R) are such that a+mR ∈ J(R/mR), then
tr(a) ∈ m.
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In other words, trm descends to a trace-like map
(3.9) trm : (R/mR)/J(R/mR)→ Z(R)/m ∼= K
on the semisimple algebra (R/mR)/J(R/mR).
Proof. Since tr is an almost representation theoretic trace-like map, we can fix sm :
Irrm(R) → K satisfying (1.3). By Lemma 3.2(b), (3.8) and the definition of almost
representation theoretic trace-like map,
φm(tr(a)) = trm(φm(a)) =
∑
V ∈Irrm(R)
sm(V ) trV (φm(a)) = 0.
Therefore tr(a) ∈ mR ∩ Z(R) = m, as required. 
3.5. The reduced trace is representation theoretic. In this subsection we show
both that the reduced trace is a trace in the sense of §2.1 - that is, it is non-zero; and
that it is representation theoretic. For part (a), the argument is a minor reinterpretation
of [3, Proposition 4] of Braun.
Proposition 3.5. Let R be a prime affine algebra over an algebraically closed field K,
which is a finitely generated module over its center Z(R). Assume that R coincides with
its trace ring T (R). Let n be the PI degree of R.
(a) For every m ∈ MaxspecZ(R) there exists a function
km : Irrm(R)→ Z+
such that
(3.10) n =
∑
V ∈Irrm(R)
km(V ) dimK V.
Moreover, writing π for the canonical homomorphism from Z to K,
(3.11) (trred)m =
∑
V ∈Irrm(R)
π(km(V )) trV
where trV : EndK(V )→ K denotes the usual trace.
(b) The reduced trace trred is a representation theoretic trace.
(c) The standard trace trst is a representation theoretic trace provided charK /∈ [1, n].
Note that (3.11) implies (3.10) if charK /∈ [1, n], since in that case trred(1) = n and
trV (1) = dimK V for all V ∈ Irrm(R). But over an arbitrary field there is no direct
implication between the two.
Proof. (a) Fix m ∈ MaxspecZ(R) and recall the notation introduced at (2.1) in §2.1 and
the canonical epimorphism φm of (3.7). We show first that the functions ci : R→ Z(R)
descend to functions ci,m : R/mR→ Z(R)/m ∼= K, which then extend to functions
ci,m : (R/mR)⊗K A→ A
for every commutative K-algebra A. Choose v1, . . . , vg ∈ R such that {φ(v1), . . . , φ(vg)}
is a K-basis of R/mR. In [3, equation (1), p.434], Braun restates Amitsur’s key formula
[1, (4.1)] as follows. Let x1, . . . , xg be commuting indeterminates. Define an equivalence
relation on the monoid of all words in {v1, . . . , vg} by declaring words p and q to be
equivalent if one is a cyclic permutation of the other, and say that a word p is indecom-
posable if it is not a power of a word of strictly smaller length. Let S denote the set of
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equivalence classes of indecomposable words of length at least 1 and at most n. Then,
for i = 1, . . . , n,
(3.12) ci(
g∑
j=1
xjvj) =
∑
ℓ
hℓi(x1, . . . , xg)kℓi(v1, . . . , vg),
where the hℓi are polynomials in {x1, . . . , xg} with coefficients ±1 and no constant terms,
and the kℓi are polynomials with coefficients ±1 in {cj(pt) : 1 ≤ j ≤ n, pt ∈ S}.
A straightforward calculation using (3.12) shows that, if r1, r2 ∈ R and z ∈ m, then,
for some w ∈ Z(R),
ci(r1 + zr2) = ci(r1) + zw.
In particular,
ci(r1 + zr2)− ci(r1) ∈ m,
and our claim regarding the descent of the functions ci follows.
In [3, Proposition 4] and its proof, specifically, equation (9), Braun proves the exis-
tence of a function km : Irrm(R)→ Z+, satisfying (3.10) and having the property
(3.13) cn,m(b) =
∏
V ∈Irrm(R)
det(πV (b))
km(V ) for all b ∈ R/(mR)⊗K A
where the representation πV : R/mR→ EndK(V ) is extended to a homomorphism
πV : (R/mR)⊗K A→ EndA(A⊗K V ).
For a ∈ R/(mR), we have, using (3.10),
cn,m(x− a) = x
n − (trred)m(a)x
n−1 + lower order terms.
Moreover,∏
V ∈Irrm(R)
det(πV (x− a))
km(V ) = xn −
( ∑
V ∈Irrm(R)
km(V ) trV (πV (a))
)
xn−1
+ lower order terms.
Apply (3.13) for A = K[x] where x is an indeterminate to identify the above two ex-
pressions. Thus (3.11) now follows from (3.13).
(b) It is clear from (3.11) that trred is a representation theoretic trace-like map. Let
m be in the Azumaya locus A(R). Since there exists a unique simple R/mR-module Vm,
and dimK Vm = n, (3.10) shows that
km(Vm) = 1.
Hence, by (3.11),
(trred)m = trVm ,
proving (b).
(c) This is clear from the definition of trst. It also follows from (b) using (2.5) and
Remark 2.2. 
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3.6. Proof of the Main Theorem - I. Observe first that parts (b) and (c) of the
Main Theorem are restatements of Proposition 3.5(b) and (c), and part (f) of the Main
Theorem follows from Corollary 2.4 and (2.7). We shall deal with parts (d) and (e) in
§3.7. Proposition 3.6 below proves part (a).
Proposition 3.6. Let R be a prime affine algebra over the algebraically closed field K,
which is a finitely generated module over its center Z(R). Suppose that R = T (R) and
let n be the PI degree of R. Let tr : R→ Z(R) be a representation theoretic trace map.
Then
V(MDn2(R/Z(R), tr)) = V(Dn2(R/Z(R), tr)) = MaxspecZ(R)\A(R).
Proof. First we show that
(3.14) V(MDn2(R/Z(R), tr)) ⊆ V(Dn2(R/Z(R), tr)) ⊆ MaxspecZ(R)\A(R).
The first inclusion is a special case of (2.7). For the second inclusion, choose m ∈
A(R), so, using the notation (3.7), R/mR ∼= Mn(K). Choose y1, . . . , yn2 ∈ R such that
φm(y1), . . . , φm(yn2) is a basis of R/mR. By Lemma 3.2(a) and the hypothesis that tr is
almost representation theoretic, the trace form 〈−,−〉trm is nondegenerate. Thus,
φm
(
det
(
[tr(yiyj)]
n2
i,j=1
))
= det([〈φm(yi), φm(yj)〉trm ]
n2
i,j=1) 6= 0,
which implies that m 6∈ V(Dn2(R/Z(R), tr)). This proves that
V(Dn2(R/Z(R), tr)) ∩A(R) = ∅,
proving (3.14).
It remains to prove that
(3.15) V(MDn2(R/Z(R), tr)) ⊇ MaxspecZ(R)\A(R).
Let m ∈ MaxspecZ(R)\A(R). By Lemma 3.4, there is an induced trace-like map trm on
R/mR/J(R/mR), and hence an associated bilnear form 〈−,−〉trm on (R/mR)/J(R/mR).
The bilinear form could be 0; but, in any case, by Theorem 3.1(c) and (d),
dimK
(
(R/mR)/J(R/mR)
)
< n2.
Therefore, for all (y1, . . . , yn2) and (y
′
1, . . . , y
′
n2) ∈ R
n2 ,
φm
(
det
(
[tr(yiy
′
j)]
n2
i,j=1
))
= det([〈φm(yi)φm(y
′
j)〉trm ]
n2
i,j=1) = 0.
Hence, m ∈ V(MDℓ(R/Z(R), tr)), which proves (3.15). 
Taking into account Lemma 3.2(a), one easily sees that the proof of the proposition
establishes the following more general fact than part (a) of the Main Theorem, which is
of independent interest.
Proposition 3.7. Let R be a prime affine algebra over the algebraically closed field K,
which is a finitely generated module over its center Z(R). Suppose that R = T (R) and
let n be the PI degree of R. Let tr : R→ Z(R) be a trace that descends to trace-like maps
on the semisimple quotients trm : (R/mR)/J(R/mR) → K for all m ∈ MaxspecZ(R).
Then
V(MDn2(R/Z(R), tr)) = V(Dn2(R/Z(R), tr)) =
= (MaxspecZ(R)\A(R)) ∪ {m ∈ A(R) | trm = 0}.
By Lemma 3.4 every almost representation theoretic trace map satisfies the assump-
tions if the proposition.
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Example 3.8. The statement of part (a) of the Main Theorem does not hold in the more
general situation of almost representation theoretic traces. Indeed, let tr : R → Z(R)
be a representation theoretic trace and z ∈ Z(R) be a non-zero element. Then
tr′ : R→ Z(R) given by tr′(a) := z tr(a), ∀ a ∈ R
is an almost representation theoretic trace which is not representation theoretic if
V(z) ∩A(R) 6= ∅.
Applying Proposition 3.7 to tr′, gives that
V(MDn2(R/Z(R), tr
′)) = V(Dn2(R/Z(R), tr
′)) =
(
MaxspecZ(R)\A(R)
)
∪ V(z).
3.7. Proof of the Main Theorem - II.
Proof of part (d) of the Main Theorem. Let tr : R→ Z(R) be an almost representation
theoretic trace with associated functions sm : Irrm(V ) → K. Fix an element m of
MaxspecZ(R). Set
dm :=
∑
V ∈Irrm(R),sm(V )6=0
(dimK V )
2,
so dm is a positive integer by definition of tr. Let
(·) : R/mR −→ (R/mR)/J(R/mR) = R/mR.
denote the canonical epimorphism. By Lemma 3.4, the induced trace trm : R/mR→ K
descends to a trace
trm : (R/mR)/J(R/mR) = R/mR→ K.
By Artin-Wedderburn,
(R/mR)/J(R/mR) ∼=
∏
V ∈Irrm(R)
EndK(V ),
and, in terms of the right hand side, trm is given by
trm({aV : V ∈ Irrm(R)}) =
∑
V ∈Irrm(R)
sm(V ) trV (aV ) for aV ∈ EndK(V ).
Therefore the kernel of 〈−,−〉trm is
Ker〈−,−〉trm =
∏
V ∈Irrm(R),sm(V )=0
EndK(V )
and the restriction of 〈−,−〉trm to(
(R/mR)/J(R/mR)
)
/Ker〈−,−〉(trred)m
∼=
∏
V ∈Irrm(R),sm(V )6=0
EndK(V )
is non-degenerate. The dimension of the above algebra equals dm. Let ℓ be a positive
integer. Recall from (3.8) the canonical homomorhism φm : R→ R/mR. If
ℓ ≤ dm,
then there exist (y1, . . . , yℓ) and (y
′
1, . . . , y
′
ℓ) ∈ R
ℓ such that
φm
(
det
(
[tr(yiy
′
j)]
ℓ
i,j=1
))
= det([〈φm(yi), φm(y
′
j)〉trm ]
ℓ
i,j=1) 6= 0.
If
ℓ > dm,
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then for all (y1, . . . , yℓ) and (y
′
1, . . . , y
′
ℓ) ∈ R
ℓ
φm
(
det
(
[tr(yiy
′
j)]
ℓ
i,j=1
))
= det([〈φm(yi), φm(y′j)〉trm ]
ℓ
i,j=1) = 0.
Therefore
V(Dℓ(R/Z(R), tr)) = V(MDℓ(R/Z(R), tr))
and a maximal ideal m ∈ MaxspecZ(R) belongs to this zero locus if and only if
ℓ > dm.

The following theorem is a stronger form of part (e) of the Main Theorem without
any assumptions on the characteristic of the base field K.
Theorem 3.9. Let R be a prime affine algebra over an algebraically closed field K,
which is a finitely generated module over its center Z(R). Assume that R coincides with
its trace ring T (R).
For all positive integers ℓ, the zero sets of the ℓ-discriminant ideal and the modified ℓ-
discriminant ideal of R coincide and are given in terms of the irreducible representations
of R by
V(Dℓ(R/Z(R), trred)) = V(MDℓ(R/Z(R), trred))
=
{
m ∈ MaxspecZ(R) |
∑
V ∈Irrm(R),charK∤km(V )
(dimK V )
2 < ℓ
}
,
where the functions km : Irrm(R) → Z+ for m ∈ MaxspecZ(R) are the ones from
Proposition 3.5.
To obtain Theorem 3.9 we apply Proposition 3.5(b) that the reduced trace is repre-
sentation theoretic and part (d) of the Main Theorem. The function km : Irrm(R)→ Z+
from Proposition 3.5(a) gives rise to a function sm : Irrm(R) → K satisfying (1.3) by
using the natural ring homomorphism Z → K. Therefore, for m ∈ Maxspec(R) and
V ∈ Irrm(R),
sm(V ) = π(km(V )) 6= 0 if and only charK ∤ km(V ).
Recall that π : Z→ K denotes the canonical homomorphism.
3.8. Supplementary remarks. (a) Poisson orders: Let R be a K-algebra which is
a finitely generated module over a central subalgebra C. Denote by DerK(R) the Lie
algebra of K-algebra derivations of R. The pair (R,C) is called a Poisson order [6,
Definition 2.1] if there exists a K-linear map ∂ : C → DerK(R) : z 7→ ∂z such that
(i) C is stable under ∂z for all z ∈ C; and
(ii) the induced bracket {., .} on C given by {z1, z2} := ∂z1(z2) turns C into a Poisson
algebra.
For the definition and basic properties of the symplectic core of a maximal ideal of an
affine Poisson K-algebra C as above, see [6, §3.5]. Note that symplectic cores are a
generalisation of symplectic leaves (defined in the case when K = C), and reduce to the
latter when the Poisson bracket is complex algebraic, [6, Proposition 3.6].
In [6, Theorem 4.2] it was proved that, if the base field is C and the Poisson order
R is C-affine, then for all m, n ∈ MaxspecC in the same symplectic core of MaxspecC
with respect to the Poisson structure (ii), we have
R/mR ∼= R/nR.
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This implies that
(*) if (R,Z(R)) is a C-affine prime Poisson order, then A(R) is a union of symplectic
cores of MaxspecZ(R) with respect to the Poisson structure (ii).
In [26, Theorem 3.10] it was proved that
(**) if (R,C) is a Poisson order over a base field of an arbitrary characteristic and
tr : R → C is a trace map that commutes with all derivations ∂z for z ∈ C, then
Dℓ(R/C, tr) andMDℓ(R/C, tr) are Poisson ideals of the Poisson algebra C for all positive
integers ℓ.
Our Main Theorem thus provides a bridge between (*) and (**) because the zero locus
of a Poisson ideal of a Poisson algebra A is a union of symplectic cores of MaxspecA.
(b) Normality of the center: Given the importance of Z(R) being normal in applying
the Main Theorem, it is useful to have conditions on R which ensure that this property
holds. We give two such conditions here, each of them sufficient to guarantee normality
of the center, each of them frequently satisfied by PI algebras occurring in representation
theory.
(i) Homological homogeneity: Recall that a ring R which is a finite module over
its noetherian center is homologically homogeneous (hom. hom.) if it has finite global
dimension n, and if, for every pair of simple R-modules V , W with the same central
annihilator, that is AnnZ(R)(V ) = AnnZ(R)(W ), V and W have the same projective
dimension, pr.dimR(V ) = pr.dimR(W ), [7, §1], see also [8, Definition 5.1]. Every hom.
hom. ring is a finite direct sum of prime hom. hom. rings, [7, Theorem 5.3]. When R is
prime hom. hom. with Z(R) affine over a field K, pr.dimR(V ) is in fact constant across
all simple R-modules, equalling n, [8, Theorems 5.3, 4.8].
Proposition 3.10. [7, Theorem 6.1] If R is a prime hom. hom. ring, then Z(R) is a
normal noetherian domain.
Proof. (Sketch) Let P be a prime ideal of R of height 1, and set p := P ∩ Z(R). Then
RP := R ⊗Z(R) Z(R)p is hom. hom. by [7, Theorem 3.5]. Since the global dimension
of a hom. hom. ring equals its Krull dimension, by [7, Theorem 2.5], RP is hereditary.
Thus RP is a hereditary noetherian prime ring satisfying a polynomial identity, so that
Z(RP ) is a Dedekind domain by [22, Theorem 13.9.16].
Now R is a Cohen–Macaulay Z(R)-module by [7, Theorem 2.5], so it follows [7,
Lemma 5.1(ii)] that
R = ∩{RP : height(P ) = 1}.
Hence
Z(R) = ∩{Z(RP ) : height(P ) = 1}.
Thus Z(R) is an intersection of normal subrings of its quotient field, and is therefore
normal. 
It follows from results of Stafford-Zhang and Yi, [29, Theorem 3.10], [32, Proposition
3.2], that an affine K-algebra R which is a finite module over its center is hom. hom.
if and only if it is Auslander-regular and GK-Cohen–Macaulay. Bearing this in mind,
one can assemble a large collection of “standard” examples of hom. hom. algebras,
including the following:
(1) [9, §6.2] prime noetherian affine Hopf algebras of finite global dimension which
satisfy a polynomial identity;
(2) (special case of (1)) enveloping algebras of finite dimensional restricted Lie alge-
bras over a field of positive characteristic;
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(3) (special case of (1)) noetherian prime regular group algebras satisfying a polyno-
mial identity; that is, group algebras KG of finitely generated abelian-by- finite
groups G with no non-trivial finite normal subgroups and with no elements of
order charK;
(4) (special case of (1)) quantized enveloping algebras and quantized function alge-
bras with parameter q a root of unity;
(5) (definition in [16], sketch proof at [4, §4.4]) symplectic reflection algebras Ht,c
with parameter t = 0.
(ii) Maximal orders: Maximal orders are defined at [22, §5.1.1], with the standard
reference being [23]. This class of rings constitutes a noncommutative analog of com-
mutative normal domains, so it is not surprising that one easily shows [22, Proposition
5.1.10(b)(i)] that
the center of a prime Noetherian maximal order is normal.
Moreover, suppose that R is a prime Noetherian ring satisfying a polynomial identity.
If Z(R) is normal, then R equals its own trace ring T (R), [22, 13.8.2 and Proposition
13.8.11], so that, if R is in addition affine over a field, then R is a finitely generated
module over its center, by [22, Proposition 13.9.11(ii)]. Combining these observations
with the classical results of Chamarie on maximal orders cited below, we at once deduce
that the following are prime Noetherian, affine K-algebras which are finite modules over
their normal centers:
(1) [23, Proposition V.2.5] iterated skew polynomial K-algebras R, which satisfy a
PI; that is, R satisfies a PI, and R = K〈X1, . . . Xn〉, where, for all i = 1, . . . , n,
K〈X1, . . . ,Xi〉 = K〈X1, . . . ,Xi−1〉[Xi;σi, δi],
for K-algebra automorphisms σi and σi-derivations δi of K〈X1, . . . ,Xi−1〉;
(2) [23, The´ore`me X.2.1], [22, Theorem 5.1.6] K-algebras R satisfying a polynomial
identity, and having an ascending N-filtration R = ∪i≥0Ri with R0 = K, whose
associated graded K-algebra is a Noetherian prime maximal order.
Note in passing that (ii)(2) yields an alternative way to incorporate the class (i)(2).
4. An analog of the main theorem for Cayley-Hamilton algebras
4.1. Statement of the theorem. Let R be a Cayley–Hamilton algebra of degree n
over an algebraically closed field K with trace tr : R → C, as in §2.2(4). Recall that R
is assumed to be an affine algebra and the base field K is assumed to have characteristic
charK /∈ [1, n]. In particular, tr(1) = n 6= 0. Since the trace is C-linear,
C = Im tr .
It follows that C is also affine and that R is a finitely generated C-module, see [14,
Theorem 4.5(a)].
For m ∈ MaxspecC, denote by Irrm(R) the equivalence classes of finite dimensional
irreducible representations of R, annihilated by m. The Azumaya locus of R is defined
as
A(R) = {m ∈ MaxspecC | R has an irreducible representation
of dimension n annihilated by m}.
Theorem 4.1. Let R be a Cayley–Hamilton algebra of degree n over an algebraically
closed field K of characteristic 0.
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(a) The zero sets of the n2-discriminant ideal and the modified n2-discriminant ideal
of R over C coincide and are equal to the complement of the Azumaya locus
A(R) ⊂ MaxspecC:
V(Dn2(R/C, tr)) = V(MDn2(R/C, tr)) = MaxspecC \ A(R).
(b) For all positive integers ℓ, the zero sets of the ℓ-discriminant ideal and the mod-
ified ℓ-discriminant ideal of R over C coincide and are given in terms of the
irreducible representations of R by
V(MDℓ(R/C, tr)) = V(Dℓ(R/C, tr))
=
{
m ∈ MaxspecC |
∑
V ∈Irrm(R)
(dimK V )
2 < ℓ
}
.
4.2. Proofs. As in Sect. 3.4, for m ∈ MaxspecC denote the canonical homomorphism
φm : R→ R/mR
and the trace map
trm : R/mR→ K given by trm(φm(a)) := φm(tr(a)), a ∈ R.
Extending the terminology of §1.2, we call a trace tr : R→ C representation theoretic
if there exists a function sm : Irrm(R)→ K (where m ∈ MaxspecC) satisfying (1.3).
For every Cayley–Hamilton algebra R of degree n over an algebraically closed fieldK of
characteristic 0, Procesi [27, Theorem 2.6], [14, Theorem 4.3] constructed a commutative
algebra F(R) with a GLn(K) action and an embedding ι : R →֒ Mn(F(R)) of Cayley-
Hamilton algebras such that
Imι = F(R)GLn(K) and ι(C) = F(R)GLn(K).
We refer the reader to [20, Sect. 1] for a detailed exposition of this theorem and the
related background in invariant theory.
Recall that a representation φ : R→ EndK(W ) of R is called trace preserving if
φ ◦ tr = trW ◦φ
where we identify K ∼= KidW . For each m ∈ MaxspecC, Procesi’s theorem produces a
trace-preserving semisimple representation Wm of R/mR such that each V ∈ Irrm(R) is
a subrepresentation of Wm, see [14, Theorem 4.5(b)-(d) and Proposition 4.3]. Denoting
by km(V ) the multuiplicity of V ∈ Irrm(R) in Wm, gives the following:
Theorem 4.2. [Procesi] Let R be a Cayley–Hamilton algebra of degree n over an al-
gebraically closed field K of characteristic 0. For every m ∈ MaxspecC there exists a
function
km : Irrm(R)→ Z+
such that
n =
∑
V ∈Irrm(R)
km(V ) dimK V
and
trm =
∑
V ∈Irrm(R)
km(V ) trV
where trV : EndK(V )→ K is the usual trace.
Procesi’s theorem proves that for every Cayley-Hamilton algebra R over a field of
characteristic 0, its trace map trR→ C is representation theoretic.
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Proof of Theorem 4.1. (b) Let m ∈ MaxspecC. By an easy extension of Lemma 3.4,
the trace trm : R/mR→ K descends to a trace map
trm : (R/mR)/J(R/mR)→ K.
Furthermore, it follows from Theorem 4.2 that the trace form
〈−,−〉trm
on (R/mR)/J(R/mR) is non-degenerate. As in the proof of the Main Theorem,
dimK
(
(R/mR)/J(R/mR)
)
=
∑
V ∈Irrm(R)
(dimK V )
2.
If
ℓ ≤
∑
V ∈Irrm(R)
(dimK V )
2,
then there exist (y1, . . . , yℓ) and (y
′
1, . . . , y
′
ℓ) ∈ R
ℓ such that
φm
(
det
(
[tr(yiy
′
j)]
ℓ
i,j=1
))
= det([〈φm(yi)φm(y
′
j)〉trm ]
ℓ
i,j=1) 6= 0.
If
ℓ >
∑
V ∈Irrm(R)
(dimK V )
2,
then for all (y1, . . . , yℓ) and (y
′
1, . . . , y
′
ℓ) ∈ R
ℓ
φm
(
det
(
[tr(yiy
′
j)]
ℓ
i,j=1
))
= det([〈φm(yi)φm(y
′
j)〉trm ]
ℓ
i,j=1) = 0.
The last two facts imply the statement of part (b) of the theorem.
(a) By Theorem 4.2, ∑
V ∈Irrm(R)
(dimK V )
2 = n2 if m ∈ A(R)
and ∑
V ∈Irrm(R)
(dimK V )
2 < n2 if m ∈MaxspecC\A(R).
Combining these two facts with part (b) of the theorem for ℓ = n2, gives
V(Dn2(R/C, tr)) = V(MDn2(R/C, tr)) ={
m ∈MaxspecC |
∑
V ∈Irrm(R)
(dimK V )
2 < n2
}
= MaxspecC \ A(R).

5. Singular loci and discriminant ideals
5.1. The singular locus of the center of a PI algebra. Let S(C) denote the singular
locus of the commutative affine K-algebra C; that is,
S(C) = {m ∈ MaxspecC : gl.dimCm <∞},
where gl.dimU denotes the global dimension of the ring U . In this section we will
abbreviate
Dn2(R/Z(R)) := Dn2(R/Z(R), tr),
suppressing the dependance of the discriminant on the trace.
Corollary 5.1. Assume that R and tr satisfy the hypotheses of the Main Theorem.
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(a) Suppose that R has finite global dimension. Then
(5.1) S(Z(R)) ⊆ V(Dn2(R/Z(R))).
(b) Suppose that R is a Cohen–Macaulay Z(R)-module, and that
(5.2) height(Dn2(R/Z(R))) ≥ 2.
Then
(5.3) V(Dn2(R/Z(R))) ⊆ S(Z(R)).
(c) Suppose that R has finite global dimension, that R is a Cohen–Macaulay Z(R)-
module, and that the inequality (5.2) holds. Then
(5.4) S(Z(R)) = V(Dn2(R/Z(R))).
Proof. (a) Let m ∈ A(R). Then Rm is a free Z(R)m-module. Now gl.dimRm ≤
gl.dimR < ∞. Therefore gl.dimZ(R)m is finite, since the global dimension of a com-
mutative local noetherian ring is determined by the projective dimension of its simple
module, and since a finite Rm-projective resolution of Rm/mRm affords a finite free
Z(R)m-resolution of a finite direct sum of copies of Z(R)m/mZ(R)m. Therefore
S(Z(R)) ⊆ MaxspecR \ A(R),
and the result follows from the Main Theorem.
(b) The inequality (5.2) coupled with the Main Theorem ensures that R is Azumaya
in codimension one. Thus all the hypotheses of [8, Theorem 3.13] are satisfied, so we
can conclude from that result that every smooth point of MaxspecZ(R) is Azumaya.
Therefore the Main Theorem ensures that (5.3) holds.
(c) This is immediate from (a) and (b). 
5.2. Equivalent characterizations of the equality in Corollary 5.1(c). With a
little more care, we can see that the hypothesis in Corollary 5.1(c), that the discriminant
locus is “small”, is necessary:
Corollary 5.2. Assume that R and tr satisfy the hypotheses of the Main Theorem.
Suppose that R has finite global dimension, that R is a Cohen–Macaulay Z(R)-module,
and that Z(R) is normal. Then the following are equivalent.
(i) R is Azumaya in codimension one.
(ii) height(Dn2(R/Z(R))) ≥ 2.
(iii) V(Dn2(R/Z(R))) = S(Z(R)).
(iv) V(Dn2(R/Z(R))) = S(Z(R)) = MaxspecZ(R) \ A(R).
(v) V(Dn2(R/Z(R))) ⊆ S(Z(R)).
Proof. (i)⇔(ii): This follows from the Main Theorem.
(ii)⇒(iii): Corollary 5.1(c).
(iii)⇒(ii): This is immediate from the normality of Z(R) and the fact that a normal
noetherian domain of Krull dimension one is hereditary.
(iii)⇔(iv): One direction is trivial, and the other is given by the Main Theorem.
(iv)⇒(v): Trivial.
(iii)⇒(v): Clear.
(v)⇒(iii): Corollary 5.1(a). 
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6. Azumaya loci of PI quantized Weyl algebras
6.1. Setting. The n-th quantized Weyl algebra for the parameters E := (ǫ1, . . . , ǫn) ∈
(K×)n is the unital associative K-algebra AEn with generators
x1, y1, x2, y2, . . . , xn, yn
and relations
yiyk = ykyi, ∀i, k,
xixk = ǫixkxi, i < k,
xiyk = ykxi, i < k,
xiyk = ǫkykxi, i > k,
xiyi − ǫiyixi = 1 +
i−1∑
j=1
(ǫj − 1)yjxj , ∀i.
Fix a partition λ := (n1 ≥ . . . ≥ nk > 0) of N (so, N = n1 + · · · + nk). Let
E := (ǫ1, . . . , ǫN ) ∈ (K
×)N . Consider the k-fold tensor product
(6.1) AEλ := A
E1
n1 ⊗ · · · ⊗A
Ek
nk
where El ∈ (K
×)l are the component subvectors of E given by E = (E1, . . . , Ek).
The algebra ANλ is Z
N -graded by setting
deg xi = − deg yi := ei
where {e1, . . . , eN} is the standard basis of Z
N . Given a multiplicative antisymmetric
bicharacter
χ : ZN × ZN → K×,
denote by AEλ,χ the corresponding cocycle twist of A
E
λ . It is the unital associative K-
algebra, identified with AEλ as a vector space, and with product
ab = χ(f, g)a ∗ b for f, g ∈ ZN , a ∈ (AEλ )f , b ∈ (A
E
λ )g
where a ∗ b is the product of AEλ . The antisymmetric condition on χ means that
χ(f, g)χ(g, f) = 1, χ(f, f) = 1 for f, g ∈ ZN .
Given i, l ∈ [1, N ], set i ≺ l if
n1 + · · ·+ nm−1 < i < l ≤ n1 + · · ·+ nm
for some m ∈ [1, k]. Here and below the first sum is set to be 0 for m = 1. In the special
case when the bicharacter χ satisfies
χ(ei, el) = 1 for i 6 l
the algebra AEλ,χ is isomorphic to a product of mutiparameter quantized Weyl algebras,
and all such products arise in this way.
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6.2. Centers of PI quantized Weyl algebras. For a root of unity c ∈ K× denote its
order
ord(c) := min{m ∈ Z+ : c
m = 1}.
Theorem 6.1. Assume that E and χ are taking values in roots of unity, and ǫi 6= 1,
∀i. The following are equivalent for the quantized Weyl algebra AEλ,χ:
(1) The algebra AEλ,χ is free over its center;
(2) The center Z(AEλ,χ) is a polynomial algebra;
(3) ord(ǫi) and ord(χ(ei, ej)) divide ord(ǫl) for all i  l and j ∈ [1, N ].
If these conditions are satisfied, then
Z(AEλ,χ) = K[x
ord(ǫi)
i , y
ord(ǫi)
i , 1 ≤ i ≤ N ]
and
(6.2) {xm11 y
m′1
1 . . . x
mN
N y
m′
N
N : 1 ≤ mi,m
′
i ≤ ord(ǫi) for i ∈ [1, N ]}
is a Z(AEλ,χ)-basis of A
E
λ,χ.
The theorem was proved in the case k = 1 in [21, Theorem A]. The proof of [21]
directly extends to the general case.
Let i ∈ [1, N ]. Then
(6.3) n1 + · · ·+ nm−1 < i ≤ n1 + · · · + nm for some m ∈ [1, k].
Set
zi := [xi, yi] = 1 + (ǫn′ − 1)yn′xn′ + · · ·+ (ǫi − 1)yixi ∈ A
E
λ,χ
where
(6.4) n′ := n1 + · · ·+ nm−1 + 1.
The elements zi are normal elements of A
E
λ,χ:
(6.5) zixl = ǫ
−δli
l xlzi, ziyl = ǫ
δli
l ylzi for i, l ∈ [1, N ].
6.3. Azumaya loci and discriminant ideals of PI quantized Weyl algebras.
Assume that the three equivalent conditions in Theorem 6.1 are satisfied and set
di := ord(ǫi) for i ∈ [1, N ].
Then
Z(AEλ,χ) = K[Xi, Yi, 1 ≤ i ≤ N ] where Xi := x
di
i , Yi := y
di
i .
It follows from (6.5) that the elements Zi := z
di
i , i ∈ [1, N ] are also central. Let i be
as in (6.3). The element Zi is a polynomial in {Xn′ , Yn′ , . . . ,Xi, Yi}, recall (6.4). It is
recursively given by
(6.6) Zi = −(1− ǫi)
diYiXi +
{
Z
di/di−1
i−1 , if i > n
′
1, if i = n′.
This follows from [21, Eqs. (1.7) and (3.7)].
Theorem 6.2. Assume that E and χ are taking values in roots of unity, and ǫi 6= 1,
∀i. Assume also that the equivalent conditions in Theorem 6.1 are satisfied. Set r :=
d1 . . . dN .
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(a) The discriminant of AEλ,χ over its center (with respect to the regular trace trreg)
is given by
d(AEλ,χ/Z(A
E
λ,χ), trreg) =K× rZ
r2(d1−1)/d1
1 . . . Z
r2(dN−1)/dN
N
=K× rz
r2(d1−1)
1 . . . z
r2(dN−1)
N
provided that charK ∤ r.
(b) Assume that the base field K has characteristic 0 or charK > r2. The algebra
AEλ,χ has PI degree r and its Azumaya locus is given by
{m ∈ MaxspecZ(AEλ,χ) : Z1(m) 6= 0, . . . , ZN (m) 6= 0}.
The special case of Theorem 6.2(b) when λ = (1, . . . , 1), ǫ1 = . . . = ǫN = ǫ for a root
of unity ǫ 6= 1 and χ(ei, el) = ǫ
mil for some mil ∈ Z was previously obtained by Ganev
[17] and Cooney [12]. The special case of Theorem 6.2(a) when k = 1 was obtained in
[21].
6.4. Proof of Theorem 6.2. (a) Using [18, Theorem 8.2], one can prove that AEλ,χ
is isomorphic to a quantum cluster algebra when all parameters ǫi ∈ K
× are not roots
of unity. This structure can then be specialized to the roots of unity case. We will
only need two of its clusters which we construct directly. Denote the skewpolynomial
algebras
Sx :=
K〈xi, zi, 1 ≤ i ≤ N〉
(xixl − ǫ
δil
i χ(ei, el)
2xlxi, zizl = zlzi, zixl = ǫ
−δlj
l xlzi)
and
Sy :=
K〈yi, zi, 1 ≤ i ≤ N〉
(yiyl = χ(el, ei)2ylyi, zizl = zlzi, ziyl = ǫ
δli
l ylzi)
·
We have the isomorphisms
AEλ,χ[x
−di
i , 1 ≤ i ≤ N ]
∼= Sx[x
−di
i , 1 ≤ i ≤ N ] and(6.7)
AEλ,χ[y
−di
i , 1 ≤ i ≤ N ]
∼= Sy[y
−di
i , 1 ≤ i ≤ N ].(6.8)
Indeed, it follows from (6.5) and the definition of the elements zi that the algebra
AEλ,χ embeds in the right hand sides of (6.7)–(6.8). Furthermore, the target algebras
are generated by the images of AEλ,χ, {x
−di
i : 1 ≤ i ≤ N} and {y
−di
i : 1 ≤ i ≤ N},
respectively. This proves (6.7)–(6.8). Clearly,
Z(Sx) = K[x
di
i , z
di
i , 1 ≤ i ≤ N ] and Z(Sy) = K[y
di
i , z
di
i , 1 ≤ i ≤ N ].
Moreover Sx and Sy are free modules over Z(Sx) and Z(Sy) with bases
(6.9)
{xm11 z
m′1
1 . . . x
mN
N z
m′N
N : 1 ≤ mi,m
′
i ≤ di}, {y
m1
1 z
m′1
1 . . . y
mN
N z
m′N
N : 1 ≤ mi,m
′
i ≤ di},
respectively.
Denote the algebras in (6.7)–(6.8) by Lx and Ly. The extensions of the regular trace
of AEλ,χ to the localizations in Lx and Ly match the extensions of the regular traces of
Sx and Sy to Lx and Ly. (In both case these extensions are simply the regular traces of
Lx and Ly because the localizations are central.) Therefore,
d(AEλ,χ/Z(A
E
λ,χ), trreg) =L×x d(Lx/Z(Lx), trreg) =L×x d(Sx/Z(Sx), trreg),(6.10)
d(AEλ,χ/Z(A
E
λ,χ), trreg) =L×y d(Ly/Z(Ly), trreg) =L×y d(Sy/Z(Sy), trreg).(6.11)
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Since Sx and Sy are skewpolynomial algebras with bases (6.9) over their centers, their
discriminats are given by [10, Proposition 2.8]
d(Sx/Z(Sx), trreg) =K× r
N∏
i=1
x
r2(di−1)
i z
r2(di−1)
i ,(6.12)
d(Sy/Z(Sy), trreg) =K× r
N∏
i=1
y
r2(d1−1)
i z
r2(di−1)
i .(6.13)
The groups of unites of Lx and Ly are the Laurent monomials in the variables xi and
yi, respectively. It follows from (6.10)–(6.13) that
d(AEλ,χ/Z(A
E
λ,χ), trreg) =K× rx
m1d1
1 . . . x
mNdN
N z
r2(d1−1)
1 . . . z
r2(dN−1)
N
=K× ry
l1d1
1 . . . y
lNdN
N z
r2(d1−1)
1 . . . z
r2(dN−1)
N
for some mi, li ∈ Z. If charK | r, we are done. Otherwise, this implies that
xm1d11 . . . x
mNdN
N =K× y
l1d1
1 . . . y
lNdN
N
because AEλ,χ is a domain. Since {x
m1
1 . . . x
mN
N y
l1
1 . . . x
lN
N : mi, li ∈ N} is a basis of A
E
λ,χ,
mi = li = 0 for all i, which completes the proof of part (a).
(b) It follows from (6.2) that AEλ,χ embeds in a matrix algebra of size r × r over
Z(AEλ.χ). Thus, the PI degree of A
E
λ,χ is at most r. Part (b) of the Main Theorem and
the non-vanishing of the discriminant in part (a) imply that the PI degree of AEλ,χ is not
strictly smaller than r.
The statement for the Azumaya locus of AEλ,χ follows from the Main Theorem, part
(a) of this theorem, and the fact that
Dr2(A
E
λ,χ/Z(A
E
λ,χ)) = 〈d(A
E
λ,χ/Z(A
E
λ,χ), trreg)〉
coming from the freeness of AEλ,χ over its center, cf. Lemma 2.5(b). This completes the
proof of Theorem 6.2.
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