Abstract. The paper considers the distribution of values Q(x), x ∈ {−1, 1} n , where Q is a quadratic form in n variables with real coefficients. Various error estimates are established for approximations of the maximum and minimum value of Q on {−1, 1} n which are obtained via semidefinite programming. The work is based on ideas introduced by Goemans and Williamson in [1] and extends special cases of more general results of Nesterov in [4] .
Let Q be a polynomial in n variables with real coefficients, S ⊆ R n a basic closed semialgebraic set. Lasserre's algorithm [2] produces an increasing sequence of lower bounds for Q on S computable via semidefinite programming which, in case S is compact, converges to the exact minimum of Q on S. In [3] a refinement of Lasserre's algorithm is described which takes fully into account the fact that S may have dimension less than n. This involves computation in the factor ring R[x]/a using Gröbner basis techniques where a is the ideal of polynomials vanishing on S. Often the sequence converges rapidly. Often the first or second term in the sequence is already close to the exact minimum. Still, there is no general theory in this regard. In particular, one would like to be able to estimate the accuracy of the first term in the sequence. In the present paper we consider this question in case Q is of degree 2 and S is the discrete hypercube {−1, 1} n ; also see [1] and [4] . Already in this special case the problem is highly non-trivial.
Preliminaries
When S is {−1, 1} n the ideal a is generated by x 2 i − 1, i = 1, . . . , n. The factor ring R[x]/a is 0-dimensional with basis as a vector space over R consisting of all products i∈I x i , I a subset of {1, . . . , n}. We consider the problem of minimizing (or maximizing) a degree 2 polynomial Q ∈ R[x] on {−1, 1}
n . More precisely, we consider an approximation to this minimum (or maximum) which, in terms of the algorithm described in [3] , is just the first term in the sequence of approximations converging to the exact value, and we examine the accuracy of this approximation.
Since minimizing (or maximizing) Q on {−1, 1} n is equivalent to minimizing (or maximizing) the associated quadratic form x 2 0 Q( x1 x0 , . . . , xn x0 ) in n+1 variables x 0 , . . . , x n on {−1, 1} n+1 , we may as well assume from the start that Q is a quadratic form. We identify Q with its associated symmetric matrix, so Q(x) = x t Qx. We define Q * = min{Q(x) | x ∈ {−1, 1} n } Q * = max{Q(x) | x ∈ {−1, 1} n }.
One can associate to Q the graph with vertices V = {1, . . . , n} and edges E = {(i, j) : i < j, Q ij = 0}. Computation of Q * (resp., Q * ) can be viewed as a sort of 'weighted' version of the maximum cut problem considered in [1] , where Q ij is the 'weight' attached to the edge (i, j).
The approximations of Q * and Q * that we will be dealing with are
Here, Q, X :
. In summary we have
We also have the dual description of Q + (and of Q + ):
1.1 Theorem. Q + = Q + and Q + = Q + where
Here, Diag(y) denotes the diagonal matrix with diagonal entries y 1 , . . . , y n . Computation of Q + (resp., Q + ) is a semidefinite programming problem. Computation of Q + (resp., of Q + ) is the dual semidefinite programming problem. The inequality
is based on the fact that if A, B are PSD then A, B ≥ 0: If y ∈ R n is such that Q − Diag(y) is PSD and X is PSD and X ii = 1 for i = 1, . . . , n then, Q − Diag(y), X ≥ 0, i.e., Q, X ≥ Diag(y), X = y i . Theorem 1.1 asserts that the duality gap Q + − Q + (resp., Q + − Q + ) is zero. This can be proved in various ways, e.g., see [3] or [4] for more general results.
elementary observations
In studying the distribution Q(x), x ∈ {−1, 1} n , it is natural to consider the mean and standard deviation. Denote by tr(Q) the trace of Q, i.e., tr(Q) = Q, I = i Q ii .
2.1 Lemma. The mean value of Q on {−1, 1} n is equal to tr(Q). In particular,
Proof. The proof of is trivial. In the sum
the terms with i = j cancel.
Proof. The proof is similar to the proof of Lemma 2.1 and is omitted.
It would seem that Lemma 2.2 is a useful observation although we do not make use of it in what follows.
The invariants Q + and Q + provide not only upper and lower bounds for the distribution Q(x), x ∈ {−1, 1}
n , but also, by comparing the relative magnitude of the differences tr(Q) − Q + and Q + − tr(Q), they provide some rough measure of the skewness of the distribution.
We have the following trivial estimates for Q + and Q + .
2.3 Lemma.
Consequently the quadratic form
i is PSD. The first assertion follows from this using Theorem 1.1. The proof of the second assertion is similar.
Consequences of Lemma 2.3: If the off-diagonal elements of Q are ≥ 0 (resp., ≤ 0) then Q * = Q + = tr(Q) + i =j |Q ij | (resp., Q * = Q + = tr(Q) − i =j |Q ij |). This follows from Lemma 2.3 together with the fact that Q(1, . . . , 1) = i,j Q ij . Also, if Q is diagonal then Q + = Q * = tr(Q) = Q * = Q + . Conversely, we have:
Proof. Replacing Q by Q ′ = Q − Diag(Q 11 , . . . , Q nn ), we can assume the diagonal entries of Q are 0. We can assume n ≥ 2 and after reindexing that i = 1, j = 2. If n = 2 then Q(x) = 2Q 12 x 1 x 2 and the hypothesis Q * = −2|Q 12 | ≥ −δ implies |Q 12 | ≤ δ 2 as required. If n ≥ 3 use the identity
and proceed by induction on n.
Concerning the skewness of the distribution Q(x), x ∈ {−1, 1} n , we have the following:
Proof. The middle inequalities are immediate from Lemma 2.3. The first inequality follows from the last, replacing Q by −Q, so we concentrate on the last inequality. One reduces easily to the case where Q + = 0 and Q is PSD. This is just a matter of replacing Q by Q ′ = Q − Diag(y) where y ∈ R n is chosen so that i y i = Q + and Q ′ is PSD. Scaling, we can assume tr(Q) = 1. We want to show i =j |Q ij | ≤ n − 1. Since Q is PSD there exist vectors w 1 , . . . , w n in R n such that Q ij = w i , w j . (Use the Spectral Theorem to decompose Q as Q = D t D and take w 1 , . . . , w n to be the columns of D.)
We know from Calculus that the maximum value of f (x) = ( i x i ) 2 on the sphere
). This proves i =j |Q ij | ≤ n − 1 and completes the proof.
There is also an interesting analog of Theorem 2.5 for
Proof. We can assume the diagonal entries of Q are 0. For any subset I of {1, . . . , n}, denote by Q I (x) the quadratic form obtained from Q(x) by replacing x i by −x i for each i ∈ I. For each pair of indices i < j, if either both of i and j are in I or both of i and j are not in I then the coefficient of x i x j in Q I (x) is 2Q ij . In the remaining cases, i.e., where one of i, j is in I and the other is not, the coefficient of
is −2Q ij . For 1 ≤ k < n denote by Q k (x) the sum of the Q I (x), I running through all k-element subsets of {1, . . . , n}. For fixed i < j, x i x j appears with coefficient −2Q ij in 2 n − 2 k − 1 of the Q I (x) and with coefficient 2Q ij in the remainder of the Q I (x).
It follows that
For n odd, say n = 2ℓ + 1, apply this with k = ℓ to obtain Q(x) ≤ nδ. Similarly, for n even, say n = 2ℓ, apply this with k = ℓ to obtain Q(x) ≤ (n − 1)δ. A similar argument shows that if Q * = δ then for any x ∈ {−1, 1} n , Q(x) ≥ −nδ if n is odd and Q(x) ≥ −(n − 1)δ if n is even.
Then tr(Q) = n, Q + = Q * = n 2 and Q * is either 0 or 1 depending on whether n is even or odd. We claim that Q + = 0. Since Q is PSD we see that
This proves the upper bounds given by Theorems 2.5 and 2.6 are best possible. Similarly, looking at
we see that the lower bounds are also best possible.
error bounds
The main tool in establishing error bounds for the approximations Q + and Q + is the following alternate description of Q * and Q * ; see [4] .
3.1 Theorem. Q * = Q * and Q * = Q * where
Here, arcsin[X] denotes the matrix with ij entry arcsin(X ij ). Note that arcsin[X] is well-defined: By the Spectral Theorem X factors as X = N t N so X ij = v i , v j where v 1 , . . . , v n are the columns of N . By the Cauchy-Schwartz Inequality
The proof of the reverse inequality involves the probabilistic argument introduced in [1] :
The probability that ǫ i ǫ j is −1 is
In [4] Nesterov proves the following as a special case of a more general result:
Proof. Choose X PSD with X ii = 1, i = 1, . . . , n such that Q, X = Q + and y ∈ R n with Diag(y) − Q PSD and i y i = Q + . The standard power series expansion
Here, X (k) denotes the matrix with ij entry X k ij . Since X (2k+1) is PSD (using the fact that if A, B are PSD then so is A * B where (A * B) ij := A ij B ij ), it follows that
Consequently,
The second part is proved similarly.
As pointed out in [4] , it is possible to improve on Theorem 3.2 with a bound which also takes tr(Q) into account. We explain this now.
Pick X PSD with X ii = 1, i = 1, . . . , n, and Q, X = Q + . Let
On the other hand, exactly as in the proof of Theorem 3.2, we obtain
Combining these two estimates yields
When γ = 0 this yields the estimate Q * ≤ tr(Q). When γ = 1 it yields the estimate in Theorem 3.2. The right side is smallest when γ = 1 − (
It is possible to express this bound in terms of Q + , tr(Q) and the skewness ratio
This proves the following:
The function α is decreasing, α(0) = 4.1 Theorem.
Proof. Replacing Q by Q ′ = Q − Diag(Q 11 , . . . , Q nn ) we are reduced to the case where the diagonal entries of Q are zero. Fix X PSD with X ii = 1, i = 1, . . . , n such that
The proof of the second assertion is similar.
Theorem 4.1 provides a marked improvement of Theorem 3.2 in case Q ij ≥ 0 for i = j (resp., Q ij ≤ 0 for i = j).
Corollary. If
In Corollary 4.2 it is not possible to improve substantially on the constant µ. If
2 then Q * = 1, Q + = 0 and Q + = 9 so Q * = 1 9 Q + + 8 9 Q + . In cases of extreme skewness one has better error bounds based on the following result.
where g : (0, 1] → R is defined by
Note: g extends continuously to the closed interval [0, 1] by defining g(0) = 0.
Proof.
Write Q ij = ǫ ij |Q ij |, ǫ ij ∈ {−1, 1}, and consider the individual terms
in the sum. Since arcsin(γ)x ≥ arcsin(γx) for x ∈ (0, 1], the terms with ǫ ij X ij ≥ 0 contribute negatively. Terms with ǫ ij X ij < 0 contribute at most g(γ)|Q ij | where g(γ) is the maximum of the function
on the interval (0, 1]. One checks that this maximum occurs at x =
. Using this one checks that g(γ) has the form indicated in the statement of the theorem and that 
Proof. Arguing as in the proof of Theorem 3.3 we obtain:
Expressing this in terms of tr(Q), Q + and t := i =j |Qij | tr(Q)−Q+ yields:
The first assertion follows from this, making the substitution θ = arcsin(γ). The proof of the second assertion is similar.
Note that
See Figure 1 for a comparison of α and β. When s is reasonably close to t (resp., when Expressing the bound in Theorem 4.1 in terms of tr(Q), Q + and t (resp., t ′ ) yields
Consequently, the bounds given by Theorem 4.1 are better than those given by Theorem 4.4 when β(t) + t 1 + t ≤ µ (resp., when
On checks that this occurs iff t ∈ [1.367, 2.938] (resp., t ′ ∈ [1.367, 2.938]).
Then Q + = 0, Q * = 1, tr(Q) = 3, Q * = 9, Q + = 9. The estimates for Q * and Q * given by Theorem 3.2 are 0 ≤ Q * ≤ 3.27, 5.73 ≤ Q * ≤ 9. Note: This ignores the fact made obvious by Lemma 2.1 that Q * ≤ 3. The estimates for Q * and Q * given by Theorem 3.3 are 0 ≤ Q * ≤ 1.94, 6.05 ≤ Q * ≤ 9. Theorem 4.4 yields the estimates 0 ≤ Q * ≤ 1.1598, 6.6804 ≤ Q * ≤ 9. Theorem 4.1 yields the estimates 0 ≤ Q * ≤ 1.0928, 7.5432 ≤ Q * ≤ 9.
Remark: All the error bounds obtained in this section and the previous one are based on estimates which are usually far from sharp. To obtain a good upper bound for Q * (resp., a good lower bound for Q * ), for given Q, one can proceed directly as follows: Compute X PSD with X ii = 1, i = 1, . . . , n such that Q, X = Q + (resp., Q, X = Q + ). Computation of X is a semidefinite programming problem. Output
error bounds involving n
In case s (resp., 1 s ) is reasonably large compared to n then other error bounds come into play which are based on Theorem 2.6. Combining these with the error bounds we already have yields the following general result:
Here, s =
, and Φ n is the function defined by
Proof. After shifting and scaling, we can assume that tr(Q) = 0 and Q + = −1, so Q + = s. We know by Theorem 3.3 that
Define k by n = 2k if n is even, n = 2k − 1 if n is odd. By Theorem 2.6 we have the estimate
A similar argument shows that
In case the off-diagonal elements of Q are ≥ 0 (resp., ≤ 0) one can improve on this estimate.
Theorem.
Suppose Q is non-diagonal and the off-diagonal elements of Q are ≥ 0 (resp., ≤ 0). Then
Here, t, t ′ are defined as above and the function Ψ n is defined by
Proof. Suppose the off-diagonal elements of Q are ≥ 0. By the remark following Lemma 2.3, Q * = Q + = tr(Q) + i =j |Q ij |. Applying Theorem 2.5 as in the proof of Theorem 5.1 yields the estimate
error bounds depending only on n
In this section we consider error bounds depending only on n. The existence of such bounds follows from Lemma 2.4 by a compactness argument:
6.1 Theorem. There exists a constant 0 < ρ ≤ 1 depending only on n such that, for any symmetric n × n matrix Q,
Proof. The second assertion follows from the first, replacing Q by −Q, so it suffices to prove the first assertion. Replacing Q by Q − Diag(y) where y ∈ R n is such that Q − Diag(y) is PSD and i y i = Q + (see Theorem 1.1) one reduces to the case where Q is PSD and Q + = 0. We want to show there exists ρ > 0 depending only on n such that Q PSD and Q + = 0 ⇒ Q * ≤ (1 − ρ) · tr(Q). If Q = 0 this is true for any ρ so we can assume Q = 0. Scaling, we can assume tr(Q) = 1. One verifies easily that the set Denote by ρ n the greatest ρ for which the conclusion of Theorem 6.1 holds, i.e., the greatest ρ such that for all symmetric n × n matrices Q,
Similarly, denote by ρ ′ n the greatest ρ such that for all symmetric n × n matrices Q with off-diagonal elements ≥ 0,
The error bounds established in the previous sections provide another proof of Theorem 6.1 and, at the same time, provide explicit lower bounds for ρ n and ρ ′ n . 6.2 Theorem.
(1) ρ n ≥ α(n) where
Here, k is defined by n = 2k if n is even, n = 2k − 1 if n is odd.
Proof. This follows from Theorems 5.1 and 5.2. We use the fact that α(y), β(y) and µ − y + yµ are decreasing functions of y.
The bound for ρ n given by (2) is best for n in the range 2 ≤ n ≤ 23, n = 3. For n = 3 the bound given by (3) is best. For n ≥ 24 the bound given by (1) is best. See Figure 2 for a comparison of α(n), β(n − 1), 1 − n + nµ and β(n). The lower bounds for ρ n and ρ ′ n provided by Theorem 6.2 decrease slowly to zero as n → ∞. We assume for the remainder of the section that Q is PSD and Q + = 0. Fix X PSD with X ii = 1, i = 1, . . . , n, and Q, X = 0. Fix N such that X = N t N and let v 1 , . . . , v n denote the columns of N , so X ij = v i , v j .
The ranks of Q and X seem to play an important role. If Q has rank m then we have a presentation of Q as Q(x) = m k=1 a k , x 2 where a 1 , . . . , a m ∈ R n are linearly independent. This presentation is of course not unique. Q ij = k a ki a kj where a k1 , . . . , a kn are the coordinates of a k and
Consequently, the condition Q, X = 0 is equivalent to the m linear equations N a k = 0, k = 1, . . . , m, i.e., to Xa k = 0, k = 1, . . . , m. In particular, rk(Q) + rk(X) ≤ n.
6.3 Corollary. QX = 0.
Since rk(X) ≥ 1 we see that rk(Q) ≤ n − 1. The case rk(Q) = n − 1 is trivial:
Proof. Since rk(Q) = n − 1, rk(X) = 1.
The case rk(Q) = 0 is also trivial so we are reduced to the case where n ≥ 3 and 1 ≤ rk(Q) ≤ n − 2. We conclude by mentioning a crude recursive estimate for ρ n . This provides a third proof of Theorem 6.1. A similar result holds with ρ n replaced by ρ ′ n . The bound for ρ n given by this estimate is not good.
6.7 Theorem. For any n ≥ 4 ρ n−1 ≥ ρ n ≥ n − 2 n · ρ n−1 .
Proof. The inequality ρ n−1 ≥ ρ n is clear. Suppose Q is PSD, Q + = 0. Fix X PSD with X ii = 1, i = 1, . . . , n such that Q, X = 0. The average value of Q 11 , . . . , Q nn is tr(Q) n so there exists i such that Q ii ≤ tr(Q)
n . Reindexing we can assume i = 1. Consider the symmetric matrices Q ′ and X ′ obtained from Q and X by deleting the first row and the first column. Clearly Q ′ , X ′ are PSD and X ′ ii = 1, i = 2, . . . , n. By Corollary 6.3 Q 11 + Q 12 X 12 + · · · + Q 1n X 1n = 0.
Since i,j Q ij X ij = 0 we obtain
Q ij X ij = −(Q 11 + 2Q 12 X 12 + · · · + 2Q 1n X 1n ) = Q 11 . 1 Recently, in a private communication with the author, Rajesh Pereira has proved ρ 4 = 2/3. The proof uses characterizations of correlation matrices of spin variables in case n = 3 or 4 developed by K. Balasubramanian, J.C. Gupta and K.R. Parthasarathy (Sankhyā 60, Series A, 1998) and J.C. Gupta (Sankhyā 61, Series A, 1999).
It follows that

