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Abstract
This paper studies the possible eigenvalues of the Jordan product XA+ AX, when A is
fixed and X varies.
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1. Introduction
Let F be an algebraically closed field and A ∈ Fn×n. The purpose of this paper
is to study the possible eigenvalues of the Jordan product XA+ AX, when X runs
over Fn×n and when X runs over the set of all the nonsingular matrices. The
problem of describing the possible eigenvalues of the commutator XA− AX,
when X varies, has already been studied in [1]. Because of this, now we assume
that the characteristic of F is different from 2. For analogous problems, see [2,3],
for example.
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Note that, if A and A′ are similar, then the possible lists of eigenvalues of XA+
AX, when X varies, coincide with the possible lists of eigenvalues of X′A′ + A′X′,
when X′ varies. Because of this, we replace A by a canonical form for similarity
whenever that is convenient for our arguments.
Also note that, if A = λIn, with λ /= 0, then any matrix can be written as XA+
AX, with X ∈ Fn×n; and a matrix M can be written as XA+ AX, with X nonsin-
gular, if and only if M is nonsingular. Therefore, the problem is trivial in this case.
From now on, we assume that A is nonscalar.
We shall say that A is spectrally complete (for the Jordan product) if, for every se-
quence c1, . . . , cn of elements of F, there exists a nonsingular matrix X ∈ Fn×n such
that XA+ AX has eigenvalues c1, . . . , cn. Other concepts of spectral completeness
were introduced in [1,4,5].
Firstly suppose that n = 2. In this case the problem can be solved with simple
calculations. As A is nonscalar, A is similar to a companion matrix[
0 1
a b
]
, (1)
where a = − detA and b = traceA. Let c1, c2 ∈ F . The following remarks summa-
rize the solution:
• Suppose that a = b = 0. Without loss of generality, suppose that A has the form
(1). For every X = [xi,j ] ∈ F 2×2,
XA+ AX =
[
x2,1 x1,1 + x2,2
0 x2,1
]
.
Then there existsX ∈ F 2×2 such thatXA+ AX has eigenvalues c1, c2 if and only
if there exists a nonsingular matrix X ∈ F 2×2 such that XA+ AX has
eigenvalues c1, c2 if and only if c1 = c2.
• Suppose that a = 0 and b /= 0. Then A is similar to diag(0, b). Without loss of
generality, suppose that A = diag(0, b). For every X = [xi,j ] ∈ F 2×2,
XA+ AX =
[
0 bx1,2
bx2,1 2bx2,2
]
.
It is easy to show that there always exists X ∈ F 2×2 such that XA+ AX has
eigenvalues c1, c2; and there exists a nonsingular matrix X ∈ F 2×2 such that
XA+ AX has eigenvalues c1, c2 if and only if c1 and c2 are not simultaneously
equal to zero.
• Suppose that a /= 0 and b = 0. Without loss of generality, suppose that A has the
form (1). For every X = [xi,j ] ∈ F 2×2,
XA+ AX =
[
λ µ
aµ λ
]
,
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where λ = x2,1 + ax1,2 and µ = x1,1 + x2,2. Then XA+ AX has eigenvalues
c1, c2 if and only if c1c2 = λ2 − aµ2, and c1 + c2 = 2λ. As F is algebraically
closed, these two equations, on λ, µ are solvable. Moreover, it is always possible
to choose a nonsingular X such that XA+ AX has eigenvalues c1, c2. Therefore
A is spectrally complete. Note that A would not be always spectrally complete if
F were not algebraically closed.
• Finally suppose that a /= 0 and b /= 0. Without loss of generality, suppose that A
has the form (1). If c1 = c2, choose x1,2 ∈ F \ {0, c1a−1} and let
X =
[
−bx1,2 x1,2
c1 − ax1,2 0
]
.
ThenXA+ AX has eigenvalues c1, c1. If c1 /= c2, let x1,1 = (2b)−1(c1 − c2) and
let
X =
[
x1,1 0
c1 −x1,1
]
.
Then XA+ AX has eigenvalues c1, c2. Therefore A is spectrally complete.
The case n > 2 has a more regular solution as the following theorems show.
Theorem 1. Suppose that F is an algebraically closed field of characteristic /= 2
and n > 2. Let A ∈ Fn×n be a nonscalar matrix and let c1, . . . , cn ∈ F .
Then the following statements are equivalent:
(a) There exists X ∈ Fn×n such that XA+ AX has eigenvalues c1, . . . , cn.
(b) There exists a nonsingular matrix X ∈ Fn×n such that XA+ AX has eigen-
values c1, . . . , cn.
(c) The following conditions are satisfied:
(c.1) There exist at least max{0, n− 2 rankA} indices i ∈ {1, . . . , n} such that
ci = 0.
(c.2) If the minimum polynomial of A is x2, then there exists a permutation σ
of {1, . . . , n} such that
cσ(2j−1) = cσ(2j), j ∈ {1, . . . , rankA}, (2)
cσ(i) = 0, i ∈ {2 rankA+ 1, . . . , n}. (3)
Theorem 2. Suppose that F is an algebraically closed field of characteristic /= 2
and n > 2. Let A ∈ Fn×n be a nonscalar matrix. Then A is spectrally complete if
and only if n  2 rankA and the minimum polynomial of A is different from x2.
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2. Proofs
Proof that (a) implies (c). Suppose that (a) is satisfied. Then rank(XA+ AX) 
rank(XA)+ rank(AX)  2 rankA. Therefore, if 2 rankA < n, then there exist at
least n− 2 rankA indices i such that ci = 0.
Now suppose that the minimum polynomial of A is x2. Then A is similar to
0n−2p ⊕
[
0ρ Iρ
0ρ 0ρ
]
,
where ρ = rankA. Without loss of generality, assume that A has this form and let
X = [Xi,j ], i, j ∈ {1, 2, 3}, with X2,2, X3,3 ∈ Fρ×ρ . A simple calculation shows
that the eigenvalues of XA+ AX coincide with the eigenvalues of 0n−2p ⊕X3,2 ⊕
X3,2. The conclusion is trivial. 
The remaining proofs are split into several steps.
Throughout this section, F denotes an algebraically closed field of characteris-
tic /= 2, n is an integer greater than 2 and A ∈ Fn×n is a nonscalar matrix. Let
g1(x)| · · · |gr(x) be the nonconstant invariant polynomials of A. We shall assume
that the invariant polynomials are always monic.
Given a polynomial g(x) ∈ F [x], d(g) denotes its degree. The symbols e(k)i and
f
(k)
i denote, respectively, the ith row and the ith column of the identity matrix Ik . If
g(x) = xk − ak−1xk−1 − · · · − a0 ∈ F [x], with k  1, then C(g) denotes the com-
panion matrix,[
f
(k)
2 · · · f (k)k a
]t
, (4)
where a = [a0 · · · ak−1]t .
It is well-known that A is similar to C(g1)⊕ · · · ⊕ C(gr).
Let µ, u1, u2, . . . , v1, v2, . . . , w1, w2, . . . be pairwise distinct variables.
Lemma 3. If n > 2 and A is nonderogatory, then A is spectrally complete.
Proof. Suppose that A is nonderogatory. Then A is similar to a companion matrix.
Without loss of generality, assume that A has the form (4), with k = n. Let
X =


(−1)1 0 · · · 0 0 0
v1
.
.
.
.
.
.
...
...
...
0
.
.
. (−1)n−3 0 0 0
...
.
.
. vn−3 (−1)n−2 0 0
0 · · · 0 vn−2 (−1)n−1 0
0 · · · 0 u1 u2 (−1)n2


.
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Then
XA+ AX =

D 0∗ vn−2 + u2 (−1)n
an−1u2 + u1 + (−1)nan−2 u2 + (−1)n4an−1

 ,
where D = diag(v1, v1 + v2, . . . , vn−3 + vn−2) and ∗ denotes unspecified entries.
For any sequence c1, . . . , cn ∈ F , the variables v1, . . . , vn−2 can be replaced by el-
ements of F so that D has eigenvalues c1, . . . , cn−2; then u1, u2 can be replaced by
elements of F so that XA+ AX has eigenvalues c1, . . . , cn. 
We have seen that diag(0, b) is not spectrally complete.
Lemma 4. Suppose that A is similar to A′ = 0t ⊕ bIr , with n = t + r, b /= 0, t > 0
and r  max{t, 2}. Then A is spectrally complete.
Proof. Let c1, . . . , cn ∈ F ,
E2 = diag(ct+1, . . . , cn)+
[
0 0
Ir−1 0
]
∈ F r×r ,
D = [diag(c1, . . . , ct ) 0] +
[
0 λ
0 0
]
∈ F t×r ,
where λ ∈ F is chosen so that
E′2 = E2 +
[
D
0
]
is nonsingular. If t = r let E1 = D; if t < r let E1 = diag(c1, . . . , ct ). Then[
E1 D
0 E2
]
has eigenvalues c1, . . . , cn and is similar to([
It 0
It It
]
⊕ Ir−t
)[
E1 D
0 E2
]([
It 0
It It
]
⊕ Ir−t
)−1
.
This last matrix has the form[
0 D
D′ E′2
]
= XA′ + A′X,
where
X =
[
µIt b
−1D
b−1D′ (2b)−1E′2
]
.
Note that XA′ + A′X does not depend on µ. As detE′2 /= 0, det X is a nonconstant
polynomial on µ. Therefore µ, could have been chosen so that detX /= 0. 
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Lemma 5. Suppose that n  3 and A is similar to
A′ = bIn−2 ⊕
[
b 1
0 d
]
,
where b ∈ F \ {0}, d ∈ F . Then A is spectrally complete.
Proof. By induction on n. Let c1, . . . , cn ∈ F .
Firstly suppose that c1 = · · · = cn = 0. If b + d = 0, take
X =


0 In−3 0 0
0 0 1 0
1 0 −1 0
−2b 0 2b 1

 .
In this case, detX = (−1)n /= 0. If b + d /= 0, take
X =


0 1 0 · · · 0 −2b 2b(b + d)−1
...
.
.
.
.
.
.
.
.
.
...
...
...
0 · · · 0 1 0 −2b 2b(b + d)−1
0 · · · 0 0 1 −2b 2b(b + d)−1
0 · · · 0 0 0 −2b 2b(b + d)−1
1 · · · 1 1 1 d −1
−2b · · · −2b −2b −2b −2bd b


.
In this case, detX = (−1)n2b2 /= 0. In any case, XA′ + A′X has all its eigenvalues
equal to 0.
Now suppose that there exists i ∈ {1, . . . , n} such that ci /= 0. Without loss of
generality, suppose that c1 /= 0.
Case 1. Suppose that n = 3, d = 0 and c2 = c3 = 0. Then A is similar to A′′ =
diag(b, b, 0). Let
X =

(2b)−1c1 (2b)−1 0−(2b)−1 0 b−1
b−1c1 b−1 λ

 ,
where λ is an element of F chosen so that X is nonsingular. Then XA′′ + A′′X has
eigenvalues c1, c2, c3.
Case 2. Suppose that Case 1 is not satisfied. Let
A0 = bIn−3 ⊕
[
b 1
0 d
]
.
By applying the 2 × 2 case already studied or the induction assumption, we deduce
that there exists a nonsingular matrix X0 ∈ F (n−1)×(n−1) such that X0A0 + A0X0
has eigenvalues c2, . . . , cn. Let X = [(2b)−1c1] ⊕X0. Then XA′ + A′X has eigen-
values c1, . . . , cn. 
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Lemma 6. Suppose that r  2, g1 = · · · = gr−1 = x − b, b ∈ F, and d(gr) 
max{3, r + 1}. Then A is spectrally complete.
Proof. Note that A is similar to A′ = bIr−1 ⊕ C(gr). Let c1, . . . , cn ∈ F . Let
X =


Ir−1 Ir−1 0r−1,n−2r+2
01,r−1
e
(r−1)
1
diag(w1, . . . , wr−1) X2,2
0n−2r,r−1

 ,
where X2,2 is an (n− r + 1)× (n− r + 1) matrix defined as follows:
• for every i ∈ {1, . . . , n− r + 1}, the entry (i, i) is equal to (−1)i ;
• for every i ∈ {1, . . . , n− r}, the entry (i + 1, i) is equal to vi ;
• the entry (3,1) is equal to u1;
• all the other entries are equal to zero.
Suppose that gr(x) = xd − ad−1xd−1 − · · · With simultaneous permutations of rows
and columns of XA′ + A′X, we obtain a similar (lower block triangular) matrix of
the form
B =


C 0 0 · · · 0 0
∗ D1 0 · · · 0 0
∗ ∗ . . . . . . ... ...
...
...
.
.
. Dr−2 0 0
∗ ∗ · · · ∗ E 0
∗ ∗ · · · ∗ ∗ vn−r + (−1)d2ad−1


,
where
C =

 2b b 11 v1 0
w1 + b u1 v1 + v2

 ,
Di =
[
2b 1
wi+1 vi+1 + vi+2
]
, i ∈ {1, . . . , r − 2},
E = diag(vr + vr+1, . . . , vn−r−1 + vn−r).
(Note that the condition d(gr)  r + 1 implies that n = d(gr)+ r − 1  2r; in B,
the block E does not exist when n = 2r; the blocks Di do not exist when r = 2.)
Replace the variables u1, vj , wk by elements of F as follows:
• replace vn−r so that c1 = vn−r + (−1)d2ad−1;
• replace vr , . . . , vn−r−1 so that E has eigenvalues c2, . . . , cn−2r+1;
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• for every integer i, from 1 to r − 2, replace wr−i and vr−i so that Dr−i−1 has
eigenvalues cn−2r+2i , cn−2r+2i+1;
• replace u1, v1 and w1 so that C has eigenvalues cn−2, cn−1, cn.
With this choice of values for the variables, XA′ + A′X has eigenvalues c1, . . . ,
cn. 
Given a1, . . . , ak ∈ F , let K(a1, . . . , ak) be the k × k matrix defined as follows:
• for every i ∈ {1, . . . , k}, the entry (i, i) is equal to ai ;
• for every i ∈ {1, . . . , k − 1}, the entry (i, i + 1) is equal to 1;
• all the other entries are equal to 0.
Lemma 7. Suppose that r > 1, g1 = · · · = gr−1 = x − b, b ∈ F \ {0} and d(gr) =
3. Then there exists a nonsingular matrix X ∈ Fn×n such that XA+ AX has all its
eigenvalues equal to 0.
Proof. As the case d(gr)  r + 1 follows from Lemma 6, suppose that d(gr) <
r + 1. This implies that n = d(gr)+ r − 1  5.
Case 1. Suppose that gr = (x − b)3. Then A is similar toA′ = bIn−3 ⊕K(b, b, b).
Let
X =


0 1 0 · · · 0 0 −2b 1
...
.
.
.
.
.
.
.
.
.
...
...
...
...
0 · · · 0 1 0 0 −2b 1
0 · · · 0 0 1 0 −2b 1
0 · · · 0 0 0 1 −2b 1
1 · · · 1 1 1 1 −(2b)−1 0
−2b · · · −2b −2b −2b −2b 0 (2b)−1
4b2 · · · 4b2 4b2 4b2 4b2 2b −1


.
Then detX = (−1)n and XA′ + A′X has all its eigenvalues equal to 0.
Case 2. Suppose that gr /= (x − b)3. Then gr = (x − a1)(x − a2)(x − b), with
a1 ∈ F \ {b}, a2 ∈ F . Then A is similar to A′ = bIn−3 ⊕K(a1, b, a2).
Subcase 2.1. Suppose that a2 /= 0. Partition A′ as follows:
A′ =
[
A1 ∗
0 A2
]
,
where A1 ∈ F (n−2)×(n−2). Then A1 has n− 4 invariant factors equal to x − b and
the last one is equal to (x − a1)(x − b). According to Lemma 5, A1 is spectrally
complete. As A2 is a nonsingular 2 × 2 matrix, A2 is spectrally complete. Then there
exist nonsingular matrices X1 ∈ F (n−2)×(n−2) and X2 ∈ F 2×2 such that X1A1 +
A1X1 and X2A2 + A2X2 have all their eigenvalues equal to 0. Let X = X1 ⊕X2,
Then XA′ + A′X has all its eigenvalues equal to 0.
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Subcase 2.2. Suppose that a2 = 0. Partition A′ as follows:
A′ =
[
B1 ∗
0 0
]
,
where B1 ∈ F (n−1)×(n−1). Then B1 has n− 3 invariant factors equal to x − b and
the last one is equal to (x − a1)(x − b). According to Lemma 5, B1 is spectral-
ly complete. Then there exists a nonsingular matrix X1 ∈ F (n−1)×(n−1) such that
X1A1 + A1X1 has all its eigenvalues equal to 0. LetX = X1⊕ [1]. ThenXA′ + A′X
has all its eigenvalues equal to 0. 
Lemma 8. Suppose that r > 1, g1 = · · · = gr−1 = x − b, b ∈ F \ {0} and d(gr) 
3. Then A is spectrally complete.
Proof. By induction on n. As the case d(gr)  r + 1 has already been considered in
Lemma 6, suppose that d(gr) < r + 1. This implies that n  5. Let c1, . . . , cn ∈ F .
Case 1. Suppose that d(gr) = 3. According to Lemma 7, there exists a nonsin-
gular matrix X ∈ Fn×n such that XA+ AX has all its eigenvalues equal to 0. Now
suppose that there exists i ∈ {1, . . . , n} such that ci /= 0. Without loss of generality,
suppose that c1 /= 0. Let A1 = bIn−4 ⊕ C(gr). According to the induction assump-
tion, there exists a nonsingular matrix X1 ∈ F (n−1)×(n−1) such that X1A1 + A1X1
has eigenvalues c2, . . . , cn. Let X = [(2b)−1c1] ⊕X1. Then A is similar to A′ =
[b] ⊕ A1 and XA′ + A′X has eigenvalues c1, . . . , cn.
Case 2. Suppose that d = d(gr) > 3. As d(gr) < r + 1, we have n− d  3. Sup-
pose that gr = (x − a1) · · · (x − ad), with a1, . . . , ad ∈ F . Then A is similar to A′ =
bIn−d ⊕K(a1, . . . , ad) and A′ is permutation similar to a matrix of the form
A′′ =
[[b] ⊕K(a1, a2) ∗
0 bIn−d−1 ⊕K(a3, . . . , ad)
]
.
According to either Lemma 3 or Lemma 5, [b] ⊕K(a1, a2) is spectrally complete.
According to either Lemma 5 or the induction assumption, bIn−d−1 ⊕K(a3, . . . , ad)
is spectrally complete. It is easy to complete the proof. 
Lemma 9. Suppose that A is nonscalar and g1 = x − b, b ∈ F \ {0}. Then A is
spectrally complete.
Proof. Let s = #{i : gi = x − b}. As A is nonscalar, s < r and d(gs+1)  2.
Case 1. Suppose that gs+1 = x(x − b). Let t = #{i : gi = x(x − b)}. Then A is
similar to A′ = A1 ⊕ C(gs+t+1)⊕ · · · ⊕ C(gr), where A1 = 0t ⊕ bIs+t . Note that,
if s + t = r , then A′ = A1. According to Lemma 4, A1 is spectrally complete and,
if s + t < r , then, according to Lemma 3, all the matrices C(gs+t+1), . . . , C(gr) are
spectrally complete. It is easy to complete the proof.
Case 2. Suppose that gs+1 /= x(x−b). Then A is similar toA′ = A1 ⊕ C(gs+1)⊕
· · · ⊕ C(gr−1), where A1 = bIs ⊕ C(gr). Note that, if s + 1 = r , then A′ = A1.
258 E.A. Martins, F.C. Silva / Linear Algebra and its Applications 359 (2003) 249–262
According to either Lemma 5 or Lemma 8, A1 is spectrally complete and, if s + 1 <
r , then all the matrices C(gs+1), . . . , C(gr−1) are spectrally complete. It is easy to
complete the proof. 
We shall say that a k × k matrix M = [mi,j ] is a -matrix if mi,i+1 = 1 for
every i ∈ {1, . . . , k − 1}, and mi,j = 0, for every i, j ∈ {1, . . . , k}, i + 1 < j . The
following lemma is a particular case of the main result of [6].
Lemma 10. Let M = [mi,j ] ∈ Fk×k be a-matrix. Let c1, . . . , ck ∈ F. Then there
exist b1, . . . , bk ∈ F such that

m1,1 · · · m1,k
...
...
mk−1,1 · · · mk−1,k
b1 · · · bk


has eigenvalues c1, . . . , ck .
Lemma 11. Suppose that g1 = · · · = gs = x, gs+1 = · · · = gr−1 = x(x − b),
s > 0, r > s + 1, b ∈ F, and d(gr)  max{3, s + 2}. Then A is spectrally complete.
Proof. Let t = r − s − 1. The matrix A is similar to
A′ = 0s ⊕
(
t⊕
i=1
[
0 1
0 b
])
⊕ C(gr).
Let c1, . . . , cn ∈ F . Let d = d(gr). Let
X =

Is−1 0 Is−1 00 X2,2 0
X3,1 X3,2 X3,3

 ,
where
X2,2 =
t+1⊕
i=1
[−1 1
0 1
]
∈ F (2t+2)×(2t+2),
X3,1 =

 02,s−1diag(w1, . . . , ws−1)
0d−s−2,s−1

 ∈ F (d−1)×(s−1),
X3,2 =

 1 0 · · · 0 v1u1 u2 · · · u2t+1 u2t+2
0d−3,2t+2

 ∈ F (d−1)×(2t+2),
X3,3 is a (d − 1)× (d − 1) matrix defined as follows:
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• the entry (i, i) is equal to (−1)i , i ∈ {1, . . . , d − 1};
• the entry (i + 1, i) is equal to vi+1, i ∈ {1, . . . , d − 2};
• all the other entries are equal to zero.
Suppose that gr = xd − ad−1xd−1 − · · · With simultaneous permutations of rows
and columns of XA′ + A′X, we obtain a similar (lower block triangular) matrix of
the form
B =


C 0 0 0
∗ D1 ⊕ · · · ⊕Ds−1 0 0
∗ ∗ E 0
∗ ∗ ∗ vd−1 + (−1)d−12ad−1

 ,
C is a (2t + 3)× (2t + 3)-matrix, with the last row equal to[
u2 u4 · · · u2t+2 u1 u3 · · · u2t+1 v1 + v2
]
and trace equal to 2v1 + v2 − 2tb, and
Di =
[
0 1
wi vi+1 + vi+2
]
, i ∈ {1, . . . , s − 1},
E = diag(vs+1 + vs+2, . . . , vd−2 + vd−1).
(Note that some of the diagonal blocks of B may not exist.) Replace the variables ui ,
vj , wk by elements of F as follows:
• replace vd−1 so that c1 = vd−1 + (−1)d−12ad−1;
• for every integer i, from 2 to d − s − 1, replace vd−i so that ci = vd−i + vd−i+1;
• for every integer i, from 1 to s − 1, replace ws−i and vs−i+1 so that Ds−i has
eigenvalues cd+2i−s−2 and cd+2i−s−1;
• bearing in mind Lemma 10, replace u1, . . . , u2t+2, v1 so that C has eigenvalues
cd+s−2, . . . , cn.
With this choice of values for the variables, XA′ + A′X has eigenvalues c1, . . . ,
cn. 
Lemma 12. Suppose that r > 1, g1 = · · · = gr−1 = x(x − b), b ∈ F, and d(gr) 
3. Then A is spectrally complete.
Proof. The matrix A is similar to
A′ =
(
r−1⊕
i=1
[
0 1
0 b
])
⊕ C(gr).
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Let c1, . . . , cn ∈ F . Let d = d(gr). Let
X =


1 0 0
f
(2r−2)
2r−2 X2,2 0
u1f
(d−1)
2 X3,2 X3,3

 ,
where
X2,2 =
r−1⊕
i=1
[−1 1
0 1
]
∈ F (2r−2)×(2r−2),
X3,2 =

 0 0 · · · 0 v1u2 u3 · · · u2r−2 u2r−1
0d−3,2r−2

 ∈ F (d−1)×(2r−2),
X3,3 is a (d − 1)× (d − 1) matrix defined as follows:
• the entry (i, i) is equal to (−1)i , i ∈ {1, . . . , d − 1};
• the entry (i + 1, i) is equal to vi+1, i ∈ {1, . . . , d − 2};
• all the other entries are equal to zero.
Suppose that gr = xd − ad−1xd−1 − · · · With simultaneous permutations of rows
and columns of XA′ + A′X, we obtain a similar (lower block triangular) matrix of
the form
B =


C 0 0
∗ E 0
∗ ∗ vd−1 + (−1)d−12ad−1

 ,
where C is a 2r × 2r -matrix, with the last row equal to[
u1 u3 · · · u2r−1 u2 u4 · · · u2r−2 v1 + v2
]
,
and trace equal to 2v1 + v2 − 2(r − 1)b, and
E = diag(v2 + v3, . . . , vd−2 + vd−1).
Replace the variables ui, vj by elements of F as follows:
• replace vd−1 so that c1 = vd−1 + (−1)d−12ad−1;
• for every integer i, from 2 to d − 2, replace vd−i so that ci = vd−i + vd−i+1;
• bearing in mind Lemma 10, replace u1, . . . , u2r−1, v1 so that C has eigenvalues
cd−1, . . . , cn.
With this choice of values for the variables, XA′ + A′X has eigenvalues c1, . . . ,
cn. 
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Lemma 13. Suppose that g1 = x and rankA  n/2. Then A is spectrally complete.
Proof. Asg1| · · · |gr , all the matricesC(g1), . . . , C(gr)are singular and rankC(gi) =
di − 1, where di = d(gi), i ∈ {1, . . . , r}.
Let s = #{i : gi = x}, t = #{i : d(gi) = 2}. As A is similar toC(g1)⊕ · · · ⊕ C(gr)
and rankA  n/2, it follows that dr  3 and there exist nonnegative integers
s1, . . . , sq , where q = r − s − t , such that s = s1 + · · · + sq and
rank(0si ⊕ C(gs+t+i ))  (si + ds+t+i )/2, i ∈ {1, . . . , q}.
If t = 0, let A1 = 0s1 ⊕ C(gs+1). If t > 0, then gs+1 = · · · = gs+t = x(x − b)
for some b ∈ F ; in this case, let
A1 = 0s1 ⊕
(
t⊕
i=1
[
0 1
0 b
])
⊕ C(gs+t+1).
For every i ∈ {2, . . . , q}, let Ai = 0si ⊕ C(gs+t+i ).
For every i ∈ {1, . . . , q}, according to one of the Lemmas 3, 6, 11, 12, Ai is
spectrally complete. As A is similar to A1 ⊕ · · · ⊕ Aq , A is spectrally complete. 
Proof of Theorem 2. As we have already proved that (a) implies (c), it follows that,
if A is spectrally complete, then n  2 rankA and the minimum polynomial of A is
different from x2.
Conversely, suppose that n  2 rankA and the minimum polynomial of A is differ-
ent from x2. The proof has already been done, in Lemmas 9 and 13, when d(g1) = 1.
Suppose that d(g1)  2. If, either d(g1) = 2 and g1(0) /= 0, or d(g1)  3, then all
the matrices C(g1), . . . , C(gr) are spectrally complete. As A is similar to C(g1)⊕
· · · ⊕ C(gr), it is easy to complete the proof.
Now suppose that d(g1) = 2 and g1(0) = 0. Let t = #{i : d(gi) = 2}. Then g1 =
· · · = gt = x(x − b) for some b ∈ F .
Case 1. Suppose that t = r . Note that b /= 0, because the minimum polynomial of
A, gr , is different from x2. Then A is similar to 0r ⊕ bIr , and, according to Lemma
4, A is spectrally complete.
Case 2. Suppose that d(gr)  3. Let
A1 =
(
t⊕
i=1
[
0 1
0 b
])
⊕ C(gr).
According to Lemma 12,A1 is spectrally complete. According to Lemma 3,C(gt+1),
. . . , C(gr−1) are spectrally complete. As A is similar to A1 ⊕ C(gt+1)⊕ · · ·⊕
C(gr−1), A is spectrally complete. 
Proof of Theorem 1. We have already proved that (a) implies (c). We shall prove
that (c) implies (b). Let ρ = rankA.
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Case 1. Suppose that the minimum polynomial of A is x2. Then r = n− ρ,
g1 = · · · = gn−2ρ = x, gn−2ρ+1 = · · · = gr = x2 and A is similar to
A′ = 0n−2ρ ⊕
[
0ρ Iρ
0ρ 0ρ
]
.
Let σ be a permutation of {1, . . . , n} satisfying (2) and (3). Let W ∈ Fρ×ρ be a
matrix with eigenvalues cσ(1), cσ(3), . . . , cσ(2ρ−1). Let
X = In−2ρ ⊕
[
Iρ 0ρ
W Iρ
]
.
Then XA′ + A′X has eigenvalues c1, . . . , cn.
Case 2. Suppose that the minimum polynomial of A is different from x2. If n 
2 rankA, then A is spectrally complete and (b) is satisfied. Now suppose that n >
2 rankA. Then g1 = · · · = gn−2ρ = x and A is similar to A′ = 0n−2ρ ⊕ A1, where
A1 = C(gn−2ρ+1)⊕ · · · ⊕ C(gr). According to Theorem 2, A1 is spectrally com-
plete. Bearing in mind (c.1), suppose, without loss of generality, that c1 = · · · =
cn−2ρ = 0. As A1 is spectrally complete, there exists a nonsingular matrix X1 ∈
F 2ρ×2ρ such thatX1A1 + A1X1 has eigenvalues cn−2ρ+1, . . . , cn. LetX = In−2ρ ⊕
X1. Then XA′ + A′X has eigenvalues c1, . . . , cn. 
References
[1] E.A. Martins, F.C. Silva, Eigenvalues of matrix commutators, Linear and Multilinear Algebra 39
(1995) 375–390.
[2] E.A. Martins, F.C. Silva, On the number of invariant polynomials of matrix commutators, Linear
Algebra Appl. 262 (1997) 179–188.
[3] E.A. Martins, F.C. Silva, On the invariant polynomials of Jordan products, Linear Algebra Appl., to
appear.
[4] G.N. Oliveira, E.M. Sá, J.A. Dias da Silva, On the eigenvalues of the matrix A+XBX−1, Linear
and Multilinear Algebra 5 (1977) 119–128.
[5] F.C. Silva, The eigenvalues of the product of matrices with prescribed invariant polynomials, Linear
and Multilinear Algebra 34 (1993) 269–277.
[6] H.K. Wimmer, Existenzsätze in der theorie der matrizen und lineare kontrolltheorie, Monasth. Math.
78 (1974) 256–263.
