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Kurzzusammenfassung
Die Wechselwirkung eines planetaren Magnetfeldes mit dem Sonnenwind ruft elektri-
sche Ströme hervor, die die Magnetfeldverteilung am Planeten beeinflussen. In dieser
Arbeit werden Methoden vorgestellt, mit denen der planetare Anteil des Magnetfeldes
mit Raumfahrzeugdaten aus der komplexen Planetenumgebung bestimmt und die Prozes-
se der Interaktion analysiert werden können. Auf diese Weise lässt sich in Hinblick auf
Messungen der kommenden BepiColombo-Mission das intrinsisch erzeugte Magnetfeld
von Merkur korrekt schätzen.
Zunächst wird die Wechselwirkung über einen magnetohydrodynamischen Simulati-
onscode berechnet, wobei das Magnetfeld des Planeten, zeitabhängige Sonnenwindbedin-
gungen und Diffusionskoeffizienten des Plasmas als Parameter in das Modell eingehen.
Eine Schätzung der planetaren Magnetfeldparameter erfolgt dann durch die Minimierung
der Abweichungen zwischen den Modelllösungen und Raumfahrzeugmessungen aus der
Wechselwirkungsregion. Für die effiziente Berechnung einer großen Anzahl von Parame-
tern wird die Anwendung eines adjungierten Modells untersucht. Eine erste Bestimmung
des Erdmagnetfeldes mit THEMIS-Daten aus der Magnetosheath validiert das Schätzver-
fahren im Rahmen statistischer und systematischer Fehler.
Über eine Reihenentwicklungsmethode werden reduzierte MHD-Modelle hergeleitet,
um mit einem geschätzten planetaren Magnetfeld die Wechselwirkungsprozesse detail-
liert zu analysieren. Die Modelle beschreiben die wichtigsten physikalischen Prozesse in
der Magnetosheath, wie ein Anstauen des Sonnenwindmagnetfeldes vor der Magnetopau-
se, magnetische Diffusion und Rekonnexion. Mit den Ergebnissen lassen sich unter ande-
rem der magnetische Diffusionsparameter und die elektrische Leitfähigkeit des Plasmas
schätzen. Weiterhin wird der Einfluss einer Inhomogenität in der Leitfähigkeitsverteilung
auf die Bedingungen für Stoßwellen und die damit zusammenhängende Ausbreitungsge-
schwindigkeit von Wellen betrachtet.
Die Ergebnisse der reduzierten Modelle zeigen, dass der Simulationscode einen zu
großen numerischen Diffusionsparameter benötigt, welcher die Schätzung des planeta-
ren Magnetfeldes systematisch verfälscht. Mit einem reduzierten Modell ohne magne-
tische Diffusion lässt sich aus Daten nahe der Stagnationslinie eine verbesserte Schät-
zung für das planetare Magnetfeld durchführen. Die Berücksichtigung vieler Magneto-
sheathdurchgänge von Satelliten minimiert den statistischen Fehler in der Schätzung.
Dazu werden die effizienten reduzierten Modelle genutzt, um auch eine zeitaufwendige
simultane Schätzung von planetaren Magnetfeld- und Sonnenwindparametern durchzu-
führen, falls sich zwei Raumfahrzeuge innerhalb der Wechselwirkungsregion befinden.
Außerdem wird durch eine Projektionsabbildung die Gültigkeit der reduzierten Modelle
von der Stagnationslinie auf das Gebiet der magnetohydrodynamischen Simulation er-
weitert.
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1 Einführung
Einige Planeten, wie zum Beispiel Erde und Merkur, besitzen ein globales äußeres Ma-
gnetfeld, das im Planeteninneren erzeugt wird. Diese Magnetfelder interagieren mit ei-
ner von der Sonne ausgehenden Strömung geladener Teilchen, dem Sonnenwind. Dabei
entstehen elektrische Ströme, die das planetare Magnetfeld, also den sonnenwindunab-
hängigen Anteil am Magnetfeld, modifizieren. Ist das planetare Magnetfeld hinreichend
groß, umströmt der Sonnenwind den Planeten in einem gewissen Abstand. Die Region der
Umströmung wird als Magnetosheath und der davon eingeschlossene Bereich als Magne-
tosphäre bezeichnet. Die Grenzschicht dazwischen ist die Magnetopause (siehe Abb. 1.1).
Für eine supersonische Sonnenwindströmung, wie sie im Allgemeinen bei der Erde
oder dem Merkur auftritt, begrenzt eine Bugstoßwelle die Magnetosheath zur Sonne hin.
Die Stoßwelle bremst und lenkt den ankommenden Sonnenwind ab, sodass dieser außer-
halb der Magnetosphäre um den Planeten herum strömt. An einem Punkt, dem Staupunkt,
trifft die Strömung senkrecht auf die Magnetopause. Die zugehörige dort endende Strom-
linie ist die sogenannte Staupunktstromlinie oder Stagnationslinie.
Die Eigenschaften der Wechselwirkungsregion hängen nicht nur vom planetaren Ma-
gnetfeld ab, sondern auch von den ständig variierenden Sonnenwindbedingungen. Bei-
spielsweise führt ein stärkerer Anströmdruck des Sonnenwindes zu einer Verschiebung
der Magnetosheath zum Planeten hin. Damit geht auch eine Verschiebung der elektrischen
Ströme einher, die die Magnetfeldverteilung am Planeten verändert. Auch der Sonnen-
wind selbst kann ein Magnetfeld mitführen. Besitzt das Plasma eine endliche elektrische
Leitfähigkeit, eine Resistivität, durchdringen sich Sonnenwind- und planetares Magnet-
feld nahe der Magnetopause zu einem gewissen Teil. Dieser Diffusionsprozess führt bei
einer antiparallelen Magnetfeldkonfiguration zu magnetischer Rekonnexion. Dabei über-
lagern die Magnetfelder unterschiedlichen Ursprungs einander, was in einer lokal klei-
neren Magnitude des Magnetfeldes resultiert. Die Energie im Magnetfeld wird dabei in
kinetische Energie umgewandelt, wodurch es zu einer Beschleunigung des Sonnenwind-
plasmas kommt.
Die Wechselwirkung zwischen dem Sonnenwind und dem planetaren Magnetfeld
wird in dieser Arbeit im Rahmen der Magnetohydrodynamik (MHD) betrachtet. Dabei
beschreibt ein magnetisierbares Fluid das kollektive Verhalten der Teilchen des Sonnen-
windplasmas. Die zeit- und ortsabhängigen Differenzialgleichungen der MHD werden
zum Berechnen der Wechselwirkung genutzt, wobei die Rand- und Anfangsbedingungen
aus Sonnenwindinformationen und dem planetaren Magnetfeld zu bestimmen sind.
Voraussichtlich im Jahr 2025 erreicht die europäisch-japanische Raumfahrtmission
BepiColombo (Benkhoff et al. 2010) den Planeten Merkur. Im Gegensatz zu vorherigen
Missionen zum Merkur vermessen zwei Raumfahrzeuge gleichzeitig die Magnetfeldver-
teilung in der Umgebung des Planeten. Anders als bei der Erde ist die Wechselwirkungs-
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Abbildung 1.1: Die Wechselwirkung des Sonnenwindes mit dem planetaren Magnetfeld
des Merkur ruft elektrische Ströme hervor, die den Sonnenwind derart beeinflussen, dass
dieser den Planeten in der Magnetosheath umströmt. Aufgrund des supersonischen Son-
nenwindes wird die Magnetosheath sonnenwärts durch eine Bugstoßwelle begrenzt. Ein
Raumfahrzeug in der Umgebung von Merkur misst stets eine Überlagerung des planetaren
Magnetfeldes und der Magnetfeldanteile von den elektrischen Strömen der Wechselwir-
kung.
region bei Merkur aufgrund des etwa hundert Mal schwächeren planetaren Magnetfeldes
deutlich kleiner. Daher befindet sich die Magnetosheath sehr viel näher an der Oberfläche
des Planeten. Als Konsequenz ist der Anteil durch die elektrischen Ströme der Wechsel-
wirkung auch in unmittelbarer Nähe zum Planeten nicht vernachlässigbar. Die Wechsel-
wirkung und ihre Zeitabhängigkeit muss berücksichtigt werden, um das intrinsische Ma-
gnetfeld von Merkur zu bestimmen. Dafür eignet sich die BepiColombo-Mission wegen
ihrer zwei Raumfahrzeuge in besonderem Maße.
Bei der Erde gab es, vergleichbar zu BepiColombo, Missionen mit mehreren Raum-
fahrzeugen. Beispielsweise lieferte die Mission THEMIS (Time History of Events and
Macroscale Interactions during Substorms) mit ihren fünf Satelliten Daten aus vielen Be-
reichen der Wechselwirkungsregion (Angelopoulos 2008). Damit wurde, ähnlich wie es
für BepiColombo geplant ist, auch die gleichzeitige Messung an unterschiedlichen Orten
durchgeführt. Anders als bei Merkur spielt bei der Erde die Wechselwirkung des Sonnen-
windes nahe der Erdoberfläche eine untergeordnete Rolle. Erst in der Nähe der Magneto-
sheath lassen sich Veränderungen des planetaren Magnetfeldes beobachten, die vergleich-
bar stark zu den Modifikationen in der gesamten Magnetosphäre von Merkur sind.
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Das Ziel dieser Arbeit ist es, Methoden zur Analyse der Magnetfeldverteilung und
Bestimmung des planetaren Magnetfeldanteils in einer durch die Wechselwirkung mit
dem Sonnenwind stark beeinflussten Umgebung zu entwickeln. Die Verfahren sollen in
Hinblick auf die kommende BepiColombo-Mission die Interpretation der Messungen bei
Merkur verbessern. Wesentlich ist dabei eine korrekte Bestimmung des intrinsischen Ma-
gnetfeldes aus den Messungen aller Raumfahrzeuge. Man muss beachten, dass insbeson-
dere bei Merkur der Einfluss der Wechselwirkung am Planeten nirgends vernachlässigbar
ist. Beim Modellieren dieser komplexen Situation gibt es mehrere Herausforderungen.
Einerseits gilt es, systematische Fehler zu vermeiden, wie sie zum Beispiel bei einer nu-
merischen Umsetzung des Wechselwirkungsmodells auftreten können. Andererseits muss
die zeitabhängige Wechselwirkung effizient berechnet werden, um die laufzeitintensive
Parameterschätzung des planetaren Magnetfeldes für ein möglichst detailliertes Modell
anwenden zu können.
Der Aufbau dieser Arbeit ist im Folgenden kurz dargestellt. Anknüpfend an die vor-
angegangene Einleitung werden in diesem Kapitel einige Grundlagen über die planetaren
Magnetfelder von Erde und Merkur, den Sonnenwind sowie die Beschreibung der Wech-
selwirkung im Rahmen der MHD präsentiert.
Im nächsten Kapitel erfolgt die Ausarbeitung eines MHD-Simulationscodes, welcher
die Wechselwirkung zwischen dem zeitabhängigen Sonnenwind und der Erde berechnet.
Die Sonnenwindbedingungen sind dabei über Randwerte und das planetare Magnetfeld
über Anfangsbedingungen in das numerische Schema integriert. Für einen Test des MHD-
Simulationscodes werden die Ergebnisse mit Raumfahrzeugmessungen der THEMIS-
Mission verglichen.
Eine Kostenfunktion quantifiziert die Abweichungen zwischen den Daten und den Si-
mulationsergebnissen. In Kapitel 3 wird ein gradientenbasiertes Optimierungsverfahren
eingeführt, das die Kostenfunktion bezüglich der planetaren Magnetfeldparameter mini-
miert. Weil die Berechnung eines Gradienten für viele Parameter sehr rechenintensiv ist,
wird die adjungierten Methode vorgestellt, mit der der Rechenaufwand zur Bestimmung
eines Gradienten nahezu unabhängig von der Anzahl der Parameter ist. Die Anwendung
der adjungierten Methode für den MHD-Simulationscode erfolgt über das Verfahren des
automatischen Differenzierens. Um das Optimierungsverfahren in einer durch die Wech-
selwirkung stark beeinflussten Region zu testen, wird das bekannte Erdmagnetfeld mit
THEMIS-Daten aus der Magnetosheath geschätzt.
In Kapitel 4 erfolgt mit einem solchen ersten Schätzer für das planetare Magnetfeld
eine systematische Untersuchung der Wechselwirkung und ihrer physikalischen Prozesse
durch reduzierte MHD-Modelle. Diese Modelle werden über eine Reihenentwicklungs-
methode in verschiedenen Ordnungen hergeleitet. Die daraus resultierenden Reihenent-
wicklungsmodelle für kleine Ordnungen beschreiben im Rahmen der idealen MHD die
wesentlichen Prozesse der Wechselwirkung nahe der Staupunktstromlinie. Dabei wird
insbesondere auch auf die Auswirkungen eines sich anstauenden Sonnenwindmagnet-
feldes auf die Magnetosheathlösung eingegangen. Für die niedrigste Ordnung ist eine
approximative, analytische Lösung für die Magnetosheath berechenbar. Mit den Ergeb-
nissen lassen sich auch die Lösungen von MHD-Simulationen genauer untersuchen und
systematische Fehler erkennen.
Der Einfluss des magnetischen Diffusionsparameters wird in Kapitel 5 durch eine Er-
weiterung der Reihenentwicklungsmodelle um eine endliche elektrische Leitfähigkeit ge-
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nauer betrachtet. Mit diesen Modellen lassen sich magnetische Rekonnexion und Diffu-
sion nahe der subsolaren Magnetopause untersuchen. Mit den Ergebnissen zum Diffusi-
onsprozess erfolgt eine Abschätzung der magnetischen Diffusionsparameter bei der Erde
und dem Merkur.
In Kapitel 6 werden die Auswirkungen einer inhomogenen Resistivitätsverteilung in
einer Wechselwirkungssituation untersucht. Wegen der möglichen starken räumlichen Va-
riationen der Resistivitätsverteilung ist dabei die Reihenentwicklungsmethode nicht an-
wendbar. Durch die Betrachtung von Singularitäten in den MHD-Gleichungen stellt sich
heraus, dass ein Gradient in der Resistivität die Bedingungen für das Auftreten von Stoß-
wellen und die damit verbundene Ausbreitungsgeschwindigkeit von Wellen modifizieren
kann.
Aus der Analyse der Diffusionsparameter geht hervor, dass die Berechnung der Wech-
selwirkung nahe der Stagnationslinie durch ein Reihenentwicklungsmodell einen kleine-
ren systematischen Fehler ergibt als mit dem MHD-Simulationscode. Daher wird in Kapi-
tel 7 das Reihenentwicklungsmodell niedrigster Ordnung genutzt, um die Schätzung des
planetaren Magnetfeldes zu verbessern. Mit Raumfahrzeugmessungen aus der Magneto-
sheath im Gültigkeitsbereich dieses reduzierten MHD-Modells, nahe der Stagnationslinie,
wird das Dipolmoment geschätzt. Aufgrund der effizienten und schnellen Berechnung der
Wechselwirkung mit dem Reihenentwicklungsmodell lässt sich eine größere Datenmenge
analysieren und damit auch unterschiedliche Einflussfaktoren auf den statistischen Fehler
der Schätzung näher untersuchen.
Zur Verringerung des statistischen Fehlers wird die Berücksichtigung von Messungen
zweier Raumfahrzeuge innerhalb der Wechselwirkungsregion zur Schätzung des Dipol-
moments betrachtet. Mit dem Reihenentwicklungsmodell niedrigster Ordnung lässt sich
die Wechselwirkung effizient berechnen, sodass auch eine Rekonstruktion von Sonnen-
windbedingungen aus Raumfahrzeugdaten der Wechselwirkungsregion nahe der Stagna-
tionslinie durchführbar ist. In Kapitel 8 wird das Rekonstruktionsverfahren eingeführt und
anhand von THEMIS-Messungen aus der Magnetosheath verifiziert. Damit ist auch die si-
multane Schätzung der Sonnenwindbedingungen und des Dipolmoments mit Messungen
von zwei Raumfahrzeugen innerhalb der Wechselwirkungsregion möglich.
In Kapitel 9 wird eine Projektionsabbildung eingeführt, mit der sich die Gültig-
keit des effizient zu berechnenden Reihenentwicklungsmodells niedrigster Ordnung auf
die gesamte Wechselwirkungsregion erweitern lässt. Aus einem Vergleich des MHD-
Simulationscodes und des Reihenentwicklungsmodells ergibt sich die benötigte Abbil-
dungsvorschrift. Den Schluss dieser Arbeit bilden eine Zusammenfassung der wichtigsten
Ergebnisse und ein Ausblick auf mögliche Erweiterungen in Kapitel 10.
1.1 Die Planeten Erde und Merkur
In dieser Arbeit werden Verfahren entwickelt, die eine Schätzung des planetaren Ma-
gnetfeldes mit Raumfahrzeugdaten ermöglichen. Damit lassen sich die Magnetfeldquel-
len im Inneren des Planeten genauer bestimmen, was Rückschlüsse auf seinen inneren
Aufbau sowie seine Struktur erlaubt. So erfordert ein Dynamoprozess Konvektion und da-
mit zum Beispiel einen flüssigen Kern (siehe z. B. Moffatt 1978, Stevenson 1983, 2010).
Die Kenntnisse über den Aufbau von Planeten helfen dabei den aktuellen Zustand un-
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seres Sonnensystems genauer zu spezifizieren und dadurch seine Entstehung besser zu
verstehen (siehe z. B. Solomon 1976, Ruff und Anderson 1980).
Die innere Struktur der Erde und seine magnetfelderzeugenden Prozesse sind gut un-
tersucht. Einen Einblick in die Grundlagen des Erdmagnetfeldes kann beispielsweise bei
Rikitake (1966), Merrill und McElhinny (1983) oder Campbell (2001) gefunden werden.
Die Erde ist näherungsweise kugelförmig mit einem Erdradius von RE = 6371 km und
besteht im Wesentlichen aus einem Kern, einem Mantel und einer Kruste. Der Kern lässt
sich in einen festen inneren und einen flüssigen äußeren Kern unterteilen, wobei die Gren-
ze bei ungefähr 1220 km liegt. Konvektionsströme im äußeren Kern transportieren heißes
Material nahe des inneren Kerns nach außen, das dabei abkühlt, wodurch das Material
wieder absinkt. Das stark eisenhaltige Material im äußeren Kern kann als eine elektrisch
leitfähige Flüssigkeit betrachtet werden, welche durch die Rotation und Konvektion einen
Dynamoprozess im Inneren der Erde treibt. Aktuelle Schätzungen gehen von einer elek-
trischen Leitfähigkeit von etwa 1.4 · 106 S/m im äußeren Kern aus (Pozzo et al. 2012).
Die remanente Magnetisierung der oberen Erdkruste stellt nur einen zum Dynamo
verhältnismäßig kleinen Beitrag zum Erdmagnetfeld dar, der nur nahe der Oberfläche
messbar ist. Induktionseffekte können in leitfähigen Schichten aufgrund von Variationen
äußerer Stromsysteme auftreten. Diese sind bei der Erde, verglichen mit der Stärke des
vom Dynamo erzeugten Magnetfeldes, vernachlässigbar. Dies liegt daran, dass das Feld
der externen elektrischen Ströme nahe der Oberfläche klein ist (Chapman und Bartels
1940). Damit ist das Magnetfeld, gemessen von einem Satelliten auf seinem Orbit um die
Erde, im Wesentlichen durch das vom Dynamo erzeugte Magnetfeld sowie die äußeren
elektrischen Ströme der Wechselwirkung mit dem Sonnenwind bestimmt.
Der Anteil des Magnetfeldes, welcher von Quellen im Inneren der Erde erzeugt
wird, lässt sich im Außenraum mit einer sphärisch-harmonischen Entwicklung darstellen
(Gauss 1839, Glassmeier und Tsurutani 2014). Hierbei wird der Außenraum als stromfrei
betrachtet und die Verschiebungsstromdichte vernachlässigt. Damit ist das Magnetfeld
gemäß der Maxwell-Gleichungen sowohl divergenz- als auch rotationsfrei und kann über
ein skalares Potenzial Vpot dargestellt werden:
~B = −∇Vpot, (1.1)
wobei das Potenzial die Laplace-Gleichung
∆Vpot = 0 (1.2)
erfüllt. Die Laplace-Gleichung (1.2) kann in Kugelkoordinaten (r, λ, θ) transformiert wer-
den über
x = r sin(θ) cos(λ),
y = r sin(θ) sin(λ),
z = r cos(θ).
(1.3)
Die Rücktransformation ergibt sich zu
r =
√
x2 + y2 + z2,
λ = atan2 (y, x) ,
θ = arccos
 z√
x2 + y2 + z2
 . (1.4)
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Hier ist atan2(., .) der Arkustangens mit zwei Argumenten. Die orthonormalen Basisvek-
toren der Kugelkoordinaten (1.3) sind gegeben durch
~er =
sin(θ) cos(λ)sin(θ) sin(λ)cos(θ)
 , ~eλ =
− sin(λ)cos(λ)0
 , ~eθ =
cos(θ) cos(λ)cos(θ) sin(λ)− sin(θ)
 . (1.5)
Werden die Kugelkoordinaten verwendet, lässt sich die Lösung im Außenraum (r > RE)
durch Kugelflächenfunktionen darstellen als (siehe z. B. Kertz 1995, Clauser 2016)
Vpot(r, θ, λ) = RE
∞∑
l=1
l∑
m=0
(RE
r
)l+1 (
gml cos(m λ) + h
m
l sin(m λ)
)
Pml (cos(θ)). (1.6)
Hierbei sind gml und h
m
l die Gauss-Koeffizienten und P
m
l (cos(θ)) die nach Schmidt nor-
mierten zugeordneten Legendrepolynome. Dabei wird das l-te Legendrepolynom benutzt,
welches definiert ist über die Rodrigues-Formel:
Pl(x) =
1
2l l!
dl
dxl
[
(x2 − 1)l
]
. (1.7)
Die zugeordneten Legendrepolynome sind damit
Pml (x) = S
m
l
(
1 − x2
)m/2 dm
dxm
Pl(x), (1.8)
mit der Normierung nach Schmidt:
S ml =
1, m = 0√2 (l−m)!(l+m)! , m > 0 . (1.9)
Es ergeben sich beispielsweise
P00(cos(θ)) = 1,
P01(cos(θ)) = cos(θ),
P11(cos(θ)) = sin(θ)
(1.10)
als zugeordnete Legendrepolynome.
Das Magnetfeld kann in Kugelkoordinaten wie folgt ausgedrückt werden:
~B = Br ~er + Bλ ~eλ + Bθ ~eθ. (1.11)
Die Koeffizienten lassen sich mit Gleichung (1.1) und Gleichung (1.6) sowie dem Gradi-
enten in Kugelkoordinaten bestimmen:
Bθ = −
∞∑
l=1
l∑
m=0
(RE
r
)l+2 (
gml cos(m λ) + h
m
l sin(m λ)
)
∂θ Pml (cos(θ)), (1.12)
Bλ =
∞∑
l=1
l∑
m=0
(RE
r
)l+2 (
gml sin(m λ) − hml cos(m λ)
) m Pml (cos(θ))
sin(θ)
, (1.13)
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Br =
∞∑
l=1
l∑
m=0
(l + 1)
(RE
r
)l+2 (
gml cos(m λ) + h
m
l sin(m λ)
)
Pml (cos(θ)). (1.14)
Die nicht verschwindenden Koeffizienten niedrigster Ordnung in l, also g01, g
1
1 und h
1
1,
sind dem magnetischen Dipolmoment zugeordnet. Der damit verknüpfte Magnetfeldvek-
tor ~BDipol lässt sich in kartesischen Koordinaten ausdrücken durch
~BDipol =
3
(
~r · ~m)~r − r2 ~m
r5
. (1.15)
Dabei sind die Komponenten des Vektors des Dipolmoments ~m = (mx,my,mz)T über die
Gleichungen
mx = R3E g
1
1,
my = R3E h
1
1,
mz = R3E g
0
1
(1.16)
mit den Gauss-Koeffizienten verknüpft.
Für die Bestimmung der Gauss-Koeffizienten des planetaren Magnetfeldes über die
sphärisch-harmonische Entwicklung wird ein körperfestes Koordinatensystem der Erde
benötigt, das GEO-(geographische)-Koordinatensystem. Der Ursprung des Koordinaten-
systems befindet sich im Zentrum der Erde. Die z-Achse ist parallel zur Rotationsach-
se der Erde, die x-Achse liegt in der Äquatorebene und geht durch den Greenwich-
Meridian. Die y-Achse vervollständigt ein rechtshändiges Orthogonalsystem. Zeitanga-
ben in Universal Time (UT) geben die lokale Zeit am Greenwich-Meridian an.
Alle fünf Jahre werden für die Erde die aktuellen Gauss-Koeffizienten als IGRF (Inter-
national Geomagnetic Reference Field) publiziert. Dabei werden die Gauss-Koeffizienten
aus Magnetfelddaten von Bodenstationen und Satelliten nahe der Erdoberfläche bestimmt.
Der Einfluss von äußeren Stromsystemen durch die Wechselwirkung der Erde mit dem
Sonnenwind wird in der Bestimmung der Koeffizienten vernachlässigt. Für das Jahr 2010
ergaben sich folgende Gauss-Koeffizienten für die Dipolanteile (Finlay et al. 2010):
g01 = −29496.5 nT,
g11 = −1585.9 nT,
h11 = 4945.1 nT.
(1.17)
Ausgedrückt als Vektor des Dipolmoments der Erde über die Gleichungen (1.16) folgt:
mx = −0.41 · 1015 T m3,
my = 1.28 · 1015 T m3,
mz = −7.63 · 1015 T m3.
(1.18)
Weiterhin waren die Quadrupolanteile (Finlay et al. 2010):
g02 = −2396.6 nT,
g12 = 3026.0 nT,
h12 = −2707.7 nT,
g22 = 1668.6 nT,
h22 = −575.4 nT.
(1.19)
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Anders als bei der Erde ist der innere Aufbau des Merkur noch wenig bekannt. Merkur
hat, ähnlich wie die Erde, ein Magnetfeld mit langskaliger, dipolarer Struktur. Daher ver-
mutet man, dass dieses Feld durch einen Dynamoprozess erzeugt wird (Ness et al. 1974,
1975). Wie Radarmessungen belegen, besteht zumindest eine Schicht des Kerns auch
heute noch aus geschmolzenem Material (Margot et al. 2007), wo ein Dynamoprozess
stattfinden kann. Im Gegensatz zur Erde ist das äußere Magnetfeld von Merkur deutlich
schwächer. Das Oberflächenfeld am Äquator ist bei der Erde mehr als hundert Mal stär-
ker als bei Merkur. Skalenabschätzungen für einen erdähnlichen Dynamoprozess würden
allerdings ein stärkeres Magnetfeld vermuten lassen (siehe z. B. Christensen 2006).
Verschiedene Möglichkeiten wurden diskutiert, um diesen Unterschied zu erklären.
Beispielsweise könnte sich der Dynamoprozess nur in einer dünnen Schicht des Merkur
einstellen und so ein schwaches äußeres Magnetfeld produzieren (Stanley et al. 2005).
Eine andere Erklärung von Christensen (2006) ist, dass in den äußeren Schichten des
Kerns, aufgrund eines subadiabatischen Temperaturgradienten, keine Konvektion stattfin-
det. Ein Dynamoprozess im Inneren würde zusätzlich kleinskalige, zeitlich variierende
Magnetfelder erzeugen, welche allerdings durch den Skin-Effekt in der nicht-konvektiven
Schichtung im äußeren Kern gedämpft würden. Möglicherweise haben aber auch die Ma-
gnetfelder externer Stromsysteme einen starken Einfluss auf den Dynamoprozess selbst.
Glassmeier et al. (2007a) schlugen einen sogenannten Feedback-Dynamo vor, bei dem
das Magnetfeld des Magnetopausenstroms im Entstehungsprozess des Dynamos das dy-
namoerzeugte Feld abschwächen kann (siehe auch Heyner et al. 2011).
Erstmalig konnte die Mariner 10 Sonde 1974 Daten über das Magnetfeld des Plane-
ten Merkur bei einem Vorbeiflug gewinnen. Dabei wurde festgestellt, dass Merkur ein
planetares Magnetfeld besitzt, welches stark genug ist, eine Umströmung des Sonnen-
windes um Merkur herum zu verursachen (Ness et al. 1974). Für eine erste Abschät-
zung des planetaren Magnetfeldes ging man von einem in Magnitude, Ausrichtung und
Position parametrisierten Dipol aus. Eine Anpassung an die Daten lieferte ein entlang
der Rotationsachse ausgerichtetes Dipolmoment von g01 = 227 nT (später korrigiert auf
g01 = 350 nT (Ness et al. 1975)) mit einem Abstand zum Planetenzentrum von 0.45 RM,
wobei RM = 2440 km der Radius des Merkur ist.
Da allerdings äußere Quellen, wie beispielsweise magnetosphärische Ströme, das ge-
messene Magnetfeld maßgeblich beeinflussen können, versuchten unter anderem Korth
et al. (2004) diese über ein Modell zu berücksichtigen. Dazu erfolgte eine Skalierung des
Tsyganenko-96 Magnetosphärenmodells des Magnetfeldes der Erde (Tsyganenko 1995,
1996) auf die Magnetosphäre des Merkur. Das Magnetosphärenmodell hängt dabei von
Sonnenwindparametern ab, welche aus Messungen der Mission ACE (Advanced Com-
position Analyzer) bestimmt wurden. Weil sich das ACE-Raumfahrzeug zu dieser Zeit
in etwa 1 AU Entfernung zum Merkur befand (1 AU = 149 597 870.7 km), nutzten sie
ein Parker-Modell des Sonnenwindes (Parker 1958), um die Sonnenwindbedingungen
bei Merkur zu schätzen. Basierend auf einer statistischen Analyse der Sonnenwindbe-
dingungen konnte der Fall eines starken sowie der Fall eines schwachen Sonnenwind-
drucks betrachtet werden. Unter Berücksichtigung der abgeschätzten Magnetfeldbeiträ-
ge äußerer Quellen wurde aus den Mariner 10 Daten das Dipolmoment im Bereich von
198 nT ≤ g01 ≤ 347 nT abgeschätzt.
Nach Mariner 10 konnte 2008 die Raumsonde MESSENGER (Mercury Surface,
Space Environment, Geochemistry and Ranging) wieder Magnetfelddaten aus Vorbeiflü-
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gen am Merkur gewinnen (Solomon et al. 2001). Alexeev et al. (2010) nutzte die Mes-
sungen der Mariner 10 und MESSENGER Vorbeiflüge, um das planetare Magnetfeld von
Merkur zu schätzen. Dazu wurde mit einem auf die Situation beim Merkur skalierten
empirischen Paraboloid-Modell der Erdmagnetosphäre, die im Modell parametrisierten
magnetosphärischen elektrischen Ströme sowie ein planetares Dipolfeld an die Daten an-
gepasst. Es ergab sich ein Dipolmoment von g01 = 196 nT mit einem Abstand des Dipols
zum Planetenzentrum von 405 km = 0.166 RM.
Im Jahr 2011 trat die MESSENGER-Raumsonde in einen Orbit um Merkur ein und
lieferte die bislang größte Datenbasis von Magnetfeldbeobachtungen für diesen Planeten.
Johnson et al. (2012) verwendeten die Daten, um das planetare Magnetfeld des Merkur,
ähnlich wie es Korth et al. (2004) und Alexeev et al. (2010) zuvor taten, abzuschätzen.
Dabei wurde wieder ein empirisches Magnetosphärenmodell verwendet, um die Wech-
selwirkung einzubeziehen. Das Modell berücksichtigt einen planetaren Dipol sowie Ma-
gnetfelder der elektrischen Ströme an der Magnetopause und im Schweif. Das empirische
Modell wurde anhand der Wechselwirkung des Sonnenwindes mit der Erde erstellt und
besitzt 12 Parameter, um es an die Situation bei Merkur anzupassen. Darunter sind auch
die Parameter eines planetaren Dipols, welcher mit den Gauss-Koeffizienten und einem
möglichen Versatz (englisch: Offset) aus dem Planetenzentrum parametrisiert ist. Solch
ein Dipol, der auch einen Versatz aus dem Planetenzentrum berücksichtigt, heißt Offset-
Dipol. Der Versatz lässt sich durch eine verschwindende Radialkomponente im Magnet-
feld, den magnetischen Äquator, ermitteln. Nach Johnson et al. (2012) ergibt sich ein
Versatz von 479± 9 km. Schlussendlich wurde, im Rahmen der Anpassung der Parameter
des Modells, das Dipolmoment bestimmt zu g01 = 190 ± 10 nT. Dabei bezieht sich die
Angabe des Fehlers im Dipolmoment auf die verwendete Schrittweite im Anpassungs-
algorithmus. Der Fehler berücksichtigt folglich keine systematischen Modellfehler und
auch nicht die Güte der Anpassung zwischen Modell und Daten. Der tatsächliche Fehler
kann daher wesentlich größer sein als es diese Angabe suggeriert.
Bei der Verwendung von empirischen Modellen der Wechselwirkung zwischen dem
Sonnenwind und dem planetaren Magnetfeld kann es unbemerkt zu verschiedenen Feh-
lern kommen. Wenn empirische Modelle nur wenige Parameter zur Anpassung der Strom-
systeme der Wechselwirkung beinhalten, wurden in der Regel viele Annahmen über die
Stromsysteme getroffen, welche jedoch nicht notwendigerweise zutreffen müssen. Wer-
den hingegen viele Parameter genutzt, ist es aufgrund der endlichen Datenabdeckung
nicht immer möglich, alle Parameter eindeutig zu bestimmen. Dies gilt insbesondere
dann, wenn die zeitabhängigen Variationen der Wechselwirkung zu berücksichtigen sind.
Anders als in den bisherigen Schätzungen des planetaren Magnetfeldes wird in die-
ser Arbeit kein empirisches Modell benutzt, sondern die Wechselwirkung im Rahmen der
MHD beschrieben. Es sind keine Parameter zur Anpassung von Stromsystemen nötig,
wodurch nur ein Minimum an Parametern im Modell Verwendung findet. Dadurch lassen
sich alle Daten nutzen, um die verbleibenden Parameter mit höchst möglicher Genauig-
keit statistisch zu schätzen. Statistische Fehler können sich dabei beispielsweise durch
eine gewisse Unkenntnis der Anfangs- oder Randbedingungen sowie aus Messfehlern er-
geben. Die Schätzung der planetaren Magnetfeldparameter lässt sich verifizieren, indem
alle Daten entlang der Trajektorie des Raumfahrzeugs mit der Lösung des verwende-
ten Modells verglichen werden. Abweichungen außerhalb der statistischen Fehler können
dann auf noch nicht korrekt berücksichtigte Eigenschaften der Wechselwirkung hindeu-
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ten. Das Modell kann sukzessive erweitert werden und mehr Prozesse berücksichtigen,
um die Abweichungen zu verringern.
Zum Beispiel wäre es möglich, leitfähige Schichten im Planeten einzuführen, um die
damit zusammenhängenden Induktionseffekte zu betrachten. Da das planetare Magnetfeld
von Merkur etwa hundert Mal kleiner ist als das der Erde, sind zum einen die Stromsys-
teme der Wechselwirkung deutlich näher am Planeten, zum anderen macht deren Feld
einen wesentlich größeren Anteil am Gesamtmagnetfeld nahe der Oberfläche aus. Da-
durch können Induktionseffekte, die in der Beschreibung der Wechselwirkung zwischen
Sonnenwind und Erde noch vernachlässigbar waren, bei Merkur einen signifikanten Bei-
trag leisten (siehe z. B. Hood und Schubert 1979, Glassmeier 2000, Grosser et al. 2004,
Glassmeier et al. 2007b, Jia et al. 2015). Der Kern von Merkur besteht aus leitfähigem
Material und somit kann dort ein elektrischer Strom induziert werden. Abschätzungen für
den Durchmesser des Kerns aus Messungen des Gravitationsfeldes von Merkur ergeben
einen Radius von etwa 0.8 RM und damit eine Mantelstärke von etwa 0.2 RM (Hauck et al.
2013).
Erst kürzlich wurde von Jia et al. (2015) eine MHD-Simulation verwendet, um den
Einfluss der Induktion von zeitabhängigen Variationen des Sonnenwindes bei Merkur zu
berechnen. Dabei nahmen sie eine Leitfähigkeit des Kerns σKern = 105 S/m an und wähl-
ten für den Mantel σMantel = 10−7 S/m. Die Induktion beeinflusste bei den untersuchten
starken Änderungen im Sonnenwinddruck den subsolaren Magnetopausenabstand stark.
Bei einer Erhöhung des Sonnenwinddrucks wirkt der Induktionsstrom dem Heranrücken
der Magnetopause, aufgrund des gestiegenen Drucks, entgegen. Dadurch änderte sich die
Lage der Magnetopause nur wenig.
1.2 Sonnenwindbedingungen
Schon früh wurde über die Existenz einer von der Sonne ausgehenden Strömung von Teil-
chen, den Sonnenwind, spekuliert. Einen ersten wichtigen Schritt zu einem Modell des
Sonnenwindes leistete Biermann (1951). Die Beobachtung, dass Kometen einen Schweif
besitzen, der stets von der Sonne weg gerichtet ist, brachte Biermann dazu ein Modell
vorzuschlagen, bei dem die Wechselwirkung des Kometen mit dem Sonnenwind für die
Entstehung des Schweifs verantwortlich ist. Einen weiteren Beitrag erbrachte Chapman
(1954), der die thermische Leitfähigkeit eines Plasmas berechnete. Auf Grundlage der
Modelle von Biermann und Chapman leitete Parker (1958) sein berühmtes Parker-Modell
des Sonnenwindes aus den magnetohydrodynamischen Gleichungen ab. Im Jahr 1959
konnte die sowjetische Raumsonde Lunik 1 durch in-situ Messungen erstmals die Exis-
tenz des Sonnenwindes bestätigen. Typische Sonnenwindbedingungen für den Betrag der
Ionengeschwindigkeit vSW, die Ionendichte NSW, den Betrag des Magnetfeldes |BSW| und
der Ionentemperatur TSW bei der Erde nach Slavin und Holzer (1981) sind in Tabelle 1.1
angegeben.
Die OMNI-Daten der NASA (National Aeronautics and Space Administration) fas-
sen die Feld- und Teilchendaten verschiedener Raumfahrzeuge, die sich im Sonnenwind
befinden, zusammen und schätzen die Sonnenwindbedingungen am subsolaren Punkt der
Bugstoßwelle der Erde (siehe http://omniweb.gsfc.nasa.gov/ und King und Papitashvili
2005). Beispielsweise wird ein zeitlich hochaufgelöster Datensatz mit einer Auflösung
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Planet Abstand zur Sonne NSW vSW |BSW| TSW
[AU] [1/cm3] [km/s] [nT] [104 K]
Merkur 0.31 73 430 46 17
0.47 32 430 21 13
Erde 1.0 7 430 6 8
Tabelle 1.1: Typische Sonnenwindbedingungen bei Merkur und Erde nach Slavin und
Holzer (1981). Bei Merkur unterscheiden sich die Bedingungen am Perihel und am Aphel
auf seiner Umlaufbahn.
von einer Minute auf Grundlage der Daten von ACE (Advanced Composition Explorer),
IMP (Interplanetary Monitoring Platform) 8 und Geotail berechnet. Die Raumfahrzeuge
befinden sich in der Regel in einiger Entfernung zum subsolaren Punkt der Bugstoßwel-
le, sodass ein Modell die beobachteten Daten entsprechend zeitversetzt. Dabei werden
die Sonnenwindbedingungen als konstant entlang einer sich mit dem Sonnenwind be-
wegenden ebenen Phasenfront angenommen. Die Laufzeitdifferenz ∆tOMNI zwischen der
Position des Raumfahrzeugs ~rSC und der Position der subsolaren Bugstoßwelle ~rBS lässt
sich bestimmen durch
∆tOMNI =
~nP · (~rBS − ~rSC)
~nP · ~vSW , (1.20)
wobei ~vSW der Vektor der Sonnenwindgeschwindigkeit und ~nP der Normalenvektor der
Phasenfront ist. Der Positionsvektor des subsolaren Punktes der Bugstoßwelle wird mit
dem Bugstoßwellenmodell von Farris und Russell (1994) bestimmt. Um den Normalen-
vektor zu berechnen, muss man die Eigenschaften der Sonnenwindvariationen genauer
spezifizieren. Dazu kann beispielsweise angenommen werden, dass es sich bei einer Va-
riation im Sonnenwind um eine Diskontinuität handelt. Dann lässt sich der Normalenvek-
tor über eine Minimum Varianz Analyse ermitteln (Weimer et al. 2003, Weimer 2004).
In Abbildung 1.2 sind die OMNI-Sonnenwinddaten am subsolaren Punkt der Bug-
stoßwelle der Erde im Januar 2008 zu sehen. Dieses Intervall zeigt typische Sonnenwind-
bedingungen, die stets starken Variationen unterworfen sind. Es können Sonnenwindge-
schwindigkeiten zwischen 300 km/s und 750 km/s beobachtet werden. In der Teilchen-
dichte sind kurzweilige, starke Erhöhungen, wie zum Beispiel am 5. Januar 2008, zu
beobachten, mit einer Teilchendichte über 20 /cm3. Die Erhöhung vom 5. Januar 2008
kann dabei auf eine korotierende Wechselwirkungsregion (englisch: corotating interacti-
on region) zurückgeführt werden.
Ein typischer Zeitraum für die Beobachtung von Planeten durch Raumfahrzeuge ist
etwa ein (Erd-) Jahr, wie auch zunächst für die BepiColombo-Mission geplant (Benkhoff
et al. 2010). Für einen solchen Zeitraum lässt sich eine Verteilungsfunktion der Sonnen-
windparameter angeben, jedoch ändert sich diese von Jahr zu Jahr. Möchte man beispiels-
weise eine mittlere Sonnenwindgeschwindigkeit für den Zeitraum einer Mission ange-
ben, muss diese für den Zeitraum der Mission über Messungen bestimmt werden. Um
das zu verdeutlichen, sind die Verteilungsfunktionen der OMNI-Sonnenwindparameter
in den Jahren 2008, 2009 und 2010 in Abbildung 1.3 aufgetragen. Die Verteilungsfunk-
tionen in den unterschiedlichen Jahren ähneln sich, jedoch weisen sie auch signifikante
Unterschiede auf. Hohe Sonnenwindgeschwindigkeiten über 550 km/s kommen in den
Jahren 2008 und 2010 häufig vor, verglichen mit dem Jahr 2009. Das erste Maximum
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Abbildung 1.2: Die Sonnenwindbedingungen aus OMNI-Daten am subsolaren Punkt der
Bugstoßwelle der Erde zwischen dem 1. Januar 2008 und dem 31. Januar 2008. Auf-
getragen ist in den oberen beiden Ausschnitten die Teilchendichte der Ionen NSW und
deren mittlere Geschwindigkeit vSW im Sonnenwind. Im unteren Ausschnitt ist die z-
Komponente des Magnetfeldes Bz,SW angegeben.
der Geschwindigkeitsverteilung bei etwa 350 km/s beschreibt den sogenannten langsa-
men Sonnenwind, wohingegen die Ausläufer bei 600 km/s der Jahre 2008 und 2010 den
schnellen Sonnenwind beschreiben (siehe z. B. Feldman et al. 2005). Die gezeigten Ge-
schwindigkeitsverteilungen wurde auch schon von de Toma (2011) betrachtet und die
Unterschiede im schnellen Sonnenwind ließen sich mit dem Sonnenzyklus in Verbindung
bringen.
Oftmals verbringt der Satellit einen Teil seiner Umlaufbahn um einen Planeten im
Sonnenwind. Dann lassen sich aus den gemessenen Sonnenwinddaten Verteilungsfunk-
tionen des Sonnenwindes bestimmen, die sogenannten Referenzverteilungen. In Abbil-
dung 1.4 sind aus OMNI-Daten berechnete Referenzverteilungen der Geschwindigkeit
für das Jahr 2008 dargestellt. Dabei wurden pro Tag unterschiedlich lange Zeitintervalle
am Anfang jedes Tages genutzt, um die Statistik mit einer Binbreite von 5 km/s zu erstel-
len. Die Länge eines solchen Zeitintervalls entspricht der Zeit, die sich ein Raumfahrzeug
bei einem Planeten im ungestörten Sonnenwind befindet. Es ist zu erkennen, dass die Ver-
teilung aus den Daten von 10 Minuten pro Tag bei einer Binbreite von 5 km/s an einigen
Stellen starke Abweichungen zur eigentlichen Verteilung aufweist. Bei der Verwendung
von 2 Stunden Intervallen pro Tag sind die Abweichungen deutlich kleiner. Je mehr Zeit
ein Raumfahrzeug im Sonnenwind verbringt, desto genauer werden die Referenzvertei-
lungsfunktionen der Sonnenwindbedingungen aus den Daten approximiert.
Die hier vorgestellten Überlegungen für die Sonnenwindbedingungen bei der Erde
können auf die Situation bei anderen Planeten, wie zum Beispiel bei Merkur, übertragen
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Abbildung 1.3: Häufigkeitsverteilungen der Sonnenwindbedingungen bestimmt aus
OMNI-Daten für die Jahre 2008 (schwarz), 2009 (blau) und 2010 (orange) für die Ionen-
Teilchendichte, die Geschwindigkeit, den Betrag des Magnetfeldes und die Magnetfeld-
komponente entlang der Dipolachse des Erdmagnetfeldes.
werden. Wegen des kleineren Abstands von Merkur zur Sonne sind dort im Mittel höhere
Teilchendichten und Magnetfeldstärken zu erwarten. Typische Sonnenwindbedingungen
nach Slavin und Holzer (1981) finden sich für Merkur in Tabelle 1.1. Aufgrund der re-
lativ großen Elliptizität der Bahn von Merkur um die Sonne wird dabei zwischen den
Sonnenwindbedingungen am Perihel (0.31 AU) und am Aphel (0.47 AU) unterschieden.
1.3 Die Raumfahrtmissionen BepiColombo und THEMIS
In Hinblick auf die BepiColombo-Mission werden Methoden entwickelt, die eine Inter-
pretation der Magnetfeldverteilung und Bestimmung ihrer Quellen in der Wechselwir-
kung von Merkur mit dem Sonnenwind erlauben. Die BepiColombo-Mission, benannt in
Anlehnung an den italienischen Mathematiker und Ingenieur Giuseppe Colombo (*1920
- †1984), ist eine gemeinsame Mission der ESA (European Space Agency) und der JAXA
(Japan Aerospace Exploration Agency). Die beiden Raumfahrzeuge MMO (Mercury Ma-
gnetospheric Orbiter) und MPO (Mercury Planetary Orbiter) der Mission messen dann
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Abbildung 1.4: Die Geschwindigkeitsverteilung im Jahre 2008 aus dem vollständigen
OMNI-Datensatz in schwarz, mit zwei Stunden OMNI-Daten pro Tag in blau und aus
zehn Minuten pro Tag in orange.
unter anderem die Magnetfeldverteilung bei Merkur.
Nach derzeitigem Planungsstand ist der Starttermin für BepiColombo Oktober 2018.
Die beiden Raumfahrzeuge erreichen voraussichtlich Ende 2025 Merkur und sollen auf
polare Umlaufbahnen um den Planeten gelangen. Der Orbit von MPO wird eine Pe-
riapsis von 2920 km = 1.2 RM und eine Apoapsis von 3940 km = 1.6 RM zum Zen-
trum des Merkur haben und dabei etwa 2.3 h benötigen (siehe http://www.sci.esa.int/ ). Bei
MMO soll die Umlaufbahn weiter vom Planeten entfernt liegen, mit einer Periapsis von
3030 km = 1.2 RM und einer Apoapsis von 14080 km = 5.8 RM. Dabei würde MMO etwa
9.2 h für einen Orbit benötigen. Beide Raumfahrzeuge sind unter anderem mit Magneto-
metern und Plasmainstrumenten ausgestattet. Daher werden neben dem Magnetfeld auch
die Teilchendichten der Ionen und Elektronen, deren Geschwindigkeit und Temperatur
gemessen.
Die in dieser Arbeit entwickelten Modelle sollen die Schätzung des planetaren Ma-
gnetfeldes in einer durch die Wechselwirkung stark beeinflussten Umgebung, wie bei
Merkur, ermöglichen. Zum Testen der Modelle sollte daher eine zur BepiColombo-
Mission bei Merkur vergleichbare Situation betrachtet werden. Dabei muss das planetare
Magnetfeld gut bekannt sein, um seine Schätzung überprüfen zu können. Wie in Ab-
schnitt 1.1 beschrieben, ist das planetare Magnetfeld der Erde gut bestimmt. Aufgrund
des schwächeren planetaren Magnetfeldes von Merkur ist die Wechselwirkungsregion
des Sonnenwindes dort dichter am Planeten als bei der Erde (Winslow et al. 2013). Die
Bugstoßwelle befindet sich im Mittel etwa 1.89 RM bei Merkur und rund 13 RE bei der
Erde vom Planetenzentrum entfernt. Der mittlere Abstand der Magnetopause bei Merkur
ist ungefähr 1.45 RM und bei der Erde etwa 10 RE. Zwar liegt der Orbit von MPO mei-
stens innerhalb der Magnetosphäre, jedoch ist die Magnetosphäre bei Merkur deutlich
kleiner als bei der Erde. Anders als bei der Erde muss durch das schwächere planetare
Magnetfeld der Einfluss der Wechselwirkung auf das Magnetfeld überall in der Magne-
tosphäre berücksichtigt werden (siehe z. B. Glassmeier 2000). Daher müssen zum Testen
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des Schätzverfahrens bei der Erde Raumfahrzeugdaten nahe der Magnetopause genutzt
werden. Nur dann sind die Magnetfelddaten ähnlich stark durch die Sonnenwindwechsel-
wirkung beeinflusst wie in der Umgebung von Merkur.
Die Raumfahrzeuge der THEMIS-Mission lieferten Daten aus der Magnetosheathre-
gion der Erde (Angelopoulos 2008). Die fünf Satelliten dieser Mission, bezeichnet mit
THA, THB, THC, THD und THE, umkreisten die Erde auf unterschiedlichen Bahnkur-
ven. Die Orbits ändern sich während der Mission. Ein geeigneter Zeitraum für die Ma-
gnetfeldbeobachtungen nahe der Magnetopause ist von Mitte 2008 bis Mitte 2009. In
diesem Zeitraum war der Umlaufbahn von THA etwa (1.5 × 10) RE, wobei die erste Zahl
den kürzesten und die zweite Zahl den größten Abstand zum Erdmittelpunkt angibt. Die
Bahnkurve von THB war (1.3×30) RE und die von THC (1.2×20) RE. Für THD und THE
ergab sich ein Orbit von (1.5 × 12) RE. Jeder Satellit ist dabei gleich mit Magnetometern
(Auster et al. 2008) und Plasmainstrumenten (McFadden et al. 2008) ausgestattet.
Die THEMIS-Mission wurde überwiegend zur Untersuchung der Magnetosphäre
der Erde genutzt. Daher sind die Daten in der Regel in für magnetosphärische Be-
obachtungen übliche Koordinaten verfügbar. Eine Übersicht kann beispielsweise bei
Russell (1971) gefunden werden. Diese Koordinaten unterscheiden sich von den GEO-
Koordinaten der Darstellung des planetaren Magnetfeldes. Gebräuchlich ist beispielswei-
se das GSE-(Geocentric-Solar-Ecliptic-)Koordinatensystem. Die x-Achse zeigt stets in
Richtung Sonne und die y-Achse liegt in der Ekliptik und zeigt entgegen der Bewegungs-
richtung der Erde um die Sonne. Die z-Achse steht senkrecht zur Ekliptik und komplettiert
ein rechtshändiges Orthogonalsystem. Weit verbreitet ist auch das GSM-(Geocentric-
Solar-Magnetospheric-)Koordinatensystem. Die x-Achse des GSM-Koordinatensystems
stimmt mit der des GSE-Koordinatensystems überein und die y-Achse ist senkrecht zum
Erddipol. Die z-Achse vervollständigt ein rechtshändiges Koordinatensystem, sodass das
Dipolmoment stets in der xz-Ebene liegt.
1.4 Separation von Magnetfeldanteilen
Die Wechselwirkung zwischen dem Sonnenwind und einem planetaren Magnetfeld führt
zu elektrischen Strömen, die die Magnetfeldverteilung in der Umgebung des Planeten be-
einflussen. Daher kann ein dort gemessenes Magnetfeld sowohl durch Quellen innerhalb
als auch durch welche außerhalb des Planeten bedingt sein.
Als erster trennte Gauss (1839) bei der Erde die inneren und äußeren Magnetfeld-
quellen und erkannte, dass das Magnetfeld an der Erdoberfläche im Wesentlichen von
Quellen aus dem Erdinneren bestimmt wird. Dazu führte er die sphärisch-harmonische
Analyse ein, die das Magnetfeld durch ein skalares Potenzial Vpot in einem stromfreien
Gebiet vollständig beschreibt. Das Potenzial ist in Gleichung (1.1) definiert und führt auf
die Laplace-Gleichung (1.2). Eine Lösung für r > RE findet sich in Gleichung (1.6). In
der sphärisch-harmonischen Analyse wird die allgemeine Lösung, die sowohl Anteile für
das Planeteninnere als auch für den Raum außerhalb beinhaltet, verwendet. Die Lösung
enthält daher Gauss-Koeffizienten für die inneren und äußeren Quellen bezüglich der Pla-
netenoberfläche. Gauss (1839) schätzte die Koeffizienten aus Magnetfeldmessungen von
Bodenstationen ab. Dabei wurde festgestellt, dass nahe der Erdoberfläche mehr als 95%
des Magnetfeldes von Quellen aus dem Inneren der Erde herrühren.
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Die sphärisch-harmonische Analyse ist ein mathematisch motiviertes Verfahren und
benötigt keine Kenntnis über den physikalischen Ursprung der Quellen. Eine Lokalisie-
rung der Quellen innerhalb des Planeten ist dabei nicht möglich. Die Trennung zwischen
internen und externen Quellen mit der sphärisch-harmonischen Analyse benötigt eine gu-
te Abdeckung experimentell bestimmter Magnetfelddaten in einer geschlossenen Fläche
nahe der Planetenoberfläche. Weiterhin können dabei zeitliche Variationen, insbesondere
durch elektromagnetische Induktion, nur dann aufgelöst werden, wenn diese Datenab-
deckung auch zeitaufgelöst zur Verfügung steht.
Bei der Erde gibt es im Vergleich zu anderen Planeten viele Messungen des Magnet-
feldes nahe der Planetenoberfläche. Weiterhin ist die elektromagnetische Induktion im
Planeteninneren vernachlässigbar. Somit lässt sich eine Separation zwischen inneren und
äußeren Quellen über die sphärisch-harmonische Analyse durchführen. Um Informatio-
nen über die Magnetfeldverteilung für andere Planeten als die Erde zu erhalten, kön-
nen in-situ Beobachtungen des Magnetfeldes von Raumfahrzeugen genutzt werden. Al-
lerdings kann ein Raumfahrzeug in der Regel weder eine Abdeckung mit hinreichender
räumlich-zeitlicher Auflösung erreichen noch werden die Messungen in einem stromfrei-
en Gebiet oder nahe an der Planetenoberfläche durchgeführt. Daher würde eine sphärisch-
harmonische Analyse bei Daten von Raumfahrtmissionen zu schlechten Ergebnissen füh-
ren (siehe z. B. Olsen et al. 2010).
Man kann ein physikalisch motiviertes Modell nutzen, um für diesen Fall eine Tren-
nung zwischen den inneren und äußeren Quellen des Magnetfeldes zu erhalten. Anders
als bisher wird die Wechselwirkung zwischen dem Sonnenwind und dem planetaren Ma-
gnetfeld in dieser Arbeit nicht über ein empirisches Modell, sondern über ein zeitabhängi-
ges MHD-Modell bestimmt. Die zeitabhängigen Sonnenwindbedingungen, das planetare
Magnetfeld und Diffusionskoeffizienten des Plasmas sind Parameter des MHD-Modells.
Mit festgelegten Werten für diese Parameter kann das Differenzialgleichungssystem der
MHD gelöst und die zeitabhängige Wechselwirkung bestimmt werden. Um das plane-
tare Magnetfeld zu schätzen, werden initiale Werte für die Parameter des Magnetfeldes
angenommen und die Wechselwirkung berechnet. Die Ergebnisse lassen sich mit Raum-
fahrzeugdaten aus der Wechselwirkungsregion vergleichen. Die Abweichung zwischen
Daten und Modelllösungen wird durch eine Kostenfunktion quantifiziert. Durch Variieren
der planetaren Magnetfeldparameter wird die Kostenfunktion minimiert (siehe Abb. 1.5).
1.5 Magnetohydrodynamik
Die Wechselwirkung zwischen dem Sonnenwind und dem Magnetfeld eines Planeten
wird in dieser Arbeit im Rahmen der MHD-Näherung betrachtet. Die MHD-Beschreibung
eignet sich für die Berechnung der Wechselwirkung, falls die betrachteten Prozesse auf
räumlichen Skalen, die viel größer als der Gyroradius sind und auf zeitlichen Skalen, die
viel größer als die inverse Gyrofrequenz sind, stattfinden. Der Gyroradius rG für ein Pro-
ton mit einer Geschwindigkeitskomponente vB senkrecht zu einem Magnetfeld der Stärke
B ist
rG =
mP vB
e B
. (1.21)
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Abbildung 1.5: Schätzen der planetaren Magnetfeldparameter mithilfe eines MHD-
Modells der Wechselwirkung des planetaren Magnetfeldes mit dem Sonnenwind. Die zu
schätzenden Größen, hier die planetaren Dipol- und Quadrupolmomente (oben links),
sind Parameter eines MHD-Modells, das die Wechselwirkung berechnet (oben rechts).
Eine Kostenfunktion K quantifiziert die Abweichungen von Daten und Modelllösung.
Die Dipol- und Quadrupolparameter werden so lange variiert (unten links), bis Daten und
Modelllösung bestmöglich übereinstimmen, also die Kostenfunktion minimiert wurde.
Hier definiert e = 1.602176565 · 10−19 C die Elementarladung und mP = 1.67262178 ·
10−27 kg die Protonenmasse. Die inverse Gyrofrequenz eines Protons ist
f −1G =
2 pimP
e B
. (1.22)
Das Sonnenwindplasma besteht zum größten Teil aus Elektronen und Protonen. Dabei
ist der Gyroradius und die inverse Gyrofrequenz für Elektronen stets kleiner als die der
Protonen, weshalb für die Verwendung der MHD-Näherung die Skalen der Protonen maß-
geblich sind.
Um die Gyroskalen abzuschätzen, wird die Wechselwirkung zwischen einem magnet-
feldfreien Sonnenwind und dem planetaren Magnetfeld approximativ nach Chapman und
Ferraro (1930) betrachtet. Dabei vernachlässigt man sowohl die Bugstoßwelle als auch die
Umströmung in der Magnetosheath und die Magnetopause wird als eine planare Strom-
schicht angenommen. Der ungestörte Sonnenwind trifft auf die Magnetopause, wobei ein
elektrischer Strom an der Magnetopause das Magnetfeld auf der sonnenwärtigen Seite
zu Null macht, sodass sich das planetare Magnetfeld auf der anderen Seite verdoppelt.
Dadurch erhöht sich er magnetische Druck hinter der Magnetopause, wobei dieser ma-
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gnetisch Druck dem dynamischen Druck des Sonnenwindes gleicht. In einer Teilchen-
betrachtung in diesem Modell erreichen die Protonen und Elektronen des Sonnenwindes
ungestört die Magnetopause und werden dort reflektiert, indem sie eine halbe Gyration
vollführen. Der elektrische Strom an der Magnetopause ist mit den unterschiedlichen
Richtungen der Gyrationen von Elektronen und Protonen verknüpft. Der Gyroradius so-
wie die damit zusammenhängende inverse Gyrofrequenz wird im Folgenden für Erde und
Merkur abgeschätzt.
Der subsolare Magnetopausenabstand befindet sich im Mittel etwa 10 RE von der Er-
de entfernt, wobei die Stärke des Erdmagnetfeldes dort ungefähr 30 nT beträgt. Wird
die typische Sonnenwindgeschwindigkeit von 430 km/s (siehe Tab. 1.1) betrachtet, ergibt
sich rG ≈ 75 km und f −1G ≈ 0.25 s. Dieser Gyroradius ist viel kleiner als typische Skalen
der Wechselwirkungsregion, wie beispielsweise die subsolare Dicke der Magnetosheath
mit 3 RE ≈ 19000 km.
Für Merkur lassen sich die Gyroskalen in analoger Weise abschätzen. Das planetare
Magnetfeld ist nach Johnson et al. (2012) nahe der subsolaren Magnetopause bei Mer-
kur etwa 60 nT. Mit einer mittleren Sonnenwindgeschwindigkeit von 430 km/s (siehe
Tab. 1.1) als typische Geschwindigkeit ergibt sich rG ≈ 37.5 km und f −1G ≈ 0.5 s. Vergli-
chen mit einer mittleren subsolaren Dicke der Magnetosheath nach Winslow et al. (2013)
von etwa 0.5 RM = 1220 km ist der Gyroradius viel kleiner.
Insgesamt lässt sich bei der Erde und dem Merkur die MHD-Näherung rechtfertigen.
In dieser Betrachtung wurden die Effekte schwerer Ionen, zum Beispiel aus der Atmo-
sphäre des Planeten, nicht betrachtet. Diese schwereren Ionen können einen wesentlich
größeren Gyroradius haben, sodass diese über ein Modell außerhalb der MHD-Näherung
zu berücksichtigen sind. Weiterhin beschränkt die inverse Gyrofrequenz die zeitlichen
Änderungen in einem MHD-Modell.
Eine detaillierte Darstellung der MHD-Theorie kann zum Beispiel bei Goedbloed und
Poedts (2004) oder bei Bellan (2008) gefunden werden. Im Folgenden sind die für die-
se Arbeit relevanten Grundlagen dargestellt. Die MHD beschreibt das Plasma als eine
magnetisierbare Flüssigkeit, wobei über die Elektronen und Ionen gemittelte Größen be-
trachtet werden. Die zur MHD-Beschreibung zugehörigen Gleichungen geben die Lösung
für die mittlere Massendichte ρ, die mittlere Geschwindigkeit ~v, den als isotrop angenom-
menen Druck p, den Magnetfeldvektor ~B sowie den Vektor des elektrischen Feldes ~E
bezüglich der kartesischen Koordinaten des Raumes (x, y, z) und der Zeit (t) an und lauten
∂tρ + ∇ · (ρ~v) = 0, (1.23)
∂t
(
ρ~v
)
+ ∇ · (ρ~v ◦ ~v) + ∇p − ~j × ~B = 0, (1.24)
∂t
(
ρ
2
~v2 + 
)
+ ∇ ·
(
ρ
2
~v2~v
)
+ ∇ · ( ~v) + ∇ · (p~v) + ∇ · ~qW = ~j · ~E, (1.25)
~E + ~v × ~B = 0, (1.26)
∂t~B + ∇ × ~E = 0, (1.27)
∇ × ~B − µ0 ~j = 0, (1.28)
∇ · ~B = 0. (1.29)
26
1.5 Magnetohydrodynamik
Hierbei ist ~j die elektrische Stromdichte,  die innere Energiedichte, ~qW der Wärmestrom
und µ0 = 4 pi · 10−7 N/A2 die Vakuumpermeabilität. Dabei steht die innere Energiedich-
te mit dem Druck über  = p/(γ − 1) in Beziehung, wobei γ den Isentropenexponenten
bezeichnet. Der Nabla-Operator ∇ ist definiert durch ∇ := (∂x, ∂y, ∂z)T und der Opera-
tor ◦ bildet das dyadische Produkt der Vektoren links und rechts. Die Massendichte ρ
hängt mit der mittleren Teilchendichte der Ionen N über ρ = mP N zusammen. Der Gas-
druck p hängt über die ideale Gasgleichung p = N kB T mit der Teilchendichte und der
Temperatur T zusammen, wobei kB = 1.3806488 · 10−23 J/K die Boltzmann-Konstante
ist. Gleichung (1.23) ist die Kontinuitätsgleichung, Gleichung (1.24) die Impulsbilanz,
Gleichung (1.25) die Energiebilanz und Gleichung (1.26) beschreibt das konvektive elek-
trische Feld. Die letzten drei Gleichungen der MHD-Beschreibung (1.27)–(1.29) sind Teil
der Maxwell-Gleichungen, wobei der Verschiebungsstrom vernachlässigt wurde.
Häufig kann der Wärmestrom ~qW vernachlässigt werden. Dies vereinfacht die Ener-
giebilanz (1.25) zu
∂t p +
(
~v · ∇) p + γ p∇ · ~v = 0. (1.30)
Die Impulsbilanz (1.24) lässt sich mithilfe der Kontinuitätsgleichung (1.23) auch wie folgt
dargestellen:
ρ ∂t~v + ρ
(
~v · ∇)~v + ∇p − ~j × ~B = 0. (1.31)
Dabei kann der Term der elektromagnetischen Kopplung ~j × ~B mit den Maxwell-Glei-
chungen (1.27)–(1.29) ausgeschrieben werden:
~j × ~B = 1
µ0
(~B · ∇)~B − 1
2µ0
∇~B2. (1.32)
Der erste Term auf der rechten Seite beschreibt die magnetische Spannung, der zweite
Term den Gradienten des magnetischen Drucks.
Die Gleichung (1.26) lässt sich mit dem Faradayschen Gesetz (1.27) umschreiben zu
∂t~B = ∇ ×
(
~v × ~B
)
. (1.33)
Diese Gleichung wird auch als Theorem des eingefrorenen Flusses bezeichnet und be-
schreibt die Kopplung des Magnetfeldes an das Plasma. Das Theorem gilt allerdings nur
unter der Annahme einer unendlich hohen elektrischen Leitfähigkeit im Plasma. Sobald
eine endliche elektrische Leitfähigkeit σ und damit eine endliche Resistivität η = 1/σ im
Plasma vorhanden ist, muss Gleichung (1.26) modifiziert werden:
~E + ~v × ~B = η ~j. (1.34)
Zusammen mit dem Faradayschen Gesetz (1.27) folgt damit die Induktionsgleichung der
MHD:
∂t~B = ∇ ×
(
~v × ~B
)
− ~NR, (1.35)
wobei ~NR eine Abkürzung für den resistiven Quellterm
~NR := ∇ ×
(
η
µ0
∇ × ~B
)
(1.36)
ist.
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Das Gleichungssystem der idealen MHD besteht aus den Gleichungen (1.23), (1.30),
(1.31) mit den Ersetzungen (1.32), und (1.33). Diese Gleichungen bilden ein partielles
Differenzialgleichungssystem von 8 Gleichungen für die 8 Unbekannten ρ, ~v, p und ~B.
Die Lösung lässt sich kompakt im Vektor ~u zusammenfassen, der definiert ist durch
~u :=
(
ρ, vx, vy, vz, p, Bx, By, Bz
)T
. (1.37)
Wird anstatt Gleichung (1.33) die Induktionsgleichung (1.35) verwendet, bilden die Glei-
chungen das System der resistiven MHD. Die MHD-Beschreibung fasst die Bewegung
der Elektronen und Ionen zu einem quasineutralen Fluid zusammen, mit Ausnahme bei
der Entstehung elektrischer Ströme. Allerdings ist das Verhalten von Ionen und Elektro-
nen nahe der Gyroskala völlig unterschiedlich. Um der Entkopplung von der Elektronen-
und Ionenbewegung dort Rechnung zu tragen, lässt sich die MHD-Beschreibung um einen
Hall-Term ~NH erweitern:
~NH := ∇ ×
~j × ~Be
mP
ρ
 , (1.38)
Dieser Term (1.38) ergänzt die Induktionsgleichung (1.35) zu
∂t~B = ∇ ×
(
~v × ~B
)
− ~NR − ~NH. (1.39)
Diese Form der Induktionsgleichung wird in der Hall-MHD verwendet, in der das Ma-
gnetfeld nur noch in das Fluid der Elektronen eingefroren ist, jedoch nicht mehr in das
der Protonen. Die verschiedenen Erweiterungen der idealen MHD zur resistiven MHD
oder Hall-MHD lassen sich auch verallgemeinert darstellen. Dazu wird das Theorem des
eingefrorenen Flusses ausgedrückt durch
∂t~B = ∇ ×
(
~v × ~B
)
− ~N. (1.40)
Der allgemeine Quellterm ~N verletzt Bedingungen der idealen MHD und lässt sich auf
verschiedene physikalische Prozesse zurückführen. Alle Spielarten der MHD für ~N , 0
werden auch als nicht-ideale MHD bezeichnet.
Bei einer antiparallelen Magnetfeldkonfiguration kann im Rahmen der nicht-idealen
MHD magnetische Rekonnexion auftreten. Dabei wird magnetische in kinetische Energie
umgewandelt, wobei das Plasma stark beschleunigt wird. Ein erstes theoretisches Ver-
ständnis von magnetischer Rekonnexion wurde von Sweet (1958) und Parker (1957) ge-
geben, was auf das Sweet-Parker-Modell führte. Dabei betrachteten Sweet und Parker
eine zweidimensionale Geometrie mit einem von beiden Seiten entlang der x-Richtung
einströmenden Plasma mit antiparallelem Magnetfeld (siehe Abb. 1.6). Der Rekonnexi-
onsprozess wird in einem Bereich mit homogener Resistivität η, der Diffusionsregion,
betrachtet. Über diesen Bereich werden die resistiven MHD-Gleichungen integriert. Dar-
aus ergeben sich einige wichtige Relationen zwischen Einström- und Ausströmbedingun-
gen. Im Sweet-Parker-Modell hat die Diffusionsregion eine Breite von 2 dSP entlang der
x-Achse und eine Länge von 2 LSP entlang der z-Achse. Das Modell nimmt das Plasma
als inkompressibel und stationär an, was die Kontinuitätsgleichung (1.23) vereinfacht:
∇ · ~v = 0. (1.41)
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Abbildung 1.6: Skizze der symmetrischen Sweet-Parker-Geometrie. Das Plasma strömt
von beiden Seiten, mit entgegengesetzt gerichteten Magnetfeld, entlang der x-Richtung
in die Rekonnexionsregion. Der X-Punkt der Rekonnexion ist im Zentrum, wo sich das
Magnetfeld durch die Überlagerung auslöscht. Das Plasma strömt entlang der z-Richtung
aus der Rekonnexionsregion.
Die Integration über die Diffusionsregion ergibt dann
vin
dSP
=
vout
LSP
, (1.42)
wobei vin die Einströmgeschwindigkeit bei x = −dSP und vout die Ausströmgeschwin-
digkeit bei z = LSP bezeichnet, wie in Abbildung 1.6 skizziert. Die Integration über die
Diffusionsregion ist identisch zu einer Finiten-Differenzen-Näherung mit
∂xvx = − vindSP , (1.43)
und
∂zvz =
vout
LSP
. (1.44)
Für Gleichung (1.35) ergibt sich aus einer Finiten-Differenzen-Näherung
vin =
η
µ0 dSP
. (1.45)
Gemäß dieser Gleichung ist die Einströmgeschwindigkeit in die Rekonnexionsregion vin
durch die Resistivität und die Breite der Diffusionsregion festgelegt.
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Im magnetfeldfreien Fall reduzieren sich die MHD-Gleichungen zu den Gleichungen
der Hydrodynamik. Die Lösung der hydrodynamischen Gleichungen für kleinamplitu-
dige Störungen führt auf die Ausbreitung von Schallwellen. Analog dazu hatte Alfvén
(1942) erstmalig auch die Wellenausbreitung in MHD-Plasmen untersucht. Dabei sind
Bewegungen des Plasmas an ein eventuell vorhandenes Hintergrundmagnetfeld ~B0 über
das Theorem des eingefrorenen Flusses (1.33) gekoppelt. Zunächst wird ein ruhendes
Plasma mit einem Hintergrundmagnetfeld B0 in z-Richtung betrachtet. Werden die MHD-
Gleichungen linearisiert und setzt man für die räumlichen und zeitlichen Variationen eine
ebene Welle der Form exp(i(ω t − ~k · ~x)) mit der Kreisfrequenz ω und dem Wellenvektor
~k an, ergeben sich verschiedene Dispersionsrelationen. Eine Lösung ist die nach Hannes
Alfvén benannte Alfvén-Welle mit der Dispersionsrelation
ω
k
= vA cos(θB), (1.46)
mit dem Betrag des Wellenvektors k = |~k| und dem Winkel θB zwischen dem Wellenvektor
~k und dem Hintergrundmagnetfeld ~B0. Die Ausbreitungsgeschwindigkeit der Welle vA ist
die Alfvén-Geschwindigkeit
vA =
|~B0|√
µ0 ρ
. (1.47)
Eine weitere Klasse von Wellenlösungen sind die magnetosonischen Moden, die folgende
Dispersionsrelation erfüllen:
ω
k
=
(
1
2
(v2A + c
2
S) ±
1
2
√
(v2A + c
2
S)
2 − 4 c2S v2A cos2(θB)
) 1
2
, (1.48)
wobei die Schallgeschwindigkeit cS durch
cS :=
√
∂ρp (1.49)
bei konstanter Entropie definiert ist. Die Dispersionsrelation (1.48), die zur Summati-
on bei ± gehört, beschreibt die schnelle magnetosonische Mode und die zur Differenz
beschreibt die langsame magnetosonische Mode. Eine Ausbreitung senkrecht zum Hin-
tergrundmagnetfeld, also für θB = pi/2, ist für die Alfvén-Welle nicht möglich. Für die
magnetosonische Mode aus Gleichung (1.48) ergibt sich in diesem Fall eine charakteri-
stische Ausbreitungsgeschwindigkeit, die magnetosonische Geschwindigkeit, von
vMS :=
√
c2S + v
2
A. (1.50)
Das Verhältnis zwischen der Geschwindigkeit des Plasmas und der magnetosonischen
Geschwindigkeit definiert die magnetosonische Machzahl:
MMS :=
v
vMS
. (1.51)
Für den Grenzfall eines magnetfeldfreien Plasmas geht die magnetosonische Machzahl in
die sonische Machzahl
MS :=
v
cS
(1.52)
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über, weil die Alfvén-Geschwindigkeit in diesem Fall zu Null wird.
Werden die kleinamplitudigen Störungen bei Wellen größer, kommen nichtlineare Ef-
fekte zum Tragen. Die Wellen können sich aufsteilen, wodurch Stoßwellen entstehen kön-
nen. Analog zu Stoßwellen supersonischer Fluide (siehe z. B. Landau und Lifshits 1959),
lassen sich Sprungbedingungen für die hier betrachteten physikalischen Größen in MHD-
Plasmen berechnen. Diese Sprungbedingungen, auch Rankine-Hugoniot-Bedingungen
genannt, werden dabei durch eine Integration über die Grenzschicht aus den MHD-
Gleichungen hergeleitet. Die resultierenden Bedingungen sind (siehe z. B. Petrinec und
Russell 1997): [
ρ vξ
]
= 0, (1.53)[
Bξ
]
= 0, (1.54)ρ v2ξ + p + ~B2τ2 µ0
 = 0, (1.55)[
ρ vξ ~vτ − Bξ
µ0
~Bτ
]
= 0, (1.56)[
vξ ~Bτ − ~vτ Bξ
]
= 0, (1.57)ρ2 ~v2 +
(
γ
γ − 1
)
p +
~B2τ
µ0
 vξ − Bξµ0 ~Bτ · ~vτ
 = 0. (1.58)
Die eckigen Klammern bedeuten [X] := X1 − X2, wobei X1 die Größe X auf der einen
Seite und X2 die Größe X auf der anderen Seite der Grenzschicht ist. Der tiefgestellte
Index ξ bezeichnet die Normalkomponente eines Vektors bezüglich der Grenzfläche und
der Index τ einen Vektor mit zwei linear unabhängige Tangentialkomponenten.
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2 MHD-Simulationscode1
In dieser Arbeit wird die Wechselwirkung des Sonnenwindes mit einem planetaren Ma-
gnetfeld durch ein MHD-Modell unter Berücksichtigung der zeitabhängigen Sonnen-
windbedingungen beschrieben. Ein Vorteil des MHD-Modells gegenüber empirischen
Modellen ist die geringere Zahl anzunehmender Modellannahmen. Anhand von Abwei-
chungen zwischen Raumfahrzeugdaten und im Rahmen des MHD-Modells simulierten
Daten entlang des gesamten Raumfahrzeugorbits lässt sich die Modellqualität beurteilen.
Die dem Modell zugrunde liegenden MHD-Gleichungen bilden ein System aus ge-
koppelten partiellen Differenzialgleichungen. Um diese Gleichungen vollständig für das
Wechselwirkungsproblem zu lösen, ist es nötig, sie numerisch zu berechnen. Dazu wird
der bei Ogino (1993) beschriebene Simulationscode verwendet und modifiziert bezie-
hungsweise erweitert. Im Vergleich zu anderen Simulationscodes wie dem BATS-R-US
(Block Adaptive-Tree Solar-wind Roe-type Upwind Scheme) Code (Powell et al. 1999),
ist dieser Simulationscode vergleichsweise einfach aufgebaut. Beispielsweise verzichtet
der Simulationscode auf die Implementierung einer adaptiven Gitterverfeinerung (eng-
lisch: adaptive mesh refinement). Dies vereinfacht die Konstruktion eines adjungierten
Simulationscodes, wie sie im nächsten Kapitel vorgestellt wird. Das numerische Schema
des Codes wurde bereits in verschiedenen Studien genutzt und getestet, weshalb dieses
ausreichend validiert ist. Beispielsweise konnte man mithilfe des Codes die magnetosphä-
rische Konvektion in Abhängigkeit des Sonnenwindmagnetfeldes (Ogino et al. 1985) oder
auch feldparallelen Ströme in der Erdmagnetosphäre (Ogino 1986) untersuchen. Für die
hier benötigten Simulationen werden das numerische Schema und die äußeren Randbe-
dingungen übernommen. Innere Randbedingungen, eine komplexere planetare Magnet-
feldgeometrie sowie das Einlesen und Verarbeiten von gemessenen Raumfahrzeugdaten
sind noch zu ergänzen.
Der so entstehende Simulationscode löst die MHD-Gleichungen in einer den Plane-
ten umschließenden Simulationsbox (siehe Abb. 2.1). Für die Simulation wird das MSP-
(Model-Solar wind-Planet-)Koordinatensystem eingeführt, bei dem sich der Planet im
Ursprung des Koordinatensystems befindet. Dabei ist die x-Achse entlang der Sonnen-
windströmung, die z-Achse parallel zur Rotationsachse orientiert und die y-Achse ver-
vollständigt ein rechtshändiges Orthogonalsystem. Der Sonnenwind strömt parallel zur
x-Richtung in das Simulationsgebiet ein. Die Ausdehnung des Simulationsgebietes in x-
Richtung wird mit xL, in y-Richtung mit yL und in z-Richtung mit zL bezeichnet.
1Eine verkürzte Darstellung der Inhalte dieses Kapitel findet sich bei Nabert et al. (2016b).
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Abbildung 2.1: Das betrachtete Simulationsgebiet, welches den Planeten umschließt
(nach Nabert et al. 2016b). Das Koordinatensystem ist im Ursprung des Planeten fixiert
und die x-Achse ist parallel zur Einströmrichtung des Sonnenwinds.
2.1 Lax-Wendroff-Schema
Der MHD-Simulationscode von Ogino (1993) benutzt ein Lax-Wendroff-Schema (Lax
und Wendroff 1960), um die in Kapitel 1.5 vorgestellten MHD-Gleichungen zu lösen.
Dieses Schema lässt sich auf hyperbolische Differenzialgleichungen anwenden und ist
von zweiter Ordnung in Raum und Zeit. Der Simulationscode löst die MHD-Gleichungen
(1.23), (1.28), (1.30), (1.31) und (1.35). Dazu werden die Kontinuitätsgleichung (1.23),
die Impulsbilanz (1.31) und die Gleichung für den Druck (1.30) nach den Zeitableitungen
von ρ, ~v und p umgestellt und um diffusive Terme, das heißt Terme mit einem Laplace-
Operator ∆ = ∇2, erweitert:
∂tρ = −∇ · (ρ~v) + Dρ ∇2ρ, (2.1)
∂t~v = − (~v · ∇)~v − 1
ρ
(
∇p − ~j × ~B
)
+
Dv
ρ
∇2~v, (2.2)
∂t p = − (~v · ∇) p − γ p∇~v + Dp ∇2 p. (2.3)
Hierbei sind Dρ, Dv und Dp die Diffusionskoeffizienten der Dichte, der Geschwindig-
keit beziehungsweise des Drucks. Die zugehörigen Terme in den Differenzialgleichungen
wenden den Laplace-Operator auf die physikalische Größe an, zu der die Zeitableitung
in der entsprechenden Differenzialgleichung berechnet wird. Diese Terme bewirken eine
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Glättung der jeweiligen physikalischen Größen, wobei der zugehörige Diffusionskoeffi-
zient die Stärke der Glättung bestimmt. Der Diffusionskoeffizient der Geschwindigkeit
Dv wird auch als dynamische Viskosität bezeichnet. Das numerische Schema erfordert,
ungeachtet der physikalischen Eigenschaften des Plasmas in der Wechselwirkung, stets
endliche Werte für die Diffusionskoeffizienten, um numerische Instabilitäten zu dämpfen.
Es werden die von Ogino (1993) vorgeschlagenen Werte für die in diesem Kapitel disku-
tierten Rechnungen verwendet. Das Magnetfeld wird durch Gleichung (1.35) berechnet,
wobei die Resistivität η/µ0 = DB die magnetische Diffusion beschreibt, sodass kein wei-
terer Term hinzuzufügen ist. Der Strom ist über das Ampèresche Gesetz (1.28) bestimmt.
Ein planetares Magnetfeld besitzt keine Ströme im Außenraum des Planeten, wodurch
die Berechnung der Rotation von ~BPlanet keinen Beitrag zur elektrischen Stromdichte lie-
fert. Bei der Berechnung der elektrischen Ströme über das Ampèreschen Gesetz wird das
planetare Magnetfeld ~BPlanet vom gesamten Magnetfeld abgezogen:
~j = ∇ ×
(
~B − ~BPlanet
)
. (2.4)
Dadurch verkleinert sich der numerische Fehler, da die Ableitungen und Differenzen der
Rotation im Ampèreschen Gesetz nun auf kleinere Werte angewandt werden.
Die physikalischen Größen werden nach Ogino (1993) auf typische Werte nahe der
Planetenoberfläche normiert. Für Simulationen der Sonnenwindwechselwirkung mit der
Erde wird die Massendichte ρ auf ρnorm = 104 mP /cm3, die Geschwindigkeit ~v auf vnorm =
6.8 · 103 km/s, der Druck p auf pnorm = 7.7 · 10−4 Pa, das Magnetfeld ~B auf Bnorm = 3.12 ·
10−5 T und die Ortskoordinaten mit RE = 6371 km normiert. Die magnetische Diffusion
DB ist mit 4.3 · 1013 m2/s normiert und damit ergibt sich die Normierung der Resistivität
η zu ηnorm = 5.4 · 107 m2N/A2 s. Die dynamische Viskosität Dν wird mit νnorm = 3.26 ·
1014 kg/m s normiert. Die Zeit ist dann mit tnorm = 0.937 s und die Teilchendichte N auf
Nnorm = 104 /cm3 normiert.
Das numerische Lösen der MHD-Gleichungen mit dem Lax-Wendroff-Schema, einer
Finite-Differenzen-Methode, erfordert die Darstellung der Lösung auf einem diskreten
Gitter. Die Diskretisierung der Raumkoordinaten (x, y, z) wird verknüpft mit den Indizes
(i, j, k), wobei i für x, j für y und k für z steht. Dabei ist i = 1, ..., imax + 2, j = 1, ..., jmax + 2
und k = 1, ..., kmax +2. Die Anzahl der Gitterpunkte des Raumes NGitter berechnet sich über
NGitter = (imax + 2) · ( jmax + 2) · (kmax + 2) . (2.5)
Die Ränder der Simulationsbox in x-Richtung befinden sich bei (i = 1, j, k) und (i =
imax + 1, j, k). In y-Richtung sind Ränder bei (i, j = 1, k) sowie (i, j = jmax + 2, k) und in
z-Richtung bei (i, j, k = 1) sowie (i, j, kmax + 2). Der Abstand zwischen einzelnen Gitter-
punkten ist in x-Richtung ∆x = xL/(imax + 1), in y-Richtung ∆y = yL/( jmax + 2) und in
z-Richtung ∆z = zL/(kmax + 1). In dem Gitter befindet sich der Planet bei (iP, jP, kP), mit
jP = ( jmax + 1)/2 und kP = (kmax + 1)/2. Die Position des Planeten in x-Richtung bleibt
frei wählbar und es lässt sich eine verschobene Position über i∗P := (imax + 2)/2 − iP defi-
nieren. Die Umrechnung zwischen einer Position (x, y, z) im Raum und dem zugehörigen
Gitterpunkt (i, j, k) kann wie folgt berechnet werden:
x = 0.5 ∆x
(
2 i − imax − 3 + 2 i∗P
)
,
y = 0.5 ∆y (2 j − jmax − 3) ,
z = 0.5 ∆z (2 k − kmax − 3) .
(2.6)
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Die Zeit t ist diskretisiert mit dem Index l von l = 0, ..., lmax, wobei l = 0 dem Startzeit-
punkt der Simulation t = 0 entspricht und lmax dem Endzeitpunkt t = tE. Damit ergibt
sich ein Zeitschritt von ∆t = tE/lmax. Die Lösung der MHD-Gleichungen ~u(t, x, y, z), defi-
niert in Gleichung (1.37), kann auf dem diskreten Gitter darstellt werden durch unl,i, j,k, mit
n = 1, ..,Nvar, der Komponente des Vektors ~u. Es werden acht MHD-Größen betrachtet,
sodass Nvar = 8 gilt.
Die Anwendung des Lax-Wendroff-Schemas auf die MHD-Gleichungen ist im Fol-
genden kurz erläutert. Um die Darstellung zu vereinfachen, wird sich in diesem Abschnitt
auf die Raumdimension x und eine partielle Differenzialgleichung der Form
∂u(x, t)
∂t
+
∂ f (u(x, t))
∂x
= 0 (2.7)
beschränkt. Auf die MHD-Gleichungen bezogen ist u(x, t) eine Komponente aus dem
Vektor ~u und f (u(x, t)) eine Funkion der MHD-Variablen. Die Lösung u(x, t) kann auf ei-
nem kartesischen Gitter bezüglich des Raumes (x→ i ∆x) und der Zeit (t → l ∆t) diskre-
tisiert werden. Dann ergeben sich diskretisierte Größen der Form ul,i, mit dem Zeitindex l
und dem Raumindex i. Zunächst werden rechtsseitige Mittelwerte von ul,i berechnet:
ul,i+1/2 =
1
2
(
ul,i+1 + ul,i
)
. (2.8)
Dabei deutet der Index i + 1/2 an, dass sich die Werte als eine Interpolation auf Zwi-
schengitterplätzen interpretieren lassen. Anschließend wird ein halber Zeitschritt aus den
rechtsgemittelten Werten über die Differenzialgleichung (2.7) bestimmt:
ul+1/2,i+1/2 = ul,i+1/2 − ∆t2 ∆x ( f (ul,i+1) − f (ul,i)). (2.9)
Ähnliches ist in einem weiteren Schritt mit linksseitigen Mittelwerten durchzuführen. Die
linksseitigen Mittelwerte lauten
ul,i−1/2 =
1
2
(
ul,i + ul,i−1
)
. (2.10)
Wie zuvor wird daraus ein halber Zeitschritt ermittelt:
ul+1/2,i−1/2 = ul,i−1/2 − ∆t2 ∆x ( f (u
n
i ) − f (uni−1)). (2.11)
Der vollständige Zeitschritt ergibt sich durch das Zusammenführen der halben Zeitschritte
über
ul+1,i = ul,i − ∆t
∆x
(
f (ul+1/2,i+1/2) − f (ul+1/2,i−1/2)) . (2.12)
Die Berücksichtigung aller drei Raumdimensionen und die Anwendung des Lax-Wendroff-
Schemas auf die Kontinuitätsgleichung (1.23) kann in Ogino (1993) gefunden werden.
Der Zeitschritt ∆t im hier betrachteten numerischen Schema ist, anders als bei im-
pliziten Lösungsverfahren, durch das Courant-Friedrichs-Lewy Kriterium (Courant et al.
1928) beschränkt:
vx ∆t
∆x
+
vy ∆t
∆y
+
vz ∆t
∆z
≤ 1. (2.13)
Für eine Dimension x folgt ∆t ≤ ∆x/vx oder auch vx ≤ ∆x/∆t daraus. Daher muss die
maximal auftretende Geschwindigkeit vx im Simulationsgebiet kleiner sein als die nume-
rische Geschwindigkeit ∆x/∆t, mit der neue Zeitschritte berechnet werden. Dies stellt ein
notwendiges, aber kein hinreichendes Kriterium für eine stabile Simulation dar.
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2.2 Rand- und Anfangsbedingungen
Zum Lösen der MHD-Gleichungen sind Randbedingungen an den Seitenflächen des Si-
mulationsgebietes zu bestimmen. Zunächst werden die Randbedingungen bei (i = 1, j, k)
betrachtet. Dort soll der Sonnenwind in das Simulationsgebiet einströmen, weshalb diese
Randbedingungen auch als Einströmrandbedingungen (englisch: inflow boundary condi-
tions) bezeichnet werden. Im Allgemeinen kann man die physikalischen Größen an den
Gitterzellen bei (i = 1, j, k) in jedem Zeitschritt auf die Werte der Sonnenwindbedingun-
gen setzen. Die Sonnenwindbedingungen lassen sich in dem Vektor
~uSW(t) :=
(
ρSW(t), vSW(t), 0, 0, pSW(t), Bx,SW(t), By,SW(t), Bz,SW(t)
)T
(2.14)
zusammenfassen. Alternativ kann anstatt der Massendichte auch die Teilchendichte der
Ionen im Sonnenwind NSW = ρSW/mP verwendet werden. Zeitdiskret lässt sich der Son-
nenwindvektor darstellen als ~uSW,l := ~uSW(l ∆t), mit dem Zeitindex l. Im Vergleich zu
dem Simulationscode aus Ogino (1993), werden hier die Magnetfeldkomponenten des
Sonnenwindes in x- und y-Richtung und zeitliche Variationen des Sonnenwindes eben-
falls berücksichtigt.
Um die numerische Stabilität zu erhöhen, werden nach Ogino (1993) die Sonnen-
windbedingungen nicht nur in die Gitterzellen mit i = 1, sondern anteilig auch in die
mit i > 1 gesetzt. Dazu ist nach jedem Zeitschritt für alle (i, j, k) die folgende Ersetzung
durchzuführen:
unl,i, j,k ← (1 − κc) unl,i, j,k + κc unSW,l. (2.15)
Dabei ist κc über κ∗c gegeben durch
κ∗c = 1 −
10 (i − 1)
imax − 2 iP + 1 , (2.16)
mit
κc =

0, κ∗c < 0
κ∗ 2c , 0 ≤ κ∗c ≤ 1
1, κ∗ > 1
. (2.17)
Dadurch werden die Sonnenwindbedingungen anteilig in die Gitterzellen hinzugefügt,
wobei der Anteil umso kleiner ist, je weiter sich ein Punkt weg vom Einströmrand befin-
det. Am Einströmrand bei i = 1 ist κc = 1 und die Sonnenwindbedingungen werden dort
gesetzt. Für i ≥ (imax − 2 iP + 11)/10 tragen die Sonnenwindbedingungen nicht mehr bei,
da κc = 0 ist.
An den anderen Außenrändern des Simulationsgebietes bei (i = imax + 2, j, k), (i, j =
1, k), (i, j = jmax + 2, k), (i, j, k = 1) und (i, j, k = kmax + 2) werden Ausströmrandbedin-
gungen (englisch: outflow boundary conditions) verwendet. Dabei sind die Ableitungen
der physikalischen Größen senkrecht zur Randebene Null. An der Ebene senkrecht zur
x-Achse ergibt sich somit ∂x~u = 0, an den Ebenen senkrecht zur y-Achse gilt ∂y~u = 0
und an den Ebenen senkrecht zur z-Achse ist ∂z~u = 0. Eine Darstellung der partiellen
Ableitung einer Funktion un(t, x, y, z) bezüglich der x-Richtung durch finite Differenzen
mit der Schrittweite ∆x ist
∂xun(t, x, y, z)|x=i ∆x =
unl,i+1, j,k − unl,i−1, j,k
2 ∆x
. (2.18)
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Die Approximation der Ableitung durch diesen Differenzenquotienten besitzt eine Genau-
igkeit bis zur zweiten Ordnung, wie sich mittels einer Taylor-Entwicklung von un(t, x, y, z)
um x = i ∆x zeigen lässt. Am äußeren Rand, beispielsweise bei x = (imax + 2) ∆x, ist die
Darstellung über Gleichung (2.18) nicht möglich. Ein einseitiger Differenzenquotient hat
nur eine Genauigkeit bis zur ersten Ordnung und würde somit die Genauigkeit des ge-
samten numerischen Schemas auf die erste Ordnung beschränken. Um dies zu vermeiden,
wird folgender Differenzenquotient zweiter Ordnung am Rand genutzt:
∂xun(t, x, y, z)|x=(imax+2) ∆x =
ul,imax, j,k − 4 ul,imax+1, j,k + 3 ul,imax+2, j,k
2 ∆x
. (2.19)
Mit der Bedingung eines verschwindenden Gradienten ergibt sich
ul,imax+2, j,k =
4 ul,imax+1, j,k − ul,imax, j,k
3
. (2.20)
Die Randbedingungen an den restlichen Seitenflächen lassen sich analog bestimmen.
Im Gegensatz zu den äußeren Randbedingungen, die bis auf die verallgemeinerten
Sonnenwindbedingungen weitgehend von (Ogino 1993) übernommen wurden, müssen
die inneren Randbedingungen und die Anfangsbedingungen stärker modifiziert werden.
Die Anfangsbedingungen müssen alle physikalischen Größen des Vektors ~u an jedem
Punkt des Raumgitters (i, j, k) zu einem Zeitpunkt l = 0 festlegen. Das Magnetfeld des
Planeten ist für die Bestimmung des Anfangszustands wesentlich. In GEO-Koordinaten
kann das Magnetfeld durch eine Multipolentwicklung darstellt werden, wobei die Ent-
wicklung hier allgemeine Dipol- und Quadrupolbeiträge beinhaltet. Somit kann sowohl
ein beliebig orientiertes Dipolmoment als auch ein beliebiger Quadrupolbeitrag verwen-
det werden. Dies stellt eine Erweiterung zum Simulationscode nach Ogino (1993) dar,
welcher lediglich einen Dipol in z-Richtung, senkrecht zur Sonnenwindgeschwindigkeit,
berücksichtigt. Im erweiterten Simulationscode ergibt sich das planetare Magnetfeld über
~BPlanet = ~BDipol + ~BQuadrupol. (2.21)
Das Dipolfeld ~BDipol ist dabei in kartesischen Koordinaten über Gleichung (1.15) definiert.
Das Magnetfeld des Quadrupols kann über den symmetrischen, spurfreien Quadrupolten-
sor Q bestimmt werden (siehe z. B. Vogt und Glassmeier 2000, Stadelmann et al. 2010).
Dieser ist definiert über
Q :=

Qxx Qxy Qxz
Qxy Qyy Qyz
Qxz Qyz −
(
Qxx + Qyy
)
 . (2.22)
Dann lässt sich der Quadrupolanteil schreiben als
~BQuadrupol =
2 Q~r r2 − 5 Qsp~r
2 r7
. (2.23)
Hierbei ist Qsp definiert durch
Qsp := Qxx x2 + 2 Qxy x y + Qyy y2 + 2 Qxz x z + 2 Qyz y z − (Qxx + Qyy) z2. (2.24)
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Die Normierung der eingeführten Dipol- und Quadrupolkomponenten lässt sich über die
Normierungskonstanten aus Kapitel 2.1 bestimmen. Dabei wurde das Magnetfeld mit ei-
ner Oberflächenfeldstärke der Erde und Längen mit dem Erdradius normiert. Dann ist
eine Komponente des Dipolmoments beziehungsweise eine Komponente des Quadrupol-
tensors Q mit
mnorm =
8.07 · 1015 T m3, für eine Dipolkomponente5.14 · 1022 T m4, für ein Quadrupolkomponente (2.25)
normiert.
Alternativ lässt sich das planetare Magnetfeld (2.21) durch die sphärisch-harmonische
Entwicklung darstellen. Das Magnetfeld wird dabei durch die Feldkoeffizienten (1.12)–
(1.14) zusammen mit den Basisvektoren (1.5) beschrieben. Die Umrechnung in die kar-
tesischen Koordinaten der Simulation erfolgt dann mit Gleichung (1.4). Es können auch
höhere Ordnungen der Multipolentwicklung hinzugenommen werden.
Für den Zeitschritt l = 0 wird ein ruhendes Plasma im ganzen Simulationsgebiet be-
trachtet, sodass die Geschwindigkeit ~v durch u21,i, j,k = u
3
1,i, j,k = u
4
1,i, j,k = 0 initialisiert ist.
Ogino (1993) schlug vor, eine zum Planeten hin ansteigende Dichteverteilung zu verwen-
den. Nach Gleichung (1.47) führt eine größere Dichte zu einer kleinere Alfvéngeschwin-
digkeit vA. Dies ermöglicht meist einen größeren Zeitschritt, weil sich Störungen durch
die kleine Alfvéngeschwindigkeit in diesen Regionen langsamer ausbreiten. Allerdings ist
die beobachtete Dichte in der Erdmagnetosphäre meist deutlich kleiner als die von Ogi-
no (1993) vorgeschlagene Verteilung. Es wurde hier festgestellt, dass eine Initialisierung
der Dichte ρ auf die initiale Sonnenwinddichte ρSW durch u11,i, j,k = ρSW und des Drucks
p auf den initialen Sonnenwinddruck pSW durch u51,i, j,k = pSW bessere Resultate für die
Verteilung in der inneren Erdmagnetosphäre liefert. Noch bessere Ergebnisse lassen sich
durch eine Initialisierung mit der Dichte auf 1/10 der initialen Sonnenwinddichte und des
Drucks auf den 20-fachen initialen Sonnenwinddruck erzielen. Dabei muss jedoch der
Zeitschritt noch stärker verkleinert werden.
Das Sonnenwindplasma wechselwirkt mit dem planetaren Magnetfeld der Erde und
lässt den Sonnenwind in einiger Entfernung zur Erde diese umströmen. Dabei kann durch
Prozesse wie magnetische Rekonnexion auch Sonnenwindplasma in die Magnetosphäre
eindringen. Durch Rekonnexionsprozesse kann es auch zu einer Konvektionsbewegung
des magnetosphärischen Plasmas kommen. Auch die Korotation von Plasma aufgrund der
Erddrehung führt zu Strömungen innerhalb der Magnetosphäre. Damit sich die Plasma-
bewegungen nahe des Planeten mit dem Simulationscode stabil bei der Verwendung von
Daten über einige Stunden simulieren lassen, werden innere Randbedingungen benötigt.
Solche inneren Randbedingungen sind noch nicht im Simulationscode nach Ogino
(1993) vorhanden. Geeignete innere Randbedingungen werden im Folgenden ausführlich
diskutiert. Dazu wird der Planet als Kugel betrachtet, in die kein Plasma eindringen kann,
sodass es diese umströmen muss. Die Planetenoberfläche als Kugeloberfläche hat einen
Abstand RPlanet vom Zentrum. Der Abstand eines Gitterpunktes zum Ursprung ist definiert
über
ri, j,k :=
√
(i ∆x)2 + ( j ∆y)2 + (k ∆z)2. (2.26)
Die Geschwindigkeit des Plasmas im Inneren des Planeten, das heißt für ri, j,k < RPlanet, ist
unl,i, j,k = 0 , falls ri, j,k < RPlanet, n = 2, 3, 4. (2.27)
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Ohne eine weitere Bedingung für die Geschwindigkeit werden sowohl die Normal- als
auch die Tangentialkomponenten der Geschwindigkeit am Planeten auf Null gesetzt. Die
resultierende Strömung haftet an der Planetenoberfläche, weshalb sie als Haftströmung
bezeichnet wird. Alternativ kann man auch fordern, dass an der Oberfläche des Planeten
lediglich die Normalkomponente der Geschwindigkeit bezüglich der Planetenoberfläche
Null ist. Es resultiert eine gleitende Umströmung, welche eine tangentiale Geschwindig-
keit an der Oberfläche aufweist. Um dies im Simulationscode umzusetzen, betrachtet man
zunächst den Geschwindigkeitsvektor an der Oberfläche und zerlegt ihn in seine Normal-
komponente und seine Tangentialkomponenten:
~v|r=RPlanet = vr ~er + vλ ~eλ + vθ ~eθ. (2.28)
Dabei sind die Basisvektoren in Gleichung (1.5) bestimmt. Der Radialanteil vr in Ku-
gelkoordinaten entspricht dem Anteil normal zur Planetenoberfläche. Die tangentialen
Koeffizienten vλ und vθ lassen sich berechnen durch
vλ = ~v · ~eλ,
vθ = ~v · ~eθ . (2.29)
Damit ist der tangentiale Anteil des Geschwindigkeitsvektors
~vτ|r=RPlanet =
(
~v · ~eλ)~eλ + (~v · ~eθ)~eθ . (2.30)
Die zum Gitterpunkt (id, jd, kd) benachbarten Punkte sind durch die Menge {(id ± 1, jd ±
1, kd ± 1)} definiert. Befindet sich ein benachbarter Gitterpunkt (i, j, k) ∈ {(id ± 1, jd ±
1, kd±1)} innerhalb des Planetenradius, das heißt ri, j,k < RPlanet, wird die Geschwindigkeit
für den Gitterpunkt (id, jd, kd) in jedem Zeitschritt durch
un=2l,id, jd,kd = ~vτ|r=RPlanet · ~ex,
un=3l,id, jd,kd = ~vτ|r=RPlanet · ~ey,
un=4l,id, jd,kd = ~vτ|r=RPlanet · ~ez
(2.31)
auf den tangentialen Anteil beschränkt.
Zusätzlich zu den inneren Randbedingungen für die Geschwindigkeit wird der Simu-
lationscode um Randbedingungen für die Dichte und den Druck erweitert. Dichte- und
Druckgradienten zwischen dem Plasma außerhalb des Planeten und dem Planeteninneren
dürfen keine Kräfte auf das Plasma außerhalb hervorrufen. Da die MHD-Gleichungen im
gesamten Simulationsgebiet zu lösen sind, kann es allerdings zu einer Wechselwirkung
zwischen dem Plasma und dem Planeteninneren durch Druck- beziehungsweise Dichte-
gradienten kommen (siehe Abb. 2.2). Alle Werte an Gitterpunkten innerhalb des Planeten,
die mindestens einen benachbarten Gitterpunkt außerhalb haben, werden auf die mittleren
Werte für die Dichte beziehungsweise den Druck der benachbarten Gitterpunkte außer-
halb gesetzt. Dies minimiert Gradienten und damit die Wechselwirkung zwischen Planet
und Umgebung.
Im Simulationscode nach Ogino (1993) wird das Planeteninnere nicht weiter betrach-
tet, was auch elektromagnetische Induktion im Planeten ausschließt. Das zugrunde lie-
gende MHD-Modell wird dahingehend erweitert, wobei die zeitliche Änderung des Ma-
gnetfeldes im Planeten mit der Induktionsgleichung (1.35) berechnet wird. Im Inneren
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Abbildung 2.2: Randbedingungen für Dichte- und Druckgradienten (nach Nabert et al.
2016b). Diese Randbedingungen sind in den MHD-Gleichungen mit Kräften auf das Plas-
ma verknüpft. Um eine Wechselwirkung zwischen dem Plasma außerhalb des Planeten
und dem Planeten selbst durch Druck- beziehungsweise Dichtegradienten zu unterbin-
den, wird die Dichte beziehungsweise der Druck an der Planetenoberfläche auf umgeben-
de Werte gesetzt.
eines Planeten kann die Geschwindigkeit auf Null gesetzt werden, da der Dynamopro-
zess auf größeren Zeitskalen als Variationen der Magnetosphäre stattfindet und somit ein
stationäres dynamoerzeugtes Magnetfeld angenommen werden kann. Dann lässt sich die
Induktionsgleichung zur Diffusionsgleichung vereinfachen:
∂t~B = −∇ ×
(
η
µ0
∇ × ~B
)
. (2.32)
Die Resistivität beziehungsweise die Leitfähigkeit kann im Inneren des Planeten, wie
in Kapitel 1.1 beschrieben, variieren. Dies ist insbesondere bei Merkur wichtig, wobei
der Kern mit einer Leitfähigkeit σKern = 1/ηKern und der Mantel mit einer Leitfähigkeit
σMantel = 1/ηMantel modelliert wird. Es ergibt sich eine Resistivitätsverteilung
η =

ηKern, r < RKern
ηMantel, RKern ≤ r ≤ RPlanet
ηA, sonst
. (2.33)
Es ist auch möglich die Resistivität außerhalb des Planeten ηA als räumlich und zeitlich
variierend zu betrachten. Allerdings ist es ohne weitere Annahmen nicht möglich die voll-
ständige räumliche und zeitliche Resistivitätsverteilung im Wechselwirkungsgebiet aus
Raumfahrzeugmessungen zu bestimmen, sodass ein konstanter Wert angenommen wird.
Es wurde auf eine explizite Darstellung einer Ionosphäre verzichtet, um den Simulations-
code einfach zu halten. Diese lässt sich jedoch näherungsweise durch die Verwendung
einer hohen Leitfähigkeit an der Planetenoberfläche ebenfalls berücksichtigen. Weiterhin
sei bemerkt, dass eine Ionosphäre bei Merkur, im Gegensatz zur Erde, nicht relevant ist.
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2.3 Validierung und Datenvergleich
Das MHD-Modell der Wechselwirkung zwischen dem Sonnenwind und einem planeta-
ren Magnetfeld wird durch einen in Fortran-90 implementierten MHD-Simulationscode
realisiert. Eine Übersicht über die numerische Implementierung des Codes findet sich in
Anhang B.1. Es wird auch auf die Implementierung der allgemeineren Sonnenwindbedin-
gungen, des beliebig orientierten Dipolmoments, des Quadrupoltensors und der inneren
Randbedingungen einschließlich der magnetischen Diffusion im Planeten eingegangen,
welche Erweiterungen zum Simulationscode von Ogino (1993) darstellen. Dabei wird
auch die Parallelisierung des Simulationscodes beschrieben. Das zugrunde liegende Lax-
Wendroff-Schema ist, wie zuvor erwähnt, bereits gut validiert. Daher werden im Fol-
genden im Wesentlichen Testergebnisse für die zuvor beschriebenen Modifikationen des
MHD-Simulationscodes präsentiert.
Zunächst werden die neu eingeführten inneren Randbedingungen getestet. Diese sind
nötig, damit die Simulationen der Erdmagnetosphäre auch für lange Simulationszeiten
und unterschiedliche Anfangsbedingungen sowie verschiedene Sonnenwindbedingungen
stabil durchführbar sind. Dies gilt insbesondere, wenn die Rotation des Planeten und Rich-
tungsänderungen im Sonnenwind zu berücksichtigen sind. Ohne diese Randbedingungen
ist es nicht möglich, eine Planetendrehung mit einzubeziehen, wenn das Dipolmoment
gegenüber der Rotationsachse verkippt ist. Zum Testen wird anstatt einer Situation in der
Magnetosphäre, bei der nur wenig Plasma in einer kurzen Zeit die Planetenoberfläche er-
reicht, die hydrodynamische Umströmung von Kugeln simuliert. Dabei trifft viel Plasma
in kurzer Simulationszeit auf die Oberfläche und die inneren Randbedingungen können
getestet werden. Es wird eine Anordnung von zwei hintereinanderliegenden Kugeln ge-
wählt und eine gleitende Strömung betrachtet.
Als Erstes wird eine subsonische Strömung mit einer Einströmdichte von NSW =
5 /cm3, einer Einströmgeschwindigkeit von vSW = 50 km/s und einem Einströmdruck von
pSW = 0.0139 nPa simuliert. Die zugehörige Machzahl der Strömung ist MSW = 0.95 < 1.
Als Anfangsbedingung wird die Simulationsbox mit der Dichte NSW und dem Druck pSW
initialisiert. Die initiale Geschwindigkeit ist Null. Weitere Details zu den Einstellungen
der Simulation lassen sich im Anhang B.2 in Tabelle B.1 finden. Es wird ein quasi-
stationärer Zustand simuliert. Die Dichteverteilung sowie die Verteilung des Geschwin-
digkeitsbetrags im quasi-stationären Zustand ist auf der linken Seite in Abbildung 2.3 in
einer Koordinatenschnittebene zu sehen. planetares Die Simulation liefert ohne Abbruch
einen quasi-stationären Zustand, wobei die Strömung durch die Oberfläche der Kugeln
abgebremst und abgelenkt wird. Die Geschwindigkeit vor der ersten Kugel nimmt ent-
lang der x-Achse zur Oberfläche hin stetig ab und die Dichte steigt an.
Als Zweites wird eine supersonische Umströmung betrachtet. Die Einströmbedingun-
gen sind, bis auf eine höhere Einströmgeschwindigkeit von vSW = 300 km/s, identisch mit
den für den Fall der subsonischen Strömung gewählten Bedingungen (siehe Tabelle B.1).
Daraus ergibt sich eine supersonische Machzahl der Strömung von MSW = 5.7 > 1. Die
Ergebnisse für die Dichte- und Geschwindigkeitsverteilung der quasi-stationären Strö-
mung sind auf der rechten Seite von Abbildung 2.3 zu sehen. Im Gegensatz zu der lang-
sam vor der ersten Kugel abgebremsten Strömung im subsonischen Fall wird im super-
sonischen die Strömung plötzlich nahe der Kugel abgebremst. Dafür ist eine Stoßwelle
verantwortlich, die aufgrund der größeren Machzahl auftritt. Auch im supersonischen Fall
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Abbildung 2.3: Hydrodynamische Umströmung von zwei hintereinanderliegenden Ku-
geln für eine subsonische (links) beziehungsweise eine supersonische (rechts) Strömung
zum Testen der inneren Randbedingungen. Dargestellt ist die Dichte (oben) und der Be-
trag der Geschwindigkeit (unten) in der xy-Ebene.
ergeben die eingearbeiteten Randbedingungen für eine gleitende Reibung eine stabile Si-
mulation, die nach einiger Zeit auf eine quasi-stationäre Lösung führt.
Als Nächstes wird die Lösung einer MHD-Simulation mit den neuen Rand- und An-
fangsbedingungen analysiert. Ein Simulationsergebnis für den quasi-stationären Zustand
der Erdmagnetosphäre unter mittleren Sonnenwindbedingungen mit dem modifizierten
Simulationscode ist in Abbildung 2.4 dargestellt. Konkret wurde eine Sonnenwinddich-
te von NSW = 7.5 /cm3, eine Sonnenwindgeschwindigkeit von vSW = 400 km/s und
ein Druck von pSW = 0.01 nPa gewählt. Diese Bedingungen ergeben einen nach Shue
et al. (1998) typischen dynamischen Sonnenwinddruck von 2 nPa. Der Sonnenwind wur-
de als magnetfeldfrei angenommen. Die detaillierten Einstellungen des Simulationscodes
sind in Tabelle B.2 im Anhang B.2 zu finden. Die Simulationsergebnisse der xy- und xz-
Schnittebenen aus Abbildung 2.4 veranschaulichen die grundlegende Struktur der Erdma-
gnetosphäre. Auf der linken Seite des Simulationsgebietes strömt der ungestörte Sonnen-
wind ein. In einem gewissen Abstand zur Erde, abhängig von den Sonnenwindbedingun-
gen, befindet sich die Bugstoßwelle, die das super-magnetosonische Sonnenwindplasma
abbremst. Das abgebremste Sonnenwindplasma strömt dann in der Magnetosheath in ei-
nem bestimmten Abstand von der Erde um diese herum.
Das starke Dipolfeld der Erde variiert mit dem Abstand über einige Größenordnungen
außerhalb der Erde. Dabei nehmen die räumlichen Variationen, also der Gradient des Ma-
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Abbildung 2.4: MHD-Simulation der Erdmagnetosphäre mit dem modifizierten Simula-
tionscode nach Ogino (1993) für mittlere Sonnenwindbedingungen. Dargestellt ist die
Dichte (oben), der Betrag der Geschwindigkeit (mitte) und der Betrag des Magnetfeldes
(unten) in der xy-Ebene (links) sowie der xz-Ebene (rechts). Die Lage der Magnetopause
nach dem empirischen Modell von Shue et al. (1998) ist in schwarz eingezeichnet.
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gnetfeldes, zum Planeten hin zu. Dies kann wegen der begrenzten räumlichen Gitterauf-
lösung zu großen numerischen Diskretisierungsfehlern in der Berechnung von Magnet-
feldgradienten führen. Daher wird in der Simulation ein Planetenradius verwendete, der
größer ist als der Erdradius. Grundsätzlich lässt sich erkennen, dass die Dichte nahe der
simulierten Planetenoberfläche von 4 RE klein ist verglichen mit der Dichte in der Magne-
tosheath. Die Ausnahme bilden die sogenannten Cusp-Regionen des Dipolfeldes, welche
dem magnetischen Nord- beziehungsweise Südpol entsprechen. Dort verlassen die Feld-
linien konzentriert die Planetenoberfläche beziehungsweise dringen in sie ein. Die zulau-
fende Magnetfeldgeometrie begünstigt ein Eindringen des Sonnenwindplasmas, wodurch
sich dort Teilchen ansammeln können, was zu einer Dichteerhöhung führt. Daher sind die-
se Regionen in der Dichteverteilung der xz-Ebene anhand der trichterförmigen Struktur
verdichteten Plasmas zu erkennen. Im Schweif, der Wechselwirkungsregion auf der rech-
ten Seite des Simulationsgebietes, ist die Plasmadichte im Allgemeinen klein, jedoch tritt
in der Mitte bei y = z = 0 eine höhere Geschwindigkeit als in der Umgebung auf. Diese er-
höhte Geschwindigkeit ist mit magnetischer Rekonnexion im Schweif verknüpft, welche
aufgrund der antiparallelen Feldlinien zwischen der oberen und der unteren Schweifhälfte
stattfinden kann. Dies führt zu konvektiven Strömungen, die innerhalb der Magnetosphäre
auftreten und Plasma vom Schweif zurück zur Tagseite der Magnetosphäre bringen. Da-
durch ist die Geschwindigkeit des Plasmas innerhalb der Magnetosphäre nicht überall
Null.
Die Magnetopause wird in dieser Arbeit als Grenzfläche der Umströmung definiert,
die das Sonnenwindplasma vom Plasma der Magnetosphäre trennt. Somit ist die Strö-
mungsgeschwindigkeit stets tangential zur Magnetopause. Eine solche Grenzschicht lässt
sich durch eine verschwindende Normalkomponente der Plasmageschwindigkeit bestim-
men, auch wenn in der Magnetosphäre Konvektionsströmungen auftreten. Um die Lage
der Magnetopause in den Simulationsergebnissen mit Daten zu vergleichen, wird das em-
pirische Magnetopausenmodell von Shue et al. (1998) verwendet. Im empirischen Ma-
gnetopausenmodell wurde die Magnetopause anhand einer Scherung des Magnetfeldes
aufgrund eines lokalisierten elektrischen Stromes identifiziert. Dieser elektrische Strom
entsteht, weil das planetare Magnetfeld wegen der hohen elektrischen Leitfähigkeit nicht
in den Sonnenwind eindringen kann. Dieser Strom ist allerdings nur dann vollständig an
der in dieser Arbeit definierten Magnetopause lokalisiert, wenn der Sonnenwind kein Ma-
gnetfeld besitzt und das Plasma eine unendlich hohe Leitfähigkeit hat. Andernfalls stimmt
die Bestimmung der Lage der Magnetopause über den elektrischen Strom nur noch ap-
proximativ mit der über die verschwindende Normalkomponente der Geschwindigkeit
überein. Die dahinter liegenden physikalischen Effekte werden in Kapitel 4 und 5 noch
genauer diskutiert. Für den hier betrachteten Fall eines magnetfeldfreien Sonnenwinds
mit hoher Leitfähigkeit stimmen die Definitionen der Magnetopause überein.
Die Magnetopause in dem Shue-Modell wird durch den Folgenden funktionalen Zu-
sammenhang beschrieben:
r = r0
(
2
1 + cos(θS)
)αS
. (2.34)
Dabei ist r der radiale Abstand zum Erdmittelpunkt und θS der Winkel eines betrachte-
ten Punktes auf der Magnetopausenfläche zur x-Achse. Die Parameter r0 sowie αS wer-
den empirisch aus beobachteten Magnetopausendurchgängen bestimmt. Dabei werden im
Wesentlichen Daten der ISEE (International Sun-Earth Explorer) 1 und 2, der AMPTE
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(Active Magnetospheric Particle Tracer Explorers) und der IMP 8 Raumfahrzeuge ver-
wendet. Für die Parameter ergeben sich nach Shue et al. (1998)
r0 =
(
10.22 + 1.29 tanh(0.184
(
Bz,SW + 8.14
)
)
) (
pdyn,SW
)− 16.6
,
αS =
(
0.58 − 0.007 Bz,SW) (1 + 0.024 ln(pdyn,SW)) , (2.35)
mit dem Sonnenwindmagnetfeld Bz,SW in nT und dem dynamischen Druck im Sonnen-
wind pdyn,SW := ρSW v2SW in nPa. Die z-Achse ist dabei, wie in der zuvor gezeigten Simu-
lation, parallel zur Dipolachse.
Die Lage der Magnetopause nach dem Modell von Shue et al. (1998) ist in Abbil-
dung 2.4 eingezeichnet. Beim Vergleichen des Magnetopausenmodells mit der MHD-
Simulation muss beachtet werden, dass aufgrund der Konvektionsströmungen der Betrag
der Geschwindigkeit auch innerhalb der Magnetopause nicht Null ist. Nur nahe des sub-
solaren Punktes ist der Betrag der Geschwindigkeit an der Magnetopause identisch mit
der Normalkomponente der Strömung. Ein Vergleich ergibt für den subsolaren Magneto-
pausenabstand in der MHD-Simulationslösung 9.8 RE und für das Shue-Modell 10.3 RE.
Die Abweichung ist etwas größer als die Auflösungsgenauigkeit durch das numerische
Gitter von 0.4 RE, was auf einen Modellfehler hinweisen könnte.
Für einen detaillierten Vergleich der Lösungen des MHD-Simulationscodes mit Raum-
fahrzeugdaten wird dieser nun mit Messdaten der THEMIS-Mission (Angelopoulos 2008)
verglichen. Die Sonnenwindbedingungen bei der Erde lassen sich entweder aus dem
OMNI-Datensatz oder über ein zweites THEMIS-Raumfahrzeug im Sonnenwind bestim-
men. Dabei ist die Zeitauflösung und Genauigkeit von Sonnenwinddaten über einen zwei-
ten Satelliten nahe der Bugstoßwelle in der Regel besser als der OMNI-Datensatz. Die
Sonnenwindbedingungen müssen zum Einströmrand der Simulationsbox hin transfor-
miert werden. Dazu werden alle Sonnenwinddaten um die Zeit ∆tSC/in verschoben, wobei
die Zeitverschiebung analog zu Gleichung (1.20) abzuschätzen ist:
∆tSC/in =
~nP · ∆~rSC/in
~nP · ~vSW , (2.36)
mit ∆~rSC/in := ~rSC −~rin, dem Abstandsvektor zwischen Raumfahrzeugposition ~rSC und der
Mitte des Einströmrands des Simulationsgebietes ~rin. Ähnlich müssen bei der Verwen-
dung von OMNI-Sonnenwinddaten diese vom subsolaren Punkt der Bugstoßwelle zum
Einströmrand transformiert werden. Der subsolare Punkt der Bugstoßwelle ~rBS, berech-
net sich wie in Kapitel 1.2 dargestellt und liegt im OMNI-Datensatz vor. Die Zeitverschie-
bung der OMNI-Daten ∆tOMNI/in ergibt sich durch
∆tOMNI/in =
~nP · (~rin − ~rBS)
~nP · ~vSW . (2.37)
Datenlücken im Sonnenwind werden mit dem letzten vorhandenen Wert aufgefüllt.
Für einen Vergleich zwischen Simulationsergebnissen und Raumfahrzeugdaten müs-
sen die Daten zunächst in MSP-Koordinaten transformiert werden. Dazu erfolgt die Aus-
gabe der Raumfahrzeugdaten in GEO-Koordinaten. Die Umrechnungen von GSE- und
GSM-Koordinaten der Raumfahrzeugdaten in die GEO-Koordinaten des planetaren Ma-
gnetfeldes findet sich im Anhang A. Vektoren in diesen Daten werden durch Multipli-
kation zweier Drehmatrizen Ry(θK) und Rz(λK), wie in Gleichung (A.1) definiert, auf
46
2.3 Validierung und Datenvergleich
MSP-Koordinaten gebracht. Die Winkel θK und λK ergeben sich aus dem Geschwindig-
keitsvektor des Sonnenwindes zu
λK =
vy,SW,GEO
|vy,SW,GEO| arccos
 vx,SW,GEO√v2x,SW,GEO + v2y,SW,GEO
 ,
θK =
v˜z,SW,GEO
|v˜z,SW,GEO| arccos
 v˜x,SW,GEO√v˜2x,SW,GEO + v˜2z,SW,GEO
 .
(2.38)
Dabei ist
~vSW,GEO = (vx,SW,GEO, vy,SW,GEO, vz,SW,GEO)T (2.39)
der Sonnenwindgeschwindigkeitsvektor in GEO-Koordinaten und
~˜vSW,GEO :=
(
v˜x,SW,GEO, v˜y,SW,GEO, v˜z,SW,GEO
)T
:= Rz(λK)~vSW,GEO. (2.40)
Ein Vektor in GEO-Koordinaten ~gGEO kann in einen Vektor ~gMSP in MSP-Koordinaten
durch
~gMSP = Ry(θK) Rz(λK)~gGEO (2.41)
transformiert werden. Durch die Koordinatentransformation ist der Sonnenwindvektor in
MSP-Koordinaten parallel zur x-Achse.
In GEO-Koordinaten lässt sich das planetare Magnetfeld zeitunabhängig angeben.
Unter Verwendung der Normierung (2.25) im Simulationscode ergibt sich das planeta-
re Dipolmoment (1.18) zu
mx = −0.051 mnorm,
my = 0.158 mnorm,
mz = −0.945 mnorm.
(2.42)
Für die Simulation muss dieses Dipolmoment in GEO-Koordinaten gemäß der Trans-
formation (2.41) in MSP-Koordinaten gedreht werden. Die Winkel der Transformation
ändern sich dabei entlang der Trajektorie des Satelliten. Diese Veränderung beruht dabei
hauptsächlich auf der Drehung der Erde um die eigene Rotationsachse. Nutzt man etwa
6 Stunden an Raumfahrzeugdaten, dreht sich die Erde in dieser Zeit um 90◦. Da das Di-
polmoment eine Neigung besitzt, ändert sich die Ausrichtung des Magnetfeldes innerhalb
dieser Zeitspanne. Das planetare Magnetfeld kann stets über das durch Transformation
(2.41) gedrehte Dipolmoment bezüglich der aktuellen Winkel θK und λK berechnet wer-
den. Die Drehung in der Simulation wird alle 200 Zeitschritte berücksichtigt, indem das
planetare Magnetfeld von dem gesamten Magnetfeld erst abgezogen und dann das zur
Simulationszeit passende gedrehte planetare Magnetfeld hinzu addiert wird.
Zunächst wird in der Simulation nur das reine planetare Dipolfeld berücksichtigt und
die Wechselwirkung mit dem Sonnenwind vernachlässigt. Dabei ist die Zeitschleife im
Simulationscode auf das Drehen des planetaren Magnetfeldes und die Datenausgabe be-
schränkt. Es wird eine Simulationsbox der Größe (30 RE×20 RE×20 RE) mit einer Anzahl
von Gitterpunkten (600×400×400) gewählt. Die Daten von dem THEMIS Raumfahrzeug
THC am 24. August 2008 lassen sich dann mit den berechneten Lösungen vergleichen
(siehe Abb. 2.5). Dabei befindet sich das Raumfahrzeug zunächst vor der Bugstoßwelle
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Abbildung 2.5: Vergleich zwischen dem planetaren Magnetfeld in der MHD-Simulation
(schwarz) zu den Messungen von THC (blau) am 24. August 2008. Die Magnetfeldda-
ten und zugehörigen Berechnungen sind links und die in das MSP-Koordinatensystem
transformierte Raumfahrzeugtrajektorie ist rechts dargestellt. Ein Pfeil kennzeichnet die
Bewegungsrichtung des Satelliten.
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und durchquert anschließend die Magnetosheath. Dann passiert der Satellit die Nachtsei-
te der Erde, durchquert die Magnetopause, tritt anschließend in die Magnetosheath ein
und passiert schlussendlich die Bugstoßwelle. Die Winkel θK und λK wurden aus den
OMNI-Sonnenwinddaten bestimmt. Dabei durchläuft der Winkel λK in den 20 Stunden
etwa 300◦ aufgrund der Erdrotation. In den letzten 4 Stunden des Orbits ist die Trajektorie
des Raumfahrzeugs in der Darstellung aus Abbildung 2.5 nur noch approximativ gültig,
da zeitweise keine Sonnenwinddaten vorlagen und dadurch die Bestimmung des Winkels
λK nicht korrekt durchgeführt werden konnte.
Insgesamt zeigt ein Vergleich der Komponenten des Magnetfeldes eine gute Über-
einstimmung zwischen Modellergebnis und Daten. Dies bestätigt eine korrekte Durch-
führung der Drehung des planetaren Magnetfeldes und der Koordinatentransformationen.
Die Maxima in den Feldstärken der Daten sind etwas größer als im Simulationsergeb-
nis, was durch die endliche Gitterauflösung in der Simulation bedingt ist. Der Einfluss
der Magnetosheath ist in dieser Darstellung nicht zu erkennen, weil die Feldstärken der
elektrischen Ströme der Wechselwirkung bei der Erde in der Größenordnung von 30 nT
liegen.
Als Nächstes werden die Daten von THC vom 24. August 2008 unter dem Einfluss
der Wechselwirkung des Sonnenwindes betrachtet. Es liegen während des Orbits nur zeit-
weise Sonnenwinddaten von THB vor, sodass hier OMNI-Sonnenwinddaten Verwendung
finden. Nach dem Simulieren eines quasi-stationärer Zustands, wird das zeitabhängige
Verhalten unter Hinzunahme der OMNI-Daten berechnet. Die zugehörigen Einstellungen
der Simulation sind im Anhang in Tabelle B.2 angegeben. Es wurde im Vergleich zur
vorherigen Simulation eine schlechtere Gitterauflösung gewählt, da die Simulationszeit
durch die Berücksichtigung der Wechselwirkung länger ist. Die Simulationsergebnisse
sind in Abbildung 2.6 zusammen mit den THC-Daten dargestellt. Der Bugstoßwellen-
durchgang tritt bei etwa 0:30 UT in den Daten und erst über etwa 1:15 h später in der
MHD-Simulation auf. Auch die Lage der Magnetopause ist in der simulierten Lösung
ähnlich viel später als in den Daten zu sehen. Der Verlauf der physikalischen Größen in
der Magnetosheath zeigt ein ähnliches Verhalten in Daten und Simulationsresultaten. In
der Magnetosphäre stimmen die meisten Beobachtungen ebenfalls überein, lediglich die
Dichte in der Simulationslösung ist etwas höher als in den Daten. Auch in der zweiten Pas-
sage der Magnetosheath kann eine gute Übereinstimmung beobachtet werden, jedoch sind
deutlich mehr Variationen in den Daten zu sehen. Dies liegt daran, dass zu der Zeit des
Magnetosheathdurchgangs zeitweise keine Sonnenwinddaten von OMNI vorlagen und
die fehlenden Daten mit dem letzten vorhandenen Wert ersetzt wurden. Daher lässt sich
dieser Magnetosheathdurchgang nicht detailliert vergleichen.
Um die Abhängigkeit der Simulationsergebnisse von den Sonnenwinddaten zu ver-
deutlichen, wird der erste Magnetosheathdurchgang aus Abbildung 2.6 mit Sonnenwind-
daten vom THB-Satelliten simuliert. Die sich dann ergebende zeitabhängige Lösung der
Simulation ist mit den THC-Daten in Abbildung 2.7 dargestellt. Die Bugstoßwellenposi-
tionen stimmen besser überein als in der Simulationslösung mit OMNI-Sonnenwinddaten.
Lediglich die Dichte von THC in der Magnetosheath ist etwas höher als im Ergebnis der
Simulation. Alle anderen Größen stimmen sowohl im Wert als auch im Verlauf innerhalb
der Magnetosheath sehr gut überein. Beispielsweise werden die Magnetfeldvariationen in
By und Bz direkt hinter der Bugstoßwelle von der Simulation gut reproduziert. Der Über-
gang zur Magnetosphäre hin stellt sich in den Daten als scharfer Sprung verglichen mit
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Abbildung 2.6: Vergleich zwischen MHD-Simulationslösung (schwarz) unter Verwen-
dung der Sonnenwindbedingungen von OMNI (rot) mit den THC-Daten (blau) am 24. Au-
gust 2008.
50
2.3 Validierung und Datenvergleich
0
50
N
[1
/c
m
³]
0
200
400
v
x
[k
m
/s
]
-100
-50
0
50
v
y
[k
m
/s
]
-50
0
50
v
z
[k
m
/s
]
0
0.5
1
1.5
p
[n
P
a
]
-10
0
10
B
x
[n
T
]
-20
-10
0
10
B
y
[n
T
]
0:30 1:00 1:30 2:00 2:30 3:00 3:30 4:00 4:30
B
z
[n
T
]
Universal Time
0
20
40
60
80
Abbildung 2.7: Vergleich zwischen MHD-Simulationslösung (schwarz) unter Verwen-
dung der Sonnenwindbedingungen von THB (rot) mit THC-Daten (blau) am 24. August
2008 (nach Nabert et al. 2016b).
51
2 MHD-Simulationscode
dem Übergang in der Simulationslösung dar. Weiterhin ist das Magnetfeld hinter der Ma-
gnetopause im Ergebnis der MHD-Simulation um etwa 15 nT kleiner als in den Daten.
Vergleicht man die Simulationsergebnisse bei Verwendung der OMNI-Sonnenwinddaten
mit denen mit THB-Sonnenwinddaten, ist der Einfluss der Sonnenwinddaten auf die Lage
der Magnetosheath zu erkennen. In diesem Fall passt die Lage der Simulationsergebnisse
mit den THB-Sonnenwinddaten besser zu den Beobachtungen von THC aus der Magne-
tosheath.
Als Nächstes wird ein Magnetosheathdurchgang von THC am 16. September 2008
betrachtet. Auch hier liegen THB-Sonnenwinddaten vor. Mit diesen Sonnenwinddaten
wurde die Zeitabhängigkeit nach dem Erreichen eines quasi-stationären Zustands simu-
liert. Die THC-Daten zusammen mit den THB-Sonnenwinddaten sind in Abbildung 2.8
mit dem Simulationsergebnis aufgetragen. Das Ende des Bugstoßwellendurchgangs in der
Simulationslösung befindet sich bei 17:00 h, wohingegen der Bugstoßwellendurchgang in
den Daten etwa eine Stunde später beobachtet wird. Wie im Beispiel zuvor ist die Dichte
in der Magnetosheath von THC größer als in der Simulation. Abgesehen davon stimmen
Daten und Simulationsergebnis in der Magnetosheath gut überein. In den letzten 45 min
ist THB in die Magnetosheath eingetreten und liefert keine Sonnenwinddaten mehr. Kurze
Zeit später lassen sich Modelllösung und Daten daher nicht mehr miteinander vergleichen.
Als Letztes wird ein Magnetosheathdurchgang am 28. September 2008 von THC be-
trachtet. Auch hier werden THB-Sonnenwinddaten genutzt, um, nach dem Erreichen ei-
nes quasi-stationärer Zustands, die Zeitabhängigkeit zu simulieren. In Abbildung 2.9 sind
die Daten und das zugehörige Simulationsergebnis dargestellt. Anders als im vorherigen
Beispiel ist die simulierte Bugstoßwellenposition hier um etwa 45 min später zu beobach-
ten als in den THC-Daten. Insgesamt stimmen Daten und Simulationslösung gut überein,
auch wenn ein kleiner Versatz in der Bz-Komponente des Magnetfeldes zu erkennen ist.
Die Lösung des MHD-Simulationscodes reproduziert die Magnetfeldmessungen in
Regionen, wo die Wechselwirkung vernachlässigbar ist, gut (siehe Abb. 2.5). Da die
Schätzung des planetaren Magnetfeldes bei Merkur aber in einer durch die Wechsel-
wirkung stark beeinflussten Region stattfindet, wurde die Wechselwirkung in der MHD-
Simulation ebenfalls untersucht. Die betrachteten Lösungen können einige der Beobach-
tungen aus der Wechselwirkungsregion reproduzieren. Beispielsweise zeigten die MHD-
Simulationslösungen ebenfalls Strukturen wie die Bugstoßwelle und Magnetopause so-
wie Variationen durch den Sonnenwind. Im Detail gibt es allerdings Abweichungen. Bei-
spielsweise zeigen die Dichtedaten oftmals einen Versatz zu den Simulationen. Das kann
unter anderem durch ein Raumfahrzeugpotenzial erklärt werden (McFadden et al. 2008).
Allerdings fällt auf, dass die Dichte in der MHD-Simulation in allen betrachteten Bei-
spielen kleiner als in den Daten ist. Dies könnte auch auf einen systematischer Fehler im
Modell hinweisen. Weiterhin ist das Magnetfeld hinter der Magnetopause in der MHD-
Simulation oftmals etwas kleiner und der Magnetopausenübergang etwas breiter als in den
Daten zu sehen. Möglicherweise hängt dies mit einem numerischen Fehler durch die be-
grenzte Auflösung der MHD-Simulation zusammen. Die größten Unterschiede zwischen
Simulation und Daten gibt es in der Lage der Magnetosheathregion mit den Grenzflächen
Bugstoßwelle und Magnetopause. Wie am Beispiel vom 24. August 2008 in den Abbil-
dungen 2.6 und 2.7 gesehen, ist die Lage stark abhängig von Fehlern in den verwendeten
Sonnenwindinformationen. Die betrachteten Fälle vom 16. September 2008 und 28. Sep-
tember 2008 in Abbildung 2.8 beziehungsweise 2.9 zeigen, dass sowohl ein zu großer als
52
2.3 Validierung und Datenvergleich
0
10
20
0
200
400
-100
0
100
-100
0
100
0
0.5
1.0
-10
0
10
-10
0
10
18:00 20:00 21:00
0
20
40
Universal Time
N
[1
/c
m
³]
v
x
[k
m
/s
]
v
y
[k
m
/s
]
v
z
[k
m
/s
]
p
[n
P
a
]
B
x
[n
T
]
B
y
[n
T
]
B
z
[n
T
]
19:00
Abbildung 2.8: Vergleich zwischen MHD-Simulationslösung (schwarz) unter Verwen-
dung der Sonnenwindbedingungen von THB (rot) mit THC-Daten (blau) am 16. Septem-
ber 2008.
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Abbildung 2.9: Vergleich zwischen MHD-Simulationslösung (schwarz) unter Verwen-
dung der Sonnenwindbedingungen von THB (rot) mit THC-Daten (blau) am 28. Septem-
ber 2008.
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auch ein zu kleiner Abstand der Bugstoßwelle in der Simulation beobachtet werden kann.
Somit könnte sich ein Teil der Fehler durch die Betrachtung vieler Magnetosheathdurch-
gänge im Mittel aufheben. Andererseits legt ein Vergleich der Simulation zum Magne-
topausenmodell von Shue et al. (1998) einen kleinen systematischen Fehler im Modell
nahe. Ob solche Fehler der Daten und des Modells signifikante Auswirkungen auf die
Schätzung des planetaren Magnetfeldes haben und wie sie sich minimieren lassen, wird
im Weiteren untersucht.
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3 Datenassimilation mit einer
MHD-Simulation1
In diesem Kapitel wird mit dem zuvor beschriebenen MHD-Simulationscode eine Schät-
zung des planetaren Magnetfeldes mit Raumfahrzeugdaten vorgenommen. Dabei soll die
Schätzung in einer durch die Wechselwirkung dominierten Region stattfinden, ähnlich wie
in der Umgebung von Merkur. Es wird angenommen, dass der zuvor vorgestellte MHD-
Simulationscode die Wechselwirkung gut genug beschreibt, um einen ersten Schätzer für
das planetare Magnetfeld zu bestimmen. Mit bekannten Sonnenwindbedingungen kann
man die planetaren Magnetfeldparameter durch eine Anpassung der Simulationsergeb-
nisse an die Raumfahrzeugdaten schätzen.
Dazu wird zunächst eine Kostenfunktion eingeführt, die die Abweichung zwischen
den Daten und der MHD-Simulation quantifiziert. Ein gradientenbasiertes Verfahren mi-
nimiert die Kostenfunktion bezüglich der planetaren Magnetfeldparameter. Für die zeitef-
fiziente Berechnung von Gradienten in der Optimierung komplexer Modelle werden oft-
mals adjungierte Modelle genutzt (siehe z. B. Jameson 1988, Giles und Pierce 2000).
Daher wird die Verwendung eines adjungierten MHD-Modells getestet.
Das Verfahren zur Schätzung des planetaren Magnetfeldes wird mit Daten der Missi-
on THEMIS bei der Erde getestet. Bei Merkur ist die gesamte Umgebung des Planeten
stark durch die Wechselwirkung beeinflusst. Um das Verfahren bei der Erde mit Mes-
sungen aus einer vergleichbaren Region zu testen, werden Daten aus der Magnetosheath
zur Schätzung des planetaren Magnetfeldes benutzt. Die benötigten Sonnenwindparame-
ter lassen sich entweder aus dem OMNI-Datensatz oder durch einen zweiten THEMIS-
Satelliten bestimmen. Letztere Konfiguration wird dabei bevorzugt verwendet, weil diese
auch der durch die BepiColombo-Mission realisierten Situation entspricht. Die Schätzung
von Modellparametern durch die Anpassung eines Modells an Daten wird auch als Da-
tenassimilation bezeichnet.
3.1 Kostenfunktion und ihre Minimierung
Ein naheliegender Ansatz für eine Kostenfunktion ist, die Methode der kleinsten Quadrate
zu nutzten. Diese Methode wurde von Legendre (1806) und Gauss (1809)2 unabhängig
voneinander für Berechnungen in der Himmelsmechanik eingeführt. Heutzutage findet sie
weitreichende Anwendung in der Ausgleichsrechnung. Die Summe der Fehlerquadrate
1Eine verkürzte Darstellung der Inhalte dieses Kapitel findet sich bei Nabert et al. (2016b).
2in deutscher Übersetzung von Gauss und Haase (1865)
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FQ von Mdata gemessenen Werten ym an den Punkten xm zu einem Modell fM mit den
Parametern ~s ist definiert durch
FQ :=
Mdata∑
m=1
(
ym − fM(xm, ~s))2 . (3.1)
Die Parameter ~s des Modells sind einem Vektorraum P zugeordnet. Im Folgenden wird
der in Kapitel 2 vorgestellten MHD-Simulationscode mit den Parametern des planetaren
Magnetfeldes als Modell betrachtet. Dabei ist das planetare Magnetfeld durch die Kom-
ponenten des Dipols und des Quadrupols parametrisiert. Dann ist
~s = (~m, ~Q)T = (mx,my,mz,Qxx,Qxy,Qxz,Qyy,Qyz)T , (3.2)
mit ~Q := (Qxx,Qxy,Qxz,Qyy,Qyz)T . Eine Bestimmung der Parameter ~s eines Modells er-
folgt durch eine Minimierung der Summe der Fehlerquadrate FQ nach Gleichung (3.1).
Übertragen auf Magnetfeldmessungen ~Bdata := (Bx,data, By,data, Bz,data)T und Simulations-
ergebnisse ~Bsimu := (Bx,simu, By,simu, Bz,simu)T an den Positionen des Raumfahrzeugorbits
~rSC,m lässt sich die Kostenfunktion K durch
K(~s) =
Mdata∑
m=1
(
(
Bx,data(~rSC,m) − Bx,simu(~rSC,m, ~s))2
+
(
By,data(~rSC,m) − By,simu(~rSC,m, ~s)
)2
+
(
Bz,data(~rSC,m) − Bz,simu(~rSC,m, ~s))2)
(3.3)
ausdrücken.
Um die Kostenfunktion K bezüglich der Parameter ~s zu minimieren, bietet es sich
an, ein Gradientenverfahren zu verwenden. Ausgehend von einem Punkt im Parameter-
raum ~s0 wird nach jeder k-ten Gradientenberechnung ein neuer Punkt ~sk = (~mk, ~Qk)T
errechnet. Es gibt keine speziellen Nebenbedingungen, weshalb es sich um ein unre-
stringiertes Problem der Optimierung handelt. Solche Optimierungsprobleme lassen sich
mit einem Quasi-Newton-Verfahren lösen. In dieser Arbeit wird das Verfahren nach
Broyden–Fletcher–Goldfarb–Shanno (BFGS) verwendet, welches im Anhang C detail-
liert erläutert ist (Press et al. 1992). Das Verfahren minimiert die Kostenfunktion in Rich-
tung des Gradienten.
Es gibt verschiedene Möglichkeiten den im Minimierungsalgorithmus benötigen Gra-
dienten einer Kostenfunktion K an einem Punkt ~sk im Parameterraum zu berechnen. Bei-
spielsweise lässt sich der Gradient durch Differenzenquotienten approximieren:
∂K(~s)
∂~s
∣∣∣∣∣
~s=~sk
≈
NP∑
l=1
K(~sk + ∆sl ~el) − K(~sk)
∆sl
~el , (3.4)
wobei ~el der l-te Einheitsvektor und ∆sl die zugehörige Schrittweite im Parameterraum P
ist. Die Summation in Gleichung (3.4) wird über alle Dimensionen des Parameterraums
(NP := dim(P)) ausgeführt. Bemerkt sei, dass der Gradient ∂~sK(~s) ein Spaltenvektor
ist. Die Schrittweiten ∆sl müssen ausreichend klein gewählt werden, sodass der Gradient
hinreichend gut approximiert wird.
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3.2 Automatisches Differenzieren und adjungierten
Methode
Jede Berechnung der Kostenfunktion zu einem Parametersatz erfordert eine vollständige
MHD-Simulation der Daten entlang des Raumfahrzeugorbits. Für die Bestimmung des
Gradienten nach Gleichung (3.4) müssen (NP + 1) Simulationen ausgeführt werden, um
die Differenzenquotienten zu berechnen. Das zugrunde liegende MHD-Modell ist nicht-
linear, weshalb die Berechnung im Allgemeinen viel Zeit in Anspruch nimmt (konkrete
Laufzeitangaben für einen Testrechner finden sich am Ende des Kapitels).
Eine andere Möglichkeit als über Gleichung (3.4) den gesuchten Gradienten ∂~sK(~s)
zu bestimmen, ist das Differenzieren mittels analytischer Ausdrücke. Dieses Verfahren
wird im Folgenden erläutert. Auf dem diskreten numerischen Gitter kann die zeit- und
ortsabhängige Lösung der MHD-Simulation ~u(t, ~x) als Vektor ~ut,~x aufgefasst werden, der
die Lösung zu allen betrachteten diskreten Zeitpunkten an allen diskreten Orten für jede
MHD-Größe beinhaltet. Die Anzahl der Komponenten des Vektors ~ut,~x ergibt sich folg-
lich aus der Anzahl der Gitterpunkte NGitter nach Gleichung (2.5), der Anzahl der MHD-
Variablen Nvar = 8 und der Anzahl an Zeititerationen lmax:
Nv = Nvar NGitter lmax. (3.5)
Der Simulationscode berechnet die zeit- und ortsabhängige Lösung der MHD-Variablen
~u(t, ~x) über einen iterativen Prozess. Die Iteration im Simulationscode wird durch die Zeit-
schleife beschrieben, wobei ~u(t = l ∆t, ~x) aus dem vorherigen Zeitschritt ~u(t = (l−1) ∆t, ~x)
und den Randbedingungen zu errechnen ist. Äquivalent kann die Zeititeration über l auch
als eine Iteration aufgefasst werden, die die vollständige Lösung ~ut,~x stetig besser appro-
ximiert. Dabei beinhaltet der Vektor nach dem l-ten Approximationschritt ~ult,~x schon die
korrekte Lösung für alle Komponenten, bei denen t ≤ l ∆t ist. Nach lmax Iterationsschrit-
ten erhält man dann die korrekte Approximation der vollständigen Lösung ~ulmaxt,~x = ~ut,~x.
Im 0-ten Iterationsschritt wird die Simulation initialisiert. Das initiale Magnetfeld wird
durch die Dipol- und Quadrupolparameter bestimmt, sodass der Lösungsvektor ~u0t,~x von
den Parametern ~s explizit abhängt. Der Simulationscode berechnet im l-ten Iterations-
schritt die Lösung aus der vorherigen Approximation durch eine Funktion F. Für den
l-ten Zeitschritt lässt sich dann schreiben:
~ult,~x(~s) = F(~u
l−1
t,~x (~s)) . (3.6)
Die Kostenfunktion K(~ulmaxt,~x (~s)) hängt implizit über die Iterationsschritte von den Para-
metern ~s ab. Berücksichtigt man die verschachtelten Abhängigkeiten der Lösung nach
Gleichung (3.6), dann kann der Gradient der Kostenfunktion im Parameterraum durch die
Kettenregel darstellen werden:
∂K(~ulmaxt,~x (~s))
∂~s
=
∂K(~ulmaxt,~x )
∂~ulmaxt,~x
·
∂~ulmaxt,~x
∂~ulmax−1t,~x
· ... ·
∂~u1t,~x
∂~u0t,~x
·
∂~u0t,~x(~s)
∂~s
. (3.7)
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Nutzt man die folgenden Abkürzungen
A−1l :=
∂~ult,~x
∂~ul−1t,~x
, l = 1, 2, .., lmax,
~gT :=
∂K(~ulmaxt,~x )
∂~ulmaxt,~x
,
B :=
∂~u0t,~x(~s)
∂~s
,
(3.8)
dann lässt sich Gleichung (3.7) schreiben als
∂K(~s)
∂~s
= ~gT · A−1lmax · A−1lmax−1 · ... · A−11 · B. (3.9)
Die Funktion F aus Gleichung (3.6) ist über das Lax-Wendroff-Schema der Differenzial-
gleichungen nach Gleichung (2.12) und die Randbedingungen bestimmt. Die darin ent-
haltene Funktion f ist durch die MHD-Gleichungen festgelegt. Dadurch können die Ab-
leitungen der Matrizen in Gleichung (3.7) mit analytischen Ausdrücken bestimmt werden.
Der Simulationscode durchläuft die Zeitschleife über l von 0 bis lmax. Im Simulationsco-
de hängt dabei lediglich die Initialisierung ~u0t,~x explizit von den vorgegeben planetaren
Magnetfeldparametern ab. Nach jedem Iterationsschritt muss die zugehörige Ableitungs-
matrix, mit den dafür notwendigen analytischen Ausdrücken, berechnet werden. Daher
kann man nach dem l-ten Iterationsschritt die Matrix A−1l bestimmen. Ausgehend von ei-
ner Einheitsmatrix wird in jedem Iterationsschritt eine Ableitungsmatrix an die linke Seite
der Matrix multipliziert, sodass sich nach lmax Iterationen der gesuchte Gradient ∂K(~s)/∂~s
ergibt.
Da die Berechnung des Gradienten zeitgleich zur Ausführung der Iterationsschlei-
fe des Simulationscodes stattfindet, wird dieses Verfahren hier auch als analytische Vor-
wärtsdifferenzierung bezeichnet. Der Vorteil dieses Vorgehens gegenüber der Berechnung
des Gradienten über den Differenzenquotienten aus Gleichung (3.4) ist, dass es keinen
Approximationsfehler durch die endlichen Schrittweiten ∆sl gibt. Das Einfügen und Zu-
sammenrechnen der Ableitungen im Simulationscode lässt sich durch ein automatisches
Differenzierungs-Tool (AD-Tool) durchführen (Wengert 1964). Dazu werden die abzulei-
tende Funktion (Kostenfunktion K) und die abhängigen Variablen nach denen abgeleitet
werden soll (Parameter ~s), im Code deklariert. Das AD-Tool identifiziert alle weiteren
impliziten Abhängigkeiten. Die benötigten analytischen Ausdrücke für die Ableitungen
werden aus einer Bibliothek vom AD-Tool an die entsprechenden Stellen in den Code ein-
gefügt. Die Bibliothek enthält die analytischen Ableitungen aller wichtigen Ausdrücke,
wie beispielsweise sin(x)′ = cos(x). Die eingefügten Ausdrücke werden dann gemäß
Gleichung (3.7) verknüpft, sodass sich schlussendlich der gesuchte Gradient ergibt. In
den letzten Jahrzehnten wurden verschiedene AD-Tools entwickelt. In dieser Arbeit kom-
men das kommerzielle Transformation of Algorithms in Fortran Tool (TAF-Tool) von der
Hamburger Firma FastOpt (http://www.FastOpt.com) und das quelloffene Tool OpenAD/F
(http://www.mcs.anl.gov/OpenAD/ ) zum Einsatz.
Ein AD-Tool kann einen numerischen Code automatisch differenzieren und dabei als
ein Black-Box-Programm, das heißt ohne Kenntnis über den genauen Aufbau und In-
halt des Codes, angewendet werden. Beim automatischen Differenzieren von komplexen
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numerischen Codes treten unter Umständen Schwierigkeiten auf. Beispielsweise muss
oftmals eine Parallelisierung durch das Message Passing Interface (MPI) für den durch
das AD-Tool modifizierten Code noch nachträglich eingefügt beziehungsweise optimiert
werden. Die analytische Vorwärtsdifferenzierung durch ein AD-Tool wird auch als auto-
matische Vorwärtsdifferenzierung bezeichnet.
Im Rechenaufwand unterscheiden sich die Berechnung durch Differenzenquotienten
und die automatische Vorwärtsdifferenzierung kaum. Allerdings gibt es eine Möglichkeit,
das zuletzt beschriebene Verfahren schneller zu gestalten, was auf die sogenannte adjun-
gierten Methode führt. Die adjungierten Methode findet weitreichende Anwendung bei
Optimierungsproblemen in der Fluiddynamik, wie der Anpassung von Oberflächengeo-
metrien zur Minimierung des Strömungswiderstands (siehe z. B. Jameson 1988, Othmer
2008, 2014, Meader und Martins 2012) oder in der Seismologie (siehe z. B. Fichtner et al.
2006).
Die adjungierten Methode wird im Folgenden anhand linearer Gleichungssysteme ein-
geführt (siehe z. B. Giles und Pierce 2000, McNamara et al. 2004, Nabert et al. 2015).
Dabei ist die Darstellung an die Einführung in Nabert et al. (2015) angelehnt. Um die
Übertragung der adjungierten Methode auf den Simulationscode zu erleichtern, werden
Symbole in Anlehnung an die vorangegangenen Betrachtungen in diesem Kapitel ver-
wendet und zu deren Unterscheidung mit einem Sternchen als Index versehen. Es wird
das Gleichungssystem
A∗ · X∗ = B∗, (3.10)
mit Matrizen für die Koeffizienten A∗, die Lösung X∗ und die Inhomogenität B∗, betrach-
tet. Alle Elemente der Matrizen seien reelle Zahlen. Gesucht ist das Skalarprodukt eines
Vektors ~g∗ mit der Matrix X∗:
~gT∗ · X∗ =? (3.11)
Das Skalarprodukt lässt sich bestimmen, indem man zunächst Gleichung (3.10) löst und
dann das Produkt des Vektors ~g∗ mit der Lösung X∗ bestimmt. Diese Art der Berechnung
wird auch als Vorwärtsrechnung bezeichnet.
Eine andere Möglichkeit ist die adjungierten Methode. Zur Herleitung dieser Methode
betrachtet man das Produkt eines Vektors ~yT∗ mit beiden Seiten des linearen Gleichungs-
systems (3.10):
~yT∗ · A∗ · X∗ = ~yT∗ · B∗. (3.12)
Der Vektor ~y∗ soll dabei definiert sein durch
~yT∗ · A∗ = ~gT∗ . (3.13)
Transponieren dieser Gleichung führt auf die adjungierte Gleichung
AT∗ ~y∗ = ~g∗. (3.14)
Der Name bezieht sich dabei auf Gleichungssysteme im Komplexen, wo Transponieren
durch Adjungieren ersetzt werden muss. Mit Gleichung (3.12) und (3.13) lässt sich das
Skalarprodukt (3.11) schreiben als
~gT∗ · X∗ = ~yT∗ · A∗ · X∗ = ~yT∗ · B∗. (3.15)
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Löst man das adjungierte Gleichungssystem (3.14), kann die Lösung ~y∗ genutzt werden,
um ~yT∗ ·B∗ zu berechnen, was nach Gleichung (3.15) dem gesuchten Skalarprodukt (3.11)
entspricht. Die Anzahl der benötigten Rechenschritte, insbesondere der benötigten Mul-
tiplikationen, ist bei beiden Berechnungswegen für das gesuchte Skalarprodukt unter-
schiedlich. Für eine numerische Berechnung ist die Laufzeit eines Algorithmus im We-
sentlichen durch die Anzahl der benötigten Multiplikationen festgelegt. Ist die Matrix der
Inhomogenität B∗ ein einzelner Spaltenvektor, benötigen beide Wege gleich viele Multi-
plikationen. Besteht die Matrix der Inhomogenität aus N∗,P Spaltenvektoren, dann müssen
für die Vorwärtsrechnung N∗,P lineare Gleichungssysteme mit einem Vektor als Inhomo-
genität gelöst werden. Für die adjungierten Methode hingegen ist, unabhängig von N∗,P,
lediglich das Gleichungssystem (3.14) mit einer Vektor-Inhomogenität zu lösen. Daher
benötigt letztere Berechnungsmethode N∗,P Mal weniger Multiplikationen.
Die adjungierten Methode lässt sich auf die Berechnung des Gradienten in Glei-
chung (3.9) übertragen. Wird das Produkt aller Matrizen A−1 := A−1lmax · ... · A−11 in Glei-
chung (3.9) substituiert, erhält man
∂K(~s)
∂~s
= ~gT · A−1 · B. (3.16)
Das erste Produkt auf der rechten Seite der Gleichung (3.16) kann durch
X := A−1 · B (3.17)
substituiert werden. Identifiziert man die Größen mit dem Sternchen als Index mit den
Größen ohne Sternchen, lässt sich Gleichung (3.17) mit dem Lösen des linearen Glei-
chungssystems (3.10) in Verbindung bringen.
Im Verfahren der analytischen Vorwärtsdifferenzierung wird der Gradient mit der Ket-
tenregel sukzessive von rechts nach links berechnet. Das entspricht einem Vorgehen, bei
dem zunächst das Gleichungssystem (3.10) nach X∗ gelöst und anschließend das Skalar-
produkt (3.11) bestimmt wird. Werden die Matrixprodukte in Gleichung (3.16) jedoch
von links nach rechts berechnet, wird zunächst das Produkt
~yT := ~gT · A−1 (3.18)
berechnet. Dies entspricht dem Lösen der adjungierten Gleichung (3.14) nach ~y∗. Das
gesuchte Skalarprodukt (3.11) wird durch ~yT∗ · B∗ bestimmt, was hier der Multiplikation
~yT ·B zur Berechnung der Kostenfunktion entspricht. Das bedeutet, dass die adjungierten
Methode dem Ausführen der Multiplikationen von links nach rechts in Gleichung (3.16)
entspricht, was hier auch als analytische Rückwärtsdifferenzierung bezeichnet wird.
Die Dimensionen der beteiligten Vektoren und Matrizen sind: dim(~g) = Nv × 1,
dim(B) = Nv × NP und dim(A) = Nv × Nv. Die Berechnung des Gradienten durch Mul-
tiplikation von Matrizen von rechts nach links in Gleichung (3.16) erfordert Nrl Multipli-
kationen von Komponenten, mit
Nrl = N2v NP (Nv + 1) . (3.19)
Wird der Gradient von links nach rechts in Gleichung (3.16) berechnet, erfordert dies Nlr
Multiplikationen von Komponenten, mit
Nlr = N2v (Nv + NP) . (3.20)
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Im Grenzfall NP = 1 ergibt sich Nrl = Nlr. In der Regel ist NP << Nv, da das numerische
Gitter viele Gitterpunkte umfasst und der hier betrachteter Parameterraum 8 Parameter
besitzt. Damit gilt
Nlr = Nrl NP. (3.21)
Deshalb ist die Ausführung der Matrixmultiplikationen in Gleichung (3.16) von links
nach rechts für viele Parameter vorzuziehen und benötigt etwa NP Mal weniger Multipli-
kationen.
Die numerische Umsetzung der analytischen Rückwärtsdifferenzierung ist allerdings
schwieriger als die der analytischen Vorwärtsdifferenzierung. Wie zuvor beschrieben,
lässt sich die analytische Vorwärtsdifferenzierung parallel zur Zeititeration im Simula-
tionscode durchführen. Für die Rückwärtsdifferenzierung muss die vollständige Lösung
~ulmaxt,~x im ersten Berechnungsschritt bekannt sein, damit die Matrixmultiplikation ~g
T · A−1lmax
berechnet werden kann. Das bedeutet, zuerst ist die Simulation einmalig durchzuführen,
wobei alle für die Berechnung der Matrixmultiplikationen benötigten Iterationsergebnisse
zwischengespeichert werden. Das gilt auch für die Matrixmultiplikationen in A−1, die von
allen Iterationsergebnissen ~ult,~x abhängen. Anschließend kann der Gradient gemäß Glei-
chung (3.7) beziehungsweise Gleichung (3.7) berechnet werden. Die numerische Umset-
zung eines solchen Vorgehens ergibt den adjungierten Simulationscode. Es gibt einige
AD-Tools, die nicht nur eine automatische Vorwärtsdifferenzierung durchführen können,
sondern auch eine automatische Rückwärtsdifferenzierung. Somit kann über ein AD-Tool
ein adjungierter Code generiert werden.
Oft ist jedoch der zur Verfügung stehende Speicher zu klein, um alle benötigten
Zwischenergebnisse im Hauptspeicher des Rechners zu speichern. Der Speicherbedarf
MSpeicher lässt sich abschätzen, indem man die Anzahl der Gitterzellen der Simulations-
box NGitter nach Gleichung (2.5) multipliziert mit der Anzahl der Zeitschritte lmax, der
Anzahl der betrachteten MHD-Größen Nvar und der Speichergröße einer MHD-Variablen
Mvar:
MSpeicher ≈ NGitter lmax Nvar Mvar. (3.22)
Die Anzahl der Variablen im Simulationscode ist Nvar = 8 und für den Speicherbedarf ei-
ner Variablen wird Mvar = 4 Byte für die Verwendung von float-Variablen angenommen.
Damit ergibt sich ein Speicherbedarf von etwa 1600 Gigabyte für ein Simulationsgitter
von imax = imax = kmax = 100 und lmax = 5 · 105. Der Hauptspeicher ist jedoch meist
deutlich kleiner, weshalb ein Teil der Zwischenergebnisse auf der Festplatte gespeichert
werden muss. Die Zugriffszeiten des Hauptspeichers sind jedoch wesentlich kürzer, so-
dass sich, durch das Speichern der Daten auf der Festplatte, die Laufzeit verlängert.
Eine Möglichkeit den Speicherbedarf zu verringern ist das sogenannte Checkpointing.
Beim Checkpointing wird die Hauptiterationsschleife des Algorithmus an Kontrollpunk-
ten (englisch: checkpoints) in Unterschleifen unterteilt. Dabei läuft eine Unterschleife
über Nloop,check Iterationen anstatt über die gesamte Zeitschleife mit lmax Iterationen, wo-
durch der Speicherbedarf einer solchen Schleife sich reduziert zu
MSpeicher,check =
Nloop,check
lmax
MSpeicher. (3.23)
Dadurch kann allerdings die adjungierten Methode nur noch auf die Berechnungen in-
nerhalb einer Unterschleife angewandt werden. Daher senkt Checkpointing zwar den
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Speicherbedarf, allerdings auf Kosten der Laufzeit, da sich der Vorteil der adjungierten
Methode auf einen kleineren Teil des Algorithmus beschränkt.
3.3 Adjungierter MHD-Simulationscode
Auch das AD-Tool für eine automatische Rückwärtsdifferenzierung kann als ein Black-
Box-Tool genutzt werden. Das Tool produziert aus dem Code für die Berechnung der Ko-
stenfunktion einen adjungierten Code, der den Gradienten im Parameterraum gemäß der
Rückwärtsdifferenzierung berechnet. Es ergeben sich bei der Anwendung des AD-Tools
auf komplexe numerische Codes, wie den MHD-Simulationscode, oftmals Probleme.
AD-Tools nutzen zwar häufig Optimierungsalgorithmen, jedoch muss in der Regel der
adjungierte Code noch weiter optimiert werden.
Der in dieser Arbeit verwendete Simulationscode von Ogino (1993), mit den in Ka-
pitel 2 beschriebenen Modifikationen und Erweiterungen, wurde von der Firma FastOpt
adjungiert. Dabei wurde für den Simulationscode der Parameterraum die Dipol- und Qua-
drupolparameter benutzt, sodass dim(P) = 8 ist. Die Firma FastOpt benutzt ihr eigenes
AD-Tool, das sogenannte TAF-Tool, welches für das automatische Rückwärtsdifferen-
zieren geeignet ist (Giering und Kaminski 2003). Das TAF-Tool kann Fortran 90 Codes
verarbeiten und generiert daraus einen adjungierten Code in Fortran 90. Dabei kann eine
Vorwärtsdifferenzierung oder eine Rückwärtsdifferenzierung durchgeführt werde.
Um den von FastOpt adjungierten MHD-Simulationscode zu testen, werden die vom
adjungierten Code berechneten Gradienten bezüglich der Kostenfunktion (3.3), mit Gra-
dienten, die durch Differenzenquotienten nach Gleichung (2.18) bestimmt werden, vergli-
chen. Dazu wird zunächst ein reines, planetares Magnetfeld zusammengesetzt aus Dipol-
und Quadrupolanteilen ~s0 verwendet und die Wechselwirkung des Sonnenwindes mit dem
planetaren Magnetfeld vernachlässigt. Daher wird der Gradient am Punkt ~s0 des Para-
meterraums betrachtet. Die in der adjungierten Simulation benutzten Konstanten sind
im Anhang B.2 in Tabelle B.3 dargestellt. Es werden Punkte ~s0 mit verschiedenen mz-
Komponenten zwischen 0.7 mnorm und 1.2 mnorm in Schritten von 0.1 mnorm betrachtet. Zur
Berechnung der Kostenfunktion (3.3) werden als Raumfahrzeugdaten synthetische Da-
ten auf der x-Achse zwischen 20.2 RE und 9 RE im Abstand von 0.42 RE erzeugt. Dazu
wird eine MHD-Simulation mit den Konstanten aus Tabelle B.3 genutzt, wobei die Daten
aus einem quasi-stationären Zustand nach 175000 Zeitschritten gewonnen werden. Die
Gradienten der Kostenfunktion durch den Differenzenquotienten ∂~s0 KDQ und durch die
adjungierten Methode ∂~s0 KAdj werden für die verschieden ~s0 bestimmt, ohne die zeitliche
Entwicklung der Simulationscodes zu berücksichtigen. Dabei ist der relative Fehler einer
i-ten Komponente des Gradienten über
Rel. Fehler :=
(
∂~s0 KDQ − ∂~s0 KAdj
)
· ~ei
max(∂~s0 KDQ · ~ei, ∂~s0 KAdj · ~ei)
(3.24)
bestimmt. Die Funktion max(., .) gibt dabei das größere der beiden Argument zurück und
~ei ist der i-te Einheitsvektor. Die relativen Fehler für die Dipolkomponenten sind für die
verschiedenen ~s0 in Abbildung 3.1 auf der linken Seite dargestellt. Beide Gradienten stim-
men für alle hier betrachteten Werte von mz überein. Daraus lässt sich schließen, dass die
64
3.3 Adjungierter MHD-Simulationscode
0.7 0.8 0.9 1.0 1.1 1.2
mz
10
-8
10
-6
10
-4
10
-2
R
e
l.
F
e
h
le
r
mx
my
mz
250 500 750 1000 1250 1500
Iteration
mx
my
mz
10
-8
10
-6
10
-4
10
-2
R
e
l.
F
e
h
le
r
Abbildung 3.1: Der relative Fehler zwischen durch Differenzenquotienten und adjungier-
ten Methode bestimmten Gradienten für die Dipolkomponenten. Dabei ist links die Ab-
hängigkeit bezüglich verschiedener Punkte im Parameterraum und rechts die Abhängig-
keit von verschieden langen Zeitschleifen dargestellt.
Gradienten, unabhängig von der Position im Parameterraum, bei beiden Methoden gut
übereinstimmen.
Als nächstes wird die Wechselwirkung des Sonnenwindes mit dem planetaren Ma-
gnetfeld mit berücksichtigt. Die über die adjungierten Methode bestimmten Gradienten
werden dazu mit den Gradienten, die durch Differenzenquotienten berechnet werden, für
unterschiedlich viele Zeititerationsschritte verglichen. Die relativen Fehler für die Dipol-
komponenten sind rechts in Abbildung 3.1 gezeigt. Die Gradienten stimmen auch un-
ter Berücksichtigung der Wechselwirkung für unterschiedlich viele Iterationsschritte stets
überein.
Mit einem Testrechner werden Laufzeitbestimmungen für die Brechungen der Gradi-
enten für verschiedene Zeititerationen durchgeführt. Dieser ist mit 64 Gigabyte Arbeits-
speicher und einem Intel XEON E5 Prozessor mit 12 Kernen und 24 Threads bei einer
Taktfrequenz von 2.5 Gigahertz ausgestattet. Der verfügbare Festplattenspeicher beträgt
2 Terabyte. Der Testrechner mit dieser Konfiguration wird im Folgenden mit PC-T be-
zeichnet. Die Ergebnisse der Laufzeitbestimmungen sind in Abbildung 3.2 zu sehen. Auf
der linken Seite der Abbildung sind die Laufzeiten für den adjungierten Code tAdj und für
die Verwendung von Differenzenquotienten bei der Berechnung der Gradienten tDQ darge-
stellt. Der Plot rechts gibt die relative Laufzeit der Methoden an, das heißt den Quotienten
aus der Laufzeit des adjungierten Codes und der Laufzeit der Bestimmung des Gradienten
über Differenzenquotienten. Die Laufzeiten der Gradientenbestimmung steigen ungefähr
linear mit der Anzahl der Iterationsschritte an. Für die hier betrachtete Codekonfiguratio-
nen und den Testrechner benötigt der adjungierte Code nur etwa 66% der Laufzeit ge-
genüber der Gradientenbestimmung durch den Differenzenquotienten. Bei 8 betrachteten
Parametern werden für die Berechnung des Differenzenquotienten 9 MHD-Simulationen
benötigt. Die Berechnung des Gradienten durch die adjungierten Methode erfordert einen
Simulationsaufruf zum Zwischenspeichern der MHD-Lösung zu allen Zeitschritten und
in etwa einen weiteren, welcher den Gradienten berechnet. Damit würde sich ein theore-
tisch möglicher Laufzeitvorteil der adjungierten Methode von etwa 22% gegenüber der
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Abbildung 3.2: Links werden die Zeiten, die zur Berechnung des Gradienten durch die ad-
jungierten Methode tAdj und durch den Differenzenquotienten tDQ benötigt werden, in Ab-
hängigkeit von der Anzahl der durchgeführten Zeititerationen vergleichen (nach Nabert
et al. 2016b). Rechts ist das Verhältnis dieser Zeiten gezeigt (nach Nabert et al. 2016b).
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Abbildung 3.3: Laufzeiten des Codes zur Gradientenbestimmung bei 3 verschiedenen
Durchführungen. Die Testrechner- und Codekonfigurationen wurden nicht verändert.
Differenzenquotienten-Methode ergeben. Allerdings benötigt der von FastOpt optimierte
adjungierte Simulationscode aufgrund der Menge an Daten einige Kontrollpunkte durch
Checkpointing, was die Laufzeit der adjungierten Methode deutlich erhöht.
Ein Problem des adjungierten Codes von FastOpt ist der nicht optimal auf die Paralle-
lisierung durch die MPI abgestimmte Speicherzugriff. In Abbildung 3.3 sind Laufzeiten
des adjungierten Codes für dieselben Testrechner- und Codekonfigurationen aufgetragen.
Es ist eine deutlichen höhere Laufzeit im zweiten Versuch verglichen mit den anderen
Versuchen zu erkennen. Auch weitere Tests bestätigten die zufällig stark erhöhte Lauf-
zeit. Genauere Untersuchungen ergaben, dass die erhöhte Laufzeit durch den Lese- und
Schreibzugriff auf die Festplatte bedingt ist. Zufällig können alle MPI-Prozesse nahezu
zeitgleich an gleichen Stellen im Code arbeiten. Der Zufall entsteht, da MPI-Prozesse an
die Prozessoren des Rechners verteilt werden, diese Verteilung aber vom Auslastungs-
und Arbeitszustand des Rechners abhängt. Dadurch kann es passieren, dass der Speicher-
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zugriff beim Speichern von Daten auf die Festplatte, wie es das Checkpointing erfordert,
zeitgleich für viele Prozesse stattfindet. Durch die begrenzte Lese- und Schreibgeschwin-
digkeit der Festplatte bremsen sich die MPI-Prozesse dann gegenseitig aus. Dies lässt sich
zum einen durch eine andere Hardwarekonfiguration mit einer größeren Anzahl von Fest-
platten beheben. Zum anderen können auch MPI-Befehle, die den Prozessablauf stärker
einschränken, sodass die Prozesse stets versetzt arbeiten, implementiert werden.
3.4 Schätzung der planetaren Magnetfeldparameter
Zunächst wird eine Datenassimilation bei vernachlässigter Wechselwirkung des plane-
taren Magnetfeldes mit dem Sonnenwind mit synthetisch erzeugten Raumfahrzeugda-
ten durchgeführt. Dabei hat die Simulationsbox der MHD-Simulationen eine Länge von
60.2 RE in jeder Dimension. Das Simulationsgitter ist imax = jmax = kmax = 300, mit dem
Planet im Zentrum der Simulationsbox. Synthetische Raumfahrzeugdaten ~Bdata werden
erzeugt, indem das planetare Magnetfeld zu vorgegebenen Dipol- und Quadrupolkoef-
fizienten ~sPlanet entlang einer gewählten Trajektorie ~rSC(x) = ~rSC,m bestimmt wird. Die
gewählte Initialisierung ~s0 für die Schätzung der planetaren Parameter unterscheidet sich
von diesen Momenten. Ausgehend von der Initialisierung ~s0 für die planetaren Magnet-
feldparameter (3.2) wird die Kostenfunktion (3.3) aus Kapitel 3.1 berechnet. Aus der
Durchführung einer MHD-Simulation ergibt sich somit für die Parameterinitialisierung
~s0 ein Wert für die Kostenfunktion K(~s0). Eine solche MHD-Simulation wird auch bei der
Durchführung des adjungierten Simulationscodes ausgeführt, welche die Kostenfunkti-
on berechnet. Dabei werden weiterhin auch alle Zwischenrechnungen gespeichert, sodass
anschließend der Gradient der Kostenfunktion am betrachteten Punkt im Parameterraum
gemäß Gleichung (3.7) berechnet wird. Dann wird die Kostenfunktion entlang dieses Gra-
dienten mit dem BGFS-Algorithmus, wie im Anhang C beschrieben, minimiert. Man er-
hält einen neuen Punkt ~s1 im Parameterraum. Anschließend werden weitere Gradienten
über die adjungierte MHD-Simulation berechnet und die Kostenfunktion entlang dieser
minimiert.
Als Erstes werden synthetische Daten mit einer Trajektorie von ~rSC(x) = (x, 10.1 RE −
x, 0)T betrachtet. Die Trajektorie verläuft schräg innerhalb der xy-Ebene am Planeten
vorbei. Entlang dieser Trajektorie werden Magnetfelddaten ~Bdata über einen planetaren
Dipol in z-Richtung, das heißt ~sPlanet = (0, 0, 1, 0, 0, 0, 0, 0)T mnorm, berechnet. Der Start-
punkt im Parameterraum ist ~s0 = (1, 0, 0, 0, 0, 0, 0, 0)T mnorm, was einem Dipolmoment in
x-Richtung entspricht. Der Minimierungsalgorithmus aus Kapitel 3.1 berechnet iterativ
neue Gradienten, wobei die zugehörigen Dipolparameter in Abhängigkeit von der Iterati-
on in Abbildung 3.4 oben links dargestellt sind. Der gesuchte Vektor des Dipolmoments
aus ~sPlanet ist nach 15 Iterationsschritten sehr gut angenähert.
Als Nächstes werden synthetischen Daten einer anderen Trajektorie verwendet. Dabei
wird ~rSC(x) = (x, 30.1 RE− x, 0)T genutzt, also eine Bahn, die im Vergleich zur vorherigen
weiter vom Planeten entfernt liegt. Die Ergebnisse der Schätzung sind in Abbildung 3.4
oben rechts zu sehen. Auch hier konnte der Vektor des Dipolmoments ~sPlanet gut ange-
nähert werden, jedoch wurden dazu rund doppelt so viele Iterationen im Vergleich zur
vorherigen Schätzung benötigt. Dies hängt damit zusammen, dass die Magnetfeldstärke
auf einer Trajektorie, die weiter vom Planeten weg ist, kleiner ist.
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Abbildung 3.4: Rekonstruktion von planetaren Momenten ohne Sonnenwindwechselwir-
kung aus synthetischen Daten (nach Nabert et al. 2016b). In den Rekonstruktionen oben
wurde für das planetare Magnetfeld jeweils nur ein Dipolmoment angenommen. Die
Raumfahrzeugtrajektorie wurde oben links näher am Planeten gewählt als oben rechts.
Die synthetischen Daten die für Rekonstruktionen unten besitzen dasselbe Dipolmoment
wie die oben, jedoch zusätzlich einen Quadrupolanteil. Die unteren Ergebnisse unter-
scheiden sich in der Wahl der Anfangswerte für die Parameter in der Rekonstruktion.
Die Schätzung sowohl von Dipol- als auch von Quadrupolparametern mit syn-
thetischen Daten wird ebenfalls untersucht. Dabei ist die Bahnkurve durch ~rSC(x) =
(x, 10.1 RE − x, 0)T festgelegt. Die Rekonstruktion des planetaren Magnetfeldes, ausge-
hend von ~s0 = (0, 0, 0, 0, 0, 0, 0, 0)T mnorm, ist in Abbildung 3.4 unten links dargestellt.
Zusätzlich wird eine Schätzung der Parameter ausgehend von einem anderen Punkt
~s0 = (1, 0, 0, 0, 0, 0, 0, 0)T mnorm, durchgeführt. Die zugehörigen Ergebnisse sind in Abbil-
dung 3.4 unten rechts zu sehen. In beiden Fällen wurden die Momente ~sPlanet erfolgreich
rekonstruiert. Dabei benötigte die Schätzung mit dem Startvektor, welcher weiter von der
Lösung entfernt liegt, etwa 15 Iterationsschritte mehr. Insgesamt lässt sich feststellen,
dass sowohl Dipol- als auch Quadrupolparameter durch synthetisch erzeugte Daten gut
rekonstruiert werden können, wobei höhere Magnetfeldstärken entlang der Trajektorie
oder ein Startpunkt ~s0 näher am Minimum die Rekonstruktion beschleunigen.
Die ersten Tests haben die prinzipielle Funktionsweise der Datenassimilation über die
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Minimierung der Kostenfunktion gezeigt. Im Folgenden wird mit dem Algorithmus die
Schätzung des Erdmagnetfeldes mit Daten der THEMIS-Mission (Angelopoulos 2008)
aus der Magnetosheath untersucht. Aufgrund der schwachen Quadrupolkoeffizienten des
Erdmagnetfeldes ist deren Einfluss in der Magnetopausenregion klein. Der größte Qua-
drupolparameter liefert bei 10 RE, nahe der Magnetopause, einen Beitrag von < 0.1 nT. Im
Vergleich dazu ist die z-Komponente des Dipolmagnetfeldes etwa 30 nT. Daher wird sich
im Folgenden auf die Schätzung der Dipolmomente der Erde aus der Magnetosheathregi-
on beschränkt. Es ergab sich ein Laufzeitvorteil des adjungierten Codes von bis zu 33%
gegenüber der Methode der finiten Differenzen für 8 Parameter. Für die 3 Parameter des
Dipolmoments benötigt der adjungierte Code allerdings länger als eine Berechnung des
Gradienten über finite Differenzen. Daher wird im Folgenden die Gradientenberechnung
über den Differenzenquotienten nach Gleichung (3.4) durchgeführt.
Dazu wird ausgehend von einer Initialisierung ~s0 für die planetaren Magnetfeldpara-
meter (3.2) die Kostenfunktion (3.3) berechnet. Die benötigten Raumfahrzeugdaten ~Bdata
entlang einer Trajektorie ~rSC,m werden aus den Beobachtungen der THEMIS-Mission ge-
wonnen. Die Transformation der Raumfahrzeugdaten aus GSM-Koordinaten in das MSP-
Koordinatensystem wurde in Kapitel 2.3 ausführlich beschrieben. Dabei werden Vekto-
ren in den Daten über Gleichung (2.41) in das Modellkoordinatensystem transformiert.
Dann wird eine MHD-Simulation durchgeführt, wobei deren Lösung genutzt wird, um
die Kostenfunktion (3.3) zu berechnen. Im Gegensatz zu den vorherigen Untersuchun-
gen wird hier nicht der adjungierte MHD-Simulationscode zur Bestimmung des Gra-
dienten der Kostenfunktion verwendet, sondern die Gradientenberechnung erfolgt ge-
mäß Gleichung (3.4). Dazu werden die einzelnen Komponenten der Dipolparameter je-
weils um eine Schrittweite ∆sl variiert, wobei stets eine erneute MHD-Simulation mit
Berechnung der Kostenfunktion durchgeführt wird. Dann ergibt sich nach den vier Si-
mulationen der Gradient der Kostenfunktion bezüglich der Dipolparameter gemäß Glei-
chung (3.4). Anschließend wird die Kostenfunktion entlang dieses Gradienten mit dem
BGFS-Algorithmus, wie im Anhang C beschrieben, minimiert. Man erhält einen neuen
Punkt im Parameterraum. Anschließend wird die Kostenfunktion iterativ minimiert, wo-
bei jede neue Berechnung eines Gradienten einen neuen Iterationsschritt darstellt.
Mit diesem Verfahren der Datenassimilation lassen sich die in Kapitel 2.3 vorgestell-
ten Magnetosheathdurchgänge von THC bei gleichzeitig vorhandenen Sonnenwindbeob-
achtung durch THB nutzen, um das Dipolmoment mit seinen Komponenten zu schätzen.
Dazu wird eine sich vom Erdmagnetfeld unterscheidende Initialisierung des Magnetfelds
~s0 = (0.25, 0,−1.2, 0, 0, 0, 0, 0)T mnorm für den Anpassungsprozess gewählt. Die detaillier-
ten Simulationseinstellungen sind im Anhang B.2 in Tabelle B.3 zu finden.
Zunächst werden die Magnetosheathdaten von THC vom 24. August 2008 mit den
zugehörigen THB-Sonnenwinddaten aus Abbildung 2.7 zur Anpassung verwendet. Die
Ergebnisse sind in Abbildung 3.5 dargestellt. Dabei ist sowohl die Entwicklung der Di-
polkomponenten als auch der Verlauf der Kostenfunktion während der Minimierung ge-
zeigt. Die Dipolkomponenten verändern sich in den ersten Iterationen stark. Der Wert
der Kostenfunktion fällt insbesondere von Iterationsschritt 0 zu 1 und von Iterations-
schritt 6 auf 7 stark ab. Nach 8 Iterationsschritten ändern sich sowohl die Kostenfunk-
tion als auch die Komponenten des Dipolmoments kaum noch. Es folgt als Lösungsvek-
tor nach 13 Iterationsschritten ~s13 = (−0.072, 0.084,−1.078, 0, 0, 0, 0, 0)T mnorm. Dabei
liegen alle Komponenten dichter an den Werten des Dipolmoments der Erde nach Glei-
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Abbildung 3.5: Rekonstruktion des Dipolmoments für die THC-Daten vom 24. August
2008 mit den THB-Sonnenwinddaten aus Abbildung 2.7 (nach Nabert et al. 2016b). Die
Entwicklung der Komponenten des Dipolmoments (oben links) und der Verlauf der Ko-
stenfunktion (oben rechts) sind dargestellt. Die Werte des Dipolmoments der Erde wurden
durch gestrichelte Linien eingezeichnet. Der untere Plot zeigt die sukzessive Anpassung
der Simulationslösung an die THC-Daten (blau) vor der ersten Iteration (schwarz) und
nach der letzten Iteration 13 (rot).
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Abbildung 3.6: Rekonstruktion des Dipolmoments für die THC-Daten vom 28. September
2008 mit den THB-Sonnenwinddaten aus Abbildung 2.9. Die Entwicklung der Kompo-
nenten des Dipolmoments (links) und der Verlauf der Kostenfunktion (rechts) sind darge-
stellt. Dabei sind die Werte des Dipolmoments der Erde durch gestrichelte Linien einge-
zeichnet.
chung (2.42) als die initialen Werte. Bei Verwendung der Normierung (2.25) ergibt sich
mx = −0.58·1015 T m3, my = 0.68·1015 T m3 und mz = −8.70·1015 T m3. Die relativen Feh-
ler ergeben sich zu: ∆mx = (s13,1−mx,E)/mx,E = −0.44, ∆my = (s13,2−my,E)/my,E = −0.47,
∆mz = (s13,3 − mz,E)/mz,E = 0.14. Der relative Fehler für die z-Komponente ist am klein-
sten, weil die größte Komponente des Dipolmoments bei der Erde entlang der z-Richtung
liegt. Der untere Teil in Abbildung 3.5 zeigen die Magnetfeldkomponenten der MHD-
Simulation, die zu den Werten von ~s0 und zu ~s13 gehören, verglichen mit den Daten von
THC. Die z-Komponente des Magnetfeldes zeigt, dass aufgrund des in der Simulation zu
kleinen Feldes hinter der Magnetopause in Abbildung 2.7, die z-Komponente des Dipol-
moments im Betrag etwas zu groß geschätzt wird. Dabei wird die Komponente jedoch
nicht wesentlich überschätzt, da ansonsten das Magnetfeld in der Magnetosheath weniger
gut übereinstimmt.
Als Nächstes werden die Daten von THC vom 28. September 2008 zusammen
mit den THB-Sonnenwinddaten aus Abbildung 2.9 zur Anpassung der planetaren Ma-
gnetfeldparameter verwendet. Dabei werden für die letzte Stunde der Daten, in denen
sich THB nicht mehr im Sonnenwind befindet, OMNI-Sonnenwinddaten zur Bestim-
mung der Sonnenwindparameter genutzt. Es wird wieder ein Magnetfeld mit ~s0 =
(0.25, 0,−1.2, 0, 0, 0, 0, 0)T mnorm für den Anpassungsprozess initialisiert. Die Resultate
sind in Abbildung 3.6 dargestellt. Im ersten Iterationsschritt findet gleich die größte An-
passung statt. Dabei wird die Kostenfunktion um etwa 33% reduziert. Ab Iterationsschritt
9 ändern sich die Werte für das Dipolmoment kaum noch. Nach 12 Iterationsschritten er-
gibt sich als Schätzer für das Dipolmoment ~s12 = (0.010, 0.44,−1.088, 0, 0, 0, 0, 0)T mnorm.
Bei Verwendung der Normierung (2.25) ergibt sich mx = 0.08 · 1015 T m3, my =
3.55 · 1015 T m3 und mz = −8.78 · 1015 T m3. Das geschätzte Dipolmoment ist näher
am Erddipolmoment als die Initialisierung. Im Vergleich zum Schätzer, der aus den
Daten vom 24. August 2008 gewonnen wurde, weichen die Werte etwas mehr vom Erd-
dipolmoment ab. Die relativen Fehler ergeben sich zu ∆mx = (s12,1 − mx,E)/mx,E = −1.2,
∆my = (s12,2 − my,E)/my,E = 1.8, ∆mz = (s12,3 − mz,E)/mz,E = 0.15. Diese Werte sind für
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die x-und y-Komponente deutlich schlechter als für den Datensatz vom 24. August 2008.
Dies ist vermutlich darauf zurückzuführen, dass schon beim Vergleich zwischen Daten
und Modellergebnis bei diesem Datensatz in Abbildung 2.9 Abweichungen zu erkennen
waren.
Eine Herausforderung der Schätzung des planetaren Magnetfeldes stellt die komplexe
Berechnung der Wechselwirkung über die MHD-Simulation und die damit zusammen-
hängende Laufzeit des Anpassungsalgorithmus dar. Die Laufzeit einer Simulation mit den
Einstellungen aus diesem Kapitel nach Tabelle B.3 auf dem Testrechner (PC-T) beträgt
etwa TSimu ≈ 6 h für 6 h an Daten. Die Berechnung eines Gradienten für die Anpassung
von Dipol- und Quadrupolparameter benötigt, ohne Verwendung des adjungierten Codes,
Tgrad = (NP + 1) TSimu = 9 TSimu. Die Verwendung des adjungierten Simulationscodes
würde in etwa einen Laufzeitvorteil von 33% bringen. Für die Anpassung der Dipolpara-
meter wurden etwa 10 Iterationen benötigt, sodass sich eine Zeit für die Minimierung von
Tmin > 90 TSimu für die Anpassung von Dipol- und Quadrupolparametern ergibt. Daher
können die Laufzeiten für große Datenmengen mit vielen Magnetosheathdurchgängen
und noch höherer räumlicher und zeitlicher Auflösung in der MHD-Simulation stark stei-
gen und eine Berechnung unmöglich machen.
Ein weiteres Problem stellen Daten- und Modellfehler dar. Für beide hier untersuch-
ten Magnetosheathdurchgänge liegt die Abweichung in der Magnitude bei bis zu 25%.
Beide verwendeten Datensätze überschätzten die z-Komponente des Dipolmoments glei-
chermaßen um etwa 15%. Diese Systematik kann Zufall sein, da bisher lediglich zwei
Datensätze betrachtet wurden. Bemerkenswert ist die Überschätzung des Dipolmoments
aus dem Datensatz vom 24. August 2008, obwohl in Kapitel 2.3 festgestellt wurde, dass
die Geometrie der MHD-Simulation mit den korrekten Werten für das Dipolmoment mit
den Beobachtungen übereinstimmt. Die Überschätzung ist auf das zu kleine Magnetfeld
hinter der Magnetopause zurückzuführen. Der damit zusammenhängende Fehler ergibt
einen Fehler in der Schätzung der z-Komponente des Dipolmoments von etwa 15% und
könnte ein systematischer Fehler in der Schätzung sein.
Insgesamt wurde gezeigt, dass sich mit dem MHD-Simulationscode aus Kapitel 2
eine approximative Schätzung der planetaren Magnetfeldparameter mit der Datenassimi-
lierung nach Kapitel 3.1 berechnen lässt. Das MHD-Modell muss genauer untersucht und
gegebenenfalls verbessert werden, um diese erste laufzeitintensive Schätzung der plane-
taren Magnetfeldparameter präziser und effizienter durchführen zu können. Insbesondere
gilt es, systematische Fehler in der Berechnung der Wechselwirkung zu identifizieren und
zu vermeiden.
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Im vorherigen Kapitel wurde eine erste Schätzung für das planetare Magnetfeld mit
Raumfahrzeugdaten aus einer durch die Interaktion zwischen dem Sonnenwind und dem
Planeten modifizierten Region bestimmt. Mit einem solchen Schätzer lässt sich die Wech-
selwirkung genauer analysieren, um die beteiligten Prozesse und die daraus resultierende
Magnetfeldverteilung zu verstehen.
Es wird eine Reihenentwicklungsmethode eingeführt, die eine systematische Unter-
suchung der Wechselwirkung ermöglicht. Dabei lässt sich der Einfluss von Prozessen
der Wechselwirkung durch einen Potenzreihenansatz bezüglich des Abstands zur Stau-
punktstromlinie ordnen. In den hier betrachteten Strömungen bestimmen hauptsächlich
die Prozesse nahe der Stagnationslinie die Abbremsung und Ablenkung des Sonnenwind-
plasmas. Deshalb genügen bereits niedrige Entwicklungsordnungen der Reihenentwick-
lungsmethode für eine grundlegende Beschreibung der Wechselwirkung. Daraus ergeben
sich reduzierte Modelle, die Reihenentwicklungsmodelle, die die MHD-Beschreibung auf
die wesentlichen Prozesse beschränkt. Diese Modelle werden in diesem Kapitel genauer
untersucht, um die Wechselwirkung zwischen dem Sonnenwind und dem planetaren Ma-
gnetfeld genauer zu verstehen. Die hier hergeleitete Reihenentwicklungsmethode enthält
dabei im Grenzfall niedrigster Ordnung auch das in der Masterarbeit von Nabert (2011)
beschriebene Modell der Magnetosheath, welches in Abschnitt 4.2 verallgemeinert gelöst
wird.
Die Ergebnisse der reduzierten Modelle ermöglichen, systematische Fehler in den
zuvor verwendeten MHD-Simulationen zu identifizieren. Damit kann die erste Schätzung
des planetaren Magnetfeldes aus dem vorherigen Kapitel weiter verbessert werden. Durch
die effiziente Berechnung der Wechselwirkung über ein Reihenentwicklungsmodell las-
sen sich auch aufwendige Schätzverfahren durchführen.
4.1 Theorie1
Die physikalischen Größen wie Dichte, Geschwindigkeit, Druck oder Magnetfeld in der
stationären Lösung der Magnetosheath können im Rahmen einer MHD-Beschreibung
durch die stationären MHD-Gleichungen berechnet werden. Diese Gleichungen hängen
von den kartesischen Koordinaten des Raumes x, y, z ab. Es wird ein Koordinatensystem
1Dieses Kapitel ist bei Nabert et al. (2013) entnommen, wobei die Darstellung an diese Arbeit angepasst
wurde.
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betrachtet, bei dem die x-Achse entlang des Sonnenwindgeschwindigkeitsvektors ist. Die
y- und z-Richtungen sind senkrecht dazu.
Jede physikalische Größe un, mit einem die Größe bezeichnenden Index n nach Glei-
chung (1.37), wird in eine Potenzreihe bezüglich y und z um die x-Achse entwickelt:
un(x, y, z) = un0(x) + u
n
1(x) y + u
n
2(x) z + u
n
3(x) y z + ... . Werden die physikalischen Größen in
den stationären MHD-Gleichungen durch diese Reihenentwicklungen substituiert, lässt
sich durch einen Koeffizientenvergleich für die Ordnungen in y und z, also (1, y, z, y z, ...),
ein System gewöhnlicher Differenzialgleichungen ableiten. Die Differenzialgleichungen
hängen lediglich von der x-Koordinate ab.
Es ist vorteilhaft, wenn die Koeffizientenfunktionen der Reihenentwicklungen schnell
konvergieren, sodass nur wenige Ordnungen der Entwicklung zu berücksichtigen sind.
Für eine schnelle Konvergenz der Entwicklungskoeffizienten muss das Koordinatensys-
tem an die Geometrie der Magnetosheath angepasst werden. Dann hängt das Gleichungs-
system der gewöhnlichen Differenzialgleichungen auch von Geometrieparametern der
Bugstoßwelle und der Magnetopause ab. Diese Parameter lassen sich bestimmen, in-
dem das Erdmagnetfeld als Hindernis der Sonnenwindströmung berücksichtigt wird. Die
Randbedingungen der gewöhnlichen Differenzialgleichungen werden direkt hinter der
Bugstoßwelle festgelegt. Die benötigten Werte der physikalischen Größen hinter der Stoß-
welle lassen sich über die Rankine-Hugoniot-Bedingungen aus den ungestörten Sonnen-
windbedingungen berechnen. In einer MHD-Simulation werden neben solchen Randbe-
dingungen am Einströmrand des Problems auch noch weitere Randbedingungen an den
Ausströmrändern benötigt. Durch eine Betrachtung dieser Bedingungen lassen sich, bei
einer endlichen Entwicklungsordnung der Reihenentwicklungen, geeignete Schließungs-
bedingungen für die Koeffizientenfunktionen der höchsten Ordnungen finden.
Insgesamt erhält man ein System von gewöhnlichen Differenzialgleichungen und Be-
dingungen, welches eine eindeutige Lösung unter Vorgabe des planetaren Magnetfeldes
und der Sonnenwindbedingungen liefert. Der Aufbau des Modells ist schematisch in Ab-
bildung 4.1 dargestellt.
4.1.1 Grundgleichungen
Um die Darstellung zu vereinfachen, wird sich auf quasi-stationäre Prozesse beschränkt.
Eine Diskussion der zugehörigen typischen Zeitskalen für eine quasi-stationäre Magneto-
sheath ist in Abschnitt 4.5 zu finden. Weiterhin wird sich in diesem Kapitel auf die idea-
le MHD beschränkt. Die Erweiterung um Effekte aufgrund einer endlichen elektrischen
Leitfähigkeit des Plasmas findet sich in Kapitel 5. Unter diesen Annahmen vereinfachen
sich die Kontinuitätsgleichung (1.23), die Impulsbilanz (1.31) mit Gleichung (1.32) und
das Theorem des eingefrorenen Flusses (1.26) zu
∇ · (ρ~v) = 0, (4.1)
ρ (~v · ∇)~v + ∇p − 1
µ0
(
∇ × ~B
)
× ~B = 0, (4.2)
∇ ×
(
~v × ~B
)
= 0. (4.3)
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Abbildung 4.1: Übersicht über die Reihenentwicklungsmodelle der Erde (nach Nabert
et al. 2013). Die oberste Zeile stellt Vorgaben an das Modell dar. Aus den MHD-
Gleichungen lassen sich gewöhnlichen Differenzialgleichungen (GDGLn) herleiten, die
zusammen mit den Bedingungen an Bugstoßwelle und Magnetopause die stationäre
MHD-Lösung bestimmen.
Die Energiebilanz kann dann, entlang einer Stromlinie in der Magnetosheath, auch durch
ein adiabatisches Gesetz angenähert werden:
p = kp ργ. (4.4)
Hierbei ist kp die zugehörige Proportionalitätskonstante. Bemerkt sei, dass diese Nähe-
rung nicht an diskontinuierlichen Übergängen, wie der Bugstoßwelle oder der Magneto-
pause, gültig ist. Die stationären MHD-Gleichungen für die Magnetosheath setzen sich
dann aus der stationären Kontinuitätsgleichung (4.1), der stationären Impulsbilanz (4.2),
dem stationären Theorem des eingefrorenen Flusses (4.3), dem adiabatischen Gesetz (4.4)
sowie der Quellfreiheit des Magnetfeldes (1.29) zusammen.
Der super-magnetosonisch strömende Sonnenwind bei der Erde ruft eine Bugstoß-
welle hervor. Der Ursprung des Koordinatensystems wird auf die Bugstoßwelle gelegt.
Die x-Achse ist entlang des Sonnenwindvektors und zeigt in Richtung Erde, die sich bei
x = xE befindet (siehe Abb. 4.2). Die z-Achse des Koordinatensystems steht senkrecht zur
Ekliptik und zeigt nordwärts. Die y-Achse vervollständigt ein rechtshändiges Koordina-
tensystem. Um die Darstellung im Folgenden kompakt zu halten, wird das Sonnenwind-
magnetfeld auf die z-Richtung beschränkt. Weiterhin wird angenommen, dass das plane-
tare Magnetfeld auf den Dipolanteil beschränkt ist, wobei das Dipolmoment in negative
z-Richtung zeigt. Mit diesen Näherungen lässt sich die Wechselwirkung des Sonnenwin-
des mit der Erde in der Regel gut approximativ beschreiben und die Stagnationslinie liegt
auf der x-Achse. Das planetare Magnetfeld der Erde ~BE wird im Rahmen der Dipolnähe-
rung durch Gleichung (1.15) beschrieben mit ~m = (0, 0,M)T , wobei M < 0 ist. Es ergibt
sich im Koordinatensystem des Modells:
BE,x =
3 z (xE − x)
r5
M, (4.5)
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Abbildung 4.2: Bugstoßwellengeometrie mit einem ungestörten Sonnenwind entlang der
x-Achse, wobei das Sonnenwindmagnetfeld entlang der z-Richtung zeigt (nach Nabert
et al. 2013). Das planetare Dipolmoment der Erde ist in negative z-Richtung orientiert. Der
Ursprung des kartesischen Koordinatensystems (x, y, z) befindet sich am subsolaren Punkt
der Bugstoßwelle (BS). Die Magnetopause (MP) schneidet die x-Achse bei x = xMS.
BE,y =
3 y z
r5
M, (4.6)
BE,z = −−2 z
2 + (xE − x)2 + y2
r5
M, (4.7)
mit r := ((xE − x)2 + y2 + z2)0.5, dem Abstand vom Mittelpunkt der Erde (siehe Abb. 4.2).
Die Beschreibung im Rahmen der idealen MHD vernachlässigt magnetische Rekonne-
xion, sodass sich im Folgenden auf positive (nordwärtige) Sonnenwindmagnetfelder be-
schränkt wird. Dabei ist das planetare Magnetfeld parallel zum Sonnenwindmagnetfeld
nahe der Staupunktstromlinie. Die Erweiterung um Rekonnexion und damit auch um ne-
gative (südwärtige) Magnetfelder wird später diskutiert.
Durch die Näherungen des Modells besitzt die hier betrachtete Situation Symmetrie-
eigenschaften, die eine übersichtlichere Darstellung ermöglichen. Die Symmetrierelatio-
nen der MHD-Größen bezüglich der xy- und der xz-Koordinatenebene sind in Tabelle 4.1
zusammengefasst. Im Folgenden wird die Herleitung dieser Relationen kurz skizziert.
Der ungestörte Sonnenwind strömt entlang der x-Richtung, mit einem Magnetfeld in z-
Richtung. Sowohl dieser ungestörte Sonnenwind als auch der planetare Dipol, beschrie-
ben durch die Gleichungen (4.5)–(4.7), erfüllen die Symmetrieeigenschaften. Die zeitli-
che Entwicklung aus einer initialen Situation eines auf das planetare Dipolfeld einströ-
menden, ungestörten Sonnenwindes wird durch die zeitabhängigen MHD-Gleichungen
beschrieben. Die MHD-Gleichungen (1.23), (1.25), (1.26), (1.29) und (1.31) erhalten die
Symmetrien aus Tabelle 4.1 in der Zeit. Wendet man beispielsweise die Symmetrierelatio-
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Phys. Größe Symmetrie zur xy-Ebene Symmetrie zur xz-Ebene
Bx punktsym. achsensym.
By punktsym. punktsym.
Bz achsensym. achsensym.
vx achsensym. achsensym.
vy achsensym. punktsym.
vz punktsym. achsensym.
ρ achsensym. achsensym.
p achsensym. achsensym.
Tabelle 4.1: Symmetrieeigenschaften in der Wechselwirkung zwischen dem Sonnenwind
und dem Dipolfeld der Erde (nach Nabert et al. 2013). Eine Größe un(x, y, z) ist ach-
sensymmetrisch bezüglich der xy-Ebene, falls un(x, y,−z) = un(x, y, z) und punktsymme-
trisch, falls un(x, y,−z) = −un(x, y, z). Analoges gilt für die xz-Ebene.
nen auf die Kontinuitätsgleichung (1.23) an, zeigt sich, dass der Divergenzterm als Funk-
tion von z achsensymmetrisch bezüglich der xy-Ebene und als Funktion von y achsen-
symmetrisch bezüglich der xz-Ebene ist. Daher fordert Gleichung (1.23), dass die Mas-
sendichte diese Achsensymmetrien zu jeder Zeit erfüllt. Da die initiale Situation (Sonnen-
wind und planetares Magnetfeld) die Symmetrierelationen erfüllt und diese Relationen in
der Zeit erhalten bleiben, erfüllt auch ein stationärer Zustand die Symmetrien.
Jede physikalische Größe un(x, y, z) wird in eine Taylorreihe bezüglich y und z um die
x-Achse entwickelt:
un(x, y, z) =
NS+1∑
j=0
NS+1∑
k=0
unjk(x) y
j zk . (4.8)
Hierbei bezeichnet (NS +1) die Entwicklungsordnung der Reihe. Wie im Folgenden zu se-
hen, können jedoch nur die Koeffizientenfunktionen bis zur Ordnung NS selbstkonsistent
bestimmt werden. Durch die Symmetrien fallen einige Terme aus dem Reihenentwick-
lungsansatz (4.8) weg und die Stagnationslinie liegt auf der x-Achse. Für Entwicklun-
gen (4.8) mit NS = 2 ergibt sich für die physikalischen Größen folgendes:
ρ = ρ0 + ρ20 y2 + ρ02 z2, (4.9)
vx = vx0 + vx20 y2 + vx02 z2, (4.10)
vy = vy10 y + vy12 y z2 + vy30 y3, (4.11)
vz = vz01 z + vz21y2 z + vz03 z3. (4.12)
p = p0 + p20 y2 + p02 z2, (4.13)
Bx = Bx01 z + Bx21 y2 z + Bx03 z3, (4.14)
By = By11 y z, (4.15)
Bz = Bz0 + Bz20 y2 + Bz02 z2. (4.16)
Die Reihenentwicklung ist ausschließlich bezüglich der tangentialen Richtungen y und
z, sodass alle Koeffizienten von x anhängig sind. Für die un wurden die entsprechenden
Größen aus Gleichung (1.37) verwendet. Weiterhin wurden die Terme nullter Ordnung
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in y und z mit 0 anstatt 00 indiziert, um die Darstellung zu verkürzen. Die Massendichte
nullter Ordnung hängt mit der Teilchendichte nullter Ordnung über ρ0 = mP N0 zusam-
men. Die Gültigkeit einer solchen Entwicklung mit NS = 2 wird in Abschnitt 4.4 genauer
untersucht.
Die Bugstoßwelle und die Magnetopause lassen sich ebenfalls durch Reihenentwick-
lungen darstellen. Die Bugstoßwelle ist dann
x =
NS+1∑
j=0
NS+1∑
k=0
cBS, jk y j zk (4.17)
und die Magnetopause ist
x = xMS +
NS+1∑
j=0
NS+1∑
k=0
cMP, jk y j zk. (4.18)
Hierbei bezeichnet xMS den Abstand der Magnetopause entlang der Staupunktstromlinie
von der Bugstoßwelle (siehe Abb. 4.2), cBS, jk sind die Krümmungsparameter der Bug-
stoßwelle und cMP, jk die Krümmungsparameter der Magnetopause.
Mithilfe der Reihenentwicklungen von Bugstoßwelle und Magnetopause kann das Ko-
ordinatensystem an diese Grenzflächen angepasst werden. Dazu wird die Koordinate x in
den Entwicklungskoeffizienten der Reihenentwicklung (4.8) durch die Koordinate x˜ er-
setzt, also unjk(x)→ unjk(x˜), wobei x˜ definiert ist über
x = x˜ +
NS+1∑
j=0
NS+1∑
k=0
(
cBS, jk + ∆c jk
x˜
xMS
)
y j zk, (4.19)
mit ∆c jk := cMP, jk − cBS, jk, der Differenz zwischen Magnetopausen- und Bugstoßwel-
lenkrümmung. Die Transformation (4.19) ergibt für x˜ = 0 die Parametrisierung der Bug-
stoßwelle (4.17) und für x˜ = xMS die Parametrisierung der Magnetopause (4.18). Dazwi-
schen ist ein linearer funktionaler Zusammenhang angesetzt worden, die die Koordinate
von der Bugstoßwelle zur Magnetopause hin überführt.
Durch die Ersetzung der x-Koordinate in den Entwicklungskoeffizienten von Glei-
chung (4.8) mit x˜ folgt die Reihenentwicklung in den neuen Koordinaten:
un(x, y, z) =
NS+1∑
j=0
NS+1∑
k=0
unjk(x˜) y
j zk. (4.20)
Wegen der zu den Grenzflächen Bugstoßwelle und Magnetopause angepassten Koordina-
ten x˜, y und z muss entlang dieser Richtungen keine Diskontinuität durchschritten werden.
Dies ist ein Vorteil, weil Diskontinuitäten durch Sprungfunktionen beschrieben werden
und somit Reihenentwicklungskoeffizienten hoher Ordnungen erfordern würden.
Diese allgemeinen Überlegungen vereinfachen sich durch die Symmetrierelationen
der hier betrachteten Situation aus Tabelle 4.1. Die skalaren Größen Dichte und Druck
sind achsensymmetrisch. Weiterhin ist der Vektor der Geschwindigkeit und der des Ma-
gnetfeldes symmetrisch bezüglich der x-Achse. Daher ist die Geometrie der Umströ-
mungssituation ebenfalls achsensymmetrisch. Die Bugstoßwelle und die Magnetopause,
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beschrieben durch die Reihenentwicklungen (4.17) beziehungsweise (4.18), haben daher
nur Koeffizienten gerader Ordnung.
Beschränkt man die Entwicklung auf NS = 2, vereinfacht sich die Reihenentwicklung
der Bugstoßwelle zu
x =
∑
t=y,z
cBS,t t2, (4.21)
was der Beschreibung eines elliptischen Paraboloiden (funktionaler Zusammenhang: x =
aep + bep y2 + cep z2 mit Konstanten aep, bep und cep) entspricht. Hierbei ist cBS,y := cBS,20
und cBS,z := cBS,02. Für die Magnetopause ergibt sich analog2
x = xMS +
∑
t=y,z
cMP,t t2, (4.22)
wobei die Definitionen cMP,y := cMP,20 und cMP,z := cMP,02 verwendet wurden.
Mit den Symmetrieeigenschaften und einer Entwicklung mit NS = 2 vereinfacht sich
Gleichung (4.19) zu
x = x˜ +
∑
t=y,z
(
cBS,t + ∆ct
x˜
xMS
)
t2, (4.23)
mit ∆cy := cMP,y − cBS,y und ∆cz := cMP,z − cBS,z. Die Koeffizientenfunktionen im An-
satz (4.9)–(4.16) hängen nun von x˜ anstatt von x ab (z. B. ρ0(x) → ρ0(x˜)). Jeder Wert für
x˜ beschreibt über Relation (4.23) einen elliptischen Paraboloiden. Dabei ergibt sich für
x˜ = 0 die Parametrisierung der Bugstoßwelle (4.21) und für x˜ = xMS die Parametrisierung
der Magnetopause (4.22). Es sei bemerkt, dass die Koordinatenersetzung von x durch x˜
mit der Relation (4.23) die Symmetrie erhält, da x˜ quadratisch von y und z abhängt und
damit unabhängig vom Vorzeichen von y und z ist. Daher erfüllt auch der modifizierte
Ansatz die Symmetrierelationen in Tabelle 4.1. Der modifizierte Ansatz beschreibt die
MHD-Größen auf elliptischen Paraboloiden von der Bugstoßwelle bei x˜ = 0 bis hin zur
Magnetopause bei x˜ = xMS (siehe Abb. 4.3). Der Reihenentwicklungsansatz der MHD-
Größen (4.20) ist von den neuen Koordinaten x˜, y, z abhängig. Die MHD-Gleichungen
dagegen sind in den kartesischen Koordinaten x, y, z dargestellt. Um Ableitungen be-
züglich x˜ zu erhalten, muss die Kettenregel angewandt werden, wie beispielsweise bei
∂x p = ∂x˜ p ∂x x˜. Dabei lässt sich der Faktor ∂x x˜ aus Gleichung (4.23) bestimmen:
∂x x˜ = 1 −
∑
t=y,z
∆ct
xMS
t2 + O(t4). (4.24)
Hierbei steht t4 für jede mögliche Kombination von y und z, die eine vierter Ordnung
ergibt.
Substituiert man den mit x˜ modifizierten Reihenentwicklungsansatz (4.9)–(4.16) in
die stationären MHD-Gleichungen (4.1), (4.2), (4.3), (4.4) und (1.29), erhält man durch
Koeffizientenvergleiche ein System von gewöhnlichen Differenzialgleichungen. Für die
nullte Ordnung ergibt sich
(ρ0 vx0)′ + ρ0
(
vy10 + vz01
)
= 0, (4.25)
2Die hier betrachtete parabolische Magnetopausennäherung (4.22) wird mit den analytischen Approxi-
mationen für die Krümmungsparameter cMP,y und cMP,z bei Liebert et al. (2016) als Referenzmagnetopause
verwendet.
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Abbildung 4.3: Dreidimensionale Darstellung der elliptischen Paraboloiden, die über
Gleichung (4.23) für verschiedene x˜ definiert sind (nach Nabert et al. 2013). Dabei be-
finden sich die Bugstoßwelle auf der linken Seite und die Magnetopause auf der rechten
Seite.
(Bz0 vx0)′ + Bz0 vy10 = 0, (4.26)
ρ0 vx0 v′x0 + p
′
0 + Bz0 B
′
z0 − Bx01 Bz0 = 0, (4.27)
p0 = k ρ
γ
0, (4.28)
für die erste Ordnung erhält man
B′x01 + 2Bz02 + By11 − 2c˜z B′z0 = 0, (4.29)
ρ0 vx0 v′y10 + ρ0 v
2
y10 + 2 (p20 + Bz0 Bz20) − By11 Bz0 − 2 c˜y
(
p′0 + Bz0 B
′
z0
)
= 0, (4.30)
ρ0 vx0 v′z01 + ρ0 v
2
z01 + 2 p02 + B
2
x01 − Bx01 B′z0 − 2 c˜z p′0 = 0 (4.31)
und für die zweite Ordnung ergibt sich
p20 = k γ ρ20 ρ
γ−1
0 , (4.32)
p02 = k γ ρ02 ρ
γ−1
0 , (4.33)
By11 vx0 + 2 (Bz02 vx0 + Bz0 vx02) − Bx01
(
vy10 + 2 vz01
)
+ 2 c˜z Bz0 vy10 = 0, (4.34)
(ρ0 vx20 + ρ20 vx0)′ + ρ0
(
3 vy30 + vz21
)
+ ρ20
(
3 vy10 + vz01
)
(4.35)
−2 c˜y
(
ρ0 vy10
)′ − ∆cy
xMS
(ρ0 vx0)′ = 0,
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(ρ0 vx02 + ρ02 vx0)′ + ρ0
(
vy12 + 3 vz03
)
+ ρ02
(
vy10 + 3 vz01
)
(4.36)
−2 c˜z (ρ0 vz01)′ − ∆czxMS (ρ0 vx0)
′ = 0,
(
Bx01 vy10 − By11 vx0
)′
+ 2
(
Bz02 vy10 + Bz0 vy12
)
− 2 By11 vz01 − 2 c˜z
(
Bz0 vy10
)′
= 0, (4.37)
− (Bz0 vx20 + Bz20 vx0)′ − 3
(
Bz20 vy10 + Bz0 vy30
)
(4.38)
+2 c˜y
(
Bz0 vy10
)′
+
∆cy
xMS
(Bz0 vx0)′ = 0,
(Bx01 vz01 − Bz0 vx20 − Bz02 vx0)′ − Bz02 vy10 (4.39)
−Bz0 vy12 + By11 vz01 + ∆czxMS (Bz0 vx0)
′ = 0,
ρ0 (vx0 vx20)′ + ρ20 vx0 v′x0 + 2 ρ0 vx20 vy10 + p
′
20 + (Bz0 Bz20)
′ (4.40)
−Bx21 Bz0 − Bx01 Bz20 − 2 c˜y ρ0 vy10 v′x0 −
∆cy
xMS
Bx01 Bz0 = 0,
ρ0 (vx02 vx0)′ + ρ02 vx0 v′x0 + 2 ρ0 vx02 vz01 + p
′
02 + (Bz0 Bz02)
′ (4.41)
−3 Bx03 Bz0 − Bx01 Bz02 − 2 c˜z
(
ρ0 vz01 v′x0 − Bz0 B′z02
)
− ∆cz
xMS
Bx01 Bz0 = 0,
mit c˜y := cBS,y + ∆cy x˜xMS und c˜z := cBS,z + ∆cz
x˜
xMS
. Um die Darstellung der Gleichun-
gen übersichtlicher zu gestalten, wurde µ0 = 1 gesetzt. Ableitungen bezüglich x˜ sind
durch einen hochgestellten Strich angegeben, beispielsweise ist ρ′0 = ∂x˜ρ0. Die Ableitun-
gen bezüglich y und z sind in den Koeffizientenfunktionen gemäß Ansatz (4.20) enthal-
ten, was zum Beispiel an vy10 = ∂yvy(x, y, z)|y=z=0 oder vz01 = ∂zvz(x, y, z)|y=z=0 erkennbar
ist. Das Gleichungssystem beinhaltet eine Erhaltungsgleichung (4.34), die schon durch
die Randbedingungen erfüllt sein muss, da sie keine partiellen Ableitungen besitzt. Die
Gleichungen (4.25)–(4.28) werden als System nullter Ordnung, die Gleichungen (4.25)–
(4.31) als System erster Ordnung und die Gleichungen (4.25)–(4.41) als System zweiter
Ordnung bezeichnet. Die Gleichungssysteme zusammen mit den benötigten Rand- und
Schließungsbedingungen werden auch als Modell nullter, Modell erster beziehungsweise
Modell zweiter Ordnung bezeichnet.
Der Reihenansatz hat die stationären MHD-Gleichungen, partielle Differenzialglei-
chungen (PDGLn), in ein System von gewöhnlichen Differenzialgleichungen (GDGLn)
überführt. Zwar ist die Anzahl der Gleichungen im System der GDGLn größer als die
Anzahl der PDGLn, jedoch ist der numerische Aufwand zum Lösen von GDGLn deut-
lich geringer. Für eine hinreichend kleine Entwicklungsordnung ist Aufwand zum Lösen
der MHD-Gleichungen durch die GDGLn signifikant geringer. Die MHD-Gleichungen
werden somit durch die Wahl einer Entwicklungsordnung (NS + 1) auf eine bestimmte
Anzahl von GDGLn reduziert, welche die Grundlage für die in dieser Arbeit hergeleiteten
reduzierten MHD-Modelle, die Reihenentwicklungsmodelle, bilden. Durch den geringe-
ren numerischen Aufwand zum Lösen der gewöhnlichen Differenzialgleichungen ist ein
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solches reduziertes MHD-Modell auch weniger anfällig für numerische Fehler, welche
sich in den komplexeren Berechnungen der partiellen Differenzialgleichungen leichter
aufsummieren können.
Das zuvor vorgestellte System zweiter Ordnung, besteht aus 16 GDGLn, die 22 zu
bestimmende Koeffizientenfunktionen und 5 geometrische Parameter beinhalten. Daher
werden zum Lösen 6 zusätzliche Schließungsbedingungen benötigt, um alle Koeffizien-
tenfunktionen zu bestimmen sowie 5 zusätzliche Bedingungen, die die geometrischen
Parameter festlegen. Weiterhin sind für alle Koeffizienten Randwerte an einem Punkt
erforderlich. Diese werden direkt hinter der Bugstoßwelle über die Rankine-Hugoniot-
Bedingungen (1.53)–(1.58) aus den ungestörten Sonnenwindbedingungen bestimmt. Die
MHD-Gleichungen, als partielle Differenzialgleichungen, benötigen auch noch Randbe-
dingungen in y und z-Richtung, die zum Beispiel in globalen MHD-Simulationen als
Ausströmbedingungen gewählt werden (siehe Kap. 2). Mit diesen Bedingungen lassen
sich die benötigten Schließungsbedingungen aufstellen. Weiterhin kann das Magnetfeld
der Erde als Randbedingung genutzt werden, um die Geometrieparameter zu bestimmen.
4.1.2 Randbedingungen an der Bugstoßwelle
Es werden Randwerte an einem Punkt x˜0 für alle Koeffizientenfunktionen benötigt. Dieser
Punkt wird direkt hinter der Bugstoßwelle gewählt, bei x˜0 = 0. Die zugehörigen Werte
der MHD-Größen lassen sich über die Rankine-Hugoniot-Bedingungen (1.53)–(1.58) be-
rechnen. Im Folgenden wird die Lösung der Rankine-Hugoniot-Bedingungen bezüglich
der parabolischen Bugstoßwellengeometrie (4.8) hergeleitet.
Die MHD-Variablen direkt hinter der Bugstoßwelle in den Koordinaten x˜, y, z sind
ρ(x˜ = 0, y, z), ~v(x˜ = 0, y, z), p(x˜ = 0, y, z) und ~B(x˜ = 0, y, z). Diese lassen sich über die
Rankine-Hugoniot-Bedingungen (1.53)–(1.58) mit den Sonnenwindbedingungen in die-
sem Modell, das sind ρSW, ~vSW = (vSW, 0, 0)T , pSW und ~BSW = (0, 0, BSW)T , lösen. Auf der
Stagnationslinie werden die MHD-Größen durch die nullte Ordnung des Reihenentwick-
lungsansatzes (4.9)–(4.16) bestimmt. Die Strömung ist dort sowohl vor als auch hinter der
Bugstoßwelle senkrecht zu dieser, mit einem Magnetfeld tangential zur Stoßwelle. Daher
lässt sich die Lösung für die Koeffizienten nullter Ordnung ausdrücken durch
ρSW = gρ ρ0(x˜ = 0), (4.42)
vSW = gv vx0(x˜ = 0), (4.43)
pSW = gp p0(x˜ = 0), (4.44)
BSW = gB Bz0(x˜ = 0). (4.45)
Analytische Lösungen für gρ, gp, gv, gB, welche über die Machzahlen von den Sonnen-
windbedingungen abhängen, können zum Beispiel bei Siscoe (1983) gefunden werden.
Im Grenzfall großer Machzahlen ergibt sich gρ = 1/4, gp → 0, gv = 4 und gB = 1/4.
Zum Bestimmen der Randwerte bei x˜ = 0 für die Koeffizientenfunktionen höherer
Ordnung muss der Bugstoßwellendurchgang neben der Stagnationslinie betrachtet wer-
den. Dabei gilt es, die Geometrie der Bugstoßwelle zu berücksichtigen. Dazu werden
zunächst krummlinige Bugstoßwellenkoordinaten eingeführt. Aus der Parametrisierung
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der Bugstoßwelle (4.21) lassen sich sowohl der Normalenvektor ~ξBS als auch zwei linear
unabhängige tangentiale Vektoren ~τBS,1 und ~˜τBS,2 bezüglich der Bugstoßwelle bestimmen:
~ξBS =
1
nyz
(
1, −2 cBS,y y, −2 cBS,z z
)T
, (4.46)
~τBS,1 =
1
ny
(
2 cBS,y y, 1, 0
)T
, (4.47)
~˜τBS,2 =
1
nz
(
2 cBS,z z, 0, 1
)T , (4.48)
wobei nyz := (1 +
∑
t=y,z 4 c2BS,t t
2)0.5, ny := (1 + 4 c2BS,y y
2)0.5 und nz := (1 + 4 c2BS,z z
2)0.5 die
Vektoren normieren. Um die folgenden Berechnungen zu vereinfachen, ist es sinnvoll, den
Tangentialvektor ~˜τBS,2 bezüglich der anderen Vektoren ~ξBS und ~τBS,1 zu orthogonalisieren:
~τBS,2 =
~˜τBS,2 −
(
~τBS,1 · ~˜τBS,2
)
~τBS,1∥∥∥∥~˜τBS,2 − (~τBS,1 · ~˜τBS,2)~τBS,1∥∥∥∥ . (4.49)
Die drei Koordinatenvektoren ~ξBS, ~τBS,1 und ~τBS,2 stellen ein vollständiges Orthonormal-
system an der Bugstoßwellenoberfläche dar.
Als Erstes wird die Veränderung des Geschwindigkeitsvektors durch die Bugstoßwel-
le untersucht. Die Geschwindigkeit hinter der Bugstoßwelle ist
~v(x˜ = 0, y, z) = vξ,BS ~ξBS +
∑
i=1,2
vτ,BS,i ~τBS,i. (4.50)
Im Folgenden müssen die Koeffizientenfunktionen vξ,BS, vτ,BS,1 und vτ,BS,2 bestimmt wer-
den. Dazu wird zunächst die xz-Ebene betrachtet. Durch Einführen des Winkels α(z) (sie-
he Abb. 4.4) zur Parametrisierung der Bugstoßwelle lässt sich die Normalkomponente der
Sonnenwindgeschwindigkeit und des Sonnenwindmagnetfeldes schreiben als
vξ,SW = cos(α(z)) vSW ≈ vSW, (4.51)
Bξ,SW = sin(α(z)) BSW ≈ α(z) BSW (4.52)
und die Tangentialkomponente der Sonnenwindgeschwindigkeit und des Sonnenwindma-
gnetfeldes als
vτ,SW = sin(α(z)) vSW ≈ α(z) vSW, (4.53)
Bτ,SW = cos(α(z)) BSW ≈ BSW. (4.54)
Zur Approximation wurde hierbei eine Taylorentwicklung bis zur ersten Ordnung in α
verwendet. Die Komponenten vξ,SW und Bτ,SW sind nahe der Stagnationslinie (für klei-
ne α) ungefähr konstant, wohingegen vτ,SW und Bξ,SW etwa Null sind. Für Variationen
der Komponenten bezüglich der Bugstoßwelle entlang der tangentialen Richtung, ausge-
drückt über Ableitungen bezüglich α, gilt gegenteiliges.
Die Rankine-Hugoniot-Bedingungen fordern, wegen der zu vernachlässigenden Nor-
malkomponente des Magnetfeldes, eine stetige Tangentialkomponente der Geschwindig-
keit durch die Stoßwelle (z. B. Siscoe 1983):
vτ,BS,1 = ~vSW · ~τBS,1 = 2 cBS,y vSW yny , (4.55)
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Abbildung 4.4: Projektion der Sonnenwindgeschwindigkeit bezüglich der krummlinigen
Bugstoßwellenkoordinaten (nach Nabert et al. 2013). Dabei beschreibt α den Winkel zwi-
schen dem ungestörten Sonnenwind und der Normalen der Bugstoßwelle (BS).
vτ,BS,2 = ~vSW · ~τBS,2 = 2 cBS,z vSW zny nyz . (4.56)
Der durch Gleichung (4.43) beschriebene Zusammenhang gilt, falls die Sonnenwindge-
schwindigkeit senkrecht und das Magnetfeld tangential zur Bugstoßwelle ist. Weil das
Magnetfeld nahe des subsolaren Punktes stets approximativ tangential ist, kann die Gül-
tigkeit der Relation auf die nahe Umgebung der Stagnationslinie ausgeweitet werden,
wenn die Normalkomponente der Geschwindigkeit betrachtet wird:
~vSW · ~ξBS = gv~v(x˜ = 0, y, z) · ~ξBS. (4.57)
Die Gleichungen (4.43), (4.46) und (4.50) für den Sonnenwind in x-Richtung führen auf
vξ,BS =
vx0(x˜ = 0)
nyz
. (4.58)
Werden die Koeffizienten (4.55), (4.56), (4.58) und die Koordinatenvektoren ~ξBS, ~τBS,1,
~τBS,2 in Gleichung (4.50) substituiert, lässt sich die durch die Stoßwelle modifizierte Ge-
schwindigkeit schreiben als
~v(x˜ = 0, y, z) =
∆v
nyz
(
vSW
nyz
∆v
− 1, 2 cBS,y y, 2 cBS,z z
)T
, (4.59)
wobei ∆v := vSW − vx0(x˜ = 0) ist. Das Ergebnis (4.59) gilt für die gewählte Bugstoßwel-
lengeometrie mit den betrachteten Sonnenwindbedingungen unabhängig von Näherungen
durch die Reihenentwicklungen der physikalischen Größen.
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Wird Gleichung (4.59) in eine Taylorreihe bezüglich y und z um die Stagnationsli-
nie entwickelt und werden Koeffizientenvergleiche mit dem Ansatz (4.10)–(4.12) durch-
geführt, lassen sich die Koeffizientenfunktionen direkt hinter der Stoßwelle bestimmen.
Zusammenfassend ergibt sich
vm i j(x˜ = 0) = fv(i, j) 2i+ j ciBS,y c
j
BS,z ∆v, (4.60)
mit m ∈ {x, y, z} und i, j als Indizes der Koeffizientenfunktionen nach Ansatz (4.10)–
(4.12). Weiterhin ist fv(i, j) eine das Vorzeichen bestimmende Funktion, die über
fv(i, j) =
{
+1, i + j ∈ {1}
−1, i + j ∈ {2, 3} (4.61)
definiert ist.
Die Koeffizienten des Magnetfeldes können auf eine ähnliche Weise berechnet wer-
den. Dabei lassen sich die durch die Stoßwelle modifizierten Werte wie folgt ausdrücken:
~B(x˜ = 0, y, z) = Bξ,BS ~ξBS +
∑
i=1,2
Bτ,BS,i ~τBS,i. (4.62)
Aufgrund der Divergenzfreiheit des Magnetfeldes ist seine Normalkomponente stets ste-
tig an der Stoßwelle. Dies ergibt
Bξ,BS =
−2 BSW cBS,z z
nyz
. (4.63)
Wie bei den Berechnungen der Geschwindigkeit zuvor wird die Gültigkeit der Bezie-
hung (4.45) auf eine Umgebung um die Stagnationslinie ausgeweitet:
~BSW · ~τBS,i = gB ~B(x˜ = 0, y, z) · ~τBS,i für i ∈ {1, 2}. (4.64)
Da das Sonnenwindmagnetfeld entlang der z-Richtung gewählt wurde, ergeben die Glei-
chungen (4.45), (4.47), (4.49) und (4.62) für die tangentialen Koeffizienten
Bτ,BS,1 = 0, (4.65)
Bτ,BS,2 =
Bz0(0) ny
nyz
. (4.66)
Daraus lässt sich das Magnetfeld direkt hinter der Stoßwelle bestimmen:
~B(x˜ = 0, y, z) =
∆B
n2yz
(
2 cBS,zz,−4 cBS,y cBS,z y z, (4.67)
Bz0(0) + 4 BSWc2BS,yy
2 + 4 BSW c2BS,zz
2
∆B
T ,
wobei ∆B := BSW − Bz0(x˜ = 0) ist.
Die Randwerte der Koeffizientenfunktionen des Magnetfeldes ergeben sich über Ab-
leitungen des Ansatzes (4.14)–(4.16) zusammen mit Gleichung (4.67) bei (x˜ = 0, y =
0, z = 0):
Bm i j(0) = fB(i, j) 2i+ j ciBS,y c
j
BS,z ∆B, (4.68)
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mit m ∈ {x, y, z} und i, j als Indizes der Koeffizientenfunktionen nach Ansatz (4.14)–(4.16)
und
fB(i, j) =
{
+1, i + j ∈ {1, 2}
−1, i + j ∈ {3} . (4.69)
Gleichung (4.60) und (4.68) erfüllen auch die Erhaltungsgleichung des Theorems des
eingefrorenen Flusses (4.34). Unter den in den Rechnungen zuvor verwendeten Appro-
ximationen sind die Randwerte für die Dichte- und Druckkoeffizientenfunktionen ρ20 =
ρ02 = p20 = p02 = 0.
4.1.3 Schließungsbedingungen
Das System der stationären MHD-Gleichungen beinhaltet Ableitungen bezüglich aller
drei Raumrichtungen. Somit werden Randbedingungen in drei linear unabhängigen Ebe-
nen benötigt. Die zuvor berechneten Randbedingungen direkt hinter der Bugstoßwelle
sind vergleichbar mit den Einströmbedingungen einer MHD-Simulation (siehe Kap. 2)
und werden aus Sonnenwindbedingungen gewonnen. Es verbleibt, die Ausströmbedin-
gungen zu betrachten und damit das System aus gewöhnlichen Differenzialgleichungen
zu schließen. Weit weg von der Stagnationslinie wird die Lösung durch die Koeffizien-
tenfunktionen der höchsten Ordnung bestimmt. Beispielsweise gilt bei Verwendung des
Ansatzes (4.9)–(4.16) ρ(x˜, y→ ∞, z→ ∞) ≈ ρ20(x˜) y2 + ρ02(x˜) z2. Als Schließungsbedin-
gungen werden die Koeffizientenfunktionen der höchsten Ordnung als konstant angenom-
men mit Werten für die Koeffizientenfunktionen direkt hinter der Bugstoßwelle. Diese
Bedingungen sind ähnlich zu den Ausströmbedingungen in den MHD-Simulationen aus
Kapitel 2.
4.1.4 Innere Randbedingungen durch das Erdmagnetfeld
Neben den Randwerten und Schließungsbedingungen erfordert das System von gewöhn-
lichen Differenzialgleichungen noch weiter Bedingungen, um die fünf geometrischen Pa-
rameter cBS,y, cBS,z, cMP,y, cMP,z und xMS zu bestimmen. Diese Parameter werden durch
innere Randbedingungen festgelegt.
Die Magnetopause ist im Rahmen der idealen MHD die Grenzschicht zwischen dem
umströmenden Sonnenwindplasma und dem Plasma der Magnetosphäre. Daher muss die
Strömung an der Magnetopause tangential zu ihr sein und darf die Grenzschicht nicht
durchdringen (siehe z. B. Biernat et al. 1999). Die Strömungsrichtung an der Magneto-
pause lässt sich durch Oberflächenkoordinaten ausdrücken. Der Normalenvektor der Ma-
gnetopause kann über die Parametrisierung (4.22) bestimmt werden:
~ξMP =
1
nMP
(
1,−2 cMP,y y,−2 cMP,z z
)T
, (4.70)
mit der Normierung nMP := (1+
∑
t=y,z 4 c2MP,t t
2)0.5. Da die Magnetopause eine Grenzfläche
der Strömung darstellt, muss die Normalkomponente der Geschwindigkeit dort Null sein.
Daraus folgt
~ξMP · ~v(x˜ = xMS, y, z) = 0. (4.71)
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Dieser Ausdruck gilt sowohl für die y- als auch für die z-Richtung, sodass sich für den
Ansatz der Geschwindigkeit (4.10)–(4.12) folgendes ergibt:
vx0(x˜ = xMS) = 0, (4.72)
cMP,y =
vx20(x˜ = xMS)
2 vy10(x˜ = xMS)
, (4.73)
cMP,z =
vx02(x˜ = xMS)
2 vz01(x˜ = xMS)
. (4.74)
Wie Siscoe et al. (2002) zeigen, verschwindet die Strömungsgeschwindigkeit entlang
der Magnetfeldrichtung an der Magnetopause, also gilt vz01(x˜ = xMS) = 0. Daher ist für
ein endliches Sonnenwindmagnetfeld Gleichung (4.74) nicht gültig. Das Theorem des
eingefrorenen Flusses besagt, dass sich Magnetfeldlinien verschiedenen Ursprungs nicht
vermischen. Daher muss die Normalkomponente des Magnetfeldes an der Magnetopause
Null werden, weshalb ~ξMP · ~B(x˜ = xMS, y, z) = 0 gilt (siehe z. B. Biernat et al. 1999). Dies
führt auf
cMP,z =
Bx01(x˜ = xMS)
2 Bz0(x˜ = xMS)
, (4.75)
was Gleichung (4.74) ersetzt.
Es fehlen noch Bedingungen, die das Erdmagnetfeld selbst miteinbeziehen. Das Ma-
gnetfeld der MHD-Lösung ~B ist eine Superposition von dem Magnetfeld der Ströme in
der Magnetosheath ~Bj, dem Erdmagnetfeld ~BE und dem Sonnenwindmagnetfeld ~BSW.
Weitere Quellen, wie Beiträge von Induktionsströmen, sind bei der Erde vernachlässig-
bar. Das Erdmagnetfeld ist, durch Gleichung (4.5)–(4.7) beschrieben, rotationsfrei. Damit
lässt sich der elektrische Strom in der Magnetosheath ~jMS berechnen über
∇ × ~B = ∇ × ~Bj = µ0~jMS. (4.76)
Das zugehörige Magnetfeld der Magnetosheathströme ist dann über das Biot-Savart-
Gesetz bestimmt:
~Bj =
µ0
4 pi
∫
VMS
~jMS × ~r − ~r
′
|~r − ~r′|3 dV
′. (4.77)
Hierbei wird die Integration über die gesamte Magnetosheath VMS mit den zugehörigen
Positionsvektoren ~r := (x, y, z)T , ~r′ := (x′, y′, z′)T in kartesischen Koordinaten durchge-
führt. Damit ergibt sich die folgende Bedingung:
~B != ~BSW + ~BE + ~Bj, (4.78)
welche das Gesamtmagnetfeld erfüllen muss.
Eine einfache Näherung dieser Bedingung erhält man durch eine Betrachtung des
Druckgleichgewichts an der Magnetopause. Mead und Beard (1964) wiesen darauf hin,
dass die tangentialen Komponenten des Magnetfeldes ~BE + ~Bj den gesamten Druck hinter
der Magnetopause ptot,MP bestimmen:
ptot,MP =
(
~ξMP ×
(
~BE + ~Bj
))2
2 µ0
. (4.79)
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Nach Mead und Beard (1964) lässt sich die rechte Seite gut approximieren durch
ptot,MP =
(
f ~BE × ~ξMP
)2
2 µ0
, (4.80)
mit f = 2.44. Diese Darstellung ist für den hydrodynamischen Grenzfall korrekt und ap-
proximiert auch eine Situation mit endlichem Sonnenwindmagnetfeld in der Regel gut.
Der Ausdruck (4.80) bestimmt den Abstand der Magnetopause zum Erdmittelpunkt und
gilt nicht nur nahe der Stagnationslinie, sondern auch in einer Umgebung um diese. Daher
ergeben sich über Variationen in y- beziehungsweise z-Richtung zusätzliche Bedingun-
gen, um zwei der Krümmungsparameter zu bestimmen.
Insgesamt lassen sich durch die Bedingungen einer verschwindenden Normalkom-
ponente der Geschwindigkeit beziehungsweise des Magnetfeldes sowie den Bedingun-
gen, die aus dem Erdmagnetfeld her resultieren, die geometrischen Parameter xMS, cMP,y,
cMP,z, cBS,y und cBS,z berechnen. Die Differenzialgleichungen zusammen mit den Schlie-
ßungsbedingungen für die Koeffizienten der höchsten Ordnung und den hier vorgestellten
Randbedingungen bestimmen eine eindeutige Lösung der Magnetosheath für gegebene
Sonnenwindbedingungen. Das System von Differenzialgleichungen, welches sich für ein
bestimmtes NS ergibt, zusammen mit den Rand- und Schließungsbedingungen, wird auch
als Reihenentwicklungsmodell NS-ter Ordnung bezeichnet.
4.2 Analytische Näherung der Umströmung3
4.2.1 Allgemeine Lösung des Systems nullter Ordnung
Die zugehörigen Gleichungen nullter Ordnung (4.25)–(4.28) enthalten bereits eine appro-
ximative Beschreibung der Umströmung nahe der Stagnationslinie. Um einen Einblick in
die wichtigen physikalischen Prozesse der Magnetosheath und die Lösungen der Rei-
henentwicklungsmodelle zu bekommen, wird eine approximative, analytische Lösung für
die Gleichungen berechnet. Dabei werden die Koeffizientenfunktionen der ersten Ord-
nung als konstant angenommen und auf die Werte direkt hinter der Bugstoßwelle gesetzt:
Bx01 = Bx01(x˜ = 0), vy10 = vy10(x˜ = 0) und vz01 = vz01(x˜ = 0). Die letzten beiden Aus-
drücke beschreiben die Geschwindigkeitsänderung in die tangentialen Richtungen und
werden als Divergenzparameter bezeichnet.
Um die Betrachtungen zu vereinfachen, wird die Scherung des Magnetfeldes ver-
nachlässigt, das heißt das Magnetfeld ist auf die z-Richtung beschränkt und damit gilt
Bx01(x˜ = 0) = 0. Die Bugstoßwelle komprimiert und bremst den Sonnenwind. Dabei wird
dynamischer Druck in Gasdruck und magnetischen Druck umgewandelt. In der Regel
können hinter der Bugstoßwelle Terme des dynamischen Drucks in der Impulsbilanz der
nullten Ordnung (4.27) vernachlässigt werden. Der Einfluss dieser Näherung wird in Ka-
pitel 4.4 genauer diskutiert. Durch die Approximationen vereinfacht sich die Impulsbilanz
3Die analytische Näherung, so wie in diesem Kapitel beschrieben, ist in Nabert et al. (2013) zu finden.
Dabei ist die analytische Näherung als eigenständiges Modell, ohne die Einbettung in die Reihenentwick-
lungsmethode, in Teilen auch bei Nabert (2011) zu finden.
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der nullten Ordnung (4.27) zu
kp
(
ρ
γ
0
)′
+
1
µ0
Bz0 B′z0 = 0. (4.81)
Hierbei wurde der Druck durch das adiabatische Gesetz der nullten Ordnung (4.28) er-
setzt. Durch Integration dieser Gleichung über x˜ erhält man
kp
(
ρ
γ
0
)
+
B2z0
2 µ0
= kp ρ0(0)γ +
Bz0(0)2
2 µ0
, (4.82)
mit der Integrationskonstanten auf der rechten Seite, die direkt hinter der Bugstoßwelle
zu bestimmen ist. Die nullte Ordnung der Kontinuitätsgleichung (4.25) sowie die nullte
Ordnung des Theorems des eingefrorenen Flusses (4.26) können geschrieben werden als
v′x0 = −(vy10 + vz01) + ρ, (4.83)
v′x0 = −vy10 − B, (4.84)
wobei ρ := −vx0 ∂xρ0/ρ0 und B := vx0 ∂xBz0/Bz0 ist. Das nordwärtige Magnetfeld und
die Dichte sind stets Funktionen mit Werten größer Null. Weiterhin sind ρ und B stets
positiv, weil das Magnetfeld in der Magnetosheath zur Magnetopause hin ansteigt, was
nach Gleichung (4.81) eine abfallende Dichte zur Folge hat. Zusammen mit den Glei-
chungen (4.83) und (4.84) lässt sich durch
−(vy10 + vz01) < v′x0 < −vy10 (4.85)
eine obere und eine untere Grenze für die Geschwindigkeitsänderung angeben.
Die Geschwindigkeit vx0 kann in eine Reihe um x˜ = 0 entwickelt werden:
vx0 = vx0(0) +
∞∑
i=1
ai x˜i. (4.86)
Bemerkt sei, dass das Argument der Koeffizientenfunktionen x˜ ist, sodass vx0(0) :=
vx0(x˜ = 0) bedeutet. Im Folgenden wird das Argument x˜ nicht weiter aufgeführt. Berück-
sichtigt man nur die erste Ordnung der Entwicklung in x˜, folgt
vx0 = vx0(0) + a x˜. (4.87)
Hierbei wurde der Entwicklungskoeffizient a := a1 abgekürzt. Eine obere Abschätzung
des Fehlers für die lineare Näherung lässt sich über Bedingung (4.85) bestimmen. Ein
nahezu linearer Abfall der Geschwindigkeit von der Bugstoßwelle entlang der Staupunkt-
stromlinie wird auch von globalen MHD-Simulationen, wie beispielsweise bei Wu (1992)
oder Wang et al. (2004), vorhergesagt. Im hydrodynamischen Grenzfall ist die Dichte nach
Gleichung (4.81) konstant entlang der Staupunktstromlinie. Dies führt auf ρ = 0 und da-
mit auf einen linearen Geschwindigkeitsabfall mit a = −vy10 − vz01. Wird der Ansatz für
die Geschwindigkeit (4.87) in die Kontinuitätsgleichung nullter Ordnung (4.25) und das
Theorem des eingefrorenen Flusses nullter Ordnung (4.26) eingesetzt, ergibt sich
ρ0 = ρ0(0)
(
vx0
vx0(0)
)− vy10+vz01+aa
, (4.88)
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Bz0 = Bz0(0)
(
vx0
vx0(0)
)− vy10+aa
. (4.89)
Durch Substituieren dieser Ergebnisse in die vereinfachte Impulsbilanz (4.82) lässt sich
eine Bestimmungsgleichung für den Entwicklungskoeffizient a aufstellen:
kp
ρ0(0)
(
vx0
vx0(0)
)− vy10+vz01+aa 
γ
+
1
2 µ0
Bz0(0)
(
vx0
vx0(0)
)− vy10+aa 
2
= kp ρ0(0)γ +
Bz0(0)2
2 µ0
. (4.90)
Um diese Gleichung für den Koeffizienten a zu lösen, werden beide Seiten in eine Tay-
lorreihe um x˜ = 0 entwickelt. Aus einem Koeffizientenvergleich der niedrigsten, nicht-
verschwindenden Ordnung ergibt sich a zu
a = −vy10 − vz01
1 − 11 + γ2 p0(0)pmag(0)
 . (4.91)
Hierbei definiert pmag(0) := B2z0(0)/2 µ0 den magnetischen Druck direkt hinter der Bug-
stoßwelle.
Das Ergebnis für den Geschwindigkeitsabfall entlang der Staupunktstromlinie kann
genutzt werden, um die Dicke der Magnetosheath xMS zu berechnen. Die Magnetopause
wird hier über eine verschwindende Strömungsgeschwindigkeit auf der Stagnationslinie
definiert (vx(xMS) = 0). Es folgt für Gleichung (4.87) die Beziehung
xMS =
vx0(0)
a
. (4.92)
Durch Einsetzen von Gleichung (4.91) für a erhält man
xMS =
−vx0(0)
vy10 + mBS vz01
, (4.93)
mit
mBS := 1 − 1
1 + γ2
p0(0)
pmag(0)
. (4.94)
Der Parameter mBS stellt ein Maß für die Magnetisierung des Sonnenwinds dar. Für ein
verschwindendes Sonnenwindmagnetfeld ist mBS = 1.
Der Ausdruck für die Dicke der Magnetosheath xMS wurde aus den Gleichungen
der idealen MHD unter Vernachlässigung der magnetischen Scherung und der dy-
namischen Druckterme über eine Entwicklung der Geschwindigkeit (~v = (vx0(0) +
a x˜, vy01(0) y, vz10(0) z)T ) berechnet. Beiträge höherer Ordnung der Geschwindigkeitsent-
wicklung zur Dicke der Magnetosheath können ebenfalls berechnet werden. Für einen
Ansatz zweiter Ordnung für die Geschwindigkeit in x˜ nach Gleichung (4.87) führt eine
ähnliche Rechnung wie zuvor auf den zugehörigen Entwicklungskoeffizienten zweiter
Ordnung:
a2 =
2 γ2 pmag(0) p0(0)
(
pmag(0) + p0(0)
)
v2z01(
2 pmag(0) + γp0(0)
)3
vx0(0)
. (4.95)
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Für den Grenzfall p0(0) >> pmag(0) vereinfacht sich der Ausdruck zu
a2 ≈ 2 γ pmag(0)p0(0)
v2z01
vx0(0)
. (4.96)
Im hydrodynamischen Grenzfall (pmag(0) = 0) ist a2 = 0 und ein linearer Geschwindig-
keitsabfall verbleibt.
4.2.2 Randbedingungen des Modells nullter Ordnung
Im Folgenden werden die Randbedingungen eingearbeitet. Gemäß der Schließungsbedin-
gungen sind die Divergenzparameter vy10 und vz01 Konstanten mit Werten, die sich direkt
hinter der Bugstoßwelle ergeben. Diese Werte sind durch Gleichung (4.60) bestimmt zu
vy10 = 2 cBS,y ∆v, (4.97)
vz01 = 2 cBS,z ∆v. (4.98)
Der dynamische Druck des Sonnenwinds wird zur Magnetopause hin vollständig in Gas-
druck und magnetischen Druck umgewandelt. Allerdings ist der Druck dabei keine Erhal-
tungsgröße, weshalb sich der Sonnenwinddruck um den Faktor Kdyn vom Druck an der
Magnetopause auf der Stagnationslinie unterscheidet:
Kdyn ρSW v2SW = ptot,MP. (4.99)
Für die hier betrachtete Situation der Umströmung bei der Erde gilt Kdyn ≈ 0.89 für ty-
pische Sonnenwindbedingungen (Kivelson und Russell 1995). Der gesamte Druck an der
Magnetopause ptot,MP ist durch Gleichung (4.80) bestimmt. Der Ausdruck für das Druck-
gleichgewicht (4.99) besitzt nur am Stagnationspunkt (x˜ = xMS, y = 0, z = 0) Gültig-
keit. In einer Umgebung um diesen ist nur die Normalkomponente der Geschwindigkeit
bezüglich der Magnetopausenfläche maßgeblich. Bezüglich der Magnetopausennorma-
len (4.70) ergibt sich für den Anteil des dynamischen Drucks
pdyn,ξ = ρSW v2SW,ξ = ρ
v2SW
n2MP
. (4.100)
Diese Gleichung gilt sowohl in y- als auch in z-Richtung. Damit lässt sich das Druck-
gleichgewicht schreiben als
Kdyn pdyn,ξ = ptot,MP. (4.101)
Für Kdyn = 1 ist die Druckbilanz äquivalent zu der von Mead und Beard (1964) angege-
benen Druckbilanz.
Der magnetosphärische Druck (4.80) in der xy-Ebene lässt sich mit der Parametrisie-
rung der Magnetopause (4.22), dem Dipolfeld der Erde (4.5)–(4.7) und dem Normalen-
vektor an der Magnetopause (4.70) bestimmen zu
ptot,MP,xy =
1(
(∆xMP − cMP,y y2)2 + y2
)3 f 2 M22 µ0 . (4.102)
91
4 Reihenentwicklungsmodelle der Wechselwirkung
Wird dieser Ausdruck für ptot,MP in Gleichung (4.99) eingesetzt, ergibt sich der Magneto-
pausenabstand ∆xMP am Stagnationspunkt (y = 0) und man erhält die häufig verwendete
Beziehung (siehe z. B. Pudovkin et al. 1998)
∆xMP =
(
f 2 M2
2 µ0 Kdyn ρSW v2SW
) 1
6
. (4.103)
Die allgemeine Druckbilanz (4.101) mit Gleichung (4.100) und Gleichung (4.102) für
ptot,MP ← ptot,MP,xy stellt eine Bestimmungsgleichung für cMP,y dar. Um diese zu lösen,
werden beide Seiten in eine Taylorreihe bis zur zweiten Ordnung bezüglich y um die Sta-
gnationslinie entwickelt. Durch einen Koeffizientenvergleich lässt sich dann die Krüm-
mung der Magnetopause bestimmen:
cMP,y =
−3 + √21
4 ∆xMP
≈ 0.4
∆xMP
. (4.104)
Um den parabolischen Koeffizienten der Bugstoßwelle cBS,y abzuschätzen, wird angenom-
men, dass der Koeffizient der Bugstoßwelle cBS,y denselben funktionalen Zusammenhang
wie der Koeffizient der Magnetopausenkrümmung cMP,y besitzt:
cBS,y =
0.4
∆xBS
. (4.105)
Dabei ist ∆xBS := ∆xMP + xMS der Bugstoßwellenabstand vom Erdmittelpunkt. Der Di-
vergenzparameter vy10 ist dann mit Gleichung (4.97) durch
vy10 = 0.8
vSW − vx0(0)
∆xBS
(4.106)
bestimmt.
Es verbleibt die Geschwindigkeitsdivergenz in der xz-Ebene zu bestimmen. Wird
Gleichung (4.80) zusammen mit der Parametrisierung der Magnetopause (4.22) verwen-
det, um den magnetosphärischen Druck in der xz-Ebene zu beschreiben, ergibt sich
ptot,MP,xz =
(
2 z2 − (∆xMP − cMP,z z2)2 − 6 cMP,z (∆xMP − cMP,z z2) z2
)2(
1 + 4 c2MP,z z
2
) ((
∆xMP − cMP,z z2)2 + z2)5
f 2 M2
2µ0
. (4.107)
Analog zur Betrachtung des Druckgleichgewichts in der xy-Ebene, lässt sich über ei-
ne Betrachtung des Druckgleichgewichts in der xz-Ebene der Krümmungsparameter der
Magnetopause cMP,z bestimmen. Es ergibt sich
cMP,z =
1
2 ∆xMP
. (4.108)
Wird derselbe funktionale Zusammenhang auch für die Bugstoßwellenkrümmung ange-
nommen, ist
cBS,z =
1
2 ∆xBS
. (4.109)
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Mit Gleichung (4.98) folgt für den Divergenzparameter
vz01 =
vSW − vx0(0)
∆xBS
. (4.110)
In den zuvor gezeigten Rechnungen wurden Schätzer für die Divergenzparameter vy10
und vz01 in Gleichung (4.106) beziehungsweise Gleichung (4.110) hergeleitet. Der Zähler
in diesen Ausdrücken ist durch den Sprung in der Geschwindigkeit an der Stoßwelle und
der Nenner ist durch den Abstand der Bugstoßwelle zum Mittelpunkt der Erde bestimmt.
Das Verhältnis der beiden Divergenzparameter ist durch
vy10 =
4
5
vz01 (4.111)
gegeben. Dabei rührt der Faktor 4/5 von der unterschiedlichen Form des Dipolmagnet-
feldes in y- und z-Richtung her.
Die Gleichungen für die Divergenzparameter hängen noch von der Dicke der Magne-
tosheath ab. Mit den Gleichungen (4.43), (4.93), (4.106) und (4.110) erhält man
xMS =
∆xMP(
4
5 + mBS
)
(gv − 1) − 1
. (4.112)
Dieser Ausdruck für die Dicke der Magnetosheath hängt nur noch von den Sonnenwind-
bedingungen ab. Der Sprung in der Geschwindigkeit gv (über Gl. (4.43)), der Abstand
der Magnetopause vom Mittelpunkt der Erde ∆xMP (über Gl. (4.103)) und die Sonnen-
windmagnetisierung mBS (über Gl. (4.94)) sind allesamt Funktionen der Sonnenwindpa-
rameter. Dabei können durch die Gleichungen (4.42)–(4.45) die Randwerten ρ0(0), p0(0),
Bz0(0) und vx0(0) auf die Sonnenwindbedingungen zurückgeführt werden. Daher lassen
sich auch Gleichung (4.106) und Gleichung (4.110) als explizite Funktionen der Sonnen-
windparameter schreiben.
In der Darstellung (4.112) ist die Dicke der Magnetosheath proportional zum Abstand
der Magnetopause vom Erdmittelpunkt. Ein typischer Wert Abstand der Magnetopause
liegt bei 10 RE. Im hydrodynamischen Grenzfall (mBS = 1) führt dies zu einer Dicke der
Magnetosheath von 2.3 RE für große Machzahlen (gv = 4). Mit größerem Sonnenwindma-
gnetfeld nimmt die Dicke der Magnetosheath zu. Im Grenzfall kleiner Machzahlen kann
die Dicke nach Gleichung (4.112) auch negativ werden kann. Daraus lässt sich schließen,
dass die Näherungen in der Herleitung für diesen Grenzfall nicht mehr gültig sind.
Oftmals findet die folgende, für hydrodynamische Betrachtungen gültige, empirische
Beziehung für die Dicke der Magnetosheath von Spreiter et al. (1966) Verwendung:
xMS = 1.1
1
gv
∆xMP. (4.113)
Diese Gleichung besitzt dieselbe Proportionalität zwischen Magnetosheathdicke und Ma-
gnetopausenabstand wie die zuvor hergeleitete Beziehung (4.112). Farris und Russell
(1994) modifizierten die Beziehung von Spreiter et al. (1966) und erhielten
xMS = 1.1
(γ − 1) M21,SW + 2
(γ + 1)
(
M21,SW − 1
)∆xMP, (4.114)
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Abbildung 4.5: Vergleich der Dicke der Magnetosheath bestimmt über die analytische
Lösung aus Gleichung (4.112) als blaue Kurven mit der des empirischen Modells von
Farris und Russell (1994) als rote Kurven (nach Nabert et al. 2013). Der obere Plot zeigt
die Dichteabhängigkeit der Magnetosheathdicke für vSW = 400 km/s, TSW = 2 ·105 K und
BSW = 0 nT. Der untere Plot stellt die Abhängigkeit vom Magnetfeld für vSW = 400 km/s,
TSW = 2 · 105 K und NSW = 5 /cm3 dar.
wobei M1,SW die magnetosonische Machzahl des Sonnenwindes ist (siehe auch Ben-
nett et al. 1997). Abbildung 4.5 zeigt einen Vergleich dieser Relation von Farris und
Russell (1994) mit der hier hergeleiteten Beziehung (4.112). Der obere Teil der Abbil-
dung zeigt die Dicke der Magnetosheath als Funktion der Teilchendichte für einen nicht-
magnetisierten Sonnenwind. Beide Beziehungen sind sehr ähnlich, weisen aber einen
kleinen Versatz von etwa 20% auf. Im unteren Teil der Abbildung wird die Abhängigkeit
vom Sonnenwindmagnetfeld betrachtet. Die Beziehung (4.112) zeigt dabei einen steileren
Anstieg der Dicke der Magnetosheath mit der Magnetfeldstärke. Allerdings stimmen für
typische Magnetfeldstärken im Sonnenwind bei der Erde beide Relationen mit den Be-
obachtungen überein. Somit stellt Gleichung (4.112) eine gültige, analytisch hergeleitete
Beziehung für die Dicke der Magnetosheath als Funktion der Sonnenwindbedingungen
dar.
94
4.3 Berechnungsalgorithmus für ein Reihenentwicklungsmodell
4.3 Berechnungsalgorithmus für ein Reihenentwicklungs-
modell4
Im Folgenden wird das Vorgehen zur Berechnung einer Lösung des Reihenentwicklungs-
modells für die Ordnung NS = 0 erläutert. Das System nullter Ordnung besteht aus den
Differenzialgleichungen (4.25)–(4.28). Abbildung 4.6 stellt das Modell nullter Ordnung
in einem Flussdiagramm überblickend dar. Die Ableitungen der tangentialen Geschwin-
digkeiten sind durch vy10 = 0.8 ∆v/∆xBS nach Gleichung (4.106) und vz01 = ∆v/∆xBS
nach Gleichung (4.110) bestimmt. Der Entwicklungskoeffizient für das Magnetfeld Bx01
ist über Gleichung (4.68) und Gleichung (4.109) durch
Bx01 =
∆B
∆xBS
(4.115)
bestimmt.
Die Sonnenwindbedingungen werden als Eingangsparameter an das Modell überge-
ben, um eine Lösung in der Magnetosheath zu berechnen. Sie sind durch die Massendich-
te ρSW beziehungsweise die Teilchendichte NSW, die x-Komponente der Geschwindigkeit
vSW, die z-Komponente des Magnetfeldes Bz,SW und die Temperatur TSW im Sonnenwind
bestimmt. Eine x-Komponente des Magnetfeldes beeinflusst die Lösung des Systems null-
ter Ordnung nicht wesentlich. Eine y-Komponente des Sonnenwindmagnetfeldes kann
durch das Modell berücksichtigt werden, indem die z-Komponente Bz0 ersetzt wird durch
die Amplitude des tangentialen Magnetfeldes, also Bz0 ← sgn(Bz0) (B2y0 + B2z0)0.5. Hierbei
bezeichnet sgn() die Vorzeichenfunktion, auch Signumfunktion genannt. Dann wird das
Sonnenwindmagnetfeld BSW ersetzt mit BSW ← sgn(Bz,SW) (B2y,SW + B2z,SW)0.5.
Die Werte der physikalischen Größen direkt hinter der Bugstoßwelle lassen sich durch
die Rankine-Hugoniot-Bedingungen bestimmen (siehe z. B. Petrinec und Russell 1997).
Diese Werte sind die Randbedingungen der Differenzialgleichungen (4.25)–(4.28). Um
vy10, vz01 und Bx01 zu berechnen, wird der Bugstoßwellenabstand ∆xBS benötigt. Dieser ist
die Summe aus dem Magnetopausenabstand zum Erdmittelpunkt und der Dicke der Ma-
gnetosheath xMS. Ein anfänglicher Schätzer des Magnetopausenabstandes wird mit ∆x0MP
bezeichnet und kann über Gleichung (4.103) durch ∆x0MP ← ∆xMP berechnet werden.
Die initiale Schätzung der Dicke der Magnetosheath x0MS ist über Gleichung (4.112) mit
x0MS ← xMS gegeben. Dann kann ein Anfangswert für den Bugstoßwellenabstand wie folgt
abgeschätzt werden:
∆x0BS = ∆x
0
MP + x
0
MS. (4.116)
Damit lassen sich die initialen Schätzer für vy10 über Gleichung (4.106) durch v0y10 ← vy10,
für vz01 über Gleichung (4.110) mit v0z01 ← vz01 und für Bx01 über Gleichung (4.115) mit
B0x01 ← Bx01 berechnen. Damit kann das Differenzialgleichungssystem (4.25)–(4.28) nu-
merisch gelöst werden. Dafür werden die Differenzialgleichungen in Form einer Matrix-
4Dieser Abschnitt ist bei Nabert et al. (2015) entnommen und an die Darstellung bei Nabert et al. (2013)
angepasst.
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Abbildung 4.6: Flussdiagramm für die Berechnung des Reihenentwicklungsmodells null-
ter Ordnung (nach Nabert et al. 2015). Die Sonnenwindbedingungen werden vorgegeben.
Zunächst wird der Abstand der Bugstoßwelle zum Mittelpunkt der Erde initial geschätzt.
Anschließend sind die Rankine-Hugoniot-Bedingungen für die gegebenen Sonnenwind-
bedingungen zu lösen. Daraus ergeben sich die Randbedingungen für das System von
gewöhnlichen Differenzialgleichungen (GDGLn) nullter Ordnung. Die Lösung führt auf
einen neuen Schätzer des Bugstoßwellenabstandes. Nach einigen Iterationen konvergiert
der Wert des Bugstoßwellenabstandes und die korrekte Lösung für die Magnetosheath ist
bestimmt.
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Vektor-Gleichung geschrieben:
vx0 ρ0 0 0
0 Bz0 0 vx0
0 ρ0 vx0 1
Bz0
µ0−γ p0 ρ−γ−1 0 ρ−γ 0
 ·

ρ′0
v′x0
p′0
B′z0
 =

−ρ0
(
vy10 + vz01
)
−Bz0vy10
Bx01 Bz01
µ0
0
 . (4.117)
Diese Gleichung lässt sich ausdrücken durch
A(~uA) · ~u′A = ~b(~uA), (4.118)
mit dem Lösungsvektor ~uA := (ρ0, vx0, p0, Bz0)T , der Koeffizientenmatrix A und der Inho-
mogenität ~bA. Dabei hängt ~bA nicht nur von ~uA, sondern auch von den zuvor geschätzten
Werten für vy10, vz01 und Bx01 ab. Für die numerische Berechnung wird die Magnetosheath-
lösung ~uA entlang der x-Richtung diskretisiert:
~uA(x)→ ~uA(xi) = ~uA,i, (4.119)
mit dem Index i für die Diskretisierung des Raumes. Die Diskretisierung führt für das
Gleichungssystem (4.118) auf
A
(
~uA,i
) (~uA,i+1 − ~uA,i)
∆x
= ~bA
(
~uA,i
)
, (4.120)
wobei ∆x die Schrittweite in x-Richtung ist. Gleichung (4.120) kann bezüglich ~uA,i+1
durch ein Gauss-Verfahren gelöst werden. Dabei wird die Lösung in der Magnetosheath
von der Bugstoßwelle bis zur Magnetopause hin berechnet. Die Magnetopause ist erreicht,
wenn die Strömungsgeschwindigkeit vx0 = 0 wird. Der sich dabei ergebende Abstand
zwischen Bugstoßwelle und Magnetopause ergibt einen neuen Schätzer für die Dicke der
Magnetosheath x1MS.
Die innere Randbedingung durch das planetare Magnetfeld am Stagnationspunkt nach
Gleichung (4.80) führt auf
ptot,MP =
( f M)2
2 µ0 (∆xMP)6
. (4.121)
Der gesamte Druck an der Magnetopause ptot,MP auf der Seite der Magnetosheath ist durch
ptot,MP = B2z0(xMS))/(2 µ0) gegeben. Nun kann Gleichung (4.121) bezüglich ∆xMP gelöst
werden:
∆xMP =
 f 2 M2B2z0(xMS)
 16 . (4.122)
Aus dieser Gleichung lässt sich mit ∆x1MP ← ∆xMP ein neuen Schätzer ∆x1MP für den
Magnetopausenabstand bestimmen. Zusammen mit der neu berechneten Dicke der Ma-
gnetosheath x1MS ergibt sich ein neuer Schätzer für den Bugstoßwellenabstand: ∆x
1
BS =
∆x1MP + x
1
MS.
Damit kann im Modell nullter Ordnung mit den Gleichungen (4.97) und (4.98) eine
Bestimmung der Divergenzparameter durchgeführt werden. Wie in Abbildung 4.6 skiz-
ziert, wird mit dem neu geschätzten Bugstoßwellenabstand eine neue Iteration in der Be-
rechnung der Magnetosheathlösung durchgeführt. Konvergiert der Bugstoßwellenabstand
in diesem iterativen Prozess, ist die endgültige Lösung der Magnetosheath ~uA,i bestimmt.
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Modelle höherer Ordnung mit NS > 0 lassen sich analog lösen. Dazu wird das Sys-
tem von Differenzialgleichungen nullter Ordnung durch ein System von Differenzialglei-
chungen der gewünschten Ordnung NS ersetzt. Die Koeffizienten der Ordnung NS + 1
werden auf die Werte hinter der Bugstoßwelle gesetzt. Die Bugstoßwellengeometrie ist
parametrisiert durch den Bugstoßwellenabstand am subsolaren Punkt zur Erde und die
Krümmungsparameter wie in Gleichung (4.17) zu erkennen. Die Geometrieparameter der
Bugstoßwelle werden so lange variiert, bis die Randbedingung (4.78) hinter der Magne-
topause erfüllt ist. Dabei muss einerseits die Randbedingung am Stagnationspunkt erfüllt
sein, was über den Abstand der Magnetopause den Bugstoßwellenabstand festlegt. Außer-
dem ist Bedingung (4.78) neben der Stagnationslinie gültig, sodass sich ausreichend viele
weitere Bedingungen ergeben, um die Krümmungsparameter der Bugstoßwelle eindeutig
zu bestimmen.
4.4 Untersuchungen der Reihenentwicklungsmodelle5
4.4.1 Beziehungen zu anderen Modellen
Die Reihenentwicklungsmodelle erlauben eine systematische Untersuchung der Wechsel-
wirkung des Sonnenwinds mit dem Erdmagnetfeld. Dabei lassen sich die Entwicklungs-
ordnungen nutzen, um andere Modelle nach ihrer Approximationsordnung zu charakteri-
sieren.
Ein erstes Modell, welches die Auswirkungen eines Sonnenwindmagnetfeldes auf die
Magnetosheath betrachtete, wurde von Lees (1964) vorgestellt. In dem Modell war ein
ansteigendes Magnetfeld in der Magnetosheath unter nordwärtigem Sonnenwindmagnet-
feld zu beobachten. Dabei staut sich das Magnetfeld vor der Magnetopause an, was auch
als magnetischer Pile-up bezeichnet wird. Das Modell ist beschränkt auf die Staupunkt-
stromlinie und nutzt dieselben Approximationen der Sonnenwindbedingungen wie die
Reihenentwicklungsmodelle der Erde. Lees leitete Gleichungen aus den stationären idea-
len MHD-Gleichungen ab, die dem hier vorgestellten System nullter Ordnung (4.25)–
(4.28) ähneln. Vernachlässigt man die magnetische Scherung (→ Bx01Bz0 = 0) und nimmt
eine achsensymmetrische Strömung in dem System nullter Ordnung an (vy10 = vz01), er-
hält man die Differenzialgleichungen von Lees. Das Modell von Lees stellt somit eine
Näherung nullter Ordnung für die Lösung der Magnetosheath dar. Um dieses System
zu schließen, schlägt er vor, die Divergenzfunktion vy10 als Teil der Lösung entlang der
Magnetopause, weg von der Stagnationslinie, zu berechnen, ohne dies jedoch weiter aus-
zuführen. Die zuvor vorgestellte analytische Lösung in Abschnitt 4.2 ist eine Erweiterung
des Modells von Lees, bei der die Geometrieparameter aus der Lösung durch Randbedin-
gungen selbstkonsistent bestimmt werden.
Ein detaillierteres Modell, das Vorgänge in der Magnetosheath untersucht, wurde von
Zwan und Wolf (1976) vorgestellt. Dieses sogenannte Depletion-Modell betrachtet dabei
die Dichte- und Magnetfeldvariationen entlang der Staupunktstromlinie und in einer Um-
gebung darum. Dabei werden die zeitabhängigen idealen MHD-Gleichungen genutzt, um
ein System zweidimensionaler partieller Differenzialgleichungen herzuleiten. Dieses Sys-
tem von Differenzialgleichungen beschreibt die Eigenschaften einer magnetischen Fluss-
5Dieser Abschnitt ist bei Nabert et al. (2013) entnommen und an die Darstellung dieser Arbeit angepasst.
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röhre, welche sich durch die Magnetosheath bewegt. In dem Depletion-Modell werden ei-
nige Approximationen, wie die WKB-Näherung (benannt nach Gregor Wentzel, Hendrik
Anthony Kramers und Léon Brillouin) und Taylorentwicklungen genutzt, welche die Be-
rechnungen auf die Umgebung der Stagnationslinie beschränken. Obwohl das Modell von
Zwan und Wolf (1976) viele einschränkende Annahmen macht, konnte es das Bild von
einem anstauenden Magnetfeld in der Magnetosheath vertiefen. Für nordwärtiges Ma-
gnetfeld wird das Plasma aus der Flussröhre heraus gedrückt, während sich diese der
Magnetopause annähert. Um die Druckbilanz zu erfüllen, geht das Entweichen des Plas-
mas mit einem Anstieg der Magnetfeldstärke einher. Die Region abfallender Dichte wird
als Entleerungsschicht (englisch: plasma depletion layer) bezeichnet und ist kleiner als in
dem Modell von Lees. In dem Modell von Zwan und Wolf (1976) sind, ähnlich wie bei
den Reihenentwicklungsmodellen, Randwerte für die Divergenzparameter zu bestimmen.
Dafür nutzen sie Werte aus hydrodynamischen Simulationen von Spreiter et al. (1966).
Als Schließungsbedingung für ihr System von Differenzialgleichungen wird der funktio-
nale Zusammenhang des Drucks vorgegeben. Dieser wird ebenfalls aus dem Vergleich
zu hydrodynamischen Simulationen gewonnen. Unter Annahme desselben Zusammen-
hangs für den Druck im Reihenentwicklungsmodell ließe sich das System erster Ordnung
(4.25)–(4.33) lösen. Das legt nahe, dass das Modell von Zwan und Wolf (1976) einer Nä-
herung erster Ordnung entspricht, auch wenn das Vorgehen von Zwan und Wolf grund-
legend anders ist und auf dem Lösen partieller Differenzialgleichungen beruht. Bemerkt
sei, dass die Koeffizientenfunktionen der Geschwindigkeit in zweiter Ordnung im Rei-
henentwicklungsmodell der Erde nicht zum System erster Ordnung beitragen und daher
auch nicht über Schließungsbedingungen zu bestimmen sind.
Erkaev (1988) nutzt sogenannte Materialkoordinaten (siehe auch Erkaev et al. 2003),
welche es ermöglichen, die idealen MHD-Gleichungen in ein neues System von partiellen
Differenzialgleichungen zu transferieren. Dabei haben diese Koordinaten Achsen entlang
der Strömungsrichtung, des Magnetfeldes sowie des elektrischen Feldes (Pudovkin und
Semenov 1977). Nimmt man eine Relation für den gesamten Druck in der Magnetosheath
an, lassen sich die MHD-Gleichungen vereinfachen. Dies führt dann auf ein System von
zweidimensionalen partiellen Differenzialgleichungen, das dünne Flussröhren beschreibt.
Ähnlich zur Reihenentwicklungsmethode der Erde wird auch hier eine parametrisierte
Bugstoßwelle verwendet. Die Krümmungen von Bugstoßwelle und Magnetopause wer-
den selbstkonsistent über Randbedingungen an der Magnetopause berechnet. Diese Be-
dingungen sind eine verschwindende Normalkomponente der Geschwindigkeit und des
Magnetfeldes sowie die Annahme, dass der Druck eine newtonsche Approximation er-
füllt (Petrinec und Russell 1997). Das Vorgehen von Erkaev (1988) wurde genutzt, um ei-
ne als magnetische Barriere bezeichnete Region zu untersuchen. Diese Region ist nichts
anderes als die Entleerungsschicht. Mit dem Modell wurden numerische Lösungen der
Magnetosheath von der Erde (Farrugia et al. 1997), von der Venus (Biernat et al. 1999)
und von Jupiter (Erkaev et al. 1996) berechnet. Weiterhin untersuchte Erkaev et al. (2000)
die Auswirkungen eines anisotropen Drucks.
4.4.2 Vergleich mit THEMIS-Daten
In diesem Abschnitt werden die Reihenentwicklungsmodelle der Erde für verschiedene
Ordnungen auf zwei unterschiedlichen Situationen angewandt. Es wird eine hydrodyna-
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Abbildung 4.7: Lösungen auf der Stagnationslinie in der Magnetosheath mit einem ma-
gnetfeldfreien Sonnenwind für die analytische Näherung (grün), das Modell nullter Ord-
nung (rot) und das Modell zweiter Ordnung (blau). Weiterhin sind die Lösung des Modells
zweiter Ordnung entlang der Trajektorie des Raumfahrzeugs (schwarz) und die zugehöri-
gen THEMIS-Daten vom 24. August 2008 (grau) dargestellt (nach Nabert et al. 2013).
mische Situation betrachtet, bei der das Sonnenwindmagnetfeld ungefähr Null ist. Wei-
terhin wird ein Szenario mit signifikantem Sonnenwindmagnetfeld untersucht, welches
zu einem starken Anstauen von Magnetfeld vor der Magnetopause führt. In Übereinstim-
mung mit den Ergebnissen der ersten Schätzung für das Erdmagnetfeld aus Kapitel 3.4
wird das Dipolmoment mit M ≈ −8 · 1015 T m3 angenähert.
Zunächst wird eine Situation ohne Sonnenwindmagnetfeld betrachtet. Dann erwar-
tet man eine magnetfeldfreie Magnetosheath und Ergebnisse, die mit den hydrodynami-
schen Simulationen von zum Beispiel Spreiter et al. (1966) übereinstimmen. Für eine
Beispielrechnung wird eine Sonnenwindgeschwindigkeit vSW = 310 km/s, eine Sonnen-
winddichte NSW = 8 /cm3, ein Sonnenwindmagnetfeld BSW = 0.02 nT und eine Tem-
peratur des Sonnenwinds TSW = 1.75 · 105 K gewählt. Diese Bedingungen stimmen mit
den gemittelten Sonnenwindbedingungen während des Durchgangs von THC durch die
Magnetosheath am 24. August 2008 gut überein. Das Raumfahrzeug durchquerte die
Magnetosheath in etwa 5.5 RE Abstand in y-Richtung und in etwa 2 RE Abstand in z-
Richtung zur Stagnationslinie. Der Sonnenwind lässt sich in diesem Zeitraum über die
Beobachtungen von THB abschätzen.
Die Reihenentwicklungsmethode wird für diese Bedingungen in der analytischen Nä-
herung, in der nullten Ordnung und der zweiten Ordnung betrachtet. Die Ergebnisse sind
zusammen mit den THC-Daten vom 24. August 2008 in Abbildung 4.7 dargestellt. Die
Lösung des Modells nullter Ordnung führt auf eine kleinere Dicke der Magnetosheath,
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Abbildung 4.8: Stromlinien der Geschwindigkeit in der Magnetosheath für den Fall eines
magnetfeldfreien Sonnenwinds, die über das System zweiter Ordnung berechnet wurden
(nach Nabert et al. 2013). Weiterhin sind die parabolische Bugstoßwelle (rot) und die
Magnetopause (grün) skizziert.
wohingegen die analytische Näherung und die Lösung zweiter Ordnung eine ähnliche
Dicke ergeben. Die beobachtete Dicke der Magnetosheath ist jedoch um etwa 0.4 RE grö-
ßer. Dieser Unterschied lässt sich durch den Abstand des Raumfahrzeugs zur Stagnati-
onslinie erklären. Wird dieser Abstand in der Lösung des Modells zweiter Ordnung be-
rücksichtigt, stimmen Modell und Beobachtungen besser überein.
Die analytische Lösung nutzt eine lineare Näherung für die x-Komponente der Ge-
schwindigkeit, welche dazu führt, dass die Lösung des Magnetfeldes an der Magnetopau-
se singulär wird. In allen Lösungen, außer bei der analytischen, ist ein leichter Anstieg
der Dichte zu beobachten. Dieser rührt von der Umwandlung des dynamischen Drucks in
Gasdruck her. Aufgrund des vernachlässigten dynamischen Drucks kann dieser Anstieg
in der analytischen Näherung nicht beobachtet werden. In den Daten steigt die Dichte
stärker an als in den Modellen, was auf eine Erhöhung der Sonnenwinddichte von etwa
15% während des Magnetosheathdurchgangs zurückzuführen ist.
Die Geschwindigkeiten fallen in allen Modellen etwa linear ab. Allerdings haben nur
die Berechnungen auf der Stagnationslinie eine verschwindende Geschwindigkeitskom-
ponente vx an Magnetopause. Neben der Stagnationslinie verbleibt ein endlicher Wert vor
der Magnetopause, der erst beim Durchgang durch die Magnetopause auf Null zurück-
geht. Dieses Verhalten stimmt mit den Beobachtungen überein.
Mit der Lösung des Systems zweiter Ordnung lässt sich die Geschwindigkeitsvertei-
lung in der dreidimensionalen Magnetosheath betrachten. Die zugehörigen Stromlinien
in der xy-Ebene sind in Abbildung 4.8 dargestellt. Die Strömung wird durch die Bugstoß-
welle abgelenkt und ist an der Magnetopause tangential zu dieser Grenzschicht. Weiterhin
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Abbildung 4.9: Dichteverteilung der Lösung des Systems zweiter Ordnung in der Magne-
tosheath für den Fall eines magnetfeldfreien Sonnenwinds (nach Nabert et al. 2013). Die
parabolische Bugstoßwelle (rot) und die Magnetopause (grün) sind eingezeichnet.
ist in Abbildung 4.9 die Dichteverteilung in der xy-Ebene zu sehen. Es lässt sich erkennen,
dass die Dichte weiter weg von der Stagnationslinie kleiner wird. Die gezeigten Ergeb-
nisse stimmen insgesamt gut, sowohl mit den THEMIS-Beobachtungen als auch mit den
numerischen Rechnungen von Spreiter et al. (1966) für einen großen Bereich der tagseiti-
gen Magnetosheath überein. Dabei liefert die Lösung des Systems zweiter Ordnung, mit
seiner selbstkonsistent berechneten Magnetopause und Bugstoßwelle, die beste Überein-
stimmung mit den THEMIS-Daten. Es kann auch gezeigt werden, dass die oft verwende-
ten empirischen Modelle der Magnetopause von Shue et al. (1998) und der Bugstoßwelle
von Bennett et al. (1997) ungefähr dieselben Krümmungen vorhersagen wie das hier ver-
wendete Reihenentwicklungsmodell.
Der gezeigte Magnetopausendurchgang besitzt eine lokalisierte Stromschicht, was
der von Chapman und Ferraro (1930) beschriebenen Situation der Wechselwirkung ent-
spricht. Dabei ist der gesamte Strom der Wechselwirkung an der Magnetopause lokali-
siert und die Magnetosheath bleibt magnetfeldfrei. Die Stromverteilung kann sich deut-
lich verändern, wenn ein signifikantes Sonnenwindmagnetfeld vorliegt. Ein Beispiel dafür
wurde am 29. Oktober 2009 von dem Satelliten THC der THEMIS-Mission beobachtet.
Die zugehörigen Daten sind in Abbildung 4.10 dargestellt. Die Magnetfeldstärke an der
Bugstoßwelle erhöht sich stark, was einem elektrischen Strom dort entspricht. Hinter der
Bugstoßwelle steigt das Magnetfeld weiter an, wobei die zugehörigen elektrischen Ströme
über die gesamte Magnetosheath verteilt sind. Die Dichte und die Temperatur verändern
sich nahe der Magnetopause stark, verglichen mit dem nahezu kontinuierlichen Magnet-
feld. Dieses Verhalten steht im Gegensatz zu dem Fall eines magnetfeldfreien Sonnen-
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Abbildung 4.10: Daten eines Magnetosheathdurchgangs von THC am 29. Oktober 2009.
Dargestellt ist die z-Komponente des Magnetfeldes, die x-Komponente der Geschwin-
digkeit, die Dichte der Ionen und die Temperatur der Ionen (nach Nabert et al. 2013).
Während sich die Dichte und die Temperatur nahe der Magnetopause stark verändern, ist
die Magnetfeldkomponente stetig.
winds, welcher zuvor betrachtet wurde. Das kontinuierliche Ansteigen des Magnetfeldes
ist der magnetische Pile-up, der schon im Modell von Lees (1964) beobachtet wurde.
Die Daten aus Abbildung 4.10 zeigen nur einen Teil der gesamten Beobachtungen in
der Magnetosheath. Etwa 1:30 h vor dem gezeigten Bugstoßwellendurchgang gab es zwei
weitere Durchgänge durch die Bugstoßwelle, die von THC beobachtet wurden. Während
des präsentierten Datenintervalls lag die Sonnenwindgeschwindigkeit bei 325 km/s, die
Temperatur bei 2.1 · 105 K und das Sonnenwindmagnetfeld zwischen 5.0 nT und 5.5 nT.
Das von THC beobachtete Magnetfeld ist nordwärtig mit Abweichungen kleiner als 45◦,
wobei sie im letzten Abschnitt sogar kleiner als 10◦ sind. Der Orbit des Satelliten ist
nahe der Stagnationslinie, mit Abweichungen kleiner als 2 RE. Die Sonnenwinddichte
verändert sich jedoch während der Beobachtungen, was die Annahme einer stationären
Situation verletzt. Durch THB lassen sich während des Durchgangs von THC durch die
Magnetosheath Sonnenwinddaten gewinnen. Die Ionendichte des Sonnenwinds und die
in der Magnetosheath werden in Abbildung 4.11 miteinander verglichen. Direkt nach den
ersten zwei Durchgängen durch die Bugstoßwelle um 04:30 UT und 04:50 UT, steigt die
Sonnenwinddichte an, wodurch sich die Magnetopause und die Bugstoßwelle erdwärts
bewegen. Aus diesem Grund tritt das Raumfahrzeug kurze Zeit später, gegen 05:00 UT,
wieder in den Sonnenwind ein.
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Abbildung 4.11: Die Teilchendichte im Sonnenwind gemessen von THB und von THC
während der Durchgänge durch die Bugstoßwelle (nach Nabert et al. 2013). Die Abso-
lutwerte der Dichte stimmen nicht gut überein, was durch ein elektrisches Potenzial am
Raumfahrzeug erklärt werden kann. Die Variationen der Dichte lassen sich gut verglei-
chen. Der Dichtesprung in den THC-Daten bei etwa 05:30 UT ist auf einen Wechsel des
Beobachtungsmodus des ESA (Electrostatic Analyzer) Plasma Instruments zurückzufüh-
ren (McFadden et al. 2008).
Der Bugstoßwellenabstand zum Mittelpunkt der Erde sowie die Dicke der Magne-
tosheath, berechnet über das Modell zweiter Ordnung, sind in Abbildung 4.12 zu se-
hen. Beide Größen werden mit zunehmender Sonnenwinddichte kleiner. Dieses Verhal-
ten stimmt mit den Ergebnissen der analytischen Näherung nach Gleichung (4.103) und
Gleichung (4.112) überein. Weiterhin zeigen die Ergebnisse aus Abbildung 4.12, dass die
Auswirkungen der Variation des Sonnenwindmagnetfeldes während des Magnetoshea-
thdurchgangs vom 29. Oktober 2009 vernachlässigbar gegenüber den Dichteänderungen
sind.
Wie in Abbildung 4.11 zu erkennen ist, geht dem von THC beobachteten Bugstoßwel-
lendurchgang um 06:05 UT ein Abfall der Sonnenwinddichte voraus. Dies geht mit einer
sonnenwärtigen Bewegung der Bugstoßwelle einher. Daher ist die Geschwindigkeit hinter
der Bugstoßwelle in Abbildung 4.10 etwa 20 km/s kleiner als von den Rankine-Hugoniot-
Bedingungen (1.53)–(1.58) für eine stationäre Situation zu erwarten. Als Konsequenz der
Dichtevariation verändern sich die Positionen von Bugstoßwelle und Magnetopause im
ersten Teil der Beobachtungen. Daher lassen sich die Längenskalen der Beobachtungen
nicht mit der stationären Rechnung des Modells vergleichen. Die Ergebnisse der analyti-
schen Näherung, des Modells nullter Ordnung sowie des Modells zweiter Ordnung sind
in Abbildung 4.13 dargestellt.
Alle Ordnungen des Reihenentwicklungsmodells, auch die nullte Ordnung, beschrei-
ben das Auftreten eines Staupunktes. Dabei ruft die gekrümmte Bugstoßwelle eine Ab-
lenkung und Abbremsung der Sonnenwindströmung hervor. Das durch die Bugstoßwelle
abgebremste Plasma wird aufgrund der Deflexion in der Magnetosheath in Richtung der
Staupunktstromlinie weiter abgebremst, was zu der nahezu linearen Abnahme der Ge-
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Abbildung 4.12: Die Dicke der Magnetosheath und der Bugstoßwellenabstand vom Erd-
mittelpunkt als Funktion der Sonnenwinddichte für die Lösung des Modells zweiter Ord-
nung (nach Nabert et al. 2013). Dabei wurden zwei verschiedene Sonnenwindmagnet-
feldstärken, 4.5 nT und 5.5 nT, betrachtet.
schwindigkeit entlang der Staupunktstromlinie führt. Charakteristisch für die Magnetfeld-
verteilung unter nordwärtigem Sonnenwindmagnetfeld ist ein Anstauen von Magnetfeld
in der Magnetosheath. Dieser Effekt wird ebenfalls von allen Ordnungen des Reihen-
entwicklungsmodells beschreiben. Das Plasma der Magnetosheath kann an der Magne-
topause in zwei Dimensionen vom Staupunkt wegströmen, wohingegen das Magnetfeld
aufgrund seiner eindimensionalen Gestalt nur in eine Dimension entweichen kann (Siscoe
et al. 2002). Daher gibt es mehr Möglichkeiten für das Plasma als für Magnetfeldlinien
vor der Magnetopause von der Staupunktstromlinie zu entweichen, was zu einem An-
stauen des Magnetfeldes führt. Um die Druckbilanz zu erfüllen, geht der Anstieg des
Magnetfeldes mit einem Abfall der Dichte einher. Im Modell erster Ordnung geschieht
der Abfall der Dichte langsamer verglichen mit dem Modell zweiter Ordnung. Das Mo-
dell nullter Ordnung ist vergleichbar mit dem Modell von Lees (1964), wohingegen das
Modell von Zwan und Wolf (1976) einem Modell erster Ordnung entspricht, bei dem
ein stärkerer Dichteabfall beobachtet wurde. Die Druckgradienten bezüglich der y- und
z-Richtungen im Modell zweiter Ordnung verstärken das Wegströmen von Plasma von
der Stagnationslinie nahe der Magnetopause. Daher ist die Dicke der Entleerungsschicht
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Abbildung 4.13: Lösungen in der Magnetosheath entlang der Staupunktstromlinie für ein
signifikantes Sonnenwindmagnetfeld für die analytische Näherung (grün), die numerische
Lösung erster Ordnung (rot) und die numerische Lösung zweiter Ordnung (blau) (nach
Nabert et al. 2013).
in den Modellen höherer Ordnung kleiner. Beobachtungen der Entleerungsschicht in der
Magnetosheath der Erde finden sich beispielsweise auch in Crooker et al. (1979) oder Far-
rugia et al. (1998). Auch ein sehr kleines Sonnenwindmagnetfeld führt zu einem Anstauen
des Magnetfeldes. Dabei beschränkt sich der Prozess jedoch auf die nahe Umgebung der
Magnetopause. Erst für stärkere Sonnenwindmagnetfelder ist das Anstauen des Magnet-
feldes in der gesamten Magnetosheath zu beobachten.
Es sei bemerkt, dass die Reihenentwicklungsmodelle auch allgemeiner, ohne die An-
nahmen über die Symmetrien aus Tabelle 4.1, hergeleitet werden können. Die zugehö-
rigen Differenzialgleichungen beinhalten dann auch die Entwicklungskoeffizienten, die
zuvor aufgrund der Symmetrien zu vernachlässigen waren. Dann lassen sich auch Situa-
tionen mit beliebigem Sonnenwindmagnetfeld oder planetarem Magnetfeld betrachten.
Dabei befindet sich die Stagnationslinie nicht notwendigerweise entlang der x-Achse des
Modells.
4.5 Quasi-stationäre Zeitskalen
Aus den Ergebnissen des analytischen Modells lässt sich eine typische Zeitskala für ei-
ne quasi-stationäre Magnetosheath abschätzen. Für mittlere Sonnenwindbedingungen bei
der Erde findet man nach den Ergebnissen in Abbildung 4.5 eine typische Dicke der tag-
seitigen von Magnetosheath <xMS> ≈ 3 RE. Über die Rankine-Hugoniot-Lösung (4.43)
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kann eine Geschwindigkeit direkt hinter der Bugstoßwelle für eine typische Sonnenwind-
geschwindigkeit von 400 km/s im Grenzfall hoher Machzahlen zu vBS ≈ 100 km/s be-
rechnet werden. Der Geschwindigkeitsabfall in der Magnetosheath ist etwa linear und
so lässt sich eine mittlere Strömungsgeschwindigkeit in der Magnetosheath entlang der
Staupunktstromlinie angeben durch <vMS> ≈ 50 km/s. Damit ergibt sich eine Transitzeit
von
tMS =
< xMS >
< vMS >
. (4.123)
Für die mittleren Werte bei der Erde ergibt sich tMS ≈ 6 min. Nimmt man an, dass ei-
nige Transitzeiten nötig sind, um eine stationäre tagseitige Magnetosheath zu erhalten,
ergibt sich folglich eine Zeitskala für die stationäre Magnetosheath von etwa 10− 20 min.
Dabei wurden rückwirkende Prozesse von der Nachtseite, wie Rekonnexion im Schweif
vernachlässigt.
Analog kann die quasi-stationäre Zeitskala für Merkur bestimmt werden. Eine mitt-
lere Dicke der Magnetosheath lässt sich mit <xMS> ≈ 0.5 RM abschätzen (Winslow et al.
2013). Die mittele Sonnenwindgeschwindigkeit ist etwa 430 km/s nach Tabelle 1.1. Im
Grenzfall großer Machzahlen führt dies auf eine Plasmageschwindigkeit hinter der Bug-
stoßwelle von 108 km/s. Wird wieder ein linearer Abfall in der Geschwindigkeit betrach-
tet, lässt sich die Transitzeit abschätzen mit tMS ≈ 23 s. Somit ergibt sich für Merkur eine
Zeitskala für quasi-stationäre Prozesse von 1 min.
Aufgrund des kleineren planetaren Magnetfeldes sind die Bugstoßwelle und die Ma-
gnetopause bei Merkur deutlich dichter am Planeten als bei der Erde. Da die Sonnenwind-
geschwindigkeiten vergleichbar sind, ergibt sich eine kleinere Zeitskala für die Approxi-
mation quasi-stationärer Prozesse in der Magnetosheath bei Merkur als bei der Erde. So-
mit sind diese Approximation, falls sie für die Erde anwendbar ist, auch für Merkur gültig.
Dabei gilt es allerdings zu beachten, dass sich die quasi-stationäre Approximation auf die
Magnetosheath beschränkt und nicht für mögliche Induktionsprozesse im Planeteninnern
von Merkur gültig ist.
4.6 Vergleich mit dem MHD-Simulationscode
In Kapitel 2.3 wurde der MHD-Simulationscode mit Daten der THEMIS-Mission aus
der Magnetosheath verglichen. Dabei war zu beobachten, dass die Geometrie der Ma-
gnetosheath, die Magnetosheathdichte und das Magnetfeld hinter der Magnetopause in
der Simulation nicht immer mit den Beobachtungen übereinstimmten. Mit dem MHD-
Simulationscode wurde in Kapitel 3.4 das planetare Magnetfeld der Erde geschätzt. Dabei
traten Fehler in der Magnitude des Magnetfeldes von bis zu 25% und in der z-Komponente
von bis zu 15% auf. Diese Fehler könnten mit den beobachteten Abweichungen zwischen
Simulationslösungen und Daten zusammenhängen, wobei deren Ursachen im Folgenden
mithilfe der Reihenentwicklungsmodelle untersucht werden.
Zunächst wird das Reihenentwicklungsmodell nullter Ordnung mit dem MHD-
Simulationscode für typische Sonnenwindbedingungen bei der Erde nach Tabelle 1.1
verglichen. Für die Diffusionskoeffizienten werden die Werte der MHD-Simulationen
aus Kapitel 2.3 verwendet. Die genauen Einstellungen der MHD-Simulation sind im
Anhang B.2 in Tabelle B.4 zu finden. Aufgrund der idealen MHD-Betrachtung sind alle
Diffusionskoeffizienten in den Reihenentwicklungsmodellen stets Null. Das planetare
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Abbildung 4.14: Die Dichte, die x-Komponente der Geschwindigkeit, der Gasdruck und
die z-Komponente des Magnetfeldes für typische Sonnenwindbedingungen bei der Erde.
Dabei sind Ergebnisse für das Reihenentwicklungsmodell nullter Ordnung (rot) und die
MHD-Simulation (blau) entlang der Stagnationslinie dargestellt. Die Lage der Magneto-
pause in den beiden Modellen ist hervorgehoben (gestrichelte Linien).
Magnetfeld wurde in beiden Modellen durch einen Dipol in z-Richtung bestimmt. Für
eine einheitliche Darstellung der Resultate beider Modelle werden in diesem Kapitel
MSP-Koordinaten genutzt. Die Ergebnisse von dem Reihenentwicklungsmodell nullter
Ordnung und die von der MHD-Simulation entlang der x-Achse für typische Sonnen-
windbedingungen sind in Abbildung 4.14 zu sehen.
Die Bugstoßwelle befindet sich in der Lösung der MHD-Simulation bei 12.3 RE und
damit etwa 0.1 RE weiter draußen als bei der Lösung des Reihenentwicklungsmodells.
Die subsolare Magnetopause bei der MHD-Simulationslösung liegt um 0.6 RE näher an
der Erde als in der Lösung des Reihenentwicklungsmodells, wo sie bei 10.1 RE auftritt.
Dabei wurde die subsolare Magnetopause anhand einer verschwindenden Normalkompo-
nente in der Geschwindigkeit identifiziert. Folglich ist die subsolare Dicke der Magne-
tosheath in der Lösung des Reihenentwicklungsmodells 2.1 RE, wohingegen diese in der
Simulationslösung mit 2.8 RE deutlich größer ist. Die mittlere Dichte in der Magnetos-
heath beträgt in der Lösung des Reihenentwicklungsmodells 30.8/cm3 und in der MHD-
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Simulationslösung nur 22.9/cm3. Somit ist die Dichte in der Lösung Reihenentwicklungs-
modell etwa 33% größer.
Daher unterscheiden sich die Lösungen beider Modelle in einigen Eigenschaften
deutlich voneinander. Einerseits könnte dies auf die verwendeten Approximationen des
Reihenentwicklungsmodells nullter Ordnung zurückgeführt werden. Andererseits kön-
nen auch die durch das numerische Schema bedingten endlichen Diffusionskoeffizienten
im MHD-Simulationscode die Unterschiede hervorrufen. Die Lage der Magnetopause
in Raumfahrzeugbeobachtungen bei der Erde lässt sich über das empirische Modell von
Shue et al. (1998) angeben, das in Kapitel 2.3 vorgestellt wurde. Für die hier betrachteten
Sonnenwindbedingungen ist nach dem Modell eine subsolare Magnetopausenposition
von 10.2 RE zu erwarten. Die Magnetopausenbeobachtungen stimmen folglich wesentlich
besser mit den Ergebnissen des Reihenentwicklungsmodells überein.
Um zu überprüfen, ob sich die Unterschiede der Lösungen beider MHD-Modelle über
die endlichen Diffusionskoeffizienten im MHD-Simulationscode erklären lassen, werden
MHD-Simulationen für unterschiedliche Resistivitäten durchgeführt. Die Ergebnisse für
typische Sonnenwindbedingungen sind in Abbildung 4.15 zu sehen. Die detaillierten Ein-
stellungen der MHD-Simulationen sind im Anhang B.2 in Tabelle B.4 zu finden. Es zeigt
sich, dass die Positionen von Bugstoßwelle und Magnetopause stark von der Resistivität
abhängen. Für die kleinste betrachtete Resistivität betrug der subsolare Magnetopausen-
abstand 9.5 RE und für die größte 9.0 RE. Der Magnetopausenabstand scheint folglich für
größere Resistivitäten weiter innen zu liegen. Somit könnte für eine kleinere Resistivität
eventuell auch der subsolare Magnetopausenabstand des Modells von Shue et al. (1998)
reproduziert werden. Allerdings konnte keine stabile Simulation für kleinere Resistivitä-
ten durchgeführt werden. Außerdem ist zu erkennen, dass sich der Bugstoßwellenabstand
bei einer kleinen Resistivität weiter außen befindet. Das führt bei der kleinsten hier be-
trachteten Resistivität zu einer Dicke der Magnetosheath von 3.9 RE, was größer als von
Beobachtungen her zu erwarten ist. Weiterhin wird auch die Dichte in der Magnetosheath
für eine kleinere Resistivität kleiner, was den Beobachtungen aus Kapitel 2.3 ebenfalls
widerspricht. Somit ist durch eine kleinere Resistivität zwar den Magnetopausenabstand
besser zu bestimmen, allerdings würden sowohl die Dicke der Magnetosheath als auch
die Dichte in der Magnetosheath schlechter mit den Beobachtungen übereinstimmen.
Auch die anderen Diffusionskoeffizienten können die Ergebnisse der MHD-Simulation
beeinflussen. Daher wurden analog zur Betrachtung der Resistivität MHD-Simulationen
für verschiedene dynamische Viskositäten betrachtet. Die Ergebnisse für typische Son-
nenwindbedingungen sind in Abbildung 4.16 dargestellt. Der subsolare Magnetopausen-
abstand hängt nicht wesentlich von der dynamischen Viskosität ab. Der Bugstoßwellenab-
stand hingegen befindet sich für eine kleinere dynamische Viskosität weiter von der Erde
entfernt. Die sich ergebende größere Dicke der Magnetosheath geht mit einer kleineren
mittleren Dichte in der Magnetosheath einher, ähnlich wie es auch für unterschiedliche
Resistivitäten beobachtet wurde.
Insgesamt lässt sich eine starke Abhängigkeit der Ergebnisse der MHD-Simulationen
von den Diffusionskoeffizienten feststellen. Die Diffusionskoeffizienten können die Ab-
weichungen zwischen den Lösungen der MHD-Simulationen und den THEMIS-Daten in
Kapitel 2.3 beeinflussen. Es stellt sich die Frage, welche Werte sich für die Diffusionsko-
effizienten bei einem Planeten wie der Erde oder dem Merkur aus Raumfahrzeugbeobach-
tungen ergeben. Da es sich beim Sonnenwindplasma um ein im Wesentlichen stoßfreies
109
4 Reihenentwicklungsmodelle der Wechselwirkung
0
10
20
30
-14 -13 -12 -11 -10 -9
0
200
400
B
z
[n
T
]
p
[n
P
a
]
v
x
[k
m
/s
]
N
[1
/c
m
³]
x  R[ ]E
0
1
2
3
0
20
40
60
80
Abbildung 4.15: MHD-Simulationslösungen für unterschiedliche Resistivitäten. Dabei
wurde η = 0.0005 ηnorm (schwarz), η = 0.001 ηnorm (blau), η = 0.002 ηnorm (grün),
η = 0.004 ηnorm (rot) betrachtet. Stagnationspunkte sind durch gestrichelte Linien her-
vorgehoben.
Plasma handelt, kann von einer vernachlässigbaren Viskosität, welche mit Reibung ver-
knüpft ist, ausgegangen werden. Daher wird in den MHD-Gleichungen auch nur aufgrund
der numerischen Stabilität ein viskoser Term benötigt. In Abbildung 4.16 ist zu sehen,
dass die Bugstoßwelle in diesem Grenzwert weiter nach außen, von der Erde weg, rückt.
Gleichzeitig fällt die mittlere Dichte in der Magnetosheath, was gegen die Beobachtungen
aus Kapitel 2.3 spricht. Hier ist von einem starken Einfluss von numerischen Effekten auf
die Ergebnisse der MHD-Simulation auszugehen. Welche physikalischen Effekte sich aus
endlichen Diffusionskoeffizienten ergeben, wird im nächsten Kapitel anhand der Resisti-
vität genauer untersucht.
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4.6 Vergleich mit dem MHD-Simulationscode
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Abbildung 4.16: MHD-Simulationslösungen für unterschiedliche dynamische Viskosi-
täten. Dabei wurden Dν = 0.001 νnorm (schwarz), Dν = 0.002 νnorm (blau) und Dν =
0.004 νnorm (rot) betrachtet.
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5 Prozesse aufgrund einer endlichen
Resistivität
Neben den Parametern des planetaren Magnetfeldes und den Sonnenwindparametern wur-
den in den MHD-Simulationen auch Parameter für die Resistivität beziehungsweise elek-
trische Leitfähigkeit verwendet. Die Ergebnisse der MHD-Simulationen zeigten einen
starken Einfluss der Resistivität auf die Lösung der Wechselwirkung (vergleiche Kapi-
tel 4.6). Als Nächstes ist zu untersuchen, welche Effekte physikalischen Ursprungs und
welche numerische Artefakte des Lösungsalgorithmus sind. Dazu werden die Prozesse
in einem Gebiet endlicher elektrischer Leitfähigkeit an der Magnetopause analysiert und
der zugehörige Resistivitätsparameter der MHD-Beschreibung aus Raumfahrzeugbeob-
achtungen geschätzt.
In diesem Kapitel wird die Reihenentwicklungsmethode um eine endliche Resisti-
vität ergänzt. Die zugehörigen erweiterten Reihenentwicklungsmodelle ermöglichen die
Prozesse der magnetischen Rekonnexion und Diffusion detailliert zu untersuchen. Damit
lassen sich die partiellen Differenzialgleichungen der MHD auf gewöhnliche Differenzi-
algleichungen reduzieren, was den Einfluss eines numerischen Fehlers verkleinert. Dies
ist für die hier betrachteten Prozesse nahe der Magnetopause besonders wichtig, weil sich
dort die physikalischen Größen stark ändern können.
Beispielsweise tritt unter südwärtigem Sonnenwindmagnetfeld an der Magnetopause
eine antiparallele Feldkonfiguration zwischen dem Sonnenwindmagnetfeld und dem pla-
netaren Magnetfeld auf. Nach dem in Kapitel 1.5 vorgestellten Sweet-Parker-Modell führt
diese Konfiguration in einem Gebiet endlicher elektrischer Leitfähigkeit, dem Diffusions-
gebiet, zu magnetischer Rekonnexion. Allerdings ist das Sweet-Parker-Modell wegen der
verwendeten Symmetrien nicht geeignet, die Situation an der Magnetopause zu beschrei-
ben. Der Rekonnexionsprozess verbindet die südwärtigen Sonnenwindmagnetfeldlinien
mit den nordwärtigen planetaren Magnetfeldlinien innerhalb der Sonnenwindströmung in
der Magnetosheath. In das Diffusionsgebiet kann das planetare Magnetfeld unabhängig
vom Sonnenwindmagnetfeld in die Strömung in der Magnetosheath eindringen. Dieser
Diffusionsprozess wird genutzt, um den Resistivitätsparameter mit Raumfahrzeugdaten
abzuschätzen.
5.1 Anstauen und Rekonnexion in der Magnetosheath
Unter nordwärtigem Sonnenwindmagnetfeld staut sich das Magnetfeld vor der Magneto-
pause nahe des Stagnationspunktes an. Dieses Anstauen bedeutet einen Anstieg der Ma-
gnetfeldamplitude, wie in Kapitel 4 diskutiert wurde. Für ein südwärtiges Sonnenwind-
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magnetfeld könnte sich, im Rahmen der idealen MHD, das negative Magnetfeld ebenfalls
vor der Magnetopause anstauen. Dann wäre jedoch das angestaute Magnetfeld antiparallel
zum Erdmagnetfeld. Aufgrund der endlichen elektrischen Leitfähigkeit an der Magneto-
pause kommt es in diesem Fall zu magnetischer Rekonnexion, weshalb eine Beschreibung
der Situation im Rahmen der nicht-idealen MHD stattfinden muss.
Betrachtet man ein Druckgleichgewicht des Gasdrucks und des magnetischen Drucks
nahe der subsolaren Magnetopause, gilt
p +
~B2
2 µ0
= konst. (5.1)
Wie zuvor schon diskutiert, ist dieses Druckgleichgewicht eine gute Näherung in der Ma-
gnetosheath und umso besser, je näher man dem subsolaren Punkt der Magnetopause
kommt, weil dort der dynamische Druck bereits vollständig abgebaut wurde. Das Druck-
gleichgewicht (5.1) besagt, dass bei Annäherung an die Magnetopause ein ansteigendes
Magnetfeld mit einem Abfallen des Gasdrucks einhergeht und umgekehrt. Wird wie zu-
vor ein adiabatisches Gesetz für den Gasdruck angenommen (p ∝ ργ), gehen Änderungen
des Gasdrucks einher mit Variationen der Massendichte. Daher wird von der Strömung
nahe der Magnetopause stets eines der beiden folgenden Szenarien realisiert:
(a) |~B| steigt und ρ fällt
(b) |~B| fällt und ρ steigt
Um die Frage, welche der beiden Optionen durch die Strömung realisiert wird, zu be-
antworten, werden die Kontinuitätsgleichung (1.23) und die nicht-ideale Erweiterung des
Theorems des eingefrorenen Flusses nach Gleichung (1.40) betrachtet. Nimmt man einen
stationären Zustand an (∂t → 0) und beschränkt das Magnetfeld auf die z-Richtung, ver-
einfacht sich die Kontinuitätsgleichung und die dritte Komponente von Gleichung (1.40)
zu
∂xρ vx + ∂yρ vy + ∂zρ vz = 0, (5.2)
∂xBz vx + ∂yBz vy + Nz = 0. (5.3)
Die Struktur dieser partiellen Differenzialgleichungen ist ähnlich. Nähert sich eine Strö-
mung in x-Richtung einer Magnetopause in der yz-Ebene an, dann kann die Massendichte
in alle Richtungen parallel zur Magnetopause abgelenkt werden (siehe linken Hälfte von
Abbildung 5.1). Dies lässt sich auch an der Kontinuitätsgleichung (5.2) erkennen, da die-
se Terme für die Ablenkung der Massenströmung sowohl in y-Richtung (∂yρ vy) als auch
in z-Richtung (∂zρ vz) besitzt. Für die ideale MHD-Näherung verschwindet der Quellterm
in Gleichung (5.3), also ist Nz = 0. Das Magnetfeld Bz erfüllt dann eine Kontinuitäts-
gleichung in der xy-Ebene. Eine Magnetfeldlinie als eine eindimensionale Linie entlang
der z-Richtung kann sich an der Magnetopause nur entlang der y-Richtung von der Sta-
gnationslinie weg bewegen. Dieses Verhalten ist mit dem Term ∂yBz vy in Gleichung (5.3)
verknüpft.
Daher kann in der idealen MHD die Massendichte in mehr Richtungen als das Ma-
gnetfeld von der Stagnationslinie weg transportiert werden. Dann steigt die Magnet-
feldamplitude während die Massendichte sinkt, was Lösung (a) entspricht. Es staut sich
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Magnetfeld
Diffusion
Teilchen
Deflexion in
-Richtungz
Deflexion in
-Richtungy
Deflexion in
-Richtungy
Abbildung 5.1: Der Sonnenwind mit seinem Magnetfeld nähert sich entlang der x-
Richtung der Magnetopause an. Die Teilchen repräsentieren die Massendichte und kön-
nen in die durch die y- und z-Richtung aufgespannte Ebene von der Stagnationslinie
entweichen (linke Skizze). Im Gegensatz dazu können Magnetfeldlinien im Rahmen der
idealen MHD nur entlang der y-Richtung entkommen. Erst zusätzliche Prozesse, wie ma-
gnetische Diffusion, geben dem Magnetfeld zusätzliche Möglichkeiten von der Stagnati-
onslinie vor der Magnetopause zu entweichen (rechte Skizze).
das Magnetfeld vor der Magnetopause an, während die Dichte abfällt und sich die Ent-
leerungsschicht bildet. Wie zuvor in Kapitel 4.4 diskutiert, kann dieses Verhalten für ein
nordwärtiges Sonnenwindmagnetfeld beobachtet werden. Wird ein Quellterm Nz, wie bei-
spielsweise ein Diffusionsterm Nz = −η/µ0 ∂2xBz, in die Betrachtung von Gleichung (5.3)
einbezogen, gibt es weitere Möglichkeiten, wie magnetischer Fluss verteilt werden kann
(siehe rechte Skizze in Abb. 5.1). Dadurch ist es möglich, dass Lösung (b) von der
Strömung realisiert wird und die Magnetfeldamplitude abfällt während gleichzeitig die
Massendichte ansteigt. Für ein sich anstauendes südwärtiges Sonnenwindmagnetfeld
kann dadurch das Magnetfeld einen Nullpunkt erreichen und Rekonnexion stattfinden. Es
verbinden sich Magnetfeldlinien verschiedener Orientierung miteinander.
5.2 Erweiterung der Reihenentwicklungsmodelle1
In diesem Abschnitt werden die reduzierten Modelle aus dem Kapitel 4 um Terme der
nicht-idealen MHD erweitert. Dadurch lassen sich Rekonnexions- und Diffusionsprozes-
se betrachten. Die Erweiterung spielt bei der tagseitigen Umströmung der Erde nahe der
Magnetopause eine besondere Rolle, da dort die elektrische Stromdichte sehr groß wer-
1Eine verkürzte Darstellung der Inhalte dieses Kapitel mit der Beschränkung auf die Erweiterung des
Reihenentwicklungsmodells um einen resistiven Term findet sich bei Nabert und Glassmeier (2016b).
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z
Magnetopause
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Abbildung 5.2: Ein an die Magnetopause angepasstes Koordinatensystem mit der x-Achse
entlang der Stagnationslinie. Der Ursprung des Koordinatensystems ist der Stagnations-
punkt. Ein möglicher X-Punkt der Rekonnexion ist auf der sonnenwärtigen Seite der Ma-
gnetopause eingezeichnet.
den kann. Daher wird das erweiterte reduzierte Modell hier auf die Magnetopausenre-
gion beschränkt. Grundsätzlich lässt sich das zuvor eingeführte Koordinatensystem des
Reihenentwicklungsmodells mit der Anpassung an die Bugstoßwelle und die Magneto-
pause weiter nutzen. Für eine übersichtlichere Darstellung wird auf die Anpassung an die
Bugstoßwellengeometrie jedoch verzichtet, sodass cMP,y → cBS,y und cMP,z → cBS,z ver-
wendet werden. Weiterhin wird der Ursprung des kartesischen Koordinatensystems mit
den Koordinaten x, y, z vom subsolaren Punkt der Bugstoßwelle zum Stagnationspunkt
hin verschoben, also die Verschiebung x → x − xMS durchgeführt. Dann ergibt sich die
parametrisierte Magnetopause anstatt über Relation (4.18) durch
x =
NS+1∑
j=0
NS+1∑
k=0
cMP, jk y j zk . (5.4)
Die Koordinate x˜, die die Magnetopausengeometrie berücksichtigt, ist dann definiert über
x = x˜ +
NS+1∑
j=0
NS+1∑
k=0
cMP, jky j zk . (5.5)
Eine Darstellung des veränderten Koordinatensystems findet sich in Abbildung 5.2.
Die Sonnenwindbedingungen werden wieder derart eingeschränkt, dass der ungestör-
te Sonnenwind entlang der x-Richtung strömt und das Sonnenwindmagnetfeld in z-
Richtung zeigt. Weiterhin findet auch hier die quasi-stationäre Approximation der MHD-
Gleichungen Anwendung.
Zunächst wird die Erweiterung des Reihenentwicklungsmodells der Erde um eine
endliche elektrische Leitfähigkeit betrachtet. Dabei nutzt man für den Vektor ~N aus Glei-
chung (1.40) den resistiven Term (1.36). Die Resistivität lässt sich, wie auch die anderen
physikalischen Größen, in eine Taylorreihe bezüglich y und z entwickeln:
η(x, y, z) =
NS+1∑
j=0
NS+1∑
k=0
ηnjk(x˜) y
j zk . (5.6)
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Hierbei wurde eine stationäre Resistivitätsverteilung angenommen. Es wird sich auf Resi-
stivitätsverteilungen beschränkt, bei denen nur Koeffizientenfunktionen gerader Ordnung
einen Beitrag ungleich Null liefern. Mit dieser Einschränkung bleiben die Symmetriere-
lationen aus Tabelle 4.1 auch im Rahmen der resistiven MHD erhalten. Dann lässt sich
der Ansatz (4.9)–(4.12) für das Reihenentwicklungsmodell der Erde unverändert verwen-
den. Die hergeleiteten Differenzialgleichungen (4.25)–(4.41) ändern sich nur gemäß des
neuen Koordinatensystems und des zusätzlichen Terms ~N. Dabei bewirkt das veränderte
Koordinatensystem die Ersetzungen c˜y → cMP,y, c˜z → cMP,z, ∆cy = 0 und ∆cz = 0. Für
Gleichung (1.40) ist die nullte Ordnung
(Bz0 vx0)′ + Bz0 vy10 + Nz0 = 0, (5.7)
mit dem Quellterm nullter Ordnung Nz0. Für die Verwendung des resistiven Beitrags null-
ter Ordnung NR,z0 für Nz0 muss dieser aus Gleichung (1.36) mit den Reihenentwicklungs-
ansätzen bestimmt werden:
NR,z0 =
(
η0
µ0
Bx01
)′
−
(
η0
µ0
B′z0
)′
+
η0
µ0
By11 − 2 η0
µ0
Bz20. (5.8)
Hierbei wurde die Abkürzung η0 := η00 verwendet. Wird die Krümmung des Magnetfel-
des vernachlässigt, vereinfacht sich Ausdruck (5.8) zu
NR,z0 = −η0
µ0
B′′z0 −
η′0
µ0
B′z0. (5.9)
Dabei stellt der erste Term auf der rechten Seite einen klassischen Diffusionsterm, wie
er im Sweet-Parker-Modell betrachtet wird, dar. Der zweite Term hängt vom Gradienten
der Resistivität ab und kann ebenfalls die Bedingung eines ins Plasma eingefrorenen Ma-
gnetfeldes verletzten und somit die Rekonnexion beeinflussen. Mit dem resistiven Term
nullter Ordnung für Nz0 aus Gleichung (5.9) lässt sich Gleichung (5.7) schreiben als
(Bz0 vx0)′ + Bz0 vy10 =
η0
µ0
B′′z0 +
η′0
µ0
B′z0. (5.10)
In der resistiven MHD ersetzt diese Gleichung dann Gleichung (4.26) in den reduzierten
Modellen.
Wird nur die Region nahe der Magnetopause betrachtet, lassen sich weiterhin die
Terme, die zum dynamischen Druck gehören, in der Impulsbilanz der nullten Ordnung
(4.27) vernachlässigen. Wird die magnetische Scherung ebenfalls vernachlässigt, verein-
facht sich die Impulsbilanz (4.27) zu einer Druckbilanz:
p0 + B2z0 = konst. (5.11)
Diese Druckbilanz ist die nullte Ordnung von Gleichung (5.1) aus dem vorherigen Ab-
schnitt. Sie beschreibt die Umwandlung des magnetischen Drucks in Gasdruck. Dabei ist
am X-Punkt der Rekonnexion der magnetische Druck vollständig in Gasdruck umgewan-
delt. Anschließend wird der Gasdruck wieder in magnetischen Druck umgewandelt.
Neben einer Erweiterung um einen resistiven Term kann die Reihenentwicklungs-
methode aus Kapitel 4 auch um einen Hall-Term erweitert werden. Anders als bei der
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Erweiterung um den resistiven Term, verletzt ein Hall-Term (1.38) die Symmetrierela-
tionen aus Tabelle 4.1. Daher muss anstatt der Reihenentwicklung der physikalischen
Größen (4.9)–(4.12) der allgemeine Ansatz (4.8) verwendet werden, um die gewöhnli-
chen Differenzialgleichungen aus den stationären MHD-Gleichungen zu gewinnen. Den
Hall-Term kann man als Störung der Symmetrie betrachtet und es werden lediglich Ter-
me, bei denen nur ein Faktor die Symmetrie bricht, in den Differenzialgleichungen be-
rücksichtigt. Beispielsweise würde die Kontinuitätsgleichung (4.1) mit der allgemeinen
Reihenentwicklung ohne Symmetrierelationen Terme wie ρ10 vy00 beinhalten. Jedoch ver-
letzten beide Faktoren, ρ10 sowie vy00, die Symmetrierelationen aus Tabelle 4.1. Daher
wird dieser Term in den Differenzialgleichungen vernachlässigt. Mit dieser Approxima-
tion bleiben alle Differenzialgleichungen (4.25)–(4.41) erhalten, wobei die Beiträge des
Hall-Terms noch zu ergänzen sind. Der Beitrag nullter Ordnung des Hall-Terms (1.38) ist
gegeben durch
NH,z0 = −mie
((
Bz0 Bz10
ρ0
)′
−
(
Bz0 By01
ρ0
)′)
− mi
e
(
Bz0 Bx11
ρ0
− Bz0 B
′
z10
ρ0
)
−mi
e
(
Bx01 Bz10
ρ0
− Bz10 B
′
z0
ρ0
)
.
(5.12)
Wird angenommen, dass Variationen von Bz0 in x˜-Richtung dominieren, vereinfacht sich
die nullte Ordnung des Hall-Terms zu
NH,z0 =
mi
e
By01 − Bz10
ρ0
B′z0. (5.13)
Die Terme des Hall-Magnetfeldes By01 und Bz10 führen zu einer Verletzung des Theorems
des eingefroren Flusses. Gleichung (5.7) mit dem resistiven Beitrag (5.9) und der Hall-
Beitrag (5.13) ergibt
(Bz0 vx0)′ + Bz0 vy10 =
η0
µ0
B′′z0 +
η′0
µ0
B′z0 −
mi
e
By01 − Bz10
ρ0
B′z0. (5.14)
In der resistiven Hall MHD ersetzt diese Gleichung dann Gleichung (4.26) in den redu-
zierten Modellen.
5.3 Analytische Näherung für magnetische Rekonnexion
und Diffusion2
5.3.1 Allgemeine Lösung des Systems nullter Ordnung
Das System nullter Ordnung der nicht-idealen MHD ist durch die Gleichungen (4.25),
(4.27), (4.28) und (5.7) gegeben. Dabei lassen sich für Nz0 verschiedene Terme wie bei-
spielsweise der resistive Beitrag nullter Ordnung (5.9) oder der Hall-Term nullter Ord-
nung (5.13) verwenden. Als Schließungsbedingung für dieses System werden die Koef-
fizientenfunktionen der ersten Ordnung als konstant angenommen. Zusätzlich wird die
magnetische Scherung vernachlässigt, sodass vy10 = konst, vz01 = konst und Bx01 = 0 ist.
2Eine verkürzte Darstellung der Inhalte dieses Kapitel mit der Beschränkung auf magnetische Diffusion
findet sich bei Nabert und Glassmeier (2016b).
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Abbildung 5.3: Die Lösungen von Gleichung (5.15) sind Ellipsen, parametrisiert durch
den Winkel φ, welcher die Dichte ρ0 und das Magnetfeld Bz0 in Beziehung zueinander
setzt.
Der adiabatische Index wird, anders als zuvor, in diesem Abschnitt als γ = 2 gewählt,
was einem Plasma mit zwei Freiheitsgraden entspricht. Dies ist eine Approximation der
echten dreidimensionalen Situation. Damit wird Gleichung (5.11) zu
kP ρ20 +
1
2 µ0
B2z0 = ptot, (5.15)
wobei ptot, die Summe aus Gasdruck und magnetischen Druck, eine Konstante entlang
der x˜-Richtung ist. Die Lösungen von Gleichung (5.15) sind Ellipsen von ρ0 und Bz0, die
sich durch
ρ0 =
√
ptot
kP
cos(φ), (5.16)
Bz0 =
√
2 µ0 ptot sin(φ), (5.17)
beschreiben lassen. Hierbei ist der Dichte-Magnetfeld-Winkel φ eine Funktion von x˜ und
beschränkt durch φ ∈ [−pi/2,+pi/2], weil die Massendichte nicht negativ sein darf. Wie
in Abbildung 5.3 gezeigt, ist die Lösung der Dichte ρ0 und des Magnetfeldes Bz0 durch φ
festgelegt. Die φ bestimmende Differenzialgleichung wird im Folgenden hergeleitet.
In Gleichung (4.25) und (5.7) wird die Dichte ρ0 und das Magnetfeld Bz0 durch die
Ausdrücke (5.16) beziehungsweise (5.17) substituiert. Es folgt
− sin(φ) vx0 φ′ + cos(φ)
(
v′x0 + vy10 + vz01
)
= 0, (5.18)
sin(φ)
(
v′x0 + vy10
)
+ cos(φ) φ′ vx0 = − 1√
2 µ0 ptot
Nz0. (5.19)
Durch die Substitution Nˆz0 := Nz0/(2 µ0 ptot)0.5 lässt sich die Notation abkürzen. Wird
Gleichung (5.19) · cos(φ) von Gleichung (5.18) · sin(φ) subtrahiert, ergibt sich
−vx0 φ′ + cos(φ)
(
vz01 sin(φ) − Nˆz0
)
= 0. (5.20)
Addiert man Gleichung (5.18) · cos(φ) zu Gleichung (5.19) · sin(φ), führt dies auf
v′x0 + vy10 + vz01 cos
2(φ) = −Nˆz0 sin(φ). (5.21)
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Lösen von Gleichung (5.20) bezüglich der Geschwindigkeit vx0 ergibt
vx0 =
1
φ′
cos(φ)
(
vz01 sin(φ) − Nˆz0
)
. (5.22)
Dieser Ausdruck für die Geschwindigkeit wird nach x˜ differenziert und für v′x0 in Glei-
chung (5.21) eingesetzt:
−2 cos(φ) φ′ Nˆ′z0 + 2 cos(φ) φ′′
(
−vz01 sin(φ) + Nˆz0
)
+φ′2
(
2 vy10 + vz01 + 3 vz01 cos(2φ) + 4 Nˆz0 sin(φ)
)
= 0.
(5.23)
Dies ist eine gewöhnliche Differenzialgleichung für den Dichte-Magnetfeld-Winkel φ.
Die Lösung dieser Differenzialgleichung kann in Gleichung (5.16), (5.17) und (5.22) ein-
gesetzt werden, um die Dichte, das Magnetfeld beziehungsweise die Geschwindigkeit
zu berechnen. Die Ordnung der Differenzialgleichung hängt von den Differenzialen des
Quellterms Nˆz0 ab. Ohne einen Quellterm ist die Differenzialgleichung von zweiter Ord-
nung und es müssen zwei Randbedingungen φ(x˜0) und φ′(x˜0) festgelegt werden. Diese
können am X-Punkt der Rekonnexionsregion (x˜0 = x˜rec), an dem die Magnetfeldampli-
tude Bz0 verschwindet, bestimmt werden. Nach Gleichung (5.17) führt dies auf die erste
Randbedingung:
φ(x˜rec) = 0. (5.24)
Die Geschwindigkeit am X-Punkt kann durch die asymmetrische Situation der Rekonne-
xion an der Magnetopause einen endlichen Wert annehmen, welcher mit vrec bezeichnet
wird. Damit lässt sich Gleichung (5.22) umschreiben zu
φ′(x˜rec) = − Nˆz(x˜rec)vrec . (5.25)
Zunächst wird der Quellterm einer endlichen Leitfähigkeit des Plasmas betrachtet.
Dieser ist in der Näherung nullter Ordnung durch Gleichung (5.9) beschrieben. Dabei
wird sich in diesem Kapitel auf eine homogene Leitfähigkeit beschränkt, wodurch sich
Gleichung (5.9) vereinfacht zu
NR,z0 = −DB,0 ∂2xBz0, (5.26)
wobei DB,0 := η0/µ0 die Diffusivität nullter Ordnung ist. Wird der Ausdruck für das
Magnetfeld aus Gleichung (5.17) substituiert, erhält man
NR,z0 = −DB,0
√
2 µ0 ptot
(
cos(φ) φ′′ − sin(φ) φ′2
)
, (5.27)
beziehungsweise für die normierte Darstellung NˆR,z0 folgt
NˆR,z0 = −DB,0
(
cos(φ) φ′′ − sin(φ) φ′2
)
. (5.28)
Substituiert man den Ausdruck am X-Punkt der Rekonnexion in Gleichung (5.25), ergibt
sich
φ′′(x˜rec) =
vrec
DB,0
φ′(x˜rec). (5.29)
120
5.3 Analytische Näherung für magnetische Rekonnexion und Diffusion
30
-0.5
0.5
1.0
0.2
0.6
1.0
1.0
200 400 600 800 1000
0.0
0.0
0
v
x
0
[k
m
/s
]
f
r
0
B
z
0
Abstand  [km]
-30
Abbildung 5.4: Exemplarische Lösungen der Gleichungen (5.18) und (5.19) für verschie-
dene Werte von vrec in blau, rot und grün. Eine verschwindende Geschwindigkeit defi-
niert den Stagnationspunkt, welche durch eine vertikale gestrichelte Linie hervorgeho-
ben ist. Es wird die normierte Dichte ρˆ0 = ρ0/(ptot/kP)0.5 und das normierte Magnetfeld
Bˆz0 = Bz0/(2 µ0 ptot)0.5 gezeigt. Die Lösung in blau zeigt eine vollständige Umwandlung
des Gasdrucks in magnetischen Druck am Stagnationspunkt.
Die Randbedingung (5.29) entsteht aus den Ableitungen zweiter Ordnung bezüglich
des Ortes durch die Erweiterung der MHD-Gleichungen um eine endliche elektrische
Leitfähigkeit. Um die Auswirkungen dieser Randbedingung zu untersuchen, wird das
hier betrachtete erweiterte Reihenentwicklungsmodell nullter Ordnung für verschiedene
Randbedingungen gelöst. Für eine numerische Berechnung ist das Lösen der Gleichun-
gen (5.18) und (5.19) nach vx0 und φ besser geeignet als das Lösen der Rekonnexi-
onsdifferenzialgleichung, da durch die Rechenoperationen wie die Division durch φ′
Singularitäten auftreten können. Die Lösung der Gleichungen (5.18) und (5.19) für ver-
schiedene Werte von vrec ist in Abbildung 5.4 dargestellt. Als Randbedingungen wurden
φ(0) = −0.5 und φ′(0) = 0 /km verwendet. Für die Geschwindigkeit am Einströmrand
wird vx0(0) = 2.0 km/s, vx0(0) = 1.5 km/s und vx0(0) = 1.0 km/s gewählt. Die Koef-
fizienten erster Ordnung sind vy10 = vz01 = 10−3 /s und Bx01 = 0 nT/km. Wie in den
MHD-Simulationen aus Kapitel 2.3 ist die Resistivität η0 = 5 · 104 Vm/A.
Da die Magnetopause in dieser Arbeit durch eine verschwindende Normalkompo-
nente der Geschwindigkeit definiert ist, gilt dort vx0 = 0. Verschiedene Werte für vrec
sind verknüpft mit unterschiedlichen Abständen des X-Punktes zur Magnetopause. Wie
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in Abbildung 5.4 zu sehen, steigt der Wert von φ an der Magnetopause mit steigender Ge-
schwindigkeit vrec an, bis der Winkel den Wert pi/2 bei einer bestimmten maximalen Ge-
schwindigkeit erreicht. Für diesen Fall ist der Gasdruck an der Magnetopause vollständig
in magnetischen Druck umgewandelt. Bei einer weiteren Erhöhung der Geschwindigkeit
vrec tritt kein Stagnationspunkt mehr auf und somit existiert keine sinnvolle stationäre Lö-
sung in der Magnetosheath. In den anderen gezeigten Fällen ist die Druckumwandlung an
der Magnetopause nicht vollständig und geht dahinter weiter. Dabei ist die Strömungsge-
schwindigkeit in der Magnetosphäre negativ, das heißt gegen die Magnetopause gerich-
tet. Folglich strömt in solchen Fällen Plasma von beiden Seiten auf die Magnetopause
zu. Die Einströmgeschwindigkeit von der magnetosphärischen Seite kann beispielsweise
durch Konvektionsströmungen zustande kommen. Der konkrete Wert für die Einströmge-
schwindigkeit lässt sich durch die Randbedingung (5.25) festlegen.
Für alle in Abbildung 5.4 betrachteten Fälle verhält sich der Dichte-Magnetfeld-
Winkel in einer Umgebung um den X-Punkt etwa linear. Daher liegt es nahe, φ durch eine
Reihenentwicklung um den X-Punkt darzustellen:
φ(x˜) =
Nφ∑
i=0
φi (x˜ − x˜rec)i. (5.30)
Um eine erste analytische Approximation für die Lösung zu erhalten, wird die Reihenent-
wicklung nach der zweiten Ordnung (Nφ = 2) abgebrochen. Die Randbedingung (5.24)
ergibt φ0 = 0 und Gleichung (5.29) führt auf
φ2 =
vrec
2 DB,0
φ1. (5.31)
Mit diesen Ergebnissen ist die nach der zweiten Ordnung abgebrochene Reihenentwick-
lung (5.30) gegeben durch
φ(x˜) =
(
(x˜ − x˜rec) + vrec2 DB,0 (x˜ − x˜rec)
2
)
φ1, (5.32)
wobei noch der Koeffizient φ1 zu bestimmen ist.
Dieser Ansatz wird in die Rekonnexionsdifferenzialgleichung (5.23) unter Verwen-
dung des resistiven Quellterms (5.28) eingesetzt. Die dann resultierende Gleichung wird
an der Stelle x˜ = x˜rec ausgewertet, was den Entwicklungskoeffizienten φ1 bestimmt zu
φ1 = ±
√
DB,0
(
vy10 + 2 vz01
)
− v2rec
DB,0
. (5.33)
Weil die Koeffizienten φ1 und φ2 reelle Zahlen sind, muss der Term unter der Wurzel
positiv sein. Dies führt zu folgender Bedingung:
v2rec ≤ DB,0
(
vy10 + 2 vz01
)
. (5.34)
Der funktionale Zusammenhang dieser Relation bleibt auch erhalten, wenn Entwicklungs-
koeffizienten höherer Ordnung die Reihenentwicklung (5.30) mit einbezogen werden.
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Eine approximative Lösung für den Winkel φ erhält man, indem die Ergebnisse für φ1
aus Gleichung (5.33) in Ansatz (5.32) eingesetzt werden:
φ(x˜) = ±
(
(x˜ − x˜rec) + vrec2 DB,0 (x˜ − x˜rec)
2
) √DB,0 (vy10 + 2 vz01) − v2rec
DB,0
. (5.35)
Die Lösungen werden in Gleichung (5.22) substituiert. Durch eine Reihenentwicklung
um x˜rec ergibt sich die Geschwindigkeitsverteilung
vx0 = vrec −
(
vy10 + vz01
)
(x˜ − x˜rec)
+
(
7 v3rec − 5 DB,0 vrec vy10 − 11 DB,0 vrec vz01
) 1
2 D2B,0
(x˜ − x˜rec)2 + ... . (5.36)
Werden nur die nullte und erste Ordnung berücksichtigt, ergibt sich
vx0 = vrec −
(
vy10 + vz01
)
(x˜ − x˜rec) . (5.37)
5.3.2 Geometrie der Diffusionsregion
Die Magnetopausenlage auf der Stagnationslinie fällt mit dem Stagnationspunkt am Ur-
sprung des Koordinatensystems x˜st = 0 zusammen, sodass dort vx0(x˜st) = 0 ist. Der
Abstand zwischen dem X-Punkt der Rekonnexion und dem Stagnationspunkt ∆xrec :=
x˜st − x˜rec = −x˜rec > 0 wird im Folgenden berechnet. Dazu wird der Fall vollständiger Um-
wandlung von Gasdruck in magnetischen Druck betrachtet, was eine obere Abschätzung
der Länge angibt.
Für eine Auswertung von Gleichung (5.37)an der Stelle x˜ = x˜st = 0, ergibt sich
∆xrec =
vrec
vy10 + vz01
. (5.38)
Nach dem Sweet-Parker-Modell findet die Beschleunigung des Plasmas bei magnetischer
Rekonnexion im Wesentlichen entlang der Magnetfeldrichtung statt, sodass vy10 << vz01
angenommen werden kann. Dann reduziert sich Gleichung (5.38) auf
∆xrec ≈ vrecvz01 (5.39)
und Ungleichung (5.34) auf
v2rec ≤ 2DB,0 vz01. (5.40)
Dann folgt die Bedingung
vrec ≤ 2 η0
µ0 ∆xrec
. (5.41)
Am Stagnationspunkt, mit der Bedingung vollständiger Druckumwandlung in magneti-
schen Druck, ist φ(x˜ = x˜st) = pi/2. Dann ergibt sich aus Gleichung (5.35) unter der
Annahme vy10 << vz01 die Bedingung
pi
2
= ±
(
∆xrec +
vrec
2DB,0
∆x2rec
) √
2vz01 DB,0 − v2rec
DB,0
. (5.42)
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Diese Gleichung bestimmt den Abstand des Rekonnexionspunktes zum Stagnationspunkt.
Die Abschätzung dieser Länge in Ungleichung (5.41) legt folgenden Ansatz für die Lö-
sung nahe:
∆xrec = ast
DB,0
vrec
, (5.43)
mit einer zu bestimmenden Konstanten ast. Diese lässt sich bestimmen, indem Glei-
chung (5.39) und Ansatz (5.43) in Gleichung (5.42) eingesetzt wird:
±pi
2
= ast
(
1 +
ast
2
) √ 2
ast
− 1. (5.44)
Diese Bestimmungsgleichung für ast ist durch den hinteren Term beschränkt mit 0 <
ast ≤ 2 und damit konsistent mit Ungleichung (5.41). Die numerischen Lösungen sind
ast ≈ 1.22 und ast ≈ 1.34, sodass sich ein mittlerer Wert von ast ≈ 1.28 angeben lässt.
Die Ergebnisse stimmen mit den numerischen Rechnungen, die in Abbildung 5.4 gezeigt
wurden, überein.
Die Resultate der analytischen Näherung für die endliche, homogene Leitfähigkeit
an der Magnetopause lassen sich mit den Ergebnissen des symmetrischen Sweet-Parker-
Modells vergleichen. Da das Sweet-Parker-Modell eine zweidimensionale Rekonnexions-
situation betrachtet, wird das hier betrachtete Modell zunächst auf die xz-Ebene durch
vy10 = 0 eingeschränkt. Gleichung (5.39) kann in Gleichung (5.43) eingesetzt werden, um
den Abstand ∆xrec zu eliminieren. Dies führt auf
v2rec = ast
η0
µ0
vz01. (5.45)
Die Sweet-Parker Relationen (1.42), (1.44) und (1.45) aus Kapitel 1.5 ergeben ihrerseits
v2in =
η
µ0
∂zvz. (5.46)
Der Koeffizient vz01 entspricht der partiellen Ableitung ∂zvz nahe der Stagnationslinie, was
für das Sweet-Parker-Modell
v2in =
η
µ0
vz01 (5.47)
bedeutet. Diese Relation ist ähnlich zu der hier abgeleiteten Relation (5.45) für die Re-
konnexion an der Magnetopause unter vollständiger Druckumwandlung in magnetischen
Druck am Stagnationspunkt. Man kann erkennen, dass sich die Einströmgeschwindigkeit
des Sweet-Parker-Modells mit der Geschwindigkeit am X-Punkt der Rekonnexion vrec
identifiziert lässt. Im klassischen Sweet-Parker-Modell verschwindet aufgrund der sym-
metrischen Einströmsituation die Geschwindigkeit am X-Punkt. Weiterhin entspricht die
Breite der Diffusionsregion im Sweet-Parker-Modell dSP über Gleichung (1.45) dem Ab-
stand der Magnetopause zum X-Punkt ∆xrec aus Relation (5.43).
Nach diesen Ausführungen bezüglich des resistiven Quellterms wird im Folgenden
kurz der Einfluss des Hall-Terms auf die Rekonnexionsregion untersucht. Diese Betrach-
tung ist jedoch deutlich komplizierter. Dies liegt daran, dass sich die Magnetfeldbeschrei-
bung nicht mehr ausschließlich auf die niedrigsten Ordnungen reduzieren lässt. Wird der
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zugehörige Quellterm (5.13) in Gleichung (5.25) für Nz0 substituiert, ergibt sich mit der
Randbedingung (5.24) für die Geschwindigkeit im X-Punkt
vrec =
mi
e
By01 − Bz10
ρ0
. (5.48)
Geht man nun von einem verschwindenden Hall-Magnetfeld im Rekonnexionspunkt aus,
ergibt sich vrec = 0. Unter dieser Voraussetzung lässt sich anhand der Geschwindigkeit
im Rekonnexionspunkt zwischen Rekonnexion durch den resistiven Term und Rekon-
nexion durch den Hall-Term unterscheiden. Allerdings ist in der Regel auch bei Hall-
Rekonnexion eine endliche elektrische Leitfähigkeit präsent, weshalb es zu einer endli-
chen Geschwindigkeit im X-Punkt kommt.
5.4 Magnetopausenlage bei südwärtigem Sonnenwind-
magnetfeld
Magnetische Rekonnexion beeinflusst nicht nur die Verteilung der elektrischen Ströme in
der Magnetosheath, sondern auch die Lage der Magnetosheath. Nach Mead und Beard
(1964) lässt sich die Position der Magnetopause aus dem Druckgleichgewicht zwischen
dem dynamischen Druck im Sonnenwind und dem magnetischen Druck der Magneto-
sphäre über Gleichung (4.101) bestimmen. Die Lage der Magnetopause am subsolaren
Punkt ergibt sich dann über Gleichung (4.103). Vergleiche mit Modellen von Shue et al.
(1998) bestätigen die Gültigkeit dieser Gleichung für ein nordwärtiges Sonnenwindma-
gnetfeld. Für ein südwärtiges Sonnenwindmagnetfeld, also eines mit einer signifikanten
Komponente parallel zum Dipolmoment der Erde, werden Magnetopausenabstände be-
obachtet, die kleiner sind als durch Gleichung (4.103) bestimmt. Dieser Effekt wurde in
den 70er Jahren entdeckt und wird auch als Erosion der Magnetopause bezeichnet (Au-
bry et al. 1970, Fairfield 1971). Kovner und Feldstein (1973) interpretierten die Erosion
als ein Durchdringen des Magnetfeldes der Magnetosheath in die Magnetosphäre, weil
das Magnetfeld direkt hinter der Magnetopause kleiner war als nach dem Modell von
Mead und Beard (1964). Dabei wird die Ursache dieses Durchdringens allerdings nicht
beantwortet (Pudovkin et al. 2002).
Die Erosion der Magnetopause unter südwärtigem Sonnenwindmagnetfeld lässt sich
auch für eine quasi-stationäre Magnetosphäre in MHD-Simulationen beobachten. Es wur-
de zuvor gezeigt, dass sich der magnetische Druck vor dem X-Punkt der Rekonnexi-
on entlang der Stagnationslinie durch magnetische Rekonnexion in Gasdruck umwandelt
und dann, zum Stagnationspunkt hin, wieder in magnetischen Druck umwandelt. Dabei
ändert der Umwandlungsprozess nichts an dem Druck aus dem Sonnenwind, der an der
Magnetopause als magnetischer Druck der ankommenden Strömung vorliegt. Die einzige
Möglichkeit die Magnetopausenposition für gleiche Sonnenwindbedingungen zu ändern
sind elektrische Ströme außerhalb der Magnetosheath, die den magnetischen Druck sei-
tens der Magnetosphäre verändern.
Hill und Rassbach (1975) sowie Maltsev und Liatskii (1975) schlugen vor, diese elek-
trischen Ströme mit den feldparallelen Birkeland-Strömen zu identifizieren. Betrachtet
man die elektrischen Ströme innerhalb der Magnetosheath, sind diese für ein nordwär-
tiges Magnetfeld in der tagseitigen Magnetosheath ostwärts gerichtet. Dann springt zu-
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Abbildung 5.5: Skizze der Magnetfeldverteilung entlang der Stagnationslinie für südwär-
tiges Sonnenwindmagnetfeld zwischen der Bugstoßwelle (BS) und der Magnetopause
(MP). Die Region des sich negativ anstauenden Magnetfeldes (Pile-up) geht in die Re-
konnexionsregion über.
nächst das Magnetfeld an der Bugstoßwelle auf einen höheren Wert und steigt danach
weiter, bis zur Magnetopause hin, an. Im Gegensatz dazu sind für ein südwärtiges Son-
nenwindmagnetfeld die elektrischen Ströme sowohl ostwärts als auch westwärts gerich-
tet. Dabei springt die Magnetfeldstärke von kleinen zu größeren negativen Werten an der
Bugstoßwelle und anschließend staut sich das negative Magnetfeld in der Magnetosheath
weiter an (siehe Abb. 5.5). In diesem Teil der Magnetosheath sind folglich westwärtige
elektrische Ströme zu erwarten, wohingegen die Feldstärke hinter dem Grenzpunkt x˜int
wieder ansteigt, was mit ostwärtigen elektrischen Strömen einhergeht.
Magnetische Rekonnexion kann die Magnetosphäre öffnen, sodass sich Feldlinien des
Magnetfeldes der inneren Magnetosphäre mit Feldlinien in der Magnetosheath verbinden
können und in die Ionosphäre führen. Aufgrund der hohen elektrischen Leitfähigkeit ent-
lang von Feldlinien sowie in der Ionosphäre ist es möglich, dass die westwärtigen elektri-
schen Ströme der Magnetosheath nahe der Cusp-Region entlang der Feldlinien des Erd-
magnetfeldes über die Ionosphäre geschlossen werden, wie von Hill und Rassbach (1975)
sowie Maltsev und Liatskii (1975) vorgeschlagen. Dann kann ein elektrischer Strom so-
wohl über die nördliche Cusp-Region als auch über die südliche Cusp-Region fließen.
Auch anderer Ströme, wie zum Beispiel der Neutralschichtstrom, können durch das Son-
nenwindmagnetfeld beeinflusst werden, sodass dies zu einer Erosion der Magnetopause
führt.
Um die Effekte solcher Ströme zu untersuchen, wird angenommen, dass sie sich durch
eine planare Stromschicht senkrecht zur x-Richtung des Reihenentwicklungsmodells ap-
proximieren lassen, welche dieselbe Stromdichte wie die westwärtigen Ströme in der
Magnetosheath besitzt. Weiterhin wird das Anstauen des negativen Magnetfeldes ver-
nachlässigt und sich im Wesentlichen auf den elektrischen Strom an der Bugstoßwelle
beschränkt. Das Feld an der Bugstoßwelle springt von BSW auf BSW/gB, wie in Glei-
chung (4.45) beschrieben. Somit ist das Magnetfeld des elektrischen Schließungsstroms
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bei der Magnetopause durch
~Bj,ext =
1
2
 ~BSWgB − ~BSW
 (5.49)
gegeben, wobei hier ~BSW = (0, 0, BSW)T ist.
In der Formulierung des magnetosphärischen Drucks von Mead und Beard (1964) in
Gleichung (4.80) wurde das Erdmagnetfeld als einziges externes Magnetfeld angenom-
men und der Einfluss eines Sonnenwindmagnetfeldes vernachlässigt. Im Gegensatz dazu
werden hier, um die Auswirkungen eines südwärtigen Sonnenwindmagnetfeldes abzu-
schätzen, das Sonnenwindmagnetfeld und das Magnetfeld des Schließungsstroms mit be-
rücksichtigt. Dazu wird das Erdmagnetfeld in Gleichung (4.80) ersetzt durch das gesamte
externe Magnetfeld: ~BE ← ~BE + ~Bj,ext + ~BSW. Es folgt für den magnetosphärischen Druck
ptot,MP,2 dann
ptot,MP,2 =
(
f
(
~BE + ~Bj,ext + ~BSW
)
× ~ξMP
)2
2 µ0
. (5.50)
Mit ptot,MP ← ptot,MP,2 in Gleichung (4.101) ergibt sich am Stagnationspunkt (y = z = 0)
der zugehörige Magnetopausenabstand ∆xMP,2 zu
∆xMP,2 =
 M√2 µ0 Kdyn ρSW v2SW
f − 12 1+gBgB BSW

1
3
. (5.51)
Der rechte Term im Nenner dieses Ausdrucks beschreibt dabei die Modifikation des Ma-
gnetopausenabstands durch das südwärtige Sonnenwindmagnetfeld.
Die Ergebnisse für einen Sonnenwind mit vSW = 400 km/s, NSW = 8 /cm3 und
pSW = 0.01 nPa sowie M = 7.6 · 1015 T m3 sind in Abbildung 5.6 dargestellt. Dabei
wurde das Dipolmoment M so gewählt, dass der Magnetopausenabstand beider Model-
le für einen magnetfeldfreien Sonnenwind übereinstimmt. Der Magnetopausenabstand
verringert sich für ein stärkeres negatives Sonnenwindmagnetfeld. Dabei nimmt die Stei-
gung der Kurve zu größeren Sonnenwindmagnetfeldern hin ab. Die Ergebnisse werden
mit dem empirischen Modell von Shue et al. (1998) nach Gleichung (2.35) verglichen.
Beide Modelle zeigen ein ähnliches Verhalten. Das Shue-Modell zeigt eine Sättigung bei
hohen Sonnenwindmagnetfeldstärken. Dabei wurden allerdings nur Daten mit Sonnen-
windbedingungen größer als −20 nT für das Modell verwendet, sodass über den genauen
Verlauf bei hohen Feldstärken nicht viel ausgesagt werden kann. In dem Bereich von
−20 nT < BSW < 0 nT zeigen beide Modelle ein ähnliches Verhalten.
Für das hier hergeleitete analytische Modell für die Erosion der Magnetopause wur-
den stark einschränkende Annahmen für den Schließungsstrom gemacht, die noch weiter
überprüft werden müssen. Bei der Erde zeigt sich schon eine relativ gute Übereinstim-
mung zwischen den Modellresultaten und Daten, jedoch muss dieser Zusammenhang
noch besser verstanden werden, um eine Übertragung des Modells für Merkur zu er-
möglichen. Es müsste für eine genauere Betrachtung insbesondere die dreidimensionale
Geometrie des Schließungstromes besser berücksichtigt werden. Dabei muss auch geklärt
werden, welches Stromsystem der Magnetosphäre hauptsächlich für die Erosion verant-
wortlich ist.
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Abbildung 5.6: Der subsolare Magnetopausenabstand in Abhängigkeit von der z-
Komponente des Sonnenwindmagnetfeldes. Dabei wird der über Gleichung (5.51) be-
rechnete Abstand (blau) verglichen mit dem Abstand aus dem Modell von Shue et al.
(1998) (rot).
5.5 Schätzung der Resistivität durch Diffusion3
Die Resistivität beziehungsweise die Leitfähigkeit des Plasmas stellt einen wichtigen Pa-
rameter in der MHD-Beschreibung der Wechselwirkung zwischen dem Sonnenwind und
dem planetaren Magnetfeld dar. Dieser Parameter lässt sich mit den zuvor hergeleiteten
Beziehungen aus Magnetfelddaten von Raumfahrtmissionen abschätzen.
Dazu wird ausgenutzt, dass auch ohne Sonnenwindmagnetfeld eine endliche Resistivi-
tät die Magnetfeldverteilung an der Magnetopause beeinflusst. Die endliche Leitfähigkeit
ruft magnetische Diffusion hervor, sodass das planetare Magnetfeld in die Magnetosheath
eindringt, was den Magnetfeldanstieg an der Magnetopause verbreitert. Dieser Effekt be-
ruht dabei auf dem resistiven Quellterm (1.36) und ist von einem magnetischen Pile-up
zu unterscheiden, bei dem sich das nordwärtige Sonnenwindmagnetfeld vor der Magne-
topause anstaut. Um den Diffusionsprozess abzuschätzen, werden die Berechnungen aus
Kapitel 5.3 zusammen mit Ergebnissen aus Kapitel 4.2 genutzt. Es sei bemerkt, dass die
Reihenentwicklungsmodelle der idealen MHD und die Erweiterung um Terme der nicht-
idealen MHD unterschiedliche Koordinatensysteme nutzen.
Es wird im Folgenden eine Situation ohne Sonnenwindmagnetfeld betrachtet, sodass
sich kein Sonnenwindmagnetfeld in der Magnetosheath anstauen kann. Aufgrund der ma-
gnetischen Diffusion für eine hier betrachtete endliche Resistivität gibt es einen Punkt x˜diff
in der Magnetosheath nahe des Stagnationspunktes, ab dem das Magnetfeld beginnt si-
gnifikant anzusteigen. Dabei wird angenommen, dass das Magnetfeld an diesem Punkt
noch Null ist. Dann lässt sich dieser Punkt mit dem X-Punkt der Rekonnexion identifizie-
ren, an dem die Magnetfeldamplitude verschwindet, sodass x˜diff = x˜rec für den Fall eines
3Der Inhalte dieses Kapitels ist bei Nabert und Glassmeier (2016b) entnommen.
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magnetfeldfreien Sonnenwinds gilt.
Die Geschwindigkeit in der Magnetosheath ohne ein Sonnenwindmagnetfeld nimmt
im Rahmen der idealen MHD gemäß des Reihenentwicklungsmodells nullter Ordnung
eähnlichentlang der Stagnationslinie linear ab, was durch Gleichung (4.87) mit dem Ko-
effizienten der Geschwindigkeitsabnahme aus Gleichung (4.91) beschrieben wird. Der-
selbe lineare Geschwindigkeitsabfall setzt sich auch in ein Gebiet endlicher Resistivität
fort, wie zuvor in Gleichung (5.37) gezeigt. Kombiniert man den linearen Geschwindig-
keitsabfall nach Gleichung (4.87) für den Fall eines magnetfeldfreien Sonnenwinds und
Gleichung (5.37), ergibt sich4
vrec = vBS
∆xst
xMS
. (5.52)
Zusammen mit Gleichung (5.43) ergibt sich die Resistivität zu
η0 =
µ0
ast
vBS
xMS
∆x2st. (5.53)
Dabei gibt ∆xst den Abstand von x˜diff zum Stagnationspunkt an.
Berchem und Russell (1982) nutzten ISEE 1 und 2 Beobachtungen von Magnetfeld-
profilen, um die Dicke der Magnetopause aus der lokalisierten Stromschicht an der Ma-
gnetopause zu bestimmen. In den Definitionen dieser Arbeit besitzt die Magnetopause
keine endliche Dicke und der Anstieg des Magnetfeldes wird als Teil der Magnetosheath-
lösung angesehen. Daher beschreibt die Dicke der Magnetopause aus Berchem und Rus-
sell (1982) den Abstand ∆xst, wo das Magnetfeld sich auch ohne Pile-up stark ändert.
Sie geben einen mittleren Wert von etwa ∆xst ≈ 583 km nahe des subsolaren Punkts
an. Für die Sonnenwindbedingungen bei der Erde aus Tabelle 1.1 ergibt sich nach Glei-
chung (4.93) eine mittlere Magnetosheathdicke von 2.9 RE. Weiterhin ergibt sich nach
den Rankine-Hugoniot-Bedingungen eine Geschwindigkeit hinter dem subsolaren Punkt
der Bugstoßwelle von vBS = 116 km/s. Wird wie zuvor beschrieben ast = 1.28 ge-
wählt, folgt mit Gleichung (5.53) eine Resistivität von η0 = 0.21 · 104 Vm/A. Eine et-
was größere mittlere Dicke von ∆xst ≈ 700 km würde auf einen Wert der Resistivität von
η0 = 0.30 · 104 Vm/A führen. Die Werte nach Gleichung (5.53) liegen im gleichen Be-
reich wie der von Alexeev (1986) angegebene Wert von η = 0.3 · 104 Vm/A, der aus einer
Abschätzungen der ionenakustischen Instabilität gewonnen wurde. Die Spitzer Resistivi-
tät, die durch klassische Teilchenstößen hervorgerufen wird, ist für eine Temperatur von
105 K und einem Coulomb-Logarithmus von 20 um 7 Größenordnungen kleiner als dieser
Wert (Spitzer 1956). Dieses Ergebnis ist in Übereinstimmung mit beobachteten Rekon-
nexionsraten an der Magnetopause. Jedoch der hier geschätzte Wert der Resistivität um
mehr als eine Größenordnung kleiner als der in den MHD-Simulationen aus Kapitel 2 und
3 verwendete Wert für die Plasmaresistivität von η = 5 · 104 Vm/A. Dabei ist auch der
kleinste mögliche Wert η = 2.7 ·104 Vm/A, bei dem eine stabile Simulation noch möglich
war um eine Größenordnung größer (siehe Kap. 4.6). Folglich ist es nicht möglich, die
korrekten Werte für eine elektrische Leitfähigkeit des Plasmas in den MHD-Simulationen
zur Parameterschätzung zu verwenden.
4Eine zu Relation (5.53) ähnliche Beziehung wird auch bei Heyner et al. (2016) benutzt, um die Dicke
einer Rekonnexionsregion abzuschätzen. Dort wurde die Beziehung aus Skalenabschätzungen des Sweet-
Parker Modells gewonnen, ohne die Situation an der Magnetopause genauer zu betrachten.
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Eine ähnliche Schätzung der Resistivität lässt sich auch mit MESSENGER-Daten
bei Merkur durchführen. Von Winslow et al. (2013) wurde ein mittlerer Magnetopau-
senabstand von 1.45 RM bestimmt. Weiterhin wird ein mittlerer Bugstoßwellenabstand
von 1.96 RM angegeben. Die mittlere Sonnenwindgeschwindigkeit wird nach Tabelle 1.1
mit 430 km/s angenommen. Mit den Sonnenwindbedingungen für den Sonnenabstand
von Merkur bei 0.31 AU ergibt sich eine Geschwindigkeit hinter der Bugstoßwelle von
vBS = 143 km/s. Für den Fall eines Abstands von Merkur zur Sonne von 0.47 AU ist
vBS = 127 km/s. Dies ergibt eine mittlere Geschwindigkeit von vBS = 135 km/s. Die
mittlere Dicke der Magnetopause wurde aus Magnetfeldbeobachtungen von Dibraccio
et al. (2013) aus MESSENGER-Daten mit 43 Magnetopausendurchgängen bestimmt zu
∆xst = 97.3 km. Mit diesen Werten lässt sich über Gleichung (5.53) die Resistivität an der
subsolaren Magnetopause berechnen zu η0 = 0.1 · 104 Vm/A. Folglich liegen die Resi-
stivitäten an der subsolaren Magnetopause von Merkur und Erde in der gleichen Größen-
ordnung.
Im Rahmen der idealen MHD wurde gezeigt, dass die Dichte der Magnetosheath am
Stagnationspunkt verschwindet und der gesamte Druck als magnetischer Druck am Sta-
gnationspunkt vorliegt. Ein endliches Sonnenwindmagnetfeld kann sich dabei vor der
Magnetopause anstauen. Für den Grenzfall eines verschwindenden Sonnenwindmagnet-
feldes bleibt die Magnetosheath magnetfeldfrei. Wird eine endliche elektrische Leitfähig-
keit im Plasma berücksichtigt, dann kann das planetare Magnetfeld in die Magnetosheath,
das heißt in die Umströmungsregion, durch Diffusion eindringen. Liegt ein südwärtiges
Sonnenwindmagnetfeld vor, dann ergibt sich eine antiparallele Magnetfeldkonfigurati-
on zwischen dem diffundierten planetaren Magnetfeld und dem Sonnenwindmagnetfeld.
Dies führt zu magnetischer Rekonnexion, bei der magnetische Energie in thermische und
kinetische Energie umgewandelt wird.
Durch die Erweiterung der MHD-Gleichungen um eine endliche Leitfähigkeit treten
Terme mit zweiten Ableitungen auf, die zusätzliche Randbedingungen für eine stationäre
Lösung erfordern. Dadurch muss, im Gegensatz zur idealen MHD, am Stagnationspunkt
nicht zwangsweise eine vollständige Umwandlung des Drucks in magnetischen Druck
vorliegen. Dabei bestimmen die magnetosphärischen Bedingungen, wie zum Beispiel ei-
ne Konvektionsströmung in der Magnetosphäre gegen die Magnetopause, den Grad der
Druckumwandlung.
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6 Einfluss einer inhomogenen
Resistivität auf die Bedingungen für
Stoßwellen1
Im vorherigen Kapitel wurde magnetische Rekonnexion aufgrund einer antiparallelen
Magnetfeldkonfiguration in der Magnetosheath betrachtet. Dabei stand die in die Ma-
gnetosheath eingebettete Lösung im Zusammenhang mit den Sweet-Parker-Relationen.
Bei diesen Rekonnexionsprozessen vom Sweet-Parker-Typ wird durch Diffusion des an-
tiparallelen Magnetfeldes in einer Region endlicher elektrischer Leitfähigkeit magneti-
sche Energie in thermische und kinetische Energie umgewandelt. Petschek (1964) schlug
vor, dass auch langsame Stoßwellen (englisch: slow shocks) zu einer solchen Energieum-
wandlung beitragen können. Solche Stoßwellen können die Geometrie der Rekonnexi-
onsregion verändern und die Plasmaströmung beeinflussen. Plasmasimulationen von ma-
gnetischer Rekonnexion haben gezeigt, dass eine lokale Erhöhung der Resistivität auf
eine Lösung mit langsamen Stoßwellen führen kann (siehe z. B. Ugai und Tsuda 1977,
Scholer 1989, Yan et al. 1992). Beispielsweise sind Mikroinstabilitäten in der Lage eine
lokal erhöhte Resistivität hervorzurufen (siehe z. B. Treumann 2001). Solche Vorgänge,
die zu einer veränderten Resistivitätsverteilung führen, sind allerdings außerhalb einer
MHD-Beschreibung.
In diesem Kapitel werden notwendige Bedingungen für das Auftreten von Stoßwellen,
insbesondere nahe einer Rekonnexionsregion, in einem MHD-Plasma mit inhomogener
Resistivität untersucht. MHD-Simulationen sind dafür nur bedingt geeignet, weil nume-
rische Fehler, wie in Kapitel 4.6 gezeigt, starke Auswirkungen auf die Lösung haben
können. Da auch starke Variationen einer inhomogenen Resistivitätsverteilung senkrecht
zur Strömung betrachtet werden, ist die Verwendung einer Reihenentwicklungsmethode,
wie sie zuvor in Kapitel 4 und 5 benutzt wurde, ebenfalls nicht sinnvoll. Deshalb wird
in diesem Kapitel eine neue Methode entwickelt, mit der sich notwendige Bedingungen
für Stoßwellen in einem inhomogenen resistiven MHD-Plasma analytisch herleiten las-
sen. Diese Bedingungen können auch mit der Ausbreitungsgeschwindigkeit für Wellen
im Plasma in Zusammenhang gebracht werden. Durch die Beobachtung solcher Effekte
mit Raumfahrzeugen lassen sich so Rückschlüsse auf die Inhomogenität der Resistivitäts-
beziehungsweise Leitfähigkeitsverteilung des Plasmas ziehen.
1Die Ausführungen dieses Kapitels sind im Wesentlichen aus Nabert und Glassmeier (2016a) entnom-
men.
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6.1 Quasi-eindimensionale Betrachtung
Im Rahmen der idealen MHD lassen sich die Bedingungen für Stoßwellen aus den
Rankine-Hugoniot-Bedingungen (1.53)–(1.58) herleiten. Dazu werden die Lösungen der
Rankine-Hugoniot-Bedingungen für eine nicht-verschwindende Geschwindigkeitskom-
ponente bezüglich der Stoßwellennormalen berechnet. Es existieren insbesondere dann
Lösungen mit Stoßwellen, falls die Strömungsgeschwindigkeit größer als die magnetoso-
nische Geschwindigkeit im Plasma ist (siehe z. B. Petrinec und Russell 1997).
Um die Bedingungen für Stoßwellen endlicher Dicke untersuchen zu können, wird
eine andere Herangehensweise als das Lösen der Rankine-Hugoniot-Bedingungen benö-
tigt. Das liegt daran, dass Stoßwellen in der resistiven MHD, im Gegensatz zur Beschrei-
bung im Rahmen der idealen MHD, eine endliche Ausdehnung besitzen. Daher werden
Termumformungen der MHD-Gleichungen betrachtet, mit denen Ausdrücke für die räum-
lichen Variationen der Geschwindigkeit und des Magnetfeldes aufgestellt werden. Unter
gewissen Voraussetzungen haben dann hebbare Singularitäten in den Ausdrücken einen
Zusammenhang mit den starken räumlichen Variationen der physikalischen Größen durch
eine Stoßwelle.
Ein ähnliches Vorgehen wurde für eine eindimensionale, hydrodynamische Situation
genutzt, um den Einfluss von kosmischer Strahlung auf die kritische Machzahl zu untersu-
chen (Achterberg 1987, Ko et al. 1997, Becker und Kazanas 2001). Weiterhin diskutierten
Burgess und Scholer (2015) so die Dissipationsmechanismen von sub- und superkriti-
schen Stoßwellen für ein Plasma mit homogener Resistivität. Dabei können jedoch in den
hergeleiteten Ausdrücken die räumlichen Variationen durch eine Stoßwelle hindurch so-
wohl durch Terme des Zählers als auch durch Singularitäten von Nullstellen des Nenners
zustande kommen. Im Gegensatz dazu ist das Auftreten von Stoßwellen in den hier her-
geleiteten Ausdrücken auf die Singularitäten beschränkt. Daher geben die Singularitäten
hier notwendige Bedingungen für Stoßwellen an.
Das Vorgehen zur Herleitung der Stoßwellenbedingungen der inhomogenen resisti-
ven MHD wird anhand einer stationären, quasi-eindimensionalen Geometrie eingeführt.
Das Magnetfeld ist dabei auf die x-Richtung beschränkt, das heißt ~B = (Bx, 0, 0)T . Alle
physikalischen Größen hängen nur von z ab. Die Strömungsgeschwindigkeit ist entlang
der z-Richtung, also ~v = (0, 0, vz)T . Die einzige Ausnahme stellt eine Divergenz der Strö-
mungsgeschwindigkeit dar, wodurch die Strömung abgelenkt werden kann (∂xvx , 0,
∂yvy , 0). Diese Situation ist oftmals eine gute Beschreibung für die Strömung entlang
einer Stagnationslinie in z-Richtung, wie am Beispiel der Umströmung des Sonnenwin-
des um die Erde in Kapitel 4 gezeigt wurde. Dann kann die stationäre Kontinuitätsglei-
chung (4.1) geschrieben werden als
∂zρ = −
ρ
(
∂xvx + ∂yvy + ∂zvz
)
vz
. (6.1)
Die stationäre Form (∂t = 0) der Induktionsgleichung (1.35) für ein Plasma mit inhomo-
gener Resistivität η ist
∇ ×
(
~v × ~B
)
= ∇ ×
(
η
µ0
∇ × ~B
)
. (6.2)
In diesem Kapitel wird im Folgenden µ0 = 1 gesetzt. Die Induktionsgleichung (6.2) kann
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nach ∂zBx aufgelöst werden, was auf
∂zBx =
−Bx
(
∂zvz + ∂yvy
)
+ η ∂2z Bx
vz − ∂zη (6.3)
führt. Der Nenner dieses Ausdrucks rührt aus der Modifikation des advektiven Beitrags
vz ∂zBx durch den Term (∂zη)∂zBx der Induktionsgleichung her (Zita 2013). In der statio-
nären Impulsbilanz (4.2) lässt sich die räumliche Variation des Drucks durch ∂z p = c2S ∂zρ
substituieren. Werden die Gleichungen (6.1) und (6.3) in die Impulsbilanz (4.2) eingesetzt
und diese dann nach ∂zvz aufgelöst, ergibt sich
∂zvz =
c2S DS + κ v
2
A,x DA1
v2z − c2S − κ v2A,x
, (6.4)
mit vA,x, der x-Komponente der Alfvén-Geschwindigkeit ~vA := ~B/ρ0.5 und κ definiert über
κ :=
vz
vz − ∂zη. (6.5)
Weiterhin wurden die Terme DS := ∂yvy +∂xvx und DA1 := ∂yvy− (η ∂2z Bx)/Bx substituiert,
die Modifikationen der Strömungsgeschwindigkeit berücksichtigen können. Ein Hinder-
nis der Strömung, wie beispielsweise eine Kugel, erfordert, dass die Strömung um die
Kugel herum geleitet wird. Die Ablenkung ergibt DS , 0. Falls die einströmende Ge-
schwindigkeit supersonisch ist, muss die Strömung bei der Abbremsung die Bedingung
der Singularität in Gleichung (6.4) an einem Punkt erfüllen. Die resultierende Lösung
ergibt dann DS = 0 vor der Stoßwelle und DS , 0 dahinter (siehe Kap. 4.1).
In Gleichung (6.4) skaliert die Alfvén-Geschwindigkeit vA,x mit κ0.5. Daher wird eine
effektive Alfvén-Geschwindigkeit v˜A,x definiert über
v˜A,x :=
√
κ vA,x. (6.6)
Dabei ist die Veränderung der Alfvén-Geschwindigkeit vA,x auf Gradienten der Resistivi-
tät zurückzuführen. Für der Grenzfall ∂zη→ 0 wird die effektive Alfvén-Geschwindigkeit
v˜A,x zur Alfvén-Geschwindigkeit vA,x.
Durch eine Stoßwelle ändern sich die physikalischen Größen, wie zum Beispiel die
Strömungsgeschwindigkeit. Die Analyse wird auf approximativ senkrechte Stoßwelle be-
schränkt. Bei einer senkrechten Stoßwelle ist die Strömungsgeschwindigkeit orthogonal
zur Stoßwelle. Dann sind die Terme ∂xvx und ∂yvy durch eine Stoßwelle klein verglichen
mit ∂zvz und ∂zBx. Weiterhin wird angenommen, dass der resistive Beitrag im Zähler DA1
klein ist, was einer geringen Stoßwellenbreite entspricht. Unter diesen Bedingungen sind
die Veränderungen des Zählers in Gleichung (6.4) beschränkt und klein verglichen mit
Werten für ∂zvz durch eine Stoßwelle. Die großen Werte von ∂zvz an einer Stoßwelle sind
damit auf die Umgebung von Singularitäten in Gleichung (6.4) beschränkt, welche durch
vz = ±
√
c2S + v˜
2
A,x (6.7)
bestimmt sind. Es sei bemerkt, dass im Rahmen der resistiven MHD die Singularitäten
üblicherweise hebbar sind und die Ableitungen stets endlich bleiben.
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Abbildung 6.1: Darstellung der Diffusionsregion (nach Nabert und Glassmeier 2016a).
Die Stromschicht der Diffusionsregion ist durch Kreise mit einem Kreuz dargestellt.
Der X-Punkt der Rekonnexion befindet sich im Ursprung des Koordinatensystems, von
dem das Plasma aus entlang der z-Richtung beschleunigt wird. Im Falle von Petschek-
Rekonnexion können Paare von Stoßwellen auftreten (gestrichelte Linien, rot). Die langen
Pfeile (grün) stellen Magnetfeldlinien und die kürzeren Pfeile (blau) die Plasmageschwin-
digkeit dar.
Um große Werte für ∂zvz zu erhalten, ist es notwendig ein notwendiges Kriterium in
der Umgebung einer Singularität zu sein, jedoch kein hinreichendes. Der konkrete Wert
für ∂zvz bestimmt sich an einer Singularität aus den Grenzwerten von Zähler und Nenner.
Die Geschwindigkeit vz in Gleichung (6.7) bestimmt eine charakteristische Geschwin-
digkeit der Wellenausbreitung. Wenn die Strömungsgeschwindigkeit dieser charakteristi-
schen Geschwindigkeit entspricht, können Wellenfronten steiler werden und sich Stoß-
wellen ausbilden. Für eine homogene Resistivität ergibt sich die magnetosonische Ge-
schwindigkeit als charakteristische Geschwindigkeit.
6.2 Zweidimensionale Diffusionsregion
Die vorherige Betrachtung wird auf Stoßwellen in einer zweidimensionalen Diffusions-
region in der xz-Ebene (siehe Abb. 6.1) ausgeweitet. Daher werden nun alle Abhängig-
keiten der physikalischen Größen von y vernachlässigt. Die stationäre Kontinuitätsglei-
chung (4.1) vereinfacht sich dann zu
vx ∂xρ + ρ ∂xvx + vz ∂zρ + ρ ∂zvz = 0. (6.8)
Werden ∂x p = c2S∂xρ und ∂z p = c
2
S∂zρ in der Impulsbilanz (4.2) substituiert, dann ergibt
sich
ρ vx∂xvx + ρ vz∂zvx + c2S ∂xρ = Bz ∂zBx − Bz ∂xBz (6.9)
sowie
ρ vx ∂xvz + ρ vz ∂zvz + c2S ∂zρ = Bx ∂xBz − Bx ∂zBx. (6.10)
Für die x-Komponente der Induktionsgleichung (4.3) folgt
vx ∂zBz + Bz ∂zvx − vz ∂zBx − Bx ∂zvz = ∂zη ∂xBz − ∂zη ∂zBx + R1√ρ, (6.11)
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wobei R1 := (η ∂z∂xBz − η ∂2z Bx)/ρ0.5 ist. Um die Berechnungen zu vereinfachen, wird
angenommen, dass die Resistivität ausschließlich von z abhängt. Dann lässt sich die z-
Komponente der Induktionsgleichung (4.3) schreiben als
vz ∂xBx + Bx ∂xvz − vx ∂xBz − Bz ∂xvx = R2 √ρ, (6.12)
mit R2 := (η ∂x∂zBx − η ∂2xBz)/ρ0.5.
Analog zu den vorangegangenen quasi-eindimensionalen Betrachtungen werden Aus-
drücke für die räumlichen Variationen der MHD-Größen betrachtet. Dabei werden alle
partiellen Ableitungen von MHD-Größen (z. B. ∂xvz, ∂zBz) als Variablen angesehen. Es
wird ein Koordinatensystem mit einer x-Achse, die senkrecht zu einer möglichen Stoß-
welle ist, gewählt. Die Normale von Petscheks langsamen Stoßwellen in Abbildung 6.1
weist einen kleinen Winkel zur x-Achse auf, sodass das Koordinatensystem (x, z) gedreht
werden muss, bis die x-Richtung der Stoßwellennormalen entspricht. Dann ist anzuneh-
men, dass die Variationen der MHD-Größen bezüglich der z-Richtung klein sind vergli-
chen mit denen in x-Richtung. Eine Ausnahme stellt der Term ∂xBx dar, welcher ungefähr
Null an einer approximativ senkrechten Stoßwelle aufgrund der Divergenzfreiheit des
Magnetfeldes ist.
Folglich wird das System von Gleichungen (6.8)–(6.12) bezüglich der größten Beiträ-
ge ∂xvx, ∂xBz, ∂zBx, ∂xvz und ∂xρ gelöst. Die Lösung für ∂xBz ist geben durch
∂xBz =
D
(∂zη − vz)
(
v2x
(
v2x − c2S − κ v2A
)
+ κ v2A,xc
2
S
) , (6.13)
mit vA := |~vA|. Dabei wird der Zähler D geschrieben als
D = f1∂zvx + f2∂zvz + f3∂xBx + f4∂zBz + f5∂zρ + f6, (6.14)
mit den Koeffizienten aus Tabelle 6.1.
Die Lösung für ∂xvx, ∂xBz, ∂zBx, ∂xvz und ∂xρ ergeben alle denselben Ausdruck für
den Nenner. Analog zur Betrachtung der quasi-eindimensionalen Strömung treten große
Werte bei Stoßwellen für ∂xBz nur in der Nähe von hebbaren Singularitäten in Glei-
chung (6.13) auf, weil die Beiträge der Terme des Zählers dort klein sind. Der Nenner
gibt eine kritische Strömungsgeschwindigkeit bei der Singularität an:
v2x =
1
2
(
c2S + κ v
2
A
)
±
√
−κ v2A,x c2S +
1
4
(
c2S + κ v
2
A
)2
. (6.15)
Wenn die Bedingung aus Gleichung (6.15) erfüllt ist, können starke Veränderungen in x-
Richtung in allen physikalischen Größen auftreten, was eine notwendige Bedingung für
eine Stoßwelle darstellt.
Im Grenzfall eines inkompressiblen Plasmas gilt für die Schallgeschwindigkeit der
Grenzfall cS → ∞. Dann folgt (v2x − c2S − κv2A) → (−c2S) und die charakteristische Ge-
schwindigkeit aus Gleichung (6.13) ergibt die folgende nicht-triviale Bedingung für eine
Singularität:
vx = ±v˜A,x. (6.16)
Für eine homogene Resistivität ist κ → 1. Dann wird die charakteristische Geschwin-
digkeit zur Alfvén-Geschwindigkeit vA,x. In einem inhomogenen resistiven Plasma kann
eine super-Alfvénische Strömung bezüglich der effektiven Alfvén-Geschwindigkeit v˜A,x
zu einer Stoßwelle in der Umgebung einer Singularität führen.
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f1 = vA,z
(
v2A,x ∆v
2 + v2x
(
v2A,z − ∆vz vz
))
f2 = vA,zc2S vx ∆vz − v3A,x ∆v2
−vA,x
(
v2A,z v
2
x + ∆v
2 ∆vz vz
)
f3 =
(vx vz(c2S(∂zη+vz)−v2x ∆vz))
ρ0.5
f4 =
(
v3x v
2
A−vx c2S v2A,x
)
ρ0.5
f5 =
(c2S ∆vz(vA,x ∆v2+vA,z vx vz))
ρ
f6 = R2
(
v3x vz − ∆v2 vx ∂zη
)
− R1
(
v2A,x ∆v
2 + v2A,z v
2
x
)
Tabelle 6.1: Koeffizienten aus Gleichung (6.14), wobei die Ausdrücke ∆v2 := v2x − c2S und
∆vz := vz − ∂zη substituiert wurden, um die Darstellung zu vereinfachen (nach Nabert und
Glassmeier 2016a).
6.3 Auswirkungen einer inhomogenen Resistivitätsver-
teilung
Für einen ersten Einblick in die hergeleiteten Beziehungen wird die Theorie auf die sym-
metrische Rekonnexionssituation aus dem Sweet-Parker-Modell angewandt und das Auf-
treten von Stoßwellen durch eine inhomogene Resistivität untersucht. Dabei betrachtet
man eine Diffusionsregion, bei der von beiden Seiten ein Plasma entlang der x-Richtung,
mit einem entgegengesetzt gerichteten Magnetfeld in z-Richtung, einströmt. Es ergibt sich
ein X-Punkt der Rekonnexion, von dem aus eine Beschleunigung des Plasmas entlang
der z-Richtung stattfindet. Es wird untersucht, ob ein abfallender Gradient, wie er bei
einer lokal erhöhten Resistivität in der Diffusionsregion auftritt, Stoßwellen hervorrufen
kann. Ein solcher abfallender Gradient würde dann in der Rekonnexionsgeometrie auf
der rechten Seite in Abbildung 6.1 auftreten. Für diese Situation lässt sich die kritische
Geschwindigkeit der Strömung für eine Stoßwelle in der zweidimensionalen Geometrie
durch Gleichung (6.16) bestimmen.
Für den Fall einer homogene Resistivität (∂zη→ 0) entspricht die kritische Geschwin-
digkeit der Alfvén-Geschwindigkeit vA,x. Neben der x-Achse und hinreichend nahe bei der
z-Achse gilt vx ≤ vA,x aufgrund des endlichen Magnetfeldes Bx und der vernachlässigba-
ren Geschwindigkeitskomponente vx (siehe Abb. 6.1). Betrachtet man die Situation weit
weg von der z-Achse, dann würde vx der Einströmgeschwindigkeit in die Rekonnexions-
region entsprechen und vA,x zu Null werden. Allerdings ist die x-Achse streng genommen
nicht orthogonal zu den langsamen Stoßwellen der Petschek-Rekonnexion. Um dies zu
berücksichtigen, muss man anstatt Bx die Normalkomponente des Magnetfeldes bezüg-
lich einer möglichen Stoßwelle verwenden. In Petscheks Modell besitzen die Stoßwellen
einen Winkel αSt zur z-Achse, der durch
tan(αSt) =
∣∣∣∣∣BoutBin
∣∣∣∣∣ (6.17)
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gegeben ist, wobei Bin die ungestörte einströmende und Bout die ausströmende Ma-
gnetfeldmagnitude ist (Petschek 1964). Wird dieser Winkel der langsamen Stoßwel-
le angenommen, dann konvergiert die Einströmgeschwindigkeit gegen die Alfvén-
Geschwindigkeit vA,x. Somit bleibt die Einströmgeschwindigkeit stets unterhalb der
kritischen Geschwindigkeit für eine homogene Resistivität bei Petscheks langsamen
Stoßwellen. Als Konsequenz können solche Stoßwellen bei homogener Resistivität nicht
auftreten.
Ein abfallender Gradient der Resistivität, das bedeutet ∂zη < 0, führt auf κ < 1. Dann
wird die kritische Einströmgeschwindigkeit, bestimmt durch Gleichung (6.16), kleiner.
Dadurch ist es möglich, dass die Geschwindigkeit des einströmenden Plasmas die effek-
tive Alfvén-Geschwindigkeit übertrifft. Durch die Abbremsung zur z-Achse hin gibt es
dann einen Punkt, an dem die Bedingung in Gleichung (6.16) erfüllt ist und eine Stoß-
welle entstehen kann. Somit können bei einem Gradienten der Resistivität, im Gegensatz
zur Situation mit einer homogenen Resistivität, die langsamen Stoßwellen der Petschek-
Rekonnexion auftreten.
Gradienten in der Resistivität können Stoßwellen hervorrufen, welche die Plasmaströ-
mung stark modifizieren. Dabei muss noch genauer untersucht werden, ob diese Stoßwel-
len bei der Erde oder dem Merkur auftreten. Weiterhin stellen die Stoßwellen nur eine
mögliche Modifikation des Plasmas durch eine inhomogene Resistivität dar. Stoßwellen
haben eine enge Beziehung zur Ausbreitungsgeschwindigkeit von Wellen. Das lässt sich
beispielsweise an einem Vergleich von Gleichung (6.15) mit der Dispersionsrelation für
die langsame und schnelle magnetosonische Welle aus Gleichung (1.48) erkennen. Beide
Gleichungen besitzen dieselbe Struktur und die effektive Alfvén-Geschwindigkeit kann
auch als eine Ausbreitungsgeschwindigkeit für Wellen betrachtet werden. Durch einen
Gradienten in der Resistivität wird die Ausbreitungsgeschwindigkeit der Wellen modi-
fiziert. Werden solche Effekte in Raumfahrzeugdaten entdeckt, lassen sich Rückschlüsse
auf die Inhomogenität der Resistivitäts- beziehungsweise Leitfähigkeitsverteilung ziehen.
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7 Schätzung planetarer
Magnetfeldparameter mit einem
Reihenentwicklungsmodell1
In Kapitel 3.4 wurde das planetare Magnetfeld der Erde mit THEMIS-Daten aus der Ma-
gnetosheath geschätzt. Dabei wurde die Wechselwirkung zwischen dem planetaren Ma-
gnetfeld und dem Sonnenwind durch eine MHD-Simulation berechnet. Allerdings zei-
gen Lösungen des Reihenentwicklungsmodells nullter Ordnung eine bessere Überein-
stimmung mit Beobachtungen nahe der Stagnationslinie als die Ergebnisse des MHD-
Simulationscodes (vergleiche Kap. 4.6). Dabei war es in den MHD-Simulationen auch
nicht möglich, einen Wert der Resistivität, wie er aus Raumfahrzeugbeobachtungen in
Kapitel 5.5 bestimmt wurde, zu verwenden. Daher wird in diesem Kapitel eine erneute
Schätzung des Dipolmoments der Erde mit dem Reihenentwicklungsmodell nullter Ord-
nung durchgeführt.
Mit dem Reihenentwicklungsmodell lassen sich die Fehler in der Schätzung pla-
netarer Magnetfeldparameter detaillierter betrachten und verbesserte Schätzverfahren
konstruieren. Zunächst wird ein Verfahren vorgestellt, bei dem das planetare Dipol-
moment aus einer beobachteten Bugstoßwellenposition zusammen mit den gemesse-
nen Sonnenwindbedingungen vor der Stoßwelle geschätzt wird. Ein solches Vorgehen
eignet sich daher auch für Raumfahrtmissionen, die nur ein Raumfahrzeug besitzen.
Weiterhin wird das Verfahren zur Schätzung der planetaren Magnetfeldparameter aus
Magnetosheathdaten über den MHD-Simulationscode aus Kapitel 3 auf die Reihenent-
wicklungsmethode übertragen, welches sich insbesondere für die BepiColombo-Mission
eignet. Aufgrund der geringen Laufzeit zur Berechnung der Wechselwirkung mit dem
Reihenentwicklungsmodell nullter Ordnung im Vergleich zur MHD-Simulation ist es
möglich, auch größerer Datenmengen zur Parameterschätzung zu nutzen. Damit lässt
sich der Vorteil der BepiColombo-Mission mit seinen zwei Raumfahrzeugen im Ver-
gleich zur MESSENGER-Mission für die Schätzung des planetaren Magnetfeldes von
Merkur zeigen. Es lassen sich bei korrekter Berücksichtigung aller Daten aus der Wech-
selwirkungsregion statistische und systematische Fehler stark reduzieren.
1Die Ausführungen dieses Kapitels sind bei Nabert et al. (2016a) entnommen.
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7.1 Abhängigkeit der Magnetosheathgeometrie vom
Dipolmoment
Die Wechselwirkung des Sonnenwinds mit dem Dipolfeld der Erde bestimmt die Geome-
trie des Umströmungsgebietes. Diese ist in einem Reihenentwicklungsmodell durch die
Abstände und Krümmungsparameter der Bugstoßwelle und der Magnetopause bestimmt.
Dabei hängen die Geometrieparameter sowohl von den Sonnenwindbedingungen als auch
vom planetaren Magnetfeld ab. Mithilfe der analytischen Approximation der Lösung des
Reihenentwicklungsmodells nullter Ordnung kann die Abhängigkeit der Geometriepara-
meter vom Dipolmoment untersucht werden.
Der Magnetopausenabstand lässt sich nach Gleichung (4.103) ausdrücken über
∆xMP = aMP M
1
3 , (7.1)
wobei aMP die Abhängigkeit des Magnetopausenabstands von den Sonnenwindbedingun-
gen enthält und definiert ist durch
aMP :=
(
f 2
2 µ0 kP ρSW v2SW
) 1
6
. (7.2)
Die Dicke der Magnetosheath in Gleichung (4.112) besitzt dieselbe Abhängigkeit vom
Dipolmoment wie der Magnetopausenabstand, was ausgedrückt werden kann durch
xMS = aMS aMP M
1
3 , (7.3)
mit dem sonnenwindabhängigen Vorfaktor
aMS :=
1
(0.8 + mBS) (gv − 1) − 1 . (7.4)
Der subsolare Bugstoßwellenabstand ∆xBS, die Summe des Magnetopausenabstands und
der Magnetosheathdicke, ist dann
∆xBS = (1 + aMS) aMP M
1
3 . (7.5)
Die geometrischen Abstände entlang der Staupunktstromlinie, das heißt der Bugstoßwel-
lenabstand ∆xBS, die Dicke der Magnetosheath xMS und der Magnetopausenabstand ∆xMP,
sind alle proportional zu M1/3. Die Krümmungsparameter der Bugstoßwelle cBS,y, cBS,z
und der Magnetopause cMP,y, cMP,z haben in der analytischen Näherung eine inverse Ab-
hängigkeit vom Bugstoßwellen- beziehungsweise Magnetopausenabstand. Damit sind die
Krümmungsparameter proportional zu M−1/3.
Über die Minimierung der Kostenfunktion wurden in Kapitel 3.4 die Ergebnisse der
MHD-Simulation an Daten angepasst. Dabei trägt über Magnetfeldvariationen an der
Magnetopause auch ihre Lage zur Kostenfunktion bei. In Kapitel 4.6 wurde ein Versatz
im subsolaren Magnetopausenabstand zwischen der MHD-Simulation und dem Reihen-
entwicklungsmodell nullter Ordnung beziehungsweise dem Magnetopausenmodell von
Shue et al. (1998) von etwa 0.6 RE festgestellt. Dieser Unterschied war auf die, für ei-
ne stabile Simulation nötigen, endlichen Diffusionsparameter zurückzuführen. Mithilfe
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der zuvor angestellten Geometriebetrachtungen lassen sich die Auswirkungen des daraus
resultierenden Fehlers auf die Schätzung des planetaren Magnetfeldes mit dem MHD-
Simulationscode abschätzen. Über Gleichung (7.1) kann der Fehler in der Schätzung des
Dipolmoments aus dem Versatz der Magnetopausenabstände zwischen MHD-Simulation
und Reihenentwicklungsmodell für typische Sonnenwindbedingungen abgeschätzt wer-
den. Es ergibt sich ein Fehler im Dipolmoment von etwa 20%. Durch die Verwendung
eines Reihenentwicklungsmodells lässt sich dieser systematische Fehler vermeiden, wo-
bei berücksichtigt werden muss, dass andere Fehler, insbesondere bei der Verwendung
einer niedrigen Ordnung des Reihenentwicklungsmodells, auftreten können.
7.2 Methoden zur Schätzung des Dipolmoments
Die Qualität der Schätzung planetarer Magnetfeldparameter ist, abgesehen von Modell-
fehlern, im Wesentlichen von der Qualität der verfügbaren Sonnenwindbeobachtungen
abhängig. Bei Missionen, die nur aus einem Raumfahrzeug bestehen, sind während der
Durchquerung der Wechselwirkungsregion keine Sonnenwinddaten von der Mission ver-
fügbar. Lediglich an der äußeren Grenze, beim Bugstoßwellendurchgang, können die
Sonnenwindbedingungen oftmals aus den Raumfahrzeugdaten vor der Stoßwelle be-
stimmt werden. In der idealen MHD-Beschreibung der Wechselwirkung erreicht der
ungestörte Sonnenwind die Bugstoßwelle. Ist diese Näherung zutreffend, dann lässt sich
der Bugstoßwellenabstand zusammen mit den zugehörigen Sonnenwindbedingungen aus
den Daten bestimmen. Aus der Lage der Bugstoßwelle und den Sonnenwindinformatio-
nen können die planetaren Magnetfeldparameter geschätzt werden.
Diese Möglichkeit der Schätzung lässt sich anhand der analytischen Lösung für den
Bugstoßwellenabstand aus Gleichung (7.5) verdeutlichen. Dazu werden die Vorfaktoren
aMP und aMS mit den Sonnenwindbedingungen vor der Stoßwelle sowie der Bugstoßwel-
lenabstand aus den Daten abgeschätzt. Für eine Parameterschätzung des Dipolmoments
M bei der Erde können Daten von Bugstoßwellendurchgängen des THC-Raumfahrzeugs
der THEMIS-Mission in GSM-Koordinaten genutzt werden. Die Daten müssen in das
Koordinatensystem des Modells transformiert werden. Mit einer Rotation des GSM-
Koordinatensystems um die z-Achse und anschließend um die y-Achse wird die x-Achse
in Sonnenwindrichtung gedreht. Weiterhin wird der Ursprung vom Zentrum der Erde zur
Bugstoßwelle über x → ∆xBS + x transformiert. Die z-Richtung ist dann jedoch nicht
notwendigerweise entlang der Richtung des Dipolmoments, wie es in der analytischen
Lösung angenommen wurde. Nimmt man einen Sonnenwind in der xy-Ebene der GSM-
Koordinaten an, dann kann die Stärke des Dipolmoments der Erde nach Gleichung (1.18)
im Bereich seiner z-Komponente und seiner Magnitude in GEO-Koordinaten schwanken.
Für das IGRF (International Geomagnetic Reference Field) von 2010 ergibt sich ein
Schwankungsbereich zwischen etwa −0.959 mnorm ≤ M ≤ −0.945 mnorm.
In diesen Koordinaten befindet sich die Bugstoßwellenposition bei xSC/BS in x-
Richtung, bei ySC/BS in y-Richtung und bei zSC/BS in z-Richtung. Für die Angabe von xSC/BS
muss jedoch bereits die subsolare Bugstoßwellenposition bekannt sein, sodass anstatt des-
sen der beobachtete Bugstoßwellenabstand in x-Richtung, gemessen vom Zentrum der
Erde, ∆xSC/BS angegeben wird. Für Beobachtungen neben der Stagnationslinie muss die
Geometrie der Bugstoßwelle betrachtet werden, um auf den subsolaren Bugstoßwellen-
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abstand in Gleichung (7.5) zu schließen. In einer Umgebung der Stagnationslinie ist dafür
die Parametrisierung der Bugstoßwelle nach Gleichung (4.21) geeignet. Mit den analy-
tischen Näherungen der Krümmungsparameter cBS,y und cBS,z nach Gleichung (4.105)
beziehungsweise Gleichung (4.109) ergibt sich in den kartesischen Koordinaten des
Reihenentwicklungsmodells für die Parametrisierung der Bugstoßwelle
x =
2
5 ∆xBS
y2 +
1
2 ∆xBS
z2. (7.6)
Berücksichtigt man, dass sich der Ursprung des Koordinatensystems des Modells am sub-
solaren Punkt der Bugstoßwelle befindet, ergibt sich unter Verwendung der beobachteten
Bugstoßwellenposition bei ∆xSC/BS, ySC/BS, zSC/BS mit Gleichung (7.6)
∆xBS =
∆xSC/BS
2
+
√
∆x2SC/BS
4
+
2 y2SC/BS
5
+
z2SC/BS
2
(7.7)
für den subsolaren Bugstoßwellenabstand zur Erde.
Die Sonnenwindbedingungen bei der Bugstoßwelle werden durch Mittelwerte über
5 Minuten aus den THC-Daten vor der Stoßwelle gewonnen. Allerdings ist die MHD-
Beschreibung nur näherungsweise gültig und es kann schon vor der Stoßwelle zur Be-
einflussung des Sonnenwindplasmas durch die Wechselwirkung kommen. Deshalb wer-
den die Mittelwerte in einem zeitlichen Abstand des Satelliten von 10 Minuten zur Bug-
stoßwelle bestimmt. Dabei entsprechen 10 Minuten einem räumlichen Abstand von etwa
600 km, was in der Größenordnung einiger Protonen-Gyroradien für die Wechselwirkung
liegt (siehe Kap. 1.5). Die auf diese Weise bestimmten Sonnenwindbedingungen stellen
einen Kompromiss aus möglichst ungestörten, aber aktuellen Sonnenwindbedingungen
beim Bugstoßwellendurchgang dar.
Weil die Temperatur als ein Moment zweiter Ordnung der Geschwindigkeitsverteilung
nur schwierig aus Daten genau zu bestimmen ist, wird der Sonnenwind als kaltes Plas-
ma genähert, also der Grenzfall eines verschwindenden Sonnenwindgasdrucks betrachtet.
Weiterhin wird eine y-Komponente des Sonnenwindmagnetfeldes berücksichtigt, indem
die z-Komponente Bz ersetzt wird durch die Amplitude des tangentialen Magnetfeldes,
also Bz ← sgn(Bz) (B2y + B2z )0.5, wie in Kapitel 4.3 für das reduzierte MHD-Modell be-
schrieben.
Es wurden 11 Bugstoßwellendurchgänge nahe des subsolaren Punktes auf 8 Umlauf-
bahnen vom Raumfahrzeug THC im Zeitraum vom 24. August 2008 bis zum 6. Sep-
tember 2009 beobachtet. Alle Daten sind in Tabelle 7.1 zusammengetragen. Aufgrund
von Variationen des Sonnenwindes am 2. September 2009, am 4. September 2009 und
am 6. September 2009 sind jeweils zwei Bugstoßwellendurchgänge aufgeführt. Mit den
Daten wurden die zugehörigen Dipolmomente bestimmt. Für jede einzelne Schätzung er-
gab sich ein relativer Fehler ∆M von maximal 19% bezüglich des wahren Wertes für das
Dipolmoment der Erde. Der Mittelwert für das geschätzte Dipolmoment von den 8 Um-
laufbahnen ist M = −0.98 mnorm = −7.9 · 1015 T m3 mit einer Standardabweichung von
0.1 mnorm = 0.8 ·1015 T m3. Der Fehler im Mittelwert weicht um weniger als 4% vom Wert
der z-Komponente beziehungsweise um weniger als 2% von der Magnitude ab.
Im betrachteten Zeitraum befindet sich der THC-Satellit, bis auf die Bugstoßwel-
lendurchgänge vom 24. August 2008 und vom 25. August 2008, näher als 5 RE an der
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Datum Zeit NSW vSW Bz,SW Bt,SW ∆xSC/BS ySC/BS zSC/BS M/mnorm
dd.m. UT 1/cm3 km/s nT nT RE RE RE
24.8. 00:29 7.61 310.4 1.11 1.74 12.59 -5.52 -2.27 -0.93
25.8. 22:41 6.81 267.8 0.89 1.72 13.64 -4.82 -2.41 -0.90
27.8. 22:20 8.04 272.6 -1.41 3.58 13.41 -4.43 -2.10 -0.86
29.8. 21:06 6.92 324.1 -2.93 3.99 14.37 -3.56 -2.62 -1.12
31.8. 21:49 6.98 334.3 -2.47 2.60 13.63 -3.73 -2.02 -1.05
02.9. (a) 19:48 6.96 250.1 -1.94 1.98 15.22 -2.40 -1.74 -1.02
02.9. (b) 20:58 7.43 276.7 0.93 2.32 14.17 -2.81 -2.57 -0.98
04.9. (a) 21:02 2.05 571.5 1.55 4.10 14.06 -2.33 -1.68 -0.93
04.9. (b) 21:23 2.05 562.1 1.50 4.26 13.76 -2.46 -1.62 -0.85
06.9. (a) 21:26 4.02 546.9 -3.05 3.78 13.50 -2.20 -1.45 -1.17
06.9. (b) 22:30 3.93 560.1 2.92 3.15 12.47 -2.46 -1.49 -0.96
Tabelle 7.1: Vom THC-Satelliten beobachtete Bugstoßwellendurchgänge nahe des subso-
laren Punktes mit Sonnenwindbedingungen, die aus Beobachtungen vor der Bugstoßwel-
le gewonnen wurden (nach Nabert et al. 2016a). Dabei gibt Bz,SW die z-Komponente des
Sonnenwindes und Bt,SW = (B2y,SW + B
2
z,SW)
0.5 die Magnetfeldamplitude in der yzEbene an.
Stagnationslinie. Die Korrekturen im Bugstoßwellenabstand sind nach Gleichung (7.7)
für solche Entfernungen unter 5 RE kleiner als 1 RE. Ein möglicher Modellfehler für den
subsolaren Bugstoßwellenabstand müsste wesentlich kleiner als diese Korrektur sein und
kann mit < 0.2 RE abgeschätzt werden. Die z-Komponente des Dipolmoments ist stets
größer als −3.1 nT. Durch die Annahme der idealen MHD ergibt sich ein Fehler im Ver-
gleich zu dem Modell von Shue et al. (1998) aus Abbildung 5.6 im Magnetopausen- be-
ziehungsweise Bugstoßwellenabstand von weniger als 0.2 RE. Ein weiterer Modellfehler
kann durch die verwendete nullte Ordnung des Reihenentwicklungsmodells entstehen.
Vergleicht man analytische Lösungen des Modells nullten Ordnung mit den Lösungen
des Modells zweiten Ordnung, wie beispielsweise in Abbildung 4.7, lässt sich ein Fehler
im Abstand von etwa < 0.2 RE bestimmen. Fehler im Bugstoßwellenabstand von 0.2 RE
führen nach Gleichung (7.5) für typische Sonnenwindbedingungen zu einem möglichen
Modellfehler von weniger als 6% bei der Schätzung des Dipolmoments. Es können sich
auch Datenfehler oder Fehler bei der Schätzung des Dipolmoments durch eine Bewegung
der Bugstoßwelle aufgrund sich ändernder Sonnenwindbedingungen ergeben, da das hier
verwendete Modell als stationär angenommen wurde. Zum Abschätzen solcher Fehler be-
trachtet man eine typische Bugstoßwellenposition bei der Erde von etwa 13 RE und nimmt
an, dass die Bugstoßwellenposition aufgrund einer Bewegung um etwa 0.3 RE falsch be-
stimmt wurde. Es ergibt sich ein relativer Fehler in der Bestimmung des Dipolmoments
von etwa 10% nach Gleichung (7.5). Ausgehend von typischen Sonnenwindbedingungen
entspricht eine Variation der Bugstoßwelle um 0.3 RE einer Änderung der Sonnenwind-
dichte um etwa 20%. Eine nicht berücksichtigte Variation der Sonnenwindgeschwindig-
keit um 20% würde einen Fehler von 20% in der Bestimmung des Dipolmoments her-
vorrufen. Die Fehler aufgrund von Sonnenwindänderungen sind im Wesentlichen stati-
stische Fehler, sodass sich diese bei der Verwendung vieler Daten nicht im Mittelwert
niederschlagen. Die hier abgeschätzten Fehler sind zum einen konsistent mit den einzel-
nen Schätzungen von M aus Tabelle 7.1, zum anderen liegt der Mittelwert wie erwartet
dichter am wahren Wert des Dipolmoments als einige der einzelnen Schätzer.
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Sind die Sonnenwindbedingungen während eines Magnetosheathdurchgangs des
THC-Raumfahrzeugs bekannt, lässt sich das Dipolmoment nicht nur durch die Bugstoß-
wellenposition bestimmen. Jeder Punkt innerhalb der Magnetosheath kann verwendet
werden, um über ein Reihenentwicklungsmodell das Dipolmoment M zu schätzen. Wäh-
rend des Durchgangs des THC-Raumfahrzeugs durch die Magnetosheath entlang des
Orbits xSC,m, ySC,m, zSC,m, klassifiziert mit den Positionsindex m, misst das Raumfahrzeug
die Massendichte ρSC,m, die x-Komponente der Geschwindigkeit vSC,m, die z-Komponente
des Magnetfeldes BSC,m und den Druck pSC,m in GSM-Koordinaten. Gleichzeitig lassen
sich aus dem OMNI-Datensatz die Sonnenwindbedingungen am subsolaren Punkt für die
Dichte ρSW,m, die Geschwindigkeit vSW,m, die z-Komponente des Magnetfeldes BSW,m und
den Druck pSW,m während des Orbits von THC gewinnen.
Es wird eine Koordinatentransformation durchgeführt, um die GSM-Koordinaten der
Raumfahrzeugdaten an das Koordinatensystem des Reihenentwicklungsmodells nullter
Ordnung anzupassen. Da die physikalischen Größen bei Verwendung der nullten Ordnung
des Reihenentwicklungsmodells durch ρ(x, y, z) = ρ0(x˜), vx(x, y, z) = vx0(x˜), p(x, y, z) =
p0(x˜) und Bz(x, y, z) = Bz0(x˜) gegeben sind, lässt sich jeder Punkt (x, y, z) auf einen
Punkt x˜ auf der Stagnationslinie zurückführen. Dazu wird die Geometrie der Magneto-
sheath über die Reihenentwicklung zweiter Ordnung nach Gleichung (4.23) beschrieben.
Für die Krümmungen der Bugstoßwelle und der Magnetopause werden die analytischen
Abschätzungen aus den Gleichungen (4.105), (4.109), (4.104) und (4.108) verwendet.
Über Gleichung (4.23) ergibt sich die Transformation der Raumfahrzeugposition in GSM-
Koordinaten xSC, ySC, zSC durch
xSC = x˜SC +
(
cBS,y + ∆cy
x˜SC
xMS
)
y2SC +
(
cBS,z + ∆cz
x˜SC
xMS
)
z2SC. (7.8)
Die Raumfahrzeugbeobachtungen bei der transformierten Raumfahrzeugpositionen x˜SC,m
von der Massendichte ρ0(x˜SC,m) = ρ0,m, der Geschwindigkeit vx0(x˜SC,m) = vx0,m, dem Ma-
gnetfeld Bz0(x˜SC,m) = Bz0,m und dem Druck p0(x˜SC,m) = p0,m lassen sich mit der Lösung
des Modells nullter Ordnung an Positionen x˜ = x˜SC,m vergleichen. Der Berechnungsalgo-
rithmus für die Lösung ist in Kapitel 4.3 dargestellt.
Zur Bestimmung der Abweichungen zwischen Daten und Modelllösung wird folgende
Kostenfunktion verwendet:
K =
Mdata∑
m=1
(
ρ0,m − ρSC,m
ρSC,m
)2
+
(
vx0,m − vSC,m
vSC,m
)2
+
(
Bz0,m − BSC,m
BSC,m
)2
. (7.9)
Der Gasdruck findet in der Kostenfunktion (7.9) keine Berücksichtigung, weil dieser als
ein Moment zweiter Ordnung der Geschwindigkeitsverteilung nur schwierig aus Daten
genau zu bestimmen ist. Weiterhin wird auch hier der Sonnenwind als kaltes Plasma ge-
nähert, also der Grenzfall eines verschwindenden Sonnenwindgasdrucks betrachtet.
Die Berechnung der Kostenfunktion erfolgt auf einem Gitter bezüglich M in einem
Bereich von −1.5 mnorm ≤ M ≤ −0.8 mnorm. Dabei wird der Gitterabstand zwischen zwei
Werten von M mit 0.0005 mnorm gewählt. Für die zuvor untersuchten 8 Orbits werden
die zugehörigen Daten der 8 Magnetosheathdurchgänge genutzt, um aus den Daten jedes
Durchgangs einen Wert für das Dipolmoment M zu schätzen. Dabei finden die zeitabhän-
gigen OMNI-Sonnenwinddaten in der Berechnung der Wechselwirkung zwischen dem
144
7.2 Methoden zur Schätzung des Dipolmoments
0
20
40
0
200
400
22:00 23:00 0:00 1:00
0
50
N
[1
/c
m
³]
v
x
[k
m
/s
]
B
z
[n
T
]
Universal Time
Abbildung 7.1: Vergleich zwischen THC-Daten aus der Magnetosheath vom 31. Au-
gust 2008 (rot) mit der über das Dipolmoment M angepassten Modelllösung (blau) unter
Verwendung der zeitabhängigen OMNI-Sonnenwinddaten (grün) in den Koordinaten des
Modells.
Sonnenwind und dem Planeten Verwendung. Die verwendeten THC-Daten der Magne-
tosheathdurchgänge und die OMNI-Daten besitzen eine Zeitauflösung von 5 Minuten,
was nach Kapitel 4.5 in etwa der Transitzeit des Sonnenwinds durch die subsolare Ma-
gnetosheath entspricht. Exemplarisch sind die Magnetosheathdaten vom 31. August 2008
zusammen mit den verwendeten OMNI-Sonnenwinddaten in Abbildung 7.1 zu sehen.
Weiterhin ist die zugehörige Lösung des reduzierten MHD-Modells für die minimierte
Kostenfunktion (7.9) bei Verwendung des dadurch bestimmten Dipolmoments M dar-
gestellt. Die geschätzten Dipolmomente aller 8 Magnetosheathdurchgänge sind in Abbil-
dung 7.2 dargestellt. Jeder einzelne geschätzte Wert für das Dipolmoment M weicht höch-
stens 13% von dem Dipolmoment der Erde ab. Aus den 8 Schätzern folgt ein Mittelwert
für das Dipolmoment von M = −0.98 mnorm = −7.9 · 1015 T m3 mit einer Standardabwei-
chung von 0.05 mnorm = 0.4 · 1015 T m3. Damit ist der Fehler bezüglich des wahren Wertes
kleiner als 4% für den Wert der z-Komponente beziehungsweise kleiner als 2% für die
Magnitude.
Der Wert für das Dipolmoment ist ähnlich gut wie zuvor über die Schätzung mit
der Bugstoßwellenposition, jedoch ist die Standardabweichung nur noch halb so groß.
Die Schätzungen beider Methoden sind nicht korreliert; der Korrelationskoeffizient ist
0.13. Deshalb sind unterschiedliche Fehlerquellen für beide Modelle anzunehmen. Bei-
spielsweise werden die Sonnenwinddaten bei der Schätzung über die Bugstoßwellenposi-
tion am subsolaren Punkt bestimmt und müssen nicht erst über ein Modell im OMNI-
Datensatz geschätzt werden. Andererseits werden bei der Schätzung mit den Magne-
tosheathdaten deutlich mehr gemessene Informationen verarbeitet, sodass sich gewisse
Fehler besser aufheben können.
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Abbildung 7.2: Aus THC-Daten der Orbits vom 24.8, 25.8, 27.8, 29.8, 31.8, 2.9, 4.9 und
6.9, mit Orbitnummern 1 bis 8 bezeichnet, geschätzte Dipolmomente (nach Nabert et al.
2016a). Dabei wurde das Dipolmoment über die Position der Bugstoßwelle mit Sonnen-
windbedingungen vor der Stoßwelle (blau), über THC-Magnetosheathdaten mit aktuellen
OMNI-Sonnenwinddaten (rot) und über THC-Magnetosheathdaten mit mittleren Sonnen-
winddaten (grün) berechnet. In schwarz ist die z-Komponente des Dipolmoments der Erde
eingezeichnet.
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Abbildung 7.3: Mit der Kostenfunktion (7.9) aus THC-Magnetosheathdaten geschätzte
Dipolmomente (rot) zusammen mit dem Wert der Kostenfunktion am Minimum normiert
auf die Anzahl der Datenpunkte des jeweiligen Magnetosheathdurchgangs (nach Nabert
et al. 2016a).
In Abbildung 7.3 sind die geschätzten Dipolmomente zusammen mit dem Wert der
Kostenfunktion, normiert auf die Anzahl der Datenpunkte, KDP := K/Mdata dargestellt.
Der Wert für KDP liegt zwischen 0.04 und 0.2 und gibt die mittlere Abweichung von Da-
ten und Modelllösung an. Es verbleibt, wie schon bei der Parameterschätzung mit dem
MHD-Simulationscode aus Kapitel 3, ein endlicher Wert der Kostenfunktion im Mini-
mum. Kleinere Werte für die normierte Kostenfunktion zeigen, dass die Modelllösung
diesen Datensatz besser beschreiben kann. Kleine Werte unterhalb von 0.1 finden sich
bei Orbitnummer 1, 3, 4 und 5, wobei die zugehörigen Schätzer nahe am wahren Wertes
liegen. Folglich kann es hilfreich sein, bei der Schätzung der planetaren Magnetfeldmo-
mente die Daten stärker zu berücksichtigen, die eine gute Anpassung zwischen Daten und
Modellergebnissen ermöglichen, also einen kleinen Wert der Kostenfunktion haben.
Um die in diesem Kapitel vorgestellten Methoden zur Bestimmung des Dipolmoments
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besser vergleichen zu können, wird die Schätzung mit Magnetosheathdaten über die Mi-
nimierung der Kostenfunktion (7.9) derart modifiziert, dass die Bugstoßwellenposition
angepasst wird. Dazu wird folgende Kostenfunktion verwendet:
K =
(
∆xBS − ∆xBS,M)2 , (7.10)
wobei ∆xBS,M den subsolaren Bugstoßwellenabstand der Modelllösung für ein bestimm-
tes Dipolmoment M und ∆xBS den aus Messungen über Gleichung (7.7) bestimmten sub-
solaren Bugstoßwellenabstand bezeichnet. Durch die Bestimmung des Minimums die-
ser Kostenfunktion wird dann das planetare Dipolmoment M geschätzt. Dabei wird, im
Gegensatz zur Bestimmung des Dipolmoments mit Gleichung (7.5), keine analytische
Näherungslösung verwendet. Weiterhin werden die OMNI-Sonnenwinddaten verwendet,
anstatt die Sonnenwindbedingungen aus THC-Daten vor der Bugstoßwelle zu schätzen.
Dabei wird ein Mittelwert der OMNI-Daten von 10 Minuten um den Bugstoßwellen-
durchgang genutzt, um die Sonnenwindbedingungen zu bestimmen. Dipolmomente für
alle in Tabelle 7.1 aufgeführten 11 Bugstoßwellendurchgänge wurden berechnet, wobei
die Werte von mehreren Bugstoßwellendurchgängen entlang eines Orbits stets zu einem
Mittelwert zusammengefasst wurden. Aus den 8 Schätzern des Dipolmoments resultiert
ein Mittelwert von M = −1.01 mnorm = −8.2 · 1015 T m3 mit einer Standardabweichung
von 0.14 mnorm = 1.2 · 1015 T m3. Im Verglich zur Schätzung unter Berücksichtigung der
gesamten Magnetosheathdaten durch Kostenfunktion (7.9) ergibt sich ein größerer Fehler.
Der statistische Fehler lässt sich daher signifikant reduzieren, wenn die gesamten Magne-
tosheathdaten anstatt der Bugstoßwellendurchgänge Berücksichtigung finden.
Ohne die genaue Kenntnis von zeitabhängigen Sonnenwindbedingungen können
zur Bestimmung der Wechselwirkung lediglich mittlere Sonnenwindbedingungen an-
genommen werden. Die mittleren Sonnenwindbedingungen aller 8 Magnetosheath-
durchgänge sind für die Teilchendichte <NSW> = 6.65 /cm3, die Geschwindigkeit
<vSW> = 382.2 km/s und das Magnetfeld <BSW> = 2.84 nT. Werden diese Werte als Son-
nenwindbedingungen zu allen Zeitpunkten genutzt, lassen sich für die 8 Magnetosheath-
durchgänge erneut Dipolmomente M schätzen. Die Ergebnisse sind in Abbildung 7.2
gezeigt. Es ergibt sich ein mittleres Dipolmoment der 8 Werte von M = −1.05 mnorm =
−8.4 · 1015 T m3 mit einer Standardabweichung von 0.16 mnorm = 1.3 · 1015 T m3. Das
entspricht einem Fehler von etwa 10% zum wahren Wert.
Die Verwendung gemittelter Sonnenwindbedingungen führt zu einem schlechteren
Ergebnis als die Verwendung der aktuellen Sonnenwinddaten und das Dipolmoment wird
deutlich überschätzt. Auch unter Verwendung großer Datenmengen entspricht der Mittel-
wert des Dipolmoments bei der Verwendung gemittelter Sonnenwindbedingungen nicht
zwangsweise dem gesuchten Dipolmoment. Dies liegt darin begründet, dass die Lösung
für die Wechselwirkungsregion nichtlinear von den Sonnenwindbedingungen abhängt.
Daher ist es für eine präzise Schätzung der planetaren Magnetfeldparameter aus Daten in
einer durch die Wechselwirkung beeinflussten Region notwendig, die Anströmbedingun-
gen zu kennen.
Die Daten vom 24. August 2008 fanden schon in Kapitel 3 Verwendung, um das
Dipolmoment mit dem MHD-Simulationscode zu schätzen. Dabei wurde für die z-
Komponente ein Wert von mz = −1.078 mnorm = −8.7 · 1015 T m3 bestimmt. Ein Vergleich
mit dem über das Reihenentwicklungsmodell berechneten Wert aus Abbildung 7.3 ergibt
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M = −0.99 mnorm = 8.0 · 1015 T m3. Somit stimmt die Schätzungen mit dem Reihen-
entwicklungsmodell für diesen Fall besser mit dem wahren Wert überein. Dies liegt
darin begründet, dass bei der Schätzung mithilfe der MHD-Simulation ein systematischer
Fehler im Abstand der Magnetosheath zur Erde vorliegt (siehe Kap. 4.6), wodurch das
Dipolmoment systematisch überschätzt wird. Dieser Fehler ist auch in der zweiten Schät-
zung mit der MHD-Simulation vom 28. September 2008 zu erkennen. Die hier gezeigten
Untersuchengen zeigen bei der Verwendung des reduzierten MHD Modells statistische
Schwankungen, jedoch keinen vergleichbaren systematischen Fehler. Somit lässt sich für
Daten nahe der Stagnationslinie eine präzisere Schätzung des planetaren Magnetfeldes
mit einem Reihenentwicklungsmodell durchführen. Dabei verringert die Verwendung
von Daten vieler Magnetosheathdurchgänge den statistischen Fehler in der Schätzung der
planetaren Magnetfeldparameter.
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Die Schätzung des planetaren Magnetfeldes mit Daten aus der Wechselwirkungsregion
und dabei bekannten Sonnenwindbedingungen lieferte die Schätzer mit den kleinsten
Fehlern. Dabei ging man in Hinblick auf die BepiColombo-Mission davon aus, dass stets
ein Raumfahrzeug im Sonnenwind ist, während sich das andere innerhalb der Wechsel-
wirkungsregion befindet. Allerdings liegt diese Raumfahrzeugkonstellation nicht immer
vor. Voraussichtlich befinden sich die beiden Raumfahrzeuge der BepiColombo-Mission
die meiste Zeit innerhalb der Wechselwirkungsregion, sodass dann keine Sonnenwindda-
ten zur Verfügung stehen. Um die Daten während solcher Zeiträume zur Schätzung des
planetaren Magnetfeldes nutzten zu können, wird ein Verfahren vorgestellt, das die Son-
nenwindbedingungen aus den Daten des einen Raumfahrzeugs innerhalb der Wechselwir-
kungsregion rekonstruiert. Diese rekonstruierten Sonnenwindbedingungen können dann
als Randbedingungen des MHD-Modells verwendet werden, um mit den Daten des ande-
ren Raumfahrzeugs das planetare Magnetfeld zu bestimmen. Dieses Vorgehen ermöglicht
die Verwendung von mehr Zeitintervallen zur Schätzung der planetare Magnetfeldpara-
meter, was den statistischen Fehler in der Schätzung verringert.
Weiterhin stehen dann auch die Sonnenwindbedingungen für einen großen Teil der
Missionslaufzeit zur Verfügung und lassen sich für weitere Untersuchungen verwenden.
Schon bei der Erde wurde versucht, Lücken in den Sonnenwindbeobachtungen mithilfe
von Messungen innerhalb der Wechselwirkungsregion zu schließen. Andreasen (1997)
nutzte den Einfluss des Sonnenwinds auf die elektrischen Ströme in der Magnetosphäre,
welcher anhand von Magnetometerdaten von Bodenstationen gemessen werden kann.
Die Indizes der geomagnetischen Aktivität in Abhängigkeit von den Sonnenwindbedin-
gungen hängen von den Veränderungen dieser Ströme ab. Dieser Zusammenhang wur-
de genutzt, um die mittleren Sonnenwindbedingungen und ihre großskaligen zeitabhän-
gigen Variationen, in der Zeit bevor es Raumfahrzeugbeobachtungen gab, zu schätzen.
Dazu wurden zunächst Sonnenwindmessungen durch Raumfahrzeuge über eine Multi-
Regressionsmethode in Beziehung zu den Indizes der geomagnetischen Aktivität gesetzt.
Anschließend ließen sich die Sonnenwindbedingungen über Magnetometerdaten von Bo-
denstationen bis zurück in das Jahr 1926 schätzen. Kondrashov et al. (2014) nutzten eine
andere Möglichkeit, die Sonnenwindbedingungen mit den geomagnetischen Indizes in
Verbindung zu bringen. Dabei verwendeten sie eine singuläre Spektralanalyse (englisch:
singular spectrum analysis), um Lücken in den Sonnenwindbeobachtungen im Zeitraum
1Dieses Kapitel über die Schätzung der Sonnenwindparameter ist mit Ausnahme von Kapitel 8.3 bei
Nabert et al. (2015) entnommen. Dabei wurde die Darstellung an diese Arbeit angepasst.
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von 1972–2013 zu füllen. Ihre Methode schätzt stündliche mittlere Sonnenwindbedingun-
gen in Zeitintervallen ohne Sonnenwindinformationen ab.
Im Gegensatz zu den vorherigen Methoden nutzte Nagatsuma et al. (2015) zusätzlich
Raumfahrzeugbeobachtungen, um Sonnenwindbedingungen zu rekonstruieren. Während
eines geomagnetischen Sturmes im Jahr 1989 befand sich die Magnetopause aufgrund des
sehr hohen dynamischen Sonnenwinddrucks nahe des geostationären Orbits. Die Lage
der Magnetopause konnte über GOES (Geostationary Operational Environmental Satel-
lite) bestimmt werden. Die so bestimmte Lage der Magnetopause ließ sich dann mit den
Sonnenwindbedingungen über das Magnetopausenmodell von Shue et al. (1998) in Bezie-
hung setzen. Das Einbeziehen von zeitlich hochaufgelösten Raumfahrzeugdaten erlaubt
eine genauere Schätzung der Sonnenwindbedingungen mit einer höheren Zeitauflösung
im Vergleich zu den vorherigen Methoden.
Dieser Ansatz wird erweitert, indem nicht nur Beobachtungen der Magnetopausenla-
ge zur Sonnenwindrekonstruktion Verwendung finden, sondern Raumfahrzeugmessungen
aus der gesamten Magnetosheath. Die Sonnenwindbedingungen werden dazu in diesem
Kapitel über die Sonnenwindparameter des Reihenentwicklungsmodells nullter Ordnung
geschätzt. Dabei werden die Sonnenwindparameter als Randbedingungen dieses reduzier-
ten MHD-Modells variiert, bis die Lösung des Modells mit den Daten übereinstimmt. Um
diese Anpassung zeiteffizient vorzunehmen, wird ein adjungiertes Modell aus dem Rei-
henentwicklungsmodell nullter Ordnung hergeleitet. Ein Testen des Rekonstruktionsver-
fahrens erfolgt dann mit Magnetosheathdaten der THEMIS-Mission (Angelopoulos 2008)
bei der Erde. Die rekonstruierten Bedingungen lassen sich dann einerseits mit OMNI-
Sonnenwinddaten und andererseits mit den Sonnenwindbeobachtungen eines weiteren
THEMIS-Satelliten vergleichen. Weiterhin wird gezeigt, dass mithilfe dieses Verfahrens
auch die simultane Schätzung von Sonnenwindbedingungen und dem planetaren Magnet-
feld aus THEMIS-Daten von zwei Raumfahrzeugen innerhalb der Magnetosheath mög-
lich ist.
8.1 Schätzverfahren für Sonnenwindparameter
Um die Sonnenwindbedingungen für die Erde zu schätzen, wird das Reihenentwicklungs-
modell der Erde in nullter Ordnung aus Kapitel 4.1 verwendet. Dabei wird das Modell
numerisch mit dem Lösungsalgorithmus aus Kapitel 4.3 gelöst.
Der Satellit durchquert die Magnetosheath entlang des Orbits xSC,m, ySC,m, zSC,m, para-
metrisiert mit dem diskreten Positionsindex m. Allerdings ist die Magnetosheathlösung
aufgrund der Reihenentwicklung nullter Ordnung auf die Nähe der Stagnationslinie be-
schränkt. Daten neben der Stagnationslinie können approximativ für die Schätzung ver-
wendet werden, indem sie nach Gleichung (7.8) auf einen Punkt auf der Stagnationslinie
zurückgerechnet werden. Dabei bestimmen die analytischen Abschätzungen durch die
Gleichungen (4.104), (4.105), (4.108) und (4.109) die benötigten Krümmungen der Bug-
stoßwelle und der Magnetopause.
Der Satellit misst unter anderem die Massendichte ρSC,m beziehungsweise die Teil-
chendichte der Ionen NSC,m, den Druck pSC,m, die x-Komponente der Geschwindigkeit
vSC,m und die z-Komponente des Magnetfeldes BSC,m. Die Werte der Dichte, der Ge-
schwindigkeit, des Magnetfeldes und des Drucks für ein bestimmtes m stellen einen Da-
150
8.1 Schätzverfahren für Sonnenwindparameter
tenpunkt dar. Jeder einzelne Datenpunkt steht aufgrund der Annahme quasi-stationärer
Prozesse in Beziehung zu bestimmten Sonnenwindparametern zu einem Zeitpunkt. Die
Abfolge von quasi-stationären Zuständen approximiert das dynamische Verhalten in der
Magnetosheath. Für die geschätzten Sonnenwindparameter zu einem Zeitpunkt muss die
Magnetosheathlösung mit dem gemessenen Datenpunkt zu diesem Zeitpunkt überein-
stimmen. Dafür werden, ausgehend von beliebigen Startwerten für die Sonnenwindpa-
rameter, diese variiert, bis Lösung und Datenpunkt übereinstimmen. Die Datenassimilie-
rung muss dann für jeden Datenpunkt in der Magnetosheath durchgeführt werden.
Für die Datenassimilierung ist es notwendig, dass die Abweichung zwischen Daten
und Modelllösung wie auch in Kapitel 3.1 durch eine Kostenfunktion quantifiziert wird.
Anders als für die zuvor betrachtete Anpassung planetarer Parameter fließen hier alle
physikalischen Größen in die Berechnung der Kostenfunktion ein. Dies ist nötig, da die
Parameter des zeitabhängigen Sonnenwindes zu jedem Zeitpunkt 4 Parameter stellen und
daher werden zu jedem Zeitpunkt auch mindestens 4 Vergleichsgrößen benötigt, um eine
eindeutige Rekonstruktion der Parameter zu gewährleisten. Daher wird als Kostenfunkti-
on K die durch Gleichung (7.9) definierte Funktion benutzt.
Die Kostenfunktion K wird bezüglich der Sonnenwindparameter ρSW, vSW, BSW und
pSW minimiert. Dabei wird die Schrittweite im Parameterraum proportional zum Wert der
Kostenfunktion gewählt. Wenn das hier genutzte Magnetosheathmodell in der Lage ist,
die physikalischen Vorgänge vollständig darzustellen und Datenfehler vernachlässigbar
sind, dann müsste die Kostenfunktion im globalen Minimum zu Null werden. Bezieht
man sowohl die Unzulänglichkeiten des Modells als auch Datenfehler mit ein, verbleibt
am globalen Minimum ein endlicher Wert und die zugehörigen Parameter ergeben den
bestmöglichen Schätzer der Sonnenwindbedingungen.
Ein gradientenbasiertes Minimierungsverfahren, ähnlich dem aus Abschnitt 3.1, wird
verwendet, um das Minimum im Parameterraum zu berechnen. Als initiale Parameter
werden typische Sonnenwindbedingungen nach Tabelle 1.1 genutzt. Dabei wird eine Me-
thode des steilsten Abfalls (englisch: steepest descent method) ohne Liniensuche (eng-
lisch: line search) genutzt. Wenn der Gradient verschwindend klein wird, ist ein Mini-
mum der Kostenfunktion erreicht. Die numerische Implementierung des Verfahrens zur
Bestimmung der Sonnenwindparameter beinhaltet ein Unterprogramm zum Lösen des
Magnetosheathmodells nach dem Schema aus Abbildung 4.6, bei dem am Ende noch die
Kostenfunktion zu gegebenen Sonnenwindparametern bestimmt wird. Der Gradient wird
über ein adjungiertes Modell dieses Unterprogramms berechnet.
Das adjungierte Modell wird durch das Tool OpenAD/F erstellt (Utke et al. 2008).
An das Unterprogramm, das das Magnetosheathmodell beinhaltet, werden die Sonnen-
windparameter übergeben und der Wert der Kostenfunktion zurückgegeben. Um das Un-
terprogramm für die Anwendung des OpenAD/F-Tools zu präparieren, müssen die un-
abhängigen Variablen, wie die Sonnenwinddichte (rhoSW), durch !$ openad INDEPEN-
DENT(rhoSW) deklariert werden. Die Kostenfunktion (cost) muss als abhängige Variable
durch !$ openadDEPENDENT(cost) deklariert werden. Das Tool transformiert dann eine
gewöhnliche Fortran-Variable in eine Struktur, die zum einen den Wert der Variablen y%v
und zum anderen den Wert der Ableitung der Kostenfunktion bezüglich dieser Variablen
y in y%d abspeichert. Damit ist es möglich, einen adjungierten Code zu erstellen. Die Ab-
leitung der Kostenfunktion wird mit 1 initialisiert, weil die Ableitung der Kostenfunktion
bezüglich selbiger 1 ergibt. Dann kann das OpenAD/F-Tool auf den präparierten Code
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angewandt werden. Als Erstes führt das Tool eine lexikale, syntaktische und semantische
Analyse durch, die auf eine Zwischendarstellung, die whirl genannt wird, führt. Dann er-
stellt das OpenAnalysis-Modul des OpenAD/F-Tools Aufruf- und Kontrollflussgraphen
(englisch: call and flow graphs). Diese Information wird dann kombiniert mit dem whirl
Code zu einer neuen Darstellung die xaif genannt wird. Diese Darstellung des Codes wird
in einen Code umgewandelt, der den gesuchten Gradienten parallel zu seiner Ausführung
über das xaifBooster-Modul berechnet. Zum Schluss wird der Code in Fortran-Code über-
setzt. Ein Aufruf dieses neuen Unterprogramms ist dann in der Lage den Gradienten zu
berechnen. Für die 4 unabhängigen Parameter, die hier betrachtet werden, also ρSW, vSW,
BSW und pSW, kann das adjungierte Modell die Rechnung schneller durchführen als eine
Berechnung über finite Differenzen (siehe auch Kap. 3.2).
Bei der Analyse der Kostenfunktion stellt sich heraus, dass die Kostenfunktion zwar
ein globales Minimum hat, dieser Funktionsverlauf jedoch von sehr kleinen lokalen Mi-
nima überlagert ist. Diese lokalen Minima rühren aus der iterativen Berechnung der Bug-
stoßwellenposition her, wie sie in Abbildung 4.6 beschrieben ist. Der Bugstoßwellen-
abstand wird genutzt, um vy10 und vz01 zu berechnen. Kleine Änderungen dieser Werte
ändern den Wert der Kostenfunktion anders als es der globale Verlauf vorhersagt. Falls
eine Berechnung des Gradienten über finite Differenzen gemacht würde, könnten die lo-
kalen Minima durch eine Schrittweite, die größer als die lokalen Minima ist, übergangen
werden. Allerdings ist es schwierig die korrekte Schrittlänge zu bestimmen, da diese ab-
hängig von den Sonnenwindbedingungen variieren kann.
Für die Gradientenberechnung durch automatisches Differenzieren werden analyti-
sche Ausdrücke verwendet, sodass keine Schrittweitenanpassung möglich ist. Ohne wei-
tere Modifikationen des Codes wird der Gradient bezüglich der lokalen Minima berech-
net. Als Beispiel wird hier eine eindimensionale Kostenfunktion h(x) := hq(x) + ho(x) mit
der quadratischen Funktion hq(x) := x2 und Schwingungsfunktion ho(x) := (cos(10x)−1)2
betrachtet. Das globale Minimum der Kostenfunktion wird durch die quadratische Funk-
tion bestimmt, die monoton in Richtung des globalen Minimums abfällt. Diese quadrati-
sche Funktion ist jedoch durch die Schwingungsfunktion mit lokalen Minima überlagert.
Die Ableitung der Kostenfunktion ist ∂xh(x) = 2 x−20 sin(10 x) (cos(10 x)−1), wobei der
hintere Term aufgrund des Beitrags der Schwingungsfunktion zustande kommt (∂xho(x)).
Wird nun ein Minimum in Richtung der Ableitung gesucht, wird in der Regel eines der
lokalen Minima gefunden. Dieses Problem kann behoben werden, indem ho(x) durch eine
Summe von Stufenfunktionen h˜o(x) ≈ ∑i ai θ(x− xi) approximiert wird, mit Koeffizienten
ai und xi sowie der Stufenfunktion θ(x). Die analytische Ableitung von h˜o(x) verschwindet
für x , xi. Daher ist ∂xh(x) = ∂xhq(x) + ∂xh˜o(x) = ∂xhq(x) = 2x. Entlang dieser Ableitung
gelangt man stets zum globalen Minimum.
Im hier genutzten Reihenentwicklungsmodell der Erde rufen die Modifikationen von
vy10 und vz01 die lokalen Minima hervor, die durch das Einführen von Stufenfunktionen
ausgeschlossen werden können. Dazu werden die berechneten Werte der tangentialen Ge-
schwindigkeitsableitungen gerundet. Dabei ist der Rundungsfehler so gewählt, dass er in
der Größenordnung des numerischen Fehlers liegt und somit den Wert der Kostenfunk-
tion nicht wesentlich beeinflusst. Die Berechnung von vy10 und vz01 trägt so nicht mehr
zur Gradientenberechnung bei und man erhält einen Gradienten bezüglich des globalen
Minimums.
Abbildung 8.1 zeigt den globalen Verlauf der Kostenfunktion in Abhängigkeit der
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Abbildung 8.1: Wert der Kostenfunktion in Abhängigkeit der Teilchendichte und der Ge-
schwindigkeit des Sonnenwinds (nach Nabert et al. 2015). Das globale Minimum kann
über ein gradientenbasiertes Minimierungsverfahren berechnet werden.
Sonnenwinddichte ρSW und der Sonnenwindgeschwindigkeit vSW. Dabei wurde der
Grenzfall betrachtet, bei dem sowohl das Sonnenwindmagnetfeld als auch der Gasdruck
beziehungsweise die Temperatur gegen Null geht. Die beobachteten physikalischen Grö-
ßen des Raumfahrzeugs wurden für die Ionendichte auf NSC = 20.4 /cm3, die Geschwin-
digkeit in x-Richtung vSC = 48.0 km/s, das Magnetfeld in z-Richtung BSC = 0.1 nT und
den Druck pSC = 0.59 nPa gesetzt, die bei einer Position von xSC = 12.8 RE, ySC = 0.9 RE
und zSC = 3.1 RE gemessen wurden. Die roten Bereiche in der unteren linken und der
oberen rechten Ecke gehören zu Werten der Kostenfunktion, wo sich das Raumfahrzeug
an einer Position im Modell außerhalb der Magnetosheath befindet. Dort stimmen Daten
und Modelllösung schlecht überein, sodass sich ein hoher Wert für die Kostenfunktion
ergibt. Die Werte der physikalischen Größen außerhalb der Magnetosheath werden auf
der erdzugewandten Seite auf die Werte an der Magnetopause gesetzt, bis auf die Werte
des Magnetfeldes, die erdwärts ansteigen. Der mittlere Bereich in Abbildung 8.1 zeigt
ein globales Minimum, welches durch ein Gradientenverfahren zu bestimmen ist.
Durch das Runden in den Ableitungen der tangentialen Geschwindigkeiten werden die
kleinen lokalen Minima vernachlässigt. Um sicherzugehen, dass das globale Minimum
korrekt bestimmt wurde, wird die Kostenfunktion auf einem Gitter um das Minimum,
einige Schritte in jede Parameterrichtung, berechnet. Dazu wurden die Schrittweiten
∆N = 0.035 /cm3, ∆v = 2 km/s, ∆B = 0.035 nT und ∆p = 1.5 · 10−3 nPa benutzt. Diese
geben dann auch die Genauigkeit der rekonstruierten Sonnenwindparameter an.
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8.2 Anwendung
Im Reihenentwicklungsmodell der Erde wurde die Zeitauflösung durch die Annahme ei-
ner quasi-stationären Zeitentwicklung beschränkt. Dabei wurde die typische Zeitskala in
Kapitel 4.5 mit 10 min−20 min abgeschätzt. Die Temperatur ist ein Moment zweiter Ord-
nung bezüglich der Geschwindigkeitsverteilung und, im Gegensatz zu Momenten nullter
und erster Ordnung, nur schwer präzise zu bestimmen. Daher wird in diesem Kapitel
der Sonnenwind erneut als ein kaltes Plasma genähert. Für das Sonnenwindplasma und
seine Wechselwirkung mit der Erde hat diese Näherung meist keinen großen Einfluss
auf die Rekonstruktion der Sonnenwindparameter. Die Temperatur nullter Ordnung T0
steht über ρ0 kB T0 = p0 in Beziehung zum Gasdruck p0, mit der Boltzmann-Konstanten
kB = 1.3806488 · 10−23 J/K.
8.2.1 Rekonstruktion nahe der Stagnationslinie
Um die Rekonstruktionsmethode zu testen, werden Daten der THEMIS-Mission genutzt,
bei der ein Satellit die Magnetosheath durchquert und sich ein zweiter zum Überprüfen
der Rekonstruktion im Sonnenwind befindet. Zunächst werden dabei Messungen in der
Magnetosheath nahe der Stagnationslinie betrachtet.
Als Erstes wird der Magnetosheathdurchgang vom THEMIS-Raumfahrzeug THC am
1. August 2009 betrachtet. Dabei durchquert der Satellit die Magnetopause nahe des Sta-
gnationspunktes und erreicht etwa 2.5 h später die Bugstoßwelle nahe des subsolaren
Punktes. Die zugehörigen THC-Magnetosheathdaten sowie die am besten passende Mo-
dellvorhersage, die für beliebige Sonnenwindbedingungen gefunden werden konnte, sind
in Abbildung 8.2 gezeigt. Dabei sind die Daten in den Koordinaten des Reihenentwick-
lungsmodells ausgedrückt, mit der z-Richtung entlang der Dipolachse. Man kann erken-
nen, dass Beobachtungen und Modellvorhersagen gut übereinstimmen. Lediglich an der
Magnetopause und an der Bugstoßwelle gibt es signifikante Unterschiede. Das Magneto-
sheathmodell stellt die Bugstoßwelle durch Sprünge, die durch die Rankine-Hugoniot-
Bedingungen gegeben sind, dar. Dies ist eine Approximation im Rahmen der idealen
MHD des in Wirklichkeit kontinuierlichen Übergangs. Das zuvor beschriebene Verfah-
ren zur Datenassimilation ordnet die Werte in der Übergangsregion entweder dem Wert
vor oder nach der Stoßwelle im idealen MHD-Modell zu, was zu einer schlechten An-
passung führt. Die Magnetopause ist im Modell eine Grenze für den Sonnenwind. Dies
vernachlässigt allerdings beispielsweise Effekte von hochenergetischen Teilchen, die die
Magnetopause durchqueren können, sodass die Anpassung dort fehlerbehaftet ist.
Das Magnetosheathmodell wurde in die Magnetosphäre ausgedehnt. Nahe der Ma-
gnetopause haben die Geschwindigkeit, die Dichte und das Magnetfeld die Werte, die sie
auch an der Magnetopause haben. Daher gelingt es, die magnetosphärischen Werte mit
dem Modell approximativ zu reproduzieren. Beispielsweise würde eine andere Wahl von
Sonnenwindrandbedingungen des Modells zu einem anderen Magnetfeld an der Magne-
topause führen und damit würde das Magnetfeld der Magnetosphäre nicht mehr zu den
Beobachtungen passen. Die Rekonstruktion von Sonnenwindbedingungen liefert jedoch
nur nahe der Magnetopause korrekte Werte und kann nicht weit weg in der Magnetosphäre
durchgeführt werden.
Die rekonstruierten Sonnenwindparameter sind in Abbildung 8.3 zusammen mit
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Abbildung 8.2: Die Beobachtungen vom 1. August 2009 von THC für die Dichte (oben),
die Geschwindigkeit (mitte) und das Magnetfeld (unten) in der Magnetosheath sind in rot
dargestellt (nach Nabert et al. 2015). Die beste Übereinstimmung für Daten und Magne-
tosheathmodell für beliebige Sonnenwindbedingungen wurde für die in blau dargestellten
Werte des Magnetosheathmodells gefunden.
OMNI-Sonnenwinddaten und den Sonnenwindbeobachtungen vom THB dargestellt. Die
aus den Magnetosheathdaten berechneten Sonnenwindparameter zeigen eine gute Über-
einstimmung mit den Sonnenwindmessungen. Das erste 10 min Intervall wurde dabei
aus Daten der Magnetosphäre rekonstruiert. Aufgrund der magnetosphärischen Erweite-
rung der Magnetosheathlösung können die Sonnenwindparameter auch hier approximativ
geschätzt werden.
Zwischen 03:20 UT und 05:00 UT unterscheiden sich die Dichte des Sonnenwinds
aus OMNI-Daten, aus THB-Daten und aus der Rekonstruktion von THC-Daten et-
was. Dies kann beispielsweise auf ein Raumfahrzeugpotenzial zurückgeführt werden
(McFadden et al. 2008). Da sich THB etwa 12 RE in y-Richtung von THC entfernt befin-
det, ist es auch denkbar, dass beide Raumfahrzeuge aufgrund ihres Abstands zueinander
räumliche Unterschiede im Sonnenwind beobachten. Die Dichtevariation in den Son-
nenwindbeobachtungen zwischen 05:15 UT und 5:40 UT ist auch in den rekonstruierten
Sonnenwindparametern vorhanden. Der mittlere Wert der Sonnenwindgeschwindigkeit
wird ebenfalls gut aus den THC-Daten geschätzt. Das Sonnenwindmagnetfeld erhöht
sich während des Magnetosheathdurchgangs, was ebenfalls in der Rekonstruktion der
Sonnenwindbedingungen zu sehen ist.
Es wird sichergestellt, dass der Optimierungsalgorithmus, unabhängig von den ver-
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Abbildung 8.3: Die rekonstruierten Sonnenwindparameter des Modells für die Magneto-
sheathdaten, die in Abbildung 8.2 gezeigt wurden (nach Nabert et al. 2015). Dabei sind
die Dichte (oben), die Geschwindigkeit (mitte) und das Magnetfeld (unten) in blau dar-
gestellt. Zusätzlich sind die Sonnenwindbeobachtungen während des Zeitintervalls von
THB in rot und OMNI-Sonnenwinddaten in grün gezeigt.
wendeten Anfangswerten, dieselben Sonnenwindparameter schätzt. Als Beispiel ist die
Minimierung der Kostenfunktion des Datenpunktes bei 05:30 UT aus Abbildung 8.2 für
drei verschiedene Werte der Dichte in Abbildung 8.4 gezeigt. Eine andere Wahl für den
Anfangswert der Dichte führt zu demselben Schätzer der Dichte, lediglich die benötigte
Anzahl der Iterationsschritte ist unterschiedlich.
Es wird ein weiterer Magnetosheathdurchgang nahe der Staupunktstromlinie betrach-
tet, um das Verfahren zur Rekonstruktion von Sonnenwindbedingungen weiter zu unter-
suchen. Am 28. September 2008 durchquerte das THC-Raumfahrzeug zunächst die Bug-
stoßwelle und anschließend die Magnetosheath. Die zugehörigen THC-Beobachtungen
und die am besten passende Modellberechnung für beliebige Sonnenwindparameter sind
in Abbildung 8.5 gezeigt. Die Bugstoßwelle befindet sich auf der linken und die Magne-
topause auf der rechten Seite. Das Modell repräsentiert die Daten sehr gut, ausgenommen
von der Region um die Bugstoßwelle, wie schon am vorherigen Beispiel diskutiert wurde.
Die zugehörige Rekonstruktion der Sonnenwindparameter ist, zusammen mit OMNI-
und THB-Sonnenwinddaten während des Intervalls in Abbildung 8.6 zu sehen. Dabei
ist zu beachten, dass ab 20:15 UT das Raumfahrzeug THB in die Magnetosheath ein-
tritt, weshalb anschließend keine Sonnenwindmessungen von THB mehr zur Verfügung
stehen. Die Sonnenwinddichte variiert im untersuchten Zeitintervall zwischen 4 /cm3
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Abbildung 8.4: Der Wert der Kostenfunktion für drei unterschiedliche Teilchendichten
des Sonnenwinds als Startwerte NSW,0 der Minimierung der Kostenfunktion (nach Nabert
et al. 2015). Unabhängig vom Anfangswert konvergiert die Kostenfunktion gegen identi-
sche Werte für die Sonnenwindbedingungen.
und 7 /cm3. Die rekonstruierten Sonnenwindparameter reproduzieren diese Variatio-
nen auf Zeitskalen größer 15 min. Beispielsweise stimmen die Senke in der Dichte
um 16:25 UT und der Anstieg um 18:15 UT von Rekonstruktion und Beobachtungen gut
überein. Die Variationen werden gut reproduziert, allerdings weist die rekonstruierte Son-
nenwinddichte einen Versatz von etwa 0.2 /cm3 zu den Sonnenwinddaten auf. Solch ein
Versatz kann zum Beispiel durch ein Raumfahrzeugpotenzial erklärt werden (McFadden
et al. 2008). Vergleicht man Daten, wo sich sowohl THB als auch THC im Sonnenwind
befinden, lässt sich häufig um einen Versatz von bis zu 20% zwischen den Dichtedaten
der Raumfahrzeuge beobachten. Daher wird der Datenfehler bezüglich einer Abweichung
mit etwa 20% angenommen.
Die Schätzung der Sonnenwindgeschwindigkeit reproduziert die Sonnenwindvaria-
tionen, wie sie um 16:50 UT beobachtet wurden. Jedoch ist auch hier wieder zu beob-
achten, dass es in der Rekonstruktion der Geschwindigkeit zusätzliche kleine Variationen
auf Zeitskalen kleiner als 10 min gibt, welche nicht oder zumindest weniger stark ausge-
prägt in den Sonnenwinddaten zu sehen sind, wie zum Beispiel um 18:10 UT. Sowohl die
Sonnenwinddaten untereinander als auch die Rekonstruktion haben einen kleinen Versatz
zueinander.
Das Magnetfeld ist während des Magnetosheathdurchgangs ungefähr in z-Richtung
und variiert zwischen 3 nT und 6 nT. Ähnlich zu den Dichtevariationen sind auch die
Variationen im Magnetfeld auf Skalen größer als 15 min gut geschätzt, wie beispielsweise
im Abfall des Magnetfeldes bei 15:40 UT, bei 18:00 UT und bei 19:00 UT zu erkennen
ist.
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Abbildung 8.5: Die Beobachtungen vom 28. September 2008 von THC für die Dichte
(oben), die Geschwindigkeit (mitte) und das Magnetfeld (unten) in der Magnetosheath
sind in rot dargestellt (nach Nabert et al. 2015). Die beste Übereinstimmung für Daten
und Magnetosheathmodell für beliebige Sonnenwindbedingungen wurde für die in blau
dargestellten Werte des Magnetosheathmodells gefunden.
Als Letztes wird noch ein dritter Magnetosheathdurchgang genutzt, um die Re-
konstruktionsmethode zu testen. Dabei werden die Sonnenwindbedingungen aus den
Magnetosheathdaten vom 16. September 2008 geschätzt. Die Magnetosheathdaten stim-
men gut mit dem Modell überein, ähnlich wie bei den zuvor diskutierten Beispielen. In
Abbildung 8.7 wird die Rekonstruktion des Sonnenwindes mit den THB- und OMNI-
Sonnenwinddaten verglichen. Die Dichte- und Magnetfeldvariation bei 19:35 UT ist
sowohl in THB-Daten als auch in der Rekonstruktion zu sehen, jedoch nicht in den
OMNI-Sonnenwinddaten. Dies legt nahe, dass es sich hier um ein lokales Sonnenwind-
phänomen handelt. Die Rekonstruktion kann folglich die lokalen Sonnenwindvariationen
besser reproduzieren als es die OMNI-Daten können.
8.2.2 Rekonstruktion neben der Stagnationslinie
Das hier verwendete Reihenentwicklungsmodell nullter Ordnung ist auf die Region nahe
der Stagnationslinie beschränkt. Um die Auswirkungen bei der Verwendung des Modells
nullter Ordnung in der Rekonstruktion in einigem Abstand neben der Stagnationslinie
zu untersuchen, wird der Magnetosheathdurchgang vom 24. August 2008 betrachtet, bei
dem sich das THC-Raumfahrzeug etwa 5-6 RE neben der Stagnationslinie befindet. Die
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Abbildung 8.6: Die rekonstruierten Sonnenwindparameter des Modells für die Magneto-
sheathdaten, die in Abbildung 8.5 gezeigt wurden (nach Nabert et al. 2015). Dabei sind
die Dichte (oben), die Geschwindigkeit (mitte) und das Magnetfeld (unten) in blau dar-
gestellt. Zusätzlich sind die Sonnenwindbeobachtungen während des Zeitintervalls von
THB in rot und OMNI-Sonnenwinddaten in grün gezeigt.
zugehörigen Daten für die Dichte, die Geschwindigkeit und das Magnetfeld sind in Abbil-
dung 8.8 zu sehen. Wie in der rechten Hälfte der Abbildung zu erkennen ist, unterscheiden
sich die Dichten nahe der Magnetopause. Diese Abweichungen können entstehen, da bei
der Schätzung nicht nur die Informationen über die Dichte, die Geschwindigkeit und das
Magnetfeld, sondern auch der Ort an dem der zugehörige Datenpunkt gemessen wurde,
berücksichtigt wird. Daher werden mehr Parameter genutzt (xSC, ySC, zSC, ρSC, vSC, BSC
und pSC) als es freie, zu bestimmende Sonnenwindparameter gibt (ρSW, vSW, BSW und
pSW). Die Ursache der Abweichungen kann von den Approximationen des Modells oder
auch von Datenfehler herrühren.
Die aus den Magnetosheathdaten rekonstruierten Sonnenwindparameter sowie die zu-
gehörigen OMNI- und die THB-Sonnenwinddaten sind in Abbildung 8.9 zu sehen. Die
Sonnenwinddichten von THB und OMNI zeigen einen Versatz von etwa 15%. Da sich
Elektronen- und Ionendichte leicht voneinander unterscheiden, könnte ein Raumfahrzeug-
potenzial vorhanden sein, das diesen Unterschied hervorruft. Es wird um 00:50 UT eine
Dichteerhöhung in den rekonstruierten Sonnenwindbedingungen beobachtet, nicht aber
in den Sonnenwinddaten. Der zugehörige Peak der Dichte ist auch in den Magnetoshea-
thdaten in Abbildung 8.8 zu sehen. Dies könnte einerseits auf eine lokale Dichtevariation
oder andererseits einen zeitabhängigen Prozess unterhalb der quasi-stationären Zeitska-
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Abbildung 8.7: Die rekonstruierten Sonnenwindparameter für den Magnetosheathdurch-
gang vom 16. September 2008 (nach Nabert et al. 2015). Dabei sind die Dichte (oben), die
Geschwindigkeit (mitte) und das Magnetfeld (unten) in blau dargestellt. Zusätzlich sind
die Sonnenwindbeobachtungen während des Zeitintervalls von THB in rot und OMNI-
Sonnenwinddaten in grün gezeigt.
la des Modells zurückgeführt werden. Abgesehen von dieser lokalen Variation ist der
Unterschied zwischen Rekonstruktion und Sonnenwinddaten in den ersten 1.5 h zu den
vorherigen Resultaten ähnlich gering. Näher an der Magnetopause sagen die berechneten
Sonnenwindparameter seinen kontinuierlichen Anstieg der Sonnenwindgeschwindigkeit
vorher. Im Gegensatz dazu zeigen die Sonnenwindmessungen eine nahezu konstante Son-
nenwindgeschwindigkeit.
Es wurden weitere Magnetosheathdurchgänge neben der Stagnationslinie betrachtet.
Dabei stellte sich heraus, dass nahezu alle betrachteten Durchgänge einen systematischen
Anstieg der Sonnenwindgeschwindigkeit zur Magnetopause hin vorhersagen. Der An-
stieg ist dabei stärker, je weiter sich das Raumfahrzeug von der Stagnationslinie weg
befindet. Die Geschwindigkeitsverteilung des Sonnenwinds ist nicht korreliert mit der
Position des Raumfahrzeugs. Daher ist kein Anstieg der Sonnenwindgeschwindigkeit in
allen Rekonstruktionen neben der Stagnationslinie zu erwarten. Deshalb kann der syste-
matische Anstieg in der Geschwindigkeit nur auf die Beschränkung des Modells auf die
Region nahe der Stagnationslinie aufgrund der verwendeten nullten Ordnung im Reihen-
entwicklungsmodell zurückgeführt werden. Es sei bemerkt, dass diese Beschränkung des
Modells anhand des systematischen Geschwindigkeitsanstiegs auch ohne Sonnenwindda-
ten festgestellt werden kann.
Das Modell sagt einen ungefähr linearen Geschwindigkeitsabfall auf der Stagnati-
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Abbildung 8.8: Die Beobachtungen vom 24. August 2008 von THC für die Dichte (oben),
die Geschwindigkeit (mitte) und das Magnetfeld (unten) in der Magnetosheath sind in rot
dargestellt (nach Nabert et al. 2015). Die beste Übereinstimmung für Daten und Magne-
tosheathmodell für beliebige Sonnenwindbedingungen wurde für die in blau dargestellten
Werte des Magnetosheathmodells gefunden.
onslinie in der Magnetosheath vorher. Neben der Stagnationslinie nimmt die Geschwin-
digkeit in der Magnetosheath ebenfalls ab, jedoch verbleibt ein endlicher Wert vor der
Magnetopause, welcher erst beim Magnetopausendurchgang zu Null wird. Um die Son-
nenwindparameter auch hier korrekt rekonstruieren zu können, wird jedoch ein Modell
zweiter Ordnung benötigt.
8.3 Simultane Schätzung von Sonnenwind- und Magnet-
feldparametern
Bisher wurden in den Kapiteln 3.4 und 7.2 lediglich solche Daten aus der Wechselwir-
kungsregion zum Schätzen des planetaren Magnetfeldes verwendet, bei denen zeitgleich
Sonnenwindmessungen vorhanden waren. Allerdings ist es grundsätzlich auch möglich,
wenn sich zwei Raumfahrzeuge innerhalb der Wechselwirkungsregion befinden, das pla-
netare Magnetfeld aus diesen Daten zu bestimmen. Dabei werden die Daten beider Raum-
fahrzeuge genutzt, um sowohl die Sonnenwindparameter als auch die Parameter des pla-
netaren Magnetfeldes simultan zu schätzen. Mit einem initial angenommenen planeta-
ren Magnetfeld lässt sich ein erster Schätzer für die zugehörigen Sonnenwindbedingun-
gen aus den Magnetosheathdaten des ersten Raumfahrzeugs rekonstruieren. Anschließend
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Abbildung 8.9: Die rekonstruierten Sonnenwindparameter des Modells für die Magne-
tosheathdaten, die in Abbildung 8.8 gezeigt wurden (nach Nabert et al. 2015). Dabei
ist Dichte (oben), die Geschwindigkeit (mitte) und das Magnetfeld (unten) in blau dar-
gestellt. Zusätzlich sind die THB-Sonnenwindbeobachtungen während des Zeitintervalls
von THB in rot und OMNI-Sonnenwinddaten in grün gezeigt.
kann dieser erste Schätzer für die Sonnenwindbedingungen genutzt werden, um mit den
Daten des zweiten Raumfahrzeugs einen neuen Schätzer für die planetaren Magnetfeld-
parameter zu bestimmen. Damit lassen sich iterativ die Sonnenwindbedingungen erneut
berechnen, mit denen wieder ein neuer Schätzer für das planetare Magnetfeld zu bestim-
men ist.
Dieser iterative Prozess wird durchgeführt, bis sich die Schätzer für das planetare Ma-
gnetfeld und den Sonnenwind in diesem Verfahren nicht mehr signifikant ändern. Als
Ergebnis erhält man sowohl das geschätzte planetare Magnetfeld als auch die geschätz-
ten Sonnenwindbedingungen. Bei diesem iterativen Vorgehen wird sowohl die Schätzung
der Sonnenwindbedingungen als auch die Schätzung der planetaren Magnetfeldparame-
ter mehrfach durchgeführt. Dieses laufzeitintensive Verfahren ließ sich erstmalig in dieser
Arbeit mithilfe des Reihenentwicklungsmodells nullter Ordnung in dieser Arbeit durch-
führen.
Zum Testen des Verfahrens der simultanen Schätzung von Sonnenwind- und Magnet-
feldparametern werden wieder Daten der THEMIS-Mission genutzt. Aus den Magneto-
sheathdaten von THC vom 16. September 2008 wurden bereits die Sonnenwindparame-
ter erfolgreich rekonstruiert und mit den Sonnenwindbeobachtungen von THB in Abbil-
dung 8.7 verglichen. Die Satelliten THD und THE der THEMIS-Mission befinden sich,
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Abbildung 8.10: Simultane Schätzung des Dipolmoments und der Sonnenwindparame-
ter aus Messungen von zwei Raumfahrzeugen in der Magnetosheath zu einem Zeitpunkt.
Es wurden die Sonnenwindbedingungen aus den Daten des ersten Raumfahrzeugs, hier
durch die Sonnenwindgeschwindigkeit vSW repräsentiert, für verschiedene Dipolmomen-
te M rekonstruiert (schwarze Kurve). Dabei ergeben sich auch unterschiedliche Magneto-
pausenabstände ∆xMP (blaue Kurve). Diese werden mit dem vom zweiten Raumfahrzeug
gemessenen Magnetopausenabstand von 11.57 RE verglichen. Es folgt eine eindeutige Lö-
sung für alle Parameter (gestrichelte Linie).
verglichen mit THB und THC, auf kleineren Umlaufbahnen um die Erde. Zur Zeit des Ma-
gnetosheathdurchgangs von THC am 16. September 2008 durchquert der Satellit THE die
Magnetopause um 19:30 UT. Zu diesem Zeitpunkt sind folglich Daten von zwei Raum-
fahrzeugen innerhalb der Magnetosheath vorhanden. Beide Raumfahrzeuge messen um
19:30 UT unter anderem die Dichte, die Geschwindigkeit, das Magnetfeld, den Gasdruck
und die Raumfahrzeugposition bezüglich der Erde. Der Einfachheit halber wird anstatt
der vollen Informationen der physikalischen Größen von THE lediglich die Position der
Magnetopause in Betracht gezogen. Weiterhin wird wie zuvor das Sonnenwindplasma als
kaltes Plasma betrachtet.
Der Magnetopausendurchgang wurde von THE um 19:30 UT bei xSC = 11.20 RE,
ySC = −2.61 RE und zSC = −1.68 RE beobachtet. Daraus ergibt sich ein gemessener sub-
solarer Magnetopausenabstand, analog zum subsolaren Bugstoßwellenabstand nach Glei-
chung (7.7), von ∆xMP = 11.57 RE im Rahmen des Reihenentwicklungsmodells nullter
Ordnung. Für verschiedene Dipolmomente M wurden die Sonnenwindbedingungen mit
dem Reihenentwicklungsmodell nullter Ordnung rekonstruiert und die subsolare Magne-
topausenlage in diesem Modell berechnet.
Die Ergebnisse für die geschätzte Sonnenwindgeschwindigkeit und die Lage der Ma-
gnetopause sind in Abbildung 8.10 zu sehen. Die rekonstruierte Sonnenwindgeschwin-
digkeit wird mit einem im Betrag steigenden Dipolmoment größer, was zu einem größe-
ren dynamischen Sonnenwinddruck führt. Die Magnetopausenlage würde bei gleichblei-
bendem dynamischen Sonnenwinddruck für ein im Betrag größeres Dipolmoment nach
Gleichung (4.103) zwar kleiner werden, jedoch überwiegt bei einer Änderung des Dipol-
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moments hier der Einfluss des veränderten dynamischen Drucks. Daher verkleinert sich
der Magnetopausenabstand im Modell ∆xMP für ein im Betrag größeres Dipolmoment.
Für einen Wert von M = −1.085 mnorm = −8.8 · 1015 T m3 entspricht die Magnetopausen-
lage im Modell der von THE beobachteten. Für diesen Fall ergibt sich eine rekonstruier-
te Sonnenwindgeschwindigkeit von etwa vSW = 521 km/s und eine Teilchendichte von
NSW = 2.4 /cm3. Die Abweichung vom geschätzten Dipolmoment zum Dipolmoment der
Erde liegt dabei in der gleichen Größenordnung wie zuvor bei den Schätzungen über die
Bugstoßwellenposition aus Kapitel 7. Die rekonstruierten Sonnenwindparameter weichen
um weniger als 10% von den durch THB beobachteten Sonnenwindbedingungen ab.
Somit ist auch die simultane Schätzung von den planetaren Magnetfeld- und Sonnen-
windparametern des Modells mit Messungen von zwei Raumfahrzeugen in der Magneto-
sheath möglich. Auf diese Weise können nicht nur Daten der BepiColombo-Mission zur
Schätzung des planetaren Magnetfeldes verwendet werden, bei denen sich ein Raumfahr-
zeug im Sonnenwind befindet, sondern auch die Daten, bei denen sich beide Raumfahr-
zeuge innerhalb der Wechselwirkungsregion befinden.
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9 Berechnung der Wechselwirkung
mit einer Projektionsabbildung
Die Lösungen der in Kapitel 4 eingeführten Reihenentwicklungsmodelle für die Wech-
selwirkung des Sonnenwindes mit einem planetaren Magnetfeld lassen sich für kleine
Entwicklungsordnungen im Vergleich zum MHD-Simulationscode aus Kapitel 2 schnel-
ler berechnen. Dadurch konnte auch eine Rekonstruktion von Sonnenwindparametern
für eine gleichzeitige Schätzung der planetaren Magnetfeldparameter durchgeführt wer-
den. Aufgrund der vernachlässigbaren numerischen Fehler im Reihenentwicklungsmo-
dell nullter Ordnung ist der Grenzfall kleiner Diffusionsparameter in der Wechselwir-
kung mit diesem Modell nicht nur schneller, sondern auch genauer als mit dem MHD-
Simulationscode berechenbar. Allerdings gibt das Reihenentwicklungsmodell in niedri-
gen Ordnungen die Lösung der Wechselwirkung neben der Stagnationslinie im Vergleich
zum MHD-Simulationscode nur unzureichend wieder. Daher ließen sich mit dem Rei-
henentwicklungsmodell nullter Ordnung lediglich Daten nahe der Stagnationslinie zur
Parameterschätzung verwenden.
In diesem Kapitel wird ein Verfahren präsentiert, das die Vorteile beider Modelle ver-
eint, um möglichst effizient eine präzise Lösung im gesamten Wechselwirkungsgebiet zu
berechnen. Dazu wird eine Projektionsabbildung eingeführt, die die Lösung einer MHD-
Simulation zu typischen Sonnenwindbedingungen mit dem Reihenentwicklungsmodell
nullter Ordnung in eine Lösung zu beliebigen Sonnenwindbedingungen überführt. Zum
Testen der Projektionsabbildung wird diese zunächst so bestimmt, dass sich Ergebnis-
se einer MHD-Simulation zu beliebigen Sonnenwindbedingungen reproduzieren lassen.
Anschließend erfolgt eine Korrektur der Abbildung gemäß der Fehlerquellen durch die zu
großen Diffusionsparameter der MHD-Simulation.
Für die Berechnung einer Lösung mit der Projektionsabbildung zu beliebigen Son-
nenwindbedingungen im gesamten Wechselwirkungsgebiet ist lediglich das Reihenent-
wicklungsmodell zu lösen, anstatt eine erneute MHD-Simulation durchzuführen. Daher
können mit dieser Methode auch zeitaufwendige Schätzungen vieler Modellparameter,
wie Sonnenwind-, Diffusions- und planetare Magnetfeldparameter, gleichzeitig mit Da-
ten aus der gesamten Wechselwirkungsregion durchgeführt werden.
9.1 Bestimmung der Projektionsabbildung
In diesem Abschnitt wird eine Projektionsabbildung berechnet, die die Lösung einer
MHD-Simulation zu beliebigen Sonnenwindbedingungen reproduzieren kann. Zunächst
wird die Lösung der MHD-Simulation für typische Sonnenwindbedingungen, die Basislö-
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sung, bestimmt. Diese Basislösung lässt sich über die Projektionsabbildung an neue Son-
nenwindbedingungen anpassen. Dazu werden in einem ersten Schritt die physikalischen
Größen in der Basislösung der MHD-Simulation auf die neuen Sonnenwindbedingungen
angepasst. Dabei wird diese Basislösung skaliert mit der Veränderung der Lösung des
Reihenentwicklungsmodells von den typischen Sonnenwindbedingungen hin zu den be-
liebigen Bedingungen. In einem zweiten Schritt wird die Geometrie der Basislösung der
MHD-Simulation bezüglich der neuen Sonnenwindbedingungen modifiziert. Dazu ist die
Veränderung der Geometrie in der Lösung des Reihenentwicklungsmodells bei Verwen-
dung der neuen Sonnenwindbedingungen zu berechnen. Diese Veränderung kann dann
auf die Basislösung der MHD-Simulation angewandt werden.
Für die Darstellung der Ergebnisse der Projektionsabbildung wird dasselbe Koordi-
natensystem wie für den MHD-Simulationscode verwendet, mit der x-Achse in Rich-
tung des Sonnenwindes. Zunächst erfolgt die Berechnung einer Basislösung mit dem
MHD-Simulationscode für die typischen Sonnenwindbedingungen bei der Erde nach
Tabelle 1.1. Die zugehörigen Simulationseinstellungen sind im Anhang B.2 in Tabel-
le B.4 zu finden. Dabei konnte eine höhere räumliche Auflösung als bei den Simulationen
zur Parameterschätzung gewählt werden, weil für die Projektionsabbildung lediglich
eine einzige MHD-Simulation zu konstanten Sonnenwindbedingungen durchzuführen
ist. Für die Simulation wird ein planetares Magnetfeld, welches nur eine Dipolkom-
ponente in z-Richtung besitzt, verwendet. Der Vektor des planetaren Magnetfeldes ist
~s = (0, 0, 1, 0, 0, 0, 0, 0)T mnorm. Die Basislösung für die physikalischen Größen im MHD-
Simulationscode wird mit unS(x, y, z) bezeichnet, wobei der Index n die physikalischen
Größen ρ, vx, vy, vz, p, Bx, By, Bz referenziert. Dabei gibt unS(x) := u
n
S(x, 0, 0) die Lösung
entlang der x-Achse an.
Von der berechneten Basislösung muss als Erstes die Geometrie der Magnetosheath
bestimmt werden. Eine tangentiale Strömungsgeschwindigkeit ausgehend von einem Sta-
gnationspunkt bestimmt die Lage der Magnetopause. Die Bugstoßwelle in der MHD-
Simulation bei der Erde lässt sich anhand des starken Anstiegs im Gasdruck bestimmen.
Das erste Auftreten eines Druckanstiegs um mehr als einen Faktor 5 im Vergleich zum
Sonnenwindgasdruck identifiziert die Bugstoßwellenposition. Die Magnetopausenposi-
tion in der Basislösung der MHD-Simulation wird mit xMP,S(y, z) und die Bugstoßwel-
lenposition mit xBS,S(y, z) bezeichnet. Die Abkürzung xMP,S := xMP,S(0, 0) definiert die
Magnetopausenposition und xBS,S := xBS,S(0, 0) die Bugstoßwellenposition entlang der
x-Achse.
Die Basislösung der MHD-Simulation wird mit der zugehörigen Basislösung eines
Reihenentwicklungsmodells zu denselben Sonnenwindbedingungen nach Tabelle 1.1 ver-
glichen. Dabei findet hier das Reihenentwicklungsmodell der nullten Ordnung Verwen-
dung. Es wird in Übereinstimmung mit der MHD-Simulation ein planetares Magnetfeld
von M = 1.0 mnorm = 8.07 · 1015 T m3 genutzt. Die Berechnung einer Lösung mit dem
Reihenentwicklungsmodell für bestimmte Sonnenwindbedingungen und ein festgelegtes
Dipolfeld ist in Kapitel 4.3 dargestellt. Die Ergebnisse für typische Sonnenwindbedingun-
gen für die MHD-Simulation und das Reihenentwicklungsmodell nullter Ordnung sind in
Abbildung 9.1 zu sehen. Die Basislösung des Reihenentwicklungsmodells ist unR(x, y, z),
wobei hier nur die Lösung auf der x-Achse unR(x) betrachtet wird. Weiterhin wird der
Bugstoßwellenabstand und der Magnetopausenabstand zur Erde entlang der x-Achse mit
xBS,R beziehungsweise mit xMP,R bezeichnet.
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Abbildung 9.1: Betrag der Geschwindigkeit im stationären Zustand für die Basislösung
der MHD-Simulation und des Reihenentwicklungsmodells nullter Ordnung mit vSW =
430 km/s.
Um die Werte der physikalischen Größen aus zwei Lösungen, wie die Basislösun-
gen des Reihenentwicklungsmodells und des MHD-Simulationscodes, miteinander ver-
gleichen zu können, müssen die unterschiedlichen Geometrien der Lösungen berücksich-
tigt werden. Dazu erfolgt ein Vergleich der Werte an Orten, die die gleiche Entfernung
zur Bugstoßwelle im Verhältnis zur Dicke der Magnetosheath besitzen. Dieses Verhältnis
lässt sich bezüglich einer Magnetosheathgeometrie mit einem Bugstoßwellenabstand xBS
und einem Magnetopausenabstand xMP über
PMS(x, xBS, xMP) =
xBS − x
xMP − xMP (9.1)
berechnen. Für Werte xBS ≥ x ≥ xMP gilt 1 ≥ PMS(x, xBS, xMP) ≥ 0, wobei der Faktor
an der Bugstoßwelle PMS(x = xBS, xBS, xMP) = 0 und an der Magnetopause PMS(x =
xMP, xBS, xMP) = 1 ist (siehe Abb. 9.2). Über die Koordinate
xR/S(x) = xBS,R − PMS(x, xBS,S, xMP,S) (xBS,R − xMP,R) (9.2)
wird ein Ort x aus der Basislösung der MHD-Simulation in die Geometrie der Basislö-
sung des Reihenentwicklungsmodells übertragen. Dabei ist die Koordinate an der Bug-
stoßwelle xR/S(x = xBS,S) = xBS,R und an der Magnetopause xR/S(x = xMP,S) = xMP,R. Die
Koordinate durchläuft für xBS,S ≥ x ≥ xMP,S die Werte xBS,R ≥ xR/S(x) ≥ xMP,R und die
Geometrien werden aufeinander abgebildet (siehe Abb. 9.2). Damit lässt sich das Verhält-
nis der physikalischen Größen aus den Basislösungen des Reihenentwicklungsmodells
und der MHD-Simulation in der Magnetosheath bei gleichen Werten für PMS durch
f nkorr,R(x) =
unR(xR/S(x))
unS(x)
für xBS,S ≥ x ≥ xMP,S (9.3)
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Abbildung 9.2: Die Funktion PMS(x, xBS, xMP) beschreibt das Verhältnis des Bugstoßwel-
lenabstandes eines Punktes x zu der Dicke der Magnetosheath. Die grauen, gestrichelten
Linien deuten an, wie die Geometrie von der Lösung eines Modells A (z. B. die Basislö-
sung der MHD-Simulation, wobei dann ’A’→’S’) auf die Lösung eines Modells B (z. B.
die Basislösung des Reihenentwicklungsmodells, wobei dann ’B’→’R’) projiziert wird.
Dazu wird eine Koordinate eingeführt, wie beispielsweise in Gleichung (9.2), die Punkte
mit gleichem Wert für PMS(x, xBS, xMP) aufeinander abbildet.
berechnen.
Um die MHD-Lösung für neue Sonnenwindbedingungen mit einer Projektionsabbil-
dung zu berechnen, wird zunächst das Reihenentwicklungsmodell bezüglich dieser auf
der x-Achse gelöst, was die Lösung unRSW(x) ergibt. Es ergibt sich dabei ein Bugstoß-
wellenabstand xBS,RSW und ein Magnetopausenabstand xMP,RSW. Die Lösung wird für die
neuen Sonnenwindbedingungen mit den Korrekturfaktoren f nkorr,R(x) skaliert, um die Ab-
weichungen zwischen den Basislösungen zu berücksichtigen.
Die Koordinate der Faktoren ist gemäß der Geometrie der neuen Lösung des Reihen-
entwicklungsmodells unRSW(x) anzupassen, weil der Korrekturfaktor bezüglich der Geo-
metrie der Basislösung der MHD-Simulation bestimmt wurde. Dazu wird die Koordinate
xS/RSW(x) = xBS,S − PMS(x, xBS,RSW, xMP,RSW) (xBS,S − xMP,S) (9.4)
verwendet. Sie ergibt für xS/RSW(x = xBS,RSW) = xBS,S und für xS/RSW(x = xMP,RSW) = xMP,S.
Damit bildet die Koordinate xS/RSW(x) die Geometrie der neuen Lösung des Reihenent-
wicklungsmodells unRSW(x) und die Geometrie der Basislösung der MHD-Simulation auf-
einander ab. Dann kann die Lösung des Reihenentwicklungsmodells unRSW(x) mit den Kor-
rekturfaktoren f nkorr,R(x) wie folgt skaliert werden:
unRSW,korr(x) =
unRSW(x)
f nkorr,R(xS/RSW(x))
für xBS,RSW ≥ x ≥ xMP,RSW. (9.5)
Die Lösung unRSW,korr(x) ist dann in einem Maße korrigiert, wie sich die Basislösungen der
MHD-Simulation und des Reihenentwicklungsmodells voneinander unterscheiden (ver-
gleiche Abb. 9.1).
Die so modifizierte Lösung unRSW,korr(x) kann genutzt werden, um die physikalischen
Größen in der Basislösung der MHD-Simulation bezüglich der neuen Sonnenwindbe-
dingungen anzupassen, ohne eine erneute MHD-Simulation durchzuführen. Dabei sind
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zunächst die physikalischen Größen zu skalieren und anschließend, in einem weiteren
Schritt, die Geometrie der Magnetosheathregion anzupassen. Die Berechnung des Skalie-
rungsfaktors ist analog zu Gleichung (9.3), nur das anstatt der Basislösung des Reihenent-
wicklungsmodells nun die neue Lösung unRSW,korr(x) verwendet wird. Dann ergibt sich der
Korrekturfaktor als Verhältnis zwischen dieser Lösung des Reihenentwicklungsmodells
zu der Basislösung der MHD-Simulation:
f nRSW,korr(x) =
unRSW,korr(xRSW/S(x))
unS(x)
für xBS,S ≥ x ≥ xMP,S. (9.6)
Dabei wurde durch
xRSW/S(x) = xBS,RSW − PMS(x, xBS,S, xMP,S) (xBS,RSW − xMP,RSW) (9.7)
die Koordinate für die Basislösung der MHD-Simulation auf die Lösung des Reihenent-
wicklungsmodells abgebildet.
Der Faktor f nRSW,korr(x) ist entlang der x-Achse bestimmt. Um die MHD-Basislösung
im gesamten Simulationsgebiet mit dem Faktor f nRSW,korr(x) zu skalieren, muss die Koor-
dinate des Faktors an die Dicke der Magnetosheath neben der x-Achse angepasst wer-
den. Die Dicke der Magnetosheath als Funktion von y und z wird als Abstand zwischen
Bugstoßwelle und Magnetopause entlang der x-Richtung definiert. Um die Magnetos-
heathgeometrie der Simulation neben der x-Achse auf die Geometrie auf der x-Achse
abzubilden, nutzt man die Koordinate
xRSW/S,yz(x, y, z) = xBS,S − PMS(x, xBS,S(y, z), xMP,S(y, z)) (xBS,S − xMP,S) . (9.8)
Damit können die Faktoren (9.6) für eine Skalierung der Werte der physikalischen Größen
in der MHD-Basislösung im gesamten Simulationsgebiet genutzt werden:
unS,skal(x, y, z) = f
n
RSW,korr(xRSW/S,yz(x, y, z)) u
n
S(x, y, z) für xBS,S(y, z) ≥ x ≥ xMP,S(y, z).
(9.9)
Diese Transformation funktioniert für die physikalischen Größen ρ, vx, p und Bz. Für vy,
vz wird der Skalierungsfaktor von vx und für Bx und By wird der Skalierungsfaktor von
Bz verwendet. Möglich wäre auch, Skalierungsfaktoren unabhängig über die Betrachtung
der Koeffizienten vy10, vz01 und Bx01 zu bestimmen. Neben den Modifikationen der Werte
in der Magnetosheath werden die Werte vor der Bugstoßwelle, also für x > xBS,S(y, z)
durch die neuen Sonnenwindbedingungen ersetzt.
Die physikalischen Größen sind auf die neuen Sonnenwindbedingungen angepasst,
jedoch in der Geometrie der Basislösung der MHD-Simulation. Daher wird eine Skalie-
rung der Lösung in x-Richtung gemäß der Veränderung der Lösung des Reihenentwick-
lungsmodells vorgenommen. Dazu wird eine Verschiebung bR benötigt, die die unter-
schiedlichen Positionen der Magnetopause im Reihenentwicklungsmodell bezüglich der
veränderten Sonnenwindbedingungen berücksichtigt:
bR =
(
xMP,RSW − xMP,R) kSR. (9.10)
Dabei berücksichtigt das Verhältnis kSR := xMP,S/xMP,R die Differenz der Magnetopausen-
abstände im Reihenentwicklungsmodell und in der Simulation für gleiche Sonnenwind-
bedingungen. Neben der Verschiebung der Magnetopause muss noch die Veränderung
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Abbildung 9.3: Das Verhältnis (9.1) nutzt die Bugstoßwelle als Referenzfläche. Das Ver-
hältnis
(
1 − PMS(x, xBS,S(y, z), xMP,S(y, z)) hingegen bezieht die Magnetopausenlage als Re-
ferenzpunkt ein. Damit beschreibt das Verhältnis den Abstand eines Punktes x für ver-
schiedene y und z von der Magnetopause entlang der x-Richtung in Bezug zur dortigen
Dicke der Magnetosheath.
der Magnetosheath aufgrund der veränderten Sonnenwindbedingungen betrachtet wer-
den. Der prozentuale Anteil dieser Veränderung ist durch
pR =
(
(xBS,RSW − xMP,RSW) − (xBS,R − xMP,R)) kSR
xBS,R − xMP,R (9.11)
gegeben, wobei der Bruch die Veränderung der Magnetosheathdicke betrachtet. Diese
veränderte Längenskala wird wieder mit kSR korrigiert. Damit lässt sich die Veränderung
der Magnetosheathdicke auf der x-Achse für die Basislösung der MHD-Simulation durch
vMS,SSW = pR
(
xBS,S − xMP,S) (9.12)
abschätzen.
Mit bR wird die Verschiebung der Magnetopausenposition aufgrund der veränder-
ten Sonnenwindbedingungen berücksichtigt. Das Verhältnis PMS(x, xBS,S(y, z), xMP,S(y, z))
nutzte die Bugstoßwelle als Referenzpunkt. Mit
(
1 − PMS(x, xBS,S(y, z), xMP,S(y, z)) ist es
auch möglich, die Magnetopause als Referenzpunkt zu nutzen. Damit lässt sich ein Term
vMS,SSW
(
1 − PMS(x, xBS,S(y, z), xMP,S(y, z)) konstruieren, der einen neuen Abstand eines
Punktes x zur Magnetopause für alle y und z aufgrund der veränderten Magnetosheath-
dicke durch die neuen Sonnenwindbedingungen angibt (siehe Abb. 9.3). Dann kann eine
lineare Transformation für eine Verzerrung der MHD-Basislösung im gesamten Simula-
tionsgebiet der Magnetosheath formuliert werden durch
xS/SSW(x, y, z) = vMS,SSW
(
1 − PMS(x, xBS,S(y, z), xMP,S(y, z)) + bR + x. (9.13)
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Mit der Koordinate xS/SSW(x, y, z) lässt sich die MHD-Simulation unS,skal(x, y, z) bezüglich
der Geometrie für die neuen Sonnenwindbedingungen anpassen:
unS,xtraf(xS/SSW(x, y, z), y, z) = u
n
S,skal(x, y, z) für xBS,S(y, z) ≥ x ≥ xMP,S(y, z) (9.14)
Sonnenwärts der Bugstoßwelle wird unS,xtraf(xS/SSW(x, y, z), y, z) auf die veränderten Son-
nenwindbedingungen gesetzt.
Die vollständige Lösung zu den neuen Sonnenwindbedingungen bezüglich der kar-
tesischen Koordinaten wird mit unSW(x, y, z) = u
n
S,xtraf(xS/SSW(x, y, z), y, z) bezeichnet. Die
beschriebene Abbildungsvorschrift, die aus der Basislösung der MHD-Simulation mit der
Lösung des Reihenentwicklungsmodells zu den neuen Sonnenwindbedingungen unRSW(x)
die neue Lösung unSW(x, y, z) berechnet, ist die Projektionsabbildung.
Analog zu Änderungen von Sonnenwindbedingungen können auch Änderungen des
planetaren Magnetfeldes über die Projektionsabbildung miteinbezogen werden. Bei-
spielsweise kann so die zeitliche Änderung des Magnetfeldes bei einer Verkippung des
Dipolmoments gegenüber der Rotationsachse des Planeten berücksichtigt werden. Auch
eine Variation des planetaren Magnetfeldes im Rahmen einer Schätzung der planetaren
Magnetfeldparameter kann berechnet werden. Bei größeren Änderungen des planetaren
Magnetfeldes ist es jedoch besser, eine neue Basislösung zu berechnen.
9.2 Vergleich zum MHD-Simulationscode
Die Projektionsabbildung im vorherigen Abschnitt 9.1 wurde derart konstruiert, dass die
Lösung unSW(x, y, z) eine MHD-Simulation mit entsprechenden Sonnenwindbedingungen
reproduzieren kann. Um die Qualität der Lösung unSW(x, y, z) zu beurteilen, wird sie mit
der Lösung einer MHD-Simulation für dieselben Sonnenwindbedingungen verglichen.
Dabei sind die Sonnenwindbedingungen so gewählt, dass sie sich von den Sonnenwind-
bedingungen der Basislösung nach Tabelle 1.1 signifikant unterscheiden. Exemplarisch
wird im Folgenden die Lösung bezüglich einer um 100 km/s verminderten Geschwindig-
keit bezüglich der Sonnenwindgeschwindigkeit der Basislösung betrachtet. Der Betrag
der Geschwindigkeit der Basislösung des MHD-Simulationscodes in der xy-Ebene ist in
Abbildung 9.4 dargestellt. Des Weiteren ist die Lösung über das Reihenentwicklungs-
modell mit der Projektionsabbildung unSW(x, y, z) für den Betrag der Geschwindigkeit zu
sehen. Zum Vergleich wurde die zugehörige Geschwindigkeitsverteilung für eine MHD-
Simulation mit den entsprechenden Sonnenwindbedingungen dargestellt.
Die Magnetosheath befindet sich aufgrund des höheren dynamischen Drucks in der
Basislösung mit pdyn = 2.16 nPa weiter erdwärts als für 330 km/s mit pdyn = 1.27 nPa,
Dieser Umstand wird von der über die Projektionsabbildung bestimmten Lösung gut re-
produziert. Weiterhin ändert sich auch die Geschwindigkeitsverteilung wegen der ver-
änderten Sonnenwindgeschwindigkeit. Bei einem Vergleich zwischen den Berechnungen
über die Projektionsabbildung und der Lösung des Simulationscodes zu den neuen Son-
nenwindbedingungen ist zu erkennen, dass die Geschwindigkeit in der Magnetosheath
in beiden Lösungen gut übereinstimmt und deutlich kleiner ist als in der Basislösung.
Einzig nahe der Magnetopause auf der Nachtseite der Magnetosheath ist der Betrag der
Geschwindigkeit kleiner als in der MHD-Simulation. Das ist auf das zu kleine Simula-
tionsgebiet der MHD-Basislösung für eine Berechnung mit der Projektionsabbildung in
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Abbildung 9.4: Betrag der Geschwindigkeit im stationären Zustand für die Basislösung
der MHD-Simulation mit vSW = 430 km/s (oben). Mit dem Reihenentwicklungsmodell
wird für vSW = 330 km/s eine Lösung berechnet und mithilfe der Projektionsabbildung
skaliert. Die sich ergebende Lösung (unten rechts) wird verglichen mit der Lösung des
MHD-Simulationscodes für vSW = 330 km/s (unten links).
dieser Region zurückzuführen. Um diesen Randeffekt zu vermeiden, kann das Simulati-
onsgebiet in x-Richtung weiter ausgedehnt werden. In der Lösung über die Projektionsab-
bildung gibt es, anders als in der MHD-Simulation, an den Flanken der Bugstoßwelle eine
stark erhöhte Geschwindigkeit. Diese tritt aufgrund der numerischen Fehler der Basislö-
sung nahe der subsolaren Bugstoßwelle auf. Die dortigen Oszillationen übertragen sich
durch die Projektion auf die Bereiche neben der x-Achse. Allerdings ist der räumliche
Bereich dieses Fehlers beschränkt auf die Bugstoßwellenregion.
In Abbildung 9.5 ist ein detaillierter Vergleich des Betrages der Geschwindigkeit zwi-
schen der Lösung der MHD-Simulation und der Projektionslösung entlang zur x-Achse
paralleler Geraden zu sehen. Die Basislösung ist ebenfalls dargestellt, um die Unterschie-
de besser beurteilen zu können. Abgesehen von der erhöhten Geschwindigkeit nahe der
Bugstoßwelle, liegen die Lösungen von Projektionsabbildung und MHD-Simulationscode
für 330 km/s bei y = 10 RE sehr gut übereinander. Auch bei y = 15 RE neben der Stagna-
tionslinie stimmt die Projektionslösung mit der MHD-Simulation noch gut überein. Le-
diglich auf der Nachtseite gibt es Abweichungen, welche jedoch klein im Vergleich zur
Änderung aufgrund der veränderten Sonnenwindgeschwindigkeit sind. Für die Projekti-
172
9.3 Korrekturen aufgrund von Diffusionsparametern
0
50
100
150
200
250
300
350
400
x R-Achse [ ]E
-20 -10 0 10 20
|v
| 
[k
m
/s
]
0
100
200
300
400
500
600
|v
| 
[k
m
/s
]
x R-Achse [ ]E
-20 -10 0 10 20
Abbildung 9.5: Vergleich von der Lösung der MHD-Simulation (schwarz) und der Pro-
jektionslösung (rot) in der xy-Ebene für y = 10 RE (links) und für y = 15 RE (rechts)
für eine Sonnenwindgeschwindigkeit von 330 km/s. Dabei wurde auch die Basislösung
der MHD-Simulation für eine mittlere Sonnenwindgeschwindigkeit von 430 km/s einge-
zeichnet.
onsabbildung wurde das Reihenentwicklungsmodell niedrigster Ordnung verwendet, das
schon einige Erdradien neben der Stagnationslinie seine Gültigkeit verliert (siehe Kap.
4.1). Trotzdem lässt sich mit dieser Abbildung eine Lösung berechnen, die auch weit
neben der Stagnationslinie noch gültig ist.
9.3 Korrekturen aufgrund von Diffusionsparametern
Die Projektionsabbildung wurde in Abschnitt 9.1 konstruiert, sodass sie die Lösungen
des MHD-Simulationscodes reproduziert. Allerdings stellte sich in Kapitel 4.6 schon her-
aus, dass die Lösung des Reihenentwicklungsmodells für die Situation bei der Erde nahe
der Stagnationslinie die bessere Lösung liefert. Um dies in der Projektionsabbildung zu
berücksichtigen, werden die Transformationen aus Abschnitt 9.1 modifiziert.
In einem ersten Schritt wurde die Lösung des Reihenentwicklungsmodells unRSW(x)
über Gleichung (9.5) bezüglich der Unterschiede in den Basislösungen beider Modelle
korrigiert. Geht man davon aus, dass die physikalischen Werte der Basislösung des Rei-
henentwicklungsmodells besser sind als die der entsprechenden MHD-Simulation, fällt
diese Korrektur weg. Dann sind unRSW,korr(x) und u
n
RSW(x) identisch und es ergibt sich ein
neuer Korrekturfaktor für die physikalischen Größen aufgrund der neuen Sonnenwindbe-
dingungen aus Gleichung (9.6) über
f˜ nRSW,korr(x) =
unRSW(xRSW/S(x))
unS(x)
für xBS,S ≥ x ≥ xMP,S. (9.15)
Damit lässt sich die Basislösung entsprechend der Lösung des Reihenentwicklungsmo-
dells mit den neuen Sonnenwindbedingungen durch
u˜nS,skal(x, y, z) = f˜
n
RSW,korr(xRSW/S,yz(x, y, z)) u
n
S(x, y, z) für xBS,S(y, z) ≥ x ≥ xMP,S(y, z)
(9.16)
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skalieren.
Ist die Geometrie des Reihenentwicklungsmodells auf der Stagnationslinie besser für
die Daten geeignet als die Geometrie der MHD-Simulation, müssen die Transformationen
der Geometrie aus Kapitel 9.1 ebenfalls modifiziert werden. Die Anpassung der Magneto-
pausenposition erfordert neben dem Beitrag nach Gleichung (9.10) für die Verschiebung
der Magnetopause noch einen weiteren Beitrag für den Unterschied der Magnetopausen-
positionen zwischen den Basislösungen beider Modelle. Weiterhin entfällt die Korrektur
durch den Faktor kSR, sodass dieser Eins ist. Damit ergibt sich eine Magnetpausenver-
schiebung b˜R durch
b˜R =
(
xMP,RSW − xMP,R) + (xMP,R − xMP,S) . (9.17)
Analog fällt auch der Korrekturterm kSR in der Bestimmung der Änderung der Magneto-
sheathdicke in Gleichung (9.11) weg:
p˜R =
(xBS,RSW − xMP,RSW) − (xBS,R − xMP,R)
xBS,R − xMP,R . (9.18)
Als Referenzlänge für die Anpassung der Magnetosheathgeometrie über Gleichung (9.12)
wird nicht mehr die Basislösung der MHD-Simulation, sondern die Basislösung des Rei-
henentwicklungsmodells verwendet:
v˜MS,SSW = p˜R
(
xBS,R − xMP,R) . (9.19)
Damit ergibt sich die modifizierte lineare Transformation (9.13) zu
x˜S/SSW(x, y, z) = v˜MS,SSW
(
1 − PMS(x, xBS,S(y, z), xMP,S(y, z)) + b˜R + x. (9.20)
Wird die Lösung des Reihenentwicklungsmodells nullter Ordnung als korrekte Lö-
sung angenommen, sind die physikalischen Größen der Basislösung der MHD-Simulation
mit u˜nS,skal(x, y, z) nach Gleichung (9.16) zu skalieren. Die Geometrie muss dann über Glei-
chung (9.20) angepasst werden, sodass die Lösung mit der Projektionsabbildung bezüg-
lich der neuen Sonnenwindbedingungen
unS,xtraf(x˜S/SSW(x, y, z), y, z) = u˜
n
S,skal(x, y, z) für xBS,S(y, z) ≥ x ≥ xMP,S(y, z) (9.21)
ist.
Wie zuvor in Kapitel 9.2 gezeigt, erweitert sich über die Projektionsabbildung die
Gültigkeit des Reihenentwicklungsmodells nullter Ordnung bis weit neben die Stagnati-
onslinie. Bei den Berechnungen benötigt der Projektionscode aber nur ein Bruchteil der
Laufzeit einer MHD-Simulation. Auf dem Testrechner PC-T (siehe Kap. 3.3) ist die Be-
rechnung über die Projektionsabbildung etwa 106 Mal schneller als die MHD-Simulation.
Es sei bemerkt, dass zu Vergleichszwecken für beide Berechnungen keine Parallelisierun-
gen der Codes verwendet wurden.
9.4 Verallgemeinerungen
Für die Bestimmung der Projektionsabbildung in den Kapiteln 9.1 und 9.3 wurde das Rei-
henentwicklungsmodell nullter Ordnung verwendet. Die über die Projektionsabbildung
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berechnete Lösung lässt sich durch die Verwendung eines Reihenentwicklungsmodells
höherer Ordnung weiter verbessern. Damit kann unter anderem die Geometrie der Ba-
sislösung der MHD-Simulation in dem hier verwendeten Koordinatensystem, neben der
bisher verwendeten Skalierung in x-Richtung, auch bezüglich der y- und z-Richtungen
skaliert werden. Weiterhin wurden mit dem Reihenentwicklungsmodell bisher ausschließ-
lich Sonnenwindströmungen senkrecht zu einem planetaren Dipolmoment mit einem Son-
nenwindmagnetfeld antiparallel zu diesem Dipolmoment betrachtet. Diese Einschränkun-
gen führten auf die Symmetrierelationen aus Tabelle 4.1, die die Reihenentwicklung der
physikalischen Größen (4.8) vereinfachten. Es lassen sich auch beliebige Sonnenwind-
bedingungen berücksichtigen, indem die allgemeine Reihenentwicklung (4.8) zur Ab-
leitung der gewöhnlichen Differenzialgleichungen des Reihenentwicklungsmodells ver-
wendet wird. Dabei muss ebenfalls die allgemeine Parametrisierung der Bugstoßwelle
(4.17) und der Magnetopause (4.18) verwendet werden. Für den allgemeineren Fall ist es
dann auch möglich über die Berücksichtigung höherer Multipolordnungen ein beliebiges
planetares Magnetfeld zu berücksichtigen, indem das planetare Magnetfeld (4.5)–(4.7)
entsprechend modifiziert wird. Bemerkt sei, dass die Stagnationslinie dann nicht mehr
zwangsweise entlang der x-Achse, der Richtung des Sonnenwindgeschwindigkeitsvek-
tors, liegt.
Eine weitere Möglichkeit die Projektionsabbildung zu verbessern ist die Verwendung
von mehr als einer Basislösung. Bisher wurde nur eine Basislösung zu typischen Sonnen-
windbedingungen genutzt. Wie jedoch in Kapitel 5.4 diskutiert wurde, hat ein südwärti-
ges Sonnenwindmagnetfeld einen großen Einfluss auf die Lage der Magnetopause. Daher
ist es sinnvoll unterschiedliche Basislösungen für nordwärtiges und für südwärtiges Son-
nenwindmagnetfeld zu verwenden. Je nach Sonnenwindmagnetfeld könnte eine Projekti-
onsabbildung für nordwärtiges oder für südwärtiges Sonnenwindmagnetfeld Anwendung
finden. Dabei kann auch die Basislösung der MHD-Simulation durch die Verwendung
einer höheren räumlichen Auflösung verbessert werden.
In dieser Arbeit beschränkt sich die Beschreibung der Wechselwirkung auf die MHD-
Näherung. Es ist jedoch denkbar, für die Berechnung der Basislösung eine Simulation
zu verwenden, die Effekte auf räumlichen Skalen unterhalb der Gyroskala berücksichtigt.
Beispielsweise lässt sich anstatt einer MHD-Näherung in der Basislösung auch eine Si-
mulation im Rahmen einer Mehrflüssigkeitsbeschreibung nutzen, die jede Spezies, wie
Elektronen und Protonen, durch eine eigene Flüssigkeit beschreibt. Um auch Effekte un-
terhalb der Gyroskalen in der Zeitentwicklung zu berücksichtigen, können die Reihen-
entwicklungsmodelle ebenfalls auf die Mehrflüssigkeitsbeschreibung übertragen werden.
Das Vorgehen dabei ist analog zu dem in Kapitel 4 für die MHD-Beschreibung geschilder-
ten Verfahren. Die MHD-Gleichungen müssen dabei durch die entsprechenden Gleichun-
gen der Mehrflüssigkeitsbeschreibung ersetzt und die Komponenten der Teilchengrößen
Dichte, Geschwindigkeit und Druck in Ansatz (4.8) für jede Teilchenspezies unterschie-
den werden.
175

10 Zusammenfassung und Ausblick
In dieser Arbeit wurden Methoden zur Analyse der Magnetfeldverteilung und präzisen
Bestimmung des planetaren Magnetfeldanteils in einer durch die Wechselwirkung mit
dem Sonnenwind stark beeinflussten Umgebung ausgearbeitet und angewandt. Entschei-
dend für eine gute Schätzung des planetaren Magnetfeldes ist die fehlerfreie und effiziente
Berechnung seiner zeitabhängigen Wechselwirkung mit dem Sonnenwind. Die Wechsel-
wirkung wird im Rahmen eines MHD-Modells dargestellt, in das die zeitabhängigen Son-
nenwindbedingungen sowie das planetare Magnetfeld über Parameter eingehen. Weitere
Parameter sind die Diffusionskoeffizienten, wie Resistivität und Viskosität, die Eigen-
schaften des Plasmas spezifizieren. Die Methoden sollen in Hinblick auf die kommen-
de BepiColombo-Mission die Interpretation der Magnetfelddaten bei Merkur verbessern.
Dabei sind die wesentlichen Schwerpunkte dieser Arbeit:
• Datenassimilation mit einer MHD-Simulation (Kap. 2–3):
Es wurde ein MHD-Simulationscode ausgearbeitet, bei dem eine Kostenfunktion
die Abweichungen der Lösungen zu Raumfahrzeugdaten quantifiziert. Über ein
Gradientenverfahren ließen sich planetare Magnetfeldparameter bestimmen, wobei
auch ein adjungierter MHD-Simulationscode untersucht wurde.
• Reduzierte MHD-Modelle zur Analyse der Wechselwirkung (Kap. 4–6):
Über eine an die Magnetosheathgeometrie angepasste Reihenentwicklung wurden
reduzierte MHD-Modelle hergeleitet. Mit diesen ließen sich physikalische Prozes-
se, wie der magnetische Pile-up, Deflexion der Sonnenwindströmung, Rekonne-
xion und Diffusion untersuchen. Außerdem wurde eine Singularitätsanalyse ein-
geführt, mit der die Auswirkungen einer inhomogenen Resistivitätsverteilung be-
trachtet wurden.
• Verbesserte Parameterschätzung (Kap. 5.5 und 7–9):
Aufgrund der kleineren numerischen Fehler ließen sich mit den reduzierten MHD-
Modellen präzise Parameterschätzungen durchführen. Dabei wurden die Modell-
parameter der Diffusion, des Sonnenwindes und des planetaren Magnetfeldes aus
Raumfahrzeugdaten bestimmt. Abschließend wurde eine Projektionsabbildung ein-
geführt, mit der sich solche Schätzungen zeiteffizient in der gesamten Wechselwir-
kungsregion durchführen lassen.
Im Detail wurde zunächst in Kapitel 2 ein MHD-Simulationscode nach Ogino (1993)
zur Berechnung der Wechselwirkung eingeführt. Der Simulationscode löst die partiel-
len Differenzialgleichungen der MHD über ein Lax-Wendroff-Schema. Es wurden neue
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innere und äußere Randbedingungen ausgearbeitet sowie die Anfangsbedingungen verall-
gemeinert, um auch zeitabhängige Sonnenwindbedingungen und eine Drehung des Pla-
neten bei einer Verkippung des Dipolmoments gegenüber der Rotationsachse miteinzu-
beziehen. Die Diffusionskoeffizienten waren so gewählt, dass sie eine stabile Simulation
über die betrachteten Zeiträume ermöglichten. Durch einen Vergleich zwischen Simula-
tionsergebnissen und Raumfahrzeugdaten der THEMIS-Mission bei der Erde ließ sich
der MHD-Simulationscode testen. Die Parameter des planetaren Magnetfeldes wurden
auf die bekannten Werte des Erdmagnetfeldes gesetzt und in-situ Messungen bestimm-
ten die benötigten Sonnenwindparameter. Es zeigte sich, dass der modifizierte MHD-
Simulationscode einige Beobachtungen reproduzieren konnte, aber auch Unterschiede,
insbesondere in der Lage der Magnetosheath und in der Teilchendichte, auftraten.
In Kapitel 3 wurde eine Kostenfunktion eingeführt, die die Abweichungen zwischen
Raumfahrzeugdaten und der Lösung einer MHD-Simulation bestimmt, indem sie die qua-
dratischen Abweichungen aufsummiert. Ein optimaler Schätzer für das planetare Magnet-
feld mit dem Simulationscode ließ sich aus den Raumfahrzeugdaten über ein gradienten-
basiertes Minimierungsverfahren, den BFGS-Algorithmus, berechnen. Um die benötigten
Gradienten mit den laufzeitintensiven MHD-Simulationen effizient berechnen zu können,
wurde ein adjungierter MHD-Simulationscode mit dem Verfahren des automatischen Dif-
ferenzierens erstellt. Bei den Testläufen zur Bestimmung eines Gradienten bezüglich der
Dipol- und Quadrupolparameter ließ sich ein Laufzeitvorteil der adjungierten Methode
von bis zu 33% gegenüber einer Berechnung durch finite Differenzen feststellen. Den
theoretisch möglichen Vorteil von etwa 78% konnte man aufgrund von Speicherbeschrän-
kungen nicht erreichen. Das Schätzverfahren der planetaren Magnetfeldparameter wurde
mit THEMIS-Daten aus der Magnetosheath bei der Erde getestet. Dabei musste sich auf
die Schätzung der Komponenten des Dipolmoments beschränkt werden, weil die Qua-
drupolkomponenten nahe der Erdmagnetopause zu schwach sind. Die geschätzten Werte
schienen den Betrag des Dipolmoments, verglichen mit dem bekannten Wert bei der Erde,
systematisch zu überschätzen, wobei der Fehler in der z-Komponente des Dipols bei etwa
15% lag.
Ausgehend von einem solchen ersten Schätzer für das Dipolmoment wurde in Kapi-
tel 4 die Interaktion zwischen dem Sonnenwind und dem planetaren Magnetfeld für die
ideale MHD-Näherung detailliert untersucht. Dazu wurden reduzierte MHD-Modelle aus
den MHD-Gleichungen über eine Reihenentwicklungsmethode hergeleitet, die die Pro-
zesse der Wechselwirkung bezüglich des Abstandes zur x-Achse, der Richtung des Son-
nenwindes, in der Magnetosheath ordnet. Es ergaben sich damit zugehörige Reihenent-
wicklungsmodelle in verschiedenen Entwicklungsordnungen. Für das Modell niedrigster
Ordnung ließ sich eine analytische Lösung herleiten, die einen Einblick in die grundlegen-
den Prozesse der Wechselwirkung gewährt. Beispielsweise führt die Wechselwirkung auf
ein Druckgleichgewicht zwischen dem anströmenden Sonnenwind und dem durch elek-
trische Ströme modifizierten planetaren Magnetfeld, welches die Lage der Magnetopause
bestimmt. Die Abbremsung der super-magnetosonischen Sonnenwindströmung zur Ma-
gnetopause hin erfordert eine Ablenkung der Strömung durch eine gekrümmte Bugstoß-
welle. Weiterhin wurde gezeigt, dass nicht nur diese Ablenkung, sondern auch ein Son-
nenwindmagnetfeld die Dicke der Magnetosheath beeinflusst. Das Sonnenwindmagnet-
feld staut sich vor der Magnetopause an und verbreitert die Magnetosheath, wie anhand
der analytisch hergeleiteten Gleichung (4.93) zu erkennen ist. Ein Vergleich zwischen den
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Lösungen des Reihenentwicklungsmodells nullter Ordnung und der MHD-Simulation of-
fenbarte unterschiedliche Bugstoßwellen- und Magnetopausenpositionen. Diese Unter-
schiede konnten auf die endlichen Diffusionskoeffizienten im MHD-Simulationscode zu-
rückgeführt werden, die in einem Reihenentwicklungsmodell der idealen MHD, im Ge-
gensatz zur MHD-Simulation, Null sind. Es wurde gezeigt, dass die Diffusionskoeffizien-
ten einen großen Einfluss auf die Lösung haben, wobei diese im MHD-Simulationscode
durch das numerische Lösungsverfahren wesentlich mitbestimmt werden.
Zur genaueren Untersuchung der Auswirkungen eines endlichen Koeffizienten der Re-
sistivität wurde in Kapitel 5 das Reihenentwicklungsmodell um Terme der nicht-idealen
MHD erweitert. Das planetare Magnetfeld kann aufgrund der endlichen Resistivität in die
Magnetosheath diffundieren. Zusammen mit einem südwärtigen Sonnenwindmagnetfeld
führt dies zu einer antiparallelen Magnetfeldkonfiguration. Konnte sich in der Beschrei-
bung der idealen MHD das Sonnenwindmagnetfeld noch bis vor die Magnetopause an-
stauen, führt bei einer endlichen Leitfähigkeit eine antiparallele Magnetfeldkonfiguration
dazu, dass magnetische Rekonnexion diesem Prozess entgegenwirkt. Wie gezeigt wurde,
lässt sich dieser Prozess für die asymmetrische Strömungssituation an der subsolaren Ma-
gnetopause durch modifizierte Sweet-Parker-Relationen beschreiben. Insgesamt wird die
Magnetfeldverteilung hinter der Bugstoßwelle, in der Magnetosheath nahe der Stagnati-
onslinie, im Wesentlichen durch Anstauen, Rekonnexion und Diffusion von Magnetfeld
bestimmt. Die Betrachtungen zum Diffusionsprozess ließen sich nutzen, um aus Raum-
fahrzeugmessungen den Parameter der Resistivität an der subsolaren Magnetopause ohne
numerischen Fehler abzuschätzen. Für die Erde ergab sich η0 = 0.2 · 104 Vm/A und für
Merkur η0 = 0.1 · 104 Vm/A. Dabei sind die Werte deutlich niedriger als sie für stabile
MHD-Simulationen in der Schätzung des planetaren Magnetfeldes benötigt wurden.
Der in Kapitel 5 untersuchte Rekonnexionsprozess war vom Sweet-Parker-Typ. Da-
bei wurde eine homogene Resistivitätsverteilung angenommen. Wie Simulationen zeigen,
kann eine lokal erhöhte Resistivität langsame Stoßwellen in einem Diffusionsgebiet her-
vorrufen, was nach Petschek (1964) den Prozess der magnetischen Rekonnexion beein-
flusst. Aus diesem Grund wurden in Kapitel 6 die Bedingungen für Stoßwellen in einem
Plasma mit einer inhomogenen Resistivitätsverteilung untersucht. Dazu wurden aus Ter-
mumformungen der MHD-Gleichungen Ausdrücke für die räumlichen Variationen der
physikalischen Größen aufgestellt. Unter gewissen Voraussetzungen ließen sich hebbare
Singularitäten in den Ausdrücken mit den starken räumlichen Variationen der physikali-
schen Größen durch eine Stoßwelle in Verbindung bringen. Daraus ergaben sich notwen-
dige Bedingungen für Stoßwellen, die vom Gradienten der Resistivität abhängen. Durch
eine lokal erhöhte Resistivität können die notwendigen Bedingungen für eine Stoßwelle
nach Petschek (1964) erfüllt sein, wobei die hinreichenden Bedingungen noch genauer
zu überprüfen sind. Stoßwellen sind ein Grenzfall für die Ausbreitung von Wellen und
deshalb darf angenommen werden, dass Gradienten der Resistivität auch die Ausbrei-
tungsgeschwindigkeit der Wellen modifizieren. Lassen sich solche Effekte in Raumfahr-
zeugdaten identifizieren, erlaubt dies Rückschlüsse auf die Inhomogenität der Resistivi-
tätsverteilung.
Der Vergleich von Lösungen der MHD-Simulation und des Reihenentwicklungsmo-
dells nullter Ordnung der idealen MHD ergab eine bessere Übereinstimmung vom redu-
zierten MHD-Modell nahe der Stagnationslinie mit Beobachtungen. Weiterhin ließen sich
keine stabilen MHD-Simulationen mit dem zuvor geschätzten Wert für die Resistivität an
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der Magnetopause durchführen. Daher wurde in Kapitel 7 eine erneute Schätzung des Di-
polmoments der Erde aus THEMIS-Daten der Magnetosheathregion vorgenommen. Die
nullte Ordnung des Reihenentwicklungsmodells beschränkt die verwendbaren Daten auf
die Umgebung um die Staupunktstromlinie. Die Schätzung des planetaren Magnetfeldes
lieferte im Vergleich zu der Schätzung mit der MHD-Simulation einen deutlich kleineren
systematischen Fehler von unter 4%. Aufgrund der effizienten Berechnungen der Wech-
selwirkung über das Reihenentwicklungsmodell ließ sich eine größere Datenmenge be-
trachten, mit der der Schätzprozess genauer untersucht wurde. Es zeigte sich zum Bei-
spiel, dass die Berücksichtigung der Zeitabhängigkeit des Sonnenwindes entscheidend
für eine präzise Schätzung des planetaren Magnetfeldes ist. Der statistische Fehler in der
Schätzung des planetaren Magnetfeldes kann insbesondere durch eine möglichst große
Anzahl an betrachteten Raumfahrzeugdurchgängen durch die Magnetosheath und die Be-
rücksichtigung der gesamten Magnetosheathdaten verringert werden.
Bei vorherigen Schätzungen mussten zeitgleich zu den Messungen in der Magneto-
sheath die Sonnenwindbedingungen über ein zweites Raumfahrzeug gemessen werden,
um die Wechselwirkung zu berechnen. Allerdings befinden sich voraussichtlich oftmals
bei der BepiColombo-Mission beide Raumfahrzeuge innerhalb der Wechselwirkungsre-
gion. Daher wurde in Kapitel 8 die Rekonstruktion von Sonnenwindbedingungen aus
Daten der Magnetosheath untersucht. Die rekonstruierten Sonnenwindbedingungen las-
sen sich dann für die Schätzung des planetaren Magnetfeldes mit Daten eines weiteren
Raumfahrzeugs in der Magnetosheath benutzen. Aufgrund der Vielzahl der zu schätzen-
den Parameter wurde für eine effiziente Berechnung der Wechselwirkung das Reihenent-
wicklungsmodell nullter Ordnung verwendet. Im Gültigkeitsbereich des Modells, nahe
der Stagnationslinie, ließen sich die Sonnenwindbedingungen aus Magnetosheathdaten
gut rekonstruieren. Weiterhin ermöglichte das effiziente Verfahren auch eine simultane
Schätzung von Sonnenwindbedingungen und planetarem Dipolmoment mit Daten aus
der Magnetosheath von zwei Raumfahrzeugen zu einem Zeitpunkt. Der Fehler für das
planetare Magnetfeld lag dabei im Bereich der Fehler, die bei der direkten Schätzung
des planetaren Magnetfeldes in Kapitel 7 auftraten. Somit ist die zuverlässige Schätzung
von Sonnenwind- und planetaren Magnetfeldparametern mit Messungen von zwei Raum-
fahrzeugen auch möglich, wenn sich beide Raumfahrzeuge in der Magnetosheath befin-
den. Dies erhöht die Anzahl der zur Bestimmung der planetaren Magnetfeldparameter
verwendbaren Magnetosheathdurchgänge, was den statistischen Fehler in der Schätzung
verringert.
Das Reihenentwicklungsmodell nullter Ordnung hat wegen der besser angepassten
Diffusionsparameter nahe der Stagnationslinie einen kleineren Modellfehler im Ver-
gleich zur MHD-Simulation und ist wesentlich effizienter berechenbar. Allerdings ist
die Lösung durch die nullte Entwicklungsordnung auf die Region der Staupunktstrom-
linie beschränkt. Um die Gültigkeit des Reihenentwicklungsmodells auf die gesamte
Magnetosheath auszudehnen, wurde in Kapitel 9 eine Projektionsabbildung eingeführt.
Diese ließ sich aus einem Vergleich der stationären Basislösungen für typische Sonnen-
windbedingungen zwischen der MHD-Simulation und dem Reihenentwicklungsmodell
nullter Ordnung sowie einer Lösung des Reihenentwicklungsmodells bezüglich neuer,
beliebiger Sonnenwindbedingungen bestimmen. Die Projektionsabbildung modifiziert
über Skalierungsfaktoren die physikalischen Größen und die Geometrie der Basislö-
sung der MHD-Simulation gemäß der neuen Sonnenwindbedingungen. Es wurde ge-
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zeigt, dass die über die Projektionsabbildung berechnete Lösung die Eigenschaften der
MHD-Simulation neben der Stagnationslinie reproduzieren kann. Dabei ist diese Be-
rechnung der Lösung um etwa 6 Größenordnungen schneller als eine Berechnung durch
den MHD-Simulationscode. Weil allerdings das Reihenentwicklungsmodell nahe der
Stagnationslinie einen kleineren Modellfehler aufweist, wurde die Projektionsabbildung
dahin gehend korrigiert. Schlussendlich ermittelt die Projektionsabbildung die Lösung
nicht nur effizienter als die MHD-Simulation, sondern auch mit kleinerem Fehler. Die
schnelle Berechnung bietet die Möglichkeit, die Sonnenwindbedingungen und das pla-
netare Magnetfeld simultan zu schätzen, wenn sich zwei Raumfahrzeuge innerhalb der
Wechselwirkungsregion befinden. Die Resistivität im MHD-Modell lässt sich aus den
Betrachtungen des Reihenentwicklungsmodells nullter Ordnung an der Magnetopause
abschätzen. Damit lassen sich die wichtigsten Parameter der MHD-Beschreibung der
Wechselwirkung alle aus Raumfahrzeugdaten bestimmen.
Wie in Kapitel 9.4 geschildert, gibt es verschiedene Möglichkeiten die Projektions-
abbildung weiter zu verbessern, falls eine noch genauere Berechnung nötig ist. Dabei
können auch Effekte unterhalb der Gyroskala berücksichtigt werden. Neben diesen me-
thodischen Erweiterungen lässt sich auch die Beschreibung der Wechselwirkung weiter
ergänzen. Insbesondere ist eine detailliertere Modellierung des Planeteninneren möglich.
Damit können beispielsweise Induktionseffekte im Planeten in Schichten mit endlicher
Leitfähigkeit aufgrund von Variationen elektrischer Stromsysteme der Wechselwirkung
außerhalb des Planeten berücksichtigt werden. Über ein Modell der elektromagnetischen
Induktion lässt sich das Magnetfeld der Induktionsströme außerhalb des Planeten ermit-
teln. Dabei kann für die Berechnung der zeitabhängigen Variationen der Magnetosheath
weiterhin die quasi-stationäre Näherung verwendet werden, jedoch nicht für das Modell
der Induktion im Planeten. Dort muss die Diffusionsgleichung (2.32) zeitabhängig gelöst
werden. Das sich durch die Induktion ergebende veränderte Magnetfeld außerhalb des
Planeten beeinflusst die Randbedingungen im Reihenentwicklungsmodell an der Magne-
topause und ist für jeden quasi-stationären Zeitpunkt zu berücksichtigen. Die elektrische
Leitfähigkeit im Planeteninneren lässt sich durch ein Schichtmodell der Resistivität mo-
dellieren. Die zusätzlichen Parameter der Resistivität können ebenfalls über Magnetfeld-
messungen von Raumfahrzeugen simultan zu den Parametern des planetaren Magnetfel-
des geschätzt werden. Für die Berechnung des Induktionsprozesses eignet sich der MHD-
Simulationscode in dieser Arbeit, da das Planeteninnere schon entsprechend angepasst
wurde. Zusammen mit der effizienten Berechnung der Wechselwirkung außerhalb des
Planeten über die Projektionsabbildung ist so die zeitaufwendige simultane Bestimmung
der planetaren Magnetfeldparameter und der Leitfähigkeitsverteilung durchführbar.
Für eine Bestimmung aller Parameter der zeitabhängigen MHD-Beschreibung der
Wechselwirkung werden bei Verwendung der bisher vorgestellten Verfahren bisher stets
Messungen von mindestens zwei Raumfahrzeugen benötigt. Allerdings haben viele Mis-
sionen nur ein einziges Raumfahrzeug, welches die Umgebung eines Planeten erforscht.
Befindet sich das Raumfahrzeug einen Teil der Zeit im Sonnenwind, dann können die in
dieser Arbeit entwickelten Verfahren auch für eine solche Mission angewendet werden,
wie im Folgenden dargestellt. Zunächst werden aus den Sonnenwindbeobachtungen, wie
in Kapitel 1.2 gezeigt, Referenzverteilungen für die Sonnenwindbedingungen bestimmt.
Anschließend sind die Sonnenwindbedingungen wie in Kapitel 8, ausgehend von einem
initialen Schätzer für das planetare Magnetfeld, für alle Plasma- und Magnetfelddaten von
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Abbildung 10.1: Mit einem initialen Schätzer des planetaren Magnetfeldes lassen sich alle
Sonnenwindbedingungen von Raumfahrzeugdaten innerhalb der Wechselwirkungsregion
durch Minimierung der Kostenfunktion KI rekonstruieren. Die sich daraus ergebenden
Verteilungsfunktionen des Sonnenwindes können mit aus Messungen bestimmten Stati-
stiken verglichen werden, was die Kostenfunktion KA bestimmt. Durch eine Minimierung
der Kostenfunktion KA werden dann die planetaren Magnetfeldparameter geschätzt.
Raumfahrzeugmessungen zu rekonstruieren. Daraus lassen sich statistische Verteilungs-
funktionen bilden. Die planetaren Magnetfeldparameter werden dann variiert, bis die Mo-
mente dieser Verteilungsfunktionen mit denen der Referenzverteilungen übereinstimmen
(siehe Abb. 10.1). Die Schätzung erfordert zwei ineinander verschachtelte Iterationen zur
Anpassung aller Parameter. Dadurch muss die zeitabhängige Wechselwirkung für die ge-
samte Missionslaufzeit mehrfach berechnet werden. Mit den Reihenentwicklungsmodel-
len und der Projektionsabbildung lässt sich ein solches Vorgehen effizient durchführen.
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Die Darstellung des Erdmagnetfeldes erfordert die Verwendung der körperfesten GEO-
Koordinaten. Die wichtigsten Transformationen von den GSE- und GSM-Koordinaten für
Raumfahrzeugdaten in das GEO-Koordinatensystem werden im Folgenden vorgestellt.
Die Gleichungen werden aus den Darstellungen von Hapgood (1992) mit der Korrektur
aus Hapgood (1997) hergeleitet.
Die Transformationen nutzen folgende Drehmatrizen:
Rx(Ω) =
1 0 00 cos(Ω) − sin(Ω)0 sin(Ω) cos(Ω)
 ,
Ry(Ω) =
 cos(Ω) 0 sin(Ω)0 1 0− sin(Ω) 0 cos(Ω)
 ,
Rz(Ω) =
cos(Ω) − sin(Ω) 0sin(Ω) cos(Ω) 00 0 1
 .
(A.1)
Dabei bezeichnet Ω den Drehwinkel. Ein Vektor ~pv wird über Rx(Ω) · ~pv um die x-Achse
um den Winkel Ω gedreht. Analog lässt sich mit Ry(Ω) eine Drehung um die y-Achse und
mit Rz(Ω) eine Drehung um die z-Achse durchführen. Da die Drehmatrizen orthogonal
sind, erhält man die zugehörige inverse Matrix, die also einer Drehung um −Ω entspricht,
durch Transponieren.
Damit Raumfahrzeugdaten in GEO-Koordinaten ausgegeben werden können, lassen
sich die sogenannten GEI-(Geocentric-Equatorial-Inertial-)Koordinaten als Zwischen-
schritt verwenden. Im GEI-Koordinatensystem zeigt die x-Achse stets in Richtung der
Frühjahrstagundnachtgleiche (Äquinoktium im März), also entlang der Schnittachse
von Äquatorialebene und Ekliptik. Die z-Achse ist in Richtung der Drehachse der Er-
de orientiert und die y-Achse vervollständigt ein rechtshändiges Orthogonalsystem. Die
Transformation von GEI-Koordinaten in das erdfeste GEO-Koordinatensystem erfolgt
über eine Drehung um die z-Achse mit der Drehmatrix
T1 := Rz(θ(tUT,s,Ts)). (A.2)
Der Winkel θ(tUT,s,Ts) ist die Sternzeit in Grad, auch als GMST (Greenwich Mean Sideral
Time) bezeichnet und kann über
θ(tUT,s,Ts) = 100.461◦ + 36000.77◦ Ts + 0.000388◦ T 2s + 15.0411 tUT,s (A.3)
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berechnet werden (Nautical Almanac Office 1989). Dabei ist tUT,s die Zeit in Universal
Time am gewünschten Datum in Sekunden und Ts ist definiert über
Ts :=
J − 2451545
36525
, (A.4)
wobei J das julianische Datum für 0 UT ist.
Um vom GEI-Koordinatensystem in das GSE-Koordinatensystem zu transformieren,
muss die z-Achse senkrecht zur Ekliptik und die x-Achse in Richtung Sonne gedreht
werden (Nautical Almanac Office 1989). Dazu wird zunächst das GEI-Koordinatensystem
um die x-Achse mit Rx((Ts)) gedreht, wobei
(Ts) = 23.439 − 0.013 Ts. (A.5)
Anschließend wird eine Drehung in der Ekliptik über die Drehmatrix Rz(λz) ausgeführt,
sodass die x-Achse in Richtung Sonne zeigt. Um den Winkel λz zu bestimmen, berechnet
man zunächst die mittlere Sonnenanomalie über
M(tUT,s,Ts) = 357.528 + 35999.050 Ts + 0.04107 tUT,s. (A.6)
Weiterhin wird die geographische Länge der Sonne bestimmt:
Λ(tUT,s,Ts) = 280.460 + 36000.772 Ts + 0.04107 tUT,s. (A.7)
Der Drehwinkel um die z-Achse ist gegeben durch
λz(tUT,s,Ts) =Λ(tUT,s,Ts) + (1.915 − 0.048 Ts) sin(M(tUT,s,Ts))
+ 0.02 sin(2 M(tUT,s,Ts)).
(A.8)
Die Transformationsmatrix T2 von GEI- in GSE-Koordinaten ergibt sich als Hintereinan-
derausführung der Drehungen um die x- und z-Achse durch
T2 := Rz(λz(tUT,s,Ts)) · Rx((Ts)). (A.9)
Somit ist die Transformationsmatrix von GEO- in GSE-Koordinaten durch
T3 := Rz(λz(tUT,s,Ts)) · Rx((Ts)) · Rz(θ(tUT,s,Ts))T (A.10)
gegeben.
Für eine Transformation von GSE- in GSM-Koordinaten muss die yz-Ebene der GSE-
Koordinaten auf die Dipolachse gedreht werden. Da die x-Achse weiterhin zur Sonne
zeigt, wird dazu eine Drehung um die x-Achse über folgende Drehmatrix durchgeführt:
T4 := Rx(Ψ). (A.11)
Der Drehwinkel Ψ ist
Ψ = arctan
(
ye
ze
)
. (A.12)
Hierbei ist ~me := (xe, ye, ze)T der normierte Einheitsvektor des Dipolmoments in GSE-
Koordinaten ist. Dieser lässt sich leichter in den zuvor beschriebenen GEO-Koordinaten
in Kugelkoordinaten ausdrücken über
~mg =
(
cos(φg) cos(λg), cos(φg) sin(λg), sin(φg))
)T
. (A.13)
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Die benötigten Winkel können über die Gauss-Koeffizienten des Erdmagnetfeldes be-
stimmt werden. Der Längenwinkel des Dipolmoments ist
λg = arctan
(
h11
g11
)
(A.14)
und Breitenwinkel ist
φg = 90.0◦ − arctan
(
g11 cos(λg) + h
1
1 sin(λg)
g01
)
. (A.15)
Der Dipolvektor in GEO-Koordinaten ~mg kann über die Matrix T3 in GSE-Koordinaten
transformiert werden:
~me = T3 · ~mg. (A.16)
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B Details zum MHD-Simulationscode
B.1 Implementierung in Fortran
Der MHD-Simulationscode aus dieser Arbeit, basierend auf dem numerischen Schema
von Ogino (1993) mit den Modifikationen und Erweiterungen wie in Kapitel 2 beschrie-
ben, wurde in Fortran 90 implementiert. Der Simulationscode ist dabei in sieben Fortran-
Module sowie das Hauptprogramm (program earth_mag) unterteilt. Die im Fortran-Code
verwendeten Bezeichnungen sind kursiv geschrieben.
Das Modul constants
Dieses Modul beinhaltet häufig genutzte Konstanten und Variablen, die für wichtige
Einstellungen des Simulationscodes verantwortlich sind. Im Folgenden werden kurz die
wichtigsten Einstellungsmöglichkeiten erläutert, wobei die Bezeichnungen von Varia-
blen aus der numerischen Implementierung des Codes in eckigen Klammern angegeben
werden.
Der Simulationscode ist mithilfe des MPI-(Message-Passing-Interface-)Standards
parallelisiert. Dabei wird das Simulationsgebiet in z-Richtung in verschiedene, etwa
gleich große Abschnitte unterteilt. Die Anzahl der Anschnitte ist durch die Konstante
NCPU [npe] festlegt. Der Zusammenhang zum MPI-Standard wird in der Beschreibung
des Moduls para_def erläutert.
Im Modul constants werden die in Kapitel 2 beschriebenen Konstanten des numeri-
schen Gitters, imax [nx], jmax [ny], kmax [nz] und i∗P [nxp] festgelegt. Auch die Ausdehnung
der Simulationsbox über xL [xl], yL [yl] und zL [zl] sowie die maximale Anzahl der Zeit-
schritte lmax [last] werden bestimmt. Die Zeitauflösung ∆t ist mit der Gitterauflösung in
x-Richtung über ∆t = 0.5 ∆x dt durch die Konstante dt [thx] verknüpft. Eine Veränderung
der Gitterauflösung über ∆t bei konstantem dt ist dann automatisch mit einer Veränderung
der Zeitauflösung gemäß des Courant–Friedrichs–Lewy-Kriteriums (2.13) verknüpft. Des
Weiteren lässt sich der Planetenradius RPlanet [ra_i] festlegen.
Die Sonnenwindbedingungen ρSW [ro01], vSW [vsw], pSW [pr01], Bx,SW [imfx], By,SW
[imfy] und Bz,SW [imfz] können initialisiert werden. Es lassen sich die numerischen Para-
meter Dρ [dfu], Dv [vmu], Dp [pmu], ηA [eatt] festlegen, welche im Simulationscode über
eine Normierung durch die initiale Sonnenwinddichte ρSW(t0) bestimmt sind. Es werden
die Definitionen D˜v := Dv/ρSW(t0) [vmu0], D˜p := Dp/D˜v [pmu0] und D˜ρ := Dρ/D˜v [dfu0]
verwendet. Das Planeteninnere wird durch ηKern [eat_core], ηMantel [eat_mantel] und RKern
[ra_c] beschrieben. Das dort erzeugte planetare Magnetfeld ist durch die Dipolparameter
mx [b0x], my [b0y], mz [b0z] und die Quadrupolparameter Qxx [Qxx], Qxy [Qxy], Qyy [Qyy],
Qxy [Qxy], Qyz [Qyz] sowie die zugehörigen Drehwinkel φK [phi] und λK [theta] bestimmt.
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Das Modul initial
Die diskretisierte MHD-Lösung unl,i, j,k [f(i,j,k,n)] wird für einen Zeitpunkt l in einem Feld
(englisch: array) abgespeichert, wobei die Größe des Feldes [f(nx2,ny2,nz2,8)] durch
imax + 2 [nx2], jmax + 2 [ny2], kmax + 2 [nz2] und die Anzahl der MHD-Variablen Nvar [8]
festgelegt ist. Dabei bestimmt der letzte Index des Feldes die jeweilige MHD-Variable,
das heißt, die Komponente des Lösungsvektors ~u(x, t). Die Lösung unl,i, j,k besitzt als phy-
sikalischen Größen die Dichte ρ [n=1], die Geschwindigkeitskomponenten vx [n=2], vy
[n=3], vz [n=4], den Druck p [n=5] und die Magnetfeldkomponenten Bx [n=6], By [n=7],
Bz [n=8].
Im Modul initial werden Werte für dieses Feld, wie in Kapitel 2.2 beschrieben wurde,
initialisiert. Dazu dient das Unterprogramm equilout. Dort wird zunächst das Magnetfeld
über eine numerische Implementierung der Dipolgleichung (1.15), der Quadrupolglei-
chung (2.23) und der Summe beider Beiträge gemäß Gleichung (2.21) bestimmt. Es re-
sultiert das planetare Magnetfeld ~BPlanet [BE(:,:,:)]. Ein Dipol und ein Quadrupol sind
stromfrei, jedoch ergeben sich wegen der Approximation von Ableitungen durch finite
Differenzen in der numerischen Implementierung kleine, von Null verschiedene Werte für
∇× ~BPlanet [pp(nx2,ny2,nz2,3)]. Diese werden abgespeichert und später genutzt, um in der
Berechnung eines neuen Zeitschrittes den numerischen Fehler zu verkleinern. Anschlie-
ßend wird die Dichte, der Druck und die Geschwindigkeit, wie in Kapitel 2.2 beschrieben,
initialisiert.
Als Letztes wird noch eine ortsabhängige Resistivitätsverteilung η(x, y, z) [eta(:,:,:)]
mit ηA [eatt] initialisiert. Mit ηMantel [eta_mantel] wird die Initialisierung innerhalb von
RPlanet überschrieben. Für einen Radius kleiner als RKern wird die Resistivität durch den
Wert ηKern [eta_core] ersetzt. Abschließend wird noch der räumliche Gradient der Resi-
stivität ∇η [etagrad(:,:,:] durch zentrierte finite Differenzen berechnet.
Das Modul iodata
Das Modul iodata besitzt verschiedene Unterprogramme, um Daten auszugeben bezie-
hungsweise einzulesen. Das Unterprogramm writedata speichert für den aktuellen Zeit-
schritt l [ntap] in den Dateipfad “/xyzDaten/datei’,ntap,’.data” die Lösung aller MHD-
Variablen auf dem gesamten Raumgitter in eine Datei ab. Als zusätzliche Informationen
werden zunächst die Gitterkonstanten der Simulation imax, jmax, kmax, i∗P und der aktuelle
Zeitschritt l sowie die Ausmaße der Simulationsbox xL, yL, zL abgespeichert. Dann wer-
den die Daten der MHD-Variablen hintereinander für die verschiedenen MHD-Größen
abgespeichert. Dabei wird für das Magnetfeld vorher das planetare Magnetfeld ~BPlanet
subtrahiert. Zum Schluss werden noch eine Reihe weiterer Werte, wie beispielsweise die
Dipol- und Quadrupolparameter und die Diffusionskonstanten, an die Datei angefügt.
Das Unterprogramm readdata ist in der Lage, eine solche zuvor abgespeicherte Datei
wieder einzulesen. Dabei werden die Simulationsparameter mit denen des Moduls con-
stants verglichen und Warnhinweise bei Unterschieden ausgegeben, da diese Werte für
eine korrekte Simulation übereinstimmen müssen. Das planetare Magnetfeld wird, wie es
durch die Parameter im constants Modul definiert ist, hinzu addiert.
Neben der vollständigen Ausgabe aller Daten, lässt sich auch eine Schnittebene par-
allel zur xy-Koordinatenebene beziehungsweise zur xz-Ebene durch das Unterprogramm
188
B.1 Implementierung in Fortran
writedataplane ausgeben. Weiterhin ist durch das Unterprogramm writedatastreamline
die Ausgabe der MHD-Variablen entlang der x-Achse möglich.
Das Einlesen von Raumfahrzeugdaten für die Verwendung von zeitabhängigen Son-
nenwindbedingungen und zum Vergleich mit Simulationsergebnissen ist über das Un-
terprogramm scdata möglich. Dabei besteht eine zum Einlesen geeignete Datei aus 14
Spalten und beliebig vielen Zeilen. Die Spalten geben dabei die Information über den
Zeitpunkt der Messung tSC [s] und die Sonnenwinddaten am Einströmrand des Simula-
tionsgebietes ρSW [1/cm3], pSW [nPa], Bx,SW [nT], By,SW [nT], Bz,SW [nT], vSW [km/s]
an. Weiterhin werden die Position des Raumfahrzeugs xSC [RE], ySC [RE], zSC [RE] sowie
die Magnetfelddaten Bx,SC [nT], By,SC [nT], Bz,SC [nT] im Simulationskoordinatensystem
MSP festgelegt. In der letzten Spalte wird noch der Rotationswinkel des Dipolmoments
θK [rad] angegeben. Die Zeilen der Datei beinhalten die gemessenen Daten zu verschie-
denen Zeitpunkten. Dies Unterprogramm scdata liest diese Informationen in ein Feld
[SW(14,:)] ein.
Das Modul boundary
Die in Kapitel 2.2 beschriebenen Randbedingungen des Simulationsgebietes sind im Mo-
dul boundary implementiert. Dabei berechnet das Unterprogramm bdryup die Randbedin-
gungen für das Einströmen und das Unterprogramm bdryzm die Randbedingungen für das
Ausströmen an den Rändern. Ein weiteres Unterprogramm SWmod bestimmt die Verän-
derung der Sonnenwindbedingungen mit der Zeit. Dabei wird die Simulationszeit mit der
Zeit im Raumfahrzeugdatensatz verglichen und die zur Simulationszeit passenden Son-
nenwinddaten rausgesucht. Sollten sich die Sonnenwinddaten gegenüber dem vorherigen
Zeitschritt geändert haben, so werden die Sonnenwindvariablen im Fortran-Code auf die
neuen Werte gesetzt.
Des Weiteren ist in dem Modul das Unterprogramm cost zur Berechnung der Ko-
stenfunktionen aus Kapitel 3.1 implementiert. Dabei muss zunächst die zur Position des
Satelliten xSC [xs], ySC [ys], zSC [zs] im diskreten Gitter der Simulation iSC [isat], jSC [jsat],
kSC [isat] bestimmt werden. Die Umrechnung erfolgt über die Gleichungen (2.6), die nach
den Gitterkoordinaten aufgelöst wurden:
iSC =
xSC
∆x
+
imax + 3
2
− i∗P,
jSC =
ySC
∆y
+
jmax + 3
2
,
kSC =
zSC
∆z
+
kmax + 3
2
.
(B.1)
In der numerischen Implementierung dieser Gleichungen wird nach der Berechnung der
rechten Seite über die Fortran-Funktion nint auf den nächsten Ganzzahlwert gerundet.
Die Kostenfunktion lässt sich dann gemäß Gleichung (3.3) berechnen.
Die Drehung des Planeten für den Dipolanteil kann durch das Unterprogramm dreh
berücksichtigt werden. Dabei wird die Transformation (2.41) auf das Dipolmoment alle
200 Zeitschritte mit den aktuellen Werten für φK [phi] und λK [theta] angewandt.
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Das Modul difmtd
Die Berechnung eines neuen Zeitschrittes erfolgt im Modul difmtd in dem Unterpro-
gramm mlf. Der Zeitschritt wird über das in Kapitel 2.1 beschriebene Lax-Wendroff-
Verfahren berechnet. Vor dem Ausführen der beiden Schritte des Lax-Wendroff-Schemas
erfolgt die Bestimmung der Stromdichte j über die Rotation des Magnetfeldes. Die MHD-
Gleichungen werden über das Lax-Wendroff-Verfahren in dem gesamten Simulationsge-
biet außerhalb des Planeten, das heißt für r > RPlanet, gelöst.
Für den Bereich innerhalb des Planeten wird, falls die Option innerB eingeschaltet ist,
die Diffusionsgleichung (2.32) gelöst. Dabei werden auch Gradienten in der Resistivität
∇η [gradeta] berücksichtigt. Die Option innerbrdy kann eine zusätzliche Berechnung
von Randwerten für die Dichte, den Druck und die Geschwindigkeit an der Oberfläche
des Planeten einschalten. Dabei wird das Unterprogramm inbrdy ausgeführt, welche
die in Kapitel 2.2 beschriebenen Randbedingungen realisiert. In einer Umgebung um
RPlanet wird die Dichte und der Druck auf die zuvor beschriebenen Werte minimaler
Wechselwirkung gesetzt. Für die Geschwindigkeit lässt sich über velbrdy wählen, ob alle
Geschwindigkeitskomponenten an der Oberfläche auf Null gesetzt werden sollen [vel-
brd=1] oder lediglich die Normalkomponente [velbrdy=2]. Letztere Option nutzt dabei
das Unterprogramm tanvel zur Berechnung der tangentialen Geschwindigkeitskompo-
nenten.
Das Modul para_def
Das Modul para_def beinhaltet die Unterteilung des Simulationsgebietes über das Unter-
programm zpara für die Parallelisierung mit MPI. Der MPI-Standard regelt den Nachrich-
tenaustausch bei simultanen Berechnungen auf mehreren Computern (siehe z. B. Gropp
et al. 1999). Dabei erlaubt MPI die Verwendung lokaler Speicher der einzelnen Compu-
ter, im Gegensatz zum OpenMP-Standard (Open Multi-Processing), der nur die Verwen-
dung eines gemeinsamen Speichers unterstützt. Durch MPI lassen sich Berechnungen in
verschiedene Prozesse aufteilen, die alle im Programm simultan gestartet und dann zeit-
gleich von verschiedenen Computern eines PC-Clusters oder auch eines Parallelrechners
abgearbeitet werden können. Die Anzahl der Prozesse ist im Modul constants durch die
Konstante NCPU festgelegt.
Mit der MPI-Bibliothek lassen sich Befehle implementieren, sodass die Prozesse
miteinander kommunizieren, Daten austauschen und sich synchronisieren können. Diese
Prozesssteuerung ist auch für alle neu konzipierten Teile des Simulationscodes erfor-
derlich. Ein Unterprogramm der MPI-Bibliothek wird dabei üblicherweise über call
MPI_NAME(Parameter, ...) aufgerufen, wobei MPI_NAME den Namen des Unterpro-
gramms bezeichnet. Kommunikatoren definieren eine Gruppe von MPI-Prozessen, wobei
der wichtigste vordefinierte Kommunikator MPI_COMM_WORLD ist, welcher alle MPI-
Prozesse umfasst. Die Initialisierung der MPI-Umgebung geschieht durch das Unter-
programm MPI_INIT(ier) und sie wird durch das Unterprogramm MPI_FINALIZE(ier)
beendet. Das Unterprogramm MPI_COMM_SIZE(comm, size, ier) gibt die Anzahl der
Prozesse des Kommunikators comm in die Ganzzahlvariable size zurück. Die Varia-
ble ier dient bei allen MPI-Unterprogrammen einer Fehlerangabe beim Aufruf des
Unterprogramms. Mit MPI_COMM_RANK(comm, id, ier) wird jedem Prozess ein sie
bezeichnender Ganzzahlwert id, der Identifizierer, zugewiesen. Dabei werden positive
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k=1 k k= +2max
Prozess 0
Prozess 5
Prozess 2
Abbildung B.1: Aufteilung des Simulationsgebietes entlang der z-Achse mit MPI. Dabei
übernehmen verschiedene Prozesse unterschiedliche Abschnitte, wobei die Abschnitte im
Inneren des Simulationsgebietes überlappen.
Ganzzahlwerte von 0 bis NCPU − 1 benutzt.
Mithilfe dieser MPI-Unterprogramme wird im Simulationscode in para_def das Si-
mulationsgebiet in z-Richtung aufgeteilt, sodass jedem Prozess ein zusammenhängender
Abschnitt entlang der z-Achse im Simulationsgebiet zugeordnet ist. Alle Prozesse stel-
len die Berechnungen im Simulationscode, unabhängig voneinander, für ihr zugeordne-
tes Simulationsgebiet an (siehe Abb. B.1). Um auch finiten Differenzen in jedem Gebiet
unabhängig voneinander berechnen zu können, überlappen die Berechnungsgebiete für
die Prozesse um eine Gitterzelle an allen Rändern im Inneren des Simulationsgebietes.
Ändern sich die Randwerte in den überlappenden Gebieten, müssen diese zwischen den
beteiligten Prozessen ausgetauscht werden.
Zum Senden der Daten data an einen Prozess mit dem Identifizierer destination wird
das Unterprogramm MPI_SEND(data, count, mpi_type, destination, tag, comm, ier) auf-
gerufen. Hierbei gibt count die Anzahl der zu verschickenden Daten und mpi_type den
zugehörigen Datentyp an. Es gibt unter anderem MPI_INTEGER für Ganzzahlwerte,
MPI_REAL für Gleitkommazahlen, MPI_DOUBLE_PRECISION für Gleitkommazahlen
mit doppelter Genauigkeit und MPI_LOGICAL für logische Werte. Die Sendeanweisung
wird mit einem Nachrichten-Identifikator tag, einer die Anweisung identifizierenden gan-
zen Zahl, belegt. Die verschickten Daten data können von einem anderen Prozess mit
dem Identifizierer source durch die Anweisung MPI_RECV(data, count, mpi_type, sour-
ce, tag, comm, ier) empfangen werden. Der Nachrichten-Identifikator tag ordnet dabei
Sendeprozess und Empfangsprozess einander zu.
Es ist auch möglich das Senden von Daten data_a von einem Prozess mit dem Identi-
fizierer source und das Empfangen von data_b von einem Prozess mit dem Identifizierer
destination über MPI_SENDRECV(data_a, count_a, mpi_type_a, destination, tag_a, da-
ta_b, count_b, mpi_type_b, destination, tag_b, comm, status, ier) durchzuführen. Dabei
gibt count_a die Anzahl der zu sendenden und count_b die Anzahl der zu empfange-
nen Daten vom Datentyp mpi_type_a beziehungsweise mpi_type_b an. Der Nachrichten-
Identifikator für das Senden ist tag_a und für das Empfangen tag_b.
Neben den Unterprogrammen zur Kommunikation zwischen zwei Prozessen gibt es
auch die Möglichkeit, von einem Prozess die Daten data an alle anderen Prozesse zu ver-
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teilen. Beispielsweise sendet das Unterprogramm MPI_BCAST(data, count, mpi_type,
root, comm, ier) die Daten von dem Prozess mit dem Identifizierer root an alle Pro-
zesse aus dem Kommunikator comm. Das Unterprogramm MPI_REDUCE(send_data,
recv_data, count, mpi_type, mpi_op, root, comm, ier) sendet die Daten send_data von al-
len Prozessen aus dem Kommunikator comm zum Prozess root, der diese Daten empfängt
und eine Reduktionsfunktion mpi_op durchführt. Das Ergebnis der Reduktionsfunktion
wird in der Variable recv_data abgespeichert. Die Reduktionsfunktion kann zum Beispiel
mpi_sum für die Addition der Daten aller Prozesse oder mpi_max für die Bestimmung des
maximalen Werts aus den Daten der Prozesse sein. Zur Synchronisierung der Prozesse
eignet sich das Unterprogramm MPI_BARRIER(comm,ier). Es blockiert alle Prozesse des
Kommunikators comm so lange, bis alle Prozesse das Unterprogramm aufgerufen haben.
Das Modul subpack
Das Modul subpack beinhaltet Unterprogramme zur Ausgabe des Status der Simulation.
Beispielsweise gibt das Unterprogramm clock die Laufzeit des Programms aus.
Das Hauptprogramm program earth_mag
Das Hauptprogramm program earth_mag definiert den Einstiegspunkt für den MHD-
Simulationscode. Zunächst wird die Aufteilung des Simulationsgebietes in z-Richtung
für die Prozesse der MPI über das Unterprogramm zpara durchgeführt. Weiterhin wird
der Code über equilout initialisiert. Dabei wird das Unterprogramm für zwei verschie-
dene Felder f und ff aufgerufen, in denen jeweils die initialen physikalischen Größen
abgespeichert sind. Letzteres Feld dient in der Berechnung eines Zeitschrittes dazu, den
vorherigen Zeitschritt zu speichern.
Über die Option readprevious kann ausgewählt werden, ob durch das Unterprogramm
readdata ein vorher abgespeichertes Simulationsergebnis eingelesen werden soll. Die In-
itialisierung wird dann überschrieben. Das planetare Magnetfeld wird gemäß der Para-
meter im Modul constants berechnet und anschließend hinzu addiert. Ist der Schalter
readscdata gesetzt, wird das Unterprogramm scdata ausgeführt, welches Raumfahrzeug-
daten einliest. Mit den Daten lassen sich die Sonnenwindbedingungen anpassen und die
Kostenfunktion berechnen.
Anschließend wird im Hauptprogramm die Zeitschleife zum Lösen der MHD-
Gleichungen ausgeführt. Die Zeitschleife ist im Allgemeinen zweigeteilt. Zunächst wird
stets eine Zeitschleife, die den stationären Zustand berechnet, ausgeführt. Dabei wird
eine bestimmte Anzahl von Zeitschritten [stationaer] berechnet. Ist der Schalter read-
scdata zum Einlesen von Raumfahrzeugdaten gesetzt, wird anschließend eine weitere
Zeitschleife durchgeführt. Falls der Schalter SWmodification gesetzt ist, werden die über
die eingelesenen Raumfahrzeugdaten Sonnenwinddaten in jedem Zeitschritt gemäß der
eingelesenen Daten neu bestimmt.
In jedem Zeitschritt wird das Unterprogramm difmtd und alle nötigen Unterprogram-
me zur Bestimmung der Randwerte des Simulationsgebietes ausgeführt. Weiterhin wer-
den eventuelle Ausgaben von Daten realisiert. Alle 200 Zeitschritte wird das planetare
Magnetfeld durch das Unterprogramm dreh gedreht. Außerdem wird, sofern der Schal-
ter costfunction gesetzt ist, die Kostenfunktion während der Zeitschleife berechnet. Die
maximale Anzahl von durchgeführten Zeitschritten ist durch last gegeben.
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Konstante Subsonische Simulation Supersonische Simulation
npe 23 23
thx 0.5 0.5
nx 100 200
ny 100 150
nz 100 150
nxp 0 0
xl 15.2 15.2
yl 10.2 10.2
zl 10.2 10.2
readprevious .false. .false.
readscdata .false. .false.
SWmodifications .false. .false.
costfunction .false. .false.
ro01 5.0e-4 5.0e-4
vsw 0.0074 0.044
po01 1.8e-8 1.8e-8
vmu0 0.001 0.001
pmu0 1.0 1.0
dfu0 1.0 1.0
ra_i 1.0 1.0
pos_p1 -3.0 -3.0
pos_p2 3.0 3.0
innerbrdy .true. .true.
velbrdy 1 1
inimod 4 4
Tabelle B.1: Einstellungen für die subsonische und die supersonische Umströmung zweier
Kugeln mit den Simulationsergebnissen in Abbildung 2.3. Alle das Magnetfeld betreffen-
den Eigenschaften sind im Simulationscode 0 beziehungsweise auf .false. gesetzt. Wie
die kursive Schreibweise verdeutlicht, beziehen sich alle Angaben auf die Darstellung im
Simulationscode, also nutzen die Normierungskonstanten aus Kapitel 2.
B.2 Einstellungen für die MHD-Simulationen
In diesem Abschnitt werden detaillierte Informationen zu den Einstellungen der in dieser
Arbeit präsentierten MHD-Simulationen angegeben. Die Einstellungen beziehen sich auf
die zuvor in Anhang B.1 beschreibe numerische Implementierung des Codes und werden
in Fortran-Code dargestellt. Daher sind alle Angaben physikalischer Größen auf die Nor-
mierung des Simulationscodes, wie in Kapitel 2 angegeben, normiert. Alle im Rahmen
dieser Arbeit durchgeführten Simulationen wurden auf dem Testrechner PC-T durchge-
führt.
In Kapitel 2.3 wurden die inneren Randbedingungen durch die Umströmung von zwei
hintereinander liegenden Kugeln getestet. Die Ergebnisse der Simulationen sind in Abbil-
dung 2.3 zu finden. Die zugehörigen Einstellungen des Simulationscodes für den subso-
nischen und den supersonischen Fall sind in Tabelle B.1 zusammengefasst. Dabei wurde
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eine reine hydrodynamische Umströmung betrachtet, weshalb sowohl das Sonnenwind-
magnetfeld als auch das planetare Magnetfeld 0 sind. Der Simulationscode wurde für die
Betrachtung von zwei Kugeln anstatt eines Planeten modifiziert. Beide Kugeln besitzen
denselben Radius rP [ra_i]. Der Mittelpunkt der erste Kugel befindet sich bei xP1 [pos_p1]
und der Mittelpunkt der zweiten Kugel ist bei xP2 [pos_p2] auf der x-Achse. Die Gitter-
auflösung der supersonischen Umströmung ist höher als bei der subsonischen, da sich bei
der Stoßwelle der supersonischen Umströmung die physikalischen Größen auf kleinen
räumlichen Skalen stark ändern.
Weiterhin wurden in Kapitel 2.3 MHD-Simulationen von der Wechselwirkung des
Sonnenwindes mit dem Erdmagnetfeld präsentiert. In Abbildung 2.4 ist die stationäre
Lösung einer MHD-Simulation zu sehen. Die zugehörigen Einstellungen des MHD-
Simulationscodes finden sich in Tabelle B.2 in Spalte “Globale MSP”. Nach dem
Erreichen eines stationären Zustands wurden MHD-Simulationen mit zeitabhängigen
Sonnenwindbedingungen mit THEMIS-Daten verglichen. Die Ergebnisse sind in den
Abbildungen 2.6, 2.7, 2.8 und 2.9 dargestellt, wobei die dafür verwendeten Simulations-
einstellungen in Tabelle B.2 in Spalte “Datenvergleich” angegeben sind.
Die MHD-Simulationen wurden genutzt, um die planetarer Magnetfeldparameter in
Kapitel 3.4 zu schätzen. Die dafür verwendeten Einstellungen des Simulationscodes sind
in Tabelle B.2 in der Spalte “Parameterschätzung” zu finden. Die Anzahl der Gitterpunkte
wurde im Vergleich zu den MHD-Simulationen aus Kapitel 2 reduziert, da die Parame-
terschätzung eine deutlich höhere Laufzeit im Vergleich zu einer einzelnen Simulation
hat.
In Kapitel 3 wurde der MHD-Simulationscode benutzt, um die Parameter des plane-
taren Magnetfeldes aus THEMIS-Daten zu schätzen. Dabei wurde ein adjungierter Simu-
lationscode getestet. Dieser besitzt dieselben Einstellungsmöglichkeiten wie der MHD-
Simulationscode. Für einen ersten Test wurden die Gradienten des adjungierten Simula-
tionscodes mit den über finite Differenzen berechneten Gradienten in Abbildung 3.1 ver-
glichen. Die Einstellungen der dafür nötigen MHD-Simulationen sind in Tabelle B.3 in
Spalte “∇-Vergleich” zu finden. Für die Schätzung der planetaren Magnetfeldparameter
aus den THEMIS-Daten mit den Ergebnisse in Abbildung 3.5 und 3.6 wurden MHD-
Simulationen mit den Einstellungen aus Tabelle B.3 aus Spalte ”Schätzung plan. Mag.“
verwendet.
In Kapitel 4.6 wurde der MHD-Simulationscode mit den Ergebnissen des Reihenent-
wicklungsmodells verglichen. Die Ergebnisse des Vergleichs für typische Sonnenwindbe-
dingungen sind in Abbildung 9.1 dargestellt. Die zugehörigen Einstellungen der MHD-
Simulation sind in Tabelle B.4 in Spalte “Vergleich” zusammengetragen. Vor dem Hin-
tergrund des Vergleiches der beiden Modelle wurden auch die Auswirkungen einiger nu-
merischer Parameter des MHD-Simulationscodes untersucht. Die Ergebnisse für den Pa-
rameter der dynamischen Viskosität Dv sind in Abbildung 4.16 gezeigt. Weiterhin wurde
der Parameter der magnetischen Diffusion DB getestet, wobei die Ergebnisse in Abbil-
dung 4.15 zu sehen sind. Die Einstellungen der zugehörigen MHD-Simulationen für die
Betrachtungen der Parameter Dv und DB sind in Tabelle B.4 zusammengetragen.
In Kapitel 9 wurde die Projektionsabbildung eingeführt. Dabei wurde eine MHD-
Simulation zu den Sonnenwindbedingungen aus Tabelle 1.1 als Basislösung verwendet.
Die Einstellungen dieser Simulation sind in Tabelle B.4 in Spalte “Vergleich” zu finden.
Dabei wurde für die z-Komponente der Wert 1.92e-4 genutzt.
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Konstante Globale MSP Datenvergleich Parameterschätzung
npe 23 23 23
thx 1.0 1.0 1.0
nx 200 200 150
ny 200 150 100
nz 200 150 200
nxp 40 0 0
xl 80.2 50.2 50.2
yl 90.2 60.2 60.2
zl 90.2 60.2 60.2
readprevious .false. .false. .false.
readscdata .false. .true. .true.
SWmodifications .false. .true. .true.
costfunction .false. .false. .true.
ro01 7.5e-4 aus SW Datei aus SW Datei
vsw 5.88e-2 aus SW Datei aus SW Datei
po01 1.3e-8 aus SW Datei aus SW Datei
imfx 0.0 aus SW Datei aus SW Datei
imfy 0.0 aus SW Datei aus SW Datei
imfz 0.0 aus SW Datei aus SW Datei
b0x 0.0 -0.05 variabel
b0y 0.0 0.158 variabel
b0z -1.0 -0.944 variabel
Qxx 0.0 0.0 0.0
Qxy 0.0 0.0 0.0
Qxz 0.0 0.0 0.0
Qyy 0.0 0.0 0.0
Qyz 0.0 0.0 0.0
turnB .false. .true. .true.
phi 0.0 aus SW Datei aus SW Datei
theta 0.0 angepasst angepasst
vmu0 0.001 0.001 0.001
pmu0 1.0 1.0 1.0
dfu0 1.0 1.0 1.0
eatt 0.001 0.001 0.001
ra_i 4.0 4.0 4.0
innerbrdy .true. .true. .true.
velbrdy 2 2 2
innerB .false. .false. .false.
inimod 3 4 4
Tabelle B.2: Einstellungen für die MHD-Simulationen der Erde aus Kapitel 2.3 und 3.4.
Dabei bedeutet “aus SW Datei”, dass Raumfahrzeugdaten zur passenden Simulationszeit
und “angepasst”, dass ein Mittelwert aus Raumfahrzeugdaten verwendet werden. Weiter-
hin bedeutet “variabel”, dass die Werte über eine Minimierung der Kostenfunktion ange-
passt werden.
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Konstante ∇-Vergleich Schätzung plan. Mag.
npe 22 23
thx 2.5 1.0
nx 100 150
ny 100 100
nz 100 100
nxp 0 0
xl 40.2 50.2
yl 45.2 60.2
zl 45.2 60.2
readprevious .false. .false.
readscdata .false. .true.
SWmodifications .false. .true.
costfunction .false. .true.
ro01 5.0e-4 aus SW Datei
vsw 5.88e-2 aus SW Datei
po01 1.3e-8 aus SW Datei
imfx 0.0 aus SW Datei
imfy 0.0 aus SW Datei
imfz 0.0 aus SW Datei
turnB .false. .true.
phi 0.0 aus SW Datei
theta 0.0 angepasst
vmu0 0.002 0.001
pmu0 1.0 1.0
dfu0 1.0 1.0
eatt 0.001 0.001
ra_i 4.0 4.0
innerbrdy .true. .true.
velbrdy 2 2
innerB .false. .false.
inimod 3 3
Tabelle B.3: Einstellungen für die MHD-Simulationen im Rahmen der Schätzung der
planetaren Magnetfeldparameter aus Kapitel 3.
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Konstante Vergleich DB-Simulation Dv-Simulation
npe 23 23 23
thx 1.5 1.5 1.0
nx 300 300 300
ny 300 150 150
nz 300 300 300
nxp 0 0 0
xl 50.2 50.2 50.2
yl 60.2 60.2 60.2
zl 60.2 60.2 60.2
readprevious .false. .false. .false.
readscdata .false. .false. .false.
SWmodifications .false. .false. .false.
costfunction .false. .false. .false.
ro01 7.0e-4 7.0e-4 7.0e-4
vsw 6.32e-2 6.32e-2 6.32e-2
po01 1.3e-8 1.3e-8 1.3e-8
imfx 0.0 0.0 0.0
imfy 0.0 0.0 0.0
imfz 0.0, 1.92e-4 0.0 0.0
b0x 0.0 0.0 0.0
b0y 0.0 0.0 0.0
b0z -1.0 -1.0 -1.0
Qxx 0.0 0.0 0.0
Qxy 0.0 0.0 0.0
Qxz 0.0 0.0 0.0
Qyy 0.0 0.0 0.0
Qyz 0.0 0.0 0.0
turnB .false. .false. .false.
phi 0.0 0.0 0.0
theta 0.0 0.0 0.0
vmu0 0.001 0.001 5.0e-4,0.001,0.002,0.004
pmu0 1.0 1.0 1.0
dfu0 1.0 1.0 1.0
eatt 0.001 5.0e-4,0.001,0.002,0.004 0.001
ra_i 4.0 4.0 4.0
innerbrdy .true. .true. .true.
velbrdy 2 2 2
innerB .false. .false. .false.
inimod 3 3 3
Tabelle B.4: Einstellungen für die MHD-Simulationen aus Kapitel 4.6. Die Einstellungen
aus Spalte “Vergleich” wurden auch für die Projektionsabbildung in Kapitel 9 verwendet.
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C Gradientenberechnung mit einem
Quasi-Newton-Verfahren
In Kapitel 3.1 wurde die Kostenfunktion (3.3) eingeführt, die über ein Quasi-Newton-
Verfahren bezüglich der Parameter ~s minimiert wurde. Die Kostenfunktion K(~s) kann
durch eine Taylorentwicklung bis zur zweiten Ordnung um einen Punkt ~sk im Parameter-
raum angenähert werden:
K(~s) ≈ K(~sk) + (~s − ~sk) · ∂~sK(~sk) + 12 (~s − ~sk)T ·H · (~s − ~sk) . (C.1)
Hierbei ist ∂~s der Gradient der partiellen Ableitungen nach allen Parametern aus ~s und H
die Hesse-Matrix, welche die zweiten Ableitungen von K nach ~s bei ~sk enthält. Nach der
Reihenentwicklung (C.1) ergibt sich der Gradient der Kostenfunktion zu
∂~sK(~s) ≈ ∂~sK(~sk) + H · (~s − ~sk) . (C.2)
Die notwendige Bedingung eines verschwindenden Gradienten im Minimum ergibt für
die Kostenfunktion nach Approximation (C.1)
~smin ≈ ~sk −H−1 · ∂~sK(~sk). (C.3)
Allgemein müssen auch höhere Ordnungen der Kostenfunktion in Darstellung (C.1) ein-
bezogen werden. Daher ergibt sich im Allgemeinen für ~smin nicht das Minimum der Ko-
stenfunktion, sondern lediglich ein Wert, der näher am Minimum liegt als ~sk. Daraus lässt
sich folgende Iteration zu einem Minimum bestimmen:
~sk+1 = ~sk −H−1 · ∂~sK(~sk). (C.4)
Mit dieser Iterationsgleichung kann dann für k → ∞ ein Minimum der Kostenfunktion
berechnet werden.
Allerdings ist es zum einen oftmals numerisch aufwändig die Hesse-Matrix zu be-
rechnen, zum anderen muss die Hesse-Matrix positiv definit sein, um ein Minimum zu
erreichen. Weit weg vom Minimum ist die Hesse-Matrix jedoch nicht notwendigerwei-
se positiv definit. Eine Lösung dieser Probleme lässt sich erreichen, indem die exakte
Hesse-Matrix H durch eine stets positiv definite Approximation Hk angenähert wird, wel-
che sich mit den Iterationsschritten k zum Auffinden des Minimums der Kostenfunktion
an die Hesse-Matrix iterativ annähert, sodass H = limk→∞Hk gilt. Verfahren dieser Art
werden als Quasi-Newton-Verfahren bezeichnet.
199
C Gradientenberechnung mit einem Quasi-Newton-Verfahren
Werden beide Punkte ~sk und ~sk+1 im Parameterraum über Gleichung (C.2) betrachtet,
ergibt sich durch Differenzbildung
~sk+1 − ~sk ≈ H−1k+1 ·
(∇~sK(~sk+1) − ∇~sK(~sk)) . (C.5)
Dabei wurde die Hesse-Matrix für beide Fälle durch Hk+1 approximiert, weil diese Nähe-
rung der Hesse-Matrix für ein größeres k besser ist. Es sei bemerkt, dass hier der Gradient
∇~sK(~sk+1) im Gegensatz zu Ausdruck (C.4) auftritt, da die Iteration k → k + 1 der Bedin-
gung eines verschwindenden Gradienten näher kommt, aber im Allgemeinen bei Iterati-
onsschritt k + 1 noch nicht erreicht wurde. Mit der Bedingungen einer positiv definiten
Matrix Hk+1, welche Gleichung (C.5) erfüllen soll, lassen sich verschiedene Iterations-
gleichungen für die Hesse-Matrix Hk+1 angeben.
In dieser Arbeit wird die Methode nach Broyden–Fletcher–Goldfarb–Shanno (BFGS)
verwendet, wie sie bei Press et al. (1992) beschrieben ist. Dabei ist die Iteration der inver-
sen Matrix H−1k+1 gegeben durch
H−1k+1 =
(
I − ∆sk · ∆~g
T
k
∆~gTk · ∆~sk
)
H−1k
(
I − ∆~gk · ∆~s
T
k
∆~gTk · ∆~sk
)
+
∆~sk · ∆~sTk
∆~gTk · ∆~sk
, (C.6)
mit der Einheitsmatrix I und der Schrittweite im Parameterraum ∆~s := ~sk+1−~sk sowie der
Differenz der Gradienten ∆~gk := ∂~sK(~sk+1) − ∇~sK(~sk).
Die Schrittweite eines Quasi-Newton-Verfahrens ist durch Gleichung (C.4) festgelegt.
Zur Bestimmung der Schrittweite wurde eine Taylorreihe bis zur zweiten Ordnung der
Kostenfunktion verwendet. Allerdings ist diese Darstellung weit weg vom Minimum nicht
notwendigerweise ausreichend. Daher ist es oftmals sinnvoll, die Schrittweite durch ein
Liniensuchverfahren anzupassen (Press et al. 1992). Dabei wird die Schrittweite nach
Gleichung (C.4) durch einen Faktor aLS skaliert:
~sk+1 = ~sk + aLS ~pLS, (C.7)
wobei ~pLS := −H−1k · ∂~sK(~sk) ist. Der Wert der Kostenfunktion in Abhängigkeit von der
Schrittweite aLS wird definiert über
K˜(aLS) := K(~sk + aLS ~pLS). (C.8)
Zunächst wird aLS = 1 gesetzt, was der vollen Schrittweite im Quasi-Newton-Verfahren
entspricht.
Mit den bereits berechneten Werten für die Kostenfunktion am Ausgangspunkt K˜(0),
den Gradienten ∂aLS K˜(aLS)|aLS=0 und dem Wert der Kostenfunktion nach dem ersten Itera-
tionsschritt K˜(1) lässt sich K˜(aLS) durch folgenden quadratischer Ansatz annähern:
K˜(aLS) ≈ a2LS
(
K˜(1) − K˜(0) − ∂aLS K˜(0)
)
+ aLS ∂aLS K˜(0) + K˜(0). (C.9)
Da die Kostenfunktion entlang der Richtung ~pLS minimiert werden soll, ergibt sich über
∂aLS K˜(aLS)|aLS=aLS,neu = 0 mit Gleichung (C.9) ein neuer Wert aLS,neu für aLS. Der neue Wert
ersetzt dann den vorherigen: aLS ← aLS,neu.
Anschließend wird die Kostenfunktion (C.8) mit dem neuen Wert für aLS berech-
net. Für jede neue Verbesserung von aLS wird dann eine kubische Näherung für K˜(aLS)
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anstatt Gleichung (C.9) verwendet, welche aus den zwei letzten bestimmen Werten für
die Kostenfunktion (C.8) sowie K˜(0) und ∂aLS K˜(0) berechnet wird. Über die Bedingung
∂aLS K˜(aLS) = 0 lässt sich so stets eine Verbesserung für aLS bestimmen.
Im Algorithmus nach Press et al. (1992) wird ein neuer Wert aLS,neu beschränkt durch
den vorherigen Wert aLS,alt für aLS durch 0.1 aLS,alt < aLS < 0.5 aLS,alt. Die Schrittwei-
tenanpassung wird beendet, falls
K(~sk+1) ≤ K(~sk) + αW ∂~sK(~sk) · (~sk+1 − ~sk) , (C.10)
wobei der Wert αW = 10−4 ist.
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