Periodic solutions for first order differential systems  by Agarwal, Ravi P. & Chen, Jinhai
Applied Mathematics Letters 23 (2010) 337–341
Contents lists available at ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
Periodic solutions for first order differential systems
Ravi P. Agarwal a,∗, Jinhai Chen b
a Department of Mathematical Sciences, Florida Institute of Technology, Melbourne, FL 32901-6975, USA
b Department of Mathematical and Statistical Sciences, University of Colorado Denver, Campus Box 170, P.O. Box 173364, Denver, CO 80217-3364, USA
a r t i c l e i n f o
Article history:
Received 17 September 2009
Accepted 25 September 2009
Keywords:
First order differential system
Periodic solution
Initial value problems
Fixed point
Global inverse function theorem
a b s t r a c t
This paper presents some existence and uniqueness results for periodic solution of a class
of first order nonlinear ordinary differential systems.
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1. Introduction
Consider the first order differential system:
x′ = G(t, x(t)), x(0) = x(2pi), (1)
where G(t, x(t)) : R × Rn −→ Rn is Lipschitz continuous, 2pi-periodic with respect to t , and ∂G(t,x)
∂x ∈ Rn×n is continuous
for t ∈ [0, 2pi ], x ∈ Rn. Let x = (x1, x2, . . . , xn)T with x1 = x, x2 = x′, . . . , xn = x(n−1), and denote
G(t, x) = (x2, . . . , xn,−f (t, x))T.
Then (1) is equivalent to the following nth order differential equation:
x(n)(t)+ f (t, x(t), x′(t), . . . , x(n−1)(t)) = 0, (2)
In this paper we give some existence and uniqueness results of periodic solution for the first order nonlinear ordinary
differential system (1). Several examples are also given to show the efficiency of our results.
For more results on the solvability analysis of periodic solution for first order differential systems, we refer the reader
to [1–9]. Themain tools involved in the literature are continuation theorems, Schauder’s fixed point theorem, and the theory
of topological degree [3,4].
We now state some lemmas. Consider an initial value problem
x′ = G(t, x), x(0) = α, (3)
where α ∈ Rn.
Lemma 1 (See [10]). Suppose G(t, x(t)) : R × Rn −→ Rn is Lipschitz continuous, 2pi-periodic with respect to t, and
∂G(t,x)
∂x ∈ Rn×n is continuous for t ∈ [0, 2pi ]. Then
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(i) for each fixed α, the solution x = x(t,α) of (3) exists for t ∈ [0, 2pi ],
(ii) U(t,α) = ∂x(t,α)
∂α
exists with V (0,α) = I , where I is an n× n unit matrix, and is the solution of
V ′ = ∂G(t, x(t,α))
∂x
V .
Lemma 2 (See [11]). Suppose A is an n× n real matrix. Then exp(λ) is an eigenvalue of the matrix exp(A) if and only if λ is an
eigenvalue of the matrix A. If there exists δ > 0 such that |λ| ≥ δ for all eigenvalues λ of A, then ‖A−1‖ ≤ δ−n‖A‖n−1, where
‖A‖ = max√λ(ATA).
Lemma 3 (See [12]). Let L ∈ C1(Rn,Rn) with L′(x) everywhere invertible, ∀x ∈ Rn. Then L is a global diffeomorphism onto
Rn if ∫ +∞
0
inf
x∈Rn,‖x‖=s
1
‖[L′(x)]−1‖ ds = +∞. (4)
2. Existence and uniqueness
In this section, we will present our main result. We first give a definition for a matrix function.
Definition 4. The matrix function A(t, x(t)) : [0, 2pi ] × Rn → Rn×n is said to be commute in [0, 2pi ] if
A(t, x(t)) ·
∫ t
0
A(s, x(s)) ds =
(∫ t
0
A(s, x(s)) ds
)
· A(t, x(t))
for each t ∈ [0, 2pi ], and x(t) ∈ C1([0, 2pi ],Rn).
Theorem 5. Let ∂G
∂x commute in [0, 2pi ] and suppose there exists β > 0 such that∥∥∥∥∫ 2pi
0
∂G(t, x)
∂x
dt
∥∥∥∥ ≤ β. (5)
In addition assume there exist constants γk > 0 and 0 < εk < 2pi such that, either
|Rλk | ≥ γk, (6)
or
|=λk | = 2mkpi + εk, k = 1, 2, . . . , n, (7)
where mk is an integer, andRλk ,=λk are the real part and the imaginary part, respectively, and λ1, . . . , λn are the eigenvalues of
the matrix
∫ 2pi
0
∂G(t,x)
∂x dt. Then problem (1) has a unique solution.
Proof. Consider an initial value problem
x′ = G(t, x), x(0) = α, (8)
where α ∈ Rn. By Lemma 1, it follows that for each fixed α, the solution x = x(t,α) of (8) exists for t ∈ [0, 2pi ].
Define the C1 mappings h(α) : Rn → Rn and H(α) : Rn → Rn as follows:
h(α) = x(2pi,α), H(α) = α− h(α). (9)
Then, finding periodic solution of problem (1) is equivalent to finding fixed points of h(α) or zeros of H(α).
Consider the variation equation of (1) with respect to α
z ′ = ∂G(t, x)
∂x
z. (10)
Let W (t) = exp
(∫ t
0
∂G(s,x(s,α))
∂x ds
)
. Then W (t) is a fundamental solution of (10) and W (0) = In from the condition that
∂G(t,x)
∂x commutes in [0, 2pi ]. In addition by Lemma 2 we know that the matrix ∂x∂α is also a fundamental solution matrix
of (10). Therefore
H ′(α) = In − h′(α) = In − ∂x(2pi,α)
∂α
= In − exp
(∫ 2pi
0
∂G(s, x(s,α))
∂x
ds
)
. (11)
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By Lemma 2, the eigenvalues of H ′(α) are
µk = 1− exp(Rλk)
(
cos(=λk)+ sin(=λk)i
)
, k = 1, . . . , n, (12)
whereRλk ,=λk are the real part and the imaginary part, respectively.
Also
|µk|2 = [1− exp(Rλk)]2 + 2 exp(Rλk)
[
1− cos(=λk)
]
, k = 1, . . . , n. (13)
If (6) is true, then
|µk|2 ≥ [1− exp(Rλk)]2
≥ min
1≤k≤n
{[exp(γk)− 1]2, [1− exp(−γk)]2} = δ1 > 0, (14)
whereas if (7) is true, then
|µk|2 ≥ 2 exp(−β)[1− cos(=λk)]
= 4 exp(−β)
[
sin
( |=λk |
2
)]2
≥ 4 exp(−β)
{[
sin
(
2mkpi + εk
2
)]2}
= δ2 > 0. (15)
Thus H ′(α) is invertible, and
|λ| ≥ √min{δ1, δ2} (16)
for all eigenvalues λ of H ′(α). Moreover, from (11) and (5), it follows that
‖[H ′(α)]‖ ≤ 1+
∥∥∥∥exp(∫ 2pi
0
∂G(s, x(s,α))
∂x
ds
)∥∥∥∥
≤ 1+ exp
(∥∥∥∥∥
∫ 2pi
0
∂G(s,x(s,α))
∂x ds+ (
∫ 2pi
0
∂G(s,x(s,α))
∂x ds)
T
2
∥∥∥∥∥
)
≤ 1+ exp
(∥∥∥∥∫ 2pi
0
∂G(s, x(s,α))
∂x
ds
∥∥∥∥)
≤ 1+ exp(β). (17)
Now apply Lemma 2, and it follows from (16) and (17) that
‖[H ′(α)]−1‖ ≤ (min{δ1, δ2})− n2 ‖[H ′(α)]‖n−1
≤ (min{δ1, δ2})− n2 (1+ exp(β))n−1
= C < +∞.
This, together with Lemma 3, implies that H(α) is a diffeomorphism fromRn ontoRn. Then there exists a unique fixed point
α satisfying H(α) = 0, that is, a unique solution to (1) exists. The proof is complete. 
The condition that ∂G(t,x)
∂x commutes in [0, 2pi ] is strong. However, it occurs in applications. For example, consider the
case in which ∂G(t,x)
∂x is a block tridiagonal symmetric Toeplitz matrix, corresponding to the following system:
x′ = A(t)x+ f (t), (18)
where the function f (t) : [0, 2pi ] → Rn, and A(t) : [0, 2pi ] → Rn×n is defined by
A(t) =

B(t)r×r σ(t)I
σ(t)I
. . .
. . .
. . . B(t)r×r σ(t)I
σ(t)I B(t)r×r

n×n
. (19)
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Here σ(t), d(t), b(t) : [0, 2pi ] → R, and
B(t) =

d(t) b(t)
b(t)
. . .
. . .
. . . d(t) b(t)
b(t) d(t)
 (20)
for t ∈ [0, 2pi ]. It is well known [13] that A(t) commutes on [0, 2pi ].
Another case occurs in the system (18) with A(t) being a block tridiagonal skew symmetric Toeplitz matrix, i.e.,
A(t) =

B(t)r×r σ(t)I
−σ(t)I . . . . . .
. . . B(t)r×r σ(t)I
−σ(t)I B(t)r×r

n×n
, (21)
B(t) =

0 b(t)
−b(t) . . . . . .
. . . 0 b(t)
−b(t) 0
 (22)
for t ∈ [0, 2pi ].
3. Examples
In this section, we give two examples which illustrate our theory.
Example 6. Consider the differential system (1) with
G(t, x) =
(2+ sin(t) 1+ cos(t) 0
1+ cos(t) 2+ sin(t) 1+ cos(t)
0 1+ cos(t) 2+ sin(t)
)
3×3
x. (23)
Then the eigenvalues of
∫ 2pi
0
∂G(t,x)
∂x dt are
λk = 4pi + 4pi cos
(
kpi
4
)
, k = 1, 2, 3. (24)
Thus, the conclusion of Theorem 5 is satisfied with β = 4pi + 4pi cos (pi4 ), λk ≥ 4pi − 4pi cos (pi4 ). Hence this system has a
unique 2pi-periodic solution.
In the next example, we show that conditions (6) and (7) are essential for the existence of periodic boundary value
problems in some cases.
Example 7. Consider the second order differential equation
x′′ + 4x = 4 cos(2t)− 1. (25)
Let x = (x1, x2)T with x1 = x, x2 = x′, and denote
G(t, x) = (x2,−4x1 + 4 cos(2t)− 1)T.
Then (25) is equivalent to (1). The corresponding eigenvalues of
∫ 2pi
0
∂G(t,x)
∂x dt are
λ1 = −4pi i, λ2 = 4pi i. (26)
Thus the conditions of Theorem 5 are not satisfied with β = 4, |Rλk | = 0, |=λk | = 4pi , k = 1, 2. We now show that no
solution of (25) exists.
In fact, if (25) has a periodic solution x(t), then
4pi =
∫ 2pi
0
4 cos2(2t) dt =
∫ 2pi
0
cos(2t)(x′′ + 4x+ 1) dt
=
∫ 2pi
0
cos(2t) dt = 0,
which is a contradiction.
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