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ABSTRACT 
The value of the fuzzy integral in a decision making environment where uncertainty is
present has been well established. The fusion of multiple information sources is very 
valuable in overcoming the inherent ambiguities present in single information sources 
and in resolving conflicting information from separate decisions. However, using the 
fuzzy integral to overcome such uncertainties introduces an uncertainty of its own, 
specifically that of generating the importance of each subset of the information sources 
in determining an unambiguous solution. In this paper, a neuron model for using the 
fuzzy integral in a multiclass decision making environment is presented. A method of 
training the fuzzy density values from labeled data is developed. This training algorithm 
uses a reward and punishment scheme in order to increase the reliability of the decision 
making process. The result of this training is a set of fuzzy density values which 
represents the importance of each source with respect o the decision. One important 
feature of this method is that the fuzzy density values for all classes are considered at 
each iteration, resulting in more comparable values for the fuzzy integrals, a trouble- 
some problem with many independent training algorithms. The training algorithm is 
demonstrated with synthetic data and in an automatic target recognition application. 
KEYWORDS: fuzzy integral, pattern recognition, automated learning, fuzzy 
density values, reward and punishment 
1. INTRODUCTION 
Many decision making systems have been developed for the aggregation 
of multiple sets of supporting or conflicting evidence. Several methods for 
combining the information from multiple sources have been studied. Some 
of these methods are probabilistic (Bayesian) reasoning [1], the Dempster- 
Sharer theory of evidence [2, 3], and fuzzy set techniques [4-9]. 
A recent addition to this list has been the application of the fuzzy 
integral to evidence fusion [10-17]. The fuzzy integral differs from the 
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above methods in that it considers both the evidence supplied by each 
information source and the expected worth of each subset of sources in its 
decision making process. It is a nonlinear combination of the objective 
evidence, in the form of a fuzzy membership function, with the (possibly 
subjective) worth of subsets of sources with respect o the decision. The 
fuzzy integral has proven to be a valuable tool in overcoming the inherent 
ambiguities present in any decision making system. 
The expected worth of each information source has been an elusive 
quality to determine. In the past, these fuzzy density values have been 
determined via an expert or some statistical measurements on a training 
set [10, 11, 14, 15, 17]. However, these methods require some sort of prior 
knowledge about the information sources or require assumptions such as 
Gaussian distribution of the training data. Other approaches have involved 
exhaustive or heuristic search methods to find density values [16] and 
optimization methods to learn the entire measure [12, 13]. The training 
algorithm presented here allows the development of a valid set of fuzzy 
density values even when no knowledge about the information sources is 
available. One important feature of this method is that the fuzzy density 
values for all classes are considered at each iteration, resulting in more 
comparable values for the fuzzy integrals. Thus, the final integral values 
are more easily interpreted as degrees of confidence than those generated 
from earlier training paradigms. 
We first present he techniques involved in the calculation of the fuzzy 
integral. A neuron model is developed for using the fuzzy integral in a 
multiclass decision making environment. The algorithm for training the 
fuzzy density values from a set of training data is presented. This training 
algorithm uses a reward and punishment scheme in order to increase the 
reliability of the decision making process. Various properties of this 
algorithm and the resultant set of fuzzy density values are shown through 
theoretical and experimental means. 
2. THE FUZZY INTEGRAL 
The fuzzy integral considers the objective evidence supplied by each 
information source (called the h-function) and the expected worth of each 
subset of information sources (via a fuzzy measure) in its decision making 
process. This is a very nonlinear combination of information and the worth 
of these information sources with respect to the decision. This type of 
information fusion has the ability to deal with the uncertainty associated 
with the process of extracting and processing information. It has also been 
used for pattern recognition, object classification, and object history 
matching [9-17]. In these types of applications, the fuzzy integral fuses 
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information from multiple sources in order to achieve a final classification. 
A fuzzy integral is calculated for each classification hypothesis, and then 
the integral with the largest value usually indicates the class label. 
Let O = {01, L 2 . . . . .  Or} be a set of instances of objects from some data 
media (video, infrared video, range data, etc.). Each instance, O i, may be a 
single occurrence of an object in the set O, or it may only be a single 
instance of multiple occurrences of the same object, say through time. We 
will refer to an object instance simply as an object. 
Let these objects be separable into classes C1, C 2 . . . . .  Cq, where each 
class not only contains all instances of a particular object but also contains 
other objects which we define to be in the same class. Given an object, 
each class C~ will represent a hypothesis that the information obtained 
from the object was generated by an object in that class. The set of class 
hypotheses i the decision which is to be resolved (i.e., the class label of 
this object). 
Let X = {x 1,x 2 . . . . .  x n} be a finite set which represents a set of n 
information sources. Each source x i may be a feature (statistic, texture, 
shape, or other) which can be calculated from an object instance, O i. An 
information source may even be the output of an algorithm which com- 
bines the information from a group of sources, or any other type of 
information source, say context or intelligence data. 
Given an object Oi and a class hypothesis Ck, let h k : X ~ [0, 1] be a 
function from X to the closed interval [0, 1]. The h-function is defined for 
each information source xj in X. Thus hk(Oi ,  x j )  represents the direct 
evidence that the object O~ satisfies the hypothesis Ck from the standpoint 
of information source xj. For example, in an automatic target recognition 
application, it may represent hat the value generated by the information 
source xj has originated from an instance of a tank for the hypothesis of 
class Ctank. For a fixed object, there are multiple h-functions used on the 
information sources to generate evidence for all the class hypotheses 
(Tank, APC, Truck . . . .  ). This will be denoted by hk(x  j) for the class C~. 
Let X be the set of information sources defined above. A fuzzy measure 
g is a real-valued function defined on the power set of X with range [0, 1], 
satisfying the following properties [18-20]: 
1. g(Q) = 0 and g(X)  = 1. 
2. g (A)  < g(B)  if A c_ B. 
3. If {A~} is an increasing sequence of subsets of X, then 
l img(A  i) = g A i . 
i~oc  i 
A fuzzy measure g is called a Sugeno measure (gx-fuzzy measure) if it 
additionally satisfies the following property [18, 19]: 
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4. For all A ,B_cX  with A •B  =O,  
g;~(A U B)  = g~(A)  + g~(B) + AgA(A)gA(B)  for some A> -1  
(1) 
The subscript A will be omitted unless needed for clarity. 
Consider the above set of information sources, and let gi = g({xi})" The 
mapping x i ~ gi will be called a fuzzy density function. The fuzzy density 
value gi is interpreted as the (possibly subjective) importance of the single 
information source x i in determining the evaluation of a class hypothesis. 
A set of fuzzy density values can be constructed for the information 
sources in the set X. 
The value of A for any Sugeno fuzzy measure can be uniquely deter- 
mined [18, 19] for a finite set X using Equation (1) and the facts that 
X = U ~' l{xi} and g~(X)  = 1, which leads to solving the following equa- 
tion for A: 
1 + A = f i (1  + Agi). (2) 
i 1 
This is a polynomial in A of degree n-i,  and an accepted method of 
approximating A is Newton's method [21]. 
The fuzzy integral [18, 19] is defined as 
EcX x~E 
= sup [min(c~,g(A (~ F~))], (3) 
aE[0 ,1 ]  
where Fc~ - {x]h(x )  >_ a}. 
For the finite case, suppose h(x I) > h(x 2) > .-. >_ h(xn). (If this is not 
the case for any object instance, then reorder the set of information 
sources X so that this relation holds.) Then the fuzzy integral can be 
shown to be [19] 
e = m~ax[min(h(xi), g (A / ) ) ] ,  (4) 
i - I  
where A i = {x 1 . . . . .  xi}. 
Note that for a Sugeno measure, the value of g(A  i) can be determined 
recursively as 
g(A1)  = g({xl}), 
g(A i )=g i+g(A i  i )+Ag ig(A i  1) for 1 <i<n.  
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Table 1. Input Data for Example 1 
i h(i) gi 
1 0.90 0.20 
2 0.70 0.20 
3 0.40 0.20 
4 0.30 0.20 
The reader is referred to [19, 20, 22, 23] for extensive theoretical 
background on fuzzy measures and the fuzzy integral. 
EXAMPLE 1 Given four information sources, the values of the fuzzy 
density values for each information source, and the h-function in Table 1, 
we can calculate the fuzzy integral as follows. Using Newton's method, we 
find A = 0.755. The information sources are already sorted in descending 
order with respect to the h-function, so the Sugeno measure for the sets 
A i needed to compute the fuzzy integral is as displayed in Table 2. 
The fuzzy integral for the h-function and the Sugeno measure calculated 
above will then be the max of the min of h i and g({Ai}) for i = 1, 2, 3, 4: 
fAh(x)o  g(-) = 0.430. 
The reader is referred to Figure 3 in Section 3.1 for a graphical presenta- 
tion of calculation of the fuzzy integral. 
In pattern recognition applications, the fuzzy integral fuses information 
from the multiple information sources together in order to achieve a 
confidence value for each class hypothesis. If a crisp decision is necessary, 
the integral with the largest value determines the class label of the object 
in question. The following algorithm will demonstrate the use of the fuzzy 
integral in this type of application (see [10-17] for details for the use of the 
Table 2. Sugeno Measure for Example 1 
i g({Ai}) 
1 0.200 
2 0.430 
3 0.695 
4 1.000 
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fuzzy integral in pattern recognition): 
CLASSIFY { 
INPUT OBJECT 
MAX = 0 
MAXC = 0 
FOR C = 1 TO # OF CLASSES{ 
{the object to be classified} 
{maximum integral value} 
{class of maximum integral 
value} 
FOR I = 1 TO # OF INFORMATION SOURCES{ 
CALCULATE h-function {for information source I} 
}END FOR 
SORT INFORMATION SOURCES {with respect o h-function} 
CALCULATE Sugeno Measures for the Appropriate Sets 
CALCULATE FUZZY INTEGRAL, e 
IF(e > MAX){ 
MAX=e 
MAXC = C 
}END 1F 
}END FOR 
OUTPUT MAXC 
OUTPUT MAX 
}END CLASSIFY 
{for class C} 
{better classification} 
{best classification} 
{the classification 
dence} 
confi- 
3. THE REWARD-PUNISHMENT TRAINING ALGORITHM 
Figure 1 shows a simple neuron model of the fuzzy integral. It is a single 
class model using only one fuzzy neuron. 
Given an object 0 i, information is extracted by the information sources 
x 1, x 2 . . . . .  x n. We see the information sources broken down into two parts, 
a feature extraction process and the h-function generation. Information 
enters the feature extractor, and features f l ,  fz . . . . .  fn are produced. 
These features can be any features which can be generated from the object 
instance. They may be texture measures, statistical features of intensity or 
color components, geometric measurements, or even the results of other 
pattern recognition algorithms. The features are then passed through the 
h-function to produce h(xl) ,  h(x  2) . . . . .  h(Xn). The integral is calculated 
using h(x i) and the associated fuzzy measure, g(.). The value obtained 
from the h-function, h(xi), is the confidence that the object 0 i satisfies the 
classification hypothesis from the standpoint of the information source x~, 
and the fuzzy density value g~ is the confidence that the information 
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Figure L Simple fuzzy neuron model. 
source x i will successfully evaluate the classification hypothesis. This 
information is then fused together to create e, a combined confidence 
measure of object O's ability to satisfy the classification hypothesis. Note 
the sorting of the information sources and the combining of the fuzzy 
density values into a fuzzy measure occur within the node where the fuzzy 
integral is calculated. 
In a decision making environment, we are more likely to concern 
ourselves with multiclass differentiation. In this case, one neuron is used to 
represent each class. Figure 2 shows a multiclass model having q classes. 
As in Figure 1, the information sources consist of two elements: the 
feature extractor and the h-function. In this implementation, the feature 
extraction process for all classes is the same, and only the h-function 
calculation differs. The information sources need not share the same 
feature extraction process as shown. However, this is a reasonable repre- 
sentation because the h-function, in a pattern recognition application, will 
typically distinguish different classes by the differences in their feature 
values. However, each class has a unique h-function and set of fuzzy 
density values. Each output e k represents the confidence that an instance 
of an object belongs to class k. The neuron with the largest integral value 
will correspond to the classification hypothesis which most closely matches 
the object's true class. The integral values can also be used as confidence 
assignments for higher order processing. 
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Figure 2. Multiclass fuzzy neuron model. 
3.1. General Concepts of the Training Algorithm 
In Figure 3 we see an example of the calculation of the fuzzy integral. 
The labeling on the horizontal axis has two interpretations. When plotting 
the h-function, each index i corresponds to the appropriate information 
source xi, and when plotting the g(A)  curve, the index i corresponds to 
the set A~ = {x~, x 2 . . . . .  x~}. Both curves are plotted along the same axis in 
order to show their crossing. We see that h(xz) is a nonincreasing function, 
since we reorder the sources to achieve this. The g(A i) curve increases 
to 1.0 as we consider the combination of each source up to and including 
the 5th. The fuzzy integral value e can then be interpreted as the 
point at which these two curves intersect [the maximum for all i of 
min{h(xi) ,g(Ai)}] [18, 19]. We will refer to the integral value as being 
generated by the h-function if h(x i) is the "max of the min," and as being 
generated by the fuzzy measure if g(A i) is the "max of the min." 
The hypothesis that this calculation represents is directly supported by 
all the information sources up to and including the point at which the 
integral value is generated. In Figure 3, the sources {x 1, x 2, x 3} directly 
contribute to the integral value, and the fuzzy measure g({x 1, x 2, x3}) 
generated the integral value. The other sources, {x 4, xs}, are not consid- 
ered in the decision, and therefore do not support the decision. This 
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Figure 3. Example of the fuzzy integral. 
h(x) 
,- g(.) 
division of the set of density values forms the basis of the proposed 
training algorithm. 
The behavior of the fuzzy integral in an application is heavily dependent 
on the density values, or more generally, on the individual fuzzy measures. 
Therefore stimation of the density values or the measures is very impor- 
tant. In some applications of the fuzzy integral, the density values can be 
supplied subjectively by an expert [15]. This subjective assignment ap- 
proach may be the only method to assess the worth of nonnumeric sources 
of information, such as context or "intelligence" reports. In most pattern 
recognition problems, it is preferable to estimate the density values di- 
rectly from training data. This can be done by estimating how well 
individual sources separate a given class from others on the training data 
[10, 11, 14, 24], or by using the fuzzy integral itself in the learning process 
in an optimization approach. Keller and Yan have used iterative search 
methods to find optimal sets of density values for possibility measures [16], 
while Grabisch et al. [12, 13] looked at the problem of learning the entire 
measure. In [12], they showed that by using the Choquet integral [25], the 
optimization can be addressed by linear or quadratic programming meth- 
ods. Using the Sugeno integral, simulated annealing or heuristic search 
methods were employed [13]. The expert-generated density values or 
estimates based on global properties of the training data (such as his- 
togram analysis) may be unreliable or unavailable, and global search 
methods may be time-consuming, and perhaps bear little relevance to the 
actual problem domain. We then find ourselves eeking a more direct way 
to obtain a valid set of fuzzy measures given a set of training data. 
The proposed training algorithm uses a "reward-punishment" approach 
similar to neural networks to modify the fuzzy density values for each class. 
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Initially the density values for each class start out at the same value, for 
example, 1/n. For a given labeled object instance, the integrals are 
calculated for each classification hypothesis. If the largest integral value 
does not correspond to the correct classification, training must be done. 
The offending neurons are punished by decreasing the density values that 
supported their integral values, while the correct class has its supporting 
density values increased. This will tend to raise the integral value of the 
correct neuron and lower the value of the neurons that were misclassifying 
the input. This process is continued until all objects are correctly classified. 
In order to have an effective training algorithm, the updates in the 
density values must have the desired effect on the integral value. We must 
show that the as we increase (reward) the supporting density values the 
integral value will tend to increase, and as we decrease (punish) the 
supporting density values the integral value will decrease. 
The fuzzy integral is a nonlinear function. The change in the integral 
output with respect o the change in a set of density values, Ae/Ag(Ai), 
or a single density value, Ae/Ag({xi}), depends considerably on the 
position of the density value with respect o the subset which generated 
the integral value. We can, however, achieve some insight into this very 
nonlinear system and show that there is an updating scheme which will suit 
our purposes. Consider the following four cases. 
1. Linear change. This occurs when the integral is generated by the 
first information source and the fuzzy measure g({xl}). When the 
density value is increased, the value of g({xl}) will also increase, 
causing the integral value to rise linearly with respect o g({xl}). It 
will continue to increase linearly until the integral calculation must 
consider another information source, or until g({xl}) > h(xl), when 
the change will become zero. 
2. Nonlinear change. This occurs when the integral is generated by the 
fuzzy measure g(Ai), i > 1. In this case, when a density value is 
increased, the value of g(A i) will also increase, causing the integral 
value to rise. However, the fuzzy measure is a nonlinear combination 
of the elements in A~. Thus, the resultant increase in e will be 
nonlinear with respect o the density values g(xl), g(x 2) . . . . .  g(xi). 
3. No change. This occurs when the original integral value is gener- 
ated by h(x~) and when the new integral value is still being generated 
by h(x~) after a change in the density value. In this case, we will not 
have any change in the integral value until the integral must consider 
a different set of information sources, i.e., until g(A i) > h(xi), when 
the change will become nonlinear. 
4. Abrupt changes. This occurs when the integral calculation is switch- 
ing between any of the above cases. It is easy to see that as we 
transition between a nonlinear change, where the integral value is 
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generated by the fuzzy measure g(Ai), and the no change case, 
where the integral value is generated by the h-function h(xi), there 
will be an abrupt change in the effect of the change of any density 
value in the supporting set Ai. This often occurs when larger changes 
in the density values are used, because the resultant integral may 
consider a different set of information sources. 
Figure 4 shows the change in the fuzzy integral value with respect o 
single density values for each of the information sources. The h(xi)'s used 
in this figure were 0.9, 0.8, 0.7, 0.6, 0.5, and 0.4. Each curve was generated 
by changing the value of a single density between 0.01 and 0.99 with a step 
of 0.01, while fixing the other gi= 0.1. The various curves reflect the 
changing of the individual density values, gl through g6, in a six informa- 
tion source integral calculation. 
In Figure 4 we see the nonlinear curves generated by changing the 
individual density values while holding the others constant at 0.1 for a fixed 
h-function. For the density values 1 through 4, there is an increasing 
stairstep effect. Information sources 1 through 4 support the integral 
value, and so, if even one of these supporting density values is increased, 
the integral value will be greater than or equal to the original integral 
value. Conversely, if we decrease one of these supporting density values, 
the integral value will be less than or equal to the original integral value. 
The increasing portions of the curves are the second case of nonlinear 
increase and the flat portions of the curves are the third case of no change. 
We can see that the first four density values are ones which directly 
support he integral, because all of the curves start at 0.5 [the h(x 5) value] 
and increase until each integral curve levels off at the h(x i) associated 
0,9  T 
0.8 
0.7-  
0.6-  
0.5~ 
0.4-  
0.3 
0.2 
0.1 
J ............. 
f 
f 
0 I l t l  I I I I I I  I l l l l l l  
Q I -  ~ Iz') t.~ (30 63 
o d o o 0 o o 5 c~o 
gi value 
Figure 4. Integral value for changing density values. 
e for gl 
e for g2 
e for g3 
e for g4 
- -  e for g5 
- e for g6 
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with the particular density value being raised. This points out the fact that 
a single density value has a limited effect on any particular integral 
calculation. 
We also see the nonsupporting density values g5 and g6 start at the 
value of h(x 4) and decrease in a similar stairstep manner until the 
associated h(x i) value is reached. Increasing the nonsupporting density 
values has the opposite effect of increasing the supporting density values, 
because as a density value is increased the other density values become 
less important in the value of g({Ai}). So increasing the nonsupporting 
density values has the same effect as lowering the supporting density 
values. Hence, the change of the nonsupporting density values is inversely 
related to the change in the integral value. 
What we have observed in this example is that the fuzzy integral is a 
nondecreasing or level function with respect o the change in the support- 
ing density values. It is therefore very reasonable to expect he value of the 
integral to increase when the supporting density values are rewarded 
(raised) during training and to expect he value of the integral to decrease 
when the supporting density values are punished (lowered) during training. 
Thus, we are proposing a reward-punishment training method which will 
modify the class-based fuzzy measures toward the eventual correct classi- 
fication of the points in the training data set. 
The following is the pseudocode for the proposed training algorithm. 
TRAIN{ 
INPUT DELTA {The amount o adjust the density values} 
INPUT TCYCLES {The number of cycles to train} 
CYCLES = 0 
DO WHILE(CYCLES < TCYCLES){ 
CYCLES = CYCLES + 1 
FOR each data CLASS{ 
FOR each VECTOR{ 
calculate all integral values (e 1, e 2 . . . . .  eq) 
IF(ecLAS s =/: max integral value){ {Incorrect classification} 
RAISE DENSITIES(CLASS, DELTA) 
FOR all other classes{ 
IF(Pother class ~ eCLASS) 
CHANGE DENSITIES(other class, -DELTA) 
}END IF 
}END FOR 
}END IF 
}END FOR 
}END FOR 
}END WHILE 
}END TRAIN 
Training the Fuzzy Integral 13 
CHANGE DENSITIES(CLASS, DELTA) { 
group supporting density values as one density value, g '  
IF(g' < 1.0 and g '  > 0.0){ 
set d k =g '  + DELTA; d i = gi, i = k + 1 . . . . .  n 
calculate new A (denoted by A') based on {d k . . . . .  d ~} 
redistribute dk over gl, g2 . . . . .  gk 
}END IF 
}END CHANGE DENSITIES 
=g(A k) 
3.2. Changing Density Values 
In this scheme, only the supporting density values are adjusted. The 
supporting density values are grouped together, and the measure of the 
whole group of supporting density values is adjusted. This creates a new 
set of density values, which requires a new A to satisfy the first property of 
a fuzzy measure: g(X)  = 1.0. Using the new A, the adjusted group's fuzzy 
measure is redistributed across the individual fuzzy density values in the 
group so that the new combined fuzzy measure will be equal to the value 
of the adjusted group. 
First, the supporting density values are grouped together as a single 
value. This group is given the value of the fuzzy measure for the whole 
group (g '  = g({Ak}) = g({x 1 . . . . .  xk})). We now have the fuzzy density set 
{g, ,gk+l . . . . .  gn}. The measure of the subsets used in the integral 
(g({Ak}), g({Ak+ 1}) . . . . .  g(X) )  are unchanged at this point, along with the 
corresponding A. However, we now adjust g '  by adding DELTA, as long as 
the resultant value is within the legal range of [0, 1]. Note that the value of 
DELTA can be positive or negative, for reward or punishment. 
This new set of fuzzy density values no longer has the property that 
g(X)  = 1.0. Therefore, a new A (denoted by A') must be calculated for the 
new set {dk, d k+I . . . . .  d n} where d k =g '  + DELTA, and d i =gi ,  i = k + 
1 . . . .  , n. Using the new value, A', we redistribute the measure d k to the 
original density values forming the group. This will be done so that the 
final set of fuzzy density values will have the same A-value, A', allowing us 
to use that measure for the next iteration of the training procedure. The 
specifics of this process are discussed in the following section. 
3.3. Redistributing g({Ak}) + DELTA over Grouped Density Values 
As we adjust the density values that support a particular hypothesis, we 
must keep in mind the relationship between the individual density values. 
Consider a fuzzy density value that is twice the value of all the others in a 
group. We could say the information source is twice as important as the 
other information sources in determining the evaluation of the hypothesis. 
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This relationship of the "percentage of support" should be preserved as we 
increase or decrease the group of fuzzy density values. 
The redistribution process is very similar to finding h for a set of fuzzy 
density values. The main differences are that the new fuzzy measure gA for 
the union of the information sources x 1 to xk is d ~, not 1.0, and we have 
:.{he added constraint hat the fuzzy density values must be modified in such 
a manner as to preserve their "percentage of support" relationship. 
First, find the largest density value in the group, say gmax. All density 
values in the group are divided by this value to give the original "per- 
centage of support" in relation to the largest density value, producing a set 
of weights {w a . . . . .  w k} (note that one of these weights, w . . . .  is equal to 1). 
If h' 4: 0, Theorem 1 (below) will show that there exists a unique real 
number d satisfying 
k 
1 + a 'd  k = 1~ (1 + A'wid). 
i=1  
We use that result to show that the modified measure can be redistributed 
to the supporting density values while keeping the same h' for the 
resultant Sugeno measure. By the definition of A', we have 
1 + h' = f i (1  + h 'd i ) .  
i=k  
Hence, 
n n 
1 + h' = I - [  (1 + a'd i) = (1 + a'd ~) I -[  (1 + l~'d i) 
i=k  i -k+l  
k n 
= 1-I(1 + a 'w id)  I- I  (1 + a'd i ) .  
i -1  i - k+ l  
Defining d i = %d for i = 1 . . . . .  k (i.e., redistributing dk over the support- 
ing densities), we finally obtain 
1+ a'  = f i (1  + h'di) .  
i=l 
Therefore, the same h' is the unique solution to the gh-measure polyno- 
mial equation for the modified density values. 
The special case of h' = 0 implies that the resulting Sugeno measure is 
a probability measure. In particular, E~=kd i=  1. Thus, setting d = 
k k d /Y~i= lwi preserves the additivity, that is, the new set of densities atisfies 
Z,'~_ ld i = 1, keeping h' = 0 as the defining parameter of the new fuzzy 
measure. 
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THEOREM 1 Let A' ~ [ -1 ,  oo), h' @ O, w i ~ [O,1], and d k ~ [0,1], as 
defined above. Then there exists a unique d ~ [0, 1] for which 
k 
1 + h 'd  k = I - I  (1 + h'wid) .  
i=1  
Proof  First note that if d k = 0, then d = 0 works, i.e., all supporting 
densities are set to 0. 
Consider the continuous function 
k 
f (d )  = l- I  (1 + A'w id)  - ] - A'd k. 
i=1  
The derivative of this function with respect to d is 
k 
f'(d) : E }t'wi( H (1 -i- A'w,d)). 
i=1  j4=i 
Since A' > - 1, d ~ [0, 1], and all w i ~ [0, 1], the product in parentheses i
positive. Hence, if h' > 0, then f (d )  is strictly increasing, and if A' < 0, 
then f (d )  is strictly decreasing. Thus, if f (d )  has a root in [0, 1], then the 
root is unique. 
Suppose that h' > 0. Then f(0) = -A 'd  k < 0, and 
Now,  
k 
f (1 )  = l - I  (1 + i~ 'w i )  - (1 + h'd k) 
i=1  
k 
1--I (1 + h'wg)(1 + h') - (1 + h'dk).  
i=1  
i~  max 
k 
I I  (1 + h'wg)(1 + A') >_ 1 + h' 
i=1  
i~max 
and 1 + A'd k <_ 1 + A'. 
Thus, 
k 
17 (1+ h 'w~)( l+  h ' ) -  (1+ h'd k) >_ (1+ A ' ) -  (1+ h') =0,  
i=1  
i :g max 
i.e., f(1) > 0. Hence, by the intermediate value theorem, f (d )  must have a 
root, which, as noted above, is unique. 
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Suppose now that A' < O. Then f(O) = -A 'd  k > O, and 
k 
f (1)  = I--I (1 + A'w i) - (1 + A'd k) 
i=1  
k 
1--I (1 + A'wi)(1 + A') - (1 + A'dk) .  
i=1  
i 4- max 
In this case, 
k 
17 (1 + A'wi)(1 + A') < 1 + A' 
i=1  
i4- rnax 
and 1 + A'd k > 1 + A'. 
Hence, 
k 
1-I (1 + A'wi)(1 + A') - (1 + A'd k) < (1 + A') - (1 + A') = 0, 
i=1  
iCmax 
i.e., f(1) _< 0. As a result, f (d )  must possess a unique root in [0, 1]. This 
completes the proof. • 
The adjusted set of fuzzy density values, {d 1 . . . .  , dk}, can be calculated, 
once the root d has been estimated using Newton's method, by multiplying 
d by their original percentages, {w 1 . . . . .  wk}. This generates the adjusted 
set of  fuzzy density values {d I . . . . .  dn}, where d i = gi for i = k + 1 . . . . .  n, 
which are consistent and satisfy all the Sugeno measure properties. 
EXAMPLE 2 Given the four information sources, the values of the fuzzy 
density values for each information source, and the h-function from 
Example 1, we found A = 0.755 and fAh(X)O g(')  = 0.430. This integral 
value is supported by information sources x 1 and x 2. If this integral value 
were too small, we would increase the value of g({A2}) by, say, 0.1. Then 
the density set {d z, g3, g4} = {0.530, 0.20, 0.20}. The value of A for this set 
is determined to be 0.271. 
The value of d 2= 0.530 is redistributed over the two information 
sources. Both sources had a density value of 0.2, so we would expect the 
new values of the density values to be the same (i.e., they still provide 
equal support for the hypothesis). After redistribution, the density values 
are shown in Table 3. 
The integral value given this new fuzzy measure is e = 0.530. This is 
larger than the original integral value, as expected. Figure 5 graphically 
shows both the before and after adjustment integral calculations. 
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Table 3. Data after Fuzzy Integral Training 
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i h(i) d i g({Ai}) 
1 0.90 0.256 0.256 
2 0.70 0.256 0.530 
3 0.40 0.20 0.759 
4 0.30 0.20 1.000 
3.4. Source Evaluat ion 
This training algorithm has the advantage that it can produce a set of 
density values even if no information is known about the distributions and 
separability of the feature data sets. It can also identify information 
sources which are nonseparable or give poor information, and thus reduce 
their density values. 
A poor information source is one which will give high h(x  i) values for 
other classes' data and low values for its own class's data. This source's 
density value will easily be reduced during training. It can be seen that if a 
source consistently has high values on other class data, it will be driven 
down during the training process (if it is not already very low). Also, if it 
has consistently low values for its own data, it will not, in general, be 
considered in the integral, so that during training, when the information 
sources are increased, it will be unchanged. Therefore, there will be a net 
decrease in the poor information source's density value. 
A nonseparable information source is one which will give high values for 
other classes' data and for its own class's data. An example of this is a 
feature where both classes of data have the same distribution. This is a 
0.8 
~1 0.6 
i~1 0.4 
0.2  
~- e' = 0.53 
\ e = 0.43 
I I I 
2 3 4 
source # 
Figure 5. Example of fuzzy integral training. 
--= h(x) 
@ g(.) 
© g'(.) 
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difficult problem, but the training algorithm can deal with it. In most cases, 
the information source will be in the set of supporting sources for both its 
class's objects and other classes' objects. For an object in its class, this 
density value will be increased along with the other good sources, say 
sources {x~,..., Xb, . . . ,  xi} where x b is the nonseparable source. However, 
when training with other classes' objects it will have a good chance, if the 
other sources are good, of being the only source of one of fewer sources 
being decreased, say {xi+ 1, xb}. In this case we will have an increase of 
DELTA distributed across i source density values, {x 1 . . . . .  x b . . . . .  x i} and 
then have a decrease of DELTA taken from two-source density values, 
{xi+ ~,xb}. So the poor information, xb, will be increased less than it will be 
decreased, because DELTA is distributed over more source density values 
during the reward phase, and fewer source density values during the 
punishment phase. This will result again in a net decrease in the nonsepa- 
rable source's density value. 
Therefore, upon completion of the training algorithm, the poor or 
nonseparable information sources will be adjusted in such a manner as to 
reduce their detrimental effects. This will result in smaller density values 
for weak sources. If the density values for a particular source are low for 
all classes, that source can be removed, and the system can be retrained. 
The source can also be left in with no degradation in overall system 
reliability. 
EXAMPLE 3 (Nonseparable information source)We created a two class 
problem where each class has 50 data points with six features. All 600 
feature points were randomly generated, with each feature of class 1 data 
having mean 50 and variance o-2 = 25,  and each feature of class 2 data 
having mean 100 and variance o -2= 25. These two data sets are very 
separable. 
Six modified versions of the above data set were also used in this 
example. Over the next six data sets, the mean value for the 6th feature of 
the second class data was reduced to create a nonseparable condition for 
this feature. The values of the means for the seven data sets are 100, 80, 
70, 65, 60, 55, and 50. The same set of random data points were used for 
all seven data sets, and the mean of the 6th feature of the second class 
data was modified. 
The h-function used in this example was a normalized Gaussian mem- 
bership function using the statistics calculated from the training data. All 
of the density values were initialized to gi = 0.16667 (a probability mea- 
sure) before training each new data set. Training was done using DELTA = 
0.1, and training continued until convergence occurred. Figure 6 shows the 
values of g6 and g6 after training. 
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Figure 6. Trained measures of overlapping features. 
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As stated above, the first data set (mean 100) was designed to be very 
separable. This is evident in that the training algorithm converged in nine 
training cycles. We see from the mean 100 density values in Figure 6 that 
this sixth feature was very much involved in the training process in view of 
the jump in its density value from 0.167 to 0.633 for class 1. This is due to 
two very significant outliers in this feature and the fact that the other 
features had relatively few outliers. In fact, these two outlying data vectors 
were so bad that at a lower learning rate this data set entered a local 
minimum and did not converge (this was explored in detail in [26]). The 
effect of these outliers became apparent in the drastic changes in the 
density values in the first few data sets, where training modified these 
density values to accommodate he two outliers. As these features began to 
overlap, the outliers became less of a problem in determining a consistent 
density value. Eventually, at mean 65, as more of the statistically average 
data points became involved, a very definite trend in the final density 
values emerged. It is obvious from Figure 6 that when there is significant 
overlap in feature 6, the density values are forced towards zero due to 
training. This is intuitively satisfying, because this feature will not distin- 
guish the classes, and therefore is a poor information source. When 
features overlap, the h-function value for that feature will be high for both 
classes, and the net effect of training is to reduce the density value 
associated with this nonseparable information source. Other properties of 
this training algorithm can be found in [26]. 
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4. EXPERIMENTAL RESULTS 
The training algorithm was successfully used in an object history match- 
ing system [17] using the fuzzy integral. In this system, four statistical 
features were generated from a sequence of infrared video which con- 
tained two tanks and an armored personnel carrier (APC). Instances from 
each frame included the tanks, APC, and background areas. The h-func- 
tion was a normalized Gaussian membership function using the statistics 
generated from the training data as a starting pint, and updated as objects 
and histories were combined. There were three sets of fuzzy density values, 
one for each class (tank, APC, and background). All the density values 
were initially set at 0.25. 
The training algorithm converged to a solution after 21 training cycles 
with a DELTA of 0.01. The tank data were easily separated from the other 
two classes, so the density values changed very little during training. Table 
4 shows the density values before and after training. It is interesting to 
note that as training is done, the APC density values were adjusted to form 
a belief measure (i.e. a Sugeno fuzzy measure where A > 0, a quite 
pessimistic fuzzy measure). The information sources were initially com- 
bined with a set of density values which formed a probability measure 
(gi = 0.25). The resultant probabilistic integrals caused some background 
instances to be misclassified as APCs. Hence, the APC information sources 
gave a more optimistic measure of certainty that the object was an APC 
(i.e., the APC neuron was likely to classify background or other objects as 
an APC). After training, the resultant fuzzy density values for the APC 
formed a belief measure because the density values were punished (de- 
creased) when the background instances were misclassified as APCs. In 
order to counteract this optimism generated by the h-functions, the 
integral was calculated using the set of pessimistic trained fuzzy density 
Table 4. Fuzzy Density Values Before and After Training for Object 
History Matching 
Class gl g2 g3 g4 A 
TANK 0.250 0.250 0.250 0.250 0.000 
TANK' 0.250 0.230 0.250 0.250 0.055 
APC 0.250 0.25(} 0.250 0.250 0.000 
APC' 0.27 0.123 0.123 0.123 2.046 
BACK 0.250 0.250 0.250 0.250 0.000 
BACK' 0.483 0.287 0.287 0.299 -- 0.602 
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values. This lowered the value of the APC neuron's output and forced the 
ranges of the APC and the background neurons to be compatible. 
The background density values were adjusted to form a plausibility 
measure (A < 0), which is an optimistic fuzzy measure. Here also, the 
information sources were initially combined with a set of density values 
which formed a probability measure. The resultant probabilistic integrals 
caused some background instances to be misclassified as an APC. Hence, 
the background information sources gave a more pessimistic measure of 
certainty that the object was a background instance (i.e., an object must 
really look like a typical background instance in order to be classified as 
background). After training, the resultant fuzzy density values formed a 
plausibility measure because the density values were rewarded (increased) 
when a background instance was misclassified as an APC. In order to 
counteract his pessimism by the h-functions, the integral was calculated 
using the optimistically trained fuzzy density values. Thus, the APC neuron 
was forced to be a less optimistic belief integral, and the background 
neuron was forced to be a more optimistic plausibility integral. This 
ensured range compatibility between the integral values of the neurons, a 
perplexing problem with independently trained fuzzy measures. 
Consider an example data point in the training data discussed above. 
This is a background instance that was misclassified as an APC. Figure 7 
shows the background class integral with density values from before and 
after training. After training, the integral value of the background neuron 
has gone up by more than 0.1. The trained integral value now only 
considers the first data source in its evaluation of the background hypothe- 
~0.8 
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0 . 4 -  
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Figure 7. Example of reward. The density value which supported the correct 
hypothesis was increased. After training, the integral for this hypothesis has risen 
significantly, giving the correct hypothesis more of a chance to "win." 
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Figure 8. Example of punishment. The density values which supported the incor- 
rect hypothesis were decreased. After training, the integral (for the incorrect 
hypothesis) has dropped significantly, giving the correct hypothesis more of a 
change to "win." 
sis. This is satisfying because it is obvious that source 1 is the only source 
that is confident hat this is a background instance. 
Figure 8 shows the APC class integral on the same background instance 
with density values from before and after training. After training, the fuzzy 
integral value has also changed by more than 0.1; in this case, it has 
decreased. The first three sources, {x 2, x 4, x3}, are still considered in the 
trained integral, but are discounted significantly. These sources are dis- 
counted to the point that the integral value shifts from being generated by 
the h(x  3) value before training to being generated by the fuzzy measure 
considering all three sources, i.e., it is generated by g({x  2, x 4, xs}). 
5. CONCLUSION 
In this paper, we have developed the fuzzy neuron representation f the 
fuzzy integral for multiple class decision making, and explored the nonlin- 
ear relationship between the density values and the integral value. We 
then developed a reward-punishment training algorithm which can train 
the fuzzy density values on a set of labeled data. We showed that, over the 
training cycles, this reward adjustment in the density values does increase 
the integral values, whereas the punishment adjustment decreases the 
integral values. We have therefore defined an error propagation method, 
analogous to the gradient descent, whose objective is the eventual correct 
classification of the points in the training data set. There are many 
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advantages of using such an algorithm for determining the fuzzy density 
values in a decision making environment. It has intuitively desirable 
properties, such as creating multiclass fuzzy integral range compatibility 
and identifying poor information sources. These advantages make this 
algorithm an attractive method of determining valid sets of density values 
for pattern recognition applications of the fuzzy integral. 
References 
1. Charnik, E., and McDermott, D., Introduction to Artificial Intelligence, 
Addison-Wesley, Reading, Mass., 1986. 
2. Sharer, G. A., A Mathematical Theory of Evidence, Princeton U.P., Princeton, 
N.J., 1976. 
3. Wootton, J., Keller, J., Carpenter, C., and Hobson, G., A multiple hyopthesis 
rule-based automatic target recognizer, in Pattern Recognition (J. Kittler, Ed.), 
Lecture Notes in Comput. Sci. 301, Springer-Verlag, 315-324, 1988. 
4. Zimmermann, H. J., and Zysno, P., Latent connectives in human decision-mak- 
ing, Fuzzy Sets and Systems 4, 37-51, 1980. 
5. Zimmermann, H. J., and Zysno, P., Decision and evaluations by hierarchical 
aggregation, Fuzzy Sets and Systems 10, 243-260, 1983. 
6. Krishnapuram, R., and Lee, J., Fuzzy-compensative-connective-based hierar-
chical networks and their applications to computer vision, Neural networks 5(2), 
335-350, Mar. 1992. 
7. Keller, J., Krishnapuram, R., Chen, Z., and Nasraoui, O., Fuzzy additive hybrid 
operators for network-based decision making, International Journal oflntelligent 
Systems 9(11), 1001-1024, 1994. 
8. Bezdek, J. C., and Pal, S. K. (Eds.), Fuzzy Models for Pattern Recognition, IEEE 
Press, New York, 1992. 
9. Keller, J., and Krishnapuram, R., Fuzzy decision models in computer vision, in 
Fuzzy Sets, Neural Networks, and Soft Computing (R. Yager and L. Zadeh, 
Eds.), Van Nostrand, New York, 213-232. 
10. Tahani, H., and Keller, J., Information fusion in computer vision using the 
fuzzy integral, IEEE Trans. Systems Man Cybernet. 20(3), 733-743, 1991. 
11. Keller, J., Gader, P., Tahani, H., Chiang, J.-H., and Mohamed, M., Advances in 
fuzzy integration for pattern recognition, Fuzzy Sets and Systems 65, 273-283, 
1994. 
12. Grabisch, M., and Sugeno, M., Multi-attribute classiication using fuzzy integral, 
Proceedings of the First IEEE Conference on Fuzzy Systems, San Diego, Calif., 
47-54, 1992. 
24 James M. Keller and Jeffrey Osborn 
13. Grabisch, M., and Dispot, F., A comparison of some methods of fuzzy classifi- 
cation on real data, Proceedings ofthe Second International Conference on Fuzzy 
Logic and Neural Networks, Iizuka, Japan, 659-662, 1992. 
14. Keller, J., and Tahani, H., The fusion of information via fuzzy integration, 
Proceedings', NAFIPS'92, Puerto Vallarta, Mexico, 468-477, Dec. 1992. 
15. Keller, J., Qiu, H., and Tahani, H., The fuzzy integral in image segmentation, 
Proceedings, NAFIPS-86, New Orleans, 324 338, 1986. 
16. Keller, J., and Yan, B., Possibility expectation and its decision making algo- 
rithm, Proceedings of the First IEEE Conference on Fuzzy Systems, San Diego, 
Calif., 661-668, 1992. 
17. Keller, J., and Osborn, J., Temporal object identification via fuzzy models, 
Proceedings, SPIE Symposium on Intelligent Robots" and Computer Vision X, 
Boston, Mass., 466-476, 1991. 
18. Sugeno, M., Theory of fuzzy integrals and its applications, Doctoral Disserta- 
tion, Tokyo Inst. of Technology, 1974. 
19. Sugeno, M., Fuzzy measures and fuzzy integrals: A survey, in Fuzzy Automata 
and Decision Processes, North Holland, Amsterdam, 89-102, 1977. 
20. Wang, Z., and Klir, G., Fuzzy Measure Theory, Plenum, New York, 1992. 
21. Press, W. H., Flannery, B. P., Teukolsky, S. A., and Vetterling, W. T., Newton- 
Raphson method, in Numerical Recipes" in C, Cambridge U.P., Cambridge, 
270-275, 1990. 
22. Dubois, D., and Prade, H., A class of fuzzy measures based on triangular 
norms, Internat. J. General Systems 8, 43 61, 1982. 
23. Grabisch, M., Murofushi, T., and Sugeno, M., Fuzzy measure of fuzzy events 
defined by fuzzy integrals, Fuzzy Sets" and Systems 50, 293-313, 1992. 
24. Qiu, H., and Keller, J., Multispectral segmentation using fuzzy techniques, 
Proceedings NAFIPS-87, Purdue Univ., 374-387, 1987. 
25. Sugeno, M., and Murofushi, T., Choquct integral as an integral form for a 
general class of fuzzy measures, Proceedings of the 2nd IFSA Congress, Tokyo, 
Japan, 408-411, 1987, 
26. Osborn, J., Training the fuzzy integral, MS Thesis, Univ. of Missouri Col- 
umbia, 1992. 
