We interpret modal mu-calculus formulas in a non-standard way as expectations over labeled Markov chains. In this semantics xed-points are computed in an iterative incremental/decremental fashion. This provides the foundation for a symbolic model checking algorithm for CTL over labeled Markov chains using Multi-Terminal Binary Decision Diagrams, where expectations of untilformulas are calculated via suitable xed-point approximations. We compare this non-standard semantics of CTL to the standard one for the probabilistic logic PCTL by specifying a translation 7 ! of the positive existential fragment CTL + of CTL into PCTL, where PCTL probability thresholds are supplied by the non-standard semantics. Finally, we show soundness of our non-standard semantics of CTL + with respect to the one for PCTL in the following sense: if our semantics computes a positive evidence for at state s then s satis es the translated PCTL formula .
INTRODUCTION
Probabilistic logics have proved successful in the speci cation and veri cation of systems that exhibit uncertainty. The behavior of such systems is typically governed by a known probability distribution; for example, randomized algorithms toss fair coins before making choices, and communication protocols must be designed so that the loss of messages in the medium is tolerated up to some appropriately small probability. With the advent of randomization, which ensures that many problems in distributed systems have e cient c IFIP 1996. Published by Chapman & Hall 2
Comparing CTL and PCTL on Labeled Markov Chains solutions albeit at a cost of probabilistically complex scenarios developing during execution, it has become necessary to develop formalisms in which the probability of some event happening in the course of execution can be assessed and, whenever possible, calculated automatically and e ciently by means of a model checking tool. The importance of probabilistic veri cation lies in the fact that it can provide guarantees that the speci cations hold with satisfactory probability in cases when conventional model checking fails, for example, when exhaustive search is not feasible due to the size of the system, or when checking`soft deadlines' in real-time systems, i.e. properties such as the system will respond within time t with probability 0:99'.
Established work on probabilistic temporal logics e.g. 25, 13, 12, 3, 23, 10] (and also modal logics, for example a probabilistic extension of HennessyMilner logic called PML 19] ) uses probability thresholds for truth in the syntax of an underlying language of logic such as CTL 7] . This was achieved by H. Hansson and B. Jonsson by extending the models to variants of Markov chains, which involves adding probabilities to the transitions, and the addition of probabilistic operators ] >p to form the logic PCTL 13, 12] ; then for a path formula the probabilistic formula ] >p is satis ed in the given state if the probability of the set of paths starting in this state on which holds is at least p for some real number p in the unit interval. Model checking algorithms based on computing the probability and then comparing it against the threshold have been formulated for such systems (and also their extensions to allow concurrency or non-determinism), see e.g. 25, 10, 13, 3, 2] . Their complexity, however, is high, and so e cient techniques, such as symbolic model checking proposed in 1] or approximative reasoning, are sought for.
A more recent alternative to the above is to re-interpret the conventional logics in terms of expectations, see 20, 14] ; see 16, 18] for a much earlier source of similar ideas. This involves assigning to formulas a map from states to the unit interval instead of the usual truth values, with the value at a given state representing (an estimate of) the probability of the formula being true in this state as calculated in the underlying Markov chain model. This paper draws its main motivation from trying to understand the two seemingly opposing semantic approaches mentioned above when interpreted over labeled Markov chains: the threshold view as espoused by PCTL 13, 12] versus the logic CTL with the non-standard expectations semantics extracted from the quantitative mu-calculus semantics of 14]. If we think of such logics as providing a foundation for probabilistic methods in veri cation then a number of observations can be made about the threshold approach to probabilistic semantics:
1. The user might have to guess a threshold and the reply will be`yes' or`no'; thus, repeated checks are necessary to nd out the critical region where`yes' answers turn into`no' replies and vice versa; in safety-critical applications this objection might be weak since one could argue that thresholds ought to be extremely close to 1 anyway. But, if we think of typical measures in THE MODAL MU-CALCULUS ON FINITE MARKOV CHAINS   3 performance analysis, like the utilization of some resource, we would have to rely on probabilities, or percentages, anywhere in between 0 and 1. Finding critical regions of thresholds would then be non-trivial.
2. There is no compelling argument for considering only global thresholds: the level of safety required or the performance with respect to some measure is typically a function of the state being considered and leads to probabilistic logics where one considers vectors of thresholds.
3. Some methods for computing the probabilities of path formulas 1 U 2 are non-incremental: this is in contrast to e.g. our non-standard semantics of CTL, presented in this paper, which computes xed-points incrementally by iterating the meaning of the underlying recursion, and so the nite approximations of least/greatest xed-points increase/decrease the information computed so far, thus allowing to compute approximate solutions to precise analytical probabilities.
4. The threshold approach is most sensitive to numerical errors close to the threshold region: thresholds are dis-continuous cut-o points.
5. If models are still in the design phase one might have very little intuition about the actual performance of such systems with respect to various (probabilistic) performance measures; thus, having to begin with any`random' threshold seems unacceptable if probabilistic logics should become an active part in the design of stochastic systems.
Clearly, an alternative to threshold semantics would have to render replies which are of a quantitative rather than a qualitative kind. In this paper we demonstrate that if we drop thresholds altogether from PCTL following 20, 14] then we are essentially looking at the ordinary temporal logic CTL but now CTL formulas are no longer interpreted as predicates (subsets of states) but as functions ] ]: S ! 0; 1] from states into the unit interval 0; 1], termed expectations' in 20]. The di culty and weakness of such semantics lies in their interpretation of the logical conjunction and disjunction to the e ect that ] ] s is no longer an exact probability but a`sound' estimate thereof.
The main e ort of the work presented here consists of establishing a rm link between these two semantic paradigms. Thus, one really ought to see these approaches as being complementary rather than con icting. Based on 9, 8, 1] we also develop a symbolic model checking algorithm for our non-standard interpretation of the modal mu-calculus fragment of alternation depth 1.
THE MODAL MU-CALCULUS ON FINITE MARKOV CHAINS
A nite Markov chain 15] is a pair (S; P), where S is a nite set of n states and P = (P(s; s 0 )) is a n n-matrix of entries in 0; 1] such that P(s; s 0 ) is the probability of the state transition s ! s 0 . Of course, we require that P s 0 2S P(s; s 0 ) = 1 for all s 2 S. Our approach allows us to analyze systems where this sum is strictly less than one (= sub-stochastic matrix), in which case we interpret the di erence of P s 0 2S P(s; s 0 ) to 1 as the probability of the 
Finally, note that this concludes all possible cases since has at most x as a free variable; thus, alternation depth 1 excludes the cases y: 1 and y: 1 , where y is free in 1 .
End of Proof.
We can exploit the fact that all functions F ;x] are continuous maps to guarantee that xed-point iterations on the in nite domain S ! 0; 1] reach a xed-point at !. This is a non-trivial result since it can not necessarily be inferred from the standard facts about the continuity of x : (S ! 0; 1]) ! (S ! 0; 1]) since the semantics of subformulas x: , via FIX , might give rise to meanings which are not Scott-continuous. We use a simple example of a probabilistic protocol to demonstrate our approach. For simplicity we merely consider the states of the protocol pertaining to the transmission of one message only. Initially (state s 1 ), the protocol will send the message to the medium. The medium (state s 2 ) will attempt to transmit the message to the receiver (state s 3 ), which is possible with probability 0:75; with probability 0:25 the message will get lost (state s 4 ). Upon receiving the message, the receiver will attempt to acknowledge it. If the acknowledgment is received intact, which is possible with probability 0:9 then the message is delivered (state s 5 ) and the protocol terminates; failure to receive acknowledgment causes the protocol to resend the message again (return to state s 1 ).
Again, for simplicity we shall assume an unbounded number of retries. The example can be easily extended to cater for a bounded number of retries. To model a distributed protocol it may be necessary to go beyond Markov chains.
The diagram below represents the protocol. Thus, the probability of the message being eventually delivered is at least 0:729 (up to 3 signi cant digits, which one further iteration would reveal); this follows from Corollary 1 in Section 5. forever. We use a function ITERATE(A; Q; E) which requires its rst argument A to represent a map from R n to R n , Q to represent an element of R n , and E a real number " > 0. The code for this function is similar to that of xed-point approximation for the Boolean symbolic model checking algorithm 5] except that we enforce termination w.r.t. " as follows: ITERATE(A; Q; E) returns the MTBDD which represents the vector A m+1 Q where m is the least natural number such that P n i=1 j(A m+1 Q) i ? (A m Q) i j < ". Naturally, termination criteria other than the above are conceivable.
The model checking algorithm will, of course, need to work with the MTBDD representation of the n n probability transition matrix P. For k = dlog ne we may identify the 2 k 2 k matrix P with the function f : f0; 1g ( 2 ) Sat ( 
then we simply have to show that p s q s . By equation (5) (10) Using (9) we can continue to unfold equation (8) The last insight, which is true since`being a lower bound' is a transitive property, is most important from a practical point of view. One may wonder why our fuzzy interpretation of^and _ worked. This is most likely due to that fact that path formulas in CTL are not allowed to contain logical connectives nor those of certain temporal operators. Thus, our approach will be challenged if one desires to extend it to CTL or all of M 1 . Nonetheless, the signi cance of Theorem 1 is that it provides a semantic bridge between two opposing views of quantitative model checking for labeled Markov chains as explained below.
First, our semantics endorses computations of quantitative evidence employing only one conceptual level, namely, compositional meaning in S ! 0; 1]; this leads to a direct computational engine which need not be concerned with guessing informative thresholds for big systems and which computes evidence in an incremental way. The price being paid is the fuzzy interpretation of disjunction and conjunction by not addressing potential issues of conditional probabilities, so we might not compute precise probabilities although the considered property might induce a measurable set. However, Theorem 1 above can be seen as proving soundness of our semantics with respect to the one for PCTL. In particular, one can take the numbers computed for a CTL formula as a rst safe guess of what will turn out to be`true' probabilistically. Thus, one might want to check with appropriately higher thresholds than those computed for . Second, the semantics for PCTL necessitates two conceptual levels: the usual qualitative semantics for formulas of CTL (including the usual interpretation of path formulas X and 1 U 2 ), and the computation of a probability for path formulas in a given state s. These distinct levels of analysis are linked via the annotation of thresholds to path formulas. The advantage lies in precise probabilistic results but it is not clear whether the framework of probability spaces can be applied in this manner for arbitrary 2 M 1 or for formulas with even higher alternation depths; this approach is also not continuous with respect to small changes in P, the matrix of transition probabilities, for small changes of P(s; s 0 ) can change the Boolean truth value of a formula wp at state s. As such it is quite sensitive to numerical errors.
Incidentally, one could improve the symbolic model checking algorithm for PCTL in 1] by allowing vectors of thresholds and by overwriting thresholds on-the-y that have been speci ed by the user in certain cases. For example, if the user would like to check s j = 1 U 2 ] p and if the probability of 1 U 2 at s is greater than p s , then the check is not only successful, but it is also verifying the stronger check where we replace the threshold p s by that very probability.
It should be noted that our fuzzy semantics of conjunction and disjunction penalizes the repeated check of the same property at the same syntactic level within a given formula, for such interpretations are not idempotent: we have min Recall that we proved that xed-points of our semantics are reached at ! for all formulas of M 1 provided that S is nite. The arguments put forward in that proof essentially transfer to the case where S is countable.
We simply endow R 1 with the topology of pointwise convergence and note that this topology satis es the following: the componentwise addition or subtraction of vectors in R 1 is continuous, the componentwise operations q 7 ! 0 _ q: R 1 ! R 1 and q 7 ! 1^q: R 1 ! R 1 are continuous, constant vectors give rise to continuous functions R 1 ! R 1 , and directed suprema and ltered in ma are topological limits. The only fact we still require is that (x s ) s2S 7 ! ( P s 0 2S P(s; s 0 ) x s 0 ) s2S : R 1 ! R 1 be continuous, but this follows from basis facts on absolute convergence of real sums and the fact that P is a bounded linear operator on a Banach space.
Corollary 2 Proposition 1 and Theorem 1 generalize to countable state sets.
SUMMARY AND OUTLOOK
This paper is part of an e ort to develop the quantitative model checking paradigm proposed in 14], where one requires quantities as answers to checks, such as performance or reliability measures, instead of simply`yes' or`no' answers. We have derived a symbolic model checking algorithm for the modal mu-calculus (without nested xed points) re-interpreted in terms of expectations, also considered in 20]. Such algorithms form the basis of software tools supporting automatic and semi-automatic checks of programs containing quantitative information in the form of probability and time. The methods proposed here should avoid the state explosion problem in various important application domains by relying on a cogent representation of Markov transition probability matrices as MTBDDs introduced in 9, 1, 6]. The xed-points can be reached in ! steps by successive approximation, which in practice means that the desired expectations can be computed to within a given " > 0 in nitely many steps.
The expectations computed by the algorithm are not exact probabilities but lower bounds only; while exact probabilities might be preferable, the corresponding algorithms for satis ability checking are complex (i.e. exponential in the size of the formula and polynomial in the size of the system for the case of Markov chains 10]), and so in such cases our algorithm provides a more e cient albeit coarser alternative. We can state that, in the case of positive CTL, the expectations semantics is probabilistically sound, in the sense that if the expectation p computed for a positive CTL formula is positive then the corresponding PCTL is also satis ed w.r.t. the threshold p. It would be worthwhile to extend this result to the full CTL and more expressive logics, such as CTL , and models, for example concurrent Markov chains 25] or probabilistic systems which also exhibit non-determinism 3, 2], but it is not clear how this can be done without suitably extending the framework. Moreover, we would like to know whether Theorem 1 would go through for a framework with non-determinism, as in 22] . Most importantly, we need to nd out whether there are any sensible ways of handling x and : within a semantics that approximates actual probabilities. Finally, we should point out that our semantic framework cuts across the usual classi cation of branching time versus linear time temporal logics. Our semantics of CTL has the feel of linear time temporal logic as the two quanti ers collapse into one notion, but it also contains branching aspects in the meaning of the modalities.
