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Abstract
We study standing waves for nonlinear Schrödinger equations with the gauge field. Some existence results
of standing waves are established by applying variational methods to the functional which is obtained by
representing the gauge field Aμ in terms of complex scalar field φ. We also show that there exists no
standing wave for certain range of parameters by establishing a new inequality of Sobolev type.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction and statement of main results
In this study we are interested in the existence of standing waves for the following nonlinear
Schrödinger system
iD0φ + (D1D1 + D2D2)φ = −λ|φ|p−2φ, (1.1)
∂0A1 − ∂1A0 = − Im(φ¯D2φ), (1.2)
∂0A2 − ∂2A0 = Im(φ¯D1φ), (1.3)
∂1A2 − ∂2A1 = −1/2|φ|2, (1.4)
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R
1+2 → C is the complex scalar field, Aμ : R1+2 → R is the gauge field, Dμ = ∂μ + iAμ is
the covariant derivative for μ = 0,1,2, and λ > 0 is a constant representing the strength of inter-
action potential. We consider only the superlinear case p > 2. The system (1.1)–(1.4) proposed
in [10,11] consists of the Schrödinger equation augmented by the gauge field Aμ.
A special case with p = 4, λ = 1 has received much attention and has been studied by several
authors, where one can derive the following self-dual equations (see [9,11])
D1φ + iD2φ = 0, A0 = 12 |φ|
2,
∂1A2 − ∂2A1 = −1/2 |φ|2, ∂1A1 + ∂2A2 = 0. (1.5)
Then the self-dual equations (1.5) can be transformed into the Liouville equation, an integrable
equation whose solutions are explicitly known. We note that solutions to the self-dual equations
(1.5) provide static solutions to Eqs. (1.1)–(1.4) with p = 4 and λ = 1. For more information on
the self-dual equations, we refer to [7].
In this paper, we seek the standing wave solutions to (1.1)–(1.4) for p > 2 of the form
φ(t, x) = u(|x|)eiωt , A0(t, x) = k(|x|),
A1(t, x) = x2|x|2 h
(|x|), A2(t, x) = − x1|x|2 h
(|x|), (1.6)
where ω > 0 is a given frequency and u, k, h are real valued functions on [0,∞) such that
h(0) = 0. We are looking for the classical solution, that is, a solution (φ,A0,A1,A2) of (1.1)–
(1.4) in the class C2(R2) × C1(R2) × C1(R2) × C1(R2). We point out that the ansatz (1.6)
satisfies the Coulomb gauge condition ∂1A1 +∂2A2 = 0. Inserting the ansatz (1.6) into the system
of Eqs. (1.1)–(1.4), we get the following nonlocal semi-linear elliptic equation for u
u − ωu −
(
ξ +
∞∫
|x|
h(s)
s
u2(s) ds
)
u − h
2(|x|)
|x|2 u + λ|u|
p−2u = 0 in R2, (1.7)
where h(s) = ∫ s0 l2u2(l) dl and ξ ∈R is a constant (see Section 2 for a choice of ξ ). We will show
that (1.7) is actually the Euler–Lagrange equation of the functional
J (u) ≡ 1
2
∫
R2
|∇u|2 + (ω + ξ)u2 + u
2
|x|2
( |x|∫
0
s
2
u2(s) ds
)2
dx − λ
p
∫
R2
|u|p dx, u ∈ H 1r .
Here H 1r denotes the set of radially symmetric functions in H 1(R2). We will show that J ∈
C1(H 1r ) and a critical point u of J produces a standing wave (φ,A0,A1,A2) of the form (1.6).
If p > 4, the functional J has the mountain pass structure when ω + ξ > 0. When we apply
directly the mountain pass theorem [2] to get a critical point of J , it is important to check whether
Palais–Smale condition holds, that is, whether there exists a convergent subsequence for any
sequence {un}n satisfying limn→∞ J ′(un) = 0 and limn→∞ J (un) ∈R. For p  6, it is standard
to show that Palais–Smale condition holds for J . On the other hand, for p ∈ (4,6), we do not
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obstacle, we consider a minimization on a codimension one manifold of Nehari type in H 1r . This
approach is motivated by the work of Ruiz in [12]. The remaining cases p = 4 and p ∈ (2,4) are
more subtle to treat. In fact, we will show that if p = 4 and λ ∈ (0,1), there exists no nontrivial
critical point of J for any ω, ξ ∈R by establishing the following new inequality of Sobolev type
∫
R2
|u|4 dx  4
(∫
R2
|∇u|2 dx
) 1
2
(∫
R2
u2
|x|2
( |x|∫
0
s
2
u2(s) ds
)2
dx
) 1
2
for u ∈ H 1r
(
R
2),
which we cannot find in the literature.
When p = 4 and λ = 1, we will show that there exists one parameter family of critical points
of J only when ω + ξ = 0.
If p = 4 and λ > 1, J has the mountain pass structure for ω+ ξ > 0. But again it is not certain
whether or not the Palais–Smale condition holds for the functional J . Moreover the minimization
argument for the case p > 4 does not work in this case. Then, by a new type of minimization
argument in Section 5, we will show the existence of a critical point of J .
Lastly, if p ∈ (2,4), the functional J has the mountain pass structure only when ω + ξ > 0
is small. The minimization arguments in the cases p > 4 and p = 4 do not work in this case.
Then, a minimization method different from the arguments in the cases p > 4 and p = 4 will be
employed to prove the existence of a critical point of J . Thus, corresponding to the rich variety
of the structure of J on H 1r , we devise different minimization arguments for each cases p > 4,
p = 4 and p ∈ (2,4).
The system of Eqs. (1.1)–(1.4) is invariant under the following gauge transformation
φ → φeiχ , Aμ → Aμ − ∂μχ, (1.8)
where χ : R1+2 → R is an arbitrary C∞ function. Therefore a solution of the system is formed
by a class of gauge equivalent 4-tuples (φeiχ ,A0 − ∂0χ,A1 − ∂1χ,A2 − ∂2χ). We note that by
the gauge invariance (1.8) with χ = ct + nπ for c real and n integer, a 4-tuple
(φ˜, A˜0,A1,A2) =
(
(−1)|n|u(|x|)eit (ω+c), k(|x|)− c, x2|x|2 h
(|x|),− x1|x|2 h
(|x|))
is also a solution of the form (1.6) if
(φ,A0,A1,A2) =
(
u
(|x|)eiωt , k(|x|), x2|x|2 h
(|x|),− x1|x|2 h
(|x|))
is a solution of the form (1.6). In this case, we say that (φ˜, A˜0,A1,A2) and (φ,A0,A1,A2) are
gauge equivalent as the standing wave of the form (1.6). This means that if we get a standing
wave with a certain frequency, we can obtain a standing wave with any frequency, that is, for
any frequency ω ∈ R, there is a standing wave with the frequency ω in each equivalent class of
standing waves. Thus, we are interested in finding standing waves which are not gauge equiv-
alent each other as the standing waves of the form (1.6) for different frequencies. This will be
accomplished by choosing ξ ∈R appropriately.
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Theorem 1.1. Let p ∈ (2,∞) and p 	= 4. Then, for any λ > 0 and frequency ω > 0, there exists
a standing wave solution (φ,A0,A1,A2) of the form (1.6) satisfying equations (1.1)–(1.4) and
|φ| > 0 in R2. Moreover, any two standing waves found above are not gauge equivalent each
other as the standing wave of the form (1.6) if their frequencies are different.
Next, for the remaining range of p = 4, we obtain the following results, which show subtle
dependence on λ.
Theorem 1.2. Let p = 4. Depending on λ, we have three cases:
(i) if λ ∈ (0,1), there exists no standing wave solution (φ,A0,A1,A2) of the form (1.6) satis-
fying equations (1.1)–(1.4) for all ω > 0;
(ii) if λ = 1, for all ω > 0, any standing wave solutions (φ,A0,A1,A2) of the form (1.6) satis-
fying equations (1.1)–(1.4) and |φ| > 0 in R2 have the following form:
(φ,A0,A1,A2) =
( √
8leiωt
1 + |lx|2 ,
(
2l
1 + |lx|2
)2
− ω, 2l
2x2
1 + |lx|2 ,
−2l2x1
1 + |lx|2
)
,
where l > 0 is an arbitrary real constant;
(iii) if λ > 1, for any frequency ω > 0, there exists a standing wave solution (φ,A0,A1,A2)
of the form (1.6) satisfying equations (1.1)–(1.4) and |φ| > 0 in R2. Moreover, any two
standing waves found above are not gauge equivalent each other as the standing wave of
the form (1.6) if their frequencies are different.
Remark 1.1. We can easily show that χ = ct + nπ is the only gauge transformation that
transfers the standing wave (φ = ueiωt ,A0,A1,A2) of the form (1.6) to the standing wave
(φ˜ = u˜eiω˜t , A˜0, A˜1, A˜2) of the form (1.6) if |φ| > 0. More precisely, when |u| > 0, if there ex-
ists a gauge transformation χ such that ueiωt = u˜eiω˜t eiχ and Aμ = A˜μ − ∂μχ , μ = 0,1,2, then
χ = (ω − ω˜)t + nπ for some integer n. We omit the proof since it is obvious from the relation
ueiωt = u˜eiω˜t eiχ .
Remark 1.2. Theorems 1.1 and 1.2 show that the existence of a solution of (1.7) depends subtly
on λ > 0 and p > 2. This special feature of Eq. (1.7) can be compared to recent interesting
studies (see [1,3,6,12] and references therein) on the Schrödinger–Poisson equation
u − ωu − μ
(
1
|x| ∗ |u|
2
)
u + |u|q−2u = 0 in R3, (1.9)
for which the existence of a solution depends also on μ > 0 and q > 2.
Remark 1.3. We may consider the following generalized ansatz of (1.6)
φ(t, x) = eiNθu(|x|)eiωt , A0(t, x) = k(|x|),
A1(t, x) = x22 h
(|x|), A2(t, x) = − x12 h(|x|),|x| |x|
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at 0, i.e. u(0) = 0 if N 	= 0. The existence of such type of standing waves with N 	= 0 will be
studied in a forthcoming work.
The rest of the paper is organized as follows. In Section 2 we introduce a mathematical setting
to get our main results and some preliminary results. In Section 3 we prove Theorem 1.1 when
p > 4. The remaining case 2 < p < 4 in Theorem 1.1 is proved in Section 4. Theorem 1.2 is
proved in Section 5. Finally, in Appendix A, various preliminary results stated in Section 2 are
proved. We will use C to denote constants which could vary line by line.
2. Preliminary
In this section, we present a mathematical setting to get the main results and prepare some
preliminary results. The proofs of the preliminary results will be given in Appendix A.
Now, we just plug our ansatz (1.6) in (1.1)–(1.4) for obtaining that
u − ωu − A0u − A21u − A22u + λ|u|p−2u = 0, (2.1)
∂1A2 − ∂2A1 = −1/2u2, (2.2)
∂1A0 = A2u2, ∂2A0 = −A1u2. (2.3)
We choose a function space H 1r (R2), the set of radially symmetric functions in Sobolev space
H 1(R2), for u. Note that for any u ∈ H 1r the following well-known inequality called the Strauss
inequality holds
∣∣u(x)∣∣ C ‖u‖|x|1/2 , |x| > 0 (2.4)
where ‖u‖2 = ∫
R2 |∇u|2 + |u|2 dx denotes the Sobolev norm on H 1(R2).
First, we solve A0,A1,A2 in terms of u. The ansatz (1.6) and Eq. (2.2) imply
1
s
h′(s) = 1
2
u2(s).
From the condition h(0) = 0, we get
h(r) =
r∫
0
s
2
u2(s) ds;
thus we see
A1 = x2|x|2
|x|∫
0
s
2
u2(s) ds, A2 = − x1|x|2
|x|∫
0
s
2
u2(s) ds.
Since u belongs to H 1r , A1 and A2 are well defined and continuous on R2 \ {0}. Also, the Strauss
inequality (2.4) implies that these A1 and A2 are L∞ functions on R2. Without the condition
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fields A1 and A2 to be in C1 class.
As for A0, (1.6) and (2.3) imply
k′(s) = −h(s)
s
u2(s).
By integrating both sides from r to ∞, we obtain
A0(x) = k
(|x|)= ξ +
∞∫
|x|
h(s)
s
u2(s) ds,
where ξ is an arbitrary constant which is just the value of k at infinity. Using the Strauss inequality
(2.4) again, we have the following estimate
k
(|x|)− ξ < C‖u‖2
∞∫
|x|
u2(s) ds
< C‖u‖2
(
χ{|x|1}
1∫
|x|
u2(s) ds +
∞∫
1
u2(s)s ds
)
< C‖u‖2
(
χ{|x|1}‖u‖2 log 1|x| + ‖u‖
2
L2(R2)
)
,
from which we can see k(|x|) is well defined on R2 \ {0}, but at this point it is not certain whether
or not A0 belongs to L∞(R2). In fact, we need a condition u ∈ L∞loc to get A0 ∈ L∞ as we see in
the following proposition.
Proposition 2.1. If u is in H 1r (R2) ∩ L∞loc(R2), then A0 is in L∞(R2). Furthermore, if u is in
H 1r (R
2) ∩ C(R2), then A0,A1 and A2 are in L∞(R2) ∩ C1(R2).
The proof will be given in Appendix A.
Now, Eqs. (2.1)–(2.3) can be rewritten as Eq. (1.7):
u − ωu −
(
ξ +
∞∫
|x|
h(s)
s
u2(s) ds
)
u − h
2(|x|)
|x|2 u + λ|u|
p−2u = 0, u ∈ H 1r ,
where h(s) = ∫ s0 l2u2(l) dl. Then, Proposition 2.1 tells us that by finding a C2 solution of (1.7)
for at least one boundary value ξ , which can be chosen freely, we can obtain a classical solution
of (2.1)–(2.3) with globally defined C1 gauge fields A0, A1 and A2.
We note here that the choice of a value ξ plays a role to find gauge nonequivalent stand-
ing waves for different frequencies. Suppose that two standing waves (ueiωt ,A0,A1,A2) and
(u˜eiω˜t , A˜0, A˜1, A˜2) are obtained by solving
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(
ξ +
∞∫
|x|
h(s)
s
u2(s) ds
)
u − h
2(|x|)
|x|2 u + λ|u|
p−2u = 0, h(s) =
s∫
0
t
2
u2(t) dt
(2.5)
and
u˜ − ω˜u˜ −
(
ξ˜ +
∞∫
|x|
h˜(s)
s
u˜2(s) ds
)
u˜ − h˜
2(|x|)
|x|2 u˜ + λ|u˜|
p−2u˜ = 0, h˜(s) =
s∫
0
t
2
u˜2(t) dt
(2.6)
for certain ξ and ξ˜ , respectively. Suppose also that (ueiωt ,A0,A1,A2) and (u˜eiω˜t , A˜0, A˜1, A˜2)
are gauge equivalent as the standing wave of the form (1.6). Then, it follows that u˜ = (−1)nu
for some nonnegative integer n, A˜0 = A0 + ω − ω˜, A˜1 = A1 and A˜2 = A2. Then, a relation
ξ˜ = ξ + ω − ω˜ should hold so that u˜ also solves
u˜ − ωu˜ −
(
ξ +
∞∫
|x|
h˜(s)
s
u˜2(s) ds
)
u˜ − h˜
2(|x|)
|x|2 u˜ + λ|u˜|
p−2u˜ = 0. (2.7)
This suggests that, for given frequencies ω, ω˜, if we choose the boundary values ξ and ξ˜ with
ω + ξ 	= ω˜ + ξ˜ , (2.8)
then their corresponding standing waves are automatically not gauge equivalent each other as the
standing wave of the form (1.6). However, if we choose the boundary values ξ and ξ˜ with
ω + ξ = ω˜ + ξ˜ , (2.9)
then, u and u˜ solve the same equation (2.7). Thus, to obtain gauge nonequivalent standing waves,
for each ω ∈R, we will find a constant ξ = ξ(ω) and a solution u of (2.5) such that ω → ω+ξ(ω)
is injective.
Now, we apply a variational argument to obtain a solution of Eq. (1.7). In fact, Eq. (1.7) is the
Euler–Lagrange equation of the following functional
J (u) ≡ 1
2
∫
R2
|∇u|2 + (ω + ξ)u2 + u
2
|x|2
( |x|∫
0
s
2
u2(s) ds
)2
dx
− λ
p
∫
R2
|u|p dx for u ∈ H 1r . (2.10)
Proposition 2.2. The functional J is continuously differentiable on H 1r and its critical point u
is a weak solution of (1.7). Furthermore, a critical point u of J belongs to C2(R2), so the weak
solution u is a classical solution of (1.7).
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From Proposition 2.1 and Proposition 2.2, it suffices to find a critical point of J to obtain a
standing wave solution of (1.1)–(1.4). The energy functional J has the mountain pass geometry
for any p > 2 (when p = 4, only for λ > 1) if we choose the boundary value ξ appropriately.
Then, for p  6, we can apply directly a classical method, the mountain pass theorem [2], to
prove the existence of a critical point of J . Nevertheless, the classical method does not work
in case 2 < p < 6. In fact, we could not check whether the Palais–Smale condition is satisfied
for J . To overcome this difficulty, we approach by different kinds of constrained minimization
problems. For the case p > 4, we minimize J on a Pohozaev–Nehari type manifold. However,
this minimization is effective only for p > 4. To treat the remained case p ∈ (2,4], we impose
different minimizations which are more suitable.
Finally, we establish a Pohozaev type identity for a solution of Eq. (1.7) and a new inequality
of Sobolev type that we cannot find in the literature. These identity and inequality play funda-
mental roles to obtain our existence and nonexistence results.
Proposition 2.3 (Pohozaev identity). Let b, c and d be real constants and u ∈ H 1r be a weak
solution of the equation:
u + bu + c
( ∞∫
|x|
h(s)
s
u2(s) ds
)
u + ch
2(|x|)
|x|2 u + d|u|
p−2u = 0 in R2,
where h(s) = ∫ s0 σ2 u2(σ ) dσ . Then, there holds the following integral identity
b
∫
R2
u2 dx + 2c
∫
R2
h2(|x|)
|x|2 u
2 dx + 2d
p
∫
R2
|u|p dx = 0.
The proof will be given in Appendix A.
We note that the following inequality holds only for the functions in H 1r . In fact, it is not
difficult to find a function in H 1(R2) \ H 1r (R2) which does not satisfy the inequality.
Proposition 2.4. For u ∈ H 1r (R2), the following inequality holds
∫
R2
|u|4 dx  4
(∫
R2
|∇u|2 dx
) 1
2
( ∫
R2
u2
|x|2
( |x|∫
0
s
2
u2(s) ds
)2
dx
) 1
2
.
Furthermore, the equality is attained by a continuum of functions
{
ul =
√
8l
1 + |lx|2 ∈ H
1
r
(
R
2) ∣∣∣ l ∈ (0,∞)},
and
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4
∫
R2
|ul |4 dx =
∫
R2
|∇ul |2 dx =
∫
R2
u2l
|x|2
( |x|∫
0
s
2
u2l (s) ds
)2
dx = 16
3
πl2.
The proof of Proposition 2.4 will be given in Appendix A.
3. Case p > 4
In this section, we prove Theorem 1.1 for the case p > 4. Since there is a nonlocal term in the
Euler–Lagrange equation of J (u) we cannot use a standard constraint minimization argument
as in [4], or a minimization argument on the Nehari manifold or the Pohozaev manifold as in
[5, Proposition 2.1]. Here we will consider a minimization problem on a manifold which comes
from a derivative of J (tαu(t ·)) with respect to t > 0. We note that the Nehari manifold comes
from a deformation tu on the range of a function u; on the other hand, the Pohozaev manifold
comes from a deformation u(t ·) on the domain of a function u. In the proof, we construct a
constraint manifold coming from both deformations of range and domain. This kind of argument
was also used in [12].
Our concern is to find a critical point of the functional
J (u) = 1
2
∫
R2
|∇u|2 + (ω + ξ)u2 + u
2
|x|2
( |x|∫
0
s
2
u2(s) ds
)2
dx − λ
p
∫
R2
|u|p dx
= 1
2
∫
R2
|∇u|2 + (ω + ξ)u2 + u
2
4|x|2
(
1
2π
∫
B|x|
u2
)2
dx − λ
p
∫
R2
|u|p dx on H 1r ,
where λ, ω ∈ (0,∞) and p ∈ (4,∞) are given and ξ can be chosen freely. By Br , we mean
the 2-dimensional ball with the radius r and centered at the origin. We take ξ = 0 so that our
functional is just
Jω,λ(u) := J (u) = 12
∫
R2
|∇u|2 + ωu2 + u
2
4|x|2
(
1
2π
∫
B|x|
u2
)2
dx − λ
p
∫
R2
|u|p dx. (3.1)
Throughout this section, we write Jω,λ(u) for J (u) to clarify the fact that our functional depends
on ω and λ but doesn’t depend on ξ in this section. Then, when ω1 	= ω2, any two critical points
of Jω1,λ(u) and Jω2,λ(u) do not correspond the standing waves gauge equivalent each other as
the standing wave of the form (1.6).
For any u ∈ H 1r , let ut (x) := tαu(tx) for some positive α. Then the value of Jω,λ at ut is
Jω,λ(ut ) = 12 t
2α
∫
R2
|∇u|2 dx + 1
2
t2(α−1)ω
∫
R2
u2 dx
+ 1
2
t6α−4
∫
2
u2
4|x|2
(
1
2π
∫
B
u2
)2
dx − λ
p
tpα−2
∫
2
|u|p dx.
R |x| R
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p−2 < α <
2
6−p for p ∈ (4,6) and α > 1 arbitrary for p  6. Observe that
the choice of α only makes sense when p > 4. By differentiating both sides with respect to t at 1,
we obtain the following constraint
J˜ω,λ(u) = α
∫
R2
|∇u|2 dx + (α − 1)ω
∫
R2
u2 dx + 1
2
(6α − 4)
∫
R2
u2
4|x|2
(
1
2π
∫
B|x|
u2
)2
dx
− pα − 2
p
λ
∫
R2
|u|p dx.
We define a constraint manifold of Pohozaev–Nehari type
M := {u ∈ H 1r \ {0} ∣∣ J˜ω,λ(u) = 0}.
We denote
a(u) :=
∫
R2
|∇u|2 dx, b(u) :=
∫
R2
u2 dx,
c(u) :=
∫
R2
u2
4|x|2
(
1
2π
∫
B|x|
u2
)2
dx, d(u) :=
∫
R2
|u|p dx.
Lemma 3.1. For given positive constants a, b, c, d , a function f (t) ≡ at2α +bt2(α−1)+ct6α−4 −
dtpα−2 has exactly one critical point on (0,∞), the maximum point.
Proof. By differentiating the function f (t), we have
f ′(t) = 2αat2α−1 + 2(α − 1)bt2α−3 + (6α − 4)ct6α−5 − (pα − 2)dtpα−3
= t6α−5
(
2αa
1
t4α−4
+ 2(α − 1)b 1
t4α−2
+ (6α − 4)c − t2−(6−p)α
)
:= t6α−5g(t).
From the choice of α, the exponents 4α − 4,4α − 2 and 2 − (6 − p)α are positive, thus g(t)
is strictly decreasing. Since {t > 0 | f ′(t) = 0} = {t > 0 | g(t) = 0}, the critical point of f (t)
is unique if it exists. It is clear that f ′(t) > 0 if t > 0 is small and f ′(t) < 0 if t > 0 is large.
Then, the intermediate value theorem tells us that there exists t0 > 0 such that f ′(t0) = 0. It is
also obvious that f (t) has at least one critical point, the maximum point. This completes the
proof. 
From Lemma 3.1, the set M is also characterized by
M = {u ∈ H 1 ∣∣ Jω,λ(ut ) has the maximum at t = 1}.r
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We will show that this is indeed true by proving that the corresponding Lagrange multiplier is 0.
Now, we define
Lω,λ := inf
{
Jω,λ(u)
∣∣ u ∈ M}.
We prepare a compactness lemma we use later.
Lemma 3.2. Suppose that a sequence {un} converges weakly to a function u in H 1r as n → ∞.
Then for each ϕ ∈ H 1r , c(un), c′(un)ϕ and c′(un)un converges up to a subsequence to c(u),
c′(u)ϕ and c′(u)u, respectively, as n → ∞.
Proof. We will only show c(un) → c(u) as n → ∞ since the other cases can be proved by the
same argument. It follows from the Hölder inequality that
∣∣∣∣
∫
R2
u2n
|x|2
( ∫
B|x|
u2n
)2
− u
2
|x|2
( ∫
B|x|
u2
)2
dx
∣∣∣∣

∫
R2
|u2n − u2|
|x|2
( ∫
B|x|
u2n
)2
dx +
∫
R2
u2
|x|2
∣∣∣∣
( ∫
B|x|
u2n
)2
−
( ∫
B|x|
u2
)2∣∣∣∣dx

∥∥u2n − u2∥∥L2
∥∥∥∥
(
1
|x|
∫
B|x|
u2n
)2∥∥∥∥
L2
+ ∥∥u2∥∥
L2
∥∥∥∥
(
1
|x|
∫
B|x|
u2n
)2
−
(
1
|x|
∫
B|x|
u2
)2∥∥∥∥
L2
. (3.2)
We claim that as n → ∞, ( 1|x|
∫
B|x| u
2
n)
2 converges, up to a subsequence, in Lq norm to
( 1|x|
∫
B|x| u
2)2 as a function of x if q > 1. Then, from Cauchy’s inequality and the compact em-
bedding H 1r ↪→ L4(R2), we see that c(un) → c(u) as n → ∞.
Now we prove the claim. For q > 2, we see from Hölder’s and Minkowski’s inequalities that∥∥∥∥ 1|x|
∫
B|x|
u2n(y) dy −
1
|x|
∫
B|x|
u2(y) dy
∥∥∥∥
Lq(R2)

∥∥∥∥
∫
R2
χB|x|(y)
|u2n(y) − u2(y)|
|x| dy
∥∥∥∥
Lq(R2)

∫
R2
∣∣u2n(y) − u2(y)∣∣
∥∥∥∥χ{|x|>|y|}(x) 1|x|
∥∥∥∥
Lq(R2)
dy
=
∫
R2
∣∣u2n(y) − u2(y)∣∣
( ∞∫
|y|
2π |x|
|x|q dx
) 1
q
dy
=
∫
2
∣∣u2n(y) − u2(y)∣∣ C|y|(q−2) 1q dy
R
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∫
{|y|<1}
∣∣u2n − u2∣∣ C|y|(q−2) 1q dy +
∫
{|y|>1}
∣∣u2n − u2∣∣ C|y|(q−2) 1q dy
 C
∥∥u2n − u2∥∥Ll∗ (B1)
∥∥∥∥ 1|y|(q−2) 1q
∥∥∥∥
Ll(B1)
+ C∥∥u2n − u2∥∥Ls∗ (R2\B1)
∥∥∥∥ 1|y|(q−2) 1q
∥∥∥∥
Ls(R2\B1)
 C‖un − u‖L2l∗ (B1)‖un + u‖L2l∗ (B1)
∥∥∥∥ 1|y|(q−2) 1q
∥∥∥∥
Ll(B1)
+ C‖un − u‖L2s∗ (R2\B1)‖un + u‖L2s∗ (R2\B1)
∥∥∥∥ 1|y|(q−2) 1q
∥∥∥∥
Ls(R2\B1)
, (3.3)
where we choose l and s > 1 satisfying ( q−2
q
)l < 2 and ( q−2
q
)s > 2. The notation l∗ and s∗
denote the Hölder conjugates of l and s, respectively. Since we have the compact embedding
H 1r ↪→ Ll for l > 2, the estimate (3.3) implies that 1|x|
∫
B|x| u
2
n converges in Lq norm to 1|x|
∫
B|x| u
2
for q > 2. This implies that ( 1|x|
∫
B|x| u
2
n)
2 converges in Lq norm to ( 1|x|
∫
B|x| u
2)2 for q > 1 as
n → ∞. This proves the claim and completes the proof of the lemma. 
Now we divide the proof of Theorem 1.1 into several steps.
Proposition 3.1. M is nonempty.
Proof. For each u ∈ H 1r \ {0}, J˜ω,λ(tαu(tx)) is of the form at2α + bt2(α−1) + ct6α−4 − dtpα−2,
which is positive for small t and negative for large t . Thus, there exists t0 > 0 such that
J˜ω,λ(t
α
0 u(t0x)) = 0. Thus, M is not empty. 
Proposition 3.2. M ∩ N is empty for small  > 0, where N = {u ∈ H 1r : ‖u‖ }.
Proof. For each u ∈ M , we have
λd(u) = p
pα − 2
(
αa(u) + ω(α − 1)b(u) + 1
2
(6α − 4)c(u)
)
> min
(
αp
pα − 2 ,
ω(α − 1)p
pα − 2
)(
a(u) + b(u)).
Therefore, by the Sobolev embedding theorem there exists a constant C > 0 such that for any
u ∈ M , ‖u‖p > C‖u‖2. This implies the claim and completes the proof. 
Proposition 3.3. We can take a minimizing sequence {un} of Lω,λ which are nonnegative func-
tions. Then the sequence {un} is bounded in H 1r .
Proof. Since Jω,λ(u) = Jω,λ(|u|), it is clear that there is a minimizing sequence {un} consisting
of nonnegative functions. See the following equalities
J. Byeon et al. / Journal of Functional Analysis 263 (2012) 1575–1608 1587Jω,λ(u) = 12a(u) +
ω
2
b(u) + 1
2
c(u) − λ
p
d(u)
= 1
2
a(u) + ω
2
b(u) + 1
2
c(u) − 1
pα − 2
(
αa(u) + ω(α − 1)b(u) + 1
2
(6α − 4)c(u)
)
=
(
1
2
− α
pα − 2
)
a(u) + ω
(
1
2
− α − 1
pα − 2
)
b(u) + 1
2
(
1 − 6α − 4
pα − 2
)
c(u).
Since the coefficients of a(u), b(u) and c(u) in the third identity are positive, the boundedness
of a(un) + b(un) = ‖un‖2 can come from the boundedness of Jω,λ(un). 
Proposition 3.4. The sequence {un} converges weakly, up to a subsequence, to a nonzero
uω,λ ∈ H 1r as n → ∞.
Proof. Since {un} is bounded, it converges weakly and almost everywhere to some function uω,λ
up to a subsequence. We should verify uω,λ is not identically zero. It is well known that a(·)+b(·)
is weakly lower semi-continuous, i.e., a(uω,λ) + b(uω,λ) lim infn→∞ a(un) + b(un). Suppose
that a(uω,λ) + b(uω,λ) = lim infn→∞ a(un) + b(un). Then it follows that ‖un − uω,λ‖ → 0 as
n → ∞. Since M is closed by Proposition 3.2, uω,λ ∈ M and uω,λ 	= 0.
Next, suppose the other case, that is, a(uω,λ) + b(uω,λ) < lim infn→∞ a(un) + b(un).
Considering Lemma 3.2 and the Sobolev embedding, we deduce that, up to a subsequence,
J˜ω,λ(uω,λ) < lim
n→∞ J˜ω,λ(un) = 0.
Therefore we have J˜ω,λ(uω,λ) < 0. Then it follows that uω,λ 	= 0. 
Proposition 3.5. The minimum Lω,λ is attained by the nonnegative function uω,λ.
Proof. Since uω,λ is the pointwise limit of nonnegative functions {un}, uω,λ is nonnegative.
In Proposition 3.4, we have showed that if a(uω,λ) + b(uω,λ) = lim infn→∞ a(un) + b(un), the
sequence {un} converges strongly to uω,λ; then Lω,λ is attained by uω,λ. If a(uω,λ)+ b(uω,λ) <
lim infn→∞ a(un)+ b(un), there exists t0 ∈ (0,1) such that J˜ω,λ(tα0 uω,λ(t0x)) = 0. Then we see,
up to a subsequence,
Jω,λ
(
tα0 uω,λ(t0x)
)
< lim
n→∞
(
1
2
t2α0 a(un) +
ω
2
t
2(α−1)
0 b(un) +
1
2
t6α−40 c(un) −
λ
p
t
pα−2
0 d(un)
)
.
However, by Lemma 3.1, the curve
1
2
t2αa(un) + ω2 t
2(α−1)b(un) + 12 t
6α−4c(un) − λ
p
tpα−2d(un)
has the maximum value at t = 1 for all n. Therefore it implies that
Jω,λ
(
tα0 uω,λ(t0x)
)
< lim
n→∞
(
1
2
a(un) + ω2 b(un) +
1
2
c(un) − λ
p
d(un)
)
= inf
u∈M Jω,λ(u).
This is a contradiction and completes the proof. 
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Proposition 3.6. The minimizer uω,λ is not a critical point of J˜ω,λ. In other words, J˜ ′ω,λ(uω,λ) 	=0.
Proof. To the contrary, suppose that J˜ ′ω,λ(uω,λ) = 0. Hereafter, for the sake of convenience, we
denote uω,λ just by u. For ut = tαu(tx), we deduce from Proposition 2.3 that
d
dt
∣∣∣∣
t=1
J˜ω,λ(ut ) = d
dt
∣∣∣∣
t=1
J˜ω,λ
(
tαu
)+ d
dt
∣∣∣∣
t=1
J˜ω,λ
(
u(t ·))
= αJ˜ ′ω,λ(u)[u] +
d
dt
∣∣∣∣
t=1
J˜ω,λ
(
u(t ·))= 0.
This implies that
2α2a(u) + 2ω(α − 1)2b(u) + 2(3α − 2)2c(u) − λ(pα − 2)
2
p
d(u) = 0. (3.4)
Since u ∈ M , it holds that
J˜ω,λ(u) = αa(u) + (α − 1)ωb(u) + (3α − 2)c(u) − pα − 2
p
λd(u) = 0. (3.5)
Combining (3.4) and (3.5), we get
(
2α2 − (pα − 2)α)a(u) + ω(2(α − 1)2 − (pα − 2)(α − 1))b(u)
+ (2(3α − 2)2 − (pα − 2)(3α − 2))c(u) = 0.
It is easy to check that all coefficients of a(u), b(u) and c(u) in the above identity are negative.
This is a contradiction and completes the proof. 
From Proposition 3.5 and Proposition 3.6, there exists a Lagrange multiplier μ satisfying
J ′ω,λ(u) = μJ˜ ′ω,λ(u). (3.6)
Proposition 3.7. The corresponding Lagrange multiplier μ is zero.
Proof. It is easy to see that μ2α 	= 1. Then, from Proposition 2.3, we get
ωb(u) + 2c(u) − 2λ
p
d(u)
= μ
(
2ω(α − 1)b(u) + 2(6α − 4)c(u) − 2λ(pα − 2)
p
d(u)
)
. (3.7)
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a(u) + ωb(u) + 3c(u) − λd(u)
= μ(2αa(u) + 2ω(α − 1)b(u) + 3(6α − 4)c(u) − λ(pα − 2)d(u)). (3.8)
Then, combining these two equations (3.7), (3.8) with (3.5), we get
0 = μ[(2α2 − (pα − 2)α)a(u) + ω(2(α − 1)2 − (pα − 2)(α − 1))b(u)
+ (2(3α − 2)2 − (pα − 2)(3α − 2))c(u)].
All coefficients of a(u), b(u) and c(u) in the above identity are negative. This implies that μ = 0,
and completes the proof. 
Completion of the proof of Theorem 1.1 for p > 4. Since J ′ω,λ(u) = μJ˜ ′ω,λ(u) = 0, u is a
critical point of Jω,λ. Then, u is nontrivial because it belongs to M and positive everywhere
from the strong maximum principle. Since we take ξ = 0, we see from (2.8) that the standing
waves come from the solutions {uω,λ}ω>0 are not gauge equivalent each other for different ω.
This completes the proof of Theorem 1.1 for p > 4.
Remark 3.1. In [12], Ruiz used a similar argument to obtain a solution for three dimensional
nonlinear Schrödinger–Poisson equations
⎧⎨
⎩
v − v − λφ(x)v + vp−1 = 0 in R3,
φ + v2 = 0, lim|x|→∞φ(x) = 0 in R
3
in the range of p ∈ (3,2∗) and λ > 0 where 2∗ = 6 is the Sobolev exponent in dimension three.
However, in the complimented range of p ∈ (2,3] he proved that there exist no solutions for
λ 1/4; the proof crucially depends on the structure (self-adjointness) of Poisson term. On the
other hand, the implicit function theorem tells us that for sufficiently small λ > 0, there exists a
nontrivial solution even in the range of p ∈ (2,3]. By the change of variable u = λ1/2v, above
equations are equivalent to
⎧⎨
⎩
u − u − φ(x)u + λ′up−1 = 0 in R3,
φ + u2 = 0, lim|x|→∞φ(x) = 0 in R
3,
where λ′ ≡ (1/λ)(p−2)/2. Then in the range of p ∈ (2,3], it follows from above results that there
exists no nontrivial solution if λ′  2(p−2) and there exists a nontrivial solution if λ′ is sufficiently
large. This is similar to our result for p = 4 which says that there exists no nontrivial solution for
λ  1 and there exists a nontrivial solution for every λ  1. However for p ∈ (2,4), our result
says that there exists a nontrivial solution for every λ > 0. This shows some different features
with the results for nonlinear Schrödinger–Poisson equations. The existence of a solution for the
problem in this paper depends on exponent p and parameter λ rather subtly.
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In this section we consider the remaining case p ∈ (2,4) of Theorem 1.1. We fix λ > 0. We
remind that for u ∈ H 1r ,
J (u) = 1
2
∫
R2
|∇u|2 + (ω + ξ)u2 + u
2
|x|2
( |x|∫
0
s
2
u2(s) ds
)2
dx − λ
p
∫
R2
|u|p dx.
We define a new functional
Jˆ (u) ≡ 1
2
∫
R2
|∇u|2 + u
2
|x|2
( |x|∫
0
s
2
u2(s) ds
)2
dx − λ
p
∫
R2
|u|p dx.
Then, the Euler–Lagrange equation of Jˆ (u) is
u −
( ∞∫
|x|
h(s)
s
u2(s) ds
)
u − h
2(|x|)
|x|2 u + λ|u|
p−2u = 0. (4.1)
We consider the following constrained minimization problem
Iα := inf
u∈Mα Jˆ (u), M
α :=
{
u ∈ H 1r
(
R
2) ∣∣∣ ∫
R2
u2 dx = α > 0
}
, (4.2)
whose minimizer uα is a nontrivial solution of the equation
uα −
( ∞∫
|x|
h(s)
s
u2α(s) ds
)
uα − h
2(|x|)
|x|2 uα + λ|uα|
p−2uα = βαuα on R2
for some βα ∈R. The following proposition plays a key role to obtain a minimizer.
Proposition 4.1. If 2 < p  3, then there exist no nontrivial critical points of Jˆ (u). If 3 < p < 4,
there is a constant 0 > 0 such that for any nontrivial critical point u of Jˆ with Jˆ (u) < 0,∫
R2 u
2 dx > 0.
Proof. First we consider a case p ∈ (2,3]. To the contrary, suppose that there is a nontrivial
critical point u of Jˆ (u). Then it solves the Euler–Lagrange equation (4.1). We multiply both side
of Eq. (4.1) by u and integrate by parts to obtain
∫
2
|∇u|2 dx + 3
∫
2
u2
|x|2 h
2(|x|)dx − λ∫
2
|u|p dx = 0.
R R R
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∫
R2
u2
|x|2 h
2(|x|)dx = λ
p
∫
R2
|u|p dx,
from which we get
∫
R2
|∇u|2 dx + (3 − p)
∫
R2
u2
|x|2 h
2(|x|)dx = 0,
which contradicts with the non-triviality of u.
Next, we consider a case p ∈ (3,4). To the contrary, suppose that there exists a sequence of
nontrivial critical points {un} of Jˆ (u) such that
∫
R2 u
2
n dx → 0 as n → ∞ and Jˆ (un) < 0 for
all n. From Hölder’s inequality and the inequality in Proposition 2.4, we deduce that
0 >
1
2
∫
R2
|∇un|2 + u
2
n
|x|2 h
2
n
(|x|)dx − λ
p
∫
R2
|un|p dx
 1
2
∫
R2
|∇un|2 + u
2
n
|x|2 h
2
n
(|x|)dx − λ
p
(∫
R2
u2n dx
) 4−p
2
(∫
R2
u4n dx
) p−2
2
 (Kn)2
[
1
2
− λ2
p−2
2
p
(∫
R2
u2n dx
) 4−p
2
(Kn)
− 4−p2
]
,
where hn(|x|) ≡
∫ |x|
0
s
2u
2
n(s) ds and Kn ≡
∫
R2 |∇un|2 + u
2
n
|x|2 h
2
n(|x|) dx. Then it follows that∫
R2 |∇un|2 + u
2
n
|x|2 h
2
n(|x|) dx → 0 as n → ∞. This means that ‖un‖ → 0 as n → ∞. Then, by
the Moser iteration technique or elliptic estimates [8], it holds that ‖u‖L∞ → 0 as n → ∞. Thus,
from Proposition 2.3 (Pohozaev’s identity) and Cauchy’s inequality, we deduce that for some
constant C > 0, independent of n,
λ
p
∫
R2
|un|p dx =
∫
R2
u2n
|x|2 h
2
n
(|x|)dx = ∫
R2
u2n
|x|2
( |x|∫
0
s
2
u2n(s) ds
)2
dx
 C
∫
R2
u2n
( ∫
B(0,|x|)
u4n(y) dy
)
dx  C
∫
R2
u2n dx
∫
R2
u4n dx
 C‖un‖4−pL∞
∫
R2
u2n dx
∫
R2
|un|p dx,
which is a contradiction for large n. This complete the proof. 
1592 J. Byeon et al. / Journal of Functional Analysis 263 (2012) 1575–1608We prepare the following simple nonexistence result.
Proposition 4.2. For any p > 2, λ 0 and β > 0, there exists no positive solution in H 1r (R2) of
the equation
u + βu −
( ∞∫
|x|
h(s)
s
u2(s) ds
)
u − h
2(|x|)
|x|2 u + λ|u|
p−2u = 0 on R2. (4.3)
Proof. To the contrary, suppose that there exists a positive solution u ∈ H 1r (R2) of (4.3). Define
a(x) := β −
( ∞∫
|x|
h(s)
s
u2(s) ds
)
− h
2(|x|)
|x|2 + λ|u|
p−2.
Then u satisfies u+ a(x)u = 0. By the Strauss inequality (2.4), we can choose an R0 > 0 such
that inf|x|>R0 a(x) := a0 > 0. For R1 > R0, we consider an eigenvalue problem{
−φ = μφ on A(R0,R1),
φ = 0 on ∂A(R0,R1), (4.4)
where A(R0,R1) ≡ {x ∈ R2 | R0 < |x| < R1}. Let μ1 > 0 be the first eigenvalue of the problem
(4.4) and φ1 is a positive eigenfunction corresponding to μ1. Then we can observe that
0 =
∫
A(R0,R1)
(
u + a(x)u)φ1 dx
= −
∫
∂A(R0,R1)
u
∂φ1
∂n
dS +
∫
A(R0,R1)
(−μ1 + a(x))uφ1 dx,
where ∂φ1
∂n
denotes the outer normal derivative of φ1. We note that
∫
∂A(R0,R1)
u
∂φ1
∂n
dS  0 and
that μ1 → 0 as R1 → ∞. Thus, taking large R1 > 0 so that μ1  a0/2, we get a contradiction.
This completes the proof. 
Using Propositions 4.1 and 4.2, we can prove the following existence of a minimizer.
Proposition 4.3. For p ∈ (2,3] and any α > 0, there exists a positive minimizer of the prob-
lem (4.2). For p ∈ (3,4), there exists a positive minimizer of the problem (4.2) for sufficiently
small α.
Proof. Our main difficulty in proving the existence of a minimizer is due to the lack of com-
pactness of the embedding H 1r (R2) ↪→ L2(R2). To overcome this difficulty, we find a refined
minimizing sequence. For any positive integer, we consider the following minimization problem
Iαn ≡ infα Jˆ (u), (4.5)u∈Mn
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∫
B(0,n) u
2 dx = α > 0, u(x) = u(|x|)}. For the existence of a
minimizer of Iαn , we note that for 2 < p < 4, there is a constant C > 0
1
p
∫
R2
|u|p dx  1
8
∫
R2
|u|4 dx + C
∫
R2
|u|2 dx, u ∈ H 1(R2). (4.6)
Then, we see from (4.6) and Proposition 2.4 that for any u ∈ H 1r (R2),
Jˆ (u) 1
2
∫
R2
|∇u|2 dx + 1
2
∫
R2
u2
|x|2
( |x|∫
0
s
2
u2(s) ds
)2
dx
−
(
1
8
∫
R2
|u|4 dx + C
∫
R2
|u|2 dx
)
>
1
4
∫
R2
|∇u|2 dx + 1
4
∫
R2
u2n
|x|2
( |x|∫
0
s
2
u2(s) ds
)2
dx − C
∫
R2
|u|2 dx. (4.7)
This implies that any minimizing sequence of Iαn is bounded. Thus, it is standard to see that there
exists a minimizer uα,n of Iαn .
Now, we see that {uα,n}n is a minimizing sequence of the problem (4.2). Note that uα,n solves
the equation
uα,n −
( ∞∫
|x|
h(s)
s
u2α,n(s) ds
)
uα,n − h
2(|x|)
|x|2 uα,n + λ|uα,n|
p−2uα,n = βα,nuα,n (4.8)
on B(0, n) for some βα,n ∈R. We note that Iα1  Iα2  Iα3  · · · .
Then, using the estimate (4.7) again, we deduce that {uα,n}n is bounded in H 1(R2). Thus
we may assume that uα,n converges weakly to some uα in H 1r (R2) as n → ∞. Then, multiply-
ing both side of Eq. (4.8) by uα,n and integrating by parts, we see that {βα,n}n is bounded.
Now, applying the Moser iterative argument or elliptic estimates [8] or elliptic estimates to
Eq. (4.8), we get that {uα,n}n is bounded in L∞(R2). By the elliptic estimate [8], we see that
{uα,n}n is bounded in C1,γ (R2) for some γ ∈ (0,1). Then, as n → ∞, uα,n converges locally
uniformly, up to a subsequence, to the function uα ∈ H 1(R2), which solves the following equa-
tion
uα −
( ∞∫
|x|
h(s)
s
u2α(s) ds
)
uα − h
2(|x|)
|x|2 uα + λ|uα|
p−2uα = βαuα on R2 (4.9)
for some βα ∈R.
Suppose that uα ≡ 0. This means that the sequence {uα,n}n converges locally uniformly to
zero. Then, since {uα,n}n is bounded in L2(R2), it follows that limR→∞
∫
2 |uα,R|4 dx = 0. ThisR
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∫
R2 v
2 dx = α,
a transformed function vt (x) ≡ tv(tx) leaves L2 norm of v invariant for all t > 0 and for small
t > 0,
Jˆ (vt ) = t2
(
1
2
∫
R2
|∇v|2 dx + 1
2
∫
R2
v2
|x|2
( |x|∫
0
s
2
v2(s) ds
)2
dx − tp−4 λ
p
∫
R2
|v|p dx
)
< 0.
This implies that for all α > 0, Iα < 0. Then, we see that
0 > Iα = lim
n→∞ I
α
n  0.
This is a contradiction. This proves that the function uα is nonzero and positive by the strong
maximum principle. Then, Proposition 4.2 implies that the Lagrange multiplier βα in Eq. (4.9) is
nonnegative. Proposition 4.1 says that if 2 < p  3, βα is positive for all α > 0 and if 3 < p < 4,
βα is positive for sufficiently small α > 0. Then for each case, we deduce that βα,n > βα2 for
large n > 0. Then, by the comparison principle, there exists C,c > 0, independent of n, such that
uα,n(|x|) C exp(−c|x|). This implies that uα,n → uα in L2(R2) as n → ∞; thus uα ∈ Mα . It
is standard to see that Jˆ (uα)  limn→∞ Iαn = Iα . Therefore, we conclude that uα is a positive
minimizer of Iα . This completes the proof of Proposition 4.3. 
Completion of the proof of Theorem 1.1 for 2 < p < 4. For any given p ∈ (2,4), Proposi-
tion 4.3 implies that there is an α0 > 0 such that for any α ∈ (0, α0), there a positive minimizer
uα of the minimization (4.2) and uα satisfies
uα −
( ∞∫
|x|
h(s)
s
u2α(s) ds
)
uα − h
2(|x|)
|x|2 uα + λ|uα|
p−2uα = βαuα on R2
for some βα > 0. We choose a bijection σ from R+ to (0, α0). Then, for any given frequency
ω > 0, the following 4-tuple (φω,Aω0 ,A
ω
1 ,A
ω
2 ) given by
(
uσ(ω)e
iωt ,
∞∫
|x|
hσ(ω)(s)
s
u2σ(ω)(s) ds + βσ(ω) − ω,
x2
|x|2 hσ(ω)
(|x|),− x1|x|2 hσ(ω)
(|x|)
)
is a standing wave solution of the form (1.6) to Eqs. (1.1)–(1.4). The definition of gauge equiva-
lence says that if two standing waves (φ,A0,A1,A2) and (φ˜, A˜0,A1,A2) are gauge equivalent
each other as the standing wave of the form (1.6), then it must be |φ| ≡ |φ˜|. However, uσ(ω) is
not identically same with uσ(ω˜) for ω 	= ω˜ since
∫
R2 u
2
σ(ω) dx = σ(ω) 	= σ(ω˜) =
∫
R2 u
2
σ(ω˜)
dx.
This means that the standing wave (φω,Aω0 ,A
ω
1 ,A
ω
2 ) are not gauge equivalent as the standing
wave of the form (1.6) for different ω 	= ω˜. This completes the proof.
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We first deal with the case λ ∈ (0,1]. Suppose that for given λ ∈ (0,1] and ω > 0, a 4-tuple of
functions (φ = ueiωt ,A0,A1,A2) is a nontrivial standing wave solution of the form (1.6). Then,
the real valued function u is a solution of the equation
u − (ω + ξ)u −
( ∞∫
|x|
h(s)
s
u2(s) ds
)
u − h
2(|x|)
|x|2 u + λ|u|
2u = 0 (5.1)
for some real ξ . From the Pohozaev identity in Proposition 2.3, it follows that
(ω + ξ)
∫
R2
u2 dx + 2
∫
R2
u2
|x|2 h
2(|x|)dx − λ
2
∫
R2
|u|4 dx = 0.
We multiply (5.1) by u and integrate by part to obtain
∫
R2
|∇u|2 dx + (ω + ξ)
∫
R2
u2 dx + 3
∫
R2
u2
|x|2 h
2(|x|)dx − λ∫
R2
|u|4 dx = 0.
Combining above two identities, we get
Jˆ (u) = 1
2
(∫
R2
|∇u|2 dx +
∫
R2
u2
|x|2 h
2(|x|)dx − λ
2
∫
R2
|u|4 dx
)
= 0. (5.2)
However, if λ < 1, Proposition 2.4 implies that Jˆ (v) > 0 for every v 	= 0. This contradicts with
the existence of a nontrivial solution u of (5.1) when λ < 1 and proves the first assertion of
Theorem 1.2.
If λ = 1, Proposition 2.4 says that for each l > 0, the function ul is a minimizer of Jˆ .
Then, from (5.1), we get ξ = −ω. Next, we show that for λ = 1, any standing wave solution
(φ,A0,A1,A2) of the form (1.6) with |φ| > 0 is exactly given by the following explicit formula:
(φ,A0,A1,A2) =
( √
8leiωt
1 + |lx|2 ,
(
2l
1 + |lx|2
)2
− ω, 2l
2x2
1 + |lx|2 ,
−2lx1
1 + |lx|2
)
(5.3)
for a constant l > 0. It is not difficult to see that 4-tuples of functions in (5.3) satisfy (1.1)–(1.4)
for all l > 0. It is also clear that 4-tuples (5.3) are of the form (1.6) and |φ| > 0. To prove the
opposite direction, suppose that (φ,A0,A1,A2) is a standing wave solution of the form (1.6)
and |φ| > 0. Then, we have already seen that the real function u ≡ |φ| satisfies (5.1) for ξ = −ω
when λ = 1. We see from elementary calculations that
Jˆ (u) = 1
2
∫
2
|∇u|2 dx + (A21 + A22)u2 dx − 14
∫
2
|u|4 dx
R R
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2
∫
R2
(∂1u − A2u)2 + (∂2u + A1u)2 dx + 12
∫
R2
∂1
(
A2u
2)+ ∂2(−A1u2)dx
+ 1
2
∫
R2
(∂2A1 − ∂1A2)u2 dx − 14
∫
R2
|u|4 dx,
where we use the divergence theorem and the fact u ∈ L2 and Aj ∈ L∞ that
∫
R2 ∂1(A2u
2) +
∂2(−A1u2) dx = 0. Also, we recall that ∂2A1 − ∂1A2 = 12u2. Therefore we get
Jˆ (u) = 1
2
∫
R2
(∂1u − A2u)2 + (∂2u + A1u)2 dx.
Hence, from (5.2) we obtain the following relations
∂1u = A2u, ∂2u = −A1u. (5.4)
Then, by a change of variable v = 2 logu, the relation (5.4) is equivalent to
∂1v = 2A2, ∂2v = −2A1,
which implies that
v + ev = 0. (5.5)
Note that v solves the following initial value problem
v′′ + 1
r
v′ + ev = 0, v(0) = 2 logu(0), v′(0) = 0. (5.6)
We can easily check that (5.6) is solved by the following function
log
u2(0)
(1 + u2(0)8 |r|2)2
(5.7)
and recall that the initial value problem (5.6) has a unique solution. This means that v is identi-
cally same with (5.7) so that u ≡
√
8l
1+|lx|2 , where l = u(0)/
√
8. Now, we directly calculate A0, A1
and A2 from u to obtain that
(φ,A0,A1,A2) =
( √
8leiωt
1 + |lx|2 ,
(
2l
1 + |lx|2
)2
− ω, 2l
2x2
1 + |lx|2 ,
−2lx1
1 + |lx|2
)
.
We remind that A0(∞) = ξ should be same with −ω.
Lastly, we have to treat the remaining case λ > 1. To do this, we introduce the following
constrained minimization problem
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u∈M
∫
R2
u2 dx, M = {u ∈ H 1r (R2) \ {0} ∣∣ Jˆ (u) = 0}. (5.8)
We need to prove the constraint M is nonempty. In fact, taking a minimizer ul in Proposition 2.4,
we get Jˆ (ul) < 0. We note that
Jˆ (tul) =
(
1
2
∫
R2
|∇ul |2 dx
)
t2 +
(
1
2
∫
R2
(ul)
2
|x|2 h
2(|x|)dx)t6 −(λ
4
∫
R2
|ul |4 dx
)
t4. (5.9)
Since limt→0 Jˆ (tul)/t2 = 12
∫
R2 |∇ul |2 dx, there exists t0 ∈ (0,1) such that g(t0) = 0. This im-
plies that t0v ∈ M ; thus M is nonempty.
The minimization problem (5.8) lacks some compactness since both of the functional∫
R2 u
2 dx and the constraint M are invariant under the transformation
u(x) → ut (x) := tu(tx), t > 0,
i.e.,
∫
R2 u
2
t dx =
∫
R2 u
2 dx and ut ∈ M if u ∈ M . We overcome this by a renormalization ar-
gument as follows. Let {un}  0 a minimizing sequence of (5.8). By the invariance above, we
see that for tn = (
∫
R2 |∇un|2 dx)−1/2, a sequence {vn(x) ≡ tnun(tnx)}n ⊂ M is a minimizing se-
quence of (5.8) with ∫
R2 |∇vn|2 dx = 1. Now, we can see {vn} is bounded in H 1r (R2). Taking a
subsequence if necessary, we may assume that there exists a nonnegative function u0 ∈ H 1r (R2)
such that as n → ∞, vn ⇀ u0 in H 1r (R2) weakly and vn → u0 in Lq(R2) strongly for all q > 2.
If u0 = 0, then limn→∞ Jˆ (vn) = 1. This contradicts the conditions for the constraint M . Thus,
we get u0 	= 0. Define
g(t) ≡ Jˆ (tu0) =
(
1
2
∫
R2
|∇u0|2 dx
)
t2 +
(
1
2
∫
R2
u20
|x|2 h
2(|x|)dx)t6 −(λ
4
∫
R2
|u0|4 dx
)
t4.
Since Jˆ (u) is weakly lower semi-continuous with respect to u, we have g(1)  0. If g(1) = 0,
u0 is a minimizer since
∫
R2(u0)
2 dx  limn→∞
∫
R2(vn)
2 dx. Now, suppose that g(1) < 0. Then
we have already seen above that there exists t0 ∈ (0,1) such that g(t0) = 0. This means that
t0u0 ∈ M and ∫
R2
(t0u0)
2 dx <
∫
R2
u20 dx  I,
which is a contradiction. Therefore g(1) = 0 and u0 is a minimizer.
Now, we have an alternative: either (i) there exists a nonnegative u ∈ M such that Jˆ ′(u) = 0,
or (ii) Jˆ ′(u) 	= 0 for any u ∈ M . Case (i) says that the function u is a solution of
u −
( ∞∫
h(s)
s
u2(s) ds
)
u − h
2(|x|)
|x|2 u + λ|u|
2u = 0.
|x|
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u0 = ω∗
(
u0 −
( ∞∫
|x|
h(s)
s
(u0)
2(s) ds
)
u0 − h
2(|x|)
|x|2 u0 + λ|u0|
2u0
)
.
Since u0 	= 0, we get ω∗ 	= 0. Then, denoting ω−10 = ω∗, we see
u0 − ω0u0 −
( ∞∫
|x|
h(s)
s
u20(s) ds
)
u0 − h
2(|x|)
|x|2 u0 + λ|u0|
2u0 = 0.
In fact, we are able to see that ω0 > 0 from Proposition 4.2.
Completion of the proof of Theorem 1.2. Suppose that case (i) occurs, i.e., we have a positive
solution u ∈ H 1r (R2) of
u −
( ∞∫
|x|
h(s)
s
u2(s) ds
)
u − h
2(|x|)
|x|2 u + λ|u|
2u = 0. (5.10)
Then for a transformed function ut (x) = tu(tx), t > 0, we can see
ut −
( ∞∫
|x|
ht (s)
s
u2t (s) ds
)
ut − h
2
t (|x|)
|x|2 ut + λ|ut |
2ut
= t3
(
u −
( ∞∫
|x|
h(s)
s
u2(s) ds
)
u − h
2(|x|)
|x|2 u + λ|u|
2u
)
= 0,
where ht (r) =
∫ r
0
s
2u
2
t (s) ds. Thus it follows that ut is also a positive solution of (5.10) for all
t > 0. Then, for any given frequency ω > 0, a 4-tuple
(
φω,Aω0 ,A
ω
1 ,A
ω
2
)=
(
uωe
iωt ,
∞∫
|x|
hω(s)
s
u2ω(s) ds − ω,
x2
|x|2 hω
(|x|),− x1|x|2 hω
(|x|)
)
is a standing wave solution of the form (1.6) to Eqs. (1.1)–(1.4). Since uω is not identically same
with uω˜ for different ω 	= ω˜, the standing waves (φω,Aω0 ,Aω1 ,Aω2 ) are not gauge equivalent as
the standing wave of the form (1.6) for different frequency ω.
Suppose that case (ii) occurs. Then there is a positive minimizer u of the problem (5.8) such
that u solves the equation
u − ω0u −
( ∞∫
h(s)
s
u2(s) ds
)
u − h
2(|x|)
|x|2 u + λ|u|
2u = 0
|x|
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∫
R2 u
2 dx and constraint M are invariant under
the transformation ut (x) = tu(tx), we deduce that ut is also a minimizer of the problem (5.8)
for all t > 0 and ut satisfies
ut − ωtut −
( ∞∫
|x|
ht (s)
s
u2t (s) ds
)
ut − h
2
t (|x|)
|x|2 ut + λ|ut |
2ut = 0
for some ωt > 0. Note that the equation above is equivalent to
u − ωt
t2
u −
( ∞∫
|x|
h(s)
s
u2(s) ds
)
u − h
2(|x|)
|x|2 u + λ|u|
2u = 0,
from which we obtain ωt = t2ω0. Therefore for any given frequency ω > 0 and σ(ω) ≡
√
ω
ω0
,
a 4-tuple
(
φω,Aω0 ,A
ω
1 ,A
ω
2
)=
(
uσ(ω)e
iωt ,
∞∫
|x|
hσ(ω)(s)
s
u2σ(ω)(s) ds,
x2
|x|2 hσ(ω)
(|x|),− x1|x|2 hσ(ω)
(|x|)
)
is a standing wave solution of the form (1.6) to Eqs. (1.1)–(1.4). Finally, the standing waves
(φω,Aω0 ,A
ω
1 ,A
ω
2 ) are not gauge equivalent as the standing wave of the form (1.6) for different
frequency ω because uσ(ω) is not identically same with uσ(ω˜) for ω 	= ω˜. This completes the
proof of Theorem 1.2.
Remark 5.1. We conjecture that for λ > 1, there exist no positive solution u ∈ H 1r of
u −
( ∞∫
|x|
h(s)
s
(u)2(s) ds
)
u − h
2(|x|)
|x|2 u + λ|u|
2u = 0.
If the conjecture is true, in the alternative (i) or (ii) in the proof above, (i) does not occur since the
minimizer u can be chosen to be positive from the fact that Jˆ (u) = Jˆ (−u), u ∈ H 1r ; this implies
that for any ω > 0 and λ > 1, there exists a positive solution of
u − ωu −
( ∞∫
|x|
h(s)
s
(u)2(s) ds
)
u − h
2(|x|)
|x|2 u + λ|u|
2u = 0.
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Appendix A
In this appendix, we prove Propositions 2.1, 2.2, 2.3 and 2.4. Here, we restate all the proposi-
tions for the sake of convenience.
Proposition 2.1. If u is in H 1r (R2) ∩ L∞loc(R2), then A0 is in L∞(R2). Furthermore, if u is in
H 1r (R
2) ∩ C(R2), then A0,A1 and A2 are in L∞(R2) ∩ C1(R2).
Proof. We remind
A0(x) = k
(|x|)= ξ +
∞∫
|x|
1
s
u2(s)
( s∫
0
r
2
u2(r) dr
)
ds,
A1(x) = x2|x|2
|x|∫
0
r
2
u2(r) dr, A2 = − x1|x|2
|x|∫
0
r
2
u2(r) dr.
To prove A0 = k is contained in L∞, it is enough to show k(0) is finite since the function
k is non-increasing. Suppose that u is in H 1r ∩ L∞loc(R2). Then u belongs to L∞ by the Strauss
inequality (2.4). Then, it holds that
h(s) ≡
s∫
0
u2(r)r
2
dr =
∫
Bs
1
4π
u2(y) dy  Cs2.
Thus, we see
∞∫
0
h(s)
s
u2(s) ds =
∫
R2
h(|x|)
2π |x|2 u
2(x) dx  C
∫
R2
u2(x) dx < ∞.
This proves that A0 ∈ L∞.
For the second claim, suppose that u ∈ H 1r is continuous. Then, we see that A0,A1,A2 ∈
C1(R2 \ {0}). Now, we see from the continuity of u that
h(s)/s2 = 1
πs2
∫
Bs
1
4
u2(y) dy → 1
4
u2(0) as s → 0.
This means that limr→0 k(r)−k(0)r = − limr→0 1r
∫ r
0
u2(s)
s
h(s) ds = 0. Note that for r > 0, k′(r) =
−u2(r)h(r) and that limr→0 k′(r) = 0. This implies A0 ∈ C1.r
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∫ h
0
r
2u
2(r) dr = 14u2(0).
Moreover, we see that
∂1A1(x) = −2x1x2|x|4
|x|∫
0
s
2
u2(s) ds + x1x2
2|x|2 u
2(x)
= x1x2
2|x|2
(
u2(x) − 1
π |x|2
∫
B|x|
u2 dy
)
→ 0 as x → 0,
and that
∂2A1(x) = |x|
2 − 2x22
|x|4
|x|∫
0
s
2
u2(s) ds + x
2
2
2|x|2 u
2(x)
= x
2
1 − x22
4|x|2 ·
1
π |x|2
∫
B|x|
u2 dy + x
2
2
2|x|2 u
2(x)
= x
2
1 + x22
4|x|2 ·
1
π |x|2
∫
B|x|
u2 dy + x
2
2
2|x|2
(
u2(x) − 1
π |x|2
∫
B|x|
u2 dy
)
→ 1
4
u2(0) as x → 0.
Thus A1 belongs to C1.
By a similar procedure, we get A2 ∈ C1. This completes the proof. 
Proposition 2.2. The functional J is continuously differentiable on H 1r and its critical point u
is a weak solution of (1.7). Furthermore, a critical point u of J belongs to C2(R2), so the weak
solution u is a classical solution of (1.7).
Proof. We define Jˆ (u) ≡ ∫
R2
u2
4|x|2 (
1
2π
∫
B|x| u
2)2 dx. From the classical result, to prove J ∈
C1(H 1r ), it suffices to show Jˆ ∈ C1(H 1r ). We define a map L from H 1r to the space of linear
functionals on H 1r by
L(u)φ ≡
∫
R2
( ∞∫
|x|
h(s)
s
u2(s) ds
)
uφ + h
2(|x|)
|x|2 uφ dx, φ ∈ H
1
r .
We note from the Cauchy inequality that for some C > 0,
h(s) ≡
∫ 1
2π
u2(y) dy  Cs‖u‖2
L4(R2). (A.1)
Bs
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∞∫
|x|
h(s)
s
u2(s) ds
=
1∫
|x|
h(s)
s
u2(s) ds +
∞∫
1
h(s)
s
u2(s) ds
 C‖u‖2
L4
( 1∫
|x|
s−1/2 ds
)2/3( 1∫
|x|
u6(s)s ds
)1/3
+ C‖u‖2
L4
∞∫
1
u2(s)s ds
 22/3C‖u‖2
L4‖u‖2L6 + C‖u‖2L4‖u‖2L2 . (A.2)
Then, applying the Cauchy inequality to L(u)φ, we see that L(u) ∈ (H 1r )∗.
Now we show that L is continuous. Let {un}n ∈ H 1r be a sequence converging to some u in H 1r
as n → ∞. The estimates (A.1) and (A.2) imply that there exists a sequence {an}n of uniformly
bounded functions which converges pointwise to a on R2 as n → ∞ satisfying
L(un)φ =
∫
R2
an(x)unφ dx and L(u)φ =
∫
R2
a(x)uφ dx.
Then, we get
∣∣L(un)φ − L(u)φ∣∣
∫
R2
∣∣an(x)(un − u)φ∣∣dx +
∫
R2
∣∣an(x) − a∣∣|uφ|dx
 C‖un − u‖L2‖φ‖L2 +
∥∥|an − a|u∥∥L2‖φ‖L2 .
Then, by the dominated convergence theorem and the strong convergence of un to u in H 1r , we
see that limn→∞ |L(un)φ −L(u)φ|/‖φ‖ = 0. This proves the continuity of L. Now, it is easy to
see that
Jˆ (u + φ) − Jˆ (u) − L(u)φ = o(‖φ‖);
this implies Jˆ (u) ∈ C1.
Finally, suppose that u ∈ H 1r is a critical point of J (u). Then u weakly solves
u − (ω + c)u − h
2(|x|)
|x|2 u =
( ∞∫
h(s)
s
u2(s) ds
)
u − λ|u|p−2u. (A.3)|x|
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∫∞
|x|
h(s)
s
u2(s) ds ∈ L∞. Then, the standard
elliptic estimates [8] imply that u ∈ C1,γloc for some γ > 0. Then, we get h
2(|x|)
|x|2 ,
∫∞
|x|
h(s)
s
u2(s) ds
∈ C(R2). Since u is radially symmetric, we get u ∈ C2. This completes the proof. 
Proposition 2.3. Let b, c and d be real constants and u ∈ H 1r be a weak solution of the equation:
u + bu + c
( ∞∫
|x|
h(s)
s
u2(s) ds
)
u + ch
2(|x|)
|x|2 u + d|u|
p−2u = 0 in R2,
where h(s) = ∫ s0 σ2 u2(σ ) dσ . Then, there holds the following integral identity
b
∫
R2
u2 dx + 2c
∫
R2
h2(|x|)
|x|2 u
2 dx + 2d
p
∫
R2
|u|p dx = 0.
Proof. By the same argument used in the proof of Proposition 2.2, we see that u ∈ C2. Then,
multiplying by x · ∇u and integrating by parts on BR , we get the following identities
(i)
∫
BR
u(∇u · x)dx =
∫
∂BR
∂u
∂n
(∇u · x)dSx −
∫
BR
∇u · ∇(∇u · x)dx (A.4)
= R
∫
∂BR
(
∂u
∂n
)2
dSx − R2
∫
∂BR
|∇u|2 dSx (A.5)
= R
2
∫
∂BR
|∇u|2 dSx ≡ I, (A.6)
(ii)
∫
BR
u(∇u · x)dx = −
∫
BR
u2 dx + R
2
∫
∂BR
u2 dSx (A.7)
≡ −
∫
BR
u2 dx + II (the remaining term), (A.8)
(iii)
∫
BR
|u|p−2u(∇u · x)dx = − 2
p
∫
BR
|u|p dx + R
p
∫
∂BR
|u|p dSx (A.9)
≡ − 2
p
∫
BR
|u|p dx + III (the remaining term), (A.10)
(iv)
∫ ( ∞∫
h(s)
s
u2(s) ds
)
u(∇u · x)dx +
∫
h2(|x|)
|x|2 u(∇u · x)dxBR |x| BR
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∫
BR
h2(|x|)
|x|2 u(∇u · x)dx +
∫
BR
u2
|x|2
( |x|∫
0
s
2
u2(s) ds
)( |x|∫
0
s2u(s)u′(s) ds
)
dx
−
∫
BR
u2
|x|2
( |x|∫
0
s
2
u2(s) ds
)( |x|∫
0
s2u(s)u′(s) ds
)
dx
+
∫
BR
( ∞∫
|x|
h(s)
s
u2(s) ds
)
u(∇u · x)dx
= 1
2
d
dt
∣∣∣∣
t=1
∫
BR
u2(tx)
|x|2
( |x|∫
0
s
2
u2(ts) ds
)2
dx
−
∫
BR
u2
|x|2
( |x|∫
0
s
2
u2(s) ds
)( |x|∫
0
s2u(s)u′(s) ds
)
dx
+
∫
BR
( ∞∫
|x|
h(s)
s
u2(s) ds
)
u(∇u · x)dx
≡ R
2
∫
∂BR
u2(x)
|x|2
( |x|∫
0
s
2
u2(s) ds
)2
dSx
− 2
∫
BR
u2(x)
|x|2
( |x|∫
0
s
2
u2(s) ds
)2
dx + IV, (A.11)
where IV is given by
−
∫
BR
u2
|x|2
( |x|∫
0
s
2
u2(s) ds
)( |x|∫
0
s2u(s)u′(s) ds
)
dx
+
∫
BR
( ∞∫
|x|
h(s)
s
u2(s) ds
)
u(∇u · x)dx
= −
∫
BR
u2
|x|2 h
(|x|)
( |x|∫
0
s2u(s)u′(s) ds
)
dx +
∫
BR
( ∞∫
|x|
h(s)
s
u2(s) ds
)
u(∇u · x)dx.
Therefore, we get
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BR
( ∞∫
|x|
−h(s)
s
u2(s) ds
)
u(∇u · x)dx +
∫
BR
h2(|x|)
|x|2 u(∇u · x)dx
= −2
∫
BR
h2(|x|)
|x|2 u
2 dx + IV + R
2
∫
∂BR
h2(|x|)
|x|2 u
2 dSx
≡ −2
∫
BR
h2(|x|)
|x|2 u
2 dx + IV + V (the remaining term). (A.12)
Now, from (A.4)–(A.12), we deduce that
−b
∫
BR
u2 dx − 2c
∫
BR
h2(|x|)
|x|2 u
2 dx − 2d
p
∫
BR
|u|p dx
+ aI + bII + dIII + c(IV + V ) = 0. (A.13)
We note that if f (x) 0 is integrable on R2, then lim infR→∞ R
∫
∂BR
f dS = 0. In fact, if there
exist N, > 0 such that infR{R
∫
∂BR
f dS|R > N} =  > 0, we get
∫
R2
f dx =
∞∫
0
∫
∂BR
f dS dR  
∞∫
N
1
R
dR = ∞
which contradicts to the integrability of f . Since the integrands in the terms I, II, III and V
are all nonnegative and contained in L1(R2), we can take a sequence {Rj } such that the terms
I, II, III and V with Rj replacing R converges to 0 as j → ∞. Now it suffices to show that IV
with Rj replacing R with converges to 0 as j → ∞. Since
R∫
0
s2u(s)u′(s) ds = 1
2π
∫
BR
u(∇u · x)dx = 1
2π
(
R
2
∫
∂BR
u2 dSx −
∫
BR
u2 dx
)
,
it follows that a sequence {∫ Rj0 s2u(s)u′(s) ds}j converges. We see the following identities
∫
BRj
u2
|x|2 h
(|x|)
( |x|∫
0
s2u(s)u′(s) ds
)
dx
=
∫
2
χ{|x|Rj }
u2
|x|2 h
(|x|)
( ∞∫
χ{s|x|}s2u(s)u′(s) ds
)
dxR 0
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Rj∫
0
s2u(s)u′(s)
( ∫
BRj ∩(R2\Bs)
u2
|x|2 h
(|x|)dx)ds
=
Rj∫
0
s2u(s)u′(s)
( ∫
R2\Bs
u2
|x|2 h
(|x|))ds −
Rj∫
0
s2u(s)u′(s)
( ∫
(R2\BRj )
u2
|x|2 h
(|x|))ds
=
∫
BRj
u(∇u · x)
( ∞∫
|x|
h(s)
s
u2 ds
)
dx −
( ∫
(R2\BRj )
u2
|x|2 h
(|x|))
Rj∫
0
s2u(s)u′(s) ds.
Then it follows from (A.1) that
IV =
∫
BRj
u(∇u · x)
( ∞∫
|x|
h(s)
s
u2 ds
)
dx −
∫
BRj
u2
|x|2 h
(|x|)
( |x|∫
0
s2u(s)u′(s) ds
)
dx
=
( ∫
(R2\BRj )
u2
|x|2 h
(|x|))
Rj∫
0
s2u(s)u′(s) ds = o(1) as j → ∞.
Then, taking a limit for (A.13) with Rj replacing R as j → ∞, we get the identity. This com-
pletes the proof. 
Proposition 2.4. For u ∈ H 1r (R2), the following inequality holds
∫
R2
|u|4 dx  4
( ∫
R2
|∇u|2 dx
) 1
2
( ∫
R2
u2
|x|2
( |x|∫
0
s
2
u2(s) ds
)2
dx
) 1
2
.
Furthermore, the equality is attained by a continuum of functions
{
ul =
√
8l
1 + |lx|2 ∈ H
1
r
(
R
2) ∣∣∣ l ∈ (0,∞)}
and
1
4
∫
R2
|ul |4 dx =
∫
R2
|∇ul |2 dx =
∫
R2
u2l
|x|2
( |x|∫
0
s
2
u2l (s) ds
)2
dx = 16
3
πl2.
Proof. Since C∞0 (R2) is dense in H 1r , it suffices to prove the inequality for u ∈ C∞0 . From the
Fubini theorem and Hölder’s inequality, we see that
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R2
|u|4 dx =
∞∫
0
|u|4(r)2πr dr
=
∞∫
0
2πru2(r)
( ∞∫
r
−(u2(s))′ ds
)
dr

∞∫
0
∞∫
0
4πru2(r)
∣∣u(s)∣∣∣∣u′(s)∣∣χ{s>r} ds dr
=
∞∫
0
8π
∣∣u(s)∣∣∣∣u′(s)∣∣
( s∫
0
r
2
u2(r) dr
)
ds
= 4
∫
R2
|u||∇u|
|x|
( |x|∫
0
s
2
u2(s) ds
)
dx
 4
(∫
R2
|∇u|2 dx
)1/2( ∫
R2
u2
|x|2
( |x|∫
0
s
2
u2(s) ds
)2
dx
)1/2
.
This shows that the inequality holds. On the other hand, by the elementary calculation, one can
verify
1
4
∫
R2
|ul |4 dx =
∫
R2
|∇ul |2 dx =
∫
R2
u2l
|x|2
( |x|∫
0
s
2
u2l (s) ds
)2
dx = 16
3
πl2;
thus the equality holds for the functions
√
8l
1+|lx|2 with l > 0. This completes the proof. 
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