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В роботi запропонований оригiнальний пiдхiд до знаходження оцiнок результатiв багаторазових вимi-
рювань при випадкових похибках, що описується моделлю експоненцiйного степеневого (узагальненого
гаусового) розподiлу. В основi даного пiдходу лежить метод максимiзацiї полiному (ММПл), який
базується на математичному апаратi стохастичних полiномiв Кунченка та описi випадкових величин
статистиками вищих порядкiв (моментами або кумулянтами). Приведено вирази для знаходження
полiномiальних оцiнок з використанням аналiтичних (методом Кардано) i чисельних (метод Ньютона-
Рафсона) розв’язкiв. Показано, що при степенi стохастичного полiнома 𝑟 6 2 полiномiальнi оцiнки
вироджуються в лiнiйнi оцiнки середнього арифметичного. При використанi полiномiв ступеня 𝑟 = 3
вiдносна точнiсть полiномiальної оцiнки збiльшується. Коефiцiєнт зменшення дисперсiї оцiнок за-
лежить вiд величини кумулянтних коефiцiєнтiв 4-го i 6-го порядку, якi характеризують ступiнь
вiдмiнностi вiд гаусової моделi. Шляхом багаторазових статистичних випробувань (методом Монте-
Карло) дослiдженi властивостi нормалiзацiї полiномiальних оцiнок i проведено порiвняльний аналiз їх
точностi з вiдомими оцiнками (середнiм, медiаною i серединою розмаху). Побудовано областi ефектив-
ностi для кожного iз методiв в залежностi вiд параметра форми експоненцiйного степеневого розподiлу
i обсягу вибiрки.
Ключовi слова: експоненцiйний степеневий розподiл; стохастичнi полiноми; статистики вищих поряд-
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Вступ
Методи статистичного оцiнювання є одним iз
базових математичних iнструментiв, що застосовує-
ться як в загальнiй метрологiчнiй теорiї, так i в при-
кладних задачах, пов’язаних, зокрема, iз вимiрю-
ванням параметрiв радiосигналiв та характеристик
радiотехнiчних пристроїв i систем. Необхiднiсть їх
використання породжена дiєю рiзноманiтних шу-
мiв та завад, що спотворюють результати вимiрю-
вань. В таких ситуацiях типовим метрологiчним
пiдходом є представлення вимiрювальної моделi у
виглядi адитивної взаємодiї iнформативного пара-
метра i випадкової похибки. Компенсацiя впливу
таких похибок заснована на проведеннi багаторазо-
вих вимiрювань. Зазвичай при обробцi результатiв
вимiрювань приймається, що розподiл експеримен-
тальних даних є симетричним вiдносно свого цен-
тру. При цьому iстинне значення iнформативного
параметра може бути визначене як координата цьо-
го центру [1, 2].
Найпростiшим i часто застосовуваним на пра-
ктицi є звичайне усереднення результатiв багатора-
зових вимiрювань. Проте з точки зору математичної
статистики використання лiнiйної оцiнки параме-
трiв у виглядi середнього арифметичного є опти-
мальним (за критерiєм мiнiмiзацiї дисперсiї оцiнок)
лише для достатньо вузького класу випадкових по-
хибок, зокрема тих, що адекватно описуються гаусо-
вим (нормальним) законом розподiлу ймовiрностей.
Широке поширення цiєї моделi обґрунтовується вi-
домим наслiдком центральної граничної теореми.
Проте такий розподiл не вiдображає всього рiзно-
манiття реальних похибок. Це призводить до необ-
хiдностi використання iнших, бiльш загальних не
гаусових моделей [2–4].
Одна iз вiдомих альтернатив базується на по-
няттi узагальненого розподiлу помилок, обґрунто-
ваного в роботi Суботiна [5]. На цiй основi було
формалiзовано модель так званого експоненцiаль-
ного степеневого розподiлу (ЕСР), що описується
функцiєю виду:
𝑤 (𝑥) =
1
2𝜎𝑝1/𝑝 Γ (1 + 1/𝑝 )
exp
(︂
−|𝑥− 𝜃|
𝑝
𝑝𝜎𝑝
)︂
, (1)
де 𝜃 — центр розподiлу, 𝜎 — параметр масштабу, 𝑝 —
параметр форми.
Очевидно, що при значеннi параметр форми
𝑝 = 2 модель виду (1) вiдповiдає гаусовому зако-
ну, тому її також часто називають узагальненим
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гаусовим розподiлом ймовiрностей [6–8]. Зазначимо,
що для значень 𝑝 < 2 функцiя (1) має гостро-
верхий характер з пологими спадами (при 𝑝 = 1
вiдповiдає розподiлу Лапласа). Iз зростанням зна-
чень 𝑝 > 2 розподiл стає бiльш плосковершинним
i в граничному випадку (при 𝑝 → ∞) трансфор-
мується в рiвномiрний закон (див. рис. 1). Таким
чином, унiверсальнiсть моделi (1) пояснюється тим,
що її iмовiрнiснi властивостi фактично залежать ли-
ше вiд одного параметра форми 𝑝, варiювання яким
дозволяє суттєво їх змiнювати.
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Рис. 1. Симетричнi розподiли на основi експонен-
цiальної моделi при рiзних значеннях параметра
форми 𝑝
Вiдомо, що практичне використання будь-яких
розподiлiв вимагає розвинених обчислювальних
процедур статистичного оцiнювання їх параметрiв.
Iснує два основних пiдходи до знаходження оцi-
нок параметрiв моделi (1), що базуються вiдповiдно
на методi моментiв та методi максимальної прав-
доподiбностi. Перший характеризується простотою
алгоритмiчної реалiзацiї, але має вiдносно невисоку
точнiсть. Другий призводить до складних чисель-
них процедур i є лише асимптотично ефективним,
вимагаючи достатньо великих обсягiв вибiрки [7–9].
Необхiдно також вiдзначити, що за останнi деся-
тилiття сформоване цiле сiмейство експоненцiаль-
них степеневих розподiлiв за рахунок поширення
на двовимiрний [6] i багатовимiрний [10] випадки,
а також розробки мультимодальних [11] та асиме-
тричних модифiкацiй [12–14].
1 Мета дослiдження
Вiдомо, що знаходження оцiнки координати цен-
тру симетрично-розподiлених випадкових даних мо-
же бути отриманий на основi рiзних статистик:
медiани, середнього, середини розмаху, знакових та
рангових оцiнок. Аналiз монографiй [2, 3], в яких
наведенi результати дослiджень щодо використання
ЕСР як моделi випадкових похибок, показує, що
ефективнiсть тiєї чи iншої статистики суттєво за-
лежить вiд величини параметру форми 𝑝. Зокрема,
як вже зазначалося, для гаусового розподiлу (при
𝑝 = 2) найбiльш ефективною є оцiнка середнього,
для розподiлу Лапласа (при 𝑝 = 1) — медiанна
оцiнка, а при рiвномiрному розподiлi (для 𝑝→∞) —
середина розмаху. Деякi дослiдники рекомендують
застосовувати зваженi суми рiзних статистик, ви-
користовуючи в якостi критерiю вибору величину
коефiцiєнту ексцесу, оцiнку якої достатньо просто
отримати [15,16].
В данiй роботi пропонується використати оригi-
нальний пiдхiд до статистичного оцiнювання пара-
метрiв, що базується на методi максимiзацiї полiно-
ма (ММПл) [17]. Цей вiдносно новий метод стати-
стичного оцiнювання використовує опис випадкових
величин у виглядi скiнченої кiлькостi усереднених
статистик, наприклад, моментiв або кумулянтiв. У
роботi [18] здiйснено порiвняльний аналiз ефектив-
ностi ММПл-оцiнок i оцiнок середнього для рiзних
типiв симетричних розподiлiв (арксiнусного, рiвно-
мiрного, трапецiєподiбного, трикутного), а також
дослiдженi властивостi емпiричних розподiлiв цих
оцiнок. У роботi [19] на прикладi моделi трапецiє-
подiбного та роботi [20] для бiмодальних розподi-
лiв бiльш детально дослiдженi областi ефективностi
ММПл-оцiнок порiвняно з класичними оцiнками.
Дане дослiдження є безпосереднiм продовже-
нням робiт [18–20]. Його основною метою є по-
рiвняльний аналiз точностi ММПл-оцiнок при ви-
користаннi в якостi ймовiрнiсної моделi помилок
експоненцiального степеневого розподiлу. Методо-
логiя дослiджень передбачає отримання виразiв, що
аналiтично описують дисперсiї ММПл-оцiнок, та
побудову (шляхом статистичного моделювання ме-
тодом Монте-Карло) областей ефективностi оцiнок,
що отримуються рiзними методами в залежностi вiд
значення параметру форми ЕСР i обсягу вибiркових
даних.
2 Математична постановка за-
дачi
Нехай 𝜃 — iнформативний параметр, значення
якого необхiдно оцiнити на основi аналiзу вектору
?⃗? = {𝑥1, 𝑥2, ...𝑥𝑛}. Цей вектор мiстить незалежнi i
однаково розподiленi вибiрковi значення, отриманi
в результатi багаторазових вимiрювань. Припуска-
ється, що математична модель статистичних даних
адекватно описується експоненцiальним степеневим
розподiлом виду (1). При цьому значення параме-
трiв масштабу 𝜎 i форми 𝑝 є апрiорно невiдомими.
3 Знаходження оцiнок методом
максимiзацiї полiнома
У роботi [17] показано, що знаходження оцiнок
деякого скалярного параметру 𝜃 методом макси-
мiзацiї полiномiв iз вибiрки однаково-розподiлених
випадкових величин ?⃗? = {𝑥1, 𝑥2, ...𝑥𝑛} може бути
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зведено до пошуку розв’язку рiвняння загального
виду:
𝑟∑︁
𝑖=1
ℎ𝑖 (𝜃)
[︃
1
𝑛
𝑛∑︁
𝑣=1
𝑓𝑖 (𝑥𝑣)−Ψ𝑖 (𝜃)
]︃ ⃒⃒⃒⃒
⃒
𝜃=𝜃
= 0, (2)
де 𝑟 — степiнь полiнома, 𝑓𝑖 (𝑥), 𝑖 =
−→
1, 𝑟 — набiр
певним чином упорядкованих базисних функцiй, а
Ψ𝑖 (𝜃) = 𝐸 {𝑓𝑖 (𝑥)} — їх математичнi сподiвання, що
залежать вiд параметра, який оцiнюється. Ваговi
коефiцiєнти ℎ𝑖 (𝜃) в (2) знаходяться за умови забез-
печення мiнiмуму дисперсiї оцiнок параметра 𝜃 при
застосуваннi полiнома степенi 𝑟.
Якщо використати в якостi базисних функцiй
степеневi перетворення виду 𝑓𝑖 (𝑥) = 𝑥𝑖, то їх
математичнi сподiвання є початковими моментами
𝛼𝑖 (𝜃) = 𝐸
{︀
𝑥𝑖
}︀
. У такому випадку оптимальнi ваго-
вi коефiцiєнти ℎ𝑖 (𝜃), 𝑖 =
−→
1, 𝑟 можуть бути знайденi
iз вирiшення системи лiнiйних алгебраїчних рiвнянь
виду:
𝑟∑︁
𝑖=1
ℎ𝑖 (𝜃) 𝐹𝑖,𝑗 (𝜃) =
𝑑
𝑑𝜃
𝛼𝑗 (𝜃) , 𝑗 =
−→
1, 𝑟, (3)
де 𝐹𝑖,𝑗 (𝜃) = 𝛼𝑖+𝑗 (𝜃) − 𝛼𝑖 (𝜃)𝛼𝑗 (𝜃), 𝑖, 𝑗 = −→1, 𝑟. Та-
ким чином, при використаннi полiнома степенi 𝑟 для
формування рiвняння (2) необхiдно мати частковий
ймовiрнiсний опис у виглядi послiдовностi моментiв
до 2𝑟-го порядку включно.
Показано [17, 18], що при застосуваннi степене-
вих базисних функцiй ММПл-оцiнки, що отримую-
ться при 𝑟 = 1, є еквiвалентними оцiнкам середнього
для довiльного закону розподiлу випадкових вели-
чин. Крiм того, за умови симетрiї розподiлу ММПл-
оцiнки для степенi 𝑟 = 2, також вироджуються в
лiнiйнi оцiнки.
Для застосування ММПл при степенi 𝑟 = 3 на-
ведемо спiввiдношення для перших 6-и початкових
моментiв (тут i в подальшому залежнiсть в позна-
ченнях вiд параметру 𝜃 для бiльшої компактностi
виразiв будемо опускати):
𝛼1 = 𝜃;
𝛼2 = 𝜃
2 + 𝜇2,
𝛼3 = 𝜃
3 + 3𝜃𝜇2,
𝛼4 = 𝜃
4 + 6𝜃2𝜇2 + 3𝜇
2
2 + 𝜇4,
𝛼5 = 𝜃
5 + 10𝜃3𝜇2 + 15𝜃𝜇
2
2 + 5𝜃𝜇4,
𝛼6 = 𝜃
6 + 15𝜃4𝜇2 + 45𝜃
2𝜇22 + 15𝜇
3
2+
+ 15𝜃2𝜇4 + 15𝜇2𝜇4 + 𝜇6,
(4)
де 𝜇𝑖 — центральнi моменти розподiлу (1), якi зале-
жать лише вiд параметрiв масштабу 𝜎 i форми 𝑝 [9]:
𝜇𝑖 = Γ
(︂
𝑖 + 1
𝑝
)︂
Γ
(︂
1
𝑝
)︂ 𝑖−2
2
Γ
(︂
3
𝑝
)︂− 𝑖2
𝜎𝑖. (5)
Якщо використати полiном степенi 𝑟 = 3, то
рiвняння для знаходження ММПл-оцiнок 𝜃 для ви-
падку симетрично-розподiлених даних може бути
записано у виглядi:
ℎ1
𝑛∑︁
𝑣=1
(𝑥𝑣 − 𝜃) + ℎ2
𝑛∑︁
𝑣=1
[︀
𝑥2𝑣 −
(︀
𝜃2 + 𝜇2
)︀]︀
+
+ ℎ3
𝑛∑︁
𝑣=1
[︀
𝑥3𝑣 −
(︀
𝜃3 + 3𝜃𝜇2
)︀]︀ ⃒⃒⃒⃒⃒
𝜃=𝜃
= 0, (6)
де ℎ1-ℎ3 — оптимальнi коефiцiєнти, якi знаходяться
шляхом аналiтичного розв’язку системи рiвнянь (3)
методом Крамера (з урахуванням виразiв (4)), ма-
ють вигляд:
ℎ1 =
3𝜃2
(︀
𝜇4 − 3𝜇22
)︀
+ 3𝜇4𝜇2 − 𝜇6
𝜇−22 (𝜇
2
4 − 𝜇2𝜇6)
,
ℎ2 =
−3𝜃 (𝜇4 − 3𝜇2)
𝜇−22 (𝜇
2
4 − 𝜇2𝜇6)
,
ℎ3 =
𝜇4 − 3𝜇2
𝜇−22 (𝜇
2
4 − 𝜇2𝜇6)
.
(7)
Пiдставивши коефiцiєнти (7) в (6), пiсля пере-
творень отримаємо кубiчне рiвняння вiдносно пара-
метра, що оцiнюється:
𝐴𝜃3 + 𝐵𝜃2 + 𝐶𝜃 + 𝐷
⃒⃒
𝜃=𝜃
= 0, (8)
де 𝐴 = 1, 𝐵 = −3?ˆ?1, 𝐶 = 3?ˆ?2 − 𝜇6−3𝜇4𝜇2𝜇4−3𝜇22 ,
𝐷 = ?ˆ?1
𝜇6−3𝜇4𝜇2
𝜇4−3𝜇22 − ?ˆ?3.
Необхiдно вiдзначити, що в рiвняннi (8) фi-
гурують вибiрковi статистичнi початковi моменти
?ˆ?𝑖 =
1
𝑛
𝑛∑︀
𝑣=1
𝑥𝑖𝑣, 𝑖 =
−→
1, 3.
В роботi [18] показано, що розв’язок кубiчного
рiвняння виду (8) може бути отриманий в аналiти-
чному виглядi на основi формул Кардано. Проте їх
використання для отримання ММПл-оцiнок ускла-
дняється наявнiстю нелiнiйних перетворень (обчи-
слення квадратних i кубiчних коренiв), а також
потенцiйною можливiстю отримання декiлькох дiй-
сних рiшень, що потребує додаткової перевiрки за
критерiєм кiлькостi добутої iнформацiї [17, 18].
З обчислювальної точки зору бiльш ефектив-
ним може бути використання чисельних iтерацiй-
них процедур розв’язку нелiнiйних рiвнянь. Як
початкове наближення для пошуку кореня рiвня-
ння (8) логiчно використати лiнiйну оцiнку шу-
каного параметра у виглядi середнього ?ˆ?1, а як
умову зупинки iтерацiй прив’язати до величини
середньоквадратичного вiдхилення лiнiйних оцiнок
𝛿 =
√︁
(?ˆ?2 − 𝛼21)
⧸︀
𝑛, яку можна масштабувати на
деякий множник ∆, що буде визначати необхiдний
ступiнь точностi (наприклад, ∆ = 10−3). Зазначимо,
що вiдповiднi статистики ?ˆ?1 та ?ˆ?2 обчислюються
у разi формування коефiцiєнтiв кубiчного рiвнян-
ня (8).
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Якщо для чисельного розв’язку кубiчного рiв-
няння (8) використати метод Ньютона-Рафсона [21],
то алгоритм обчислення ММПл-оцiнок можна пред-
ставити у виглядi наступного псевдокоду:
𝑘 ← 1
𝜃𝑘 ← ?ˆ?1
∆ ← 10−3
𝛿 ← ∆
√︁
(?ˆ?2 − 𝛼21)
⧸︀
𝑛
while
⃒⃒⃒
𝜃𝑘 − 𝜃𝑘−1
⃒⃒⃒
> 𝛿⃒⃒⃒⃒
⃒ 𝑘 ← 𝑘 + 1𝜃𝑘 ← 𝜃𝑘−1 − 𝐴𝜃3𝑘−1+𝐵𝜃2𝑘−1+𝐶𝜃𝑘−1+𝐷3𝐴𝜃2𝑘−1+2𝐵𝜃𝑘−1+𝐶
Рис. 2. Алгоритм обчислення ММПл-оцiнок при
степенi полiному 𝑟 = 3 на основi методу Ньютона-
Рафсона
4 Точнiсть оцiнок методу ма-
ксимiзацiї полiнома
Доведено [17], що ММПл-оцiнки є слушними i
асимптотично незмiщеними. Аналiтичне обчислен-
ня дисперсiї таких оцiнок базується на поняттi кiль-
костi добутої iнформацiї, величина якої в загаль-
ному випадку може бути знайдена за формулою:
𝐽𝑟𝑛(𝜃) = 𝑛
𝑟∑︁
𝑖=1
ℎ𝑖 (𝜃)
𝑑
𝑑𝜃
𝛼𝑖 (𝜃). (9)
Ця кiлькiсна характеристика за своїм статисти-
чним змiстом подiбна до iнформацiї за Фiшером [22],
оскiльки при 𝑛→∞ її обернена величина асимпто-
тично прямує до дисперсiї параметра, що оцiнює-
ться, тобто:
𝜎2(𝜃)𝑟 = lim𝑛→∞ 𝐽
−1
𝑟𝑛(𝜃). (10)
Для порiвняльного аналiзу точностi оцiнок ви-
користаємо поняття коефiцiєнта зменшення диспер-
сiї [17–20]:
𝑔(𝜃) 𝑟 =
𝜎2(𝜃)𝑃𝑀𝑀3
𝜎2(𝜃)𝑃𝑀𝑀1
. (11)
Цей коефiцiєнт є вiдношенням дисперсiї ММПл-
оцiнок параметра 𝜃, якi знаходяться у разi засто-
сування полiному 𝑟-го порядку до дисперсiї оцiнок
ММПл-оцiнок при 𝑟 = 1. Оскiльки оцiнки середньо-
го еквiвалентнi ММПл-оцiнкам при степенi 𝑟 = 1,
то спiвпадають i їх дисперсiї, тобто
𝜎2(𝜃)𝑃𝑀𝑀1 = 𝜎
2
(𝜃)𝑚𝑒𝑎𝑛.
Вiдомо з [22], що дисперсiя 𝜎2(𝜃)𝑚𝑒𝑎𝑛 оцiнок се-
реднього не залежить вiд величини параметра 𝜃, а
визначається як вiдношення центрального моменту
2-го порядку 𝜇2 до обсягу вибiрки 𝑛. А оскiльки
оцiнки середнього еквiвалентнi ММПл-оцiнкам при
𝑟 = 1, то спiвпадають i їх дисперсiї
𝜎2(𝜃)𝑃𝑀𝑀1 = 𝜎
2
(𝜃)𝑚𝑒𝑎𝑛 =
𝜇2
𝑛
. (12)
Використовуючи спiввiдношення (9) i (10), мо-
жна отримати аналiтичний вираз, що для асимпто-
тичного випадку (при 𝑛→∞) дозволяє теоретично
визначати дисперсiю ММПл-оцiнок при степенi по-
лiному 𝑟 = 3:
𝜎2(𝜃)𝑃𝑀𝑀3 =
𝜇2
𝑛
[︂
𝜇2𝜇6 − 𝜇24
9𝜇32 − 6𝜇2𝜇4 + 𝜇6
]︂
. (13)
З урахуванням виразу (5), величину коефiцiєнту
зменшення дисперсiї можно представить у виглядi:
𝑔(𝜃) 3 =
Γ2
(︁
1
𝑝
)︁
Γ
(︁
3
𝑝
)︁ ·
·
Γ
(︁
3
𝑝
)︁
Γ
(︁
7
𝑝
)︁
− Γ2
(︁
5
𝑝
)︁
9Γ3
(︁
3
𝑝
)︁
− 6Γ
(︁
5
𝑝
)︁
Γ
(︁
3
𝑝
)︁
Γ
(︁
1
𝑝
)︁
+ Γ
(︁
7
𝑝
)︁
Γ2
(︁
1
𝑝
)︁ .
(14)
Очевидно, що теоретичне значення коефiцiєнта
зменшення дисперсiї ММПл-оцiнок залежить ви-
ключно вiд параметра форми 𝑝 експоненцiального
степеневого розподiлу. Графiк цiєї залежностi пред-
ставлено на рис. 3
0,5
1
0 2 4 6 8
p
g(θ)3
Рис. 3. Залежнiсть коефiцiєнту зменшення дисперсiї
𝑔(𝜃) 3 вiд параметра форми 𝑝 ЕСР
Аналiз залежностi, представленої на рис. 3, пiд-
тверджує вже вiдзначений ранiше факт про одна-
кову точнiсть ММПл-оцiнок i оцiнок середнього в
ситуацiї гаусового закону розподiлу помилок (що
вiдповiдає значенню параметра форми 𝑝 = 2). При
всiх iнших значеннях 𝑝 потенцiйна точнiсть ММПл
є вищою. Особливо суттєвим (бiльше нiж у два ра-
зи) такий виграш може бути для плосковершинних
розподiлiв з великими значеннями параметра 𝑝.
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5 Статистичне моделювання
Для порiвняльного аналiзу ефективностi
ММПл-оцiнок з iншими вiдомими методами оцi-
нювання координати центру симетричних розпо-
дiлiв в середовищi Mathematica було розроблено
програмний комплекс, що реалiзує статистичне
моделювання методом Монте-Карло. Вiн дозволяє
на основi багаторазових експериментiв з однако-
вими ймовiрнiсними властивостями вхiдних даних
проводити зiставлення точностi оцiнок, що отри-
муються на основi рiзних статистик: середнього
арифметичного, медiани, центру розмаху та ММПл-
оцiнок при 𝑟 = 3. По аналогiї до (11), як кiлькiсний
критерiй, що характеризує ефективнiсть нового ме-
тоду, використаємо емпiричнi значення коефiцiєнту
вiдношення дисперсiї:
𝑔(𝜃)3 =
?ˆ?2(𝜃)𝑃𝑀𝑀3
?ˆ?2(𝜃)𝑚𝑒𝑎𝑛
,
𝑞(𝜃) 3 =
?ˆ?2(𝜃)𝑃𝑀𝑀 3
?ˆ?2(𝜃)𝑚𝑒𝑑𝑖𝑎𝑛
,
𝑟(𝜃) 3 =
?ˆ?2(𝜃)𝑃𝑀𝑀 3
?ˆ?2(𝜃)𝑚𝑖𝑑−𝑟𝑎𝑛𝑔𝑒
,
(15)
де ?ˆ?2(𝜃)𝑚𝑒𝑎𝑛, ?ˆ?
2
(𝜃)𝑚𝑒𝑑𝑖𝑎𝑛, ?ˆ?
2
(𝜃)𝑚𝑖𝑑−𝑟𝑎𝑛𝑔𝑒, ?ˆ?
2
(𝜃)𝑃𝑀𝑀 3 —
усередненi на основi 𝑚 експериментiв значення дис-
персiї оцiнок, що отримуються iз застосуванням
середнього, медiани, центру розмаху та ММПл при
𝑟 = 3 вiдповiдно.
Очевидно, що на достовiрнiсть результатiв мо-
делювання в певнiй мiрi впливають як величина
обсягу вибiрки 𝑛, так i кiлькiсть проведених експе-
риментiв 𝑚 при фiксованих значеннях параметрiв
експоненцiальних степеневих розподiлiв.
Необхiдно також вiдзначити, що алгоритм обчи-
слення ММПл-оцiнок передбачає наявнiсть iнфор-
мацiї про параметри моделi помилок. Проте для
бiльшостi реальних ситуацiй така iнформацiя апрi-
орно вiдсутня. У цьому випадку можна використати
адаптивний пiдхiд [19, 20], який полягає у обчи-
сленнi апостерiорних оцiнок центральних моментiв
(необхiдних для знаходження коефiцiєнтiв кубiчно-
го рiвняння (8)), на основi спiввiдношення:
?ˆ?𝑖 =
1
𝑛
𝑛∑︁
𝑣=1
(𝑥𝑣 − ?¯?) 𝑖, (16)
де ?¯? = ?ˆ?1 = 1𝑛
𝑛∑︀
𝑣=1
𝑥𝑣.
Сукупнiсть результатiв статистичного моделю-
вання для рiзних значень параметра форми ЕСР
(𝑝 = 1 ÷ 10) та обсягiв вибiркових значень
(𝑛 = 20 ÷ 200), що отриманi при 𝑚 = 104 багато-
разових експериментiв, представлено в табл. 1.
Аналiз теоретичних та експериментальних зна-
чень коефiцiєнтiв вiдношення дисперсiї 𝑔(𝜃)3 та 𝑔(𝜃)3
вiдповiдно показує, те що iснує певна кореляцiя
аналiтичних розрахункiв та результатiв, отриманих
шляхом статистичного моделювання. Як можна по-
мiтити, зi збiльшенням обсягу вибiрки 𝑛 розбiжнiсть
мiж теоретичними та експериментальними даними
зменшується. Так при 𝑛 = 20 розбiжнiсть складає
до 20%, а вже при 𝑛 = 200 зменшується до 2-3%.
Оскiльки експериментальнi результати прямують
до теоретично розрахованих значень, це пiдтвер-
джує асимптотичнi властивостi величини кiлькостi
добутої iнформацiї (9), яка використовується при
розрахунку дисперсiї ММПл-оцiнок.
На рис. 4 наведенi границi, що роздiляють обла-
стi найбiльшої ефективностi (на основi критерiю
мiнiмуму дисперсiї) при застосуваннi рiзних мето-
дiв оцiнювання. Цi областi отриманi шляхом стати-
стичного моделювання методом Монте-Карло (для
𝑚 = 104 експериментiв) при рiзних значеннях пара-
метра форми ЕСР 𝑝 та обсягiв вибiрки 𝑛.
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Рис. 4. Областi ефективностi методiв знаходження
оцiнок координати центру сiмейства симетричних
експоненцiальних розподiлiв
На основi наведених результатiв можна зробити
наступнi висновки. Для значень 𝑝 < 1.3 (область
1 — гостровершиннi розподiли) найбiльш ефектив-
ною є медiанна оцiнка. Для дiапазону значень в
межах 1.3 < 𝑝 < 3 (область 2) бiльш точною є
статистика середнього. Для значень 𝑝 > 3 бiльш
ефективними стають ММПл-оцiнки. Межа, що роз-
дiляє областi 3 найбiльш ефективних ММПл-оцiнок
i область 4 ефективних оцiнок у виглядi середини
розмаху суттєво залежить вiд обсягу вибiркових
значень i носить параболiчний характер. Напри-
клад, для 𝑛 = 20 вона знаходиться бiля значення
𝑝 ≈ 6, для 𝑛 = 50 — 𝑝 ≈ 10, для 𝑛 = 100 — 𝑝 ≈ 13, а
для 𝑛 = 200 в районi 𝑝 ≈ 17.
Бiльш наочну вiзуалiзацiю вiдносного ступеня
ефективностi ММПл-оцiнок дає 3D-графiк функцiї
𝐸𝑓𝑓 (𝑝, 𝑛), представлений на рис. 5. Дану поверхню
умовно можна подiлити на декiлька частин (за-
лежно вiд границь ефективностi рiзних методiв,
наведених на рис. 4. Зокрема, область 3 вiдповiдає
значенням параметрiв 𝑝, 𝑛 при яких ефективнiсть
ММПл-оцiнок є кращою порiвняно iз iншими мето-
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Табл. 1 Коефiцiєнти вiдношення дисперсiї оцiнок
𝑝 𝑔(𝜃)3
Результати статистичного моделювання
𝑔(𝜃)3 𝑞(𝜃) 3 𝑟(𝜃) 3
n
20 50 100 200 20 50 100 200 20 50 100 200
10 0.4 0.63 0.51 0.44 0.43 0.27 0.19 0.16 0.15 1.38 1.12 0.81 0.6
5 0.61 0.8 0.71 0.62 0.61 0.36 0.29 0.25 0.23 0.9 0.6 0.39 0.24
3 0.89 0.99 0.97 0.9 0.89 0.52 0.5 0.42 0.4 0.61 0.37 0.21 0.12
2 1 1.13 1.08 1.04 1.01 0.77 0.7 0.67 0.66 0.39 0.2 0.1 0.06
1 0.85 0.97 0.85 0.83 0.81 1.4 1.36 1.36 1.51 0.12 0.05 0.02 0.01
дами, тобто виконується умова:
min
{︁
?ˆ?2(𝜃)𝑃𝑀𝑀3, ?ˆ?
2
(𝜃)𝑚𝑒𝑎𝑛, ?ˆ?
2
(𝜃)𝑚𝑒𝑑𝑖𝑎𝑛, ?ˆ?
2
(𝜃)𝑚𝑖𝑑−𝑟𝑎𝑛𝑔𝑒
}︁
= ?ˆ?2(𝜃)𝑃𝑀𝑀3.
Сама поверхня вiдносної ефективностi 𝐸𝑓𝑓 (𝑝, 𝑛)
для областi 3 представляє собою iнтерполя-
цiю множини результатiв статистичного моде-
лювання i складається iз двох частин: для
3a — це множина обернених значень коефi-
цiєнтiв ефективностi 𝐸𝑓𝑓 (𝑝, 𝑛) = 𝑔−1(𝜃)3 (за
умови min
{︁
?ˆ?2(𝜃)𝑚𝑒𝑎𝑛, ?ˆ?
2
(𝜃)𝑚𝑒𝑑𝑖𝑎𝑛, ?ˆ?
2
(𝜃)𝑚𝑖𝑑−𝑟𝑎𝑛𝑔𝑒
}︁
=
?ˆ?2(𝜃)𝑚𝑒𝑎𝑛), а для 3b 𝐸𝑓𝑓 (𝑝, 𝑛) = 𝑟
−1
(𝜃) 3 (за
умови min
{︁
?ˆ?2(𝜃)𝑚𝑒𝑎𝑛, ?ˆ?
2
(𝜃)𝑚𝑒𝑑𝑖𝑎𝑛, ?ˆ?
2
(𝜃)𝑚𝑖𝑑−𝑟𝑎𝑛𝑔𝑒
}︁
=
?ˆ?2(𝜃)𝑚𝑖𝑑−𝑟𝑎𝑛𝑔𝑒).
Для тих випадкiв, коли ефективнiсть ММПл-
оцiнок є нижчою вiдносно хоча б одного iз iнших
методiв (областi 1, 2 i 4), для кращого вiзуального
сприйняття величину функцiї ефективностi штучно
визначено як 𝐸𝑓𝑓 (𝑝, 𝑛) = 1.
Eff(p,n)
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Рис. 5. Вiдносна ефективнiсть ММПл-оцiнок
Аналiз рис. 5 показує, що вiдносне зменшення
дисперсiї ММПл-оцiнок може бути достатньо суттє-
вим (бiльше нiж у 2 рази).
Висновки
Дослiдження, проведенi в данiй роботi, дозво-
ляють зробити загальний висновок про потенцiйно
високу ефективнiсть застосування методу максимi-
зацiї полiному для знаходження оцiнок координати
центру випадкових даних, якi адекватно можуть
бути описанi моделлю у виглядi експоненцiального
степеневого розподiлу. Важливим фактором є те,
що застосування запропонованого пiдходу не потре-
бує апрiорної iнформацiї про значення параметрiв
такої моделi. Показано, що алгоритм знаходжен-
ня ММПл-оцiнок iнформативного параметру при
степенi полiнома 𝑟 = 3 зводиться до вирiшення кубi-
чного рiвняння. Коефiцiєнти такого рiвняння фор-
муються iз використанням апостерiорних оцiнок
центральних моментiв до 6-го порядку стохастичної
складової (випадкової похибки). Розглянуто можли-
вiсть використанням процедури Ньютона-Рафсона
для визначення коренiв.
На основi поняття кiлькостi добутої iнформа-
цiї отримано аналiтичний вираз, який описує за-
лежнiсть коефiцiєнту зменшення дисперсiї ММПл-
оцiнок (порiвняно iз оцiнками середнього) в за-
лежностi вiд параметру форми експоненцiального
степеневого розподiлу.
Шляхом статистичного моделювання проведе-
но порiвняльний аналiз ефективностi (за критерi-
єм мiнiмуму дисперсiї) ММПл-оцiнок iз вiдомими
непараметричними оцiнками, на основi статистик
середнього, медiани i середини розмаху. Побудова-
нi областi ефективностi для кожного iз методiв в
залежностi вiд величини параметра форми експо-
ненцiальних розподiлiв та об’єму вибiрки. Показано,
що точнiсть запропонованого пiдходу може суттє-
во (бiльше нiж у 2 рази) перевищувати класичнi
непараметричнi оцiнки.
Одним iз подальших напрямкiв дослiджень ефе-
ктивностi застосування методу максимiзацiї полi-
ному може бути порiвняльний аналiз точностi i
складностi обчислювальних процедур знаходження
оцiнок координати центру експоненцiйних вiдно-
сно параметричного пiдходу на основi максимальної
правдоподiбностi.
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Полиномиальные оценки параметров
для данных с экспоненциальным сте-
пенным распределением
ЗаболотнийС.В., ЧепиногаА.В.,
БондаренкоЮ.Ю., РудьМ.П.
В работе предложен оригинальный подход к нахо-
ждению оценок результатов многократных измерений
при случайных погрешностях, описываемых моделью
экспоненциального степенного (обобщенного гауссова)
распределения. В основе данного подхода лежит ме-
тод максимизации полинома (ММПл), основанный на
математическом аппарате стохастических полиномов
Кунченко и частичном описании случайных величин
статистиками высших порядков (моментами или ку-
мулянтами). Приведены теоретические основы ММПл
для нахождения оценок информативного параметра из
выборки одинаково распределенных случайных вели-
чин. Получены аналитические выражения для нахо-
ждения полиномиальных оценок. Показано, что при
степени стохастического полинома 𝑟 6 2 полиномиаль-
ные оценки вырождаются в линейные оценки среднего
арифметического. При использовании полиномов степе-
ни 𝑟 = 3 относительная точность полиномиальных оце-
нок увеличивается. Рассмотрены особенности использо-
вания численных процедур (метод Ньютона-Рафсона)
для нахождения решений стохастических уравнений.
Для асимптотического случая (при 𝑛 → ∞) получе-
ны аналитические выражения, описывающие дисперсию
ММПл-оценок. Показано, что теоретическое значение
коэффициента уменьшения дисперсии ММПл-оценок
(по сравнению с линейными оценками среднего арифме-
тического) зависит от величины кумулянтних коэффи-
циентов 4-го и 6-го порядка случайной погрешности.
Путем многократных статистических испытаний (ме-
тод Монте-Карло) осуществлен сравнительный анализ
точности полиномиальных оценок с известными непара-
метрическими оценкам (средним, медианой и серединой
размаха). Показано, что с увеличением объема выборки
𝑛 расхождение между теоретическими и эксперимен-
тальными данными уменьшается. Построены области
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эффективности для каждого из методов в зависимости
от параметра формы экспоненциального степенного рас-
пределения и объема выборки. Показано, что точность
предложенного подхода может существенно (более чем
в 2 раза) превышать точность классических непараме-
трических оценок.
Ключевые слова: экспоненциальное степенное ра-
спределение; стохастические полиномы; статистики
высших порядков; оценка параметра
Polynomial parameter estimation of
exponential power distribution data
Zabolotnii S. V., ChepynohaA.V.,
BondarenkoYu.Yu., RudM.P.
The paper proposes an original approach to obtain
the results of multiple measurements at random errors,
which are described by the exponential power (generali-
zed Gaussian) distribution model. The approach is based
on the polynomial maximization method (PMM), which
is based on Kunchchenko’s mathematical apparatus using
stochastic polynomials and a partial description of random
variables of high-order statistics (moments or cumulants).
The theoretical foundations of PMM are presented in relati-
on to finding the estimates of the informative parameter
from an equally distributed random variables sample. There
are analytical expressions for finding polynomial estimati-
ons. It is shown that 𝑟 6 2, then polynomial estimates
degenerate in linear arithmetic mean estimates . If the
polynomial degree 𝑟 = 3 then the relative accuracy of
polynomial estimations increases. The features of numeri-
cal procedures (Newton-Raphson method) for finding the
stochastic equation roots are considered. Obtained analyti-
cal that describe the dispersion of the PMM estimates for an
asymptotic case (for 𝑛→∞). It is shown that the theoreti-
cal value of reduction coefficient variance of PMM estimates
(in comparison with the linear mean estimates) depends
on the magnitude of the random error cumulative coeffici-
ents of the 4th and 6th order. Through multiple statistical
tests (Monte Carlo method) carried out a comparative
accuracy analysis of polynomial estimates with known non-
parametric estimates (median, mid-range and mean). It is
shown that with increasing size of sample the difference
between theoretical and experimental data decreases. The
efficiency areas for each method are constructed, dependi-
ng on the exponential power distribution parameter and
sample size. It is shown that the accuracy of the proposed
approach can significantly (more than twofold) exceed the
classical nonparametric estimation.
Key words: exponential power distribution; stochastic
polynomials; high-order statistics; parameter estimation
