Abstract Routing real-time traffic with maximum packet delay in contemporary telecommunication networks requires not only choosing a path, but also reserving transmission capacity along its arcs, as the delay is a nonlinear function of both components. The problem is known to be solvable in polynomial time under quite restrictive assumptions, i.e., Equal Rate Allocations (all arcs are reserved the same capacity) and identical reservation costs, whereas the general problem is N P-hard. We first extend the approaches to the ERA version to a pseudopolynomial Dynamic Programming one for integer arc costs, and a FPTAS for the case of general arc costs. We then show that the general problem can be for- ments on both real-world networks and randomly-generated realistic ones show that the ERA approach is fast and provides an effective heuristic for the general problem whenever it manages to find a solution at all, but it fails for a significant fraction of the instances that the SOCP models can solve. We therefore propose a three-pronged approach that combines the fast running time of the ERA algorithm and the effectiveness of the SOCP models, and show that it is capable of solving realistic-sized instances with high accuracy at different levels of network load in a time compatible with real-time usage in an operating environment.
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2. for each arc (i, j) of the chosen path P , the reserved capacity (or rate) 0 ≤ r ij ≤ c ij (≤ w ij ) for the flow along the arc; 3. the specific characteristics of the software/hardware systems at the nodes dictating how the flows entering and leaving the nodes are managed (intra-node scheduling of different flows, queues and buffer depths, . . . ).
The latter point requires a sophisticated analysis, that can be performed, e.g., via network calculus [9] . In all cases of interest here, the delay is finite only if the minimum reserved rate along the arcs of the path is at least as large as the rate ρ of the path, i.e., r ij ≥ ρ ∀(i, j) ∈ P .
(1)
Once (1) is satisfied, the general form of the delay for a given routing path P is σ min{ r ij : (i, j) ∈ P } + (i,j)∈P
where θ ij is the delay experienced by the flow on traversing the arc (i, j) that is due to the scheduling protocol. The exact form of θ ij depends on the details of the scheduling algorithm at nodes: following [2, 3] we assume
which corresponds to Strictly Rate-Proportional delay (e.g. [8, 10, 11] ). Other slightly different forms of delay formulae exist, such that the Weakly Rate Proportional one, that have basically the same algebraic form and therefore could be subject to the same treatment; see [2] [3] [4] and the references therein. The fundamental property of (3) in our context is that it is a convex function of r ij when r ij ≥ 0, which is clearly very useful in order to devise efficient solution approaches.
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Feasibility of SFSP-DCR
While SFSP-DCR is clearly N P-hard (it reduces to the Constrained Shortest Path problem, e.g., if c ij = ρ for all arcs), checking the existence of a feasible solution is easy. Indeed, according to (2) - (3), the delay is a decreasing function of the rates, which means that setting r ij = c ij for each arc (i, j) provides the best (least) possible contribution to the delay.
Let us then define the set C := { c ij : (i, j) ∈ A } of all possible arc capacities (note that |C| ≤ m), and for any r ∈ C, the reduced graph G r := (N, A r ) where A r := { (i, j) ∈ A : c ij ≥ r }, i.e., all arcs whose residual capacity is smaller than r are removed. Let us now define the modified arc costs
for future notational convenience, we will denote by l ′ ij := L/w ij +l ij +n i the part of l ij that does not depend on the choice of r. Solving an s-d shortest path on G r thus allows one to compute the minimum-delay path P among the paths not containing arcs with capacity smaller than r, and therefore such that σ/r min (P ) ≤ σ/r, where r min (P ) := min{ r ij : (i, j) ∈ P }. Clearly, if the cost (delay, in our context) of P is ≤ δ − σ/r, then a feasible solution has been found. It is easy to show that, by repeating the above process for each r ∈ C (hence |C| ≤ m times), one either finds a feasible solution or proves that none exists. Indeed, the only issue may come from the fact that the minimum-delay path P for some value of r may actually only use arcs with a larger capacity (hence assigned rate) than r: this means that σ/r > σ/r min (P ), possibly leading to declaring P unfeasible while it actually satisfies the delay bound. However, in such a case P is also a path of Gr (and therefore it remains optimal) for some valuesr > r in C, the largest of which corresponds to r min (P ); therefore, the delay of P is correctly evaluated during the iteration corresponding to r min (P ).
By simply keeping track of the minimum cost among all feasible paths thusly generated (possibly avoiding to stop as soon as the first feasible path is found), this approach provides a first heuristic for SFSP-DCR. Since all arcs are reserved the maximum possible rate, this heuristic should not be expected to provide particularly good bound (and indeed this is shown to happen in Sect. 5.2); however it can quickly detect unfeasible instances. Furthermore, the heuristic can be improved somewhat using the ideas from the ERA case presented in next section.
The Equal Rate Allocation Case
Some polynomial time approaches to SFSP-DCR have been proposed in the literature [2, 3] under two strong assumptions. The first one is the Equal Rate Allocation (ERA), i.e., that all the arcs (i, j) of the chosen s-d path P must receive the same resource allocation; therefore, r ij = r (≥ ρ) for a given value r for all (i, j) ∈ P , while of course r ij = 0 for (i, j) / ∈ P . Since throughout this section we shall consider the ERA assumption to be in force, we will always refer to "the rate r"
as the unique value assigned to all r ij , for (i, j) ∈ P , which of course implies that r min (P ) = r as well; the corresponding restricted problem will be denoted as ERA-SFSP-DCR. The second assumption concerns the form of the objective function, as discussed in the following.
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The Equal Costs Case
The ERA-SFSP-DCR problem can be solved in polynomial time if the objective function is nondecreasing with respect to the cardinality of P and the rate r;
clearly, this is the case if we take f ij = 1 for all (i, j) ∈ A, i.e., we pay the same cost for installing a unit of capacity on each arc, as this means that the objective function has form r ·|P |, where |P | denotes the number of arcs in P . We will denote this problem by EC-ERA-SFSP-DCR (from "Equal Costs").
The crucial observation is that it is easy to solve EC-ERA-SFSP-DCR for a fixed value of r, as this basically is a hop-constrained shortest path problem. In fact, for a fixed value of r one can define the arc costs
2) and exploit the well-known property of the Bellman-Ford algorithm for the shortest path problem, i.e., that of being able to determine shortest paths with a constraint on the maximum number of hops. This is based on the fact that the Bellman-Ford algorithm works in n − 1 phases; at the end of the h-th phase, the path currently entering a generic node i is the one having least cost among the paths (from s to i) with at most h arcs. Furthermore, the cost of the considered paths entering i is (obviously) nonincreasing as h grows. Hence, for the fixed value of r one can run the Bellman-Ford algorithm (with root s) on the reduced graph This approach has first been analyzed in [2] for the problem of finding the delayminimal path under the ERA assumption. As in Sect. 2.2, this is done by repeating the above procedure for all values of r in the set C. Furthermore, in [2] it is observed that, by simply keeping track of the hop-shortest delay-feasible path found for each value r ∈ C (which is freely obtained if the Bellman-Ford algorithm is used) and returning the best (in terms of minimum cardinality) computed path over the values r in C, an exact approach can be immediately derived for determining a feasible delay-constrained path P (if it exists) of minimum cardinality. Note that a simple way to enhance the practical efficiency of this approach is simply to order the values of C in an increasing way, and then applying the Bellman-Ford algorithm on G r for increasing values of r: since the set A r is non-increasing when r increases, while the path delays decrease, then the first time a feasible delay-constrained path is determined, this is indeed the hop-shortest delay-feasible path.
Another possibility to speed-up the approach, at the risk of not finding the optimal solution, is to rather use the standard general shortest path scheme [12] where the set Q of candidate nodes is a FIFO list (or queue). This SPT.L.Queue algorithm provides an efficient implementation of the Bellman-Ford algorithm that, despite having the same worst-case time complexity, is typically much faster in practice. Also, each node i is extracted from Q at most n − 1 times (if there are no negative cost cycles, as it clearly is the case in our application), correspond- for each value of r, instead of just one, and starting with hop-short ones. Clearly, because the value of r ij is not taken to be equal for all arcs, but rather set to its maximum possible value, the number of hops is no longer equivalent (for fixed r) to the objective function value, but one may still hope to generate "good" paths. We call this approach ERA-I (ERA-inspired); its distinctive feature is that it always produces a feasible solution, if one exists. Furthermore, it can be used to compute (at no added extra cost) the least possible feasible value of δ for which a feasible solution exists by just recording the smallest possible delay value generated; this will we useful in our computational experiments, as discussed in Sect. 5.1.
However, the approach above does not necessarily find an optimal solution to EC-ERA-SFSP-DCR when the more general objective function r |P | has to be minimized. The obvious counterexample is the one where the computed minimal cardinality path P is such that the delay constraint is not tight: then, r can be suitably reduced by maintaining the path feasibility but without modifying the path cardinality, thus finding a better solution.
This has been addressed in [3] , where the following simple modification to the above approach has been proposed. Again, an outer loop is performed where r is chosen in C, the reduced graph G r built, and the Bellman-Ford shortest path procedure with root s and costs l r is ran. For each possible path cardinality h, this determines a minimum-delay s-d path P among the paths in G r having exactly h
arcs. If such a path P is found to be feasible, then the algorithm first computes the minimum value of the rate such that the delay constraint related to P is satisfied as an equality: this is simply done by considering that
and noting again that the path delay is nondecreasing with respect to the rate, i.e., that forr
one has both ∆(r(P ), P ) = δ andr(P ) ≤ r. Therefore, the algorithm minimizes the cost function, with respect to r, in the rate interval [r(P ), r]; the approach is described in [3] for slightly more general cost functions, but in our case this simply amounts to picking the valuer(P ). The following result holds true for the optimal solution (as stated, but not really proven, in [3] ):
The best of the computed pairs (r(P ), P ) is an optimal solution to EC-ERA-SFSP-DCR.
Proof Consider the optimal solution (r * , P * ) to the problem, and let r be the smallest element in C larger than (or equal to) r * ; clearly, such an r must exist since otherwise all arcs of P * should be assigned a capacity strictly larger than the maximal arc capacity. Let us then consider the iteration of the approach where that particular r is chosen: clearly, P * is a path in G r (each arc (i, j) ∈ P * has capacity at least r * , hence at least r) and it is delay-feasible for that value of r (since it is delay-feasible for r * ≤ r and the delay decreases with r). 
(cf. (4)): the r-dependent term is in fact identical for P and P * , and hencẽ r(P ) <r(P * ). Sincer(P * ) ≤ r * , then this would imply that (r(P ), P ) is a better solution than (r * , P * ). It follows that both P and P * are optimal solutions, and therefore the best of the computed pairs (r(P ), P ) is an optimal solution to EC-ERA-SFSP-DCR, as stated. (5) and we compare the costr(P )f =r(P )f(P ) with that of the best solution found so far (if any), keeping the best.
One can easily prove that this approach finds the optimal solution of the problem by extending the arguments of the previous section. In particular, it is sufficient to consider the optimal solution (r * , P * ) of the problem, its path cost
and hop count h * = |P * |, and the properly chosen r ≥ r * : because P * belongs to the graph G r and it has the given function value and hop count, there must be an iteration where node (d, f * ) is visited, providing a path P with |P | = h * . Reasoning as in Sect. 3.1 one has that, if by contradiction we had ∆(r, P ) < ∆(r, P * ), this would implyr(P ) <r(P * ) ≤ r * (note that this goes through (4)- (5) and therefore crucially uses the fact that |P * | = |P |, whence the need to perform a breadth-first visit), hencer(P )f(P ) =r(P )f * < r * f * = r * f (P * ) and the same conclusions stated in Sect. 3.1 follows. Note that the latter relation crucially requires f (P ) = f (P * ); in Sect. 3.1 this was actually the same as the condition |P * | = |P |, but here the two are different (and both needed), which justifies the need of the more involved pseudo-polynomial construction.
⊓ ⊔
As it often happens, a pseudo-polynomial time algorithm for the integer case can be used to construct a Fully-Polynomial Time Approximation Scheme (FP-TAS) for the case where f ij are not (necessarily) integer values. time. After this is done for all values of f ∈ F , the minimum cost solution found is ε-optimal for the ERA-SFSP-DCR on the original graph and with the original
This can be proven similarly to Theorem 3.1: consider the optimal solution (r * , P * ) to the problem, its maximal arc cost fmax(P * ) := max{ f ij : (i, j) ∈ P * }, its hop count h * := |P * |, and its scaled path costf * :=f(P * ). Now consider the outer iteration where f = fmax(P * ). Clearly, P * is a path in G f , and
, and the costs are positive). Finally, consider the inner iteration (that must occur) with the appropriate r ≥ r * , where node (d,f * )
is extracted from Q providing a path P with |P | = h * . Because P is a minimum delay s-d path with (scaled) costf * and hop count h * , one has ∆(r, P ) ≤ ∆(r, P * )
which, reasoning as in Theorem 3.1, givesr(P ) ≤ r * . Furthermore, as a result of the rounding operation one has
summing over P one obtains f (P ) ≤ Kf (P ), while summing over P * one obtains
i.e., P is ε-optimal considering the cost of the path alone. However, since we have already proven thatr(P ) ≤ r * , we can conclude that
i.e., P is ε-optimal by considering the ERA-SFSP-DCR objective function rf (P ).
Since the objective function value of the best solution found by the outlined approach is less than or equal tor(P )f(P ), the thesis follows. The stated approximation result is thus obtained with the announced time complexity, since there are at most m outer iterations, each performed in O(n 2 m 2 /ε) time.
The tricky part of the approach is the selection of the scaling factor f , which must be on one hand "large enough" so that all scaled costs are "small" (≤ n/ε), and on the other hand "small enough" to ensure that f ≤ f (P * However, the approaches outlined before still assume the ERA restriction. Since evidence have been provided [4] (in the multi-flow case but with fixed path) that this can be highly suboptimal, in next section we discuss exact MINLP models of SFSP-DCR that can be used to compute optimal solutions to the more general scenario, and therefore assess the effectiveness of ERA-H when applied to the non-restricted case.
Second-Order Cone Models
We now proceed at presenting MISOCP models for the general version SFSP-DCR. For this, we first introduce arc-flow binary variables x ij ∈ {0, 1} indicating whether or not arc (i, j) belongs to the chosen path P , so that we can use the standard flow conservation constraints
to model the s-d-path requirements. We also introduce arc reserve variables r ij , a single variable r min (with obvious meaning) and the corresponding constraints
that ensure on one hand that r ij = 0 if x ij = 0, and on the other hand that
Note that the finiteness condition (1) is represented in (8) , and cmax := max{ c ij : (i, j) ∈ A } is used in (8) to ensure that any arc not in the chosen path (x ij = 0) does not contribute to setting r min ; using c ij in (8) would not be correct, as it would imply that r min ≤ min{ c ij :
counting arcs not in the chosen path.
We then introduce θ ij variables to represent the arc-additive part of the delay defined by (2)- (3); with these, the delay constraint can be modeled as
where t is an auxiliary variable needed to express the nonlinear σ/r min term via the (rotated) SOCP constraint (10) . The issue now is to represent the fact that θ ij is zero if x ij = 0, while it is given by an appropriate (convex) nonlinear expression otherwise.
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We will first present the following big-M formulation for this fragment of the problem:
The formulation requires two extra sets of variables. Indeed, one would like to represent the nonlinear θ ij ≥ L/r ij term via the (rotated) SOCP constraint
but this is not possible because, since L > 0, neither θ ij nor r ij are allowed to be zero, whereas r ij = θ ij = 0 is expected when x ij = 0. This is why one introduces:
-constraints (11) to guarantee that x ij = 0 =⇒ θ ij = 0, although these may be also avoided since the model has no incentive in increasing the value of θ ij ;
-variables s ij ≥ 0 such that θ ij ≥ s ij if x ij = 1, while basically θ ij and s ij are "free" if x ij = 0;
All this requires a "big-M" in the constraints, which we claim is best set as
The rationale for this choice is as follows:
-When x ij = 0, (11)- (15) give
(as r ij = 0 as well). Since in this case s ij and r ′ ij can take any value (they do not appear in the objective function nor in any other constraint) we only need to choose a value of M for which a solution exists: this boils down to
-When x ij = 1 instead, (11)- (15) give
Hence, SFSP-DCR can be modeled as a MISOCP, and therefore solved by off-theshelf, efficient, general-purpose solvers like Cplex or GUROBI. However, the thusly proposed formulation has m binary variables and 4m + 2 continuous ones, together with m + 1 SOCP constraints and, more importantly, several big-M coefficients.
It can be expected that such a formulation may quickly become rather difficult to solve.
To avoid some of the issues in the previous formulation, we exploit a wellknown reformulation technique known as "Perspective Reformulation", that has been introduced in [13] and used in several applications with success (e.g. [14] [15] [16] [17] [18] ), although usually in a different form than the one that is presented here. The approach is based on the well-known fact (e.g. [19] ) that, given any convex function f : R q → R and the two sets
the best possible convex approximation of their (nonconvex) union is
The above formulation looks ill-defined when λ = 0, but, as we will see, in practice this is not an issue. We can readily apply this to (3); in particular, we take
and identify λ = x ij to obtain that our requirement can be modeled by the MINLP
The crucial observation is that (17) can be directly modeled as a (rotated) SOCP constraint; thus,
provides an exact reformulation of the problem. Indeed, the SOCP constraint (19) ensures that θ ij ≥ L/r ij when x ij = 1, but simply reduces to θ ij ≥ 0 when x ij = 0 (which will then mean that θ ij = 0 in any optimal solution since the model does not have any incentive to grow θ ij ), thus negating the need for the extra variables s ij and r ′ ij of the big-M formulation. Clearly, (18)- (21) is a more promising formulation than the one based on (11)- (15): while it has the same number of integer variables and conic constraints, it has only 2m + 2 continuous variables,
i.e., only m + 1 more than the structural ones, and clearly the minimum possible number to express the fractional terms in (2)- (3). Furthermore, the continuous relaxation of this formulation is likely to be significantly stronger, since the "optimal" reformulation of some (small) fragments of the model has been used; this has been already shown to yield significant performance improvements in other applications [13] [14] [15] [16] 18] , and the next section will show that the same holds here.
We finish this section by underlying a potential advantage of using MISOCP models: they could be easily generalized to the case where the cost comprises both reservation costs and fixed costs for the arc selection.
Computational Results
We now report our computational experiences aimed at assessing the relative efficiency and effectiveness of the different exact and heuristic approaches to SFSP- be interesting, it has not been carried out in this study; hopefully, it will be the subject of future investigation. We will refer to the model (18)- (21) as "P", and to the model using instead the constraints (11)- (15) 
The Instances
Constructing a set of significant DCR instances is a nontrivial exercise; fortunately, the recently released FNSS tool [20] provides a number of expert-tuned options to help devising realistic models of current telecommunications networks.
The generation process starts by selecting a network topology (basically, the graph G). For this, we considered two sets of real-world IP network topologies:
the GARR subset [21] of the Internet Topology Zoo [22] , and the SNDlib ones [23], which can be downloaded in gml format. Furthermore, in order to test our models on larger instances we used also random topologies generated according to the Waxman model [24] . This can be done directly by FNSS, which allows to generate random Waxman topologies simply by specifying the number of nodes n and the (probability) parameter α ∈ (0, 1], representing the link density: in our experiments we set n ∈ {100, 200} and α = 0.4.
Once the topology is loaded in FNSS (either by reading a gml file or by its internal random generator), one can assign realistic link capacities using one of the three allocation algorithms specifically designed for modeling PoP-level link capacity assignment in ISP backbones. These algorithms exploit the correlation between the amount of capacity assigned to a specific link and three metrics that are meant to capture the importance of the link; in particular, we used the edge betweenness centrality metric that corresponds to the number of shortest paths passing through a specific link. In particular, once one has specified a set of possible link capacity values w ij (in our case the standard {1, 10, 40} Gbps), the "edge betweeness" algorithm will assign a capacity from the set to all the links of the network proportionally to the edge betweenness centrality.
After this is done, FNSS also supports generation of realistic traffic matrices that take into account the capacities of the network. To generate a traffic matrix one needs to specify the mean traffic demand µ(T ) and its standard deviation σ 2 (T ); for our experiments we set µ(T ) = 0.8 Gbps and σ 2 (T ) = 0.05. We remark that SNDlib instances also provide link capacity and (multiple) traffic matrices, but for the sake of uniformity we used randomly-generated data on these, too.
Basically, the above set of parameters (together with arc costs) define an instance of a Multicommodity Min Cost Flow (MMCF) problem; in order to standardize and ease the distribution of our instances we thus created a correspond-ing set of MMCF instances in the well-known Mnetgen format [25] . We remark that FNSS generates by default n 2 traffic flows, i.e., one for each possible origindestination pair in the network; while this results in an acceptable number of flows in all the real-world instances, the same cannot be said for the Waxman ones, that would in this way get the order of 10000 flows. Restricting the number of flows in FNSS is possible but complex; thus, we rather exploited this "translation stage" to select a subset of the FNSS generated flows, limiting the number to n log n.
The last step of the generation process takes in input any MMCF instance and defines reasonable values for the missing parameters, basically the delay-related ones. For this, we implemented a DCR-generator that generates the remaining network parameters according to the suggestions of telecommunication network experts. In particular, the MTU L is set to 1500 bytes, since nearly all IP over Ethernet implementations use the Ethernet V2 frame format. Node delays n i and link delays l ij are then set equal to L/w ij ; individual reservation capacities c ij are taken to be all equal to the mutual reservation capacitiy w ij at this stage. Flow bursts σ are set to 3 times the MTU value. Finally, to define flow deadlines δ, we calculate the least possible value δ min , under which no routing is possible, and the maximum possible value δmax, over which the delay constraint becomes redundant.
As mentioned in Section 2.2, δ min can be computed using the ERA-I algorithm; as for δmax, one can use an analogous approach where each r ij is set to its minimum possible value ρ (as opposed to its maximum possible value c ij as in ERA-I). Then, δ is randomly chosen uniformly within the interval [ δ min , (δmax − δ min )β ] for a fixed parameter β; in our experiments we used β = 0.2.
All the produced files are freely available at [25] , and the DCR-generator will also be made available in due time. We remark that we tested, on a small subset of topologies, several other combinations of the generation parameters at the various steps (traffic matrices, delay, . . . ) but the general flavor of the results did not change significantly, so we believe that the ones reported in next section can be considered fairly typical.
Computational Experiments
In a first set of experiments, we assumed link speed w ij and link capacity c ij to coincide; in other words, each flow is individually routed in an "empty" network.
Because of our generation process (cf. Sect. 5.1), this means that each corresponding instance is feasible.
A first set of results related to the performance of the heuristics ERA-I and ERA-H is reported in Table 1 . For each instance of the three test sets (visually separated by an horizontal line) we report the size of the graph and the number of flows (k); each line of the table refers to the solution of all flows in the instance, one by one, as SFSP-DCR. For both heuristics, we report the average and the maximum (among all the flows of the instance) gap between the optimal value, as computed by the SOCP models, and the value of the solution returned by the heuristic. We do not report running times because, for both heuristics, they were negligible, always less than 0.001 seconds; furthermore, they will be reported later on (cf. Table 3 ). However, for ERA-H we report the failure rate (column "inf"),
i.e., the fraction of the instances (flows) for which ERA-H was not able to find a feasible solution. We don't do this for ERA-I because, as the theory predicts, it was always capable of finding a feasible solution. Of course, the average and the maximum for ERA-H were only computed for those flows for which it did produce a feasible solution.
The table clearly depicts a rather awkward picture, whereby ERA-I always produces solutions of rather abysmal quality (average gaps almost always larger than 50% and maximal gaps on the region of 90%) but solves all flows, whereas ERA-H consistently produces solutions of extremely good quality in average: as the "max" column shows gaps can be quite large at times, but the very low average means that this occurs very rarely. However, ERA-H fails to find solutions in a significant fraction of the cases (up to 85%), despite all instances being guaranteed to be feasible.
We then move on to Table 2 , which reports the behavior of the two generalpurpose solvers for the solution of the two MISOCP models P and bM. Since we did not set any time limit all solvers were capable of solving all instances, so we only report the (average and maximum) running time ("t") and the number of nodes ("n") they required. We do not report again instance information since the rows are organized exactly as in Table 1 and have the same meaning.
The table clearly shows that-how it should be expected-model P is much better than model bM. On the real-world networks, the first is between 2 and 6 times faster on average for Cplex and between 3 and 12 times faster on average for GUROBI, with similar (albeit often somewhat smaller) improvement rates on the maximum time. For the largest networks, the ratios climb to a factor of 10 and 15 for the average and to a factor of 20 and 35 for the maximum, respectively for Cplex and GUROBI. Hence, there is no reason not to use model P. The comparison between the two solvers is less clear: GUROBI is often somewhat faster, but also somewhat less consistent (although Cplex have occasionally shown numerical issues). Incidentally, these results probably depend on somewhat different strategies, as shown by the fact that GUROBI enumerates significantly more nodes, but it is often faster in doing so, which probably implies it being less reliant on strategies to improve the lower bound, such as valid inequalities; indeed, this is the typical approach that the folklore would associate to a faster behavior on "easy" instances but a less consistent one on"harder" ones. Yet, the two solvers are largely equivalent, and the results bode relatively well for the use of the P model in a real-world operating environment, with average and even maximum (except for a few cases for GUROBI) running times in the split-second range. However, as the size grows average (and especially maximum) running times become unfeasibly large. Admittedly, one could experiment with setting a tight time limit and/or a coarser optimality tolerance to the MISOCP solvers to determine whether or not good feasible solutions can be obtained (although not proven optimal) in much less time;
however, it is fair to say that these results already start to show the limitations of an approach entirely relying on general-purpose tools.
Given these results, for our final set of experiments we focused only on the P model. The rather peculiar behavior of the ERA-H heuristic, which is very effective when it does deliver a solution, but also rather prone to failure, suggests to try to combine the best characteristics of all the available approaches. One simple way to do that is to develop a three-pronged approach ("3P" in the following) that proceeds as follows:
1. initially it runs the very quick ERA-I, and if the instance is found to be unfeasible it terminates;
2. otherwise it runs ERA-H: if a solution is found it is reported and the approach terminates;
3. if all else fails, then model P is ran and its solution is reported. This is clearly not the most sophisticated approach: one could for instance choose to always run at least the root node of the P model to try to determine whether the current instance is one of the (very) Tables 3, 4 , 5, and 6 for γ = 0 (i.e., the "unloaded" network of Tables   1 and 2 ), γ = 0.2, γ = 0.4 and γ = 0.8, respectively. The rows of the tables are all organized in the same way as the previous ones. In the leftmost part of each table we report the (average and maximum) running times of the 3P approach, with both solvers, as compared to that of the direct MISOCP approach. In the middle part we report the (average and maximum) gap of 3P, which is of course the same for the two solvers, since that of the MISOCP is always zero. Finally, in the leftmost part we report the average (when it is larger than 1e-6 seconds)
and maximum running time of ERA-H, as well as the corresponding fraction of "failed" instances. This is just the number of flows for which a solution was not found when γ = 0, but for larger values of γ some of the instances actually do not have a solution; thus, in this case we report the fraction of the feasible instances (for which MISOCP and 3P can find a solution) that cannot be solved by ERA-H. Note that in one case (entry "***" in Table 6 ) not a single flow was feasible, and therefore this fraction had no meaning. Moreover, note that we do not report gaps for ERA-H since we can estimate them to be very close to these of 3P; the latter are bound to be slightly smaller, because 3P solves more instances than ERA-H and these in the difference set are solved with guaranteed zero gap, but the difference is negligible.
The results show that, for γ = 0, 3P is not much faster than the MISOCP on the GARR instances; this is not surprising, because the failure rate of ERA-H in these is very large, meaning that for more than 75% of the flows one actually ends up performing both approaches. However, on the same instances 3P is significantly faster than P for γ > 0: this is due to the fact that the percentage of unfeasible instances increases with γ, and these are quickly identified by ERA-I without a need to invoke neither of the other two components (although, infeasible instances are quickly identified by the general-purpose solvers as well, as it is easy to see since their running time also decreases).
On the SNDlib instances and on the Waxman-100 one, 3P most often requires a substantially smaller average running time than MISOCP (typically one order of magnitude less), while obtaining a very low average gap (less than 1%) in spite of the occasionally substantial (but, clearly, very rare) maximum gaps. For the SNDlib instances, the running time of ERA-H is significantly smaller; however, the heuristic fails in a significant number of cases. Furthermore, while for γ = 0 ERA-H is still two orders of magnitude faster on the Waxman-100 instance, when γ > 0 the difference is much smaller. This should be expected in view of the fact that its running time depends on |C|, and while for γ = 0 we have |C| = 3 in our instances, in the other (more realistic) cases |C| ≈ m. We remark that these results are strongly dependent on using the SPT.L.Queue approach in implementing ERA-H (and therefore 3P), since otherwise the approaches would be significantly less competitive: using the Bellman-Ford algorithm typically results in increased running times by two orders of magnitude, especially as the load of the network increases.
The effect of network load is even more apparent in the Waxman-200 instance:
indeed, while for γ = 0 ERA-H requires about 0.01 seconds, for γ > 0 its average running time is about 8 seconds, and the maximum about 10. For GUROBI this is actually larger than the mean running time, so that 3P turns out to be actually slower than P on average, although it is still significantly faster when the maximum is taken into account; things are different with Cplex only because for this instance it is significantly slower than GUROBI. Yet, all this is scarcely relevant: none of the proposed techniques can solve SFSP-DCR instances of that size efficiently enough.
Conclusions
Routing under QoS constraints is a new, interesting application that motivates the development of MINLP models with novel structures. In particular, the SFSP-DCR problem is an interesting optimization model that shows both a "classical" flow/path structure and a pretty uncommon nonlinear (albeit, fortunately, convex) resource constraint. This peculiar combination allows for the development of specialized approaches, largely based on shortest paths computations, for the case where the "nonlinear" features of the problem can be dealt with easily, such as when one restricts all the resource allocations to be equal; however, the general case gives rise to complex MISOCP models that require sophisticated reformulation techniques to be solved efficiently enough with general-purpose tools.
Our computational results show that one can solve SFSP-DCR with high efficiency for networks of realistic size, in particular if it is possible to cope with occasional (but very rare) suboptimal solutions; in this case, the "three pronged"
approach that combines combinatorial heuristics and the use of MISOCP models seems to be a promising option. Let us mention that split-second running times on ordinary hardware is feasible for practical applications, because routing decisions can nowadays be demanded to a specialized Path Computation Element (PCE) [26] that, unlike ordinary routers, can be computationally powerful and run a significant amount of non-routing-related software such as a general-purpose optimization solver. Besides, only one PCE per network is required, thus hardware, software and maintenance costs would not be a serious issue. Thus, the approaches presented in the paper could, at least in principle, be feasibly implemented in a real-world operating environments.
However, our results also show that there is still ample room for improvement.
When the size of the network increases, all the approaches become excessively slow. This is true not only for the MISOCP models, but also for the (otherwise very fast) combinatorial heuristics, even in its best case of all-equal costs; while efficient (approximated) versions could be devised for general costs, it must be expected that their practical performances be significantly slower than these for the allequal case. Hence, we believe that the study of nonlinearly-constrained shortest path (or flow) models is a promising new research venue that can both lead to significant methodological advances and foster practically useful applications. Table 6 Comparison of the P model and 3P for γ = 0.8
