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We present a simple model that we believe captures the key aspects of the competition between
superconducting and insulating states in twisted bilayer graphene. Within this model, the super-
conducting phase is primary, and arises at generic fillings, but is interrupted by the insulator at
commensurate fillings. Importantly, the insulator forms because of electron-electron interactions,
but the model is agnostic as to the superconducting pairing mechanism, which need not originate
with electron-electron interactions. The model is composed of a collection of crossed one-dimensional
quantum wires whose intersections form a superlattice. At each superlattice point, we place a locally
superconducting puddle which can exchange Cooper pairs with the quantum wires. We analyze this
model assuming weak wire-puddle and wire-wire couplings. We show that for a range of repulsive
intrawire interactions, the system is superconducting at ‘generic’ incommensurate fillings, with the
superconductivity being ‘interrupted’ by an insulating phase at commensurate fillings. We further
show that the gapped insulating states at commensurate fillings give way to gapless states upon ap-
plication of external Zeeman fields. These features are consistent with experimental observations in
magic-angle twisted bilayer graphenes despite the distinct microscopic details. We further study the
full phase diagram of this model and discover that it contains several distinct correlated insulating
states, which we characterize herein.
I. INTRODUCTION
The discovery of correlated insulating phases and su-
perconductivity in magic angle twisted bilayer graphene
(TBLG) [1–7] and related heterostructures has triggered
an explosion of interest in this phenomenon. An ocean of
ink has been spilled trying to explain this phase diagram
- see e.g. [8–28] for a representative but not exhaustive
list. Most of these works have adopted the premise that
the insulating phase, arising from electron correlation ef-
fects in the flatband TBLG, is ‘primary’ and the super-
conducting phase descends from the insulator (a natural
assumption given the original experimental data [1, 2],
where superconductivity arose only at particular fillings
close to an insulating phase). More recent experimental
data [6], however, has revealed superconductivity over
a much broader range of dopings (with many more in-
sulating states at commensurate fillings), and suggests
a different perspective, where the superconductivity is
‘primary’ and the system is superconducting at generic
fillings, but where the superconductivity is ‘interrupted’
by an insulating phase at commensurate fillings.
In this work we introduce and study a simple model re-
alizing superconductivity at generic fillings, interrupted
by insulating states at commensurate fillings. Crucially,
while the insulating states arise due to electron-electron
interactions, the model is agnostic as to the pairing mech-
anism, which could be e.g. electron-phonon in origin
[21, 22, 27, 28]. The model is highly simplified and
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does not pretend to be a detailed microscopic descrip-
tion of TBLG. However, we believe that it captures the
key physics of the competition between the supercon-
ducting and insulating states in this system. Moreover
the model is simple, well motivated, and exhibits a rich
phase diagram, including several sharply distinct insu-
lating phases, and as such should provide an interesting
point of departure for future theoretical and experimen-
tal investigations of the observed TBLG phase diagram.
The model consists of a network of locally supercon-
ducting puddles connected by quantum wires. Such a
model does not depend on the pairing mechanism at
play - the basic assumption is simply that local supercon-
ducting fluctuations generically arise, for whatever rea-
son, and we now wish to determine if the global phase
structure is that of a superconductor (generic fillings) or
an insulator (commensurate fillings). This depends on
whether the quantum wires are able to efficiently me-
diate Josephson couplings between the puddles, which
in turn depends on whether the wires are themselves in
a metallic phase, and on whether Cooper pair tunnel-
ing between puddles and wires is a relevant perturba-
tion. We address these questions using a Luttinger liq-
uid approach, whereby intrawire interactions are treated
non-perturbatively, but interwire and wire-puddle cou-
plings are treated in a perturbative fashion. The system
is assumed clean, although as we will subsequently ar-
gue, the results are expected to be robust to weak disor-
der. The resulting system is shown to have a rich phase
diagram, with superconductivity at generic fillings, and
multiple potential interaction-driven insulating phases at
commensurate fillings. The magnetic field response of
these insulating phases is discussed, and it is demon-
2strated that some at least are suppressed by Zeeman
field, consistent with experimental observations [1, 2].
The tantalizing similarity between our theoretically ob-
tained ‘phase diagram’ and the TBLG experimental ob-
servations should be taken seriously, and we believe that,
in spite of the manifest simplicity of our model, our work
may have captured some essential minimal aspects of the
physics underlying the recent TBLG experimental obser-
vations.
A ‘coupled wire network’ of this sort was first proposed
as an effective theory for twisted bilayer graphene in [29].
The logic was that regions with locally AB registry would
be gapped by external electric field, but gapless modes
would arise at the domain walls between locally AB and
locally BA regions. These domain walls would intersect
at regions of locally AA registry, which would also be
gapless. A detailed microscopic model of this sort gives
rise to a triangular lattice of quantum wires supporting
helical modes. In this work, however, we simplify further
to a square lattice of quantum wires hosting ‘ordinary’
(not helical) Luttinger liquids, with no valley degeneracy.
We believe this simplified model captures the key physics
of the competition between superconductivity and insu-
lating behavior, and as we will argue, we do not believe
the differences in microscopic details to be important for
this key physics. We note also that while the compe-
tition between superconductivity and insulating states
in wire models has previously been discussed in [30], in
this prior work the superconducting and insulating states
both arise from electron-electron interactions within or
between the quantum wires. In contrast, in our work
the superconducting state can have a completely sepa-
rate origin, and need not arise from the same mechanism
as the insulating state with which it competes. Techni-
cally, this distinction is implemented by our placing lo-
cally superconducting puddles at the wire intersections.
Since it is difficult to envision generic superconductivity
arising from electron-electron interactions because of its
fundamental repulsive nature, the flexibility of our model
allowing superconducting and insulating states to arise
from distinct mechanisms, if necessary, is a key feature
of our theory.
The rest of this article is organized as follows: We first
introduce the interacting network model. Then, standard
bosonization and weak coupling analysis are applied. We
discuss all the possible phases and construct phase dia-
grams. We then discuss the implications for TBLG and
potential generalizations, and conclude.
II. MODEL
We consider a network consisting of zero-dimensional
superconducting puddles and one-dimensional (1D)
crossed quantum wires. As illustrated in Fig. 1, the
quantum wire arrays form a square superlattice with a
lattice constant d, and the superconducting puddles are
located at the superlattice points (wire intersections). In
FIG. 1: The setup of the hybrid network system. Black and
blue lines indicate horizontal and vertical 1D quantum wires;
yellow dots are the isolated superconducting puddles. (a) The
network consists horizontal and vertical quantum wires that
intersect at the positions of the superconducting puddles. (b)
Zoom-in at an intersection. All the interwire (red arrows)
and puddle-wire couplings (green arrows) are treated pertur-
batively. We perform Luttinger liquid analysis in this regime.
the absence of any coupling, the phases of the supercon-
ducting puddles are random. Meanwhile, the couplings
at the wire intersections enable interaction-driven phases
including two-dimensional (2D) superconductivity. This
network model can be analyzed via standard bosoniza-
tion analysis for 1D fermions [31, 32] in the weak wire-
puddle and wire-wire couplings limit.
The network model in Fig. 1 can be decomposed to
three parts: 1D quantum wires (H(1D)), superconducting
puddles (H(SC)), and couplings at the wire intersections
(H(X)). First, the quantum wire Hamiltonian is H(1D) =∑
nx
H
(1D)
y;nx +
∑
ny
H
(1D)
x;ny where H
(1D)
y;nx (H
(1D)
x;ny ) describes
a vertical (horizontal) quantum wire located at x = nxd
(y = nyd) and nx (ny) is an integer. We consider a
single-channel spin− 12 fermion for each 1D quantum wire.
For simplicity, we assume that all the 1D systems are
identical and with periodic boundary conditions. The
predictions of this work will remain valid even away from
this special limit. The kinetic part of the Hamiltonian is
given by
H0 =
∑
σ=↑,↓
∫
x
vF
[
R†σ (−i∂xRσ)− L†σ (−i∂xLσ)
]
, (1)
where vF is the Fermi velocity, σ is the spin index, and
Rσ (Lσ) is the right (left) moving chiral fermion.
The interactions of interest are enumerated based on
symmetry and relevance in renormalization group (RG)
analysis. These are forward-scattering Luttinger liquid
interactions and backscattering interactions. The for-
mer can be included nonperturbatively in the standard
bosonization treatment [31, 32]. Here, we only list the
leading relevant backscattering interactions as follows
3[32]:
HU =U
∫
x
:
[
ei(4kF−Q)xL†↑R↑L
†
↓R↓ +H.c.
]
:, (2a)
HV =V
∫
x
:
[
L†↑R↑R
†
↓L↓ +H.c.
]
:, (2b)
where kF is the Fermi wavevector, Q is the wavevector
commensurate to the superlattice, and : O : denotes the
normal ordering of O. HU corresponds to a umklapp
interaction of the charge mode, and HV is a conventional
backscatering of the spin mode. In this work, we assume
the spin sector is gapped by this backscattering in the
absence of an external magnetic field.
In addition to the intrawire interactions in quantum
wires, one can apply an external Zeeman field to spin-
polarize the system. The primary effect of the external
magnetic field can be captured by the fermi wavevector
mismatch between different spin species, |kF↑ − kF↓| =
δkF ∝ B (B the strength of the Zeeman field). This
generally suppresses the spin gap; the charge commensu-
ration is less sensitive to the Zeeman field unless the 1D
band curvature becomes important.
Now, we discuss the zero-dimensional superconducting
puddle. H(SC) =
∑
nx,ny
H
(SC)
nx,ny , where H
(SC)
nx,ny is a local
superconducting puddle at (x, y) = (nxd, nyd). For each
nx and ny,
H(SC)nx,ny =
∑
j
Ej
(
d†j↑dj↑ + d
†
j↓dj↓
)
−G
∑
j,j′
d†j↑d
†
j↓dj′↓dj′↑,
(3)
where Ej is the energy of level j and G > 0 is the in-
teraction coupling constant. We consider local mean-
field s-wave superconducting order of the puddle which
requires two assumptions [33, 34]: (a) The local tem-
perature is lower than the critical temperature, and
(b) the size of the puddle is larger than the coherence
length. We further assume that the local order parameter
is ∆nx,ny = −G
∑
j〈dj↑dj↓〉nx,ny = |∆|eiΦnx,ny , where
|∆| is a constant amplitude and Φnx,ny is the position-
dependent phase. A uniform superconductivity is estab-
lished if the system develops global phase rigidity, but
not if the phase on each puddle can be freely varied.
Last, we discuss all possible perturbations (allowed by
symmetry and based on relevance in RG analysis) at the
wire intersections (superlattice points). There are two
types of couplings: wire-puddle couplings H
(X)
wp and wire-
wire couplings H
(X)
ww . Since each puddle forms a super-
conducting gap, the primary wire-puddle coupling is the
Cooper pair hopping. Such a process at each nx and ny
is given by
H(X)wp =
[
Jxd
†
0↓d
†
0↑Cx + Jyd†0↓d†0↑Cy +H.c.
]
, (4)
where Jx and Jy are the Cooper pair hopping strengths,
d0σ is the puddle electron with spin σ at the Fermi en-
ergy, and Cx (Cy) is the spin-singlet Cooper pair opera-
tor of the horizontal (vertical) quantum wire. The ex-
plicit expression for the Cooper pair hopping is given by
Cx,y = [L↓R↑ − L↑R↓]x,y. Other wire-puddle interactions
are irrelevant and thereby ignored in this work.
There are three primary processes that couple hori-
zontal and vertical quantum wires at the wire intersec-
tions: single electron tunnelings (He), charge-density-
wave interactions (HC), and Cooper pair hoppings (H2e).
For each (nx, ny), the wire-wire coupling Hamiltonian is
H
(X)
ww = He +HC +H2e, where
He =te
∑
σ
[(
R†σ + L
†
σ
)
y
(Rσ + Lσ)x +H.c.
]
, (5a)
HC =tu
∑
σ,σ′
:
(
L†σRσ +R
†
σLσ
)
y
(
L†σ′Rσ′ +R
†
σ′Lσ′
)
x
:,
(5b)
H2e =t2e
[(
R†↑L
†
↓ −R†↓L†↑
)
y
(L↓R↑ − L↑R↓)x +H.c.
]
.
(5c)
The phases of the network model depend on the above
junction perturbations. We turn to analyze the pertur-
bations and construct the phase diagram next.
III. ANALYSIS
The network model can be studied analytically in
the weak wire-puddle and wire-wire coupling limit, with
intra-wire interactions being treated non-perturbatively.
The analysis in this section is strictly valid when L ≫
d ≫ α, where L is the system size, d is the superlat-
tice constant, and α is the microscopic scale, which in
turn requires the twist angle to be small. We first re-
view the properties of the quantum wires in the standard
bosonization approach. Then, the wire-puddle and wire-
wire couplings are treated as perturbations. We further
assume that the amplitude of the local superconducting
order parameter in a puddle cannot be suppressed but the
phase can be modified. Using these approximations, we
can classify the phases in our interacting network model.
Our objective here is to capture the effects of commensu-
ration and external Zeeman fields. The main results are
summarized in Table I and Fig. 2.
A. Quantum wires as Luttinger liquids
Each quantum wire can be described by a spinful Lut-
tinger liquid. With the standard bosonziation [31, 32],
the charge and the spin collective modes are decoupled.
The 1D Hamiltonian H0 +HU +HV [given by Eqs. (1)
4and (2)] becomes Hc +Hs, where
Hc =
vc
2pi
∫
x
[
Kc (∂xφc)
2
+
1
Kc
(∂xθc)
2
]
+
U
2pi2α2
∫
x
cos
[
2
√
2θc + (4kF −Q)x
]
, (6)
Hs =
vs
2pi
∫
x
[
Ks (∂xφs)
2
+
1
Ks
(∂xθs)
2
]
+
V
2pi2α2
∫
x
cos
[
2
√
2θs
]
. (7)
In the above expressions, θc (θs) is the ‘phonon-like’ bo-
son field of the charge (spin) collective mode, φc (φs) is
the ‘phase’ field of the charge (spin) collective mode, vc
(vs) is the velocity of the charge (spin) mode, Kc (Ks)
is the charge (spin) Luttinger liquid parameter, and α is
the microscopic ultraviolet length scale. The bosoniza-
tion convention is summarized in Appendix A. In the ab-
sence of Luttinger liquid interactions, vc = vs = vF and
Kc = Ks = 1. Kc < 1 (Kc > 1) for repulsive (attractive)
charge interactions. We consider general cases where Kc
and Ks can be tuned arbitrarily. The results for specific
microscopic models can be extracted from our analysis.
Note that we are assuming short-range electron-electron
interactions in our bosonization calculations, which is
a standard approximation for generic Luttinger liquid
theories. This can be justified by assuming that some
screening of Coulomb interaction necessarily happens in
TBLG because of the presence of metallic gates in the
system. Actually, our theory should apply for long-range
Coulomb interactions also with the modification that the
Luttinger exponents K become effective scale-dependent
exponents falling off extremely slowly, slower than any
power laws, at long distances.
The charge sector will remain gapless as long as
|4kF − Q| > δQc [35] (δQc is the critical threshold).
In this puddle-wire network model, the commensuration
wavevectorQ = 0,±2pi/d where d is the superlattice con-
stant. With commensuration (|4kF − Q| < δQc), the
perturbative RG flows [32] are
dyU
dl
=(2− 2Kc) yU , (8)
dKc
dl
=− 1
2
y2UK
2
c , (9)
where yU = U/(pivc). For Kc < 1, HU at commensu-
ration is relevant. For Kc > 1, HU is irrelevant for in-
finitesimal |U |. A charge gap can still develop when |yU |
is above the threshold value.
Meanwhile, HV given by the cosine term in Eq. (7) is
a regular backscattering contribution. With Ks < 1 or
a sufficiently large |V |, the spin sector Hs becomes fully
gapped at zero temperature. This is the same RG flow
as that in the charge sector with commensuration. In
addition, the phase field of spin, φs, will be completely
disordered. In this work, we will largely focus on the
network built by spin-gapped quantum wires.
We thus see that commensuration naturally has the ef-
fect of gapping out the quantum wires connecting super-
conducting puddles. When said wires are gapped, they
cannot mediate a long range Josephson coupling between
puddles (the Josephson coupling will decay exponentially
with distance [34]). As a result, the system cannot be
a global superconductor (at least at experimental tem-
peratures), and moreover, being everywhere gapped, will
exhibit insulating behavior. This gives a natural mecha-
nism for insulating phases to emerge at commensuration
- Fig. 2b.
We now discuss the effect of an external magnetic field
(Zeeman field). For simplicity, we consider a field ap-
plied in plane which will not couple to the orbital de-
gree of freedom, but will enter only through the Zee-
man coupling. As discussed in the previous section,
the fermi points of different spin species shift in the
opposite way. The cosine term in Eq. (7) becomes
cos
[
2
√
2θs + 2 (kF↑ − kF↓) x
]
. The spin sector will now
remain gapless for a sufficiently large |kF↑ − kF↓|. With
linear dispersion, the shifts of the fermi points do not af-
fect kF↑ + kF↓, so the charge sector remains the same as
in the absence of a magnetic field. With a finite curva-
ture in the 1D band, the charge sector at the commensu-
rate filling can also become gapless. To understand the
implications for the global phase, however, we must also
analyze the effect of interwire and wire-puddle couplings.
B. Couplings at intersections
Here, we discuss the roles of wire-puddle and interwire
perturbations at the wire intersections given by Eqs. (4)
and (5). To simplify the perturbative analysis, we con-
sider static superconducting puddles. Under such an ap-
proximation, we can derive perturbative RG flows for all
the perturbations at the intersections.
The wire-puddle coupling is dictated by hopping of
Cooper pairs. Under the static assumption, we can
replace d†0↓d
†
0↑ at (nx, ny) by its expectation value
〈d†0↓d†0↑〉nx,ny in Eq. (4). The spin-singlet Cooper pair
operator (C) in a quantum wire is bosonized to
C = 1
piα
Uˆ↓Uˆ↑ei
√
2φc cos
(√
2θs
)
, (10)
where Uˆσ is the Klein factor of an electron carrying spin
σ. With perturbative analysis in bosonization, the wire-
puddle Cooper pair hopping gives an RG flow as follows
dJx,y
dl
=
(
1− 1
2Kc
− Ks
2
)
Jx,y. (11)
The wire-puddle coupling Jx,y becomes relevant when
1/Kc + Ks < 2. In order for the system to develop
global superconductivity, we need Jx,y to be relevant.
5For spin-gapped quantum wires, we take Ks → 0 and
treat cos
(√
2θs
)
as a constant. The corresponding RG
flow suggests that Cooper pair hopping becomes relevant
when Kc > 1/2. This means that the pairing at the
wire intersection survives even for repulsively interacting
spin-gapped quantum wires (1/2 < Kc < 1). Meanwhile,
the Cooper pair hopping is suppressed parametrically for
V > 0 because the expectation value of cos
(√
2θs
)
is
small [36]. We note that Jx,y is always irrelevant for
charge-gapped quantum wire (equivalently to Kc → 0)
as the φc term becomes completely disordered.
The interwire couplings [given by Eq. (5)] can also
be studied via standard perturbative RG methods and
bosonization. The bosonized expressions are summarized
in Appendix B. We write down the leading order RG
flows as follows:
dte
dl
=
[
1− 1
4
(
Kc +
1
Kc
)
− 1
4
(
Ks +
1
Ks
)]
te, (12)
dtu
dl
=(1−Kc −Ks) tu, (13)
dt2e
dl
=
(
1− 1
Kc
−Ks
)
t2e. (14)
te is the single electron tunneling and is at most marginal
when Kc = Ks = 1. In the presence of Luttinger inter-
actions, we can just ignore single electron tunnelings for
small |te| since this operator is irrelevant. Meanwhile
tu is the density-density backscattering at the intersec-
tion which is relevant for Kc + Ks < 1. When tu be-
comes relevant, the systems develop ‘clogged junctions’
[37], inducing a globally insulating phase. Finally, t2e de-
scribes the Cooper pair hoppings among two intersecting
quantum wires. Such a process becomes relevant when
1/Kc +Ks < 1.
For the spin-gapped quantum wires, the RG flows can
be obtained by setting Ks → 0. In this case, te and
t2e are always irrelevant due to completely disordered
φs. Based on the perturbative RG, tu becomes relevant
when Kc < 1. However, the tu interaction with V > 0 is
parametrically suppressed [36], same as the suppression
in the wire-puddle Cooper pair hopping. Similar analysis
for charge-gapped quantum wires can be done by setting
Kc → 0.
The properties of these wire-puddle and interwire in-
teractions dominate the network phases. In particular,
the effective Josephson coupling determines if the sys-
tem can form uniform 2D superconductivity. There are
other interaction-driven phases from this network model.
We will turn to construct the phase diagrams next.
C. Phase diagram
In this network model, the zero temperature phases
can be built based on the properties of the 1D quan-
tum wires and the wire intersections. In the absence of
any coupling, the system is just a collection of decou-
pled quantum wires and isolated superconducting pud-
dles. We assume that the superconducting puddles have
random phases in this case, corresponding to no global
superconductivity. We now discuss whether phase rigid-
ity and global superconductivity should develop given the
couplings at the wire intersections and the quantum wire
properties.
To realize a uniform superconductivity in the network
model, the global phase coherence among the supercon-
ducting puddles is required. The charge conduction of
the quantum wires is crucial as the superconducting pud-
dles can interact by transferring Cooper pairs via the 1D
quantum wires. Therefore, a 2D superconducting state
requires two conditions, gapless charge modes in the 1D
quantum wires and relevant wire-puddle couplings (Jx,y)
at wire intersections. Based on the perturbative RG anal-
ysis in the previous subsection, we can identify the regime
that hosts uniform 2D superconductivity at zero tem-
perature. Interestingly, the 2D superconductivity may
survive repulsive interactions for spin-gapped quantum
wires. There are five additional possible phases in this
interacting network model, besides the 2D superconduc-
tor, and four of these are charge insulators - the fully
gapped insulators, clogged insulators [37], and spin Lut-
tinger liquid. The properties of the phases are summa-
rized in Table I.
A fully gapped insulator requires both charge and
spin gaps in the 1D quantum wire. This requires re-
pulsive interactions (Kc,Ks < 1) at weak backscatter-
ing, plus commensuration. Concomitantly, in this phase
the Cooper pair hoppings at the wire intersections will
be suppressed since φc becomes completely disordered.
A clogged insulator in contrast contains gapless charge
and/or spin modes in the quantum wires. At the wire
intersections, both charge and spin modes are gapped by
the ‘clogging’ phenomenon discussed in [37]. In Table I,
we use C-Clogged and S-Clogged to distinguish the 1D
gapless charge mode and spin mode respectively. These
clogged phases can arise only for sufficiently strong in-
trawire repulsions, but can arise even away from com-
mensuration. The clogged phases, like the fully gapped
phase, are insulators for both charge and spin. Mean-
while, the spin Luttinger liquid phase is an insulator for
charge, but a conductor for spin, and can only arise in
the presence of commensuration and Zeeman field (or al-
ternatively, with commensuration and interactions that
are repulsive in the charge sector but weakly attractive in
the spin sector). Finally, in the presence of Zeeman field
(or with weak attractions that are attractive in the spin
sector, Ks > 1), there can arise a metallic phase which
is a conductor for both charge and spin.
We first focus on the network made by spin-gapped
quantum wires. For a generic incommensurate filling
[see Fig. 2 (a)], the system is generically a superconduc-
tor, but can become a clogged insulator for sufficiently
strong repulsive interactions. The superconducting state
competes with the clogged state for 1/2 < Kc < 1. We
note that both the tu interaction and the wire-puddle
6Phase 1D C-gap 1D S-gap X pairing X C-gap X S-gap
SC/SC∗ x - X x -
Fully Gapped X X x X X
C-Clogged x X x X X
S-Clogged X x x X X
Metal (M) x x x x x
S-LL X x x X x
TABLE I: Possible network phases and the corresponding properties. 1D C-gap (S-gap) indicates the gap in the charge
(spin) sector of 1D quantum wires; X pairing means a finite Cooper pairing tunneling at the intersection, characterizing by
a relevant Jx,y; X C-gap (S-gap) corresponds to a local charge (spin) gap at the intersection. SC/SC
∗ corresponds to a 2D
superconducting phase; Fully gapped indicates an insulator with all the gapped wires and the gapped intersections; C-Clogged
(S-Clogged) corresponds to an insulator with gapless charge (spin) 1D wires but with gapped intersections; Metal (M) indicates
a metallic state; S-LL is a phase with 1D spin Luttinger liquids. These phases are discussed in the main text.
FIG. 2: Zero temperature phase diagrams of the network
model. The right column is near commensuration, the left
column is away from commensuration. The properties of the
phases are discussed and summarized in Table I. We present
the phase diagrams with the 1D quantum wire properties.
The spin gapped cases, (a) and (b), can be viewed as the ab-
sence of a Zeeman field. δQ is the incommensuration measure
in the charge umklapp interaction given by Eq. (2a). For spin
gapless cases, (c)-(f), we discuss Ks < 1 [(c) and (d)] and
Ks > 1 [(e) and (f)] separately. We assume 0 < Ks < 2 in
this work.
Cooper pair tunneling are parametrically suppressed (but
nonzero) for repulsive spin-gap interactions (V > 0) [36].
The clogged state dominates for Kc < 1/2. With at-
tractive interactions (Kc > 1), the network model de-
velops a 2D superconducting phase. When the 1D spin
gapped quantum wires are at commensurate electron fill-
ings [see Fig. 2 (b)], the charge sector becomes gapped for
Kc < 1 or for sufficiently large |U | [32]. The fully gapped
regime comes from the RG analysis in Eqs. (8) and (9).
As shown in Fig. 2 (b), the superconducting regime is
largely suppressed comparing with Fig. 2 (a). Combin-
ing Fig. 2 (a) and (b), we can identify a sizable range
of states that experience superconductor-insulator tran-
sition tuned by the filling of the 1D quantum wires. This
feature is reminiscent of the experimental observation of
the superconductor-insulator transitions in [6]. We will
discuss the potential relations in the next section.
Now, we discuss the spin gapless quantum wires which
can be viewed as the original spin gap wires in the pres-
ence of Zeeman fields. For a generic incommensurate fill-
ing [see Fig. 2 (c) and (e)], there are three possible phases:
metallic phase, superconducting phase, and clogged insu-
lators (S-Clogged). In this case, the 2D superconductiv-
ity takes place when Kc > 1/(2 −Ks). For Ks < 1, the
clogged insulators appear for sufficiently strong charge
repulsive interactions Kc < 1 − Ks. At the commen-
surate fillings [see Fig. 2 (d) and (f)], a charge gap is
formed in each spin-gapless quantum wire for Kc < 1 or
for sufficiently large |U | [32]. In the absence of other per-
turbations, the network phase is a collection of decoupled
spin Luttinger liquids. A clogged insulator also arises for
Kc < 1 − Ks, similar to the cases with incommensu-
rate fillings. For Ks > 1, there exists a region such that
neither the charge gap nor the Cooper pair hopping is
formed. Therefore, we predict a metallic phase between
the spin Luttinger liquid phase and the 2D superconduc-
tivity. The clogged states do not arise for KS > 1.
IV. CORRELATED INSULATOR
PHENOMENOLOGY
We first focus on the spin-gapped quantum wire net-
work without commensurate fillings [Fig. 2 (a)], which we
believe to be the ‘generic’ scenario. The 2D superconduc-
tivity appears generically for interacting quantum wires
with attractive charge-charge interactions. More inter-
estingly, the 2D superconductivity can even coexist with
a repulsively interacting network for some parameter re-
gions (SC∗ in Table. I and Fig. 2) [38]. The establishment
7of the coherent superconducting phase is due to the vir-
tual Cooper pair exchange among superconducting pud-
dles via charge conducting quantum wires. Formally, one
can derive an effective action of the coupling between su-
perconducting puddles by integrating over the electronic
degrees of freedom. In what follows, we summarize the
main results and relegate the derivations to Appendix C.
The effective Josephson coupling depends on the prop-
erty of the quantum wire network and is temperature
dependent. The transition temperature (Tc) of this 2D
superconductivity is determined by the nearest-neighbor
effective Josephson couplings at Tc. For T ≪ Tc, two
distant superconducting puddles (separated by r) inter-
act in a power law manner, r
1
Kc
−1 for Kc < 1 (repulsive
interacting wires). For Kc > 1 (attractive interacting
wires), we have infinite range interactions such that the
system should be well described by an infinite range mean
field theory. In this regime, we do not expect finite range
perturbations or spatial inhomogeneity (e.g., disorder) to
have any significant impact.
For a spin gapped quantum wire network at commen-
surate fillings [Fig. 2 (b)], fully gapped insulating states
arise for repulsive interactions (Kc < 1) or for a large
|U |. The presence of charge gap blocks Cooper pair hop-
ping between superconducting puddles. As a result, uni-
form 2D superconductivity is not expected owing to the
incoherent phases among the puddles. The commensu-
ration condition corresponds to filling factor ν = ±1/2
(ν = ±2 in the terminology of [6]) in the moire´ mini
band. To see this, note that if the only gapless states are
on the domain walls, then 2kF for the domain walls must
be proportional to density (Luttinger’s theorem). When
the conduction (valence) band is completely full (empty)
then 2kF must equal a reciprocal lattice vector. Ergo,
when the conduction (valence) band is half full, then 2kF
must equal half a reciprorcal lattice vector, such that the
umklapp process is commensurate. Meanwhile, at charge
neutrality ν = 0, we have kF = 0 by particle hole sym-
metry, which also corresponds to a commensurate filling.
Such a filling-driven superconductor-insulator transition
in the network model is reminiscent of that in the magic-
angle twisted bilayer graphenes [2, 3, 6]. In particular,
series of insulating states were observed at commensu-
rate fillings, and the system stayed superconducting for
generic fillings [6]. Our theory provides a natural expla-
nation for this observation.
Now, we discuss the effect of in-plane magnetic field
(Zeeman field) on the spin-gapped quantum wire net-
work. Generically, the spin gap is sensitive to the applied
Zeeman field as we have discussed in Sec. III A. The Zee-
man field induces spin imbalance, kF↑ 6= kF↓, such that
the spin backscattering given by Eq. (2b) becomes ir-
relevant [39]. At commensurate fillings, the insulating
regions in the phase diagram of the spin-gapped quan-
tum wires (the absence of a Zeeman field) are thereby
replaced by the spin Luttinger liquids or the clogged in-
sulators [Fig. 2 (d) and (f)]. We expect this effect to take
place even if the superconducting puddles survive the ap-
plied magnetic field. A sufficiently strong Zeeman field
may also suppress the charge gap due to finite 1D band
curvature. We note that a Zeeman field driven instabil-
ity of the correlated insulator is also observed in TBLG
experiments [1–3, 6]. All the possible phases (ignoring
suppression of superconducting puddles by Zeeman field)
are summarized in Fig. 2 (c)-(f).
V. DISCUSSION
In this work, we present a minimal network model that
we believe captures a key aspect of the competition be-
tween superconductivity and insulating phases in TBLG.
The model consists of quantum wires and superconduct-
ing puddles (see Fig. 1). Within the standard weak cou-
pling analysis, we demonstrate commensuration-driven
superconductor-insulator transitions and Zeeman field
suppression of the insulating states. Both features are
reminiscent of the phenomenology in the magic-angle
twisted bilayer graphene. We also construct the full
phase diagram of this minimal model, which contains
multiple competing correlated insulating phases.
We now discuss how our minimal model relates to ac-
tual TBLG. As has been discussed [29] and shown [40, 41]
in the literature, it is natural to expect the experimental
systems with small twist angles to be almost everywhere
gapped, with gapless states arising only at domain walls
between regions with locally AB and locally BA registry,
and at the vertices where such domain walls intersect,
which will have locally AA registry. Systems at the first
magic angle also share the above discussed properties ex-
cept that the local AA registries contain considerable
electronic states [40]. Thus, a ‘coupled wire’ network
with ‘puddles’ at the vertices should be a good descrip-
tion for TBLG. However, there are some differences in
microscopic details. For starters, the wire network ap-
propriate for TBLG would consist of a triangular lattice
of quantum wires, with six wire segments connecting to
each vertex, whereas we have simplified to a square lattice
of quantum wires, with four wire segments connecting to
every vertex. We do not believe that this detail will qual-
itatively affect the competition between superconducting
and insulating phases. It will however complicate the
analysis, and may affect some details regarding exactly
where the phase transitions lie - we defer considerations
of this more complicated lattice geometry to future work.
Additionally, in physical TBLG, the quantum wires are
valley degenerate, and contain helical domain walls, with
the two valleys supporting domain walls with opposite
helicity. In this work, we have ignored the valley degree of
freedom altogether, and have modeled the quantum wires
as ordinary (not helical) Luttinger liquids. We do not be-
lieve that ignoring the helical nature of the domain walls
changes anything important since the ‘umklapp’ interac-
tion involving scattering two electrons from one valley to
another conserves crystal momentum, modulo reciprocal
lattice vectors of the moire superlattice, and is thus al-
8lowed. The insulating phases in our analysis arise from
the umklapp interaction. It is however possible, perhaps
even likely, that taking valley degeneracy into account
may lead to the emergence of still more potential insulat-
ing phases, including analogs of spin and valley polarized
‘quantum Hall ferromagnet’ phases. Such physics is pre-
sumably crucial to the emergence of insulating phases at
fillings ν = ±1,±3 in the terminology of [6] (without tak-
ing valley physics into account, our analysis only predicts
insulating phases as ν = 0,±2). Exploration of the inter-
play of spin-valley degeneracy and polarization with the
physics we have discussed herein would be a particularly
interesting topic for future work. It would also be inter-
esting to better understand the effect of the substrate,
which has been ignored in the present analysis.
Another essential simplification employed in this work
is that we have assumed the locally superconducting pud-
dles to involve s-wave pairing. If the local pairing sym-
metry was anything other than s-wave, then there would
be scope for frustration in the Josephson couplings, and
a more detailed analysis akin to [33] would be required.
Conceivably, one could then obtain some kind of ‘pseu-
dogap’ phase whereby Josephson couplings between pud-
dles were strong, but the system was prevented from es-
tablishing global phase coherence by frustration in the
couplings. Since the nature of the pairing symmetry in
TBLG is still not clear, we have steered clear of such an
analysis at present, but it would be an interesting ques-
tion to revisit in the future, once a consensus emerges as
to the pairing symmetry in the system.
In addition, we have approximated by treating the sys-
tem as clean, whereas in reality the experimental sys-
tem is known to be disordered. We do not expect weak
disorder to qualitatively affect our results. The insulat-
ing phases, being gapped either in the wires or at the
junctions, will be robust to disorder, whereas our super-
conducting phase is governed by long range Josephson
couplings, and should thus also be robust as long as the
disorder is weak. The effect of strong disorder is a more
interesting problem, which could be studied in the spirit
of Ref. [42] (although, the TBLG samples of experimen-
tal interest being very clean with very high mobilties,
the strong disorder limit may be of little practical rel-
evance). Strong impurity backscattering will create a
‘bottleneck’ for the charge transport in the associated
wire segment. A uniform 2D superconductivity can still
arise as long as such bottleneck segments do not percolate
the entire system. Another relevant form of disorder is
the twisted angle fluctuation [3] which results in a mod-
ulation of the superlattice spacing d. Since the effective
nearest-neighbor Josephson coupling depends on d, we
expect phase separation of the superconducting domains
and the normal state domains at some intermediate fi-
nite temperatures. Nevertheless, global superconductiv-
ity will persist as long as superconducting domains per-
colate. Last, we have assumed that disorder is not strong
enough for localization physics to become important. If
it does, then that opens a whole new direction for ex-
ploration [43]. We defer a more detailed exploration of
strong disorder physics to future work.
Finally, we discuss the possible role of the ‘magic an-
gle’ twist in our theory. In fact, we believe the magic
angle concept is not essential to the experimentally ob-
served TBLG phenomenology and all that is necessary is
a twist angle small enough to substantially enhance inter-
action and correlation effects through the flatband moire´
superlattice physics. In our theory, the small twist an-
gle leads to the creation of the superconducting puddles
by strongly enhancing the applicable pairing interaction–
for electron-phonon interaction mediated TBLG super-
conductivity, for example, this is demonstrated explicitly
in Refs. [21–23]. For larger twist angles, the supercon-
ducting puddles would not form and our model for com-
peting superconducting and insulating phases would not
apply. Another aspect where the magic angle concept
may apply is through the Luttinger parameters, which
may all be close to unity (non-interacting limit) far away
from the magic angle, whence the relevant cosine terms
may be rendered only weakly relevant, thus becoming
unimportant on experimental length scales. Our network
model and the derived consequences, e.g. the competing
quantum phases, while depending quantitatively on the
precise value of the twist angle, are not crucially depen-
dent on the twist angle being the exact magic angle. We
simply need a twist angle small enough to enhance in-
teraction effects sufficiently to lead to superconducting
puddles and strongly relevant Luttinger parameters.
To conclude: we have provided a simple model which
we believe captures the key physics of the competition
between superconductivity and insulating behavior in
twisted bilayer graphene. Crucially, the model is agnos-
tic as to the origin of pairing, which need not come from
electron-electron interactions, but nonetheless gives rise
to a phase diagram with superconductivity at ‘generic’
filings interrupted by correlation driven insulating phases
near commensuration. It must be noted that there are
multiple counts on which our toy model is not a faithful
description of TBLG. As such, it is not intended to be the
last word on the description of the system. Nevertheless,
we believe that it does capture the essential physics, par-
ticularly with regards to the effects of commensuration
and Zeeman field, and as such may be a fruitful point
of departure for future investigations. In particular, our
analysis provides a natural way to incorporate the in-
tuition of ‘superconductor as primary phase, interrupted
by insulator at commensurate fillings,’ which is suggested
by the data of [6], and if this turns out to be the correct
perspective on the problem, then the framework we have
herein introduced may prove to be a natural point of de-
parture for theoretical descriptions. Finally, of course,
the model we have introduced is interesting in its own
right, exhibiting a rich phase diagram, and is therefore
also itself worthy of experimental investigation.
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Appendix A: Bosonization Convention
We apply the standard bosonization [31, 32] in this
section. The right and left movers are bosonized via the
following formulae.
Rσ =
Uˆσ√
2piα
ei(φσ+θσ), Lσ =
Uˆσ√
2piα
ei(φσ−θσ), (A1)
where α is the ultraviolet length scale and Uˆσ is the
Klein factor with spin σ. The density and the current
of each spin sector can be expressed by ρσ =
1
pi
∂xθσ and
Iσ = − 1pi∂tθσ. Following the standard treatment [32],
we introduce the charge and spin collective variables as
follows:
θc =
1√
2
(θ↑ + θ↓) , φc =
1√
2
(φ↑ + φ↓) , (A2)
θs =
1√
2
(θ↑ − θ↓) , φs = 1√
2
(φ↑ − φ↓) . (A3)
The quantum wire with intrawire interactions, HU and
HV [given by Eq. (2)], can be decomposed in the spin and
charge collective coordinates.
Appendix B: Bosonized impurity interactions
The wire-wire impurity interactions [given by Eq. (5)]
are bosonized to
He =te
∑
σ=↑,↓
[(
R†σ + L
†
σ
)
y
(Rσ + Lσ)x +H.c.
]
,
→2te
piα
∑
σ=↑,↓
Uˆσ,yUˆσ,x
[
e−iφσ cos θσ
]
y
[
eiφσ cos θσ
]
x
+H.c.
(B1a)
HC =tu
∑
σ,σ′
:
(
L†σRσ +R
†
σLσ
)
y
(
L†σ′Rσ′ +R
†
σ′Lσ′
)
x
:,
→ 4tu
pi2α2
[
cos
(√
2θc
)
cos
(√
2θs
)]
y
[
cos
(√
2θc
)
cos
(√
2θs
)]
x
(B1b)
H2e =t2e
[(
R†↑L
†
↓ −R†↓L†↑
)
y
(L↓R↑ − L↑R↓)x +H.c.
]
→ t2e
pi2α2
Oˆ2ee
i
√
2(φc,x−φc,y)cos
(√
2θs,y
)
cos
(√
2θs,x
)
+H.c.
(B1c)
where Oˆ2e = Uˆ
†
↑,yUˆ
†
↓,yUˆ↓,xUˆ↑,x. In addition to the above
perturbations, other impurity interactions can also give
terms like (∂xθc) cos(
√
2θc). However, these perturba-
tions are always irrelevant in the RG analysis. We also
note that the HC interaction here is different from the
crossed sliding Luttinger liquid study [44]. Therefore, we
don’t expect sliding Luttinger phase here.
Appendix C: Effective Josephson coupling
Here, we derive the effective Josephson coupling among
two adjacent superconducting puddles. We follow the
ideas listed in appendix of Ref. [33]. We consider a 1D
quantum wire with two superconducting puddles located
at x = 0 and x = r. The imaginary-time action is S1D +
Spuddle + SI where S1D describes a 1D spinful Luttinger
liquid, Spuddle is the action of the two superconducting
puddles, and
SI = J
∫
τ
[∆∗0(τ)C(τ, 0) + ∆∗r(τ)C(τ, r) + H.c.] (C1)
is the Cooper pair hopping. ∆x is the local supercon-
ducting complex order parameter at position x and C
is the singlet Cooper pair field. After integrating over
the S1D, we can derive the lowest order (O(J2)) effective
Josephson coupling among puddles as follows
SJ =− J
2
2
∫
τ,τ ′
[
∆∗r(τ)∆0(τ
′)
〈C(τ, r)C†(τ ′, 0)〉+H.c.]
(C2)
=− J
2
2
∫
ωn
[
∆˜∗r(ωn)∆˜0(ωn)κ(ωn, r;β) + H.c.
]
, (C3)
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where β is the inverse temperature, ∆˜x(ωn) is the Fourier
transform of ∆x(τ), and
κ(ωn, r;β) =
∫ β
0
dτ eiωnτ
〈C(τ, r) C†(0, 0)〉 . (C4)
The long time dynamics is govern by κ(ωn = 0, r;β).
In addition, the effective Josephson coupling among two
superconducting puddles is Jeff = J
2|∆|2κ(0, r;β).
Within bosonization, the Cooper pair correlation func-
tion is given by
〈C(τ, r) C†(0, 0)〉
=
1
pi2α2
〈
ei
√
2φc(τ,r)e−i
√
2φc(0,0)
〉
c
×
〈
cos
[√
2θs(τ, r)
]
cos
[√
2θs(0, 0)
]〉
s
, (C5)
where the spin and charge sectors can be evaluated
separately. For simplicity, we assume a spin gap and
V < 1. In the semiclassical approximation, the spin sec-
tor
〈
cos
[√
2θs(τ, r)
]
cos
[√
2θs(0, 0)
]〉
s
≈ 1. Therefore,
the Cooper pair correlation function becomes [31, 32]
〈C(τ, r) C†(0, 0)〉
≈ 1
pi2α2


(
piα
βvc
)2
sinh
[
pi
vcβ
(r + ivcτ)
]
sinh
[
pi
vcβ
(r − ivcτ)
]


1
2Kc
(C6)
=
1
pi2α2
2
1
2Kc
(
piα
βvc
) 1
Kc
[
cosh
(
2pir
vcβ
)
− cos
(
2piτ
β
)] 1
2Kc
. (C7)
With the above expression, the correlation function
κ(0, r;β) given by [Eq. (C4)] can be computed using
MATHEMATICA as follows:
κ(0, r;β)
=
2
1
2Kc
(
piα
βvc
) 1
Kc
pi2α2
β
2pi
×


2F1
(
1
2 ,
1
2Kc
; 1; −2
A−1
)
[A− 1] 12Kc
+
2F1
(
1
2 ,
1
2Kc
; 1; 2
A+1
)
[A+ 1]
1
2Kc


=
2
1
2Kc
−1T˜
1
Kc
−1
pi2vcα
×


2F1
(
1
2 ,
1
2Kc
; 1; −2
A−1
)
[A− 1] 12Kc
+
2F1
(
1
2 ,
1
2Kc
; 1; 2
A+1
)
[A+ 1]
1
2Kc


(C8)
where A = cosh
(
2T˜ r˜
)
, T˜ = piα
βvc
is the dimension-
less temperature rescaled by the cutoff energy (∼ vc/α),
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FIG. 3: The effective Josephson coupling as a function of
temperature. Based on Eq. (C8), we define a dimensionless
function κ˜(T˜ , r˜) ≡ pi2vcα21−
1
2Kc κ(0, r;β), where T˜ = piα
βvc
and
r˜ = r/α. We fix r˜ = 20 and plot κ˜(T˜ , r˜) for different values of
the Luttinger parameter K. Red line indicates K = 0.5; blue
line indicates K = 0.75; green line indicates K = 1; orange
line indicates K = 1.25; black line indicates K = 1.75. For
all the cases, κ˜ is a monotonically decaying function in T˜ . We
note that the Luttinger liquid theory is valid for T˜ < 1 since
T˜ is the ratio of physical temperature to the cutoff energy.
Tuning r˜ will not change the qualitative results. Generally,
larger r˜ means smaller κ˜(T˜ , r˜). Inset: The semi-log plot of κ˜
v.s. T˜ .
r˜ = r/α is the dimensionless length, and 2F1 is the or-
dinary hypergeometric function. We further define a di-
mensionless function κ˜(T˜ , r˜) ≡ pi2vcα21−
1
2Kc κ(0, r;β). In
Fig. 3, κ˜(T˜ , r˜) is a monotonically decaying function in
temperature for the physically relevant parameter regime
(e.g., 1/2 ≤ K < 2). The critical temperature of the
2D superconductivity in the main text is determined by
Tc = Jeff(Tc) = J
2|∆|2κ(0, r; 1/Tc).
Another interesting question is how does the effective
Josephson coupling varies in r at low temperatures. We
first take the zero temperature limit of Eq. (C5) and
then compute κ(0, r;∞) ∝ ∫∞
0
dτ(r2 + v2cτ
2)−
1
2Kc . For
Kc < 1, κ(0, r;∞) ∝ |r|1−
1
Kc , a power law decay func-
tion depending onKc. Meanwhile, κ˜(0, r;∞) diverges for
Kc > 1. The divergence indicates a distance independent
Josephson coupling in the effective action. Therefore, the
putative zero temperature superconducting order with
Kc > 1 is robust against finite range perturbations (in-
cluding disorder).
Finally, we discuss the effective Josephson couplings
but for spin-gapless quantum wires. κ(0, r;β) for the gen-
eral cases is difficult to compute analytically (except for
vc = vs). However, we do expect similar monotonically
decay behavior in temperature. The zero-temperature
effective Josephson coupling can be deduced from the
equal-time Cooper pair correlation,
〈C(0, r) C†(0, 0)〉 ∝
r−
1
Kc
−Ks . This implies that a divergent κ(0, r;∞) when
1
Kc
+Ks < 1.
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