Abstract-In this paper we present a novel signal processing algorithm and array for sound source localization in an enclosed area. This method, which has some similarity to the human eye structure, consists of a novel hemispherical microphone array with microphones on the shell and one microphone in the sphere center. A signal processing scheme utilizes parallel creation of a special closeness functions for each microphone direction on the shell in the time domain. By choosing microphone directions corresponding to the highest closeness function values and implementing a linear weighted spatial averaging on those directions we estimate the sound source direction.
I. INTRODUCTION Sound source localization with microphone arrays has received considerable attention as a means for the automated tracking of individuals in an enclosed space and as a primary component of any general-purpose speech capture and automated camera-pointing system. Several algorithmic approaches are available for sound source localization with microphone arrays. Existing sound source localization methods can be loosely divided into three categories: those based upon maximizing the steered response power of a beamformer [1] , high-resolution spectral estimation [2] , and time delay estimation based locators [3] . The field of Sound Source Localization (SSL) is mainly preoccupied with the third method [4] , in which time delay estimation of the speech signals relative to pairs of microphones is performed first [5] . This data, along with the microphone positions are then used to generate hyperbolic curves [6] which are then intersected in some optimal sense to arrive at a source location estimate [7] . Our method assumes no a priori knowledge of other approaches; instead it behaves like the eye which exploits distributed sensors on a hemispherical surface (retina) in addition to utilizing a focusing structure (pinhole or lens).
II. POSTULATES AND OBJECTIVES
We first utilize some general assumptions that are common in most of source localization methods in addition to other sensor array applications [8, 9] .
-The source is a wideband point source and the wavefront is planar (far field wave).
-The traveling medium is homogeneous and isotropic with a constant speed of wave propagation.
-All of the sensors (microphones) are omnidirectional and have zero mutual couplings. Based on the above assumptions, postulate that we have a hollow hemispherical structure distributed with a number of omnidirectional microphones on its shell plus one omnidirectional microphone located at the sphere center. Our goal then, is to define a closeness function for each microphone on the shell, which provides the maximum (or minimum) output value if the sound source coincides with the corresponding shell microphone direction, and monotonically lower (or higher) output values elsewhere. A shell microphone direction is any direction parallel to the line from the sphere center to the corresponding microphone on the shell. Obviously the sound source direction is not always in the direction of one of the shell microphones. Therefore we have to estimate the direction by interpolating the outputs of adjacent cells. This interpolation can be done with a minimum number of neighboring cells. The minimum number of points that can span a solid angle is three and the resulting area created by them is shaping a spherical triangle [10] . If the closeness function, which is a measure of the vicinity of the source wave norm and shell microphone direction, would have a linearly decreasing (or increasing) shape around the shell microphone direction, then the interpolation of the source direction from the neighboring sensor cell output values would be reduced to a simple linear weighted average. In this regard, the shape of closeness function output values versus angle is a narrow isosceles triangle (in 2D) or a narrow cone (in 3D). Having the dominant neighbor directions with their corresponding closeness values, as well the angular information of their direction (fixed by their physical location), one can easily estimate the sound source direction with some simple weighted average calculations.
III. CLOSENESS FuNCTION CLASSES AND FORMULATIONS
The most straightforward way to define a closeness function is by utilizing the pair consisting of two-microphone cellsthe microphone in the center (reference microphone), along with each of the microphones on the shell.
A. Two-Microphone Cells
Consider two omnidirectional microphones, which are separated by displacement r in a placement so that mo is located in the center and m, is located somewhere on the shell of a hemisphere (Fig. 1) . The sound source is also located far from the microphones to comply with the far field assumption. Without loss of generality we can shift the time origin of the sound source to the center of the sphere:
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So (t) = S(t) + nO (t)
As well:
Where i is the microphone index, ri is the time sound takes to propagate from the center microphone (mo ) to the ithmicrophone (mi), and ni(t) is the sum of noise and reverberation acquired by mi. Since S(t) is the amplitude of a natural sound signal and consequently differentiable, the Taylor series [11] expansion of the signal at the ith microphone about the center microphone signal is convergent and can be written as:
Assume S(t) is bandlimited and r, is small, therefore we can neglect the 2nd and higher order terms:
Considering (1) , (2) and (4) we have: 
T Considering (1), (2) and (6) we have:
From (5) and (7):
Tr and
Note that the left side of (8) is a measurable time gradient and the right side is a measurable 2-microphone spatial gradient, plus noise. Multiplying both sides of (8) by i; forms a standard least mean square (LMS) problem with the objective function:
Hence r, can be obtained by [12, 13] :
( 1 1) The term i was chosen as our first closeness function T candidate. It has a maximum value, where the sound source direction coincides with the ith microphone direction; as well it monotonically decreases with the angle between a sound source direction and the ith microphone direction(H. In fact,
we can easily observe that: ;r = T Cos(®) (12) and Tr is the time it takes for sound to travel between the shell and the center.
Therefore has a cosine shape drop off which is nonlinear as T well as very slow at and in the close vicinity of ith microphone direction (0 _ 0 ). Clearly this is not an ideal characteristic for a closeness function, based on our initial goals declared in section 2.
B. Three-Microphone Cells To resolve the problem of slow and nonlinear drop off, we present a modification to our initial cell configuration by adding a third microphone to our initial two-microphone cell. This third microphone has to be placed so that its direction is orthogonal to a second shell microphone's direction. From now on we assume that our microphones have a special distribution on the shell so that for each microphone mi on the shell, there is at least another microphone on ( 
13) T (SO (t) -SO (t -T)2
We append a spherical coordinate to the hemispherical shell, as depicted in Fig.2 . The angle 0, is the elevation angle of the sound source direction from the ith direction and p is the azimuth angle or deviation of the sound source direction from the ith three-microphone cell plane. Therefore: _ = cos 0 .sin(pq (14) Tr i r " = sinO,.sinfi, 7- V. IMPLEMENTATION A. Array construction and signal acquisition
The array structure was built with combination of cylindrical rods connected to junction holders located at vertices (Fig. 2,  Fig. 3) . (15) By dividing (14) to (15) Later by dividing each I1 (t) by its diagonal counterpart F, (t), we achieve all desired closeness functions.
In our selected geometry, every vertex has at least four other orthogonal vertices in diverse locations (Table I) and this is a surprising attribute of this topology, which is rare amongst other platonic geodesic hemispheres. These diverse orthogonal vertices can be used for enhancing the closeness function estimates. Subsequently we took the average of all closeness functions for each direction. This significantly enhanced the accuracy and robustness of closeness function estimates. Later we sort all averaged closeness function estimates and choose the first k closeness functions with the highest values among them. Theoretically, the minimum suitable number for k is 3, by which we define a spherical triangle. But in practice, in the case of k = 3, we encountered abrupt changes when the sound source direction passes the border of one spherical triangle to the other. This can be avoided by incorporating more nodes/cells into our final estimation process (increasing k). Practically, in the case of k = 5 we achieved a smooth as well as accurate result. Thus, in our final algorithm, in addition to the closest inclusive spherical triangle, we consider two additional nodes with higher closeness function values. These two nodes are always neighbors to the spherical triangle with the highest closeness function values. Having the k directions with highest averaged closeness function in hand, the last step is a simple weighted averaging on the k corresponding node azimuth and elevation angles (acquired from Table I) to calculate the estimated azimuth and elevation angle of the sound source direction.
C. Real-Time Results
The test acoustic environment was a 2.7 x 2.5 x 3 meters untreated office room. The microphone array was located at a corner with about 2.2 meters height from the floor (Fig. 3) and the speaker was at the opposite corner of the room so that the source to array distance was more or less 2.5 meters. This distance is more than the minimum distance required for overcoming the far field assumption. 1 The test source signal was a repeating chirp signal ranging from 100Hz to 4000Hz. Also, we examined the system with some repeating speech utterances. Since we had no apparatus to exactly localize the spatial orientation of a movable source (speaker) as well as the room spatial limitations, we decided to rotate the array instead of the sound source. We started with the sound source directed to mi, the point with both zero azimuth and elevation angles and rotated the array in equal segments of 5 degrees in both azimuth and elevation directions to cover +90 degrees span. Fig. 4(right) As illustrated, the closeness functions related to microphones m5 , m6 and ml4 has the maximum values (brighter points), but to calculate a step free estimate our algorithm also utilizes closeness functions related toml3andm15 'Our system tracks the sound source direction with an average accuracy of +1.6 degrees, while we took one second time frame averaging in (19) . Obviously, the more we increase averaging time frame, the result would be more accurate but it boosts the response lag. Theoretically our array and algorithm covers the whole +90 degrees of azimuth and elevation, but practically at angles higher than +65 degrees, which the sound source targets the triangles of the border layer, the error increases significantly. VI. ANALOGY TO EYE There are some similarities between our localization array and eye. The most obvious one is their main localization strategy which in both cases is based on location estimate of some activated sensors distributed on a hemispherical surface. There are other similarities between our array and eye. Adding a lens to a pinhole eye, not only increases the resolving ability by creating a focal point, but also increases the aperture of measurement (Fig. 5) . The same happens in our array. If we use two-microphone cells, the resolution is low as well the aperture is small. By adding the third orthogonal microphone to the two-microphone cell we have increased the aperture of measurement as well as resolving ability; which is very similar to what lens does in camera eye. These analogies persuade us to call our localization array and strategy, "eye array source localization".
VII. CONCLUSION AND FUTURE WORKS
A novel real time sound source localization scheme comprising a geometrically inspired hemispherical array and algorithm was presented. The system is capable of determining angular location of the sound source in an enclosed area with reasonable accuracy. The system has been tested successfully in an office room. Possible future works will include design and implementation of an analog integrated circuit for the algorithm, refining the current array structure and algorithm for better performance, adding another series of microphones to increase the detection coverage to +90 degrees in azimuth and elevation and finally utilizing two sets of these systems to calculate the exact position of a sound source in 3D space.
