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Abstract
When time-dependent partial differential equations (PDEs) are solved nu-
merically in a domain with curved boundary or on a curved surface, mesh
error and geometric approximation error caused by the inaccurate location of
vertices and other interior grid points, respectively, could be the main source
of the inaccuracy and instability of the numerical solutions of PDEs. The
role of these geometric errors in deteriorating the stability and particularly
the conservation properties are largely unknown, which seems to necessitate
very fine meshes especially to remove geometric approximation error. This
paper aims to investigate the effect of geometric approximation error by us-
ing a high-order mesh with negligible geometric approximation error, even
for high order polynomial of order p. To achieve this goal, the high-order
mesh generator from CAD geometry called NekMesh is adapted for surface
mesh generation in comparison to traditional meshes with non-negligible ge-
ometric approximation error. Two types of numerical tests are considered.
Firstly, the accuracy of differential operators, such as the gradient, diver-
gence, curl, and Laplacian, is compared for various p on a curved element of
the sphere. Secondly, by applying the method of moving frames, four differ-
ent time-dependent PDEs on the sphere, such as conservation laws, diffusion
equations, shallow water equations, and Maxwell’s equations are numerically
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solved to investigate the impact of geometric approximation error on the ac-
curacy and conservation properties of high-order numerical schemes for PDEs
on the sphere.
Keywords: Curvilinear mesh, Mesh error, Geometric approximation error,
Conservation error, Moving frames, Curved surface, Conservation Laws,
Diffusion equation, Shallow water equations, Maxwell’s equations
1. Introduction
The method of moving frames (MMF) was originally a continuous group
theory developed by E´lie Cartan to study the submanifolds of homogeneous
spaces [1, 2, 3], and has been more developed and expanded in modern days
for more practical and computational purposes, mostly in computer vision [4,
5, 6] and medical sciences [7]. One of several efforts to adapt this framework
to numerically solve partial differential equations on curved surfaces such as
conservation laws [8], diffusion equations [9], shallow water equations [10],
and Maxwell’s equations [11] was made by Chun.
By constructing an orthonormal unit vector, called moving frames, at
each grid point, the vector or the gradient of the scalar is expanded in these
frames, which consequently yields the condition that requires corresponding
equations to lie on the curved domain. This simple adaptation of moving
frames removes non-Euclidean computational and geometrical redundancies,
such as metric tensor and geometric singularity, that often deteriorate the
accuracy and robustness of numerical schemes. In the modern era of compu-
tations involving complex geometry, many numerical schemes have been de-
veloped to solve differential equations on curved surfaces; however, in terms
of accuracy, energy conservation, or stability, only the method of moving
frames provides a unified and competitive framework for solving any par-
tial differential equations on any type of curved surfaces that may exhibit
anisotropy or angular rotation [8, 9, 10, 11].
However, the success of moving frames in solving PDEs on curved sur-
faces was overshadowed by an inaccurate curved mesh, which is referred as
a geometric approximation issue for curvilinear mesh. In regular mesh of
two-dimensional or three-dimensional Euclidean space, all the grid points lie
in the Euclidean space irrespective of the polynomial order (p) used. On the
other hand, some grid points in curvilinear meshes may not lie on the surface,
particularly for those grid points other than vertices for p ≥ 3. The location
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of vertices is fixed to remain on the surface through a mesh generator, of
which inaccuracy corresponds to mesh error. Additional grid points required
for high-order polynomial approximation do not normally lie on the bound-
aries of the curvilinear element, of which inaccuracy corresponds to geometric
approximation error. Some meshing schemes do not fix the location of ver-
tices, but relax it to minimize the maximum distance deviation of additional
grid points from the surface. Nevertheless, in both cases, the geometric ap-
proximation issue is similar in the sense that the geometric approximation
error does not decrease as the polynomial order increases. Figure 1 illustrates
that the additional grid points for higher p, excluding the end points, are lo-
cated outside the curved line as p increases. Even when all the grid points
lie on the surface, a question arises of whether the grid point distribution
within the curved element is optimal for integration [12].
Figure 1: Geometric approximation error: Interior grid point does not always lie on the
curved domain, and therefore, the geometric approximation error does not decrease as p
increases.
Numerical problems associated with geometric approximation error in-
clude the following: The first problem is that the geometric approximation
error remains almost similar for all the p, and so the error in the numerical
solution for high p is mostly dominated by geometric approximation error
and not by discretization errors. By considering that the method of moving
frames displays the optimal accuracy of p ≥ 2 [8], non-converging geometric
approximation errors with respect to p frustrate the use of relatively high
p for finer resolution. The second problem involves the deterioration of nu-
merical integration in a curved domain. Additional grid points lying inside
or outside the surface are not identified as the best optimal nodal sets for
the highest integration accuracy. This problem is closely related to the con-
servation properties of the corresponding numerical scheme, and therefore
the numerical scheme on a curved mesh, even with a very small geometric
approximation error, can result in excessive loss of conservative properties
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such as energy and mass after a long integration times, unless a very fine
mesh is used.
The last problem is associated with the representation of anisotropy and
angular rotation. The representation of anisotropy in the method of moving
frames is denoted by the orientation and resizing of moving frames [9], which
should also be performed for surface rotation [10]. Moving frames are numer-
ically constructed by differentiating the neighboring grid points. If the grid
points do not lie on the surface, then the anisotropic tensor does not lie on
the surface as a result. Consequently, the anisotropic direction and strength
given at the location are inaccurately incorporated into the computational
model because the anisotropy tensor should be projected on the surface along
the direction of propagation.
To address these problems in this paper, the high-order surface mesh
from CAD geometries, called Nekmesh [13, 14, 15], is adapted to determine
whether the aforementioned problems are solved on high-order mesh that
supposedly exhibits negligible geometric approximation error even for high
p. Nekmesh is an open-source 3D high-order mesh generator within the Nek-
tar++ framework [16] that has been specifically utilised as a surface mesh
generator in this study. This high-order mesh generator first deforms the
CAD-based low-order linear mesh of the surface to conform to the geometry
of the surface and reallocates the interior grid points through energy-based
optimization for optimal nodal sets. Consequently, a curved mesh generated
by Nekmesh satisfies the required conditions of high-order surface mesh as
follows: For every p,
1. Geometric approximation error decreases as p increases.
2. Grid point distribution is optimal for the integration accuracy.
In the context of the high-order mesh community, these tests can serve as an
efficient quantification on the high-order mesh quality because all the meshes
of a sphere are supposed to be curvilinear meshes.
All codes for the MMF schemes on Nekmesh are publicly available in
Nektar++ version 4.5.0 or higher downloadable on GitHub1. The CAD file
of the sphere by Nekmesh is available at the online repository of this paper.
1https://gitlab.nektar.info [16]
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Nekmesh command in build/utilities folder of Nektar++ converts an mcf
file into an xml file that can be used as a curvilinear mesh of the sphere.
This paper is organized as follows. A brief summary of a high-order mesh
generator, Nekmesh, is presented in Section 2. The high-order mesh prop-
erties of Nekmesh in comparison to other meshes are presented in Section
3. Section 4 explains the use of moving frames in the numerical solution of
PDEs. In Section 5, the method of moving frames is applied to solve four
differential operators, including divergence, gradient, curl, and Laplacian, on
a curved element of a sphere to compare the accuracy of covariant differen-
tiation on a high-order curved element of a sphere with that on traditionally
available curved elements using projected mesh [17] and Gmsh [18]. In Sec-
tion 6, four partial differential equations such as conservation laws, diffusion
equations, the shallow water equations, and Maxwell’s equations, are solved
on the high-order curved mesh of the sphere for analysis and comparison.
Moreover, the effect of geometric approximation errors associated with con-
servation properties such as mass and energy especially are investigated for
shallow water equations. The discussion is presented in Section 7.
2. High-order mesh generator, NekMesh
NekMesh is a set of tools to generate and manipulate high-order curvi-
linear meshes [14, 15] as a part of the open-source Nektar++ [16] platform,
a framework for CFD solvers based on the spectral/hp element methods.
NekMesh was initially developed for converting mesh file formats but has
evolved into an extensive set of tools for generating [14], optimizing [19], and
adapting [20] high-order meshes involving strict requirements for geometrical
accuracy.
The generation of high-order meshes in NekMesh is based on an a pos-
teriori approach, which follows a bottom-up procedure proposed in [13]. A
linear mesh is first obtained through traditional methods well-known by the
low-order community. To achieve the desired high-order polynomial dis-
cretization of a high-order mesh, additional points are added to the linear
mesh. These points are added along the edges and across faces, and then
projected onto the boundaries to obtain a geometrically accurate boundary
discretization in the CAD domain.
It is important that this discretized representation of the boundaries is
accurate for machine precision because even small geometrical inaccuracy in
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the mesh would result in considerable loss of solver accuracy. These high-
order meshes are therefore very sensitive to the underlying CAD boundary
representation, which can lead to distorted boundary elements where the
curvature of CAD boundaries is high. To solve this problem, NekMesh re-
lies on an optimization procedure for the high-order nodes that lie on the
boundaries to address this problem.
This procedure also follows a bottom-up approach where curve-bound
edge interior nodes are first optimized, followed by surface-bound edge in-
terior nodes, and finally face interior nodes. At each of these steps, the
optimization of the location of high-order nodes relies on the minimization
of the deformation energy of a virtual system of springs. In the first step,
only edges lying on a CAD curve are processed and end nodes that corre-
spond to the linear mesh nodes are fixed. The high-order interior nodes are
then assembled in a spring system in parametric space and the deformation
energy of the entire system is minimized.
The same procedure is applied in the second step where the spring system
is built in the two-dimensional parametric space of the CAD surface on which
the edge lies. End nodes are again fixed resulting in high-order edge interior
nodes lying approximately on the geodesic between the two end points on
the three-dimensional surface. Finally, face interior nodes are processed. We
fix the nodes lying on the edges of the boundary elements and build a two-
dimensional spring system in the parametric space of the surface. Nodes are
connected to each of their neighbors; in the case of a triangle, each node
is effectively connected to its six neighboring nodes arranged in a hexagon
around it. The optimization of all high-order boundary nodes ensures that
the surface mesh is smooth as long as the CAD representation is of good
quality.
This procedure relies on a robust CAD system for querying the CAD
model to obtain the location of projections onto surfaces or gradients re-
quired for the optimization procedure described above. In order to interface
any CAD system, NekMesh was developed with a wrapper that allows de-
velopers to interact with CAD systems on a high level through a minimum
number of functions calls. The default CAD system used by NekMesh is
OpenCASCADE [21], but other systems have also been interfaced, including
CADfix through its CFI interface for complex geometries [22, 23].
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3. Comparisons of mesh properties
For the purpose of comparison, two different types of non high-order
curved meshes are used: the first mesh is the projected mesh, called Pro-
jMesh [17]. The edges of a cube of unit length are equidistantly dissected
according to a user-defined edge length, and the vertices of the derived edges
are projected on a sphere. The second mesh is obtained by the built-in
‘sphere.geo’ in Gmsh [18], an open-source three-dimensional finite element
mesh generator. For Gmsh, each edge is curved with a second order polyno-
mial and the Frontal algorithm is used as the mesh algorithm.
We compare these three methods with respect to their features. First,
ProjMesh projects the mesh of a cube onto an analytic sphere. This projec-
tion is exact but the relevance for industrial applications is limited, though
it is one of the most popular approach for generating meshing on the sphere.
Second, Gmsh permits the generation of meshes on arbitrary manifold by
using a CAD system for the placement and the projection of nodes and ver-
tices. Finally, NekMesh proposes an approach that is mindful of high-order
information. NekMesh not only projects high-order nodes onto CAD sur-
faces, but also optimizes their location on geodesics, as explained in Sect.2.
See Table 1 for quick comparison of those meshes. In the remaining section,
the importance of this last step in NekMesh will be explained.
ProjMesh Gmsh NekMesh
Type projection lower-order mesh high-order mesh
Optimal grid distribution No Yes Yes
Mesh error Negligible Negligible Negligible
Geometric approximation
Non-negligible Non-negligible Negligible
error for p ≥ 2
Table 1: Comparison of curvilinear meshes used in the paper. Negligible means that the
corresponding quantity is relatively small in comparison to other discretization errors.
In all approaches, high-order nodes are added to linear edges and faces
and then projected onto the manifold, either analytically or onto a CAD
model. The distribution of these nodes, commonly uniform before projec-
tion, is not preserved upon projection. The projection effectively introduces
an additional mapping between the linear and the curvilinear edges. The
energy, or also called the degree of deformation of this mapping, reduces
the convergence properties of the polynomial discretisation. The concept of
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energetic mappings is illustrated in Fig. 2 where a high energy or highly
deformed mapping (left) is compared to a low energy or low deformation
mapping (right). The terminology energy is introduced in analogy to Fourier
transforms where a high energy mapping would be expected to have high
frequency components in the mapping if the mapping is decomposed into
hierarchical/Fourier expansions.
When the projection of points that are originally equispaced under the
action of a mapping produce a distribution of points that remain equally
spaced after projection then the energy content of the mapping is such that
the energy of higher frequencies of the mapping is significantly lower than
those of lower frequencies. By introducing a high energy mapping, this energy
spectrum of the polynomial mapping is shifted to higher frequencies and the
accuracy of the representation decreases.
In the example shown in Fig. 2, the points being equispaced before pro-
jection in the region (0 ≤ ξ ≤ 1) are projected to relatively uniformly spaced
points by the low energy mapping xb(ξ) and a non-uniform distribution of
points by the high energy mapping xa(ξ). If two new points are introduced
as highlighted in red in Fig. 2, the low energy mapping xb(ξ) maintains the
similar distribution when projected, as shown on the right plot where the
high energy mapping xa(ξ) distributes these points in a more distorted man-
ner after projection. A direct consequence of a high energy mapping is that
the metric properties used in integrating and differentiating the spectral/hp
element approximation need to be approximated with a high order poly-
nomial expansion which are likely to lead to a degradation in the solution
approximation when compared to a low energy mapping.
From geometrical considerations alone, it can be deduced that, the larger
the local curvature of the element, the greater the energy of the mapping.
The importance for NekMesh to optimise the distribution of high-order nodes
after projection is now clearer. Through a spring system as shown in Sect. 2,
NekMesh effectively redistributes nodes according to their original, and there-
fore optimal, distribution, which leads to removing the in-plane mapping er-
ror introduced by the projection onto the sphere. For example, consider xb (ξ)
the lower energy result of the optimisation of mapping xa (ξ) in Fig. 2. The
accuracy of the high-order mesh in NekMesh is further improved by choos-
ing a Gauss-Lobatto-Legendre point distribution. This distribution has been
shown to have a lower Lebesque constant, or L∞-norm approximation error,
than an evenly-spaced node distribution, as used in ProjMesh before pro-
jection. One of the key features of NekMesh is best explained in terms of
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Figure 2: Mapping from reference to physical space.
geometric approximation error that will be explained in the following sub-
section.
3.1. Geometric approximation error
For the maximum edge length h for the sphere with radius of unit length,
several curved meshes are obtained from separate algorithm. We define the
mesh error in L2 associated with the sphere as follows:
Mesh error ≡
Nv∑
vi=1
√
r2exact − r2vi
Nv
, (1)
where rvi is the radius of the vith vertex, rexact is the exact radius of the
sphere, and Nv is the total number of vertices. On the other hand, geometric
approximation error is defined similarly as follows.
Geometric approximation error ≡
N∑
i=1
√
r2exact − r2i
N
, (2)
where ri is the radius of the ith grid points and N is the total number of grid
points. Note that mesh error is the same as geometric approximation error
if all the grid points are vertices with no interior grid points. Fig. 4 and
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Table 2 present the degree of freedom versus the geometric approximation
error for three different meshes. The left plot of Fig. 4 demonstrates that
the geometric approximation error of ProjMesh and Gmsh is approximately
the same, but the geometric approximation error of Nekmesh is significantly
smaller than those of ProjMesh and Gmsh when p = 4. This difference
is slightly magnified when h becomes smaller, i.e., the number of degrees
of freedom (dof) is larger. When the dof is close to 4 × 103 (h ≈ 0.6), the
geometric approximation error in Nekmesh is approximately 7.5×10−4 times
smaller than the other two meshes’ geometric approximation errors. When
the dof is close to 6 × 104 (h ≈ 0.2), the geometric approximation error
in Nekmesh is approximately 2.8 × 10−5 times smaller than the other two
meshes’s geometric approximation errors.
More perspectives can be obtained when the geometric approximation
error is plotted against p. The right plot of Fig. 4 presents the convergence
of geometric approximation error versus p in L2, which indicates that the
vertices of the simplices all lie on the surface, but some of additional grid
points added to the elements do not lie on the surface. Gmsh exhibits similar
behavior, but the increased rate is much smaller. On the other hand, the
geometric approximation error of NekMesh decreases as p increases. Con-
sequently, the L2 error of ProjMesh and Gmsh remains approximately the
same regardless of p, but the L2 error of NekMesh decreases exponentially
for p ≥ 2. At p = 2, Nekmesh exhibits the largest geometric approxima-
tion error, approximately 3.5 times larger than that of ProjMesh. However,
the geometric approximation error in Nekmesh decreases exponentially as
p increases. For example, at p = 6, the geometric approximation error of
NekMesh is 5.0× 10−5 smaller than those of the other two meshes.
(a) ProjMesh (b) Gmsh (c) NekMesh
Figure 3: Distribution of geometric approximation error for a sphere. h = 0.4, p = 4.
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Figure 4: Geometric approximation error versus edge length (h) given p = 4 (left) and
versus p given h = 0.4 (right) in L2 (right) norm on the sphere. dof = degree of freedom
= number of total grid points. 4× 103 corresponds to h ≈ 0.6 and 6× 104 corresponds to
h ≈ 0.2
4. Moving frames for PDEs on the sphere
For the following numerical tests, moving frames are used indirectly or
directly. Let ei, 1 ≤ i ≤ 3 be the moving frames that are constructed at each
grid point P as shown in Fig. 5a (the index that indicates the dependency of
moving frames on grid points is omitted). Moving frames can be considered
orthonormal bases, i.e., orthogonal to each other and of unit length such that
‖ei‖ = 1, ei · ej = δij , 1 ≤ i, j ≤ 3.
An additional condition required for moving frames in the numerical so-
lutions of PDEs includes the differentiability of ei for each curved element.
However, the differentiability of ei for the entire domain is not required. The
numerical construction of moving frames on curved surfaces are simple and
described in details in prior studies [8, 9, 10]. For example, on a curved
element, two moving frames e1 and e2 consequently lie on the tangent plane,
whereas e3 is in the same direction of the surface normal vector k, as shown
in Fig. 5b.
Adapting moving frames in the numerical solution of PDEs on a curved
surface can be easily achieved by expanding the vectors or the gradient with
ei. For example, let v be the velocity vector in the equations and be expanded
11
h p-error p h-error
ProjMesh Gmsh NekMesh ProjMesh Gmsh NekMesh
0.6 2.97E-04 4.81E-04 2.22E-07 2 2.05E-05 2.84E-05 7.48E-05
0.5 8.81E-05 1.05E-04 4.59E-08 3 3.32E-05 2.76E-05 4.77E-06
0.4 3.09E-05 2.74E-05 2.77E-09 4 3.09E-05 2.74E-05 1.39E-07
0.3 9.25E-06 1.11E-05 7.61E-10 5 3.06E-05 2.74E-05 4.94E-09
0.2 1.83E-06 3.71E-06 5.12E-11 6 3.04E-05 2.74E-05 2.10E-10
Table 2: Geometric approximation error in L2 norm. p-error for p=4. h-error for h=0.4.
2.97E-04 is shorthand for 2.97× 10−4.
by the moving frames at P as follows
v = v1e1 + v2e2, vi ∈ R. (3)
Let νi be the tangent vector aligned along ei such that ν i = βei where
β 6= 1. The vector v can also be expanded in the tangent vectors ν i with a
modified coefficient vi, but maintaining the magnitude of the tangent vector
in the basis vector often introduces the metric tensor in the PDEs. The direc-
tion of ν i cannot be chosen randomly because the length of νi, which can be
easily obtained analytically from the known axis, should be computed with
the metric tensor if the axis is not known, which is known to be computa-
tionally challenging. Using moving frames of unit length removes the metric
tensor in numerical schemes, and therefore the direction can be chosen at
random.
Representing vector or the gradient in moving frames does not produce
additional numerical errors, but its derivative does. Let ξi be the curved axis
with the tangent vector ei. The divergence of v in Eq. (3) is then denoted
as
2∑
i=1
[
∂vi
∂ξi
+
2∑
j=1
Γiijv
j
]
= ∇ · v =
2∑
i=1
[∇vi · ei + vi∇ · ei] . (4)
The left equality is the exact expression of the divergence in the curved
domain and the right equality is the alternative derivation of divergence in
moving frames. The first component in the right-hand side is the same be-
cause it is a metric-free component, but the second component is not the
same because the divergence in the right-hand side is computed on the tan-
gent plane as an Euclidean space.
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In the numerical schemes with moving frames, ∇ · ei is computed on
the tangent plane, not on curved surfaces, without using the metric tensor.
Consequently, additional errors are generated in addition to the discretization
error for computing divergence. This error is referred to as the MMF error,
which is associated with the error arising out of the curvature of the domain.
However, it has been proved analytically and validated computationally that
the MMF error is always of lower order than the discretization error if all the
curved elements of a curved domain have almost constant curvature [8, 9].
Because any modern mesh generator can produce a mesh that can adaptively
tesselate any more highly curved region into smaller elements, the condition
for the negligible MMF error can be easily achieved by a smaller h for a
region of higher curvature. In other words, if we increase p or decrease
h to decrease the discretization error, the MMF error then decreases more
rapidly and becomes negligible at a sufficient resolution. This feature has
more advantages than the covariant formulation where the metric tensor is
presented as an approximated coefficient, rather than the exact coefficient,
that deteriorates the accuracy of the system.
For the following test problems, the weak formulation is adapted in the
context of discontinuous Galerkin (DG) method. Moving frames is not re-
stricted to the DG method, but the DG method is chosen according to the
authors’ preference. Any numerical scheme of high-order should yield the
similar results. A brief description of the DG method is shown as follows:
consider a conservation law for a variable u and the velocity vector v as
follows.
∂u
∂t
+∇ · v = 0.
The weak form of the above equation is obtained by multiplying a test func-
tion ϕ and integrating over a sufficiently smooth domain Ω such as∫
Ω
∂u
∂t
ϕdx+
∫
Ω
∇ · vϕdx = 0. (5)
Suppose Ωh is a tessellation of the domain Ω intoN elements Ω
i
h; i = 1, . . . , N ,
with characteristic edge length h such as
Ωh =
N⋃
i
Ωih, Ω
i
h
⋂
Ωjh = ∅ if i 6= j
where δij is the Knocker delta. Moreover, consider the finite dimensional space
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consisting of discontinuous piecewise polynomial functions over Ωh such that
Sph = {uh ∈ P p(Ωih), Ωih ∈ Ωh}
Choose a basis function Φn ∈ Sph. Then, the solution and the test function
are expressed as the linear combination of basis functions as follows
uh =
∑
n
uˆhnΦn, ϕ
h =
∑
n
ϕˆhnΦn. (6)
By substituting Eqs. (6) into Eq. (6) and integration by parts, the conser-
vation laws can be rewritten as∫
Ω
∂uˆh
∂t
ϕˆhdx−
∫
Ω
∇ϕˆh · vhdx+
∫
∂Ω
ϕˆhv˜ · ndx = 0,
where n is the edge normal vector and the tilde symbol represents the ap-
proximated solution of the corresponding term at the interfaces of elements.
(a) (b)
Figure 5: Illustration of moving frames.
5. Test cases for differential operators
The goals of this section is are twofold: The first goal is to validate that
the grid points of NekMesh are optimally distributed for each element, and
so the differentiation and integration error are optimal in comparison to the
other two meshes. The second goal is to validate the convergence of the
differential operator even for high p. To achieve these goals, the numerical
errors of three different types of curved meshes, i.e., ProjMesh, Gmsh, and
NekMesh, are computed for four differential operators, i.e., divergence, gra-
dient, curl, and Laplacian operators. The corresponding test problems are
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not valid for the entire sphere due to the singularities at the poles, thus only
one curved element of a sphere will be used for the test.
Fig. 6 presents the distribution of the geometric approximation error for
the three different meshes as shown in Eq. (1). Note the dramatic differ-
ence in the magnitude of geometric approximation error in Nekmesh. The
geometric approximation error distribution of ProjMesh and Gmsh are ap-
proximately similar in the sense that the largest error is located in the element
and the lowest error on the edges. In contrast, the geometric approximation
error of NekMesh does not exhibit any specific pattern. Because of this dif-
ferent distribution of geometric approximation error on an element even with
slightly different edge length, the accurate quantitative comparison between
meshes would be impossible to achieve. Instead, the more appropriate goal
of the comparison in this section is the qualitative comparison with regards
to the convergence rate of differential operators for higher ps with each mesh.
For the velocity vector and the gradient of the scalar that are used in the
test problems, two types of velocity flows are considered, as shown in Fig. 7.
The first flow is the steady-state flow vector, which is a uniform vector flow
with the constant magnitude, and the second flow is the Rossby-Haurwitz
wave, which is a vector flow with varying direction and magnitude. The
steady-state flow vector is defined as v = vθθ + vφφ, where θ and φ are the
unit tangent vectors along the longitudinal and azimuthal axis, respectively.
Each component is defined as
vθ = u0(cos θ cosα + cosφ sin θ sinα),
vφ = −u0 sin φ sinα,
where u0 = pi/6 and the constant α denotes the angle between the velocity
vector and the north pole at θ = pi/2. The variable θ and φ denote the
polar and azimuthal angle, respectively, and are defined as φ = tan−1 (y/x),
θ = sin−1 (z/r). Similarly, the Rossby-Haurwitz wave is defined as
vθ = ω cos θ +K cos
3 θ(4 sin2 θ − cos2 θ) cos 4φ,
vφ = 4K cos
3 θ sin θ sin 4φ,
where ω = K = 7.848× 10−6 s−1.
Differential operators are evaluated for both direct and weak formulation.
The direct method involves using direct differentiation of the physical space
on grid points, and the weak formulation involves performing differentiation,
followed by a transformation into modal space. Weak formulation of each
differential operator will be described in the following subsections in detail.
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(a) ProjMesh (b) Gmsh (c) NekMesh
Figure 6: Geometric approximation error of a spherical element. Geometric approximation
error is computed by Eq. (2) with h=0.4 and p=5.
5.1. Divergence
Express the velocity vector on the basis of moving frames such as v =
v1e
1 + v2e
2. The divergence of the velocity vector v on the sphere of radius
r is then evaluated as [8]
∇ · v = 1
r
√
g11
(∇v1 · e1 +∇v2 · e2) , (7)
where
√
g11 is the component of the metric tensor that represents the mag-
nitude of the tangent vector of the curved axis aligned along e1. The same
divergence can be obtained through a weak formulation with a test function
ϕ in moving frames such as∫
Ω
∇ · vϕdx =
2∑
m=1
[
−
∫
Ω
(∇ϕ · vmem)dx+
∫
∂Ω
vme
m · nϕds
]
, (8)
where n is the edge normal vector. Using integration by parts, the covariant
derivative is changed to a Euclidean inner product and the metric tensor
vanishes. Eqn. (7) and (8) are comparable only when g11 is known. There-
fore, aligning e1 and e2 in the direction of θ and φ, respectively, achieves√
g11 = cos θ. For weak formulation, the value of divergence is independent
of the choice of the direction of the moving frames. The exact value of the
divergence of v is then given as follows: For zonal flow, we obtain, for θ 6= npi,
n = 0, 1, 2,
∇ · v = u0
sin θ
[cos 2θ cosα + (sin 2θ − 1) cosφ sinα] ,
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(a) Moving Frames (b) Zonal Flow (c) Rossby-Haurwitz
Figure 7: Distribution of orthonormal moving frames (left). Velocity vector of the zonal
flow (middle) and Rossby-Haurwitz wave (right).
and for Rossby-Haurwitz wave, we obtain for θ 6= n
2
pi, n = 1, 3,
∇ · v = u0
cos θ
[−ω sin 2θ +K cos4 θ sin 2θ cos 4φ] ,
Figure 8 illustrates the convergence of the divergence error for the three
different meshes. Direct comparisons between direct differentiation and weak
formulation are meaningless because the accuracy depends on the other fac-
tors that are not related to differentiation such as the metric tensor for direct
differentiation and the numerical flux for weak formulation. Therefore, the
comparisons of convergence rates are only considered within each differentia-
tion method. The two main observations we make include: (1) For 2 ≤ p ≤ 4,
Nekmesh exhibits the best accuracy among the three different meshes for all
of Zonal/Rossby and direct/weak formulation, even though the difference
is not large. (2) For p > 4, the L2 error for ProjMesh and Gmsh does not
converge exponentially and its magnitude stagnates, except for the direct for-
mulation of the Rossby wave. However, the L2 error for Nekmesh continues
to exponentially converge up to p = 6.
5.2. Curl
On the sphere of radius r, the curl of a vector is directly computed as
follows: For a vector v expanded in the moving frames, let the first moving
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(a) Direct (b) Weak
Figure 8: Convergence of divergence error.
frame be aligned along the φ axis. We then obtain [11]
(∇× v)× r = 1
r cos θ
[∇v1 · e2 −∇v2 · e1] = f,
where cos θ is the value of
√
gφφ. As a weak formulation of the left hand side
of the above equation, the following MMF scheme is used
2∑
i=1
[∫
Ω
(∇ϕ · e3i)vidx+
∫
Ω
vie
i · (∇× e3)ϕdx
]
+
∫
∂Ω
e3 · (n× v∗)ϕds =
∫
Ω
fϕdx,
where v∗ is the numerical flux at the interface of the element, and we in-
troduce the new variable e3i defined as follows e3i = e3 × ei. Note that
e3 = r.
For the curl test, we use the fact that both the zonal and Rossby flow are
curl-less. Fig. 9 illustrates similar convergence behavior as that in the case
of divergence: (1) Zonal flow: for the direct computation of the curl of the
Zonal flow, Gmsh exhibits the best accuracy. Nekmesh exhibits the second
best accuracy, and ProjMesh exhibits the worst accuracy. However, for weak
formulation, all the L2 errors for the three meshes are approximately similar
for p ≤ 3. When p > 3, the L2 errors of Gmsh and Nekmesh stagnate at
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approximately 10−4 possibly due to non-negligible geometric approximation
error, but Nekmesh continues to converge up to 10−6 at p = 6. (2) Rossby
flow: For both direct and weak formulations, the L2 error of Gmsh and
Nekmesh are approximately the same, while the L2 error of ProjMesh is
relatively larger. When p > 5 for direct computation and p > 4 for weak
formulation, only Nekmesh continues to converge up to 10−6 at p = 6
(a) Direct (b) Weak
Figure 9: Convergence of curl error.
5.3. Gradient
The gradient of the scalar u on the sphere of radius r can be directly
obtained as follows. For 1 ≤ i ≤ 2,
∇u · ei = 1
r
[
θ
∂u
∂θ
+
1√
gφφ
φ
∂u
∂φ
]
· ei. (9)
For weak formulation, the following scheme with moving frames is used as
follows. For 1 ≤ i ≤ 2,∫
Ω
∇u · eiϕdx = −
[∫
Ω
(∇ϕ · ei)udx+
∫
Ω
u(∇ · ei)ϕdx
]
+
∫
∂Ω
(ei · n)ϕu˜ds,
(10)
where u˜ is the numerical flux and is chosen as the upwind flux for uei. The
central flux may be used instead, bur leads to the similar results. Note that
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∇ · e serves as the complementary term of a Euclidean derivative to express
a covariant derivative on the sphere. Express the moving frame e1 such that
e1 = e1θθ + e
1
φφ. For the zonal flow, we consider
u = u0(cos θ cosα + cosφ sin θ sinα), (11)
and the exact gradient in the direction of e1 is derived as
∇u · ei = u0[eiθ(sin θ cosα− cosφ cos θ sinα)− eiφ sinφ tan θ sinα].
For Rossby-Haurwitz wave, we consider
u = ω cos θ +K cos3 θ(4 sin2 θ − cos2 θ) cos 4φ, (12)
and the exact gradient in the direction of e1 is obtained as
∇u · ei = −4Keiφ cos2 θ(4 sin2 θ − cos2 θ) sin 4φ
+ eiθ[ω sin θ − (3K cos2 θ sin θ(cos2 θ − 4 sin2 θ) + 5 cos3 θ sin 2θ] cos 4φ.
For a convenient comparison between Eq. (9) and (10), the moving frame e1
must be aligned along the φ direction.
For direct differentiation of the gradient, the accuracy of the gradient
depends on the number of grid points and their distance to the curved line
aligned along the direction of the gradient. The curvature of the line for each
mesh must also be considered. Depending on the unique construction of each
mesh, the accuracy of the gradient can significantly vary in each direction.
Figure 10 illustrates the error convergence of the gradient of the zonal wave
and the Rossby wave along the φ direction in Eqs. (11) and (12). The L2
error for the three meshes are approximately the same, but when p ≥ 4, only
Nekmesh converges up to 10−7 at p = 6.
5.4. Laplacian
On the sphere of radius r, the Laplacian of a scalar u is directly computed
as follows
∇2u = 1
r2
[
1
cos2 θ
∂2u
∂2φ
− tan θ∂u
∂θ
+
∂2u
∂θ2
]
, (13)
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(a) Direct (b) Weak
Figure 10: Convergence of the gradient error along the φ axis.
which is known as the Laplace-Beltrami equation. For weak formulation, the
following scheme with moving frames is used [9]:∫
Ω
∇2uϕdx =
2∑
i=1
[∫
Ω
qm(∇ϕ · em)dx+
∫
∂Ω
q˜m(n · em)ϕds
]
, (14)∫
Ω
‖e1‖2qmϕdx = −
∫
Ω
∇ · (ϕe1)udx+
∫
∂Ω
(n · e1)ϕu˜ds, (15)∫
Ω
‖e2‖2qmϕdx = −
∫
Ω
∇ · (ϕe2)udx+
∫
∂Ω
(n · e2)ϕu˜ds, (16)
where the tilde sign indicates the numerical flux of the corresponding scalar
or vector variables. For the direct computation of Eq. (13), moving frames
must be aligned along the spherical coordinate axis to derive the metric ten-
sor. However, the weak formulation of Eqs. (14) - (16), which do not include
a metric tensor, do not require a specific direction for the moving frames.
Moving frames can assume any arbitrary direction, but the corresponding
factor ∇ · em, which is responsible for the covariant complement of the Eu-
clidean derivative, causes the Laplacian to exhibit different accuracy because
of the direction-dependent geometric approximation error [9].
For a zonal-type flow of u such as u = u0 cosφ sin θ, the Laplacian of u is
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given as follows
∇2u = − cosφ sin θ
(
1
cos2 θ
+ 2
)
.
For the Rossby-type flow of u such as u = ω sin θ + K cos3 θ(4 sin2 θ −
cos2 θ) cos 4φ, the components of the Laplacian of u are given as follows
∂u
∂θ
= ω cos θ + 0.5K cos θ sin 2θ(12 cos 2θ + cos2 θ) cos 4φ,
∂2u
∂θ2
= −ω sin θ + 0.5K [(− sin θ sin 2θ + 2 cos θ cos 2θ)(12 cos 2θ + cos2 θ)
−25 cos θ sin2 2θ] cos 4φ,
∂2u
∂φ2
= −16K cos3 θ(4 sin2 θ − cos2 θ) cos 4φ.
Fig. 11 illustrates that the error convergence of the Laplacian operator
is fundamentally similar to other differential operators. Error stagnation
for ProjMesh and NekMesh occurs approximately at 5.0 × 10−4 in direct
differentiation and 10−5 in weak formulation; whereas in NekMesh the er-
ror converges up to 10−7 at p = 6. The accuracy of ProjMesh is similarly
lesser than the other two meshes. Even though the Laplacian operator is the
second-order derivative, the error convergence and its accuracy, depending
on the geometric approximation error, is similar to the first-order differential
operators.
5.5. Summary
All the test results of different differential operators validate that Nekmesh
is a high-order mesh that presents (1) the optimal grid distribution for best
differentiation and integration accuracy even for high p, and (2) negligible
geometric approximation error for the exponential convergence of the dis-
cretization error on curved elements. However, the advantage of a high-order
mesh with negligible geometric approximation error is not obvious because
of these test problems for p ≤ 4. In the next section, we associate this issue
with time-dependent PDEs that require relatively long time integration to
investigate the effect of geometric approximation error on the accuracy of the
numerical solutions of the PDEs.
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(a) Direct (b) Weak
Figure 11: Convergence of Laplacian error.
6. Test cases for time-dependent PDEs
This section presents improvements in the accuracy and conservation
properties in the numerical solution of time-dependent partial differential
equations on high-order curvilinear mesh, compared with those on low-order
curvilinear mesh. To achieve these goals, four PDEs are numerically solved
on the sphere: conservation laws, diffusion equations, shallow water equa-
tions, and Maxwell’s equations. In prior studies [8, 9, 10, 11], all the meshes
of a sphere were generated by the ProjMesh, and therefore, the performance
of Nekmesh can only be compared to that of ProjMesh. In fact, the per-
formance of Gmsh is similar to that of ProjMesh, which is the same as the
tests for differential operators in previous sections. However, in some tests
Gmsh exhibits less stable or less accurate performance compared to Pro-
jMesh. Therefore, the test results of Gmsh are redundant to the conclusion
of this section and are not included in the results.
Similar to differential operators, the numerical schemes of each PDE uses
moving frames on the surface. Details of each numerical scheme can be found
in the corresponding refs. [8, 9, 10, 11], but a short description will given in
each subsections.
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(a) Case 1: Overall error (b) Case 1: Mass error
(c) Case 2: Overall error (d) Case 2: Mass error
Figure 12: Test problem for conservation laws. Case 1: θc = pi/4 and a rotational angle
of pi/2. Case 2: θc = 0 and a rotational angle of pi/4. h = 0.4.
6.1. Conservation laws
For a particular distribution of a scalar value u and the velocity vector
v, the numerical scheme of the following conservation laws on the sphere
∂u
∂t
+∇ · (uv) = 0 (17)
is given as [8]∫
∂u
∂t
ϕdx =
2∑
m=1
[∫
Ω
(∇ϕ · em)uvmdx−
∫
∂Ω
(em · n)u˜vmϕds
]
, (18)
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Case p dof L2 error L∞ error Mass error
ProjMesh NekMesh ProjMesh NekMesh ProjMesh NekMesh ProjMesh NekMesh
Case 1
2 5760 5976 5.84E-02 4.97E-02 3.62E-01 1.73E-01 8.27E-04 1.66E-05
3 9600 9960 1.30E-02 1.09E-02 5.50E-02 4.03E-02 2.51E-05 1.11E-05
4 14400 14940 6.45E-03 4.51E-03 2.56E-02 1.52E-02 9.31E-06 1.80E-07
5 20160 20916 2.78E-03 2.48E-03 2.57E-02 1.43E-02 1.26E-05 1.75E-08
6 26880 27888 1.83E-03 1.50E-03 1.24E-02 7.27E-03 1.34E-05 2.82E-10
Case 2
2 5760 5976 5.86E-02 4.14E-02 3.14E-01 1.52E-01 7.20E-05 2.40E-04
3 9600 9960 1.42E-02 9.70E-03 1.03E-01 5.87E-02 6.94E-05 1.29E-05
4 14400 14940 6.28E-03 4.03E-03 3.04E-02 2.17E-02 3.66E-05 3.28E-07
5 20160 20916 2.71E-03 2.18E-03 2.36E-02 1.18E-02 3.46E-05 1.13E-08
6 26880 27888 1.73E-03 1.36E-03 1.38E-02 6.93E-03 3.50E-05 2.24E-10
Table 3: Test problem for conservational laws. Case 1: θc = pi/4 and rotational angle =
pi/2. Case 2: θc = 0 and a rotational angle of pi/4. h = 0.4.
where u˜ denotes the upwind flux of the variable u. Two moving frames e1
and e2 lie on the tangent plane at the point P of the surface. The velocity v
is expanded by the moving frames such as v = v1e1+v2e2. For the numerical
test of the scheme on each mesh, the following cosine bell is constructed at
the location (φc, θc) in the spherical coordinate system such that
u(x, t = 0) =
{
0.5(1 + cos(pidist(ϕ, θ)/rℓ)) if dist(ϕ, θ) < rℓ
0.0 if dist(ϕ, θ) ≥ rℓ
The cosine bell makes 360 degree rotation along an arbitrary direction and
is compared with the original bell [24]. The parameter rℓ is the radius of the
bell and is set as 7pi/64. The function d(θ, φ) denotes the distance to the
center of the bell (φc, θc). The distribution of the cosine bell and the velocity
vector that is aligned pi/4 with respect to the North pole. An explicit fourth-
order Runge-Kutta scheme is used for time marching with ∆t = 0.0001 up
to the final time 2.0 with angular frequency of pi.
Fig. 12 and Table 3 illustrate the L2 and L∞ error of the cosine bell
after one iteration along the great circle in a specific direction. Case 1 corre-
sponds to the initial location of the cosine bell at (φc, θc) = (pi/4, 3pi/4) and
the velocity vector in the direction of pi/4. Case 2 corresponds to the initial
location of the cosine bell at (φc, θc) = (0, 3pi/4) and the velocity vector in
the direction of pi/2. In both cases, the L2 and L∞ errors of Nekmesh are
smaller than those of ProjMesh for all p. The greatest and smallest differ-
ence in L2 is 70 % and 89 %, respectively, whereas the greatest and smallest
difference in L∞ is 48% and 73%, respectively. Note that for this conser-
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vation laws test, there is no stagnation of the total error because geometric
approximation error prevails, even for ProjMesh. This implies that for this
test of conservation laws the geometric approximation error has negligible
impact on the overall accuracy.
However, Fig. 12b and 12d illustrate that the geometric approximation
error greatly impacts mass conservation. The conservation of the total mass,
which is measured as
∫
udx on the sphere, should always be preserved be-
cause of the conservation properties of Eq. (17). However, Fig. 12b and
12d illustrate that mass conservation error is not diminishing for p ≥ 3 by
ProjMesh. The mass conservation error stagnates at approximately 10−5 for
Case 1 and approximately 3× 10−5 for Case 2. However, the mass conserva-
tion error by NekMesh continues to exponentially converge up to 2 × 10−10
at p = 6 for both cases.
Figure 13: Overall error of the test problem for diffusion-reaction equations on the sphere
with h = 0.4.
6.2. Diffusion Equations
Consider the following mixed formulation of an the elliptic operator of the
scalar variable u with f ∈ R and its gradient q that lies on curved surfaces
such that
∇ · q(x) = f, q = ∇u(x).
For isotropic surfaces, the MMF DG scheme of the diffusion equation is
given as follows [9]
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p dof L2 error L∞ error
ProjMesh NekMesh ProjMesh NekMesh ProjMesh NekMesh
4 14400 14940 4.77E-04 2.82E-03 1.37E-04 8.97E-04
5 20160 20916 6.68E-05 4.69E-04 1.86E-05 1.01E-04
6 26880 27888 1.61E-05 1.02E-04 7.06E-07 7.27E-06
7 34560 35856 1.40E-05 8.98E-05 4.62E-08 6.77E-07
8 43200 44820 1.37E-05 1.03E-04 2.90E-09 5.14E-08
9 52800 54780 1.34E-05 9.93E-05 1.68E-10 3.19E-09
10 63360 65736 1.32E-05 1.09E-04 1.87E-11 2.82E-10
Table 4: Test problem for diffusion-reaction equations on the sphere with h = 0.4.
∫
Ω
fϕdx =
2∑
m=1
[∫
Ω
qm(∇ϕ · em)dx+
∫
∂Ω
q˜m(n · em)ϕds
]
,∫
Ω
qmϕdx = −
∫
Ω
∇ · (ϕem) +
∫
∂Ω
(n · em)ϕu˜ds, m = 1, 2,
where we expand the gradient q such that q = q1e
1 + q2e
2. The tilde sign
indicates that the corresponding quantity is the numerical flux that is chosen
as follows: For a vector α and a scalar β, we have [25]
q˜ = {{q}} −α[[u]]− β[[q]],
u˜ = {{u}}+ β[[u]],
where the double braces and a single bracket are defined as {{A}} ≡ 0.5(A++
A−) and [[A]] ≡ A−−A+. For the test, α = 200n and β = 0.5 are used. The
superscript (-,+) denotes the field of the corresponding cell and the field of
the neighboring cell, respectively. For the test of this elliptic solver, we used
the system of linear reaction-diffusion equations for scalar variables u and v
such that
∂u
∂t
= µ∇2u+ au+ bv,
∂v
∂t
= ν∇2v + cu+ dv,
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where the diffusion coefficients are denoted by µ = 10−3 and ν = 2 × 10−3.
In addition, we let a = −6, b = 4, c = 5, d = −4. The exact solution for the
above equations on the sphere is given as follows: for a certain n, we have
u(θ, ϕ, t) =
m=n∑
m=−n
eγnt(A˜mn cosh(δnt) + B˜
m
n sinh(δnt))Y
m
n (θ, ϕ),
v(θ, ϕ, t) =
m=n∑
m=−n
eγnt(C˜mn cosh(δnt) + D˜
m
n sinh(δnt))Y
m
n (θ, ϕ).
The values of each parameter are provided in [9, 26]. For the time march,
the Runge-Kutta 4th order explicit scheme was used with ∆t = 0.0001 up to
the final time 1.0.
Fig. 13 and Table 4 present the L2 and L∞ error versus p for the sphere
with h = 0.4. First, we observe that the the overall error both in L2 and
L∞ Nekmesh exhibit better accuracy. The difference is smaller for lower p,
but as p becomes higher, the difference becomes larger. This also happens
because the stagnation of error occurs for p ≥ 6 in ProjMesh. The L2 error of
Nekmesh is 28 % of that of ProjMesh at p = 4, but continues to exponentially
decrease up to 1.42 × 10−4 % of the error of ProjMesh at p=8. Therefore,
we observe that the geometric approximation error does affect the overall
accuracy of p ≥ 6. Improved accuracy in p ≤ 5 seems to be result of the
optimal distribution of grid points for integration in Nekmesh.
Figure 14: Energy conservation error of ELF propagation over time up to 24 (18.84 min
in real measure).
28
Time p = 5 p = 7
ProjMesh NekMesh ProjMesh NekMesh
4 5.76E-03 3.36E-04 2.69E-03 4.05E-07
8 1.14E-02 6.94E-04 5.55E-03 8.24E-07
12 1.74E-02 1.06E-03 8.87E-03 1.28E-06
16 2.34E-02 1.39E-03 1.19E-02 1.67E-06
20 2.90E-02 1.74E-03 1.48E-02 2.10E-06
24 3.44E-02 2.11E-03 1.78E-02 2.57E-06
Table 5: Energy conservation error of ELF propagation. h = 0.4. Dof of ProjMesh for
p=5 and p=7 is 21060 and 34560. Dof of NekMesh for p=5 and p=7 is 20916 and 35858.
6.3. Maxwell’s equations
The third partial differential equation we test on the sphere is the time-
dependent Maxwell’s equation without source terms such as
εˆ
∂E
∂t
= ∇×H, µˆ∂H
∂t
= −∇×E,
where E and H denote the electric field and H-field, respectively; whereas
εˆ and µˆ denote the permittivity and permeability tensor, respectively. The
MMF scheme for solving the above system of linear equations was proposed
in ref. [11] as follows: Suppose that the domain M is stationary such that
∂em/∂t·ei = 0 for all i andm. By introducing the new variables eik ≡ ei×ek,
ei3 = −e3i, the weak form of the above equations for the transverse magnetic
(TM) mode are obtained for the test function ϕ such that for i = 1, 2,∫
Ω
µi
∂H i
∂t
ϕdx+
∫
Ω
σ∗iH idx−
∫
Ω
E3∇ϕ · e3idx
+
∫
Ω
E3e3 · (∇× ei)ϕdx+
∫
∂Ω
ei · (n× E3∗)ϕds = 0, (19)
∫
Ω
ε3
∂E3
∂t
ϕdx+
∫
Ω
σ3E3dx−
∫
Ω
Hm∇ϕ · e3mdx
−
∫
Ω
Hmem · (∇× e3)ϕdx− ∫
∂Ω
e3 · (n×H∗)ϕds = 0, (20)
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where n is the edge normal vector. E3∗ and H∗ denote the upwind flux at
the interface of curved elements defined as
−ei · (n× E3∗) = ei · (−n× e
3) {{YiE3}} + 0.5αn× (n× [[H]])
{{Yi}} , (21)
e3 · (n×H∗) = e3 · n
mem × {{ZmH}} − 0.5α[[E3]]
{{Zm}} , (22)
where we introduced the new variable Z±i =
√
µ3−i/ε3 = (Y ±i )
−1 such that
µˆH = µ1H1e1 + µ2H2e2. The parameter α is in the range of 0 < α ≤ 1.
An explicit fourth-order Runge-Kutta scheme is used for time marching with
∆t = 0.001 up to the final time 24.
For the test of Maxwell’s equations on the sphere, an extremely low fre-
quency wave propagation is simulated [27]. A Gaussian radius of 0.2 (ap-
proximately 1270 km in real measure) of electromagnetic impulse is initiated
on the sphere and it propagates throughout the surface to reach the an-
tipode of the initiating point and travels backward to propagate back and
forth between the initial point and the antipode. The electromagnetic energy
propagates along the electromagnetic wave but must be preserved over the
time because it is assumed that electromagnetic fields are not dissipative.
The first validation of this numerical test was to confirm the field distri-
bution at the antipode. The first electric field is the positive field followed by
the negative field. However, the following electric field is in the reverse order,
the negative field is followed by the positive field. The quantification of the
test is obtained by computing the total electromagnetic energy conservation
loss. Fig. 14 and Table 5 present the energy loss error up to T=12 (9.42
min in real measure) for ProjMesh and Nekmesh when h=0.4 with p=5 or
p=7. For both p, it is again confirmed that the electromagnetic energy loss
of Nekmesh is much smaller than that of Projmesh at all times. We observe
that, for p=5 and p=7, the energy conservation error of Nekmesh is 11 %
and 0.41 % times smaller than that of ProjMesh, respectively.
6.4. Shallow Water Equations
The last partial differential equations we test on the sphere is the shallow
water equations given as follows
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∂H
∂t
+∇ · (Hu) = 0 , (23)
∂ (Hu)
∂t
+∇ · (Huu) + g
2
∇H2 = fH (u× k) + gH∇H0 , (24)
where η denotes the free surface elevation, u denotes the depth-averaged
velocity, H0 denotes the still water depth, and H = H0 + η denotes the
total water depth. f and g correspond to the Coriolis parameter and the
gravitational constant, respectively. By expressing u = u1e
1 + u2e
2 on the
sphere, the MMF-SWE scheme on an arbitrarily rotating curved surface is
derived as follows [10]: For i = 1, 2,
∫
Ω
∂H
∂t
ϕdx−
∫
Ω
Hu · ∇ϕdx+
∫
∂Ω
H˜u˜ · nϕds = 0 , (25)∫
Ω
∂Hui
∂t
ϕdx+
∫
Ω
H
(
u1
∂e1
∂t
+ u2
∂e2
∂t
)
· eiϕdx
−
∫
Ω
(
Hu2i +
gH2
2
)
∇ϕ · eidx+
∫
Ω
[
H˜u˜ie
i · n+ g
2
H˜2
]
ϕdx
−
∫
Ω
Hu1u2∇ϕ · e3−idx−
∫
Ω
gH2
2
(∇ · ei)ϕdx
= (−1)i+1
∫
Ω
f (Hu3−j)ϕdx+
∫
Ω
gH∇H0 · eiϕdx. (26)
For the above SWE equations, the classical five Williamson’s tests are
tested on ProjMesh and NekMesh. An explicit fourth-order Runge-Kutta
scheme is used for time marching.
6.4.1. Steady zonal flow
The first SWE test on the sphere focuses on the steady zonal flow that
does not change the free surface elevation (η) and the velocity vector (u) over
time [24]. For the horizontal velocity vector u = (ux, uy, uz) in dimensionless
form decomposed into u˜ = uφφ+uθθ, each component of the velocity vector
is given as follows.
uφ = u0(cos θ cosα + sin θ cos φ sinα),
uθ = −u0 sin φ sinα,
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where the magnitude of the initial velocity vector is u0 = 2pi/12 and α is the
angle of the velocity vector with respect to the polar axis. The free surface
elevation η is given by
η = H0 − 1
g˜
(
Ωu0 +
u20
2
)
(− cos φ cos θ sinα + sin θ cosα)2,
where g˜ is the gravitational constant in dimensionless form derived as g˜ =
g/ra with the radius of the earth (ra) being 6.37122 × 106 (m) and the
gravitational constant (g) being 9.80616 m/s2. The still water depth H0 is
gH0 = 2.94× 104 (m2/s2) and the angular frequency of the rotation of earth
Ω is 7.292× 10−5sec−1. In addition, the Coriolis parameter is provided such
as
f = 2Ω(− cosφ cos θ sinα + sin θ cosα).
Substituting these values for SWE equations (23) - (24), or in weak for-
mulations (25) - (26), the right hand side of the equations should be zero,
which implies that H or u should remain the same at all time. For the time
marching, we set ∆t = 0.0005.
Fig. 15a and Table 6 presents the L2 error (solid line) and L∞ error
(dashed line) at 5 days for time steps of 0.0005 (43.2 sec in real measure)
and α = pi/4. For ProjMesh, the error does not converge exponentially for
p ≥ 4 and the overall error stagnates by approximately 1.5 × 10−5 in L2
and 1.1 × 10−4 in L∞. Moreover, the convergence rate for ProjMesh is not
at an exponential rate even for lower p. From this convergence graph, we
conjecture that the geometric approximation error of ProjMesh at the order
of 10−7 contributes significantly to the overall L2 and L∞ error after the long
time integration up to T = 5.0. On the other hand, the error in Nekmesh
continues to converge up to p = 6: 4.6× 10−10 in L2 and 1.1× 10−8 in L∞.
In addition, geometric approximation error seems to significantly affect
the energy and mass conservation properties, similar to conservation laws.
Fig. 15b and Table 6 present the relative loss error of mass and energy
to the total mass and energy. This figure confirms that Nekmesh exhibits
superior performance in conservation properties such as mass and energy as
in shallow water equations. The mass and energy error of Nekmesh converges
exponentially up to 10−9, but those of ProjMesh fail to converge for p ≥ 4
and stagnates at approximately 2× 10−5.
Fig. 16 demonstrates the competitive performance of the MMF-SWE
scheme with ProjMesh and NekMesh. When a lower order of p = 2 is used,
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the accuracy of ProjMesh and Nekmesh is almost indistinguishable. However,
for a higher p, i.e. p=4, Nekmesh exhibits the superior accuracy, approxi-
mately 1 ∼ 6 % of the overall L2 error of ProjMesh for 0.2 ≤ h ≤ 0.5. The
MMF-SWE scheme then exhibits the best accuracy among the previously
proposed schemes for the steady-state zonal flow test [28, 29, 30, 31] .
(a) Overall error (b) Mass & energy error
Figure 15: Steady zonal flow at 5 days. h=0.4. Error is measured in normalized variables.
p L2 error L∞ error Mass error Energy error
ProjMesh NekMesh ProjMesh NekMesh ProjMesh NekMesh ProjMesh NekMesh
2 9.57E-05 7.04E-05 1.05E-03 1.34E-03 2.16E-04 1.38E-05 2.85E-04 4.44E-05
3 5.65E-05 7.11E-06 9.42E-04 1.16E-04 9.81E-05 4.58E-06 1.52E-04 4.89E-06
4 1.51E-05 2.48E-07 1.15E-04 5.94E-06 2.05E-05 1.39E-07 4.12E-05 2.67E-07
5 1.52E-05 1.09E-08 1.22E-04 3.15E-07 1.99E-05 7.19E-09 4.06E-05 7.93E-09
6 1.52E-05 4.63E-10 1.17E-04 1.06E-08 2.06E-05 4.79E-10 4.14E-05 8.73E-10
Table 6: Test problem for steady zonal flow at 5 days. h=0.4.
6.4.2. Unsteady zonal flow
Compared to the steady zonal flow, the unsteady zonal flow has a different
magnitude for η, and therefore the direction of the velocity vector u depends
on the time variable mainly because of non-constant H0 on the sphere. Here
are the details of the initial conditions. For the Coriolis parameter f =
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(a) p = 2 (b) p = 4
Figure 16: Comparisons of the normalized L2 error for water height versus h/R.
2Ω sin θ, the velocity vector is given as
uφ(φ, θ, t) = u0(TR sinα sin θ + cosα cos θ),
uθ(φ, t) = −u0(sinφ cosΩt + cosφ sinΩt) sinα,
where TR = cosφ cosΩt− sinφ sinΩt. We then obtain
η(φ, θ, t) =
1
2g˜
[−{u0(−TR sinα cos θ + cosα sin θ) + Ω sin θ}2 + (Ω sin θ)2] ,
H0(θ) =
133681
rag˜
− 10
rag˜
− 1
2g˜
(Ω sin θ)2.
For the time marching, we set ∆t = 0.0005.
L2 and L∞ errors are computed at 0.5 days with time steps of 0.0005 (43
sec in real measurement). Fig. 17 and Table 7 present the similar accuracy
and convergence behavior of NekMesh and ProjMesh compared to the steady-
state zonal test; the overall error of NekMesh converges exponentially up to
5.0×10−9 in L2 and 2.1×10−7 in L∞, whereas the overall error of ProjMesh
does not decrease for p ≥ 4 below 3.3 × 10−5 in L2 and 4.0 × 10−4 in L∞.
In addition, for ProjMesh, the conservation error does not decrease below
1.1 × 10−6 for mass and 1.9 × 10−6 for energy. However, for NekMesh, the
conservation error converges up to 9.7×10−11 for mass and up to 1.7×10−10
for energy.
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(a) Overall error (b) Mass & energy error
Figure 17: Unsteady zonal flow at 0.5 days. h=0.4.
p L2 error L∞ error Mass error Energy error
ProjMesh NekMesh ProjMesh NekMesh ProjMesh NekMesh ProjMesh NekMesh
2 2.40E-03 1.04E-03 2.41E-02 1.40E-02 6.10E-05 2.93E-05 1.10E-04 5.04E-05
3 2.73E-04 5.87E-05 4.26E-03 1.33E-03 6.62E-06 4.68E-07 1.32E-05 8.76E-07
4 3.55E-05 2.61E-06 3.80E-04 6.16E-05 1.14E-06 5.45E-08 2.01E-06 9.36E-08
5 3.32E-05 1.04E-07 3.20E-04 5.19E-06 1.12E-06 8.67E-11 2.00E-06 3.85E-10
6 3.32E-05 5.01E-09 3.99E-04 2.08E-07 1.08E-06 9.73E-11 1.02E-06 1.67E-10
Table 7: Test problem for unsteady zonal flow at 0.5 days. h=0.4
6.4.3. Rossby Flow
The third SWE test problem that also appears in the Williamson’s clas-
sical test problem [24] is the Rossby–Haurwitz flow on the sphere. A pe-
riodic distribution of η and u in the direction of longitudinal axis slowly
rotates around the axis of the sphere. Because there is no exact solution to
this test problem, the mass and energy conservation are considered to quan-
tify the quality of the numerical scheme. Consider the velocity components
u = uφ+ vθ as
u = ω cos θ +K cosR−1 θ(R sin2 θ − cos2 θ) cosRφ, (27)
v = −KR cosR−1 θ sin θ sinRφ. (28)
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where ω = K = 7.848 × 10−6 × Tday . For h0 = 8 × 103/a, the normalized η
is given by
η =
1
g˜
[A(θ) +B(θ) cosRφ+ C(θ) cos 2Rφ] , (29)
where the coefficients A(θ), B(θ) and C(θ) are defined as
A(θ) =
ω
2
(2Ω + ω) cos2 θ +
K2
4
cos2(R−1) θ[(R + 1) cos4 θ + CA cos
2 θ − 2R2],
B(θ) =
2(Ω + ω)K
(R + 1)(R+ 2)
cosR θ[CB − (R + 1)2 cos2 θ],
C(θ) =
K2
4
cos2R θ[(R + 1) cos2 θ − (R + 2)],
where CA=2R
2 − R − 2 and CB=R2 + 2R + 2. The wave number R is
chosen as 4 and the Coriolis parameter f is given by f = 2Ω sin θ. For the
disturbed Rossby–Hauritz wave that is proposed by Smith and Dritschel [32],
the perturbed height ηd in the equation reads
ηd = η
(
1.0 +
xx0 + yy0 + zz0
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)
, (30)
where (x0, y0, z0) = (cosφ0 cos θ0, sin φ0 cos θ0, sin θ0) for φ0 = 40pi/180, θ0 =
50pi/180. Fig. 19 displays the φ-θmap of the Rossby–Haurwitz and disturbed
Rossby–Haurwitz flow at 15 days with the same size of time step size, which
are coincident with the previous results from different schemes [28, 32]. For
the time marching, we set ∆t = 0.0001.
In Fig. 18 and Table 8, Two peculiar behaviors are observed in the con-
vergence of NekMesh in conservational properties: First, for p = 3, there is no
significant difference in the mass and energy conservation between ProjMesh
and NekMesh. We presume that the geometric approximation error is far
below the discretization error, and so the discretization error dominates the
mass and energy conservational error. For p = 5, the discretization error is
equivalent or smaller than the geometric approximation error, and so the geo-
metric approximation error contributes to the mass and energy conservational
error at a significant portion. At the final time T = 14, the mass and energy
conservation error of NekMesh is 3.3 % and 2.7 %, respectively, compared
to those of ProjMesh. Moreover, Fig. 20 demonstrates that the MMF-SWE
scheme on Nekmesh exhibits the most accurate energy conservation error
compared with other previously proposed schemes [29, 31, 33, 34, 35, 36].
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(a) Mass error (b) Energy error
Figure 18: Rossby–Haurwitz flow up to 14 days. h = 0.4.
Time Mass error Energy error
p = 3 p = 5 p = 3 p = 5
ProjMesh NekMesh ProjMesh NekMesh ProjMesh NekMesh ProjMesh NekMesh
2 1.41E-04 1.04E-04 7.58E-06 2.98E-07 1.96E-04 1.43E-04 1.77E-05 4.10E-07
4 2.64E-05 6.01E-05 2.54E-05 1.40E-06 4.73E-05 7.84E-05 5.30E-05 1.77E-06
6 6.09E-05 2.69E-05 3.75E-05 5.04E-08 7.37E-05 3.04E-05 8.04E-05 4.20E-07
8 1.07E-04 1.36E-04 4.28E-05 5.04E-07 1.49E-04 1.80E-04 9.51E-05 3.79E-07
10 2.24E-04 2.35E-04 4.94E-05 3.82E-07 3.12E-04 3.16E-04 1.12E-05 1.93E-08
12 9.80E-05 2.90E-04 6.35E-05 2.42E-07 1.50E-04 2.77E-04 1.42E-04 3.20E-07
14 1.76E-05 1.82E-04 7.63E-05 2.55E-07 4.21E-05 2.38E-04 1.70E-04 4.65E-07
Table 8: Test problem for unsteady zonal flow at 0.5 days. h=0.4
6.5. Isolated Mountain and Unstable jet
As the fifth Williamson’s test case, which was first introduced by Takacs
[37], this problem solves the zonal flow over an isolated cone-shaped moun-
tain. For the following initial velocity of zonal flow as u = 20/ra cos θφ, the
initial η is given as
η = −1
g˜
(
Ωu0 +
1
2
u20
)
sin2 θ.
The initial H0 is obtained as follows
H0 =
5960
ra
− 2000
ra
(
1− r
R
)
,
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(a) RH wave (b) Disturbed RH wave
Figure 19: Rossby–Haurwitz wave and disturbed Rossby–Haurwitz wave at 15th days with
h = 0.4 and p = 5.
Figure 20: Comparisons of Rossby–Haurwitz flow up to 14 days.
where R is chosen to be R = pi/9. The distance function r centered at φc =
3pi/2 and θc = pi/6 is obtained as follows: r = min [R
2, (φ− φc)2 + (θ − θc)2].
For the time marching, we set ∆t = 0.0001.
A specific pattern of the surface elevation at 15 days is regenerated in
the Nekmesh of h=0.4 both for p=5 and p=7 as shown in Fig 21. For
p=5, some part of the contour of surface elevation is not distinctive without
shape, but for p=7 every contour is distinctive and coincident with the known
distribution. The same result can be obtained by ProjMesh [10], but the total
number of grid points required for NekMesh is approximately 11% of the
required grid points of ProjMesh as shown in Fig. 22; 3.5 × 104 grid points
for NekMesh and 3.2 × 105 grid points for ProjMesh. Therefore, we also
observe that NekMesh can provide improved accuracy even in the presence
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of non-differential objects such as an isolated coned mountains.
First proposed by Galewsky et. al. [38], the unstable jet simulation
generates an unstable jet by adding a perturbation to a balanced jet. In ref.
[10], the unstable jet was successfully generated on the mesh of h = 0.08
and h = 0.15 with p = 6 by ProjMesh. However, as observed in Fig. 24,
the impact of geometric approximation error looks trivial if dof is sufficiently
large which is closer to 5× 105 in this test problem, or equivalently h is less
than 0.1.
(a) p = 5 (b) p = 7
Figure 21: Surface elevation of the isolated mountain problem at 15 days. h=0.4. Insuffi-
cient resolution at p = 5 (left) can be solved at p = 7 (right) without being compromised
by geometric approximation error.
Figure 22: Mass and energy conservation error of ProjMesh and NekMesh for isolated
mountain test case.
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(a) h = 0.08
(b) h = 0.2
Figure 23: Relative vorticity of the unstable jet test after 6 days. p = 6.
7. Discussion
Geometric approximation error is one of the most unique phenomena in
the domain with curved boundaries or on a curved surface. There have been
diverse conjectures concerning the contribution of geometric approximation
error to the deterioration of the accuracy in the numerical simulations, but
the results of this paper seem to validate those conjectures as described as
follows:
1. For insufficient resolutions in which discretization errors dominate, ge-
ometric approximation error does not make any significant impact on
the numerical schemes.
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Figure 24: Mass and energy conservation error of ProjMesh and NekMesh for stable jet
flow without disturbance.
2. For sufficient resolutions in which discretization errors are equivalent to,
or less than geometric approximation error, the presence of geometric
approximation error prevents further convergence of the overall error,
called the geometric approximation error saturation in the overall error.
3. Geometric approximation error significantly contributes to the conser-
vation of mass and energy because the changes in the conserved quan-
tity is approximately in the similar size as geometric approximation
error.
4. Even though the overall error is relatively larger than geometric ap-
proximation error, geometric approximation error can have a significant
impact on the overall accuracy after a long time integration.
With the typical mesh, ensuring negligible geometric approximation error
involves using a very fine mesh with a very small edge length. Increasing the
polynomial order does not decrease geometric approximation error. Conse-
quently, any computational simulation, particular a long time simulation, on
the domain with curved boundary or on curved domain is essentially very ex-
pensive and time-consuming. The other option as suggested in this paper is
to use advanced mesh techniques such as high-order curvilinear mesh. Even
with significantly small number of grid points on any curved domain, some
heavy computations can be computed with significantly less computational
time and memory requirements because of the negligible effects of geometric
approximation error.
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