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Abstract
The Born-Oppenheimer molecular dynamics (MD) technique has been implemented in
the semiempirical self consistent field molecular orbital method MSINDO. With MD
in conjunction with MSINDO it is possible to study large systems in the picosecond
time scale. Results of simulated annealing of Sin (n = 5 − 7) clusters are presented
to demonstrate the reliability of the present parameters for silicon compounds. Struc-
tural changes of a Si7 cluster at high temperatures are investigated. Energy minimum
structures of Si45 and Si60 clusters are obtained by extensive simulated annealing.
The stabilities of various structures are compared with available literature data. The
MSINDO-MD implementation is combined with the cyclic cluster model (CCM) in
order to investigate complex solid state problems. To understand the structure of the
vanadia-titania catalysts, which are important in the partial oxidation of hydrocar-
bons and the selective catalytic reduction of nitric oxides with NH3 to N2, reactions
between hydrated vanadia species with various TiO2 anatase surfaces are analyzed.
The reaction of the surface hydroxyl groups with the adsorbed vanadia species is also
investigated. Oxygen vacancy diffusion from the (110) surface to the bulk of rutile
is simulated and the activation barriers for the diffusion processes are estimated. In
addition, the adsorption of water in monolayer and double layer coverages on the rutile
(110) and (100) surfaces is analyzed and the vibrational density of states is obtained.
The results are compared with available literature data. MSINDO-MD is used for es-
timating the thermodynamic properties of zinc chalcogenides. The thermal-entropic
contributions to the free energy of mixing for ZnO1−xSx systems are evaluated.
Keywords: anatase, cyclic cluster model, metal oxides, molecular dynamics, MSINDO,
rutile, semiempirical method, silicon clusters, titanium dioxide, zinc oxide, zinc sul-
phide
Kurzzusammenfassung
Die Born-Oppenheimer Molekulardynamik (MD) wird in der semiempirischen Moleku¨l-
orbitalmethode MSINDO implementiert. Die Kombination von MD mit MSINDO er-
laubt die Betrachtung großer Systeme im Pikosekundenbereich. Ergebnisse mit der
Technik der simulierten Abku¨hlung (simulated annealing) an Sin-Clustern (n = 5− 7)
werden pra¨sentiert, um die Verla¨ßlichkeit der Parameter fu¨r Siliciumverbindungen zu
demonstrieren. Fu¨r einen Si7-Cluster werden Struktura¨nderungen bei hohen Temper-
aturen untersucht. Durch umfangreiche simulierte Abku¨hlung werden die Energiemi-
nimumstrukturen von Si45- und Si60-Clustern ermittelt. Die Stabilita¨ten verschiedener
Strukturen werden mit verfu¨gbaren Daten aus der Literatur verglichen. Zur Unter-
suchung komplexer Probleme in der Festko¨rperchemie wird die MSINDO-MD Imple-
mentierung mit dem zyklischen Clustermodell (CCM) kombiniert. Zum Versta¨ndnis
der Struktur von V2O5/Anatas-Katalysatoren, die eine wichtige Rolle bei der par-
tiellen Oxidation von Kohlenwasserstoffen und der selektiven katalytischen Reduktion
von NO mit NH3 zu N2 spielen, werden Reaktionen zwischen hydratisierten VOx-
Spezies mit verschiedenen Anatasoberfla¨chen analysiert. Ferner ist auch der Einfluß
von Oberfla¨chenhydroxylgruppen auf die Struktur des adsorbierten VOx Gegenstand
dieser Arbeit. Die Diffusion von Sauerstoﬄeerstellen von der (110)-Oberfla¨che in den
Rutil-Festko¨rper wird simuliert und die Aktivierungsenergien fu¨r diesen Diffusions-
prozeß berechnet. Daru¨berhinaus erfolgt eine Untersuchung der Monolagen- und Dop-
pellagenadsorption von Wasser auf Rutil (110) und (100). Die vibronische Zustands-
dichte wird berechnet und mit der Literatur verglichen. MSINDO-MD wird zur Berech-
nung thermodynamischer Eigenschaften von Zinkchalkogeniden verwendet. Hierbei
werden die thermischen Entropiebeitra¨ge zur freien Energie der Mischung von ZnO1−xSx-
Systemen bestimmt.
Keywords: Anatas, zyclisches Clustermodell, Metalloxide, Molekulardynamik, MSINDO,
Rutil, semiempirische Methode, Silizium-Cluster, Titansioxid, Zinkoxid, Zinksulfid
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1 Introduction 1
1 Introduction
Molecular dynamics (MD) is a suitable method for generating classical trajectories [1].
MD simulations using empirical potentials can treat large systems via long trajectories,
because the estimate of forces and energies is computationally inexpensive. But it is
difficult to describe situations like bond formation, bond breaking and charge transfer
during the dynamics by such predefined potentials. Parametrization of model potentials
and their accuracy is always a problem with these methods. Quantum chemical MD
simulations consider the motion of the nuclei on a Born-Oppenheimer surface. Because
the electronic structure calculation has to be performed along the trajectory, such an
approach is computationally expensive for high-level quantum chemical methods. The
semiempirical molecular orbital method MSINDO [2] is computationally faster than
high-level methods in evaluating the forces and energies. Thus MD simulations using
MSINDO can be used to generate classical trajectories of large and complex systems
for picosecond time scales.
MD techniques are implemented in MSINDO. Details of the implementaion are pre-
sented. Different parts of the MSINDO-MD procedure are explicity tested.
MD techniques are widely used to explore the free energy hypersurface, to study melting
and diffusion processes, to estimate the vibrational density of states and to calculate
thermodynamic properties of a system. All these applications of MD techniques are
performed using MSINDO.
Structure and melting behaviour of silicon clusters are studied using MSINDO-MD.
Global minimum structures of medium size silicon clusters are extremely difficult to
determine due to their complex potential energy surface. Traditional optimization
methods will fail to find the global minimum structure as they generally find the
minimum closest to the starting structure. Simulated annealing, which is a particular
application of MD approach, is a way to overcome the energy barriers. To demonstrate
the accuracy of the present parameters for silicon compounds, the energy minimum
structures of Sin (n = 5 − 7) clusters are calculated using the simulated annealing
technique and the results are compared with the literature. The melting behavior
of the Si7 cluster is also studied using MSINDO-MD. With the simulated annealing
technique, energy minimum structures of Si45 and Si60 clusters are determined.
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Vanadia-titania catalysts are used in the selective catalytic reduction reaction of nitric
oxides with ammonia. Understanding the structure and reactivity of these catalysts
will help to improve their applications. Even though many experimental studies have
been performed in this direction, the structure of these catalysts is not completely
understood. The adsorption of hydrated vanadia species on the anatase (101), (001),
and (100) surfaces is studied using MSINDO-MD. Surfaces of solids are simulated
using the two-dimensional cyclic cluster model (CCM). Constant temperature MD
simulations are performed to find the stabilty of various adsorption structures at room
temperature. The reactions of the surface hydroxyl groups with the hydrated vanadia
species are also investigated. The results of these calculations are used to explain
various experimental observation from the literature.
TiO2-rutile is used as a catalyst and for the designing of electrical and electronic ap-
pliances. Point defects are always present in the rutile bulk and on the surface. In
order to understand the reactivity of rutile at high temperature, it is important to
investigate the stability and diffusion of the point defects. With the MD techniques
implemented in MSINDO, diffusion of oxygen vacancies in rutile is simulated and the
activation barriers for such processes are estimated. Various experimental observations
are explained using the results of these calculations.
Water adsorption on the rutile (110) and (100) surfaces is studied. The vibrational
density of states of water molecules in monolayer and double layer coverages is esti-
mated from constant temperature MD simulations. The results are compared with the
available literature data.
MSINDO-MD implementation is also used for the determination of thermodynamic
properties of zinc chalcogenides. The contribution of the thermal entropy to the free
energy of mixing of ZnO and ZnS is estimated.
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2 Quantum Chemical Methods and Models
The basis of most quantum chemical approaches is the time-independent Schro¨dinger
equation [3, 4]
HˆΨ = EΨ (2.1)
where Hˆ is the Hamilton operator, Ψ is the wavefunction and E is the energy of the
system. The wavefunction Ψ contains all information about the quantum system. Hˆ is
an operator representing the total energy of the system. It can be expressed (in atomic
units) for a system of N nuclei and n electrons as,
Hˆ = −
N∑
I
1
2MI
∇2I −
n∑
i
1
2
∇2i −
N∑
I
n∑
i
ZI
rIi
+
n∑
j>i
1
rij
+
N∑
J>I
ZIZJ
RIJ
(2.2)
Here MI is the mass and ZI is the atomic number of a nucleus I. The first two terms
describe the kinetic energy of the nuclei and the electrons, respectively. The remaining
three terms define the potential part of the Hamiltonian and represent the attractive
electrostatic interaction between the nuclei and the electrons and the repulsive potential
due to the electron-electron and nucleus-nucleus interactions, respectively. rij is the
distance between the electrons i and j, rIi is the distance between nucleus I and electron
i, and RIJ is the distance between the nuclei I and J .
The Schro¨dinger equation (2.1) can be further simplified by the Born-Oppenheimer
approximation. Its basic assumption is that the kinetic energy of the nuclei can be ne-
glected. Therefore the potential energy due to nucleus-nucleus repulsion is a constant.
It is therefore convenient to reduce the Hamiltonian (2.2) to the electronic Hamiltonian
Hˆel = −
n∑
i
1
2
∇2i −
N∑
I
n∑
i
ZI
rIi
+
n∑
j>i
1
rij
(2.3)
The electronic Schro¨dinger equation with Hˆel, replacing Hˆ in (2.1) is
HˆelΨel = EelΨel (2.4)
The solutions of this equation are the electronic wavefunction Ψel and the electronic
energy Eel. The total energy Etot of the system is the sum of the electronic energy Eel
and the constant nuclear repulsion term.
Etot = Eel + Enuc (2.5)
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where
Enuc =
N∑
J>I
ZIZJ
RIJ
(2.6)
2.1 The Hartree-Fock Approximation
The Schro¨dinger equation has only been solved exactly for simple model systems. Ex-
cept hydrogen all elements in the periodic table and all neutral molecules are many-
electron systems where the motion of each electron is coupled to the motion of all other
electrons. To study these systems approximations are necessary.
One possibility is represented by the Hartree-Fock method [4]. It is based on the
assumption that every electron moves in a potential created by the nuclei and the
average potential of all the other electrons. In this method the n-electron wavefunction
is an antisymmetrized product of n one-electron wavefunctions φi(qi). This product is
referred to as a Slater determinant, Φ0.
Ψel ≈ Φ0 = 1√
n!
∣∣∣∣∣∣∣∣∣
φ1(q1) φ2(q1) · · · φn(q1)
φ1(q2) φ2(q2) · · · φn(q2)
...
...
. . .
...
φ1(qn) φ2(qn) · · · φn(qn)
∣∣∣∣∣∣∣∣∣
(2.7)
The one-electron functions φi(qi) are called spin orbitals, and are composed of a spatial
orbital ψi(r) and one of the two spin functions, α (+1/2 spin) or β (−1/2 spin).
φ(q) = ψ(r)σ(s) (2.8)
with
σ(
1
2
) = α, σ(−1
2
) = β
The spin functions are orthonormal.
〈α | α〉 = 〈β | β〉 = 1
〈α | β〉 = 〈β | α〉 = 0
Spatial orbitals are usually assumed to form an orthonormal set, 〈ψi | ψj〉 = δij. The
pre-factor 1/
√
n! is necessary for the normalization of the wavefunction. |ψ(r)|2dr
represents the probability of finding the electron within the volume element dr.
The exact wavefunction Ψel is approximated by a Slater determinant Φ0. Within the
Hartree-Fock approximation the spin orbitals {φi} are varied, under the orthonormality
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constraint, until a Slater determinant Φ0 is obtained, which yields the lowest energy.
After expansion of the determinant, one can express the electronic Hartree-Fock energy
for a closed-shell system as
EHF =
〈
Φ0 | Hˆel | Φ0
〉
= 2
n/2∑
i
hii +
n/2∑
i
n/2∑
j
(2Jij −Kij) (2.9)
where
hii =
∫
ψ∗i (1)
{
−1
2
∇21 −
N∑
I
ZI
r1I
}
ψi(1) dr1
Jij =
∫ ∫
ψ∗i (1)ψ
∗
j (2)
1
r12
ψi(1)ψj(2) dr1 dr2
Kij =
∫ ∫
ψ∗i (1)ψ
∗
j (2)
1
r12
ψj(1)ψi(2) dr1 dr2
Jij and Kij are called Coulomb and exchange integrals, respectively. These terms
represent the interaction between two electrons.
The orthonormality constraints which must be satisfied during the minimization of
the EHF by variation of the {ψi} introduce the Lagrangian multipliers i in the result-
ing equations. The Hartree-Fock equations, which determine the {ψi} for which EHF
attains its lowest value, are given by
Fˆψi = iψi (2.10)
The Lagrangian multipliers i are the eigenvalues of the operator Fˆ and they have
the physical interpretation of orbital energies. The Fock operator Fˆ is a one-electron
operator defined as
Fˆ = hˆ+
n/2∑
j
[
2Jˆj − Kˆj
]
(2.11)
where
hˆ = −1
2
∇21 −
N∑
I
ZI
r1I
Jˆj(1)ψi(1) =
∫
ψ∗j (2)
1
r12
ψj(2) dr2 ψi(1)
and
Kˆj(1)ψi(1) =
∫
ψ∗j (2)
1
r12
ψi(2) dr2 ψj(1)
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A numerical solution of the Hartree-Fock equations is practicable only in atomic cal-
culations, but not for molecules. Roothaan showed that by expanding the molecular
orbitals ψi in atomic orbitals {χµ},
ψi =
m∑
µ
cµiχµ (2.12)
the differential equation can be converted into a set of algebraic equations [4]. These are
then solved by standard matrix algebra techniques. The atomic orbitals are generally
chosen as Slater-type orbitals [3]. Slater-type orbitals have the form
[2ζ]n+1/2
[(2n)!]1/2
rn−1 exp(−ζr)Y ml (θ, ψ)
where ζ is the orbital exponent, Y ml (θ, ψ) is a spherical harmonic function, and n,
l, and m are quantum numbers. More recently Gaussian functions are used in the
expansion of molecular orbitals. Gaussian-type orbitals are defined as(
2α
pi
)3/4 [
(8α)i+j+ki! j! k!
(2i)! (2j)! (2k)!
]1/2
xiyjzk exp(−αr2)
Here i, j and k are integers, x, y, and z are Cartesian coordinates and α is the orbital
exponent of the Gaussian-type function.
A matrix equation for cµi is obtained by substituting (2.12) in (2.10).
m∑
ν
Fµνcνi = i
m∑
ν
Sµνcνi ;µ = 1, 2, . . . , m (2.13)
FC = SC
The overlap matrix S has elements
Sµν =
∫
χ∗µ(1)χν(1) dr1 (2.14)
The Fock matrix F has elements
Fµν =
∫
χ∗µ(1)Fˆ (1)χν(1) dr1 (2.15)
= Hµν +
m∑
ρ
m∑
σ
Pρσ
[
(µν | ρσ)− 1
2
(µσ | ρν)
]
The electronic Hartree-Fock energy, EHF, is obtained as
EHF =
1
2
m∑
µ
m∑
ν
Pµν (Hµν + Fµν)
where Hµν =
∫
χ∗µ(1)
{
−1
2
∇21 −
N∑
I
ZI
r1I
}
χν(1) dr1
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(µν | ρσ) =
∫∫
χ∗µ(1)χ
∗
ρ(2)
1
r12
χν(1)χσ(2) dr1 dr2
Pµν = 2
n/2∑
i
cµi cνi
Here Hµν and Pµν are the elements of the core matrix H and the density matrix P,
respectively.
An orthonormal set of basis functions is obtained as
λν =
m∑
µ
aµνχµ (2.16)
Here the coefficients aµi are the elements of transformation matrix S
−1/2. In this
orthonormal set the overlap matrix will be the unit matrix.
Sλµν = 〈λµ | λν〉 = δµν (2.17)
The Hartree-Fock-Roothaan equations (2.13) will thus have a simpler form as
FλCλ = Cλ (2.18)
The elements of the matrix Cλ are the coefficients in the linear expansion of the molec-
ular orbitals {ψi} in terms of the orthonormal basis functions {λµ}.
ψi =
m∑
µ
cλµi λµ (2.19)
The Fλ and F matrices and Cλ and C matrices are related in the following way.
Fλ = S−1/2FS−1/2 and Cλ = S1/2C (2.20)
The Hartree-Fock-Roothaan equations are solved by an iterative procedure called self-
consistent field (SCF) procedure [3]. In this iterative method, an initial guess is made
for the coefficients C(0) and a first density matrix P(0) is obtained. The molecular
integrals are calculated for a given nuclear configuration {R}. The Fock matrix F(0)
is then evaluated. Then the matrix Fλ(0) is obtained using (2.20). Diagonalization
of Fλ(0) gives Cλ(1) and . Using (2.20) a new coefficient matrix C(1) and thus the
density matrix P(1) can be obtained from Cλ(1). This procedure will be continued,
with the evaluation of the new F(1), Fλ(1), its eigenvalues and eigenvectors Cλ(2) until
the density matrix elements of the new step differ by a predefined convergence factor
from the previous step.
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For closed-shell systems, electrons of opposite spins occupy pairwise the same spatial
orbital. The corresponding Hartree-Fock wavefunction is called restricted Hartree-Fock
(RHF) wavefunction. There are two methods available for the treatment of open-shell
systems, the restricted open-shell Hartree-Fock (ROHF) method and the unrestricted
Hartree-Fock (UHF) method. In the ROHF approach the wavefunction is divided into
a closed-shell and an open-shell part. In the closed-shell part the paired electrons are
given the same spatial orbital function [5]. In a UHF wavefunction, the electrons of α
and β spin are allowed to have different spatial orbitals [6]. But the problem with the
UHF method is that there is usually a spin contamination in its wavefunction.
Approaches that are based on the Hartree-Fock SCF procedure without additional ap-
proximation are called ab initio methods. But ab initio methods are computationally
costly due to the calculation of multi-center integrals, whose number increases with m4,
where m is the number of basis functions. Thus they are restricted to systems with less
than 100 atoms. For treating larger systems, a more approximate treatment is neces-
sary, e.g. by applying semiempirical methods. Semiempirical methods neglect a large
part of the integrals by using justifiable approximations. Thus they are computation-
ally more efficient compared to ab initio methods. In order to compensate the neglect
of the integrals, some of the remaining two-center integrals and the core integrals are
replaced by empirical expressions that contain adjustable parameters. These parame-
ters are optimized to reproduce experimental properties. In many cases semiempirical
methods are able to reproduce experimental data with similar accuracy as ab initio
methods at much lower computational cost. In the present work large and complex
systems are investigated. For this reason the semiempirical method MSINDO was used
for the calculations. Details of this method is described in the next section.
2.2 The Semiempirical Method MSINDO
MSINDO (Modified Symmetrically Orthogonalized Intermediate Neglect of Differential
Overlap) [2] is a modified version of the semiempirical SCF molecular orbital method
SINDO1 [7] based on the INDO formalism by Pople et al. [8]. The underlying assump-
tion on which the semiempirical methods are based on, is the ZDO (Zero Differential
Overlap) approximation. This assumption leads to the neglect of integrals which de-
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pend on the overlap of different orbitals.
χ∗µ(1)χν(1) dr1 = 0 for µ 6= ν (2.21)
By using the ZDO approximation, three- and four-center integrals vanish. The two-
electron integrals of the form (µAνB|ρCσD) will become (µAµA|ρCρC)δµAνBδρCσD . At
the INDO level one-center integrals of the form (µAµA|µAµA), (µAµA|νAνA) and
(µAνA|µAνA) are retained. The ZDO approximation is also applied to potential terms
of the one-electron integrals.
In MSINDO, the ZDO approximation is justified by an approximate Lo¨wdin trans-
formation to the orthogonalized basis [9]. For the atoms in the second and the third
row with 3d orbitals, additional one-center hybrid integrals of the form (µAµA|ρAσA),
(µAρA|µAσA) and (µAνA|ρAσA) are taken into account in order to preserve rotational
invariance [10]. MSINDO uses a pseudominimal basis set of Slater-type valence atomic
orbitals and takes into account the core electrons by Zerner’s pseudopotential [11].
Thus {1s} orbitals for H, {2s, 2p} for first row elements, {3s, 3p} for Na and Mg,
{3s, 3p, 3d} for Al-Cl, {4s, 4p} for K and Ca, {3d, 4s, 4p} for Sc to Zn and {4s, 4p, 4d}
for Ga to Br, are considered explicitly. In order to describe hydrogen bonding, an
additional set of 2p orbitals can be introduced on hydrogen.
Using nonorthogonal basis functions, one-center elements of the core matrix H are
given by,
HµAµA = UµA +
∑
B 6=A
(
V BµAµA + V
B,corr
µAµA
)−∑
B 6=A
∑
ρB
S2µAρBρB (2.22)
HµAνA =
∑
B 6=A
(
V BµAνA + V
B,corr
µAνA
)−∑
B 6=A
∑
ρB
SµAρBSνAρBρB
where UµA =
〈
µA
∣∣∣∣−12∇2 − ZArA
∣∣∣∣µA
〉
V BµAνA =
〈
µA
∣∣∣∣−ZBrB
∣∣∣∣ νA
〉
V B,corrµAµA =
∑
νB
nνB
〈
µA
∣∣∣JˆνB − JˆsνB
∣∣∣µA〉
=
∑
νB
nνB [(µAµA|νsBνsB)− (µsAµsA|νsBνsB)] (2.23)
Here UµA are determined from average energies of atomic configurations. V
B,corr
µAµA
is
a directional correction term for V BµAµA , which partially compensates the neglect of
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directional effects in the two-center Coulomb integrals. νB is a valence orbital at center
B and nνB is its atomic occupation number. µ
s
A and ν
s
B are treated like s orbitals. JˆνB
and JˆsνB are Coulomb operators. The atomic orbital νB is taken as an s orbital in JˆνB ,
while all orbitals are taken as s orbitals for the evaluation of JˆsνB . The last term in
(2.22) is a pseudopotential which takes care of the inner orbitals ρB. ρB is the diagonal
Fock matrix element of the core orbital, ρB. The Mulliken approximation is used for
calculating the two-center core integrals along with a correction term, LµAνB [12].
HµAνB =
1
2
SµAνB (HµAµA +HνBνB) + LµAνB (2.24)
The correction term LµAνB has the form
LµAνB = −
1
2
(
ζ2µA + ζ
2
νB
) SµAνB (1− |SµAνB |)
1 + ρ
(2.25)
where ρ =
1
2
(ζµA + ζνB)RAB
Here the ζ’s are the orbital exponents. Two center two-electron integrals are evaluated
analytically over s-functions. The Fock-matrix elements are given by
FµAµA = HµAµA +
∑
ρA
∑
σA
PρAσA
[
(µAµA|ρAσA)− 1
2
(µAσA|ρAµA)
]
(2.26)
+
∑
B 6=A
∑
ρB
PρBρB (µAµA|ρBρB)
FµAνA = HµAνA +
∑
ρA
∑
σA
PρAσA
[
(µAνA|ρAσA)− 1
2
(µAσA|ρAνA)
]
FµAνB = HµAνB +
1
2
PµAνB (µAµA|νBνB)
The core matrix is transformed to the Lo¨wdin orthogonalized basis as below.
Hλ = S−1/2HS−1/2 (2.27)
S−1/2 can be expanded in a Taylor series.
S−1/2 =
(
1 + S
)−1/2
= 1− 1
2
S +
3
8
S
2 − 5
16
S
3
+ · · · (2.28)
Here S is the overlap matrix with zero diagonal elements. Hλ is usually approximated in
the overlap expansion, to second order in SINDO1, but only to first order in MSINDO.
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The latter avoids the problems connected with large overlap. The core matrix elements
will take the following form [2].
HλµAµA = HµAµA − fB,orth
∑
B 6=A
∑
ρB
SµAρBLµAρB (2.29)
HλµAνA = HµAνA −
1
2
fB,orth
∑
B 6=A
∑
ρB
(LµAρBSρBνA + SµAρBLρBνA)
HλµAνB = LµAνB +H
corr
µAνB
Here fB,orth is a correction factor which compensates the different numbers of basis
functions used for the elements and (partially) the neglect of higher order terms in
(2.27). HcorrµAνB is an empirical correction term given by
HcorrµAνB =
1
4
(KA +KB)SµAνB (fAhµAµA + fBhνBνB) (2.30)
with fA = 1− exp (−κPB (A)RAB)
fB = 1− exp (−κPA(B)RAB)
The K’s here in this equation are adjustable parameters dependent only on the type of
the elements and the orbital symmetry. The κ’s are atomic parameters of interperiodic
nature. MSINDO has been parametrized for the elements H, Li-F, Na-Cl and K-
Br [13–15].
Special techniques like an embedding procedure [16] and the cyclic cluster model [17]
for the description of solids and surfaces have been developed and incorporated in
MSINDO. The method has been successfully applied to various solid state problems
such as properties of bulk solids [18], adsorptions [19] and surface reactions [20].
2.3 Cyclic Cluster Model
Quantum chemical methods are widely used for investigating bulk and surface proper-
ties of crystalline systems. Two quantum chemical models frequently used to describe
crystals are periodic supercells and clusters.
In the cluster model [21] a small portion of a crystal or a surface is used as representa-
tive for the whole system. This quasi-molecular system can be treated by all quantum
chemical methods. The cluster model has the advantage that it can describe local
effects. A disadvantage is the existence of boundary effects due to the atoms at the
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border with incomplete coordination. The local symmetry of the crystal is not pre-
served in this approach. Moreover, the long-range Coulomb interactions are completely
neglected. This problem can be solved to some extent by systematically increasing the
cluster size and extrapolating the results to the infinite limit [22]. The problems due
to the lack of saturation at the cluster boundary can be overcome by saturating atoms
with hydrogen. Long-range Coulomb interactions can be accounted for embedding in
point charges [16]. But these schemes do not entirely solve the problems of free cluster
models.
The deficiencies of the cluster approach can be overcome by generating periodic bound-
ary conditions for the cluster model. By this approach every local part of the cluster
that is translationally equivalent will have identical environment and thus the local
symmetry is preserved throughout the cluster. Such an approach is called cyclic clus-
ter model (CCM) [17]. In the CCM a conceptually cyclic arrangement is created for
every atom in the cluster by translations of the neighboring atoms. In the following
example, an infinite one-dimensional (AB) chain is modelled by a cyclic (AB)3 cluster
A1 − B1 − A2 − B2 − A3 − B3 (2.31)
In order to define the interaction region R for every atom of the cyclic cluster, the
cluster atoms are translated as follows.
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Figure 2.1: Translation of the one dimensional chain in CCM
Here a is the length of the translational vector. The atoms with primes (′) and double
primes (′′) are the translated images of the real cluster (2.31) in positive and negative x
directions, respectively. Only interactions within the distance r ≤ |a|/2 are taken into
account. Thus the interactions of each atom in (2.31) in the CCM can be represented
as in Table 2.1. The interaction region means the region around an atom in which all
the multi-center integrals containing the central atom are evaluated.
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Table 2.1: CCM interaction matrix for the linear chain (2.31). Here I is a central atom
and R(I) is its interaction region.
R(I) I R(I)
B′′2 A
′′
3 B
′′
3 A1 B1 A2 B2
A′′3 B
′′
3 A1 B1 A2 B2 A3
B′′3 A1 B1 A2 B2 A3 B3
A1 B1 A2 B2 A3 B3 A
′
1
B1 A2 B2 A3 B3 A
′
1 B
′
1
A2 B2 A3 B3 A
′
1 B
′
1 A
′
2
In MSINDO the atoms at the border of the interaction sphere are treated in a different
way as in previous implementations of this approach [17]. If an atom J is located at
the border of the interaction region for a central atom I, a weighting factor ωIJ is
introduced for the calculation of interaction integrals between atoms I and J . The
weighting factor is evaluated as the reciprocal of the total number of such atoms on
the border. In the above example of a one-dimensional chain, there are two neighbors
at the border of the interaction region of every atom in the cluster at ±|a|/2. Thus
ωIJ will be 1/2 for the integrals involving the border atoms. The modified interaction
matrix for this case is given in Table 2.2.
Table 2.2: Weighted CCM interaction matrix for the linear chain (2.31). Here I is a
central atom and R(I) is its interaction region.
R(I) I R(I)
1
2
B′′2 A
′′
3 B
′′
3 A1 B1 A2
1
2
B2
1
2
A′′3 B
′′
3 A1 B1 A2 B2
1
2
A3
1
2
B′′3 A1 B1 A2 B2 A3
1
2
B3
1
2
A1 B1 A2 B2 A3 B3
1
2
A′1
1
2
B1 A2 B2 A3 B3 A
′
1
1
2
B′1
1
2
A2 B2 A3 B3 A
′
1 B
′
1
1
2
A′2
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Within the CCM, the one-center core Hamiltonian elements (2.22) are modified as
HµAµA = UµA +
R(A)∑
B 6=A
ωAB
(
V BµAµA + V
B,corr
µAµA
)− R(A)∑
B 6=A
∑
ρB
S2µAρBρB (2.32)
HµAνA =
R(A)∑
B 6=A
ωAB
(
V BµAνA + V
B,corr
µAνA
)− R(A)∑
B 6=A
∑
ρB
SµAρBSνAρBρB
where R(A) is the interaction region for an atom A of the cluster and ωAB is the
weighting factor. If ν belongs to an atom B which is not a border atom, the two-center
terms HµAνB and Coulomb matrix elements GµAνB consist of single terms [17]. If ν is
centered at atom B which is a border atom, HµAνB and GµAνB are calculated as sums
over all equivalent border atoms B ′, including the reference atom B as,
HµAνB =
equiv∑
B′
ωAB′HµAνB′
GµAνB =
equiv∑
B′
ωAB′GµAνB′
CCM calculations are performed in real space. Long-range electrostatic interactions
can be approximately taken into account in CCM calculations by embedding in point
charges. But it is preferable to exactly calculate interactions between the point charges
and the atoms of the cyclic cluster using the Ewald summation technique [23].
Analytical energy gradients for the atomic coordinates, in the framework of CCM, are
also implemented in MSINDO [17,23]. Numerical gradients are used for the cell vectors
during the cell optimization.
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3 Molecular Dynamics
Molecular dynamics (MD) is a technique to investigate the equilibrium and dynamic
properties of many-body systems [1,24,25]. It is widely used to obtain the microscopic
dynamic and structural properties of different types of systems in chemistry, physics
and biology [26]. The main ingredient of MD is the classical law that describes the
nuclear motion of the particles of the system. Particles are given initial positions
and momenta, and their subsequent trajectories are mapped out by integration of
the classical equations of motion. Macroscopic properties are obtained by applying
statistical mechanics [1].
3.1 Fundamentals
3.1.1 Equations of Motion
In traditional MD approaches the nuclear motion of the particles is governed by the
laws of classical mechanics [1, 24–26]. This is a good approximation for a wide range
of molecular systems where quantum effects such as tunneling do not play a significant
role.
Consider a system of N particles with positions R and momenta P. The set of all
positions {R1,R2, ....,RN} (or momenta {P1,P2, ....,PN}) will be called RN (PN). Let
U(RN ) define the total potential energy of the particles in the system. The Hamiltonian
function H of this system is defined as
H(RN ,PN) =
N∑
I=1
P2I
2MI
+ U(RN) (3.33)
where MI is the mass of particle I. The momentum PI of a particle I is
PI = MIR˙I (3.34)
For an isolated system the value of the Hamiltonian function does not change with
time and is equal to the total energy E of the system.
H(RN ,PN) = E (3.35)
Equations of motion according to Hamilton’s equation [24] are
∇PIH =
PI
MI
= R˙I (3.36)
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∇RIH = − P˙I (3.37)
Using (3.33) and (3.34) in (3.37), the following relation can be obtained.
∇RIH = −MI R¨I = ∇RIU = −FI (3.38)
The equations of motion can also be derived from the Lagrange formalism. The La-
grange function is
L(RN ,PN) =
N∑
I=1
P2I
2MI
− U(RN) (3.39)
The equation of motion can be obtained by using the Euler-Lagrange equation
d
dt
∇
R˙I
L = ∇RIL (3.40)
3.1.2 Types of Molecular Dynamics
The popular MD approaches which are used to generate classical trajectories are
(a) Classical MD
(b) Born-Oppenheimer MD
(c) Car-Parrinello MD
Classical MD uses simple analytical empirical potentials to generate U . MD simula-
tions using empirical potentials can treat large systems and generate long trajectories,
because the calculation of forces and energies is computationally inexpensive. But it is
difficult to describe situations like bond formation, bond breaking and charge transfer
by such predefined potentials. Parametrization of model potentials and their accuracy
is always a problem with these methods.
Quantum chemical MD simulations consider the motion of the nuclei on a Born-
Oppenheimer surface and are thus called Born-Oppenheimer MD (BOMD) [27]. In
this approach, the forces on the particles are calculated quantum-chemically and lead
to a classical movement of the nuclear positions. Since a self-consistent electronic struc-
ture calculation has to be performed for every point of a trajectory, such an approach
is computationally demanding for high-level quantum chemical methods.
Car and Parrinello could circumvent this problem to a great extent by treating the
orbitals that are used to build up the electronic wavefunction as classically moving
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dynamic variables together with the nuclear motion [28]. This mapping of a quantum-
classical problem to a two-component purely classical problem was possible because of
the adiabatic energy separation of the fast electrons and the slow nuclei [26]. At the
beginning of a Car-Parrinello MD simulation, the wave function is initialized from a
preliminary self-consistent procedure and a small kinetic energy is attributed to the
orbitals. The forces on the orbitals are calculated and the coefficients are varied by
integrating classical equations of motion for the orbitals. The kinetic energy related to
the time dependence of the orbitals is kept close to zero, so that the system will remain
close to the Born-Oppenheimer surface. This approach eliminates the computationally
expensive self-consistent electronic structural calculations. But there are two problems
connected with this approach. Computationally demanding iterative methods or or-
thogonalization procedures are necessary to maintain the orthonormality of the orbitals
and their velocities during the dynamics simulation. Compared to BOMD simulation,
a smaller step size has to be used for the integration of the equations of motion to
retain the adiabatic separation between the motion of the nuclei and the electrons.
3.1.3 Integration of the Equations of Motion
An important task in an MD procedure is to generate the trajectory for a set of
initial positions and momenta. As the integration of the equations of motion can
only be performed numerically, it is impossible to generate an exact trajectory in
a computer simulation. The integration is performed by discretization of time and
repeated calculation of the forces on the particles. Accurate approaches must have a
long term energy conservation and short term reversibility.
The velocity Verlet algorithm [1] is the best choice for this purpose. It is a truncated
Taylor series expansion of the trajectory in time. The new positions of the particles at
time t + ∆t are calculated from the positions, forces and velocities at time t.
RI(t+ ∆t) = RI(t) + R˙I(t)∆t+
1
2
R¨I(t)∆t
2
= RI(t) + R˙I(t)∆t+
FI(t)
2MI
∆t2 (3.41)
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The velocities at time t are first updated to a time t+ ∆t
2
.
R˙I(t+
∆t
2
) = R˙I(t) +
1
2
R¨I(t)∆t
= R˙I(t) +
FI(t)
2MI
∆t (3.42)
As the positions are already updated to t + ∆t by (3.41), forces at t + ∆t can be
calculated. The velocities are then further updated to t+ ∆t as
R˙I(t+ ∆t) = R˙I(t+
∆t
2
) +
1
2
R¨I(t+ ∆t)∆t
= R˙I(t+
∆t
2
) +
FI(t+ ∆t)
2MI
∆t (3.43)
A proper selection of the time step ∆t is very important as it determines the accuracy
of the trajectory. For Verlet type algorithms a time step of 1 fs or smaller is used.
There are higher order integrators available for the integration in MD simulations.
Such an algorithm enables to use longer time steps without loss of accuracy or even
with higher accuracy for a given time step compared to the Verlet algorithm. But
higher order algorithms are computationally expensive, require more storage and are
not time-reversible. Predictor-corrector algorithms are a popular class of higher order
algorithms used in MD simulations [29].
3.1.4 Property Calculation with Molecular Dynamics
Statistical analysis of trajectories obtained from MD simulations can be used to deter-
mine a variety of properties of a system [30]. An ensemble is the assembly of all possible
microscopic states of a system. All microscopic states have the same constraints that
define the system macroscopically. An assembly of all states with fixed total energy E
and fixed size (number of particles N and volume V ), is called microcanonical (NV E)
ensemble. This ensemble is appropriate for a closed isolated system. In a canonical
(NV T ) ensemble, the number of particles, the volume and the temperature are con-
stant, but the energy can vary. This is appropriate for a closed system in contact with
a heat bath. The average of an instantaneous property sampled over a long time is
equivalent to the ensemble average. Dynamical systems that obey this equivalence are
said to be ergodic.
The temperature T is calculated by making use of the equipartition principle [30].〈
1
Nf
N∑
I=1
1
2
MIR˙
2
I
〉
=
1
2
kBT (3.44)
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Here kB is the Boltzmann constant, and Nf is the number of degrees of freedom of the
system. <> denotes the ensemble average. For convenience, an instantaneous kinetic
temperature T (t) is defined.
T (t) =
1
kBNf
N∑
I=1
MIR˙
2
I(t) (3.45)
Thus,
〈T (t)〉 = T
Two dynamical functions which can be calculated in different ensembles are the velocity
autocorrelation function (VACF) and the mean square displacement (MSD) [25]. If the
velocities at time t0 and t0 + t are similar, their values are said to be correlated. The
VACF G(t) gives a quantitative measure of this correlation. It is given by,
G(t) =
1
N
〈
N∑
I=1
R˙I(t0) · R˙I(t0 + t)
〉
=
1
N
N∑
I=1
1
tmax
tmax∑
t0
R˙I(t0) · R˙I(t0 + t) (3.46)
In the calculation of G(t), averaging over the starting points t0 and over the trajectories
of all the atoms are performed. The length of the trajectory which is used for the
calculation of VACF should be tmax plus the correlation time length needed for G(t).
The correlation function G(t) has the same period of oscillations as the velocities.
The decay of the correlation function shows the decay in the correlations in atomic
motion along the trajectories of the atoms. Vibrational density of states (DOS) can be
obtained by taking the Fourier transform G(ν) of the normalized VACF G′(t).
G(ν) = lim
τ→∞
1
τ
∫ τ
0
G′(t)W (t) cos(2piνt) dt (3.47)
where
G′(t) =
〈
N∑
I=1
R˙I(t0) · R˙I(t0 + t)
〉
〈
N∑
I=1
R˙I(t0) · R˙I(t0)
〉 (3.48)
Here W (t) is a windowing function [24] which is used for smoothing the spectrum
by removing random statistical errors. Different windowing functions are discussed in
3 Molecular Dynamics 20
Ref. [31]. The vibrational spectrum thus obtained can be related to the data from
spectroscopic experiments.
The diffusion coefficient D can be obtained from the VACF by using the Green-Kubo
equation [24].
D =
1
3
∫ ∞
0
G(t) dt (3.49)
The MSD evaluates the mean-squared distance over which the particles have moved in
a time interval t. The MSD ∆R2(t) is evaluated by
∆R2(t) =
1
N
〈
N∑
I=1
[RI(t0 + t)−RI(t0)]2
〉
=
1
N
N∑
I=1
1
tmax
tmax∑
t0
[RI(t0 + t)−RI(t0)]2 (3.50)
Alternatively to (3.49), the diffusion coefficient can be calculated from the MSD using
Einstein relations [24].
D = lim
t→∞
1
6t
∆R2(t) (3.51)
The MSD is used to identify whether a system behaves like a solid or a fluid. As the
self-diffusion coefficient of fluids is much larger than that of solids, the function ∆R2(t)
increases almost linearly for fluids and remains nearly constant for solids with time [25].
Structural details of the system under consideration can be obtained by calculating the
root mean square bond length fluctuation (BLF) δ.
δ =
2
N(N − 1)
∑
I<J
[〈R2IJ〉 − 〈RIJ〉2] 12
〈RIJ〉 (3.52)
where RIJ denotes the distance between atoms I and J . The BLF is very sensitive to
structural transitions. When a “melting” type of transition occurs, BLF will increase
rapidly. Thus a plot of BLF as a function of the temperature gives an idea about the
melting temperature. Evaluation of bond length and, similarly, bond angle distribution
is also helpful to receive information about the structural details during the simulation.
Usually the thermodynamic properties are calculated from the fluctuations of total
energy [25]. The molar heat capacity at constant volume CV is given by
CV =
(
∂E
∂T
)
NV
(3.53)
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CV can be estimated by numerical differentiation of (3.53) after performing a number
of canonical ensemble simulations at different temperatures. The following analytical
expression can also be used to obtain CV from a single NV T simulation at a certain
temperature T [25].
CV =
1
kBT 2
(〈
E2
〉− 〈E〉2) (3.54)
As CV is obtained from fluctuations rather than from a quantity directly obtained
from the ensemble average, it is difficult to obtain accurate values for CV from an MD
simulation.
The entropy S is related to other thermodynamic properties as,
dS =
dE
T
+
P
T
dV − µ
T
dN (3.55)
Here P is the pressure, µ = G/N is the chemical potential and G is the Gibbs free
energy. For a canonical ensemble we have
∆S = S(T2)− S(T1) =
∫ T2
T1
1
T
(
∂E
∂T
)
NV
dT =
∫ T2
T1
CV
T
dT (3.56)
The integration in (3.56) is evaluated numerically by performing several canonical
ensemble simulations at different temperatures between T1 and T2.
A quantum-classical approach can be used for the calculation of thermodynamic prop-
erties of crystals. For crystals the vibrational modes can be approximately considered as
harmonic [32]. The system is then viewed as a set of 3N harmonic oscillators [33, 34].
The total canonical partition function Q can be expressed in terms of the partition
functions of the individual modes qj as
Q =
3N∏
j=1
qj
Therefore,
lnQ =
3N∑
j=1
ln qj (3.57)
If the normal frequencies are continuously distributed, (3.57) can be written as
lnQ =
∫ ∞
0
dν G(ν) ln q(ν) (3.58)
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Here G(ν) is the distribution of vibrational normal modes of the system. The effective
vibrational intensity at frequency ν can be calculated as
G(ν) =
2
kBT
N∑
J=1
3∑
K=1
MJ g
K
J (ν) (3.59)
The spectral density gKJ (ν) of an atom J in the Kth coordinate (K = x, y, and z in the
Cartesian coordinate system) is estimated from the square of the Fourier transform of
the velocities as
gKJ (ν) = lim
τ→∞
∣∣∣∫ τ−τ R˙KJ (t) exp(−i2piνt) dt∣∣∣2
2τ
Partition function q(ν) is given by
q(ν) =
exp(−βhν/2)
1− exp(−βhν) where β =
1
kBT
The entropy S can then be expressed as
S = kB lnQ+ β
−1
(
∂ lnQ
∂T
)
N,V
= kB
∫ ∞
0
dν G(ν)Ws(ν) (3.60)
where
Ws(ν) =
βhν
exp(βhν)− 1 − ln [1− exp(−βhν)]
Similarly, the heat capacity at constant volume CV is given by
CV = kB
∫ ∞
0
dν G(ν)Wc(ν) (3.61)
with
Wc(ν) = (βhν)
2 exp(βhν)
(exp(βhν)− 1)2
In this approach the entropy is obtained from a single NV T simulation, while the
previous method which uses the thermodynamic integration (3.56) needs several NV T
simulations. The quantum-classical method is applicable only in the temperature range
in which the harmonic approximation is valid. It can thus be used for crystals in a
wide range of temperatures, while for molecular systems it is applicable only at very
low temperatures.
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3.1.5 Controlling Temperature in Molecular Dynamics
From (3.45) it is clear that
T (t) ∝ R˙2(t) (3.62)
This relationship is used for controlling the temperature by linear scaling of the veloc-
ities. If Ttar(t) is the target temperature and T (t) is the instantaneous temperature at
a time t, the velocities of all the particles are scaled by a factor η(t) where
η(t) =
√
Ttar(t)
T (t)
Therefore the velocities R˙N are modified to R˙Ntar as
R˙Ntar(t) = η R˙
N(t) (3.63)
This linear scaling method is useful for heating, cooling or equilibrating the system. If
the scaling is applied in every ns steps (called scaling frequency) of the simulation, Ttar
at a step nt, where nt is a multiple of the scaling frequency ns, is given by
Ttar(t) = Tinitial +
(Tfinal − Tinitial)
ttot
nt ∆t (3.64)
where ttot is the total time of the simulation, Tfinal the final temperature at the end of
the simulation, t = ttot, and Tinitial is the initial temperature of the simulation.
Berendsen et al. [35] proposed a weak coupling of the system to an external temperature
bath. This is realized by modifying the equations of motion by inserting stochastic and
frictional terms. This scales the particle velocities by a factor λ(t).
λ(t) =
[
1 +
∆t
τT
(
T0
T (t)
− 1
)]1/2
(3.65)
where T0 is the temperature of the bath and τT is the coupling constant. But this
method can not produce a canonical ensemble. For performing canonical ensemble
simulations, it is preferred to use the Nose´-Hoover chain thermostat. The details of
the Nose´-Hoover chain thermostat are described in Section 3.2.1.
3.1.6 Simulated Annealing
With standard methods like steepest descent or Newton-Raphson optimization tech-
niques it is difficult to search for the global minimum structure of systems with a large
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number of local minima. In general, gradient based optimization methods will find the
minimum that is closest to the initial starting structure. Therefore in order to find the
global minimum a large number of initial configurations has to be taken into account.
Simulated annealing [36], which is a particular application of the MD approach, is a
way to overcome this problem. Starting from an arbitrary configuration the system
is heated to a high temperature and then cooled very slowly to 0 K. Heating to a
very high temperature will help to overcome the energy barriers. However, there is
no general proof that even an infinitely slow cooling leads to the energetically lowest
structure. Application of the simulated annealing procedure are described in Section
5.1.
3.2 Advanced Methods
3.2.1 Nose´-Hoover Chain Thermostats
In 1984 Nose´ demonstrated that a rigorous canonical distribution in both coordinate
and momentum space can be achieved by using the extended system approach [37,38].
In an extended system approach, additional degrees of freedom are introduced to the
Hamiltonian of the physical system. The extended system Hamiltonian will generate
a microcanonical ensemble, while the physical system is forced to generate a canonical
ensemble. The additional degrees of freedom are unitless and have no physical meaning.
This approach was shown to be useful for generating other ensembles as well. The
Extended Hamiltonian Hnose proposed by Nose´ is
Hnose =
N∑
I
1
2MIs2
P2I + U(R
N) +
1
2Q
p2s + gkBT ln s (3.66)
where s is the additional degree of freedom of the system, Q (dimension energy·[time]2)
is the effective mass associated with s, ps is the momentum of s and g is a parameter
which is essentially equal to the number of degrees of freedom of the physical system.
A logarithmic dependence of the potential on the variable s, gkBT ln s, is crucial for
producing the canonical ensemble [38]. Equations of motion for this extended system
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can be derived from (3.66) as,
R˙I = ∇PIHnose =
PI
MIs2
P˙I = −∇RIHnose = −∇RIU(RN)
s˙ =
∂Hnose
∂ps
=
ps
Q
p˙s = −∂Hnose
∂s
=
1
s
(∑
I
P2I
MI
− gkBT
)
It is common to use the Nose´ scheme in the formulation of Hoover [39]. It is then called
Nose´-Hoover thermostat.
In some cases the Nose´-Hoover thermostat runs into ergodicity problems and the desired
distribution is not achieved [39]. It is found that for small systems or for high-frequency
vibrational modes, the Nose´-Hoover thermostat may fail to generate a canonical distri-
bution [1]. This problem was solved by Martyna et al. [40] by coupling the Nose´-Hoover
thermostat with a chain of thermostats. This is called Nose´-Hoover chain (NHC) ther-
mostat. The coupling allows the thermostats to fluctuate. Equations of motion of
NHC are given by,
R˙I =
PI
MI
(3.67)
P˙I = FI −PI pζ1
Q1
(3.68)
ζ˙I =
pζi
QI
(3.69)
p˙ζ1 =
[
N∑
I=1
P2I
MI
−NfkBT
]
− pζ1
pζ2
Q2
(3.70)
p˙ζj =
[
p2ζj−1
Qj−1
− kBT
]
− pζj
pζj+1
Qj+1
for j = 2, · · · ,M − 1 (3.71)
p˙ζM =
[
p2ζM−1
QM−1
− kBT
]
(3.72)
There are M chain variables ζj with masses Qj and momenta pζj in the NHC thermo-
stat. Here FI = −∇RIU(RN ). The conserved quantity for the NHC is
HNHC =
N∑
I=1
P2I
2MI
+
M∑
i=1
p2ζi
2Qi
+ U(RN ) +NfkBTζ1 + kBT
M∑
i=2
ζi (3.73)
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Masses for the extended system variables are taken as
Q1 = NfkBT/ω
2 (3.74)
Qj = kBT/ω
2 for j > 1
where ω is the frequency at which the thermostat particles fluctuate. To make the
thermostats oscillate with the particles of the physical system, ω is taken as the char-
acteristic frequency of the real system. But it is not necessary to have accurate masses
for the thermostat variables.
Integration of the equations of motion of Nose´-Hoover and NHC thermostat can not
be performed directly by using the velocity Verlet algorithm because the forces on the
particles at time t are directly dependent on the particle velocities at time t. There
are many ways to solve this problem. One way is to use an iterative velocity Verlet
algorithm [1]. But this approach does not preserve the reversibility of the equations
of motion. An alternative way is to use a multiple time step reversible integrator for
the extended system dynamics [41, 42]. The latter approach is used in MSINDO for
solving the equations of motion for the NHC thermostat.
3.2.2 Metadynamics
MD methods derived from quantum-chemical methods can be used to investigate com-
plex chemical reactions. Reactions occur when the system migrates from one local
minimum to the other, by surmounting energy barriers. The time needed for such
reactions to take place depends exponentially on the height of these barriers. In most
cases the barriers are large and the reactions occur within a time scale of microseconds
or more. With the present day computer technology quantum chemical MD methods
can only afford few pico-seconds of simulation.
For a fast and efficient exploration of the free energy surface, Laio and Parrinello [43]
devised a method where the free energy surface is filled with Gaussians of appropriate
size. This accelerates the movement between the free energy minima on the hypersur-
face. The basic assumption of this method is that certain reaction coordinates can be
defined for a particular reaction, which discriminate reactants and products. These re-
action coordinates are functions of the nuclear coordinates. Instead of a coarse-grained
approach as used in Ref. [43], a continuous-metadynamics approach was proposed by
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Iannuzzi et al. [44]. In this approach an extended system Hamiltonian HMeta is used.
Extended system variables {s} are introduced to generate a restraining force on the
reaction coordinates and a history-dependent potential V (t, s).
HMeta = H0 +
Ns∑
α
1
2
Mαs˙
2
α +
Ns∑
α
1
2
kα [Sα(RI)− sα]2 − V (t, s) (3.75)
Here H0 is the Hamiltonian of the physical system, which is given by (3.33). The second
and third terms are the kinetic energy of the collective variables {s} and the potential
energy from the restrained force on the collective coordinates Sα, respectively. Ns is
the number of reaction coordinates and Mα is the mass of a collective variable sα. The
coupling constant kα determines how fast the sα evolve in time with respect to the
nuclear motion. Sα(RI) is the scaled reaction coordinate. Sα can be any function of
nuclear coordinates, which can define the chemical reaction to be simulated, for e.g.
a bond length, a bond angle, a dihedral angle, or a coordination number. Each Sα is
scaled in such a way that the maximum amplitude of its fluctuations, max (|Sα − 〈Sα〉|),
is equal to 1 in a constant-temperature MD simulation which is performed prior to a
metadynamics simulation. Sα’s are thus dimensionless and kα is having the dimension
of energy. V (t, s) is defined as,
V (t, s) =
∑
ti<t
W exp
{
− [s(t)− s(ti)]
2
2 (∆s⊥)2
}
(3.76)
where s(ti) = {sα(ti)}, W is the prefactor of the Gaussian and ∆s⊥ is a parameter
which determines the size of the Gaussian. The equations of motion are
P˙I = −∇RIHMeta = −∇RIU(RN )−
∑
α
kα [Sα(RI)− sα] (∇RISα(RI)) (3.77)
R˙I = ∇PIHMeta =
PI
MI
(3.78)
p˙sα = −
∂HMeta
∂sα
= kα [Sα(RI)− sα] + ∂V (t, s)
∂sα
(3.79)
s˙α =
∂HMeta
∂psα
=
psα
Mα
(3.80)
where psα is the momentum of the collective variable sα and
∂V (t, s)
∂sα
=
∑
ti<t
−W [s(t)− s(ti)]
(∆s⊥)2
exp
{
− [s(t)− s(ti)]
2
2 (∆s⊥)2
}
(3.81)
Metadynamics simulations are performed at a certain temperature using the Nose´-
Hoover chain thermostat. The collective variables are updated at every time step of
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the simulation. The potential V (t, s) is updated at certain time interval ∆tMeta, which
is an integer multiple of the MD time step ∆t. The parameters kα,Mα,∆s
⊥ and W
are system dependent. kα and Mα are chosen in such a way that the dynamics of {s}
are adiabatically separated from the nuclear motion. The values of these parameters
should allow the collective variables to complete at least 3-5 oscillations per picosecond.
A large value of ∆s⊥ forces a fast escape from free energy minimum. Usually a value
between 0.1 and 0.3 is used for ∆s⊥. W must have a value lower than the free energy
barrier.
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4 Implementation of Molecular Dynamics in MSINDO
4.1 Algorithm for Born-Oppenheimer Molecular Dynamics
The first part in an algorithm for MD based on the velocity-Verlet integrator is the
initialization of velocities. Initial velocities R˙N0 are assigned from a Maxwell-Boltzmann
distribution at a predefined temperature. Such a distribution is usually obtained by
scaling a uniform distribution of random numbers uN . Random numbers obeys the
following condition.
1
3N
N∑
I=1
u2I = 1
These are produced from a random number generator [24,31] and are scaled by
√
kBT0/MI ,
where T0 is the initial temperature and MI is the mass of particle I,
R˙I0 =
√
kBT0
MI
uI
The forces are calculated analytically [45] for the initial structure. Positions and ve-
locities are updated using (3.41), (3.42). For the updated positions the new forces are
evaluated. Using (3.43), velocities are further updated.
The instantaneous temperature is calculated at this point using (3.45). If the present
time step is an integer multiple of a defined scaling frequency, the velocities are scaled.
The target temperature is estimated using (3.64) and the velocities are scaled using
(3.63).
The whole process is repeated for a predefined number of steps. Instantaneous prop-
erties like temperature, kinetic energy, potential energy and total energy will be ac-
cumulated to calculate the averages and root mean square deviations. Thus a simple
algorithm for BOMD is as follows :
(a) Assign initial positions RN and velocities R˙N
(b) Calculate energy and forces on the nuclei
(c) Update the nuclear positions to t+ ∆t
(d) Update the nuclear velocities to a half time step t+ ∆t/2
(f) Calculate energy and forces on the nuclei at t+ ∆t
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(g) Update the velocities to t+ ∆t
(h) Estimate the instantaneous temperature T (t+ ∆t)
(i) Modify the velocities, if needed
(j) Accumulate the instantaneous properties
(k) Go to step c
The same MD code can be used with the CCM without modification. The computa-
tionally expensive part of BOMD is the SCF process and the estimation of the forces. In
order to reduce the computational effort, the converged density matrix of the previous
time step is taken as the initial guess for the next step.
If the Berendsen’s temperature bath is used, the velocities are scaled at every time
step of the simulation using (3.65). An alternative way for controlling the temperature
is by using the Nose´-Hoover chain (NHC) thermostat. Integration of the equations
of motion of the NHC thermostat ((3.67)-(3.72)) is performed by using a reversible
multiple time step (MTS) approach [41]. The MTS integration scheme is implemented
as described by Martyna et al. [42]. Masses of the thermostat particles are calculated
from a predefined thermostat frequency (ω in (3.74)). The initial thermostat variables
{ζ} are taken as zero and the initial velocities of the thermostat variables {ζ˙} are
assigned from a Maxwell-Boltzmann distribution for the initial temperature (of the
physical system). In MSINDO, the NHC thermostat is implemented in such a way
that thermostatting of the whole system or each particle of the system is possible.
The BOMD algorithm described above has to be modified for the incorporation of
metadynamics technique. The collective variables {s} are updated at every time step of
the simulation using the velocity Verlet algorithm. Initially the {s} are set equal to the
scaled collective coordinates and their initial velocities are taken as zero. The history-
dependent potential (3.76) is updated in every time interval ∆tMeta. It is always an
integer multiple of MD time step ∆t. To have a control on the dynamics of the collective
variables, their velocities are scaled. Analytical derivatives of the collective variables
with respect to the nuclear coordinates ∇RISα(RI) are required for metadynamics.
At the moment analytical derivatives are implemented for bond lengths, bond angles,
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dihedral angles and coordination numbers as reaction coordinates. The corresponding
formulas are given in Appendix A.
The algorithm for metadynamics which is implemented in MSINDO is as follows.
(a) Initialization:
- Assign the nuclear positions RN , velocities R˙N and evaluate {S(t = 0)}
- Assign initial values for the collective variables {s} (sα(t = 0) = Sα(t = 0))
- Assign velocities for collective variables {s˙}
(b) Calculate energy and forces on the nuclei
[
FN (t = 0)
]
(c) Evaluate the analytical derivatives of collective coordinates ∇RISα(RI)
(d) Correct FN (t = 0) by the forces from {s} on the nuclei as in (3.77)
(e) Update the nuclear positions to t+ ∆t
(f) Evaluate new collective coordinates
(g) Evaluate the forces on {s} as in (3.79)
(h) Update the collective variables {s} to t+ ∆t
(i) Update the nuclear velocities to a half time step t+ ∆t/2
(j) Update the velocities of the collective variables to a half time step t+ ∆t/2
(k) Calculate the new energy and the forces on the nuclei
[
FN(t + ∆t)
]
(l) Evaluate ∇RISα(RI) at t+ ∆t
(m) Correct FN (t+ ∆t) by the forces from {s}
(n) Update the nuclear velocities
(o) Calculate the forces on {s}
(p) Update the velocities of the collective variables to t+ ∆t
(q) Estimate the instantaneous temperature T (t)
(r) Modify the velocities, if needed
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(s) Estimate the temperature of the collective variables
(t) Modify these velocities, if needed
(u) Accumulate the instantaneous properties
(v) Go to step e
4.2 Test Calculations
4.2.1 Total Energy Conservation
For a microcanonical ensemble simulation, the total energy (defined by the sum of
the kinetic energy and the potential energy of all particles) of the system must be
conserved. This can be used as a preliminary test of the implementation of MD [46].
A single water molecule was taken as the test case. The simulation was performed
with an initial temperature of 300 K for 1 ps using different time steps and SCF
convergence criteria. The maximum deviation of the instantaneous total energies from
the initial total energy was used as a measure for the total energy conservation during
a simulation. The dependence of the maximum energy deviation on the time step and
the SCF convergence criteria is given in Table 4.3.
Table 4.3: Maximum energy deviation for different time steps ∆t and SCF convergence.
SCF Conv.(a.u.) Maximum energy deviation (a.u.)
∆t = 1 fs ∆t = 0.5 fs ∆t = 0.1 fs
1.0× 10−4 4.6× 10−4 4.2× 10−4 3.3× 10−4
1.0× 10−6 4.5× 10−4 4.1× 10−4 3.2× 10−4
1.0× 10−8 1.0× 10−4 7.1× 10−5 6.3× 10−5
1.0× 10−10 5.8× 10−5 2.0× 10−5 2.0× 10−5
For a time step of 1 fs, total energy conservation at every time step of the simulation
is plotted for different SCF convergence criteria in Figure 4.2. A drift in total energy
conservation is observed when the forces are calculated with lower accuracy (Figure
4.2 a-b). But for very accurate forces, the total energy conservation is in the range
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of 10−5 a.u. (Figure 4.2 c-d). Usually the MD simulations are performed with a SCF
convergence criteria of 10−8 a.u. corresponding to the curve c in Figure 4.2.
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Figure 4.2: Total energy conservation for the following SCF convergence criteria: (a)
1.0× 10−4 a.u. (b) 1.0× 10−6 a.u. (c) 1.0× 10−8 a.u. (d) 1.0× 10−10 a.u.
4.2.2 Simulated Annealing of Simple Molecules
Capability of the simulated annealing technique using the present MD implementation
to find the global minimum structures of simple molecules was tested. N2, H2O, NH3,
CH4, C6H6 molecules were taken as the test cases. Initial bond lengths and angles were
taken arbitrarily. A time step of 1 fs is used. The systems are heated in 200 steps to
500 K and equilibrated for 1000 steps. This was followed by cooling to 0 K in 2000
steps. In all cases the final structures and energies were indistinguishable from those
obtained from quasi Newton-Raphson optimization (Table 4.4). This demonstrates the
numerical stability of the present implementation. Of course, a gradient-based opti-
mization is computationally much more efficient than a simulated annealing procedure
for finding the equilibrium structures of such simple systems where reasonable starting
structures can be provided. But in more complex situation, simulated annealing can
be the only way to find the energy minimum structure.
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Table 4.4: Final energies and structures of simple molecules obtained by simulated
annealing (SA) and quasi Newton-Raphson (QNR) optimization techniques.
Eb is the binding energy in kJ/mol, bond lengths (r) are in A˚ and bond
angles (θ) are in degrees.
Molecule Properties SA QNR
N2 Eb -264.4 -264.4
rN−N 1.096 1.096
H2O Eb -268.2 -268.2
rO−H 0.960 0.960
θH−O−H 104.7 104.7
NH3 Eb -347.8 -347.8
rN−H 1.009 1.009
θH−N−H 108.2 108.2
CH4 Eb -494.7 -494.7
rC−H 1.076 1.076
θH−C−H 109.5 109.5
C6H6 Eb -1617.0 -1617.0
rC−C 1.396 1.393
rC−H 1.086 1.086
θH−C−C 120.0 120.0
4.2.3 Canonical Ensemble Simulation using the Nose´-Hoover Chain Ther-
mostat
In this section, the accuracy of the implementation of the Nose´-Hoover chain thermostat
is demonstrated. A canonical ensemble simulation was performed for ZnS bulk (cubic),
using the Nose´-Hoover chain thermostat. A three-dimensional cyclic Zn32S32 cluster
was used to define the bulk of ZnS. The cell parameter a was optimized before the
MD simulation. An initial temperature of 300 K was assigned to the system and a
time step of 0.5 fs was chosen. The whole system was thermostatted using 10 Nose´-
Hoover chains. Thermostat frequency was taken as 750 cm−1 which is close to the
maximum frequency of vibration of the ZnS lattice. As mentioned in Ref. [42], the
frequency of the thermostat is not a critical parameter for obtaining a better average
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temperature. Instantaneous temperatures during this simulation for 8000 steps are
plotted in Figure 4.3. Total energy conservation of the extended system (3.73) was
8 × 10−4 a.u. and average temperature after 8000 steps was 296 K. These clearly
demonstrate the accuracy of the implementation. The average temperature is only 4
K lower than the required temperature of the system. Temperature fluctuations in the
initial steps of the simulation were high because of the equilibration process. Thus
first few steps can be skipped for the estimation of the properties of the system. When
the first 1000 steps were neglected, the average temperature became 300 K, which was
exactly the required temperature.
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Figure 4.3: Instantaneous temperatures during the canonical ensemble simulation of
ZnS bulk are plotted (red line). Average temperature (296 K) for 8000
steps is marked as a blue line.
4.2.4 Exploration of Free Energy Surface using Metadynamics
Si7 cluster was chosen for testing the implementation of the metadynamics technique.
The global minimum structure of Si7 cluster is a pentagonal bipyramid structure (Fig-
ure 4.4a). Metadynamics is used here to explore the free energy surface of the Si7
cluster. Collective coordinates were selected as the coordination number of each silicon
atom. The coordination number is calculated using (A.5), as described in Appendix
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A.4. The cutoff bond distance was chosen as 3.0 A˚. Before starting the metadynamics
simulation, an MD simulation at 300 K was performed for 2000 steps using the Nose´-
Hoover chain thermostat with the pentagonal bipyramidal structure (Figure 4.4a).
Maximum deviation of the collective coordinates from their average values were es-
timated and then used to scale the collective coordinates during the metadynamics
simulation as mentioned in Section 3.2.2.
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Figure 4.4: Change in the potential energy during the metadynamics simulation of Si7
cluster. Different isomers of Si7 cluster (a-c) observed during the simulation
are also shown.
A time step of 1 fs was used for the metadynamics simulation. The Nose´-Hoover chain
thermostat was used to control the temperature. The parameters ∆s⊥, kα, Mα and
W in (3.75) and (3.76) were 0.3, 1.0 kJ/mol, 40 a.m.u. and 8.0 kJ/mol respectively.
The Gaussian functions in (3.76) were updated at every 50th step of the simulation.
When the instantaneous temperature of the collective coordinates was increased by
more than 0.6 a.u., their velocities were scaled to achieve their average temperature at
that instant. The change in the potential energy during the metadynamics simulation
is plotted in Figure 4.4. In 2000 steps of the simulation, the structure of Si7 cluster
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changed from that in Figure 4.4a to that in Figure 4.4b. After 12000 steps a new
structure Figure 4.4c was observed. Structure in Figure 4.4b and Figure 4.4c were
local minimum structures about 80 kJ/mol and 89 kJ/mol higher than the global
minimum structure in Figure 4.4a, respectively.
Thus a fast escape of system from the free-energy minima was successfully simulated.
This shows that the metadynamics technique is well implemented in MSINDO.
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5 Applications of Molecular Dynamics Techniques
5.1 Structure and Melting Behavior of Silicon Clusters
5.1.1 Introduction
In the past two decades a great effort has been taken to understand the global minimum
structures of silicon clusters. Gradient-based structural optimizations of small silicon
clusters were performed at different levels of theory [47–57]. Kaxiras and Jackson
reported that clusters in the range between 20 and 40 atoms prefer to have compact
shapes [58]. They predicted that the cross-over from elongated to spherical shapes lies
in the range of 24 to 28 silicon atoms. More compact structures with 29 and more Si
atoms were investigated by Jug and Krack [59].
As there exists large number of local minima for medium size silicon clusters, gradient
based optimization techniques fail to obtain their global minimum structures. MD
techniques can be used to overcome the energy barriers and to find the global minimum
structure. Dynamic properties and global minimum structures of silicon clusters were
investigated using MD techniques [60–68].
A number of theoretical investigations focused on the possible structures of Si45 [48,59,
69–74] after the small reactivity of this cluster has been established experimentally [75].
Kaxiras proposed a structure with a fourfold coordinated silicon atom surrounded by a
cage with bonding patterns similar to a 2×1 reconstructed Si(111) surface [69]. Jelski et
al. [70] suggested a modification for the structure proposed by Kaxiras. Their proposed
structure also had a tetrahedrally coordinated central atom in a bulk environment
similar to that suggested by Kaxiras, but the positions of the cage atoms were not
similar to those of the reconstructed crystal surface. This structure consists of sixfold
coordinated outer atoms and the cage was formed by six-membered rings. A Si44
cage with a tetrahedrally coordinated center Si atom weakly connected to the cage was
suggested by Jug and Krack [59]. A Si40 cage with a Si5 core was a suggestion from Pan
and Ramakrishna [73]. From MD simulations a distorted structure for Si45 was derived
from a Si38 cage with a Si7 core [72,74]. Patterson and Messmer reported a possibility
of a 17 atom core where the outer atoms resemble the reconstructed surface [48].
The interest in Si60 was mainly due to its possible similarity with the analogue C60.
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Even though the structure and dynamics of C60 are well understood, Si60 is still under
debate [76–87]. The possibility of Si60 having buckminsterfullerene structure with Ih
symmetry has been discussed in the literature [76, 77]. With the semiempirical AM1
method an icosahedral geometry was obtained as energy minimum structure [78]. The
relative population of Ih and C2v cage structures has been studied using AM1 [79].
Some of the previous density functional (DFT) and HF studies have not investigated
other possibilities than this high symmetry structure [80,81]. In contrast, previous MD
investigations report deviations from the ideal Ih symmetry [82–86]. Li and Luo [82]
reported a distorted truncated icosahedron with T symmetry. Investigations using the
full-potential linear-muffin-tin-orbital MD method reported a distorted cage with Th
symmetry for Si60 [83,84]. But a stacked structure was found to be more stable than a
distorted spherical structure using the same method [83]. Khan and Broughton [85] re-
ported a relaxed Ih geometry as the global minimum structure. Chen et al. investigated
possible Si60 energy minimum structures with the DFT-B3LYP (6-31G
∗) method [87].
They reported a distorted fullerene-type structure for Si60 with Ci symmetry. Menon
and Subbaswamy [86] found that a network structure similar to the silicon bulk is more
stable than a cage structure.
MD implementation in MSINDO was used to study the structure and melting behavior
of silicon clusters. The reliability of the present parametrization for silicon compounds
was tested by comparing the global minimum structure of Sin (n = 5 to 7) clusters
using simulated annealing and density functional calculations. Constant temperature
MD simulations were performed to study the melting behavior of Si7 cluster. Relative
stability of various energy minimum structures of Si45 and Si60 were obtained using
extensive simulated annealing.
5.1.2 Simple Silicon Clusters
In this section the results on the simulated annealing of Sin (n = 5 to 7) clusters are
presented. The structural and energetic properties of these clusters are compared to
high-level calculations from the literature. In this way the accuracy of MSINDO for
the determination of Si cluster properties was examined.
The Si5 simulation was started with different structures having D3h, C2v and C4v sym-
metry. Initial velocities were assigned to the system corresponding to 10 K. The systems
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(a) (b) (c)
Figure 5.5: Global minimum structures of Sin ( n = 5 - 7 ) clusters.
were then heated to 1000 K in 500 steps and equilibrated for 1000 steps at this tem-
perature. In 2000 steps the systems were cooled to 1 K and then to 0 K in another
1000 steps. Irrespective of the starting structure, the simulation gave a D3h struc-
ture at the end of the simulation (Figure 5.5a). A vibrational analysis performed for
the final structure confirmed the energy minimum structure. The present result is in
agreement with earlier calculations at post-HF, DFT and semiempirical INDO levels
of theory [49, 53, 54].
In a similar treatment as above it was found that the global minimum structure of Si6
is an edge-capped trigonal-bipyramid having C2v symmetry (Figure 5.5b). Simulated
annealing runs starting with a D4h structure and a face-capped trigonal-bipyramid
both converged to the above C2v structure. Previous SINDO1 calculations by Jug and
Krack [54] obtained the same global minimum for this cluster. This result is also in
accordance with other calculations at HF and DFT levels of theory [47, 53].
A face-capped octahedron (FCO) of C3v symmetry was suggested as minimum struc-
ture for the Si7 cluster in an earlier study [56]. But when this starting structure was
used, the simulated annealing MD converged to a pentagonal bipyramid (PBP) with
D5h symmetry (Figure 5.5c). Previous calculations [50, 53, 54] and Raman spectra in-
terpretation [88] of Si7 are also in agreement with this result. According to MSINDO
results the FCO structure was a local minimum lying 101 kJ/mol higher in energy
than the global minimum. Simulations starting with a tricapped tetrahedron (TCT)
(C3v symmetry) and an edgecapped octahedron (ECO) (C2v symmetry), respectively,
also gave a PBP as the final structure. A FCO was found to be approximately 22
kJ/mol lower in energy than a TCT which in turn is 2 kJ/mol more stable than ECO.
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Simulation was also started from a ring structure where the seven Si atoms were in a
plane. A free run of 1000 steps was first used to relax the structure. Velocities were
reset to zero during the free run when the kinetic temperature exceeded 3000 K to
avoid dissociation. The final temperature after this free run was below 1000 K. The
system was then heated to 1000 K and equilibrated. It was subsequently cooled to 1 K
and then to 0 K in 2000 and 1000 steps, respectively. The structure converged again
to the PBP. The convergence to the global minimum from different initial structures
is shown in Figure 5.6.
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Figure 5.6: Potential energy convergence of the Si7 cluster to the global minimum
from different starting structures; FCO: face-capped octahedron, TCT: tr-
icapped tetrahedron.
Calculated heats of formation for the global minimum structures of Sin (n = 5-7) are
in good agreement with the values obtained by experiments [89]. Binding energies
of different isomers of Sin (n =5-7) clusters obtained with MSINDO and from DFT
calculations using the Perdew-Wang GGA (PWGGA) exchange-correlation functional
[90] are compared in Table 5.6. The DFT reference calculations were performed with
Gaussian 98 [91]. It can be seen from this table that there is good agreement of the
MSINDO energies with the PWGGA data.
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Table 5.5: Calculated heats of formation (kJ/mol) at 298.15 K for Sin (n=5-7) clusters
and comparison with experimental results.
Cluster MD-MSINDO Exp.a
Si5 707 700 ± 24
Si6 770 733 ± 41
Si7 789 743 ± 36
a Ref. [89]
Table 5.6: Binding energies (kJ/mol) of various isomers of Sin (n=5-7) clusters ob-
tained with MSINDO and PWGGA/6-311G*.
Cluster Structure Binding energy
MSINDO PWGGA
Si5 D3h −1578 −1552
C4v −1437 −1457
C2v −1398 −1452
Si6 C2v −1978 −1971
D4h −1969 −1970
Oh −1850 −1750
Si7 D5h −2412 −2388
Ca3v −2311 −2229
C2v −2296 −2193
Cb3v −2294 −2188
a Facecapped octahedron
b Tricapped tetrahedron
5.1.3 Solid-Liquid Transition of the Si7 Cluster
Solid-like or liquid-like behavior of a cluster is defined from its structural stability
at different temperatures. At high temperatures, the system can cross the energy
barriers separating the global minimum from local minima and can undergo a structural
transition between these structures. This invokes extra modes of vibration in the
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system [64].
Wang et al. [67] and Dinda et al. [65, 66] reported that Si7 shows a “melting” type
of structural transition within a temperature range of 1500 K and 1700 K. A melting
temperature of 1680 K was reported in Ref. [65]. Simulation was started from a slight
distortion of the equilibrium structure. The simulations were performed from 500 K
to 2500 K at intervals of 100 K. The Nose´-Hoover chain thermostat was used for the
constant temperature dynamics. For each starting temperature, an equilibration for
3000 steps was followed by the simulations for 32 ps using a time step of 0.4 fs (total
of 80,000 steps). For an accurate picture of structural changes, the BLF (3.52) was
estimated. Bond length and bond angle distributions at different temperatures were
also obtained. The MSD (3.50) was sampled for 5000 time steps over the rest of the
data points by shifting the time origin every 10 steps. In Figure 5.7 a sudden increase
in BLF from 1600 K to 1800 K can be seen.
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Figure 5.7: Bond length fluctuation (BLF) for Si7 in dependence of the average tem-
perature of different constant temperature simulations.
It clearly shows that the melting of the Si7 cluster occurred within this temperature
range. The MSD for four different temperatures is shown in Figure 5.8. The MSD
curve has almost zero slope up to 1500 K indicating nearly zero diffusion of the silicon
5 Applications of Molecular Dynamics Techniques 44
0
0.5
1
1.5
2
2.5
0 200 400 600 800 1000 1200 1400 1600 1800 2000
500K
1500K
1800K
2300K
 
 

 
 

	
Figure 5.8: Time (fs) dependence of mean square displacement MSD (A˚2) for a Si7
cluster.
atoms during the dynamics simulation. MSD at 1800 K has a positive slope which
means that structural changes occur in the system at this temperature.
The atomic distance distribution was calculated at different temperatures (Figure 5.9).
The peaks around 2.5 A˚ and 4 A˚ at low temperature are corresponding to the distances
of the neighboring atoms and next neighboring atoms, respectively, in the pentagonal-
bipyramidal structure. At 1800 K peaks around 2.5 A˚ have shifted to a lower value
while the second peak spread to higher values. Thus it is clear that oscillations occur
in the system by which the distance of next nearest neighbors increases together with
a decrease of distances of their neighbor atoms. At high temperatures atomic distances
between 2 A˚ to 5 A˚ can be found in the molecule, which demonstrates a “liquid-like”
behavior. Additional atomic distances were appearing when the system starts melting.
A similar trend was observed in the bond angle distribution (Figure 5.10). Cut-off
bond distance used for evaluating the bond angle distribution was 3.0 A˚. The prob-
ability of angles around 50 degrees increased at high temperatures. Additional bond
angles between 85 to 90 degrees appeared in the system from 1600 K. These distribu-
tions indicate that a structural transition starts in the system from 1600 K. From the
snapshots (Figure 5.11) during the MD simulation at 1600 K it was found that the
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Figure 5.9: Atomic distance distribution of the Si7 cluster at different temperatures.
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Figure 5.10: Bond angle distribution (BAD) of the Si7 cluster at different temperatures.
system populates the potential energy surface of a C2v structure given in Figure 5.11d.
At high temperatures the system gains vibrational energy and thus can cross the barrier
between the pentagonal bipyramid and the above mentioned C2v structure. The C2v
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structure is 80 kJ/mol higher in energy than the global minimum structure. When
the system is able to cross the barrier, it can freely move throughout the free energy
surface between the above two isomers. This results in the above described structural
changes. At temperatures higher than 1800 K structural changes to other isomers were
also taking place during the MD simulation.
(a) (b) (c) (d) (e)
Figure 5.11: Snapshots during the MD simulation of Si7 cluster at 1600 K: (a) at 23.80
ps (b) at 24.12 ps (c) at 27.58 ps (d) at 28.51 ps (e) at 31.03 ps.
5.1.4 Simulated Annealing of Medium Size Silicon Clusters
In the following subsections two of the most studied medium size silicon clusters, Si45
and Si60, are considered.
Structure of Si45
Different starting structures (see Table 5.7) were considered in the simulated annealing
runs to find the energy minimum structures of Si45. A preoptimization was performed
for the starting structures by a quasi-Newton-Raphson method or MD run without
controlling velocities. It was followed by simulated annealing for 11000 steps. All these
structures were heated to 2000 K and equilibrated before cooling to 0 K. The starting
structures taken for the simulated annealing and the finally obtained structures are
shown in Figure 5.12.
To obtain a reasonable starting structure for the clusters Si9 in Si36-cage and Si7 in Si38-
cage proposed in Ref. [72,74], the positions of the core atoms were optimized using the
Newton-Raphson optimization method keeping the cage fixed. The resulting structure
(Figure 5.12f) was then fully relaxed during simulated annealing. In the case of Si7
in Si38 cluster, two types Si7 cores were considered. One is a triangular prism with a
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center atom and the other was a pentagonal bipyramid structure. Optimization of the
core atoms gave the same structure for these two cases (Figure 5.12c). The possibility
of an elongated structure [92] was also investigated by starting from a stacked cubic
structure (Figure 5.12g).
During the simulated annealing of the structure proposed by Jelski et al. [70] (Figure
5.12a) it was found that its Si17 core was not undergoing any rearrangement. A sub-
stantial distortion of the surface atoms of this cluster was observed. The four capping
atoms of the six-membered rings were rearranged. All the other starting structures
(Figure 5.12b-g) had undergone large structural changes during the simulated anneal-
ing. Binding energies of the final structures obtained after the simulated annealing are
given in Table 5.7. The structure derived from that of Jelski et al. [70] was found to
Table 5.7: Binding energies (kJ/mol) of the final structures obtained from MSINDO
simulated annealing with different starting structures for Si45.
Starting structure Final structure
Structure Binding energy
Figure 5.12a Figure 5.12a’ −16978
Figure 5.12b Figure 5.12b’ −16926
Figure 5.12c Figure 5.12c’ −16568
Figure 5.12d Figure 5.12d’ −16770
Figure 5.12e Figure 5.12e’ −16813
Figure 5.12f Figure 5.12f’ −16544
Figure 5.12g Figure 5.12g’ −16458
be more stable than all the other structures (Figure 5.12a’). The elongated structure
(Figure 5.12g’) was the least stable one. A general trend seen in these final structures
is the preference for compact structures and the formation of more tetracoordinated
silicon atoms. This observation is in accordance with that of Kaxiras and Jackson [58].
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(a) (a’) (b) (b’)
(c) (c’) (d) (d’)
(e) (e’) (f) (f’)
(g) (g’)
Figure 5.12: Initial structures (without prime) and final structures (with prime) of Si45
for simulated annealing; see Table 5.7 for details
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Structure of Si60
In the case of Si60, compact (Figure 5.13a,b), fullerene-like (Figure 5.13c) and stacked
structures (Figure 5.13d) were considered. The final structures are shown in Figure
5.13a’-d’. Their stability is listed in Table 5.8. The two compact structures were chosen
as a three-layer bulk-like structure (Figure 5.13a) and an Si14 core optimized in an Si46
cage (Figure 5.13b). Repeated heating and cooling was done for 22000 steps. The first
structure is more compact. The corresponding final structure (Figure 5.13a’) turned
out to be the most stable one (Table 5.8). Both final structures are of low symmetry.
Table 5.8: Binding energies (BE) (kJ/mol) of the final structures obtained from
MSINDO simulated annealing with different starting structures for Si60.
Structure in Figure 5.13d’ is obtained by a quasi-Newton-Raphson opti-
mization of structure in Figure 5.13d.
Starting structure Final structure
Figure Reference Figure BE
Figure 5.13a - Figure 5.13a’ −22774
Figure 5.13b - Figure 5.13b’ −22581
Figure 5.13c [76–80] Figure 5.13c’ −22489
Figure 5.13d [76] Figure 5.13d’ −21666
In the case of the fullerene-like Ih structure, the cage was destroyed and a network
structure was formed above 1000 K. In order to maintain the cage structure the system
was heated only to 1000 K in another simulation. The icosahedral symmetry was
destroyed within a few steps of the run. The final structure after the MD run is a
distorted cage structure similar to that proposed by Khan et al. [85] (Figure 5.13c’).
This structure is higher in energy than the two compact structures (Figure 5.13a’,b’).
For comparison a parallel stacked naphthalene-like structure of Si60 was optimized
using a quasi-Newton-Raphson method. A symmetry restricted optimization gave a
stacked structure which was found to be unstable by frequency analysis. A symmetry
unrestricted optimization lead to a serious bulging of the edge bonds, showing that
Si60 does not prefer such a stacked naphthalene-like structure. This is different from
C60 that is stable in the graphite form which is similar to the above mentioned stacked
naphthalene structure.
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Unlike carbon, silicon prefers to be in tetrahedral coordination. The observed distortion
from the Ih structure is driven by the preference of Si atoms to be in a tetrahedral
coordinated state. The distortions of the Si36 and Si38 fullerene cages that are part
of several modifications of Si45 can also be explained in this way. A structure where
most Si atoms are tetrahedrally coordinated will be most stable. Thus one can expect
a three-dimensional network structure to be more stable than the cage structure [86].
Si60 in cage structure was proposed by the previous first principle calculations. Such
high-level calculations were performed to verify the relative energies of the cage-like
and bulk-like structure to confirm the MSINDO result. Gradient-based optimizations
with the gradient-corrected density functional PWGGA [90] using a 6-311G∗ basis set
were done. The two representative structures for compact and cage shape of Figure
9a’ and 9c’ obtained by MSINDO were used as starting structures. The compact
structure was found to be 440 kJ/mol more stable than the distorted cage structure.
This qualitatively confirms the result obtained by MSINDO.
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(c’)(c)
(b’)(b)
(a’)(a)
(d) (d’)
Figure 5.13: Initial structures (without prime) and final structures (with prime) of Si60
for simulated annealing; see Table 5.8 for details
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5.2 Formation of Vanadia-Titania Catalysts
5.2.1 Introduction
Metal oxides attracted much attention in the past two decades due to their wide range
of applications, especially in the field of heterogeneous catalysis [93], for e.g. vanadia-
titania catalysts. Vanadia-titania catalysts are used in the selective catalytic reduction
(SCR) of nitric oxides with ammonia [94]. In this process nitric oxides produced in tech-
nical combustion processes are removed. Vanadia-titania catalysts are also employed
for the partial oxidation of hydrocarbons [95, 96].
The most abundant polymorphs of titania are rutile and anatase. Rutile is thermody-
namically stable, while anatase is metastable. It is found that, monolayer vanadia has
a higher catalytic activity on anatase than on rutile in the SCR process. The observed
increase of the catalytic activity has been attributed to the match between certain
lattice planes of vanadia and anatase [97].
Stable surfaces of anatase are the (101), (001), and (100) surfaces. Using periodic
density functional theory (DFT) with local density (LDA) and generalized gradient
(GGA) approximation, Lazzeri et al. [98] predicted that the anatase (101) surface
is more stable than the other two surfaces. Beltran et al. [99] found that the anatase
(001) surface is more stable than the (101) surface with B3LYP hybrid functionals in the
periodic DFT. The same conclusion was obtained in a study by Oliver et al. [100] based
on classical inter-atomic potentials. The three surfaces have a differently topology and
can be expected to react different with the vanadia particles.
Different preparative methods and reaction conditions are believed to affect the struc-
ture of the active vanadia species of the mixed catalyst [101, 102]. Two common tech-
niques used for the preparation of monolayer vanadium oxide catalyst are impregnation
and grafting. In the impregnation technique, a solution containing the active species
is adsorbed onto the porous support particles [101]. Impregnating the TiO2 support
with an aqueous solution of ammonium vanadate [103] is an example for this method.
In the grafting technique, a monolayer catalyst is formed by the reaction of the active
species from the solution with the hydroxyl groups on the surface of the support. An
example for this method is the formation of monolayer vanadia catalysts on various
oxide surfaces by using a solution of VOCl3 in CCl4 or benzene [104].
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The term “VOx” is used for the active vanadia species on the surfaces of metal ox-
ide supports. Various experimental techniques were used for the investigation of the
structure of vanadia-titania catalysts [101]. Infrared (IR) and Raman spectroscopy
probed the existence of isolated and polymeric vanadia species [105]. Nuclear mag-
netic resonance (NMR) studies helped to identify different vanadia species with varying
vanadium coordination [106]. Extended X-ray adsorption fine structure (EXAFS) and
X-ray adsorption near-edge structure (XANES) investigations detected novel vanadia
species, for e.g. with divanadyl groups [107]. Many other experimental techniques
were also used in understanding the structure and reactivity of this catalyst [102]. The
effect of hydration and preparative methods on the structure of the catalyst was also
investigated [108].
But to obtain an detailed picture of the structure of the catalyst on an atomic scale, the-
oretical investigations are necessary. Sayle and co-workers [109] studied the structure of
vanadia multi-layers on the anatase (001) surface using classical potentials. Interfaces
formed by the interaction of different lattice planes of V2O5 with the anatase (001) sur-
face were investigated. Significant deformations were found in the structure of V2O5
layers on the anatase (001) surface. But their model was unrealistic as the actual cata-
lyst contains only a monolayer of vanadia particles on the TiO2 support. Ferreira and
Volpe used extended Hu¨ckel calculations to predict the structures of different vanadia
species on different oxide surfaces [110]. A vanadia-titania catalyst was modeled by the
adsorption of a V2O5 molecule on the anatase (100) and (001) surfaces by Calatayud
et al. [111]. Recently Bredow et al. proposed a model where a V2O7H4 entity was
adsorbed on the anatase (100) surface [112]. This model was based on experimental
observations of polyvanadate chains with VO4 units at low vanadia concentration. Ad-
sorption studies of NO, NH3 and H2O were performed on this model [113]. The same
model was used to investigate the reaction mechanism of SCR of NO with NH3 [114].
But up to now no theoretical investigation has focused on the influence of the various
crystallographic planes of the anatase surfaces on the structure of the vanadia species.
No MD simulations were performed in the previous studies to investigate the stability
of vanadia species at experimental temperatures. In the study presented here, MD
techniques were employed to study the reaction of the (101), (001) and (100) anatase
surfaces towards hydrated vanadia species. Stabilities of different isolated and poly-
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meric vanadia species were investigated. Reactions of hydroxyl groups on the anatase
surfaces with adsorbed vanadia species were also studied here.
5.2.2 Bulk Properties of Anatase
c
a
Figure 5.14: Anatase bulk unit cell. Yellow spheres represent titanium atoms and red
spheres represent oxygen atoms.
Anatase has a tetragonal unit cell (Figure 5.14). The space group of anatase is D194h −
I41/amd [115]. The titanium atoms are surrounded by six oxygen atoms in a distorted
octahedral configuration. The stacking of the octahedra results in threefold coordinated
oxygen atoms. The tetrahedral structure can be described in terms of three internal
parameters a, c and u. Here a and c are the unit cell parameters in x and z directions,
respectively, and u is the oxygen fractional coordinate [116]. Experimental values for
the lattice parameters (a = 3.786 A˚, c = 9.514 A˚ and u = 0.208) were reported by
Howard et al. [117]. The experimental binding energy per TiO2 unit for rutile is 1876
kJ/mol [118].
The MSINDO CCM-3D calculation was performed using a Ti64O128 cluster. In a
previous study [23] this cluster was found to give converged bulk properties for a
CCM-3D calculation. Unit cell parameters were optimized and bulk properties were
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calculated. The optimized lattice parameters are a = 3.630 A˚, c = 9.783 A˚ and
u = 0.205. Lattice parameters a, c, and u deviate only by -4%, 3%, and -1% from
the experimental values [117] (see Table 5.9). Compared to the results from previous
periodic DFT/B3LYP calculations by Beltran et al. [99], lattice parameters deviates
by -3%, 3%, and 1% (Table 5.9). Thus the lattice parameters from MSINDO-CCM
calculation are in reasonable agreement with the values reported by previous theoretical
calculation and experiment. Binding energy per TiO2 unit for anatase from MSINDO-
CCM calculations is 2065 kJ/mol. It is 189 kJ/mol higher than the experimental
value (1876 kJ/mol) [118]. But the deviation from the experimental value is smaller
compared to that observed in the previous periodic DFT/LDA calculations [98] (see
Table 5.9).
Table 5.9: Bulk properties of anatase
Properties MSINDO DFT Experiment
a (A˚) 3.630 3.735a 3.786c
Unit cell parameters c (A˚) 9.783 9.534a 9.514c
u 0.205 0.203a 0.208c
Binding energy per TiO2 (kJ/mol) 2065 2358
b 1876e
a Ref. [99]
b Ref. [98]
c Ref. [117]
e Ref. [118]
5.2.3 Surface Properties of Anatase
Anatase is transformed into rutile at relatively low temperatures. Due to this reason,
single crystal experiments on anatase are rare and have been performed only recently
[115, 119, 120]. Hebenstreit et al. [121] prepared and studied anatase single crystal
surfaces by scanning tunneling microscopy (STM). The anatase (101) surface has a
sawtooth like structure (Figure 5.15a). Six- and five-fold coordinated titanium atoms
and three- and two-fold coordinated oxygen atoms are present on this surface. The
anatase (001) surface exhibits five-fold coordinated titanium atoms as well as two- and
three-fold coordinated oxygen atoms (Figure 5.15b). Hermann et al. [122] found that
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Figure 5.15: Clusters used for studying the surface relaxations of anatase surfaces. (a)
anatase (101) 1×3×1 (Ti96O192) cluster. u = [101], v = [010], w = [101].
(b) anatase (001) 1×3×3 (Ti108O216) cluster. u = [100], v = [010], w =
[001]. (c) anatase (100) 1×3×6 (Ti72O144) cluster. u = [001], v =
[010], w = [100].
the anatase (001) 1×1 surface is not stable and undergoes reconstruction on heating
to elevated temperatures. On the anatase (100) surface, five-fold coordinated titanium
atoms, three- and two-fold coordinated oxygen atoms are exposed (Figure 5.15c). In
the channels along the [010] direction, six-fold titanium atoms and three-fold oxygen
atoms are also present.
Surface relaxation of the anatase (101), (001) and (100) surfaces was studied using
MSINDO. For simulating anatase (101), (001), and (100) surfaces, two-dimensional
cyclic Ti96O192, Ti108O216, and Ti72O144 clusters were chosen, respectively. Surface
energies of the three surfaces and their convergence with the number of relaxed layers
(on each side of the slab) are given in Table 5.10. The surface energy Esurf is calculated
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according to the equation
Esurf =
Eslab − Ebulk
2A
(5.82)
where Eslab is the total energy from a two-dimensional cyclic cluster calculation, Ebulk
is the total energy from a three-dimensional cyclic cluster calculation per TiO2 unit
multiplied by the number of TiO2 units in the slab and A is the surface area of the
slab. In the present calculations, Ebulk is calculated by multiplying the total energy
per TiO2 unit for Ti64O128 three-dimensional cyclic cluster with the number of TiO2
units in the slab. Surface energies are almost converged on relaxing 9, 9 and 5 layers
for (101)-Ti96O192, (001)-Ti108O216 and (100)-Ti72O144 clusters, respectively.
Table 5.10: Surface energies Esurf for various anatase surfaces. Nrlx is the number of
atomic layers relaxed in both sides of the cluster (see Figure 5.15) and Esurf
is the surface energy in (J/m2).
Surface MSINDO DFT/LDAa
Cluster Nrlx Esurf Esurf
(101) Ti96O192 6 1.34 0.84
7 1.33
8 1.32
9 1.31
(001) Ti108O216 6 1.37 1.38
7 1.36
8 1.36
9 1.36
(100) Ti72O144 2 1.60 0.96
3 1.54
4 1.52
5 1.51
a Ref. [98]
According to the surface energies obtained with MSINDO (Table 5.10), the order of
increasing stability of anatase surfaces is (100) < (001) < (101). Lazzeri et al. [98]
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reported that the stability increases with (001) < (100) < (101) while DFT/B3LYP
calculations by Beltra´n et al. [99] and the simulations using classical potentials by Oliver
et al. [100] resulted in the order of increasing stability is (100) < (101) < (001). Results
of MSINDO and the calculations of Lazzeri et al. [98] agree on the fact that the (101)
plane is the most stable anatase surface. This was also observed in the experiments
[115]. Absolute values of surface energies for (101) and (100) surfaces calculated by
DFT [98] are lower than the MSINDO values. The reason for this might be that the
DFT gives a very covalent picture of the surface bonds with strong relaxation.
The changes of atomic positions with respect to the corresponding bulk structure are
given in Table 5.11. The number of relaxed layers on either side of the slabs were
9, 9, and 5 for anatase (101), (001) and (100) clusters, respectively. The results are
compared with previous DFT/LDA calculation by Lazzeri et al. [98].
Table 5.11: Relaxation of anatase surfaces; changes 4u, 4v and 4w (A˚) of atomic
coordinates with respect to the corresponding bulk positions (see Figure
5.15)
Surface Cluster Atom Relaxations
MSINDO DFT/LDAa
4u 4v 4w 4u 4v 4w
(101) Ti96O192 Ti
5c 0.25 0.00 0.00 0.02 0.00 −0.18
(Figure 5.15a) Ti6c 0.25 0.00 0.07 0.17 0.00 0.20
O2c 0.06 0.00 −0.14 0.29 0.00 −0.02
O3c 0.13 0.00 0.29 0.16 0.00 0.19
(001) Ti108O216 Ti
5c 0.05 0.00 0.04 0.04 0.00 −0.06
(Figure 5.15b) O2c −0.06 0.00 −0.01 −0.19 0.00 0.08
O3c −0.04 0.00 0.13 −0.17 0.00 −0.02
(100) Ti72O144 Ti
5c 0.06 0.00 −0.04 0.02 0.00 −0.04
(Figure 5.15c) Ti6c 0.00 0.00 0.05 0.01 0.00 0.17
O2c 0.17 0.00 −0.02 0.16 0.00 0.02
O3c 0.05 0.00 0.18 0.04 0.00 0.18
O3c
′
0.00 0.00 0.04 0.01 0.00 0.10
a Data from Ref. [98]
In the case of the (101) surface, there is a quantitative difference between the DFT
results and the MSINDO results in the surface relaxations. However, the directions of
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the displacements are the same. For the (001) surface, changes ∆w for all the surface
atoms are in opposite direction compared to the DFT results. Except the displacements
of two-fold coordinated oxygens, the relaxation of the (100) is in good agreement with
the DFT results.
5.2.4 Models of VOx/TiO2 Catalysts
V
O1
O2
O2O2
Figure 5.16: Structure of VO4H3 molecule. Blue sphere represents vanadium atom,
red spheres represent oxygen atom and grey spheres represent hydrogen
atoms
VOx/TiO2 catalysts are modeled by the adsorption of VO4H3 and V2O7H4 on the
anatase (101), (001) and (100) clean surfaces. VO4H3 and its dimer V2O7H4 are the
simplest realistic models to understand the structures of the VOx/TiO2 catalysts. In
VO4H3 vanadium is tetrahedrally coordinated. In many of the preparative methods
the starting materials have vanadium in tetrahedral coordination [101,102]. In aqueous
medium, vanadium species will get hydrated. Different types of hydrated species are
possible depending on the pH of the medium [108]. Hydration is also possible by
atmospheric water and from water molecules adsorbed on titanium dioxide [106, 108].
There is experimental evidence for the presence of a hydrated VOx species on the TiO2
support [106, 123, 124]. Ferreira and Volpe [110] have also used VO4H3 as a model in
their simulations.
Three different Ti36O72 clusters were used for modeling the (101), (001) and (100)
anatase surfaces. These clusters are shown in Figure 5.17. Only one side of these
clusters was relaxed during the simulations. For the (101) and (001) clusters the first
six atomic layers and for the (100) cluster the first three atomic layers were relaxed.
The cluster used to simulate the (101) surface does not have a complete repeating unit
5 Applications of Molecular Dynamics Techniques 60
(a) (b) (c)
Figure 5.17: TiO2 clusters (Ti36O72) used for modeling VOx/TiO2 catalysts. (a)
anatase (101) (b) anatase (001) (c) anatase (100)
in the [101] direction. As shown in Figure 5.15a, the (101) cluster with a complete unit
cell along w direction has the stoichiometry Ti96O192. With the available computers, it
is impossible to use this cluster in MD simulations. Because of this reason, the smaller
cluster Ti36O72 was chosen. But it was found that error due to the use of Ti36O72
cluster instead of Ti96O192 was dispensable. For e.g., adsorption energy for molecular
adsorption of water molecule on Ti96O192 and Ti36O72 clusters were 95 kJ/mol and 99
kJ/mol, respectively.
5.2.5 Adsorption of VO4H3 on Anatase Surfaces
The results of the simulations of VO4H3 adsorption on the anatase (101), (001) and
(100) are described in sections 5.2.5.1, 5.2.5.2 and 5.2.5.3, respectively. In Section
5.2.5.4 the results are discussed and compared with available literature data.
5.2.5.1 Anatase (101)
In a first step, VO4H3 was adsorbed molecularly on the anatase (101) surface. An
adsorption structure shown in Figure 5.18a was considered first. In this structure two
oxygen atoms of VO4H3 are bound to two neighboring five-fold coordinated surface
titanium atoms. One of the hydrogen atoms of VO4H3, H(1), is connected to the
bridging surface oxygen O(5) by a hydrogen bond. The adsorption energy for this
structure is −125 kJ/mol . The energy of the system further decreases by 25 kJ/mol,
if the proton moves to the bridging surface oxygen atom O(5) (see Figure 5.18b). The
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Figure 5.18: Different structures of VO4H3 on the anatase (101) surface. Dotted lines
indicate hydrogen bonds. Here blue, yellow, red and grey spheres repre-
sent vanadium, titanium, oxygen and hydrogen atoms, respectively. The
same color scheme is used throughout this section.
optimized lengths of all vanadium-oxygen bonds in the adsorbate structure are given
in Table 5.12. The bond lengths of two vanadyl bonds in structure (5.18b), V-O(4)
and V-O(1), are 1.61 A˚ and 1.60 A˚, respectively. The former bond is slightly longer
because it is involved in a hydrogen bond to H(1).
Two other adsorption structures were tested in which the vanadium atom is directly
bound to the bridging oxygen O(5) (Figure 5.18 c, d). The structure (5.18c) is 4
kJ/mol higher in energy than structure (5.18b). The structure (5.18d) turned out to
be the most stable among all the structures in Figure 5.18. This structure is 5 kJ/mol
more stable than the dissociated structure (5.18b). Vanadium is five-fold coordinated
and the VO4 tetrahedron of the VO4H3 molecule is distorted in this structure. The
adsorbate partially forms a continuation of the crystal surface. Optimized bond lengths
of all vanadium-oxygen bonds present in these two structures are given in Table 5.12.
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Table 5.12: Adsorption energies Eads (kJ/mol) and vanadium-oxygen bond lengths (A˚)
of different structures obtained by the adsorption VO4H3 on the anatase
(101) surface.
Structure Eads Bond length
V-O1 V-O2 V-O3 V-O4 V-O5
Figure 5.18a −125 1.58 1.76 1.77 1.71 -
Figure 5.18b −150 1.60 1.83 1.84 1.61 -
Figure 5.18c −146 1.59 1.81 1.74 1.81 -
Figure 5.18d −155 1.59 1.82 1.76 1.93 1.81
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Figure 5.19: Distance r[O(5) − H(1)] between the oxygen O(5) and hydrogen H(1)
during the MD simulation at 300 K (see Figure 5.18a for labeling)
To investigate the stability of these structures at high temperatures, constant tem-
perature MD simulations were performed at 300 K for 10 ps. The Nose´-Hoover chain
(NHC) thermostat was used for controlling the temperature during these simulations.
The frequency ω of the thermostat (Eq. 3.74) was set to 3600 cm−1, which is close
to the maximum frequency of vibration of the system. The same procedure was used
for all constant temperature MD simulations presented in this section. The optimized
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structure (5.18a) was used as starting point for the MD simulation. Within 2.2 ps, the
O(4)-H(1) bond was broken and the hydrogen was transferred to the bridging surface
atom O(5). The structure (5.18a) must therefore be considered as only metastable
with respect to (5.18b). The distance between the bridging oxygen and the proton of
the adsorbate (r[O(5)−H(1)]) during this MD simulation is shown in Figure 5.19. The
dissociated structure remained stable during the rest of the simulation for 10 ps. But
no transformation from (5.18b) to (5.18d) was observed. Another MD simulation for 10
ps at 300 K was performed starting with structure (5.18d). No remarkable structural
rearrangements occurred during this simulation. This structure is therefore stable at
room temperature. As a conclusion, both structures (5.18b) and (5.18d) are stable at
room temperature and may coexist.
5.2.5.2 Anatase (001)
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Figure 5.20: Different structures of VO4H3 on the anatase (001) surface
On the anatase (001) surface, three oxygen atoms of VO4H3 can bind to three five-
coordinated surface titanium atoms as shown in Figure 5.20a. The VO4 tetrahedron is
distorted by the adsorption due to the interaction with the surface and a bond between
the vanadium atom and surface oxygen O(5) is formed. The adsorption energy is −294
kJ/mol .
An MD simulation was performed at 300 K starting from structure (5.20a). After a
few steps of the simulation, the two-fold coordinated surface oxygen O(5) to which
the vanadium atom was connected, moved out from its lattice position and structure
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Table 5.13: Adsorption energies Eads (kJ/mol) and vanadium-oxygen bond lengths
(A˚) of two structures obtained by the adsorption VO4H3 on anatase (001)
surface.
Structure Eads Bond length (A˚)
V-O1 V-O2 V-O3 V-O4 V-O5
Figure 5.20a −294 1.60 1.80 1.86 1.84 1.79
Figure 5.20b −450 1.59 1.82 1.94 1.83 1.73
(5.20b) was formed. The displacement ∆r of the oxygen atom O(5) from its lattice
position during the simulation process is shown in Figure 5.21. The oxygen atom
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Figure 5.21: Displacement ∆r from the regular lattice position of the surface oxygen
O(5), which is bound to the vanadium atom (see Figure 5.20a).
moved by 1.3 to 1.5 A˚ from its lattice position during the dynamics simulation. The
final structure (5.20b) is about 156 kJ/mol more stable than structure (5.20a). The
V=O(1) bond length slightly decreased (by 0.01 A˚), while the bond lengths of the
other two V-O bonds increased (see Table 5.13). The V-O(4) bond decreased by 0.01
A˚ and V-O(5) bond became shorter from 1.79 A˚ to 1.73 A˚ after the rearrangement.
No further change in the structure was observed during the rest of the MD simulation
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for 10 ps. This shows that the structure (5.20b) is stable at 300 K.
5.2.5.3 Anatase (100)
(a) (b)
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Figure 5.22: Different structures of VO4H3 on the anatase (100) surface
On the anatase (100) surface three oxygen atoms of VO4H3 can bind to three five-
fold coordinated titanium atoms on the surface without significant distortion of the
tetrahedral structure (see Figure 5.22a). In the optimized structure the vanadyl V-
O(1) bond is slightly tilted (≈ 20 degrees) from the surface normal. The vanadium
atom is bound to one of the three-fold coordinated surface oxygens. This oxygen atom
O(5) is slightly displaced out of the surface. The V-O(1) bond length is 1.59 A˚, the
vanadium to surface oxygen bond length V-O(5) is 1.88 A˚ (see Table 5.14).
Table 5.14: Adsorption energy Eads (kJ/mol ) and vanadium-oxygen bond lengths (A˚)
of the most stable structure which is obtained by the adsorption VO4H3
on the anatase (100) surface.
Structure Eads Bond length
V-O1 V-O2 V-O3 V-O4 V-O5
Figure 5.22a − 231 1.59 1.81 1.81 1.77 1.88
The anatase (100) surface has channels along the [010] direction. In an alternative
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structure VO4H3 was adsorbed in such a way that the vanadium atom is directly
connected to one of the two-coordinated oxygens exposed at the edges of the channel
(see Figure 5.22b). This structure is found to be 104 kJ/mol higher in energy than the
structure in Figure 5.22a.
An MD simulation at 300 K was performed by starting with the energy minimum
structure (Figure 5.22a) for 10 ps. This structure did not undergo any significant
changes during that simulation and is therefore stable.
5.2.5.4 Discussion
Different types of bonding environments are present on the three different surfaces
of anatase. The topology of the surface determines the structure of the vanadia
species after adsorption. In most of the stable structures formed by the adsorption
of VO4H3 on the three anatase surfaces, vanadium atoms are five-fold coordinated.
Using ultraviolet-visible-near infrared spectroscopy, Larrubia and Busca reported that
vanadium in vanadium oxide species on the supported catalysts has lower coordination
than in bulk vanadia, possibly four or five [125].
Only on the anatase (101) surface, an undistorted tetrahedral VO4 environment is
possible, as shown in Figure 5.18b. Even though the adsorption shown in Figure
5.18d is the most stable one, the structures (5.18b) and (5.18c) might coexist under
experimental conditions. On the basis of an EXAFS/XANES analysis, Kozlowski et
al. [107] predicted a structure similar to that in Figure 5.18b. In a secondary ion mass
spectroscopic (SIMS) experiment Bond et al. [126] observed ions of type VxOyH
+.
This was believed to originate from a species containing VO(OH) groups. They used
structure (5.18a) as the basis of their interpretation. But structure (5.18d) can also be
the source for producing VxOyH
+ ions. 1H and 51V high-resolution solid state NMR
studies also predicted structures with VO(OH) groups [106].
A distorted square-pyramidal structure type was found for the monomeric vanadia
species on the anatase (001) surface. The formation of a VO5H3 species is connected
with the formation of an oxygen vacancy on the anatase surface. A similar bonding
situation with square pyramidal VO5 units exists in the vanadium pentoxide (001)
surface. The observed decrease in energy due to this rearrangement might be due
to the formation of a less strained structure. A direct experimental evidence for the
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structure on the (001) surface could not be found in the literature. But there are some
experimental observations, which can be connected to the findings of this work. By
electrical conductivity measurements Herrmann [127] found that the concentration of
anionic vacancies in the TiO2 support increases with increasing vanadia loading. This
might be due to the interaction of the surface oxygen with the adsorbate as discussed
in Section 5.2.5.2. Moreover, Went et al. [128] predicted VOx species of type O=V(-
O)4 in square-pyramidal structure on the anatase (001) surface. This interpretation
was based on the data obtained from in situ laser Raman spectroscopy [128, 129] and
NMR spectroscopy [130] experiments. This supports the structure in Figure 5.20b.
On comparing the adsorption energy of VO4H3 on the three surfaces, it is clear that
adsorption is more favorable on the anatase (001) surface than on the (100) and the
(101) surfaces.
The tetrahedral structure of the adsorbate is almost preserved on the (100) surface. In
most of the spectroscopic analysis of the VOx/TiO2 catalysts, there is clear evidence
that the monomeric VOx species has tetrahedral coordination. Many experimental
groups confirmed the existence of VO4 tetrahedra, with three oxygens connected to
the surface titanium atoms [105, 125, 131–133]. They assumed a structure similar to
the one observed on the anatase (100) surface (Figure 5.22).
5.2.6 Adsorption of V2O7H4 on Anatase Surfaces
In this section the results of the V2O7H4 adsorption on the three anatase surfaces are
presented. Several experimental studies have reported the formation of polyvanadates
on the TiO2 surface at higher vanadia concentration [101]. Polyvanadates can be
formed before reaching the surface or by condensation reactions on the surface. It was
assumed that the following reaction occurred between two VO4H3 molecules before or
after adsorption.
2VO4H3 → V2O7H4 + H2O
5.2.6.1 Anatase (101)
Two different structures of V2O7H4 on the anatase (101) surface were studied. They
are shown in Figure 5.23. The structure (5.23a) is related to structure (5.18b). In
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Figure 5.23: Different structures of V2O7H4 on the anatase (101) surface
structure (5.23b) the V2O7H4 molecule is bound to the surface in such a way that it
partially forms the continuation of the anatase crystal structure in [100] direction. This
structure is 63 kJ/mol more stable than the structure in Figure 5.23a. The adsorption
energy is −376 kJ/mol. Vanadium-oxygen bond lengths of this structure are given in
Table 5.15.
Table 5.15: Adsorption energy Eads (kJ/mol) and vanadium-oxygen bond lengths (A˚)
of the energy minimum structure of V2O7H4 adsorbed on the anatase (101)
surface.
Structure Eads Bond Bond length
Figure 5.23b −376 V1-O1, V2-O2 1.60
V1-O3, V2-O3 1.73
V1-O4, V2-O5 1.76
V1-O6, V2-O7 1.96
V1-O8, V2-O9 1.83
An MD simulation was performed by starting with structure (5.23b) for 10 ps. No no-
ticeable structural distortion occurred within this time scale. This structure is therefore
stable at this temperature.
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5.2.6.2 Anatase (001)
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Figure 5.24: Different structures of V2O7H4 on anatase (001) surface
Different adsorption structures of V2O7H4 on the (001) surface are shown in Figure
5.24. In structure (5.24a), the V-V axis in the adsorbate is oriented along the [110]
direction. The two vanadium atoms are five-fold coordinated. In this structure, the
dihedral angle between two V=O groups is 35 degrees. The oxygen O(3) which is
bridging the two V atoms is connected to one of the surface titanium atoms. In the case
of VO4H3 adsorption on this surface, the surface oxygen atom bound to vanadium was
displaced from its lattice position with the formation of a distorted square-pyramidal
structure (5.20b). A similar type of adsorption structure was investigated in the case
of V2O7H4 adsorption, by constructing a model with two oxygens displaced from their
lattice positions (see Figure 5.24b) with the formation of two corner-shared distorted
square-pyramidal structure. But this possibility is ruled out since a fragmentation of
the adsorbate into VO5H2 and VO4H2 occurred during the geometry optimization of
this structure and structure (5.24c) was obtained.
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In order to investigate the stability of structure (5.24a), an MD simulation at 300 K
was performed for 10 ps. During that simulation the starting structure rearranged and
structure (5.24d) was obtained. In this structure, the two vanadyl bonds V(1)-O(1)
and V(2)-O(2) are connected to two five-fold coordinated surface titanium atoms and
the two V-OH bonds V(1)-O(5)H and V(2)-O(6)H are pointing upwards. After this
rearrangement the coordination of the oxygen atom O(3), which was forming the V-
O-V bond, changed from three to two. The five-fold coordinated titanium atom just
below this oxygen atom moved downwards by around 0.4 A˚. The whole rearrangement
occurred within 2 ps of the simulation. Structure (5.24d) then remained stable during
the rest of the simulation. It is 82 kJ/mol lower in energy than structure (5.24a). The
calculated adsorption energy and bond lengths of this structure are given in Table 5.16.
Table 5.16: Adsorption energy Eads (kJ/mol) and vanadium-oxygen bond lengths (A˚)
of the most stable structure of V2O7H4 adsorbed on the anatase (001)
surface.
Structure Eads Bond Bond length
Figure 5.24d - 439 V1-O1 1.63
V2-O2 1.63
V1-O3 1.75
V2-O3 1.73
V1-O4 1.91
V1-O5 1.74
V2-O6 1.76
V2-O7 1.92
V2-O8 1.81
V1-O9 1.80
5.2.6.3 Anatase (100)
Three possible adsorption structures of V2O7H4 on the (100) surface are shown in
Figure 5.25. In structure (5.25a), the bridging oxygen, O(3), in the V-O-V bond is
connected to a five-fold coordinated titanium atom. The two vanadyl bonds, V(1)-
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Figure 5.25: Different structures of V2O7H4 on the anatase (100) surface
O(1) and V(2)-O(2), are tilted in opposite directions from the surface normal. Two
other possible structures, where V2O7H4 is adsorbed at the channels on the (100)
surface, were also investigated (see Figure 5.25b, Figure 5.25c). In structure (5.25b),
the V2O7H4 is bridging across the channel, while the V2O7H4 group is adsorbed on
one side of the channel in structure (5.25c). But structures (5.25b) and (5.25c) are 71
kJ/mol and 79 kJ/mol less stable than structure (5.25a), respectively.
Starting from structure (5.25a), an MD simulation was performed at 300 K for 10
ps. The structure remained stable during the whole simulation which indicates that it
is possibly the global minimum structure. The optimized values of vanadium-oxygen
bond lengths of this structure are given in Table 5.17.
5.2.6.4 Discussion
The most stable structures obtained for the V2O7H4 adsorption on the anatase surfaces
contain V-O-V bridging groups. V2O7H4 prefers to form a continuation of the crystal
structure on the anatase (101) surface. On the anatase (001) surface, no vanadyl
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Table 5.17: Adsorption energy Eads (kJ/mol) and optimized vanadium-oxygen bond
lengths (A˚) of the most stable structure (5.25a)
Structure Eads Bond Bond length
Figure 5.25a − 315 V1-O1 1.59
V2-O2 1.60
V1-O3 1.71
V2-O3 1.88
V1-O5 1.77
V2-O4 1.77
V1-O6 1.78
V2-O7 1.83
V2-O8 1.79
groups are present in the adsorbed VOx species. For this reason V2O7H4 on the anatase
(001) surface might be less catalytically active than on the other surfaces. Similar to
the VO4H3 adsorption, a slightly distorted tetrahedral structure is formed during the
adsorption of V2O7H4 on the (100) surface. Adsorption at channels on the (100) surface
is not favorable.
Raman and IR studies were used to probe the presence of V-O-V bridging groups by
their bending bands in the region of 820 cm−1 [105,128]. The V=O and V-OH groups
were also identified by experiments [106]. From the observation of V2Ox fragments
in SIMS experiments, Bond et al. [126] concluded that chains of vanadate groups
exist on the TiO2 support. The dimeric vanadates presented in this section are an
example of such chains. Went et al. [129] concluded from their Raman spectroscopy
studies that polymeric vanadate species have repeating units with divanadyl groups
connected by V-O-V bonds. Bulushev et al. [133] proposed a polyvanadate structure
with repeating units containing one vanadyl group where vanadium is making one V-
O-Ti bond and the vanadyl groups are connected by V-O-V bonds. But such structures
are not found in the present work. Their interpretations are questionable as they were
based on independent evidence from V-O-V bonds and divanadyl and monovanadyl
groups obtained in their experimen
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Condensation between VO4H3 groups can take place in ambient conditions which could
lead to different condensed species like decavanadate [108]. But such a situation was
not considered in the simulations.
5.2.7 Reaction of the Surface Hydroxyl Groups with VO4H3
5.2.7.1 Formation of Surface Hydroxyl Groups
Under ambient conditions, the surface of TiO2 particles is hydrated. The number of
hydroxyl groups on the surface of TiO2 particles is nearly 1-2 per nm
2 [134]. Doe and
Wachs [108] have discussed the effect of the surface hydroxylation on the structure
of VOx species found on the TiO2 surfaces. The surface hydroxyls are found to be
reactive towards the adsorbing species. They were believed to control the structure of
the metal oxide species [135].
Table 5.18: Calculated adsorption energies Eads (kJ/mol) of a water molecule on var-
ious anatase surfaces in molecular and dissociative form
Surface Eads
Molecular Dissociative
(101) −99 −160
(001) −100 −208
(100) −107 −194
As a first step water adsorption on anatase was investigated. The clusters used for
these simulations were the same as discussed in section (5.2.4). Adsorption energies
for molecular and dissociative adsorption on the (101), (001) and (100) surfaces are
given in Table 5.18. According to MSINDO results, dissociative adsorption of water is
thermodynamically more favorable than molecular adsorption on the three anatase sur-
faces considered. But in previous periodic DFT calculations [136,137] it was found that
molecular adsorption of water is thermodynamically more stable than the dissociative
adsorption on the anatase (101) and (100) clean surfaces. Periodic Hartree Fock [138]
and SINDO1 free-cluster calculations [139] agree with the present MSINDO-CCM cal-
culations that dissociative adsorption of water molecule is favored on the anatase (001)
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surface.
In the next section, the results of the investigation of reactions of surface hydroxyls
with the adsorbed monomeric VO4H3 groups are described.
5.2.7.2 Anatase (101)
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Figure 5.26: (a) VO4H3 adsorbed dissociatively near by a dissociated water molecule
on (101) surface; (b) the hydroxyl group and the VO4H3 group, including
the surface titanium atoms involved in the adsorption are shown sepa-
rately from a different perspective for clarity.
At first dissociatively adsorbed VO4H3 on the (101) surface, as shown in Figure 5.18b,
was considered. The surface area of the (101) Ti36O72 cluster is nearly 1.0 nm
2. In order
to match the experimentally observed hydroxyl concentration of 1-2 OH per nm2, one
water molecule was adsorbed dissociatively on the surface, nearby the VO4H2 species
(see Figure 5.26). The oxygen atom of the adsorbate with the proton H, near to the
hydroxyl group is named Oa and oxygen atom of the hydroxyl group is denoted by Ow.
An MD simulation at 300 K was performed for 2 ps. A metadynamics simulation was
performed after this MD simulation to analyze the condensation reaction between the
surface hydroxyl group and the protons of the VO4H2 species. The distances r(O
a-H),
r(Ow-H), and r(Ow-Ti) (see Figure 5.26b) were selected as the collective coordinates.
The collective coordinates were scaled according to the their fluctuations during the
previous MD run. The temperature of the simulation was kept at 300 K using the NHC
thermostat. The metadynamics parameters ∆s⊥, Mα, kα, W (in (3.75) and (3.76) )
were chosen as 0.15, 20.0 a.m.u., 1.0 kJ/mol and 2.0 kJ/mol , respectively. A time
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step of 1 fs was used for updating the nuclear coordinates and velocities. The Gaussian
functions were updated at every 50 steps of the simulation.
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Figure 5.27: The distance r(Ow-H) between oxygen Ow and hydrogen H during the
metadynamics simulation (see Figure 5.26 for labeling)
The distance r(Ow-H) during this simulation is shown in Figure 5.27. It never decreased
below 2 A˚ indicating that no proton transfer from the VO4H2 group to the hydroxyl
group occurred within 14000 steps of the simulation. From the snapshots at those
points where r(Ow-H) is smallest, it was observed that the hydroxyl group bent about
30 degrees from the normal to the surface towards the VO4H2 group. The distance
between the two closest titanium atoms on this surface is quite large (≈ 3.6 A˚) and
VO4H2 group is rigid. Because of these reasons, proton transfer from the hydroxyl
groups and the VO4H2 did not occur under the present conditions.
By using Gaussians of appropriate width and height (∆s⊥ = 0.30 and W = 10 kJ/mol)
in the metadynamic simulation, the condensation reaction could be enforced. However
the transition state structure obtained in this way was unrealistic as the proton H
was not connected to Oa or Ow (Figure 5.26b). Both MD simulations strongly indicate
that transfer of a proton from VO4H2 to adsorbed OH groups is unlikely on the anatase
(101) surface.
For structures (5.18c) and (5.18d) similar effects were observed. The VO4H3 molecule
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is less flexible in those two cases compared to structure (5.18b) and thus proton transfer
from the adsorbate to the hydroxyl group is unfavorable.
5.2.7.3 Anatase (001)
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Figure 5.28: A snapshot during the metadynamics simulation of the reaction of the
hydroxyl group with the VO4H3 molecule adsorbed on the (001) surface.
The surface area of the (001) Ti36O72 cluster is approximately 1 nm
2. Thus to sim-
ulate experimental hydroxyl concentration on the (001) surface, one water molecule
was dissociatively adsorbed near to the hydrated vanadia species (5.20b) in order to
form structure (5.28). Starting from the optimized geometry an MD simulation was
performed at 300 K for 2 ps using the NHC thermostat. No structural rearrangement
was observed during this simulation, in particular, no hydrogen transfer from Oa to
Ow. Metadynamics simulation was performed after the MD simulation in order to
investigate the possible reaction between the hydroxyl group and the adsorbate. The
collective coordinates, and the values of the metadynamics parameters used for the
simulation were the same as mentioned in the previous section.
The distance r(Ow-H) during the metadynamics simulation is shown in Figure 5.29.
No condensation reaction was observed within 12000 steps of the simulation. This
was expected because the square-pyramidal structural is strongly bound to the surface
and therefore not flexible enough to bend towards the hydroxyl group. But compared
to the situation on the (101) surface, the hydroxyl group can bend more towards
the protons of the adsorbate molecule, because three-fold coordinated oxygen atoms
bridging neighboring titanium atoms along the [010] direction are lying below the
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Figure 5.29: Distance r(Ow-H) between oxygen Ow and hydrogen H (Figure 5.28)
during the metadynamics simulation.
plane containing the surface titanium atoms. The lowest r(Ow-H) distance during
the metadynamics simulation is about 1.6 A˚ which is considerably less than in the
simulation of the corresponding (101) surface reaction. The hydroxyl group bent about
35 degrees from the surface normal. The observed increase in distance r(Ow-H) between
6000 to 7000 steps of the metadynamics simulation was due to the proton transfer from
the oxygen labeled Oa to the nearby two-fold coordinated oxygen atom connected to
the vanadium atom.
5.2.7.4 Anatase (100)
In the case of the (100) surface, similar simulations were performed as mentioned before.
The starting structure for the preliminary MD simulation is given in Figure 5.30a. The
distance r(Oa-H) during the MD simulation and the following metadynamics simulation
is shown in Figure 5.31. Within a few steps of the MD simulation the proton labeled
H bent towards the hydroxyl group (see Figure 5.30b) by which the distance r(Oa-
H) decreased from 3.4 A˚ to 2.0 A˚. Within 250 steps of the metadynamics simulation,
proton transfer occurred from the VO4H3 group to the hydroxyl group. The resulting
structure is shown in Figure 5.30d. The final structure shown in Figure 5.30d is 51
5 Applications of Molecular Dynamics Techniques 78
(a)
(c)
(b)
(d)
 
 
	


Figure 5.30: Different structures during the metadynamics simulation of the reaction
between surface hydroxyls with VO4H3 on the anatase (100) surface
kJ/mol lower in energy than structure (5.30a). The transition state structure obtained
from the metadynamics simulation is shown in Figure 5.30c. The potential energy
barrier for this reaction is about 40 kJ/mol. After the proton transfer, vanadium to
surface oxygen bond was broken as the bond from vanadium to oxygen labeled Oa
became stronger.
Protons labeled H and H’ behave in a similar way (see Figure 5.30a) while the proton
labeled H” is different. The reaction between the hydroxyl group with the proton H”
is unlikely because the distance r(Ow-H”) (> 3.6 A˚) is unfavorable for such a reaction.
5.2.7.5 Discussion
A reaction between a preadsorbed hydroxyl group and the adsorbed VO4H3 molecule
is only favorable on the (100) surface and not on the anatase (001) and (101) surfaces.
Protons of type H and H’ (Figure 5.30a) can react with surface hydroxyl groups ad-
sorbed on the nearest five-fold coordinated titanium atoms. This will result in the
formation of a VO4H group on the surface. Similar reactions are possible for V2O7H4.
Thus one can conclude that the hydrated polymeric chains formed on the (100) surface
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Figure 5.31: Distance r(Oa−H) between oxygen Oa and hydrogen H during the MD
and the metadynamics simulations (see Figure 5.30 for labeling)
will have the form (VO4H)n. At present there are no experimental predictions for this
structure.
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5.3 Oxygen Vacancy Diffusion in Rutile
5.3.1 Introduction
Titanium dioxide is the most investigated crystalline metal oxide [115]. In surface sci-
ence, titanium dioxide is considered as a model system for many metal oxides. Under-
standing its properties at fundamental level will help to improve materials and device
performance in many fields. TiO2 is a wide gap semiconductor with many interesting
applications. It is used in heterogeneous catalysis, as photocatalyst in solar cells for
the production of hydrogen and electric energy, as a gas sensor, as white pigment, in
corrosion-protective coating and in electronic and electrical devices [115]. It is used in
bone implants due to its biocompatibility [140].
Titanium dioxide crystallizes in three different modifications: rutile, anatase and brookite.
As discussed in the previous section, rutile is the thermodynamically most stable form
of TiO2. Stable surfaces of rutile are the (110), (100) and (001) surfaces [141].
The phase diagram of TiO2 contains various stable phases with different crystal struc-
tures [115]. TiO2 can be easily reduced. Bulk reduction leads to a pronounced color
change of the crystal (from transparent to light and dark blue). Intrinsic defects result
in high conductivity. Defects play an important role in making TiO2 technologically
important. The bulk structure of reduced TiO2 is quite complex with various types of
defects such as oxygen vacancies, Ti3+ as well as Ti4+ interstitials and two-dimensional
defects such as crystallographic shear planes. The defect structure varies with amount
of oxygen deficiency which depends on temperature, gas pressure, impurities etc.. The
dominant type of defect is still a subject of discussion.
The ability to control the amount of point defects on the surface is a peculiar feature
of TiO2 . The oxygen-deficient surface stoichiometry and structure of ion sputtered
TiO2 can be restored to bulk-like quality by annealing in vacuum in the absence of gas
phase oxidant [142–144]. The stoichiometry of the surface can be restored either by
the diffusion of the Ti3+ ions from the surface to the bulk or by the diffusion of oxygen
anions from bulk to the surface. The actual point defect diffusion mechanism, which is
responsible for bulk-assisted reoxidation is still unknown. Many research groups believe
that oxygen atoms diffusing from the bulk to the surface is the mechanism [145–147].
In contrast, Henderson [148] reported that Ti3+ interstitials are responsible for this
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phenomenon.
The effect of point defect diffusion is also observed in adsorption studies on rutile
surfaces. It is assumed that the formation of TiSx layer on rutile surface during the
adsorption of sulfur on clean rutile (110) surface at high temperature is due to the
migration of oxygen vacancies from bulk to the surface [149]. Dissociative adsorption
of water molecules at temperatures near 500 K may also be due to the increase in
concentration of the surface oxygen vacancies, which act as the active centers for the
water dissociation [150]. Effect of oxygen vacancy diffusion was also observed in the
case of NO2 adsorption on the rutile (110) surface at high temperatures [151].
To my knowledge, no theoretical studies have been performed so far on the oxygen
vacancy diffusion in rutile. Activation energies for the diffusion of small cations were
calculated by Ajayi et al. [152] using classical potentials. With calculations based on
classical interatomic potentials, Catlow and James [153] predicted that oxygen vacan-
cies are the most stable non-stoichiometric defects. Shen and Bursill [154] found that
a reconstructed titanium interstitial defect structure is more stable than other types
of defects. Most of the quantum chemical studies conducted in this field concentrated
only on the electronic structure of the oxygen vacancy in the bulk and on the surfaces
of rutile [155–160]. Yu and Halley [161] investigated the electronic structure of the Ti4+
interstitials. But their semiempirical calculations did not take into account relaxation
of atoms surrounding the defect. Rodriguez et al. [162] performed DFT calculations
to obtain the relative stabilities of oxygen vacancies on the surface and in sub-surface
layers, and of interstitial Ti4+ in the bulk and on the surface, in the presence of an
adsorbed sulfur atom.
Quantum chemical MD simulations on the diffusion process of oxygen vacancies are
of great importance in understanding the structure and reactivity of rutile at high
temperatures. In this section, diffusion of oxygen vacancies are studied using MD
techniques. First the bulk properties of rutile are calculated with MSINDO as basis
for the defect studies.
5.3.2 Bulk Properties of Rutile
Rutile has a tetragonal unit cell (a = b 6= c) which is shown in Figure 5.32. The space
group of rutile is D144h-P42/mnm. As discussed in the case of anatase (Section 5.2.2),
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Figure 5.32: Unit cell of rutile
one additional parameter u is necessary to define the unit cell, which is the oxygen
fractional coordinate. Experimentally determined values of unit cell parameters are
a = 4.587 A˚, c = 2.954 A˚ and u = 0.305 [163]. The binding energy per TiO2 unit for
rutile was estimated to be 1894 kJ/mol experimentally [118].
To obtain the bulk properties of rutile with MSINDO, CCM three-dimensional calcu-
lations were performed. The three-dimensional cyclic Ti48O96 cluster was chosen for
this calculation and the cell parameters were optimized. This cluster was found to give
converged bulk properties in a previous MSINDO-CCM calculation [23]. Calculated
bulk properties of rutile are given in Table 5.19. The obtained unit cell parameters are
a = 4.434 A˚, c = 2.925 A˚, and u = 0.300. The cell parameters a, c, and u deviate by
about −3%, −1%, and −2% from the experimental values, respectively. Compared to
the values reported by Lazzeri et al. [98] using periodic DFT/LDA calculations, a, c,
and u deviate about −2%, 0%, and −1%, respectively. Thus the lattice parameters are
in good agreement with the previous calculation and the experiment (see Table 5.19).
The binding energy per TiO2 unit obtained by the present calculation (2082 kJ/mol)
is in reasonable agreement with the experimental result (1894 kJ/mol) [118].
Thus MSINDO can reproduce the bulk properties of rutile reasonably well. Before
conducting the defect studies, the surface properties of rutile were also studied using
the MSINDO-CCM.
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Table 5.19: Bulk properties of rutile
Properties MSINDO DFT Experiment
a (A˚) 4.434 4.546a 4.587b
Unit cell parameters c (A˚) 2.925 2.925a 2.954b
u 0.300 0.303a 0.305b
Binding energy per TiO2 (kJ/mol) 2082 2360
a 1894c
a Ref. [98]
b Ref. [163]
c Ref. [118]
5.3.3 Surface Properties of Rutile
Various surfaces of rutile have been studied using different levels of theory and experi-
ments [115]. On the rutile (110)-(1×1) surface (see Figure 5.33a), there are two kinds
of titanium and oxygen atoms. Five-fold coordinated and six-fold coordinated titanium
atoms form alternate rows along the [001] direction. Rows of two-fold coordinated oxy-
gen atoms are also present on this surface in the [001] direction. Three-fold coordinated
oxygen atoms are lying in the main surface plane of the (110) surface. Even though the
(110) surface is very stable, it undergoes reconstruction at high temperatures. The ru-
tile (100) surface (see Figure 5.33b) is highly corrugated with periodic arrays of ridges
and troughs parallel to the [001] direction. Similar to the (110) surface, rows of two-
fold coordinated oxygen atoms form the first atomic layer of this surface. The surface
also exposes five-and six-fold coordinated titanium atoms and three-fold coordinated
oxygen atoms. The (100)-(1×1) surface undergoes reconstruction at relatively low tem-
peratures compared to the (110) surface. A common kind of reconstruction found on
this surface is (1×3). Different from the (110) and (100) surfaces, the (001) surface
exposes four-fold coordinated titanium atoms (see Figure 5.33c). The surface also con-
tains six-fold coordinated titanium atoms and two-fold coordinated oxygen atoms. The
(001) surface undergoes reconstructions very easily. Different reconstruction patters are
observed on this surface at relatively low temperatures [115].
Surface energies of the rutile (110), (100) and (001) surfaces and their convergence
with respect to the number of relaxed layers were studied using MSINDO. The two-
dimensional cyclic clusters used for the simulations of the (110), (100) and (001) sur-
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Figure 5.33: Clusters used for modeling various surfaces of rutile; (a) rutile (110)
2×3×4 (Ti96O192) cluster. u = [110], v = [001], w = [110]. (b) rutile (100)
3×3×4 (Ti54O108) cluster. u = [010], v = [001], w = [100]. (c) rutile (001)
3×3×4 (Ti72O144) cluster. u = [100], v = [010], w = [001].
faces were Ti120O240, Ti90O180, and Ti90O180. Surface energies were calculated accord-
ing to (5.82). The reference bulk energy Ebulk in (5.82) was estimated obtained from a
three-dimensional CCM calculation of Ti48O96 cluster. They are almost converged after
relaxing 9, 9 and 4 atomic layers of (110)-Ti120O240, (100)-Ti90O180 and (001)-Ti90O180
clusters, respectively (Table 5.20). The calculated surface energies were higher than
the periodic DFT/LDA results [141]. As discussed in the previous section, DFT might
be underestimating the surface energies. From the calculated surface energies, the rel-
ative stability of rutile surfaces in increasing order is (001) < (100) < (110). The same
order of stability was also reported by Ramamoorthy et al. [141].
The surface relaxation of the rutile (110), (100), and (001) surfaces was also stud-
ied using MSINDO-CCM. The changes of atomic positions with respect to the cor-
responding bulk structure are given in Table 5.21. For the calculation of the surface
relaxation, (110)-Ti120O240, (100)-Ti90O180 and (001)-Ti90O180 clusters were used and
6, 6 and 2 atomic layers were relaxed on either side of the clusters, respectively. The
surface relaxation calculated for the rutile (110) cluster in reasonable agreement with
previous DFT/LDA calculations [141, 164] and with surface x-ray diffraction exper-
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Table 5.20: Comparison of calculated surface energies Esurf (J/m
2) of the rutile (110),
(100), and (001) surfaces obtained with MSINDO and periodic LDA DFT
calculations [141]. Nrlx is the number of atomic layers relaxed in both sides
of the cluster.
Surface MSINDO DFT/LDAa
Cluster Nrlx Esurf
(110) Ti120O240 6 1.75 0.89
7 1.74
8 1.71
9 1.71
(100) Ti90O180 6 2.33 1.12
7 2.30
8 2.29
(001) Ti90O180 2 2.67 1.40
3 2.65
4 2.64
iments [165]. For the rutile (100) surface, no displacement of the five-coordinated
titanium atom was observed along the [100] direction, unlike the results of other the-
oretical studies [141, 166], where a small downward displacement was observed. Even
though the magnitude of the O2c displacements along the [010] and [100] directions
on the (100) surface are quite large (∆u = −0.35,∆w = 0.08) compared to those
reported by Ramamoorthy et al. [141] (∆u = −0.18,∆w = 0.00), they are in good
agreement with more recent periodic DFT/LDA calculations by Muscat et al. [166]
(∆u = −0.31,∆w = 0.06). In the case of the (001) surface, a qualitative difference
in the results of MSINDO calculation and DFT/LDA calculation by Ramamoorthy et
al. [141] exists for the relaxation of the O2c atoms in the [001] direction. But the results
of the present calculations are in good agreement with the periodic HF calculations by
Muscat and Harrison [167].
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Table 5.21: Surface relaxation of rutile surfaces; ∆u, ∆v, and ∆w (A˚) of atomic co-
ordinates with respect to the corresponding bulk positions. MSINDO re-
sults are compared with periodic DFT/LDA results from Ramamoorthy et
al. [141]
Surface Cluster Atom Relaxations
MSINDO DFT/LDAa
4u 4v 4w 4u 4v 4w
(110) Ti120O240 Ti
5c 0.00 0.00 −0.08 0.00 0.00 −0.18
2 × 3 × 5 Ti6c 0.00 0.00 0.16 0.00 0.00 0.13
O2c 0.00 0.00 −0.04 0.00 0.00 −0.07
O3c −0.06 0.00 0.14 0.00 0.00 0.12
(100) Ti90O180 Ti
5c 0.06 0.00 0.00 0.17 0.00 −0.07
3 × 3 × 5 Ti6c 0.02 0.00 0.00 0.10 0.00 0.00
O2c −0.35 0.00 0.08 −0.18 0.00 0.00
O3c −0.11 0.00 0.03 −0.12 0.00 0.02
(001) Ti90O180 Ti
4c 0.00 0.00 −0.13 0.00 0.00 −0.32
3 × 3 × 5 Ti6c 0.00 0.00 0.15 0.00 0.00 0.32
O2c 0.07 −0.07 −0.05 0.10 −0.10 0.03
a Ref. [141]
5.3.4 Diffusion of Surface Oxygen Vacancy
The most prominent point defect present on the rutile surfaces and in the bulk is
the oxygen vacancy. Surface oxygen vacancies have been experimentally characterized
with spectroscopic techniques [93]. The concentration of such surface defects varies
according to the preparative methods and thermal treatments [115]. Oxygen vacancies
are observed as bright spots in STM images of the rutile (110) surface [168].
For studying the oxygen vacancy diffusion, a two-dimensional Ti48O95-(2×3×2) cluster
was used. An oxygen defect at the surface was first considered. The defect is in the
position of a bridging two-fold coordinated oxygen atom of the Ti48O96-(2×3×2) cluster
(as shown in Figure 5.34b). For a better explanation, relevant atoms of the cluster are
labeled as shown in Figure 5.35. The same labeling is used throughout this section.
One oxygen vacancy was created in the position 7 (Figure 5.35) and is denoted by
X(7). Closed shell singlet and open shell triplet calculations were performed on this
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(b)(a)
oxygen vacancy
Figure 5.34: (a) (110)-Ti48O96 cluster; (b) (110)-Ti48O95 cluster with an oxygen va-
cancy
system. The triplet spin state was treated by the UHF method. It was found that the
triplet state is 441 kJ/mol lower in energy than the singlet state. Many of the previous
calculations have also demonstrated that the spin-polarized state is more stable than
the spin-paired situation [157, 158, 160].
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Figure 5.35: Labeling of the ideal lattice positions of titanium (yellow circles) and
oxygen atoms (red circles) in the rutile (110)-Ti48O95 cluster used for the
simulations
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The spin densities of the titanium atoms neighboring the defect (see Figure 5.35) are
shown in Table 5.22. The spin density on the titanium atoms Ti(1) and Ti(2), which
became five-fold coordinated after the loss of oxygen, is very close to zero, 0.005 a.u..
The unpaired electrons are mainly located at the surface titanium atoms Ti(3) and
Ti(4) with spin densities close to 1.0 a.u.. The spin density of the six-fold coordinated
titanium atom Ti(5) is 0.0.
Table 5.22: Spin densities (in a.u.) of titanium atoms neighboring the defect X(7);
see Figure 5.35 for labeling
Atom Spin density
Ti(1) 0.005
Ti(2) 0.005
Ti(3) 0.988
Ti(4) 0.988
Ti(5) 0.000
Previous calculations have also found that the unpaired electrons are localized on these
titanium atoms. Mackrodt et al. [157] and Chen et al. [159] introduced artificial basis
functions on the defect site in their calculations in order to check the possibility of an
F-type color center and came to the same conclusion that the electrons are localized
on the five-fold coordinated titanium atoms rather than on the defect site. The same
conclusion was also obtained in the experiments [115, 169].
The MD techniques as implemented in MSINDO were used to simulate the oxygen
diffusion process. At first the diffusion of the oxygen atom O(10) to vacancy X(7) was
considered. As mentioned earlier, the UHF approach was used for the calculations of
the triplet state. The annealing temperature used in the experiments is usually between
700 K and 1200 K. Due of this reason, temperature of the simulation was selected as
1000 K. An MD simulation was performed for 10 ps using the Nose´-Hoover chain
thermostat and a time step of 1 fs. At every step of the simulation the density matrix
elements were converged to 1×10−7 a.u. in the SCF calculations. Three atomic layers
in the bottom of the cluster were fixed during the MD simulation. The thermostat
frequency was assigned as 750 cm−1, which is close to the maximum surface phonon
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frequency of rutile. Large amplitude vibrations were observed for the surface atoms
during the simulation. But no oxygen vacancy diffusion occurred within 10 ps time
scale.
To accelerate the diffusion process, the metadynamics technique was employed. Three
collective coordinates were selected for the metadynamics simulation. One of the col-
lective coordinates was the distance between the oxygen atom O(10) and the titanium
atom Ti(5). When diffusion takes place, the distance O(10)-Ti(5) will increase. The
distance between the vacancy X(7) and the diffusing oxygen O(10) was the second
collective coordinate. This distance should decrease to zero during the diffusion. The
third collective coordinate was the angle θ defined by ∠ O(9)-O(10)-O(11). This angle
will decrease from 180 degrees during the diffusion process.
The collective coordinates were scaled according to their fluctuations during the pre-
vious MD simulation at 1000 K as mentioned in Section 3.2.2. The metadynamics
parameters ∆s⊥, W , kα and Mα (in (3.75) and (3.76) ) were 0.3, 5.0 kJ/mol , 1.0
kJ/mol and 20 a.m.u., respectively. The time step of the simulation was 1 fs and the
Gaussian potential was updated at every 50 steps. Temperature was kept constant at
1000 K using the Nose´-Hoover chain thermostat, similar to the MD simulation.
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Figure 5.36: (a) Distances O(10)-X(7) and Ti(5)-O(10); (b) Angle O(9)-O(10)-O(11)
during the metadynamics simulation of O(10)-X(7) migration. Labeling
of the atoms are according to Figure 5.35.
The values of the unscaled collective coordinates during the simulation are shown in
Figure 5.36. In 400 steps of the simulation, oxygen O(10) had moved to the X(7)
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Figure 5.37: Energy minimum structures of Ti48O95 cluster with oxygen vacancies
(shaded circles); (a) vacancy X(10) (b) vacancy X(12). Labeling of the
atoms are according to Figure 5.35. Blue arrows from titanium atoms
show its direction of relaxation due to the formation of the vacancy
position, and the structure shown in Figure 5.37a was obtained. A transition state
search was performed from the approximate transition state structure obtained from
the metadynamics simulation. The calculated barrier height was 131 kJ/mol. The final
structure after the diffusion process (Figure 5.37a) is 75 kJ/mol higher in energy than
the initial structure (5.34b).
In the final structure (5.37a), the titanium atom Ti(5) (Figure 5.35) is five-fold coordi-
nated and has relaxed downwards by about 0.38 A˚. The unpaired electrons remained
at the surface atoms Ti(3) and Ti(4) with spin densities close to 1.0 a.u. (see Table
5.23).
To confirm the stability of structure (5.37a), an MD simulation for 10 ps at 1000 K was
performed for that structure. Technical details of the MD simulation were the same as
discussed before. No oxygen vacancy diffusion was observed during this simulation.
When the final structure (5.37a) was treated as a closed shell system, its energy was
found to be 246 kJ/mol higher than the triplet state. On the singlet hypersurface,
structure (5.37a) is 35 kJ/mol lower in energy than structure (5.34b). A wrong de-
scription of the relative energies is thus obtained from closed shell calculations. This
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Table 5.23: Calculated spin densities on atoms neighboring the oxygen defect for struc-
tures (Figure 5.37a) and (Figure 5.37b). See Figure 5.35 for labeling
Structure Atom Spin density
Figure 5.37a Ti(1) 0.004
Ti(2) 0.004
Ti(3) 0.996
Ti(4) 0.996
Ti(5) 0.000
Figure 5.37b Ti(1) 0.003
Ti(2) 0.003
Ti(3) 1.000
Ti(4) 0.997
Ti(5) 0.000
shows the importance of treating oxygen vacancies in rutile as open shell systems.
To investigate the diffusion of the oxygen vacancy further towards the bulk, diffusion of
the oxygen atom O(12) to the vacancy X(10) was considered. Three collective coordi-
nates were selected for the description of this diffusion process. Distances Ti(6)-O(12),
X(10)-O(12), and ∠ X(10)-Ti(5)-O(12) were the collective coordinates. The distance
Ti(6)-O(12) should increase and the bond distance X(10)-O(12) should decrease during
the diffusion. The bond angle ∠ X(10)-Ti(5)-O(12) was reduced from 90 degrees to zero
by the movement of O(12). All the technical details for the metadynamics simulation
were the same as before. The values of the unscaled collective coordinates during the
simulation are shown in Figure 5.38. O(12) left its original position after 1400 steps.
The final structure after the migration is shown in Figure 5.37b. A transition state
search was performed from the approximate transition state structure obtained in the
metadynamics simulations. The potential energy barrier for this diffusion process is
about 181 kJ/mol . The final structure (5.37b) is about 128 kJ/mol higher in energy
than the initial structure (5.37a). In this structure, the titanium atom Ti(6) has moved
away from the defect by about 0.24 A˚ in the direction shown by the arrows in Figure
5.37b. The spin densities of the titanium atoms Ti(3) and Ti(4) remain close to 1.0
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Figure 5.38: (a) Distances Ti(6)-O(12) and X(10)-O(12); (b) Angle X(10)-Ti(5)-O(12)
during the metadynamics simulation of O(12)-X(10) migration are shown.
Labeling of the atoms are according to Figure 5.35.
(Table 5.23).
The results of the above simulations are summarized in Figure 5.39. Oxygen vacancy
diffusion from first atomic layer (structure A in Figure 5.39) to the third atomic layer
(structure B in Figure 5.39) has to surmount an activation barrier of 131 kJ/mol.
During the diffusion of oxygen vacancy from the third layer to the fifth layer (structure
B in Figure 5.39) a barrier of 181 kJ/mol has to be overcome. But the activation
barriers for the oxygen vacancy diffusion from the bulk to surface are lower than from
the surface to the bulk. The energy barriers for the diffusion processes C to B and B
to A are 53 kJ/mol and 56 kJ/mol, respectively.
In order to investigate the feasibility of such diffusion processes in experimental con-
ditions, the time scales of those processes are calculated for various temperatures by
applying the transition state theory. For an unimolecular reaction, the reaction rate
constant k is given by
k =
kBT
h
exp(−∆E#/kBT )
where kB is the Boltzmann constant, T is the temperature, h is Plank’s constant and
∆E# is the activation energy barrier. The half-life of the reaction τ1/2 is given by,
τ1/2 =
ln 2
k
(5.83)
The half-life of the reaction for the diffusion processes at various temperatures are given
in Table 5.24. Structural transition from A to B can occur at temperatures higher than
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Figure 5.39: Potential energy barriers for oxygen vacancy diffusion processes. Grey
spheres represent oxygen vacancy. Structures A, B and C contain oxy-
gen vacancies in the first, third and fourth atomic layers, respectively.
Activation energies are given in kJ/mol.
500 K in a time scale of a few seconds. Transition from B to C will occur in a time
scale of a few seconds at 700 K. Thus a structural transition from A to B and then to
C is probable above 700 K. But the potential energy barriers for the oxygen vacancy
diffusion from bulk to surface, that is C to B and B to A, are smaller than those for the
surface to the bulk diffusion, that is from A to B and B to C. Thus one can conclude
that the route of oxygen vacancy diffusion, A to B and B to C, is unfavorable. On the
other hand, bulk to surface oxygen vacancy diffusion, C to B and B to A, is highly
favorable at temperatures above 300 K.
During the experimental study of adsorption of sulfur on rutile (110) clean and stoi-
chiometric surfaces, Hebenstreit et al. [149] found that at temperatures above 600 K
sulfur atoms occupy the positions of two-fold coordinated bridging oxygen. The above
observation can be explained by the migration of the oxygen vacancies from bulk to the
surface. At high temperatures S atoms will desorb from the five-fold coordinated tita-
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Table 5.24: Half-life for the diffusion processes at different temperatures estimated
using transition state theory. see Figure 5.39 for labeling
Temperature (K) Half time (s)
A → B B → C C → B B → A
300 109 1018 10−4 10−4
500 1 105 10−8 10−8
700 10−4 1 10−10 10−10
1000 10−7 10−4 10−11 10−11
nium atoms and will occupy the oxygen vacancies formed on the surface. Increase of the
concentration of dissociated water molecules during the water adsorption studies [150]
and the observation of increasing surface nitrate content with increasing temperature
during the NO2 adsorption [151] on the rutile (110) surface can be explained by the
increase of oxygen vacancy concentration at high temperatures due to its migration
from bulk to the surface. The present results are also in line with the observation of
Henderson [148] that the oxygen vacancy diffusion from the surface to the bulk is not
the mechanism of “bulk-assisted” re-oxidation of the sputtered (110) surface.
Oxygen vacancy diffusion further towards the bulk, X(12) to O(13), was not studied as
the cluster used for the present calculations is not large enough to describe relaxation
correctly around the defect.
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5.4 Water Adsorption on Rutile Surfaces
5.4.1 Introduction
The TiO2-water system is of fundamental and practical interest in the field of catalysis,
electrochemistry, fuel cells, active coatings, corrosion and photochemical applications
such as solar cells [93]. Under ambient conditions, water adsorption on rutile surface
can affect adsorption and reaction processes. Thus a large number of theoretical and
experimental works have been devoted in understanding the water chemistry on the
TiO2 surfaces [170, 171].
Earlier experimental studies of water adsorption on microcrystalline rutile powders
concluded that water molecules dissociate on the rutile surfaces [172, 173]. From the
infrared spectrum of water molecules on the rutile surface, it was interpreted that wa-
ter molecules exist in dissociated and undissociated form on the rutile surfaces [174].
Using ultraviolet photo emission spectroscopy experiments Kurtz et al. [175] reported
that water molecules adsorb molecularly on the perfect rutile (110) surface at about
160 K in monolayer (ML) coverage. On increasing temperature, concentration of dis-
sociated water molecules was found to increase. The authors believed that increasing
concentration of surface oxygen vacancies with temperature is the reason for this obser-
vation. Hugenschmidt et al. [150] studied water adsorption on the rutile (110) surface
with different defect densities using temperature programmed desorption (TPD), work
function measurements and X-ray photoelectron spectroscopy (XPS). They reported
that water molecules in monolayer coverage are molecularly adsorbed on the clean sur-
face and desorb at about 270 K. Second-layer water molecules were found to desorb at
about 170 K. The TPD peaks at 500 K were assigned to dissociated water molecules at
thermally induced oxygen vacancies. Henderson [176] performed high resolution elec-
tron energy loss spectroscopy (HREELS) and TPD studies of water adsorption on the
rutile (110) surface under ultra high vacuum conditions. From the vibrational features
at 1605 cm−1 and 3420 cm−1 for very low water exposures, he concluded that water
molecules adsorb molecularly on the rutile (110) surface. Recent investigations with
scanning tunneling microscopy (STM) [177, 178] confirmed that oxygen vacancies act
as active sites for water dissociation on the rutile (110) surface.
With secondary ion mass spectrometry (SIMS), Bourgeois et al. [179] found that water
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adsorbs dissociatively on the rutile (100) surface. The TPD and the oxygen isotopic
labeling studies by Henderson [180] showed that the rutile (100) surface is more active
for water dissociation compared to the (110) surface. He found that the dissociated
water molecules on this surface desorb by a recombination of the surface hydroxyl
groups at about 300 K.
Using tight binding embedded cluster calculations, Goniakowski et al. [181] found that
dissociative adsorption of water molecule is thermodynamically more stable than molec-
ular adsorption on the rutile (110) surface. Based on periodic HF calculations Fahmi
and Minot [138] reported that a water molecule prefers to dissociate on both the ru-
tile (110) and (100) surfaces. The semiempirical SINDO1 cluster calculations of Bre-
dow and Jug [139] also yielded that dissociative adsorption is energetically favored.
They reported that water dissociation is more favorable at bridging oxygen vacancies.
The same conclusion was obtained from periodic DFT calculations [182, 183]. In con-
trast, molecular adsorption of a water molecule was found to be lower in energy in
the HF and B3LYP embedded cluster calculations of Stefanovich and Truong [185].
Car-Parrinello MD simulations with DFT methods also reported the same result [187].
In an another DFT-MD simulation, a mixed dissociative and molecular adsorption of
water molecules was found to be more stable [186]. Using the same techniques Zhang
and Lindan [188, 189] simulated multilayer water adsorption on the rutile (110) sur-
face. They reported that the presence of second-layer water could facilitate the proton
transfer among the water molecules.
In the present study, MD techniques were used to simulate the vibrational spectra
of water molecules in monolayer and double layer coverages on the clean rutile (110)
and (100) surfaces. The calculated spectra were compared with the available literature
data.
5.4.2 Models
The rutile (110) and (100) surfaces were modeled using the Ti48O96 (Figure 5.40a) and
Ti36O72 (Figure 5.40b) two-dimensional cyclic clusters, respectively. The optimized
bulk lattice parameters (Table 5.19) were used for these clusters. All atoms except those
in the three bottom layers of these clusters were relaxed during geometry optimizations
and MD simulations.
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(a) (b)
Figure 5.40: Clusters used to model the rutile (110) and (100) surfaces; (a) Ti48O96;
(b) Ti36O72
5.4.3 Adsorption of an Isolated Water Molecule
(a) (b)
Figure 5.41: Optimized structures of an isolated water molecule adsorbed on the rutile
(110)-Ti48O96 cluster; (a) molecular; (b) dissociative
Before studying the monolayer (θ=1 or 1 ML) and the double layer (θ=2 or 2 ML)
water coverage, structure and adsorption energy of molecularly and dissociatively ad-
sorbed isolated water molecules were calculated. A single water molecule was adsorbed
molecularly on one of the five-fold coordinated titanium atoms of a relaxed Ti48O96
cluster. The optimized structure is shown in Figure 5.41a, and the adsorption energy
Eads is −119 kJ/mol (Table 5.25). For the dissociative adsorption (Figure 5.41b), the
calculated Eads is −226 kJ/mol (Table 5.25).
A single water molecule was adsorbed molecularly and dissociatively also on the rutile
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(b)(a)
Figure 5.42: Optimized structures of an isolated water molecule adsorbed on the rutile
(100)-Ti36O72 cluster; (a) molecular; (b) dissociative
(100)-Ti36O72 cluster as shown in Figures 5.42 a and b, respectively. The calculated Eads
for dissociative adsorption (−156 kJ/mol) was found to be lower than the molecular
adsorption (−105 kJ/mol) (Table 5.25). Thus the dissociative adsorption of water
molecule is thermodynamically favored on both the rutile (110) and (100) surfaces. For
the (110) surface, the results are in agreement with the previous SINDO1 calculations
[139].
Table 5.25: Calculated adsorption energies Eads (kJ/mol) of a water molecule on rutile
(110) and (100) surfaces in molecular and dissociative form
Surface Adsorption type Structure Eads
(110) Molecular 5.41a −119
Dissociative 5.41b −226
(100) Molecular 5.42a −105
Dissociative 5.42b −156
5.4.4 Monolayer Water Coverage
5.4.4.1 Rutile (110) Surface
There are six five-fold coordinated titanium atoms on the surface of the rutile (110)-
Ti48O96 cluster. As five-fold coordinated titanium atoms are assumed to be the active
centers for the adsorption of water molecules, θ=1 corresponds to the adsorption of 6
water molecules.
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(b)
(a)
A B
Figure 5.43: Structures of water molecules on rutile (110)-Ti48O96 cluster for θ=1; (a)
molecular; (b) dissociative
The energy minimum structure of molecularly adsorbed water molecules for θ=1 is
obtained using geometry optimization (Figure 5.43a). The water molecules are tilted
alternatively to two different bridging oxygen atoms forming hydrogen bonds (Figure
5.43a). The calculated Eads per water molecule for this structure is −128 kJ/mol. It
is lower than the Eads for a molecularly adsorbed isolated water molecule. Complete
dissociation of the water molecules (Figure 5.43b) was found to be lower in energy. The
estimated Eads per water molecule for the completely dissociated structure (5.43b)
is −163 kJ/mol, which is higher than that for the dissociatively adsorbed isolated
water molecule. The adsorption structures with partial dissociation of monolayer water
molecules were found to be less stable than the total dissociation. Thus a complete
dissociation of the water molecules can occur on the (110) surface for θ = 1.
To obtain the vibrational spectrum of the adsorbed water molecules, an MD simulation
was performed. The temperature of the MD simulation was 100 K, which is close to
the experimental temperature where the HREELS data were collected [176]. Constant
temperature simulation was performed using the Nose´-Hoover chain thermostat. The
thermostat frequency was 3600 cm−1, which is close to the maximum frequency of the
system. The time step used for the simulation was 1 fs.
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Figure 5.44: Starting structure for the MD simulation of 1 ML water on rutile (110)
surface.
In the starting structure, water molecules were adsorbed about 3 A˚ away from the
surface, on top of the five-fold coordinated titanium atoms (Figure 5.44). Simulation
was not started from the optimized geometry to facilitate the crossing of any energy
barriers. During the simulation, water molecules moved towards the surface and were
bound to the five-fold coordinated titanium atoms. The adsorption structure after 2
ps was similar to structure (5.43a). No dissociation of water molecules was observed
during the 6 ps of the simulation.
The vibrational density of states (VDOS) of the hydrogen atoms in the system was
obtained by calculating the Fourier transform of their velocity auto correlation function
(VACF) (see Eq. (3.47) in Section 3.1.4). The trajectories of the hydrogen atoms for
the first 2 ps (2000 steps) of the simulation were not accounted for calculating the
VACF due to the equilibration of the system. The estimated VDOS for the hydrogen
atoms is shown in Figure 5.45a. There are three sets of peaks in the spectrum. The set
of peaks around 1600 cm−1 corresponds to the bending modes of the adsorbed water
molecules. The two sets of peaks, one about 3450 cm−1 and the other about 3610
cm−1, are due to the O-H stretching vibrations.
From the VDOS, it is clear that two types of O-H groups are present in the system.
VDOS was calculated separately for the hydrogen atoms which are pointing towards
(type A) and pointing away (type B) from the bridging oxygen atoms. It was found
that the peak at 3450 cm−1 is originating entirely from the type A hydrogen atoms
(Figure 5.45b). Type B hydrogen atoms are giving the set of peaks around 3610 cm−1
(Figure 5.45c). This shows that hydrogen atoms of type A are hydrogen bonded to the
bridging oxygen, which results in the red-shift of their stretching frequency. As there
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is no red-shift for type B hydrogen atoms, it can be concluded that no intermolecular
hydrogen bonding is formed between the type B hydrogen atoms to the neighboring
water molecule.
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Figure 5.45: VDOS of hydrogen atoms estimated for molecularly adsorbed water
molecules in monolayer saturation on the rutile (110) surface at 100 K;
(a) all hydrogen atoms; (b) type A hydrogen atoms; (c) type B hydrogen
atoms; see Figure 5.43a for labeling
The time scale of the above simulation was not large enough to obtain the global
minimum structure (5.43b). In order to compare the VDOS of the molecularly adsorbed
water molecules to the completely dissociated structure, an MD simulation starting
with structure (5.43b) was performed at 100 K for 6 ps. No recombination of hydroxyls
was observed in the simulation. The hydroxyl groups on the five-fold coordinated
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atoms (terminal hydroxyls) were bending towards the hydrogen atoms on the bridging
oxygen atoms (bridging hydroxyls). The VDOS of the hydrogen atoms was estimated
as mentioned before.
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Figure 5.46: The VDOS of hydrogen atoms estimated for dissociatively adsorbed water
molecules in monolayer saturation on the rutile (110) surface at 100 K;
(a) all hydrogen atoms;(b) hydrogen atoms of bridging hydroxyls; (c)
hydrogen atoms of terminal hydroxyls
In the vibrational spectrum, there are peaks at 3675 cm−1, 3715 cm−1 and 3800 cm−1
(Figure 5.46a). When the VDOS for the bridging hydroxyls (Figure 5.46b) and terminal
hydroxyls (Figure 5.46c) was estimated separately, it was found that the peak at 3675
cm−1 is due to the bridging hydroxyls and the peaks at 3715 cm−1 and 3800 cm−1 are
due to terminal hydroxyl groups. Vibrational features of the terminal hydroxyl groups
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appear at higher frequency compared to the bridging hydroxyl groups because the O-H
bond in a terminal hydroxyl group is stronger than in a bridging hydroxyl group. The
peak around 3800 cm−1 is of low intensity compared to the peak at 3715 cm−1. The
stretching frequencies of terminal hydroxyl groups are appearing at 3800 cm−1, but
are mostly red-shifted to 3715 cm−1 due to the hydrogen bonding interaction with the
hydrogen atoms of the bridging hydroxyls.
Figure 5.47: HREELS spectrum for various exposures of water adsorbed on the rutile
(110) surface at 130 K; from Henderson [176]
From work function change measurements during water adsorption, Hugenschmidt et
al. [150] reported that molecularly adsorbed water molecules are hydrogen bonded to
the bridging oxygen atoms. This is in agreement with the present calculation. In the
HREELS spectrum (Figure 5.47) for θ =1 on the rutile (110) surface (at 135 K), peaks
are observed at 1605 cm−1, 3490 cm−1, and 3625 cm−1 [176]. This is in good agreement
with the vibrational spectrum of the molecularly adsorbed monolayer water obtained
in the present calculation (see Figure 5.45a). In Ref. [176], the peaks at 3490 cm−1 and
3625 cm−1 in the HREELS spectrum were attributed to the stretching vibrations of
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non-hydrogen bonded O-H groups of molecularly adsorbed water molecules and non-
hydrogen bonded O-H groups of dissociatively adsorbed water molecules, respectively.
No peak in the HREELS spectrum was assigned as the stretching vibrations of the
hydrogen bonded O-H groups. This might be due to the fact that the vibrational
feature due to the non-hydrogen bonded O-H bonds of water molecules were not well
resolved in the HREELS spectrum. For example, a broad peak can be only be observed
from 3400 cm−1 to 3600 cm−1 at a coverage of 3×1014 molecules/cm2 in the HREELS
spectrum (see Figure 5.47).
A peak at 3660 cm−1 found in the IR spectrum collected at room temperature was
characterized as the stretching frequencies of the hydroxyl groups formed by the water
dissociation [174]. The peak at 3690 cm−1 in the HREELS spectrum at 300 K was
explained by the presence as non-hydrogen bonded hydroxyl groups on the surface [176].
The vibrational frequencies found for the bridging hydroxyl groups in the present work
(3675 cm−1) are in good agreement with these interpretations.
5.4.4.2 Rutile (100) Surface
(a)
(b)
Figure 5.48: Structures of water molecules on the rutile (100)-Ti36O72 cluster for θ=1;
(a) molecular; (b) dissociative
The adsorption of 1 monolayer of water molecules on the (100)-Ti36O72 cluster cor-
responds to the adsorption of 9 water molecules. First the relative stabilities of the
completely dissociated and molecularly adsorbed monolayer coverage was calculated.
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The obtained Eads per water molecule for molecularly (Figure 5.48a) and dissociatively
(Figure 5.48b) adsorbed water molecules were −133 kJ/mol and −176 kJ/mol, respec-
tively. The adsorption energies of molecular and dissociative adsorption of 1 ML water
molecules are lower than that for an isolated water molecule on this surface.
Figure 5.49: Starting structure of the MD simulation of 1 ML of water on the rutile
(100)-Ti36O72 cluster
An MD simulation was then performed for this system. In the starting structure, water
molecules were adsorbed nearly 2.5 A˚ above from the five-fold coordinated titanium
atoms on the surface (Figure 5.49). The simulation was performed at 100 K for 6
ps. Technical details of the simulation are the same as before. During the simula-
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Figure 5.50: Number of undissociated water molecules (NH2O) during the MD simu-
lation of water molecules on the rutile (100)-Ti36O72 cluster at monolayer
coverage
tion, the water molecules moved towards the five-fold coordinated titanium atoms and
dissociated on the neighboring two-fold coordinated oxygen atoms.
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Figure 5.51: The VDOS of hydrogen atoms estimated for dissociatively adsorbed water
molecules in monolayer coverage on the rutile (100) surface at 100 K;
(a) all hydrogen atoms; (b) hydrogen atoms of bridging hydroxyls; (c)
hydrogen atoms of terminal hydroxyls
The number of undissociated water molecules during the MD simulation is shown in
Figure 5.50. Dissociation of water molecules started after 0.4 ps (400 steps) and all nine
water molecules were dissociated within 0.7 ps (700 steps) of the simulation (Figure
5.50). The rutile (100) surface is highly reactive towards the adsorbing water molecules
compared to the (110) surface. This is also observed experimentally [180]. The high
reactivity is due its peculiar surface structure. The hydrogen atoms of the water
molecules adsorbed on the five-fold coordinated titanium atoms are much closer to the
neighboring bridging oxygen atoms compared to the (110) surface. Lattice vibrations
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of the rutile (100) surface can make this distance small enough to facilitate the water
dissociation.
The VDOS of the completely dissociated water molecule was then calculated (Figure
5.51a). For the calculation of the VDOS, the trajectories of the hydrogen atoms were
considered only for the last 4 ps, since the system was equilibrating in the first 2 ps
of the simulation. In the obtained VDOS there were mainly two sets of peaks, one
about 3690 cm−1 and the other about 3830 cm−1. The hydrogen atoms of the bridging
hydroxyl groups were responsible for the peak at 3690 cm−1 (Figure 5.51a). The peak
at about 3830 cm−1 (Figure 5.51b) was due to the terminal hydroxyl groups. These
frequencies are close to those observed for the hydroxyl groups on the rutile (110)
surface. Compared to the peak at 3690 cm−1, the intensity of the peak at 3830 cm−1
is considerably lower. As equal numbers of bridging and terminal hydroxyl groups are
present in the system, their intensities should also be the same. The very low intensity
at 3830 cm−1 is probably due to the effect of the vibrations of the five-fold coordinated
surface titanium atoms which screen the O-H vibrations.
5.4.5 Double Layer Water Coverage
5.4.5.1 Rutile (110) Surface
Double layer water coverage on the rutile (110)-Ti48O96 cluster was simulated by the
adsorption of 12 water molecules. The calculated energy minimum structure for undis-
sociated first-layer water molecules is given in Figure 5.52a. In this structure the
water molecules in the first-layer are tilted towards the bridging oxygen atoms and are
hydrogen bonded. Water molecules in the second-layer are also hydrogen bonded to
the bridging oxygen atoms. Another adsorption structure was also considered (Figure
5.52b) where the first-layer water molecules are completely dissociated. This structure
is 99 kJ/mol lower in energy than the structure (5.52a).
An MD simulation was performed at 100 K starting from the structure shown in Figure
5.53. In this structure the water molecules in the first-layer are 3.0 A˚ away from the
five-fold coordinated titanium atoms and the second-layer water molecules are 3.0 A˚
away from the bridging oxygen atoms. The technical details of the simulation are the
same as before. During the simulation, the water molecules moved towards the surface
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(a)
(b)
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Figure 5.52: Structures of water molecules on the rutile (110)-Ti48O96 cluster for θ=2;
(a) molecular; (b) dissociative adsorption of first-layer water molecules
and a structure similar to Figure 5.52a was formed within 1 ps of the simulation.
Dissociation of the first-layer or desorption of the second-layer water molecules was
not observed during the 6 ps of the simulation at 100 K. Desorption was not expected,
as the TPD data [150, 176] show that desorption of the second-layer water molecules
occur at about 180 K.
In the adsorbate structure (5.52a), there are four types of hydrogen atoms. Those in
the second-layer which are pointing towards the bridging oxygen atoms will be called
type A. The other set of hydrogen atoms in the second-layer will be called type B
hydrogen atoms. The hydrogen atoms of the first-layer water molecules which are
pointing towards the bridging oxygen atoms will be called type C, and the others type
D hydrogen atoms. The VDOS of the hydrogen atoms in the system was obtained
from their trajectories for 4 ps. In the calculated VDOS (Figure 5.54a) there are peaks
at 1625 cm−1, 1700 cm−1, and a broad maximum from 3500 cm−1 to 3700 cm−1. The
peaks at 1625 cm−1, and 1700 cm−1 are due to the bending modes of water molecules.
By simulating the VDOS of the hydrogen atoms in the first (Figure 5.54d,e) and second
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Figure 5.53: Starting structure of the MD simulation of 2 ML of water on the rutile
(110)-Ti48O96 cluster
(Figure 5.54b,c) layer separately, it was found that the bending mode of first layer water
molecules was at lower wavenumbers (1620 cm−1) than that of the second-layer water
molecules (1700 cm−1). The peaks from 3600 cm−1 to 3650 cm−1 (Figure 5.54b) are
due to type A hydrogen atoms while the type B hydrogen atoms show their vibrational
features from 3610 cm−1 to 3700 cm−1 (Figure 5.54c). The stretching frequencies of the
O-H bonds with type C and type D hydrogen atoms are at 3500 cm−1 (Figure 5.54d)
and 3600 cm−1 (Figure 5.54e), respectively.
In the HREELS spectrum reported by Henderson [176], bending modes of water molecules
were observed at 1605 cm−1 and 1660 cm−1 for 2 ML coverage (see spectrum in Figure
5.47 for 9.0×1014 molecules/cm2 water coverage). This peak at 1660 cm−1 in the ex-
periment corresponds to the peak at 1700 cm−1 in the present calculation. It was found
in the experiment that the O-H stretching frequency of the first-layer water molecules
is not affected by the second-layer water molecules. A frequency of 3505 cm−1 was
obtained in the HREELS spectrum (Figure 5.47e) is in very good agreement with the
present calculation (3500 cm−1). The O-H stretching frequencies of second-layer wa-
ter molecules (Figure 5.54b,c) are observed above 3600 cm−1. This shows that their
interactions with the bridging surface oxygen atoms are weak compared to that of
the first-layer water molecules. This agrees with the experimental conclusion that the
second-layer water molecules interact only weakly with the surface [150, 176]. A small
red-shift in the stretching frequencies of the O-H bonds with type B hydrogen atoms
(see Figure 5.54c) shows the presence of a weak interaction between the second-layer
water molecules during their vibrational motions.
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Figure 5.54: The VDOS of 2 ML of molecularly adsorbed water molecules on rutile
(110) surface at 100 K; (a) all hydrogen atoms; (b) type A hydrogen
atoms; (c) type B hydrogen atoms; (d) type C hydrogen atoms; (e) type
D hydrogen atoms; see Figure 5.52a for labeling
5.4.5.1 Rutile (100) Surface
A second-layer water model was constructed by placing 18 water molecules on top of
the (100)-Ti36O72 cluster. Relative energies of molecularly and dissociatively adsorbed
water molecules were studied first. The structure with completely dissociated first-
layer water molecules (Figure 5.55a) is 376 kJ/mol lower in energy than the structure
with molecularly adsorbed first-layer water molecules (Figure 5.55b).
An MD simulation was performed at 100 K starting with the structure (5.56). First-
layer water molecules are 2.5 A˚ away from the five-fold coordinated titanium atoms
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Figure 5.55: Structures of water molecules on the rutile (100)-Ti36O72 cluster for θ=2;
(a) molecular; (b) dissociative adsorption of first-layer water molecules
and the second-layer water molecules are 3 A˚ away from the bridging oxygen atoms.
Technical details of the simulation are the same as before. During the MD simulation,
first-layer water molecules bind to the five-fold coordinated titanium atoms. But the
second-layer water molecules were desorbing from the surface during the simulation.
The average distance, r(O1ML − O2ML), between the oxygen atoms of the first- and
the second-layer water molecules is shown in Figure 5.57. For the initial structure,
r(O1ML −O2ML) was about 2.2 A˚. After 2000 steps of the simulation this distance was
about 4.7 A˚. This clearly indicates that the second-layer water molecules were desorbed
from the surface. In contrast, in the TPD experiment the major part of the second-
layer water molecules were found to desorb only at higher temperatures at about 160
K [180]. In the structure (5.56), the interaction of the second-layer water molecules
to the surface atoms are weak and thus they desorbed at 100 K. Instead of starting
from an arbitrary structure, a second MD simulation was performed at 100 K with
the energy minimum structure (5.55b), where the the second-layer water molecules are
near the surface oxygen atoms. During this simulation for 6 ps, no desorption of the
second-layer water molecules was observed.
The VDOS of the hydrogen atoms was obtained from this simulation (see Figure 5.58a).
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Figure 5.56: Starting structure of the MD simulation of 2 ML of water on the rutile
(100)-Ti36O72 cluster
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Figure 5.57: Average distance r(O1ML − O2ML) between the oxygen atoms of the first-
and the second-layer water molecules on the (100) surface at 100 K.
The hydrogen atoms which are pointing towards the surface and the other hydrogen
atoms in the second-layer water molecules of structure (5.55a) will be called type
A and type B hydrogen atoms, respectively. The hydrogen atoms in the terminal
hydroxyl groups will be called type C and those in the bridging hydroxyl groups will
be called type D. The peak at 1695 cm−1 is due to the bending modes of second-layer
water molecules (see Figure 5.58b and Figure 5.58c). The stretching frequency of the
bridging hydroxyl groups in the second-layer water molecules is mostly appearing at
3650 cm−1. The red-shifted peak at 3560 cm−1 is due to the stretching of the hydroxyl
groups with type A hydrogen atoms. It has a low intensity compared to the peak at
3650 cm−1 (Figure 5.58b). This indicates that the interaction of the second-layer water
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molecules with the surface is weak. During the vibrational motion of the second-layer
water molecules, type A hydrogen atoms are forming hydrogen bonds with the bridging
oxygen atoms. The stretching frequency of the bridging hydroxyl groups is around at
3550 cm−1 (Figure 5.58e), which is lower than that observed for the bridging hydroxyl
groups (3690 cm−1) for θ = 1 on the rutile (100) surface (Figure 5.51b). This is due
to the interaction of the second-layer water molecules with the bridging oxygen atoms.
The vibrational feature due to the stretching of the terminal hydroxyl groups appears
at 3725 cm−1 (Figure 5.51d).
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Figure 5.58: The VDOS of hydrogen atoms estimated for 2 ML water coverage with
the first-layer water molecules dissociated on the rutile (100) surface at
100 K; (a) all hydrogen atoms; (b) type A; (c) type B; (d) type C; (e)
type D hydrogen atoms; see Figure 5.55b for labeling
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5.5 Mixing of Zinc Oxide and Zinc Sulfide
5.5.1 Introduction
Wide and direct band semiconductor materials like zinc chalcogenides are used in blue
and ultraviolet optical devices. Doped zinc chalcogenides are employed for designing
various electronic and electrical appliances. Materials with required optical properties
can be produced by mixing different zinc chalcogenides.
Mixing of two different zinc chalcogenides, say ZnA and ZnB, would result in a solid
solution ZnA1−xBx.
(1− x)ZnA + xZnB → ZnA1−xBx (5.84)
The stability of a solid solution is determined by its free energy of mixing ∆MG.
∆MG = ∆MH − T∆MS (5.85)
Here ∆MH is the enthalpy of mixing, ∆MS is the free energy of mixing and T is the
temperature. Miscibility will not occur if ∆MG is positive.
The entropy of mixing ∆MS consists of configurational entropy, ∆MSconf and thermal
entropy, ∆MSther.
∆MS = ∆MSconf + ∆MSther (5.86)
By assuming that mixing in (5.84) leads to an ideal solution, ∆MSconf is estimated as
∆MSconf = −R(1− x) ln(1− x)− Rx ln(x) (5.87)
where R is the gas constant. ∆MSther is evaluated for the reaction (5.84) as,
∆MSther = S(ZnA1−xBx)− (1− x)S(ZnA)− xS(ZnB) (5.88)
Entropy S can be evaluated using MD techniques (see Section 3.1.4).
Solid solutions ZnS1−xSex produced by the mixing of ZnS and ZnSe were found to be
stable for all possible values of x (0 < x < 1) [190, 191]. The stability of ZnS1−xSex
is due to similar sizes of the anions. But due to the difference in the sizes of oxygen
and sulfur, a miscibility gap is expected for ZnO and ZnS. Yoo et al. [192] produced
ZnO1−xSx with very low concentration of S (x ≈ 0.03) at ∼1000 K using laser ablation
techniques. Binnewies and Locmelis [193] prepared ZnO/ZnS mixed crystals with low
sulfur content (x ≈ 0.01) at ∼1200 K.
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Using MSINDO-CCM, Janetzko and Jug [194] investigated the miscibility of ZnS with
ZnSe and ZnO. They found that ZnS and ZnSe can mix for all possible values of x
between 0 and 1. But a miscibility gap was observed for ZnS and ZnO at 1000 K. The
latter result is in contradiction to the experimental observation that small concentration
of ZnS can mix with ZnO [192,193].
In the calculations of Janetzko and Jug [194], thermal entropic contributions were not
included (∆MSther = 0) and the enthalpy of mixing ∆MH was approximated as energy
of mixing, ∆ME0.
∆MH ≈ ∆ME0
For the reaction (5.84), ∆ME0 is given by
∆ME0 = E0(ZnA1−xBx)− (1− x)E0(ZnA)− xE0(ZnB) (5.89)
Here E0 is the total energy obtained from quantum chemical calculation.
The present work is aimed to study the effect of the thermal entropic contribution
to the free energy of mixing for ZnO and ZnS. The entropy of mixing calculated by
Janetzko and Jug [194] is improved by the inclusion of thermal entropy. Thermal en-
tropy is estimated from MD simulations using a quantum-classical approach described
in Section 3.1.4.
5.5.2 Bulk Properties
ZnO (wurzite) has a hexagonal unit cell where zinc and oxygen ions are tetrahedrally
coordinated (space group P63mc). The lattice parameters a, c and u for ZnO are 3.198
A˚, 5.185 A˚, and 0.378, respectively [195]. The band gap of ZnO is 3.44 eV [196]. At
temperatures below 1200 K and 1 atm pressure, ZnS prefers to have cubic sphalerite
structure (space group F43m). Similar to ZnO, zinc and oxygen atoms have tetrahedral
coordination in ZnS. The experimentally determined lattice parameter a for ZnS is
5.410 A˚ [197]. The band gap of ZnS (3.85 eV) [198] is slightly higher than ZnO (3.44
eV).
Bulk properties of ZnO and ZnS were calculated using three-dimensional CCM calcula-
tions in the framework of MSINDO. In the calculations, some of the standard MSINDO
parameters for Zn and S [14] were modified as explained in Ref. [194]. The screening
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parameters KSC(3d), KSC(4s), and KSC(4p) for Zn are -0.0048, 0.0080, and 0.0331,
respectively. The parameter κ(4s4p3d) for Zn is 0.1230. The parameters KSC(3d) and
κ(4s4p3d) for S, used in the calculations are 0.0286 and 0.0281, respectively.
(a) (b)
Figure 5.59: Cyclic clusters used for the simulation of ZnO and ZnS bulk; (a) Zn48O48
and (b) Zn32O32. Here green, red, and orange colored spheres represent
zinc, oxygen and sulfur atoms, respectively.
For simulating the ZnO and ZnS bulk three-dimensional cyclic Zn48O48 (Figure 5.59a)
and Zn32O32 (Figure 5.59b) clusters were chosen, respectively. In the previous study
[194], these clusters were found to give converged bulk properties. The optimized cell
parameters for ZnO are a = 3.198 A˚, b = 5.185 A˚, u = 0.378 and the estimated band
gap is 3.48 eV. For ZnS, the optimized lattice parameter is 5.372 A˚. Thus the results
from the MSINDO-CCM calculations are in good agreement with the experimental
results (see Table 5.26).
The substituted clusters considered in the present work are Zn48O47S and Zn32S31O.
They correspond to ZnO0.98S0.02 and ZnO0.03S0.97 systems, with x equal to 0.02 and
0.97, respectively. Their optimized lattice parameters are given in Table 5.27. The
lattice parameters a and c for ZnO0.98S0.02 are 3.208 A˚ and 5.204 A˚, respectively. The
calculated unit cell parameter for ZnO0.03S0.97 cluster is a = 5.342 A˚.
5.5.3 Entropy and Free Energy of Mixing
As the mixing of ZnO and ZnS was observed at ∼1000 K in the experiments [192,
193], calculations were also performed at 1000 K. To estimate the entropy, a canonical
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Table 5.26: Lattice parameters a, c (A˚), internal parameter u, and band gap Eg (eV)
for ZnO and ZnS calculated using the MSINDO-CCM by Janetzko and
Jug [194]. These results are also compared with the experimental data.
System Cluster Unit cell parameters Band gap
MSINDO Experiment MSINDO Experiment
ZnO Zn48O48 a 3.198 3.253
a 3.67 3.44b
c 5.185 5.213a
u 0.378 0.382a
ZnS Zn32O32 a 5.372 5.410
c 3.48 3.85d
a Ref. [195]
b Ref. [196]
c Ref. [197]
d Ref. [198]
Table 5.27: Lattice parameters a, c (A˚) for ZnO1−xSx mixed systems.
System Cluster Lattice parameters
ZnO0.98S0.02 Zn48O47S a = 3.208
c = 5.204
ZnO0.03S0.97 Zn32S31O a = 5.342
ensemble simulation was performed using the Nose´-Hoover chain thermostat. The time
step of the simulation was 0.5 fs . For accurate determination of the entropy, a smaller
time step was used in the calculations compared to that in the previous sections (1
fs). The frequency of the thermostat was 750 cm−1, which is close to the maximum
vibrational frequency of the bulk.
The entropy of ZnO was estimated by using the three-dimensional cyclic Zn48O48 clus-
ter. The system was equilibrated for 2000 steps at 1000 K. This was followed by an
MD run for 12000 steps (6 ps) from which the vibrational density of states of ZnO was
obtained by the Fourier transform of the mass weighted atomic velocities using Eq.
(3.60). The entropy was evaluated using the vibrational density of states according to
Eq. (3.60). Convergence of the entropy with respect to number of MD steps is shown
in Figure 5.60 and Table 5.28. After 12000 steps of the simulation, fluctuations in
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entropy were below < 0.1 J mol−1 K−1. Thus the entropy of ZnO is taken as 95.0 J
mol−1 K−1. The deviation from the experimental value (100.8 J mol−1 K−1) [199] is
only about -6 % (Table 5.28).
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Figure 5.60: Convergence of entropy S at 1000 K for the ZnO crystal with respect to
number of MD steps. Red line is the experimental estimate of entropy and
the blue points are the entropy estimated using MSINDO-MD simulations.
Table 5.28: Convergence of entropy S (J mol−1 K−1) at 1000 K for the ZnO crystal
with respect to the number of MD steps.
MD steps S
1000 94.074
2000 94.882
3000 94.010
4000 93.976
5000 94.123
6000 94.048
7000 94.178
8000 94.400
9000 94.747
10000 94.940
11000 94.904
12000 94.990
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The same procedure was used to estimate the entropy of other systems. Using a three-
dimensional cyclic Zn32S32 cluster the entropy was calculated to be 106.5 J mol
−1 K−1.
This value deviates about−11% from the experimental result (118.0 J mol−1 K−1) [199].
Thus the estimated entropy values for ZnO and ZnS are in reasonable agreement with
the experiment (see Table 5.28). Entropies of ZnO0.98S0.02, and ZnO0.03S0.97 systems
were evaluated using three-dimensional cyclic Zn48O47S and Zn32S31O clusters, respec-
tively. The estimated entropies for ZnO0.98S0.02 and ZnO0.03S0.97 are 95.3 J mol
−1 K−1
and 107.6 J mol−1 K−1, respectively.
Table 5.29: MSINDO-MD results for the entropy S (J mol−1 K−1) at 1000 K for ZnO,
ZnS, ZnO0.98S0.02 and ZnS0.97O0.03 systems; results are compared with the
available literature data.
System Cluster S
MSINDO-MD Experimenta
ZnO Zn48O48 95.0 100.8
ZnS Zn32S32 106.5 118.0
ZnO0.98S0.02 Zn48O47S 95.3 -
ZnO0.03S0.97 Zn32S31O 107.6 -
a Ref. [199]
The thermal entropy for mixing ∆MSther was estimated for ZnO0.98S0.02 and ZnO0.03S0.97
according to Eq. (5.88). For ZnO0.98S0.02 system ∆MSther was 0.03 J mol
−1 K−1.
∆MSther is smaller compared to the configurational entropy ∆MSconf for this system
(0.81 J mol−1 K−1). The contribution of ∆MSther to the total entropy is very small
(4%). For the ZnS0.97O0.03 system, ∆MSther is 1.42 J mol
−1 K−1. This value is higher
than ∆MSconf of this system (1.12 J mol
−1 K−1). Contribution of ∆MSther to the total
entropy of the system is about 56%.
The free energies of mixing are evaluated for the two mixed systems, ZnO0.98S0.02
and ZnO0.03S0.97. Without including the thermal entropy the free energies of mixing
∆MGold for ZnO0.98S0.02 and ZnO0.03S0.97 are 0.95 kJ/mol and 2.01 kJ/mol, respectively.
The free energy of mixing ∆MGcorr including the thermal entropic contribution for
ZnO0.98S0.02 system was 0.92 kJ/mol. The inclusion of thermal entropy has only small
influence in the free energy of mixing. But for the ZnS0.97O0.03 system, the free energy
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of mixing is lowered by about 1.42 kJ/mol by the inclusion of thermal entropy (see
Table 5.30).
Table 5.30: The estimated values of ∆ME0 (kJ/mol), ∆MSconf (J mol
−1 K−1), ∆MSther
(J mol−1 K−1), ∆MGold (kJ/mol), ∆MGcorr (kJ/mol) for ZnO0.98S0.02 and
ZnS0.97O0.03; Here ∆MGcorr and ∆MGold are the free energies of mixing with
and without thermal entropy contributions, respectively.
System x ∆ME0 ∆MSconf ∆MSther ∆MGold ∆MGcorr
ZnO0.98S0.02 0.02 1.76 0.81 0.03 0.95 0.92
ZnS0.97O0.03 0.97 3.13 1.12 1.42 2.01 0.59
Thus the present calculations show that the thermal entropic contribution to the free
energy of mixing is not large enough to bring the free energy of mixing to negative
values.
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6 Summary
The Born-Oppenheimer MD was implemented in the semiempirical SCF MO method
MSINDO. Integration of the equations of motion was performed by the velocity Ver-
let algorithm. Total energy conservation of the MSINDO-MD procedure was tested.
For an SCF convergence criteria of 10−8 a.u., the maximum deviation in the total
energy was about 10−5 a.u. per pico second, which is normally expected from a Born-
Oppenheimer MD procedure. The accuracy of the implementation was again verified
by carrying out the simulated annealing of simple molecules like N2, H2O, NH3, CH4
and C6H6. The optimized structures of these molecules from the simulated annealing
and the quasi Newton Raphson optimizations were virtually the same. For the temper-
ature control the Nose´-Hoover chain (NHC) thermostat was implemented. Integration
of the equations of motion of the NHC thermostat was done by a reversible multiple
time step algorithm. The total energy conservation and the average temperature in
a canonical ensemble simulation of ZnS bulk shows that the NHC thermostat scheme
was included correctly in MSINDO. The metadynamics technique was implemented in
order to accelerate the escape from the free energy minima. The efficiency of meta-
dynamics was illustrated by exploring the free energy surface of Si7 cluster. After
the successful testing of the MSINDO-MD code, it was employed for solving various
problems in cluster, surface and solid state chemistry.
Simulated annealing of Sin (n=5-7) clusters was performed. The obtained structures
and relative energies of the various isomers are in agreement with results of density
functional calculations. This demonstrates the accuracy of the parametrization for
silicon compounds. In a study of the melting behavior of the Si7 cluster, it was observed
that the system undergoes structural transformation from a pentagonal bi-pyramid to
a C2v structure above 1600 K. This was monitored via the bond length fluctuation,
mean square displacement, atomic distance and bond angle distributions. Using the
simulated annealing technique it was found that a distorted cage-like structure with an
Si17 core is the energy minimum structure for the Si45 cluster. The Si60 cluster prefers
a compact bulk-like structure rather than fullerene-like cage or elongated structures.
Various problems in surface chemistry were then considered. Static and dynamic cal-
culations with MSINDO-CCM were used to identify possible structures of hydrated
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vanadia species on different anatase surfaces. VO4H3 and V2O7H4 molecules were
adsorbed on the anatase (101), (001) and (100) surfaces and their stability at room
temperature was studied using constant temperature MD simulations. The calcula-
tions show that vanadia species with divanadyl groups can exist on the anatase (101)
surface. In the other energy minimum structures of VO4H3 on this surface, five-fold
coordinated vanadium atoms with VO(OH) groups are present. The adsorption of
VO4H3 results in the formation of an oxygen vacancy on the anatase (001) surface.
The vanadate species has a distorted square pyramidal structure, similar to the VO5
units in the vanadium pentoxide (001) surface. The stable structure of VO4H3 on the
anatase (100) surface consits of a slightly distorted tetrahedron. Adsorption at the
channels on the (100) surface was found to be unstable. The most stable structures
obtained for the V2O7H4 adsorption on the anatase surfaces contain V-O-V bonds. On
the anatase (101) surface, the V2O7H4 molecule prefers to form a continuation of the
anatase crystal structure. Oxygen vacancies are not created on the (001) surface by
the adsorption of a V2O7H4 molecule. No vanadyl groups are present in the vanadia
species on the anatase (001) surface. Thus V2O7H4 on the anatase (001) surface might
be less catalytically active than on the other surfaces. A slightly distorted tetrahedral
structure is formed during the adsorption of V2O7H4 on the (100) surface. Adsorptions
at the edges or across the channels on the (100) surface are not thermodynamically
favorable. Possible reactions of the surface hydroxyls with the adsorbed monomeric
VO4H3 groups were also investigated. It was found that the preadsorbed surface hy-
droxyls are inert towards condensation reaction with hydrogen atoms of the adsorbed
VO4H3 molecule on the (101) and (001) surfaces. On the (100) surface, proton transfer
from the adsorbed VO4H3 molecule to the surface hydroxyls was found to occur un-
der the experimental conditions. It was concluded that the hydrated polymeric chains
formed on the (100) surface will have the form (VO4H)n under certain experimental
conditions. The present investigations show that different surfaces of anatase are re-
acting differently with the vanadia particles. The topology of the surface determines
the structure of the vanadia species after adsorption. In polycrystalline catalysts, all
three anatase (101), (001) and (100) surfaces might be exposed and corresponding ex-
periments observe an overall effect. The results obtained from the present calculations
can explain various experimental observations.
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The oxygen vacancy diffusion in rutile (110) surface was studied with the metadynamic
techniques. The activation barrier for the oxygen vacancy migration from the first to
the third atomic layer of the (110) surface was estimated to be 131 kJ/mol. Similarly,
migration of the oxygen vacancy from the third to the fifth atomic layer was also
simulated. The energy barrier for this process was about 181 kJ/mol. The migration
of oxygen vacancies in the opposite direction, from the fifth to the third and then to
the first atomic layers involves much smaller energy barriers (∼ 50 kJ/mol). The time
scale for these diffusion processes was estimated using the transition state theory. It
was found that the diffusion of the oxygen vacancies from the surface to the bulk is
not favorable even at high temperatures. On the other hand, the diffusion of oxygen
vacancies from the bulk to the surface can occur at temperatures above 300 K in less
than one second. Various experimental findings can be explained using the results
obtained from these calculations.
Constant temperature MD simulations were used to calculate the vibrational density
of states (VDOS) of the rutile-water adsorbate system. Isolated water molecules were
found to adsorb dissociatively on both the rutile (110) and (100) surfaces. Similarly,
for a monolayer water coverage, a complete dissociation of the water molecules was
thermodynamically stable. The VDOS of undissociated water molecules in monolayer
coverage was evaluated. The red-shift of the stretching frequency of O-H bonds was ob-
served due the hydrogen bonding of the water molecules to the bridging oxygen atoms.
The VDOS obtained for the fully dissociated monolayer coverage, show that bridging
hydroxyl groups are hydrogen bonded to the oxygen atoms of the terminal hydroxyl
groups. On the (100) surface, all the monolayer water molecules were dissociated into
H and OH during the MD simulation at 100 K. In the vibrational spectrum obtained
for the double layer water coverage on the (110) surface, where all the water molecules
are molecularly adsorbed, the bending modes of water molecules in the first layer were
found at lower wavenumbers (1625 cm−1) compared to the second layer (1700 cm−1).
Vibrational features of the first layer water molecules were not affected by the adsorp-
tion of the second layer. It was also found from the VDOS that the interactions of the
second layer water molecules with the bridging oxygen atoms are weak compared to
the first layer water molecules. The VDOS for the water molecules adsorbed in double
layer coverage on the rutile (100) surface with a complete dissociation of the first layer
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water molecules show that the second layer water molecules are weakly connected to
the surface. The results of this investigation are in reasonable agreement with the
HREELS data from the literature.
The thermal entropic contribution to the free energy of mixing of ZnO and ZnS was
estimated. Canonical ensemble simulations at 1000 K were performed for ZnO, ZnS,
ZnO0.98S0.02 and ZnO0.03S0.97 bulk using the three-dimensional CCM. Entropy was cal-
culated using a quantum-classical approach. The thermal entropic contributions to the
free energy of mixing for ZnO1−xSx with x =0.02 and 0.97 were calculated. It was
found that the thermal entropic contributions are not large enough to obtain negative
free energy of mixing for ZnO and ZnS.
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Appendix A
Analytical Derivatives of Collective Coordinates
The equation of motion (3.77) for the metadynamics contains an analytical derivative
of a collective coordinate Sα with respect to the nuclear coordinates RI , ∇RISα (RI).
Thus for a certain type of collective coordinate, its analytical derivatives have to be
evaluated. The analytical derivatives of four different collective coordinates are given
in this section.
A.1 Bond Distances
If the collective coordinate Sα in (3.75) is defined as a bond distance RAB between two
atoms A and B, then its derivative with respect to the nuclear coordinate is given by
∇RISα(RI) = ∇RIRAB =


−eAB if I is atom A
eAB if I is atom B
0 otherwise
(A.1)
where eAB = RAB/RAB and RAB is given by RB −RA .
A.2 Bond Angles
 
A
C
B
Let Sα is defined as θ, the angle between vectors RBA and RBC, where
cos θ = eBA · eBC
where eBA = RBA/RBA and eBC = RBC/RBC.
Therefore,
∇RISα(RI) = ∇RIθ = −
1
sin θ
∇RI (eBA · eBC) (A.2)
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But,
∇ (K · L) = (L · ∇)K + (K · ∇)L + L× (∇×K) + K× (∇× L)
Thus (A.2) becomes
∇RIθ = −
1
sin θ
{(eBC · ∇RI ) eBA + (eBA · ∇RI ) eBC + eBC × (∇RI × eBA)
+ eBA × (∇RI × eBC)}
The last two terms in the right hand side of the above equation are zero.
Therefore, if I is atom A,
∇RAθ =
−1
RBA sin θ
(eBC − eBA cos θ)
if I is atom B,
∇RBθ =
1
RBA sin θ
(eBC − eBA cos θ) + 1
RBC sin θ
(eBA − eBC cos θ)
if I is atom C,
∇RCθ =
−1
RBC sin θ
(eBA − eBC cos θ)
and if I 6= atom A, B or C,
∇RIθ = 0 (A.3)
A.3 Dihedral Angles
 
AB
C
D
A’
D’
Figure A.61:
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Let φ is the dihedral angle between the atoms A, B, C, and D. In other words, φ is the
angle between normals nˆ1 and nˆ2 to the planes containing A, B, and C (ABCA’) and
B, C, and D (BCDD’), respectively (see Figure A.61). Therefore,
cosφ = nˆ1 · nˆ2
where
nˆ1 =
eBA × eBC
sin θ1
and
nˆ2 =
eCD × eCB
sin θ2
Here θ1 is the angle between the vectors RBA and RBC and θ2 is the angle between the
vectors RCB and RCD. Thus,
cosφ =
(eBA × eBC) · (eCD × eCB)
sin θ1 sin θ2
Then,
∇RISα(RI) = ∇RIφ = −
1
sin φ
{
1
sin θ1 sin θ2
∇RI [(eBA × eBC) · (eCD × eCB)]
+ [(eBA × eBC) · (eCD × eCB)]∇RI
[
1
sin θ1 sin θ2
]}
(A.4)
But
(eBA × eBC) · (eCD × eCB) = (eBA · eCD) (eBC · eCB)− (eBA · eCB) (eBC · eCD)
= − (eBA · eCD) (eBC · eBC)− cos θ1 cos θ2
= − (eBA · eCD)− cos θ1 cos θ2
Therefore
∇RIφ =
1
sinφ sin θ1 sin θ2
{∇RI (eBA · eCD)
− sin θ1 cos θ2 (∇RIθ1)− sin θ2 cos θ1 (∇RIθ2)
− [cot θ1 (∇RIθ1) + cot θ2 (∇RIθ2)] [cos θ1 cos θ2 + (eBA · eCD)]}
In the above equation ∇RIθ1 and ∇RIθ2 are evaluated using (A.3). ∇RI (eBA · eCD) is
having the following solutions.
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If I is atom A,
∇RA (eBA · eCD) =
1
RBA
[eCD − (eBA · eCD) eBA]
If I is atom B,
∇RB (eBA · eCD) =
1
RBA
[−eCD + (eBA · eCD) eBA]
If I is atom C,
∇RC (eBA · eCD) =
1
RCD
[−eBA + (eBA · eCD) eCD]
If I is atom D,
∇RD (eBA · eCD) =
1
RCD
[eBA − (eBA · eCD) eCD]
If I 6= A, B, C or D
∇RI (eBA · eCD) = 0
A.4 Coordination Number
0
1
 
 

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Figure A.62:
Coordination number CAB between atoms of type A and B is defined using the expres-
sion [44],
CAB =
NA∑
J
1
NA
NB∑
K
[
1−
(
RJK
dAB
)6]
[
1−
(
RJK
dAB
)12] =
NA∑
J
1
NA
NB∑
K
cJK (A.5)
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where NA and NB are the number of atoms of type A and B, respectively and dAB is
the cut-off bond distance. Here,
cJK =
[
1−
(
RJK
dAB
)6]
[
1−
(
RJK
dAB
)12]
The function cJK decays smoothly around dAB (see Figure A.62).
For Sα as CAB,
∇RISα(RI) = ∇RICAB(RI) =
NA∑
J
1
NA
NB∑
K
6[
1−
(
RJK
dAB
)12]
dAB{
2 cJK
(
RJK
dAB
)11
−
(
RJK
dAB
)5}
(∇RIRJK)
The derivative (∇RIRJK) is evaluated using (A.1).
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