Abstract-One-to-one codes are "one shot" codes that assign a distinct codeword to source symbols and are not necessarily prefix codes (more generally, uniquely decodable). For example, such codes arise when there exists an "end of message" channel symbol. Interestingly, as Wyner proved in 1972, for such codes the average code length can be smaller than the source entropy. By how much? We call this difference the anti-redundancy. Various authors over the years have shown that the anti-redundancy can be as big as minus the logarithm of the source entropy. However, to the best of our knowledge precise estimates do not exist. In this note, we consider a block code of length n generated by a binary memoryless source, and prove that the average anti-redundancy is
I. INTRODUCTION
Traditionally, source coding deals with prefix free (or more generally, uniquely decodable) codes that are injections from an alphabet A into binary strings {0, 1} * . Already in 1948 Shannon observed that for such codes the average code length cannot be smaller than the entropy of the source. The next natural step is to ask by how much the average code length exceeds the entropy. This is called the average redundancy which is known to be nonnegative for prefix codes. Over the last twenty years a substantial literature was built to address this problem (e.g., [5] for some recent developments).
Occasionally, encodings are not necessarily prefix free. In one-to-one codes a distinct codeword is assigned to each source symbol and unique decodability is not required. Such codes are usually one shot codes and there is one designated an "end of message" channel symbol. Wyner [12] in 1972 proved that the average code length L is actually smaller than the source X entropy H(X). A lower bound for the average code length of such codes was first established in [8] and then improved by Alon and Orlitsky [1] who showed that
Some extensions of one-to-one codes analysis are recently reported in [9] .
As with prefix free codes, one can study the difference between the average code length and the entropy which for one-to-one codes we shall call the anti-redundancy. Thus the anti-redundancy is defined as
and from [1] we conclude thatR = Ω(− log H(X)). A question arises whether this lower bound is a universal one for a class of sources. Alon and Orlitsky [1] showed that the lower bound is achievable for the geometric distribution. In this note we consider a block one-to-one code generated by a binary memoryless source over {0, 1} n and analyze precisely the average anti-redundancyR n .
Let us briefly discuss our main results. We consider a source sequence X n 1 = X 1 . . . X n generated by a binary memoryless source with p being the probability of generating a "0". We assume p ≤ 1 − p = q and order all probabilities p
n−k in a nondecreasing fashion assigning log 2 j to the jth message where 1 ≤ j ≤ 2 n . Observe that for every 1 ≤ k ≤ n there are n k messages of the same probability that we order randomly. Our goal is to estimate the average code length
where 1 ≤ j ≤ 2 n (see next section for a precise definition) and the summation is over all 2 n strings of length n. We shall prove that for p < 1/2
where C is an explicitly computable constant, while Figure 1 ) and F (n) is a fluctuating function of n when log 2 (1 − p)/p is rational (cf. Figure 2 ). Thus the floor function appearing in the formula of L n contributes fluctuation only to the third order asymptotic expansion.
To obtain our main finding we need a battery of sophisticated analytic techniques. Namely, a formula to deal with sums of floor functions, asymptotics for the Bernoulli sums, the saddle point method, and theory of distribution of sequences modulo 1; these methods are discussed in [11] . This contribution belongs to analytic information theory that applies complex-analytic tools to information theory problems.
II. MAIN RESULTS
We consider a binary memoryless source X over the binary alphabet A = {0, 1} generating a sequence x
n . Let p and q = 1 − p be the probabilities of generating a "0" and "1", respectively. Throughout this paper we assume that p ≤ q. Then P (x n 1 ) = p k q n−k , where k is the number of 0s in x n 1 . We now list all 2 n probabilities in a nonincreasing order
Let us assign consecutive natural numbers
Starting from position A k−1 on the list of probabilities P (x n 1 ), the next n k probabilities are the same and equal to p k q n−k . We assign the code length
to the jth probability, where 1 ≤ i ≤ n k . Thus the average code length is
Our goal is to estimate L n asymptotically for large n. Let us first simplify the above formula for L n . We need to handle the inner sum that contains the floor function. Define
To evaluate this sum we use the following formula (cf. Knuth [7] 
After some tedious algebra, we finally reduce the formula for L n to the following more explicit one Asymptotic evaluation of sums (2)- (4) is quite sophisticated. We shall use two results that we quote below for which proofs will be presented in the final version of the paper. The first lemma (cf. [2] ) evaluates A np contributing the most to the asymptotics of L n .
Lemma 1: For large n and p < 1/2
More precisely, for an ε > 0 and k = np + Θ(n 1/2+ε ) we have
for some δ > 0.
In the second lemma (cf. [3] ) we deal with sums like (4) that contribute to the "constant" and fluctuating terms of L n .
Lemma 2: Let 0 < p < 1 be a fixed real number and f : [0, 1] → R be a Riemann integrable function.
where the convergence is uniform for all shifts y ∈ R. 
where
is a periodic function with period 1 M . Using these two lemmas we can prove our main result that is presented next. Its full proof is given in the journal version of the paper.
Theorem 1: Consider a binary memoryless source and the one-to-one block code described above. Then for p <
and F (n) are oscillating functions of complicated nature. For example,
In view of the above result, we again see that asymptotic behavior of the redundancy or anti-redundancy depends on the rationality/irrationality of log 2 (1 − p)/p. In Figures 1 and 2 we plotted a "constant" part of the anti-redundancy, that is, L n − nH(p) + 1 2 log 2 n. We observe change of "mode" when switching from α = log 2 (1 − p)/p irrational (cf. Fig. 1 ) to rational (cf. Fig. 2 ). This phenomenon was already observed in [5] , [10] for Huffman and Shannon codes. This indicates that the bounds discussed above cannot be improved. Finally, observe that the lower bound (which is tight as proved in [1] ) suggests the leading term ofR n to be − log n (e.g., for geometric distribution). In this paper we prove that for the binomial distribution the average anti-redundancy is asymptotically equal to − 1 2 log n.
