, and the plucking model of Friedman (1964 Friedman ( , 1993 . The results indicate strong rejection of the null hypothesis of linearity. The majority of models identify quarters concentrated around 1988-1989 and 1990-1991 as recession times. Other important events which happened in the Peruvian economy (natural disaster in 1983, e¤ects of the Asian and Russian crises in 1990s, terrorist activities in 1980s) are not selected except as atypical observations. Most of models also identify the period 1995:1-2008:4 as a very long and stable period of moderate-high growth rates. From the perspective of the Peruvian economic history and from a statistical point of view, the MSIAH(3) model is the preferred model.
Introduction
Econometric theory suggests that a number of important time-series variables should exhibit non-linear behavior. Two important features of the business cycles literature are the existence of nonlinearities and asymmetries. For example, Mitchell (1927) and Keynes (1936) noted that business contractions are briefer than business expansions, and they are also more sudden and violent. This fact was also found by Neftci (1984) when he analyzed the behavior of US unemployment rates. Therefore, business ‡uc-tuations are asymmetric and nonlinear.
There is a large number of nonlinear models; see, for example, Granger and Teräsvirta (1993) for a survey. A type of model to identify business cycles is an alternative model that assumes that the transition between regimes is caused by an observable variable which belong to the set of independent variables or some other exogenous variable. This model is the Smooth Transition Autoregressive (STAR) model proposed by Teräsvirta (1994) . In this model, the transition variable determines the threshold level and speed (smoothness) parameters driving the transition between both regimes. The version where the named transition function assumes a logistic form appears to be adequate to analyze business cycles. One interesting empirical application is Teräsvirta and Anderson (1992) .
Other type of models that assume that the transition between regimes is caused by exogenous but not observable variables (or unknown events) is the case of the Markov-Switching model, originally proposed by Hamilton 1 (1989) . In his original paper, Hamilton used an AR(4) speci…cation in order to model the growth rate of the US output allowing for only a change in the mean. The results obtained allow to identify phases of recessions in very close concordance with the dates identi…ed by the NBER which uses a large set of leading indicators. After it, the model has been largely used and extended to include regimen dependence both in variances and autoregressive parameters. Furthermore, the model has also been extended to the multivariate framework by Krolzig (1997) . Some interesting applications are Goodwin (1993) and Bodman and Crosby (2000) . Friedman (1964 Friedman ( , 1993 ) also noted asymmetry in real output behavior in that amplitude of real output contractions is strongly correlated with the succeeding expansion, but the amplitude of an expansion is not correlated with the amplitude of the succeeding contraction. This observation is the source of the very known "plucking" model of business cycles. Further evidence was found by Delong and Summers (1986) , Falk (1986) , and Sichel (1993) .
Empirical evidence characterized by sudden jumps and slower declines of the real output gives support to the asymmetries suggested by some nonlinear models although in particular in favor of the plucking model. As Kim and Nelson (1999) argue, while these kind of asymmetries are consistent with the plucking model, they are also consistent with models where recessions are occasioned by infrequent permanent negative shocks as in the MarkovSwitching models. What distinguishes the plucking model is the prediction that negative shocks are largely transitory, while positive shocks are largely permanent. Another important characteristic of the plucking model is the existence of an upper limit to the output, the so named potential output, which is set by the resources available in the economy. Kim and Nelson (1999) have proposed an econometric speci…cation of the plucking model. The approach o¤ers more possibilities than standard linear models such as ARIMA models and the unobserved components models which can not account for asymmetries; see Watson (1986) , Clark (1987) . Mills and Wang (2002) have applied the procedure of Kim and Nelson (1999) to the real output time series of the G-7 countries. Interesting performance of this approach has also been noted by Galvão (2002) , where this model is one of the three models capable of reproducing the length of the U.S. business cycles. In this respect, see the special issue about business cycles published by Empirical Economics in 2002. Some further applications of the plucking model are Rodríguez (2005) and Nadal De Simone and Clarke (2007) .
The number of empirical studies of business cycles applied to Latin 2 American countries is very scarce. One interesting exception is Mejía-Reyes (2004) where synchronization of business cycles in seven Latin American countries is analyzed using classical business cycles approach. This approach is also used by Castillo, Montoro and Tuesta (2006) in order to establish some stylized facts of the Peruvian economy. In this paper, I apply the above three described alternative non-linear models to the annual growth rates of the real output of Peru for the period 1980:1-2008:4. I consider that no other similar research has been done for this country. Some related work but more interested in estimations restricted to the output gap are Rodríguez (2010a Rodríguez ( , 2010b . I consider that Peruvian time series could o¤er an interesting environment to verify theoretical and practical performance of the di¤erent models. In all the sample period, the behavior of the real output has been di¤er-ent. In the …rst half of the sample, growth rates have been very volatile and economy has been very instable in both economic and political terms. It is around 1992 that government started a process of structural reform with progressive impact in the performance of the economy. Furthermore, Central Bank o¢ cially adopted an in ‡ation targeting monetary regime in 2002. All these changes have had positive consequences on the stability of the economy at the internal and external levels.
Some particular events happened in the sample period are worth to be mentioned. The …rst event happened in 1983 in the north of Peru where a serious natural disaster a¤ected the agricultural sector of the economy. The second event is the presence of the terrorist group named Shining Path which started its armed actions in 1980 a¤ecting many regions of the country and di¤erent sectors of the economy. The third event was the high in ‡ation episodes happened in 1988 caused by di¤erent incoherent …scal and monetary policies. The di¤erent …scal and monetary programs applied failed to stop high in ‡ation ended in a dramatic hyperin ‡ation in 1990:2. This event was stopped in 1990:3 with a new government which dropped dramatically the monetary base and relaxed chaotic behavior of public prices.
All our estimations suggest presence and relevance of nonlinearities and some atypical observations (outliers) in the real output. Evaluation of some linear models suggests presence of autocorrelation in the residuals, squared residuals, presence of autoregressive conditional heteroscedasticity and strong dependence of the residuals. Nonlinear estimation appears to be needed.
The majority of estimates of the non-linear models identify quarters concentrated in 1988 and 1990 as recession times. Some events as the natural disasters happened in 1983 are only captured as atypical observations but they do not qualify as recession times. Furthermore, the Asian and Russian …nancial crises are not identi…ed as recession times. It means that these events probably a¤ected the …nancial sector of the economy but not the real output of the economy. Another potential explanation is that they a¤ected real sector of the economy but negative growth rates are smaller compared with the levels identi…ed by the models. The alternative hypothesis that armed and destructive actions of the terrorist group Shining Path could cause recession periods is di¢ cult to accept according to the estimates. According to them, the destruction caused by this terrorist group does not cause recession times in the sense of recurrent negative growth rates.
Another similarity between models is that since 1994-1995, the economy appears to enter in a period of relative sustainable growth. It is supported by the various structural reforms of the economy in the labor market, …nancial sector, external sector, and adoption of the targeting in ‡ation system. All these measures contributed to the adequate behavior of the economy with less volatility in the evolution of the major macroeconomic variables. Therefore all nonlinear models indicate long duration of the times with moderatehigh growth rates.
From the point of view of the statistical evaluation of the di¤erent nonlinear models, the MSIAH(3) model shows superior performance. According to the notation of the Section 2.2, it is a Markov-Switching model with intercept, autoregressive parameters and variance dependent of the regimes. In this case, the selected number of regimes is three. This model selects the recession times and normal times which are more consistent with visual inspection and with the real events happened in the Peruvian economy. At the moment of the testing evaluation, the model performs better than the other selected Markov-Switching models and the other competitive models.
The rest of the paper is organized in the following manner. Section 2 brie ‡y describes the three alternative non-linear methods to be used in the estimations. Section 3 presents and discusses the results. Section 4 concludes.
Methodologies
In this section, the three non-linear econometric approaches used in the empirical section are brie ‡y described. In all cases, y t denotes the logarithm of the real output at period t and 4 y t denotes the annual growth rates of real output (y t y t 4 ). The …rst model is the Smooth Transition Autoregressive (STAR) model proposed by Teräsvirta (1994) . The second model is an extended version of the Markov-Switching Autoregressive (MS-AR) model originally suggested by Hamilton (1989) . Finally, last model is the plucking model, theoretically proposed by Friedman (1964 Friedman ( , 1993 and empirically implemented by Kim and Nelson (1999) .
The Smooth Transition Autoregressive (STAR) Model
The Smooth Transition Autoregressive (STAR) model was proposed by Teräsvirta (1994) . Following the same notation as in van Dijk, Franses, and Teräsvirta (2002) , the smooth transition autoregressive (STAR) model for a time series 4 y t is represented by
where x t = (1;x 0 t ) withx t = ( 4 y t 1 ; :::; 4 y t p ) 0 , i = ( i;0 ; i;1 ; :::; i;p ) 0 , i = 1: The term t is a martingale di¤erence sequence with respect to the set of information up to and including time t 1 (denoted by t 1 ), and F (v t ; ; c) is named the transition function. In addition, it is assumed that the conditional variance of " t is constant, E[" 2 t j t 1 ] = 2 . The transition variable, denoted by v t is an observable variable and it can be a lagged endogenous variable, v t = 4 y t d for d > 0 or it can also be an exogenous variable v t = z t or a function of lagged endogenous variables v t = g(x t ; ) for some function g, which depends on the q 1 parameter vector : Lastly, the transition variable can be a linear time trend v t = t giving a model with smoothly changing parameters as discussed in Lin and Teräsvirta (1994) .
Di¤erent choices for the transition function F (v t ; ; c) give rise to di¤er-ent types of regime-switching behavior. Two popular choices are the logistic and the exponential functions given origin to the so called Logistic STAR (LSTAR) and Exponential STAR (ESTAR) models, respectively.
Although a sequential testing procedure exists to decide which function should be selected, empirical evidence suggests more adequacy of the logistic function when identi…cation of recession and normal times are the principal purpose 3 . The …rst-order logistic function is de…ned by
3 Application of the relevant statistics in the empirical section con…rms this argument.
5 with > 0. In the LSTAR model, the parameter c in (1) or (2) can be interpreted as the threshold between the two regimes, in the sense that the logistic function changes monotonically between 0 and 1 as v t increases. The parameter determines the smoothness of the change in the value of the logistic function and thus, the smoothness of the transition from one regime to the other. As becomes very large, the logistic function Note that the transition function (2) is a special case of the general nth-order logistic function, de…ned by
where > 0; c 1 6 c 2 6 ::: 6 c n : This function can be used to obtain multiple switches between the two regimes; see for example application of Jansen and Teräsvirta (1996) .
In the LSTAR models, the two regimes are associated with small and large values of the transition variable v t relative to the parameter c. This type of regime-switching can be convenient for modelling, for example, business cycle asymmetries in distinguishing expansions and recessions. The LSTAR models has been successfully applied by Teräsvirta and Anderson (1992) and Teräsvirta, Tjøstheim and Granger (1994) to characterize the di¤erent dynamics of industrial production indexes in a number of OECD countries.
The Markov-Switching Model
Let y t denotes the growth rate of real output in quarter t. The model of Hamilton (1989) speci…es that y t follows an autoregressive process of order 4, that is, an AR (4) . Nonlinearity of the model arises because the process is subject to discrete shifts in the mean, between high-growth and low-growth states. These discrete shifts have their own dynamics, speci…ed as a two-state …rst-order Markov process. The models is written as The model is a non-linear combination of discrete and continuous dynamics. An attractive feature of the model is that no prior information regarding the dates of the two growth periods or the size of the two growth rates is required. In particular, note that the low-growth rate need not be negative. Derivation of the sample conditional log-likelihood P T t=1 ln f [y t jy t 1 ; y t 2 ; :::] is detailed in Hamilton (1989) .
In notation of Krolzig (1997) , the model of Hamilton (1989) is denoted by MSM(2)-AR (4) , that is, a Markov-Switching model with a fourth autoregressive structure with changing mean between two regimes. However, other speci…cations are available. For example, a model where the mean, the variance and the autoregressive coe¢ cients are regime dependent is denoted by MSMAH(m)-AR(k) where m indicates the number of states and k re ‡ects the order of the autoregression. In some cases instead of modeling the mean as regime dependent parameter, it is considered the intercept as regime dependent. In these cases the notation is MSIAH(m)-AR(k) model. The models where the mean and the intercept are regime dependent o¤er di¤erent dynamics of adjustment of the variables after a change in regime.
The Plucking Model
Following the literature of unobserved components (Watson, 1986) , it is possible to decompose y t into a trend component and a transitory component, which are denoted as t and c t , respectively. That is,
Adopting a similar notation as in Kim and Nelson (1999) , I assume that shocks to the transitory component are a mixture of two di¤erent types of shocks, which will be denoted st and u t , respectively. This allows us to account for regime shifts or asymmetric deviations of y t from its trend component. In formal terms, the transitory component and the shocks a¤ecting their behavior are speci…ed as follow:
where 6 = 0. In the above speci…cation, the term u t is the usual symmetric shock. The term st is an asymmetric and discrete shock which is dependent upon an unobserved variable denoted by s t which is an indicator variable that determines the nature of the shocks to the economy (similar as in the Markov-Switching models previously described). When the economy is near the potential or trend output, it can be quali…ed as normal times. In this case, s t = 0 which implies that st = 0. In the opposite situation, which could be quali…ed as a period of recession, the economy is hit by a transitory shock potentially with a negative expected value, that is, st = < 0. In this case, aggregate or other disturbances are plucking the output down. Note that equations (9) and (10) allow for the possibility that the variance of the symmetric shock u t be di¤erent during normal and recession times. In order to account for a persistence of normal periods or periods of recession, it is assumed that s t evolves according to a …rst-order MarkovSwitching process as in Hamilton (1989) . It means that
As mentioned by Kim and Nelson (1999) , the above speci…cation for the transitory component of output shares the same idea with the literature on "stochastic frontier production function", initially motivated by Aigner, Lowell and Schmidt (1977); see also Goodwin and Sweeney (1993) .
The model is completed with the speci…cation of t , the permanent component. In this respect, Friedman (1993) suggested that the potential output can be approximated by a pure random walk 4 . In this case, all possible sorts of shocks can produce disturbances on it. In formal terms, this means that the permanent component can be speci…ed as follows:
where the stochastic trend component t is subject to two kinds of permanent shocks: to its level v t and to its growth rate w t . Thus, equations (12)- (15) allow for productivity shocks. Note that it is allowed for the possibility that the variance of the shock to the level may be di¤erent during normal and recession times. However, variance of the shock to the growth rate is not likely to be systematically di¤erent during the normal and the recession times. Notice that the model expressed by (5)- (16) nests the model suggested by Clark (1987) . As it is well known, the model of Clark (1987) does not account for asymmetries, which in the context of the speci…cation (5)- (16) implies that p = q = 0, = 0. Furthermore, in the model of Clark (1987) , we have v ;0 = v;1 = v , and u; 0 = u;1 = u :
3 Empirical Results
Data and Preliminaries
In all next estimations, y t denotes the logarithm of the real output at period t and 4 y t denotes the annual growth rates of real output (y t y t 4 ). The statistical information is quarterly covering the period 1980:1-2008:4 and it is obtained from the statistics of the Central Bank of Peru. Figure 1 shows the evolution of the logarithm of the non-seasonal adjusted real output, and the annual growth rates. One clear evidence of visual inspection of the Figure 1 is the di¤erent behavior of the real output before and after 1990-1991. The …rst period is characterized for high volatility in growth rates and instability in domestic economy. The second period is associated with reduced volatility and a more stable economy. In fact, important structural reforms were applied since 1992. Emerging economies as Peru are characterized for a larger exposition to changes in its economic structure and consequently there is less stability in its economic cycles. The structural reforms were addressed to obtain commercial openness, larger development of the capital and …nancial markets, more ‡exibility in the labor market and a more e¢ ciency of the monetary and …scal policy. Furthermore in 2002 a fully- ‡edged-in ‡ation targeting regime was o¢ cially adopted. All these measures implied reduction in volatility of nominal variables, a change in the correlation between growth rate of money and in ‡ation, and reduction of levels of in ‡ation and nominal interest rate.
It is worth to mention that during the sample period under analysis, some important events happened in the Peruvian economy. The …rst event was a natural disaster happened in 1983 5 in the north of Peru which a¤ected dramatically the agricultural sector of the economy. Second, the years 80s were characterized by recurrent episodes of very high in ‡ation which ended with a dramatic hyperin ‡ation in August 1990. Third, in the 1990s, the …nancial sector of the economy was a¤ected by external …nancial crises happened in Asia and Russia. Fourth, a terrorist group named Shining Path started its armed actions in 1980s. This group caused important social and economic losses to the country, and one of the most important achievements of the government of Fujimori was the control of this terrorist group in 1992.
Results
In the next lines I proceed in the following manner. Firstly, in order to justify non-linear estimations, I propose and estimate some linear models. These linear models are submitted to di¤erent statistical tests to verify necessity of non-linear estimations. Secondly, for each class of the proposed non-linear models, I will estimate two or three speci…cations. Actually, I will present the best two or three models of their respective category. Analysis of the di¤erent results and application of di¤erent statistical tests will determine the selection of the best model. Table 1a presents estimates of the best three linear models I may found. The …rst model is an AR(2) model where all coe¢ cients are statistically signi…cant. The second model is an ARMA(2,2) model where the …rst movingaverage coe¢ cient is statistically insigni…cant and it has been deleted. Final linear model is an AR(2) model augmented with four dummy variables capturing atypical observations. These atypical observations are 1988:4, 1990:2, 1990:3, 1991:4, and they are closely related to the application of …scal-monetary programs to stop high in ‡ation episodes. This model has been selected using the automatic procedure PcGets created by Hendry and Krolzig (2001) .
The three linear models show very similar low levels of persistence (0.705, 0.540 and 0.62). It means that when negative shocks hit the economy, its e¤ects decay relatively fast as indicated by the sum of the autoregressive coe¢ cients. Furthermore, all three models presents complex roots inside of the unit circle indicating pseudo-cyclical behavior. According to these criteria, the AR(2) model augmented with additive outliers is the best linear model. Table 1b shows statistical tests used in order to evaluate residuals of the previously three estimated models. There is the Lagrange Multiplier (LM(j)) statistic to verify presence of autocorrelation. I am also presenting the ARCH statistic to observe presence of autoregressive conditional heteroscedasticity in the residuals. In order to test for normality of the residuals, I use the Jarque and Bera (JB) statistic. Finally, I use the BDS statistic proposed by Brock, Dechert, Scheinkman, and LeBaron (1996) which is a portmanteau test for time based dependence in a series. It can be used for testing against a variety of possible deviations from independence including linear dependence, non-linear dependence, or chaos.
According to the values presented in Table 1b , none linear model approves satisfactorily all testing evaluation. The simple AR(2) model su¤ers severely of autocorrelation as indicated by the statistic LM (j). Furthermore, this model presents evidence of non normality and dependence of the residuals. The ARMA(2,2) model presents very similar results and therefore it is not recommended. The presence of additive outliers which are not modeled in the AR(2) and ARMA(2,2) models could explain the presence of autocorrelation in the squared residuals and violation of the normality of the residuals. In this sense the model AR(2) augmented with four dummies for four additive outliers does not su¤er of these problems. This model presents some problems of autocorrelation at long lags but essentially its principal drawback is that residuals show dependence. A further issue related to the linear models is the instability of the estimated parameters as indicated by the application of the statistic of Chow or the di¤erent statistics proposed by Andrews (1993) 6 . According to it, all these linear models are not recommended.
The second set of estimates corresponds to the LSTAR models. Econometric modeling with STAR models has to begin with testing the null hypothesis of linearity against the alternative hypothesis of a STAR model. However, there are complications due to the presence of unidenti…ed nuisance parameters under the null hypothesis. One way to express the null hypothesis is = 0 in equation (1) . In this case, the parameter c, 1 and 2 are the unidenti…ed parameters. The solution proposed in the literature is a set of LM type statistics which replace the transition function F (v t ; ; c) by a suitable Taylor series approximation. When the alternative hypothesis is a LSTAR model Lukkonnen, Saikkonen and Teräsvirta (1988) have proposed the respective LM type statistics. On the other side, Saikkonen and Lukkonen (1988) and Escribano and Jordá (1999) have suggested similar statistics when the alternative hypothesis is an ESTAR model. The advantage of this approach is that the model under the alternative hypothesis is not needed to be estimated and asymptotic theory is available ( 2 df distribution). In order to correct for sample size, I follow the suggestion to use the F statistics; see also Teräsvirta (1998) . The di¤erent F statistics suggest strong rejection of the null hypothesis of linearity. Furthermore, the rejections suggest that a LSTAR speci…cation is preferred 7 .
Two models are presented and both include two thresholds, therefore they are denoted by LSTAR (2) . In the …rst model, the transition variable is 4 y t 1 while in the second model, the variable 4 y t 4 has this role. According to the estimates of , c 1 and c 2 , the behavior of both models is not very di¤erent. Parameter is larger in the second model which shows an abrupt switch between both regimes. Only based on the information criteria, the …rst model should be selected. This model indicates that the …rst regime is stationary while the second one is nonstationary and persistence is higher in the …rst regimen compared to the second regime. Unlike this model, the second model presents roots inside of the unit circle indicating stationarity in both regimes. Level of persistence is around 0.75 in the …rst regime of both models. However, level of persistence is very low (0.09 and 0.26 in …rst and second model, respectively) in the second regime. It shows that duration of transitory shocks (negative or positive) in this regime are extremely brief. It is worth to say that for both models, roots of the autoregressive polynomials are complex indicating pseudo-cyclical behavior. Figure 2a shows the evolution of the transition function for the sample period. The picture suggests only few periods where Peruvian economy has experimented very large positive and negative growth rates. The period 1986:4-1987:2 re ‡ects the high growth rates experimented in the …rst half of the …rst government of President A. Garcia which were associated with high levels of …scal spending. However, potential output does not follow same pattern of growth. Another identi…ed period is the …rst three quarters of 1989. The period 1994:2-1995:2 contains also observations of high growth rates. An important observation is that this model does not identify any recession period (more than two consecutive negative growth rates) which represents a serious drawback even when information criteria suggests suitability. The alternative model (a LSTAR(2) model with 4 y t 4 as transition variable) detects some di¤erent periods. The brief periods 1987:3-1988:1, 1991:3-1991:4, 1995:1-1996:2 are identi…ed as observations where growth rates have been particularly high. As before, the very high growth rates observed during government of President A. Garcia are again obtained. However, unlike previous model, the present model selects 1989:4-1990:3 as an extreme regime with negative growth rates. It is interesting and makes more sense because during these quarters the Peruvian economy experimented negative growth rates aggravated with an hyperin ‡ation pe-riod never experimented before. Furthermore, these quarters are associated with high in ‡uence and destructive activity of the terrorism group Shinning Path. Figure 2b show evolution of the transition function respect to the transition variable [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] . Most of the observations are clearly concentrated around 0.0% and 9.0% (around 50.0%). Furthermore, comparing both pictures, the model where 4 y t 4 is the transition variable presents more abrupt change between both regimes. There is almost no observations to the left of c 1 . It suggests that when economy has been in recession times, the growth rates have been very negative but economy was not in this regime too much time.
In order to examine performance of the STAR models, Eirtheim and suggest the use of LM type tests which include a LM type statistic of no autocorrelation in the residuals 8 , a LM type statistic of no remaining nonlinearity 9 , and the LM type statistic of parameter constancy 10 . Furthermore, I include the statistic JB to test the null hypothesis of normality in the residuals. Table 2b shows the results. The …rst panel indicates that the null hypothesis of the LM type statistic for no autocorrelation is rejected 8 The LM type statistic for serial independence is distributed as a 2 k . It is a generalization of the LM test for serial correlation in an AR(k) model as suggested by Godfrey (1979) . 9 In Table 2b , I present F , F2, F3, and F4 which denote the di¤erent Taylor approximations used to calculate the respective LM type statistics. All variables, except the selected transition variable, are tested as the potential source of remaining nonlinearity. See Eirtheim and , and Teräsvirta (1998 11 . In other words, despite careful parameterization of nonlinearity, the parameter constancy is still a problem. It is true that in comparative terms, the LSTAR models o¤er an useful alternative to the previous estimated linear models as a consequence of its ability to show a switching dynamics between regimes. For example, the presence of outliers is captured in some sense and consequently normality of the residuals is not longer rejected. Rejection of the LM type statistics above mentioned do not recommend validity of this kind of models. Furthermore, the results suggest that volatility is an issue in the previous estimations. Therefore an interesting possibility is to introduce an heteroscedastic behavior in order to capture di¤erent volatilities. I follow this way in the following lines. Now, the category of non-linear models to be estimated is the autoregressive Markov-Switching model. All di¤erent MSIAH(m)-AR(k) for m = 2; 3 and k = 1; 2; 3; 4 have been estimated. In order to illustrate suitability of this methodology, I select the best estimations according to the information criteria; see Table 3a . Following notation established in previous section, the …rst model is a MSIAH(2) model. All parameters are statistically signi…cant except the third lag in both regimes. Given this fact, a second model is estimated with exactly the same structure as the …rst model except that now third lag has been dropped from both regimes. In the third model, a third regime is introduced and this models is denoted MSIAH(3). In this case, all parameters are signi…cant except fourth lag in the second regime. In all three cases, the null hypothesis of linearity is strongly rejected as it may be observed from the statistic of Davies (1987) 12 . Furthermore, comparing the 1 1 It corresponds to the case where vt = t, that is, a time varying STAR model. It implies that yt follows a STAR model at all times with a smooth change in the autoregressive parameters in both regimes. 1 2 In the context of Markov-Switching models, the usual tests (Likelihood Ratio, Wald, and Lagrange Multiplier) do not have the standard asymptotic distribution. The problem comes from two sources: under the null hypothesis, some parameters are not identi…ed and the scores are identically zero. To overcome this problem, Davies (1987) starts with the idea of giving a range of values to the parameters under the alternative hypothesis, thus avoiding the problems of estimating them, and construct some statistics based on the three models using the information criteria, the MSIAH(2) model is slightly selected while the MSIAH(3) model is very close to it, in special according to the AIC.
Estimates of the standard deviation of the MSIAH(2) model suggest that second regime (moderate-high growth rates) has been six times the standard deviation of the …rst regimen (recession times). According to the MSIAH(3) model, the second regime (high growth rates) is still more volatile than the …rst regime (recessions) while last regime (moderate growth rates) presents similar volatility than the …rst regime (recession times). According to the set of roots implied for the AR(4) process, the …rst regime of the MSIAH(2) model appears to be nonstationary. Second regime is stationary and the level of persistence is around 0.653. The model MSIAH (3) is also nonstationary in the …rst regime but second and third regimes are stationary. In all cases, the presence of complex roots assures pseudo cyclical behavior. Last MarkovSwitching model (see last two columns of Table 3a ) has roots inside of the unit circle indicating stationarity. The level of persistence is around 0.650 in both regimes. What is important to note is that all these periods have a duration of only two quarters indicating very fast reverting behavior. The expected duration of the …rst regime is 1.40 quarters which is equivalent to 11.0% of the total number of observations. The second regime has an expected duration of 11.95 quarters.
Another point is the fact that the model identi…es 1983:1, 1991:4 and 1993:4 (only one quarters) as quarters where output presented very negative growth rates. Because duration is only of one quarter, they cannot be considered as recession episodes according to standard or practical rules. These observations may be quali…ed as outliers. For example 1983:1 is related with natural disaster happened in the north of Peru. However, according to the model, this only observation is an atypical growth rate but it cannot be interpreted as part of a recession regime.
In Figure 3b , probabilities of s t = 1 obtained from the alternative MSIAH(2) are shown. The calculated expected durations are 9.35 and 12.80 quarters for …rst and second regimes, respectively. It indicates that recession and normal times have 43.8% and 56.2% of the total number of observations. value of the objective function obtained with these given parameter values. Therefore, we obtain an upper bound for the signi…cance level of the likelihood ratio statistic under the null hypothesis consisting of the model with the lower number of states. For further and technical details, see the annex of Garcia and Perron (1996) .
In fact, the …gure shows that this model selects too many observations quali…ed as recession quarters. One evident case is the period 1985:2-1992:4 identi…ed as a recession period which is very di¢ cult to conciliate with real data because it has long duration and also because it includes some periods as 1987 where economy showed high growth rates contradicting …ndings of the model 13 .
Estimates of the MSIAH(3) model indicate that the expected durations of each regime are 1.68, 3.06 and 7.94 quarters, respectively. In terms of the total number of observations, it implies durations of 10.7%, 38.8%, and 50.4%, respectively. Figure 3c 14 . Other measures applied with the same goal were credit contraction, and unfreezing public prices. All these measures drive to the larger recession. Notice that the model does not identify negative growth rates of 1983 related to the natural disaster happened in the north of Peru. Actually, the model identi…es 1983:1 as an observation with a very negative growth rate with high probability to be in s t = 1. However, it is only one quarter and consequently, it does not enter in the traditional and practical de…nition of a recession of (at least) two negative consecutive growth rates. Similar arguments are applied to the cases of 1987:3 and 1991:4. In other words, the model selects these observations as outliers or atypical observations but not as recession times. Table 3b shows di¤erent statistics to evaluate residuals of the MarkovSwitching models previously estimated. First observation is that performance of all three Markov-Switching models is more satisfactory than previous estimated models. The statistic LM(j) does not suggest presence of autocorrelation in the residuals of the three models. The presence of 1 3 I decided to still include this model because it is a good example of a good …tting but clearly wrong in selection of the recession times (among other things). It is a very simple modi…cation of the MSIAH(2) and it is persented in the third column of Tables 3a and  3b . However this simple modi…cation shows strong changes in major results. It illustrates that carefulness is needed at the moment of selecting models. 1 4 This program is well known as the Fujimori Plan.
autoregressive conditional heteroscedasticity can not be rejected both for the MSIAH(2) and the modi…ed MSIAH(2) models. However, the model MSIAH (3) can not reject the null hypothesis of absence of ARCH e¤ects in the residuals. Given that the only di¤erence between models is the presence of an additional regime, it suggests that inclusion of a third regime is adequate. The null hypothesis of normality can not be rejected for the three models. It suggests that presence of additive outliers or other kind of structural change is well captured by the presence of di¤erent regimes. Finally, serial independence can not be rejected for any of the three MarkovSwitching models. In summary, all statistical tests indicate adequacy of the MSIAH(3) model. Table 4a presents estimates of three versions of the plucking model. Each column corresponds to a gradual reduction of the number of estimated parameters. The …rst column (denoted plucking 1) corresponds to the unrestricted plucking model. Second column (denoted plucking 2) shows estimates of the plucking model where the hypothesis v 0 = v 1 has been imposed. A p-value close to unity indicates that this null hypothesis can not be rejected. Last column (denoted plucking 3) presents estimates of a plucking model where the null hypothesis v 0 = v 1 = 0 has been imposed. The null hypothesis is not rejected. The results show clearly that all estimates are almost the same in the three columns of Table 4a . It means that nothing is lost imposing the above restrictions.
It is worth to mention that many other restrictions were tested and all these restrictions were strongly rejected. For example, restricting the symmetric transitory shock to be u 0 = u 1 = 0 is strongly rejected which indicates the relative signi…cance of the symmetric shock. Finally, a symmetric trend and cycle alternative model was also estimated. It implies estimating the plucking model with the restrictions = 0, u 0 = u 1 , and v 0 = v 1 which is equivalent to the model of Clark (1987) . This set of hypothesis is strongly rejected (p-value of 0.012) suggesting relative importance of the asymmetric discrete shocks and di¤erent behavior of volatilities of the symmetric shock. Only according to this metric, the plucking model …ts real output data better than the symmetric trend-plus-cycle model of Clark (1987) 15 . Therefore, given the above results, the preferred model is the model denoted by plucking 3 (third column in Table 4a ).
The sum of the autoregressive coe¢ cients is around 0.71 and the roots of the second-degree polynomial implies pseudo-cyclical behavior. The sum of the autoregressive coe¢ cients for the transitory component of output fall when asymmetry is accounted for, and thus it tends to be statistically lower in the plucking model than in the model of Clark, for example (0.92). According to Simone de Nadal and Clarke (2007), it is important because if the sum of the autoregressive coe¢ cients is close to one, output shocks could be erroneously considered as permanent (or very persistent) if estimated output behavior is restricted to be symmetric when it is in fact asymmetric.
Therefore, the estimates also indicate that once a negative transitory shock hits the economy, its e¤ects decay relatively fast, as indicated by the relatively low value of the sum of the autoregressive coe¢ cients. This result is also found in previous empirical research as Kim Regarding the asymmetric shock ( ), it is negative as expected in all columns of the Table 4a . The asymmetric shock appears to explain more of the variance of the cyclical component than the symmetric shock. Our estimates also indicate that the stochastic trend component is not a¤ected by signi…cant permanent "normal" ( v 0 ) or recessive ( v 1 ) shocks. Observing the estimates of Table 4a , we …nd that these parameters are not statistically signi…cant and therefore they are deleted in …nal third column of Table 4a . However, accounting for asymmetry, makes the shock to the trend growth ( w ) component statistically signi…cant 16 . Figure 4a shows the evolution of the current and potential output and the corresponding estimated cycles according to the preferred plucking model (plucking 3). The data seem to con…rm Friedman's view that the economy is most of the time at its potential level (since 1994-1995) but the evidence does not show that output is plucked down from time to time. What we observe is a very large period where output appears to be plucked down and after it, a long period where economy is close to the potential output. Figure 4b presents the probabilities to be in recession times related to the selected plucking model (plucking 3). Of course, evolution of these probabilities are strongly correlated with the previous picture. The model suggests that 1988, 1993, 1994 are periods where economy has been in recession times or in a very low growth rates regime. For the previous years, the probabili-ties are relatively more volatile and 1984-1995 appears as a low growth rates period. Since 1995 until end of the sample, probabilities are almost zero. It suggests that for these quarters Peruvian economy has been working very close to the potential output. The duration of this period appears to be very large. Table 4b shows testing of the residuals. All three variations of the plucking model fail to pass satisfactorily any of the statistical tests. The residuals are strongly contaminated by autocorrelation, non normality and dependence.
The results indicate that even when the plucking model appears to be appropriate and appealing in theoretical terms, the behavior of the estimated residuals invalidates this model. Furthermore, the duration of the recession times and their associated probabilities appear to be too large and di¢ cult to conciliate with simple analysis of the growth rates.
A summary of the principal results is needed here. The majority of models identify recession times in quarters concentrated in 1988-1989 and 1990-1991. Furthermore, they identify some other very negative growth rates with duration of only one quarter (as the natural disaster of 1983). These observations, following classical de…nitions, are classi…ed as atypical observations but not as recession times.
On another side, some of these apparently good-…tting models have bad performance at the moment of the statistical evaluation. The MSIAH(3) model selects recession times and normal times in a relative adequate manner. The selected periods are consistent with visual inspection and with the real events happened in the Peruvian economy. At the moment of the testing evaluation, this model performs better than the other estimated MarkovSwitching models and the other competitive models. Therefore, I consider that it is the preferred model. I would like to …nish this section comparing recession times identi…ed in this paper with alternative procedures. A very well known procedure to identify recession times is to account for more than two consecutive negative growth rates as an indicator of recession times. According to this procedure, the identi…ed recession times are 1982: 3-1984:1, 1985:3-1986:1, 1988:1-1989:3, 1990:3-1991 A natural question is to know reasons why the methods applied in this paper select a reduced number of recession times. Or why the other methods could overestimate the number of quarters of recession times. My conjecture is that Peruvian economy has experimented very negative (and very positive) growth rates which could a¤ect the selection of recession times by any method. The estimated non-linear models correctly identify these observation but they are quali…ed as atypical observations. From another side, because there are very negative growth rates, moderate negative growth rates could not be selected as recession times. For example, the natural disaster of 1983 a¤ected seriously agricultural sector and consequently real output. However, this phenomenon is selected as an atypical observation because it has one quarter of duration. The only explanation for this fact is that, even when growth rates around 1983 are highly negative, these rates are smaller compared to the extreme values experimented in other moments of the economy. Another example could be the …nancial crises in Asia and Russia. Apparently, these events have a¤ected economy. However the negative growth rates are smaller compared with other negative growth rates experimented for the economy. Therefore, the negative growth rates caused by external …nancial crises are not detected because they are "small".
Conclusions
In order to identify and analyze business cycles, three alternative nonlinear models have been estimated. The …rst class is the Logistic Smooth Transition Autoregressive (LSTAR) model suggested by Teräsvirta (1994) where one observable variable drives the switching behavior between the two regimes. The second model is an extended version of the Markov-Switching model proposed by Hamilton (1989) where an unobservable variable determines the switching behavior between m regimes in a probabilistic way. The third model is the unobserved components model theoretically suggested by Friedman (1964 Friedman ( , 1993 and econometrically speci…ed by Kim and Nelson (1999) . The new feature of this model is the presence of an asymmetric shock that explain the presence of recession times. In the rest of the time, economy is operating close to the potential output.
The majority of the estimated models identify periods of recessions as quarters concentrated around 1988 and 1990. Some events as the natural disasters happened in 1983 are only captured as atypical observations but they do not qualify as recession times. Furthermore, the Asian and Russian …nancial crises are not identi…ed as recession times. It means that these events probably a¤ected the …nancial sector of the economy but not a¤ected the real output of the economy. Another alternative explanation is that the negative e¤ects of these events were smaller compared to the negative impact of other events. The alternative hypothesis that armed and destructive actions of the terrorist group Shining Path could cause recession periods is di¢ cult to accept according to the quantitative results.
Another similarity between models is that since 1994-1995 until end of the sample, the economy appears to enter in a period of relative sustainable growth. It is supported by the various structural reforms applied in the labor market, …nancial sector, external sector, and the adoption of the targeting in ‡ation system. All these measures contributed to the adequate behavior of the economy since 1995 with less volatility in the evolution of the major macroeconomic variables. Therefore, all non-linear models identify a long duration regime characterized by moderate-high growth rates.
From the point of view of the statistical evaluation of the di¤erent nonlinear models, the MSIAH(3) model shows superior performance. This model selects the recession times and normal times in a relative adequate manner. The selected periods are consistent with visual inspection and with the real events happened in the Peruvian economy. At the moment of the testing evaluation, the model performs better than the other MarkovSwitching models and the other competitive models. The model does not present evidence of autocorrelation in the residuals and the squared residuals. Furthermore, there is no presence of non normality, and the residuals are independent. JB is the Jarque and Bera statistic to test the null hypothesis of normality in residuals. The statistic LM(j) tests the null hypothesis of no autocorrelation of order j in the residuals; ARCH(j) tests the presence of Autoregressive conditional heteroscedasticity in the residuals; JB is the Jarque and Bera statistic to test the null hypothesis of normality in residuals; and BDS tests the null hypothesis of independence in residuals. The complete speci…cation of the model is given by expressions (5)- (16) in the text. 
