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Our aim is to show that if a topos has a natural number object, then this object Ncan be equip- 
ped with a binary structure which makes it a Kripke-Platek model. We first give some results con- 
cerning (Kuratowski-) finite parts of N (essentially that these are the complemented and 
upper-bounded parts of N, and that those which are inhabited have a less element). We also study 
some related properties, which are not true in any topos. Then we use those results to define the 
binary expansion of the natural numbers as an isomorphism E between N and the object of its 
finite parts. This gives rise to a binary relation on N (men if and only if m EE(n)), which makes 
N a transitive Kripke-Platek model. 
Introduction 
One of the goals of topos theory, which consists in finding how to conciliate some 
classical constructions with the nonclassical logic of toposes, leads to the problem 
of finding which constructions are available in any topos. The purpose of this paper 
is to show how the equivalence of the axiom of infinity and of the existence of tran- 
sitive Kripke-Platek models (i.e. Barwise admissible objects), generalizes to toposes. 
The starting point is the suggestion by R. Lavendhomme, that the object of 
natural numbers of a topos can be equipped with a structure of Barwise admissible 
object. Classically, the binary expansion of the natural numbers gives rise to a bijec- 
tion between the set of natural numbers and the set of hereditarily finite sets: this 
provides a transitive Kripke-Platek structure on N; our aim is to show that this 
structure exists in any topos (with a natural number object). 
This leads us to establish properties of the natural numbers, especially concerning 
finiteness, by means of a technique of ‘induction on an upper bound’. We also show 
that some related properties are equivalent o De Morgan’s law. That is our Section 
1. In Section 2, we give a presentation of Kripke-Platek models in toposes. Finally, 
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we show in Section 3 that the binary expansion of the natural numbers gives rise 
to a membership relation on N, which forms a Kripke-Platek structure. 
1. Finite parts and ordering on the natural numbers 
In this section and the following, we work within a topos G with a natural number 
object (or NNO) N (except in Lemma 1.2 and in Proposition 1.9). By part of an 
object X we mean, strictly speaking, a term of type PX in the language of E. Thus, 
a sentence like “Any part of X has property @” means that the formal sentence 
VP: PX@(P) is true in 8 (we often denote the type of a variable after a colon; but 
we omit it when the context is clear; for instance, n and m always denote variables 
of type N). 
Let X, Y be objects of F. If R is a variable of type P(Xx Y), let TX(R) denote 
the formula 
Vx:XVy,y’: Y(R(x, y)AR(x, Y’) * Y = Y’), 
which defines the object Px of functional relations from X to Y. If R is a variable 
of type P(XxY), we set RoP={(y,x) IR(x,y)}, and d,(R)={x:Xl By:Y- 
R(x, Y)>. 
For A, B of types PX, PY respectively, let A #B abbreviate the formula 
BR:P(Xx Y)(do(R)=A~do(RoP) = BAI=(R)~\~?~(R“~)), 
defining the relation ‘having same cardinality’ on PXx PY. 
Finally, if X is equipped with a strict ordering < , the morphism [-] : X+ PX is 
defined by [x]={x’:Xlx’<x). 
Definition 1.1. The object FX of finite parts of X is the extension in PX of the for- 
mula FC(A) which abbreviates %z: N([n] #A). 
This definition of finiteness is the internal version of cardinal finiteness (for 
toposes which have an NNO). It is an elegant exercise to show that this definition 
is the internal version of Theorem 2.4 of [l l] for an internal version of cardinal 
finiteness in general toposes. Note also that this notion of finiteness is equivalent 
to Kuratowski finiteness, for parts of a decidable object (recall that an object X is 
decidable if the sentence Vx, x’: X(x=x’ vx # x’) is true; also, a formula I$ is called 
decidable if the formula @VT@ holds.). To prove this, we recall a result, due to 
Acufia-Ortega and Linton [ 1, 2.2 (iv)], which will be useful in the sequel: 
Lemma 1.2. Any Kuratowski-finite part of a decidable object is com- 
plemented. Cl 
Proposition 1.3. A part of a decidable object X is Kuratowski-finite if and only if 
it is finite. 
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Proof. The necessity of the condition is proved by induction on the K-finite parts 
of X; for the converse, prove by induction on n that any part of X which is equi- 
potent to it is Kuratowski-finite (in fact, this implication is true for any object). 0 
Theorem 1.4. A part of N is finite if and only if it is complemented and upper 
bounded. 
Proof. This result is essentially an internalization of [S, 6.26 (iii)], but we give here 
a simple proof of it, using the internal logic. 
Since N is decidable, we already know that any part of N is finite if and only if 
it is K-finite. We also know that any finite part of N is complemented. It is easy 
to show by induction on the K-finite parts, that these are upper bounded. For the 
converse, the trick is to prove the result by induction on an upper bound for A. 
More precisely, one shows by induction on n that 
Vn: NVA: PN(2N(A)AA <n * A is K-finite), 
where 2N(A) is the formula Vn: N(n EA Vn $A), which expresses the fact that A is 
complemented, and A <n is the formula Vm : N (m E A * m < n). So let Q(n) be the 
formula VA: PN (2N(A)~A <n * A is K-finite). Obviously, G(O) holds. And as- 
suming that @(n) holds, let us show @(sn). Let A be complemented and (strictly) 
upper bounded by SIZ. If n $A, then A is also bounded by n, so it is K-finite by the 
induction hypothesis. If SEA, then A =(A \{n}) U {n}; but A\(n) is upper- 
bounded by n, and it is easy to show that it is complemented: so it is K-finite, by 
the induction hypothesis; hence A is also K-finite. 0 
Our aim is to give some properties of the finite parts of N. Before this, we show 
some properties concerning more general parts of the natural number object. 
It is well known that the canonical ordering on N is linear and discrete, i.e. that 
the trichotomy law n < m Vm <n V m = n holds. The classical property of existence 
of a least element in any inhabited part of N holds if and only if the topos is Boolean 
(recall that a part A of X is inhabited if it satisfies 3.~: X(x EA), and nonempty if 
it satisfies -IVX 1(x ~4)). The following proposition shows how the existence of in- 
fima or suprema is related to De Morgan’s law: 
Proposition 1.5. The following properties are equivalent: 
(i) & satisfies De Morgan’s law; 
(ii) Any inhabited part of N has an infimum; 
(iii) Any upper bounded part of N has a supremum; 
(iv) Any nonempty upper bounded part of N has an infimum. 
Proof. (i) * (ii). The trick is similar to that of Theorem 1.4. Suppose that & 
satisfies De Morgan’s law. To prove (ii), we show by recursion Vn p(n), where p(n) 
is the formula 
VP: PN (n E P * P has an infimum). 
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Clearly, p(O) holds. Suppose that p(n) holds, prove that &sn) holds. Let P be such 
that sn E P. By De Morgan’s law, the following is true: 
l~m(m<snAmEP)V~lIIm(m<snAmEP). 
In the first case, sn is the infimum of P. In the second case, let P’ = P U (n). By 
the induction hypothesis, P’ has an infimum k. We claim that k is also the infimum 
of P. Of course, k is a lower bound for P. And let I be a lower bound of P, we have 
to show that I I k. By the trichotomy of N, it suffices to show that k < I is contradic- 
tory. But from k < 1, we infer TZI~ (m < sn A m E P), a contradiction. 
(ii) 2 (iii) Suppose (ii). Let P be an upper bounded part of N. Then the part of 
the upper bounds of P is inhabited, hence has an infimum, which is easily shown 
to be, as classically, the supremum of P. 
(iii) * (iv) Let P be nonempty and upper bounded. Let n be an upper bound of 
P. If m is a lower bound of P, then m 5 n, otherwise P is empty (here again, we use 
the trichotomy of N). Thus the part of lower bounds of P is upper bounded, hence 
has a supremum, which is the infimum of P. 
(iv) * (i) Suppose (iv). Let v, be a formula of the language of 8. The part 
{n:N~n=Ov(n=lr\~)} is nonempty and upper bounded, hence has a supremum 
s. Since N is decidable, we have s = 0 V s # 0. In the first case, we get 19, and in the 
second case we get 11~. So we have ~f+?v~~tp. 0 
The upper boundedness condition in (iv) seems at first sight to be superfluous, 
but it is essential. It is not true in general that De Morgan’s law implies that any 
nonempty part of N has an infimum (see the end of this section). However, this im- 
plication holds in any presheaf topos. 
Now, we study some properties which are true in any topos: 
Lemma 1.6. Any complemented upper bounded part of N is empty or inhabited. 
Proof. Prove by induction on n that 
VnVP:2N(P<n * P=OvXrn(rn~P)). 0 
Proposition 1.7. Any complemented inhabited part of N has a minimum. 
Proof. Prove by induction on n that 
Vn VP: 2N (n E P * P has a minimum); 
another possibility is to prove by induction (on K-finite parts) that any K-finite part 
of N has a minimum. 0 
Note that the first proof uses none of the previous results. Proposition 1.7 was 
also proved in [6], and less directly in [2]. 
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Corollary 1.8. Any nonempty complemented upper bounded part of N is inhabited, 
hence has a minimum. 0 
Proposition 1.9. Let X be any object of a topos. Then we have: 
(i) Any K-finite part of X is empty or inhabited. 
(ii) If moreover X is decidable then the object of K-finite parts of X is decidable. 
(iii) If the topos has an NNO N, the object of complemented upper-bounded 
parts of N is decidable. 
Proof. Point (i) is obvious (formally, it is shown by induction). 
For (ii), we have to show VA,B: KX (A =BVA #B), where KX is the object of 
Kuratowski-finite parts of X. We show this by induction on A. If A =0, this is a 
consequence of (i). Assume that A satisfies VB: KX (A = B VA # B). We show that 
A’=A U {x} satisfies the same condition (x is a variable of type X). We may of 
course suppose that x$A, by Lemma 1.2. Let B be K-finite, hence complemented. 
If x $ B, then of course A ’ # B. If x E B, then A ’ = B is equivalent to A = B \ {x}, and 
this is decidable by the induction hypothesis and from the fact, which is easily shown 
by induction on B, that B \ {x} is K-finite (this uses of course the fact that X is 
decidable). 
Finally, (iii) is an immediate consequence of (ii). 0 
Here again, the hypothesis that the parts which we consider are upper bounded 
seems to be quite superfluous. The following example shows that this is essential, 
at least for some of the results: 
Let g be a filter on N, which contains all cofinite subsets of N. Consider the space 
X=N U {a}, whose open subsets are the subsets of N, and subsets of the form 
P U {co}, where PEsF. Consider the topos of sheaves on X, whose natural number 
object N is the sheaf of locally constant functions from open subsets of X to N. Let 
P be the global section of PN determined by the following subsheaf of N: P(U) = 
{id,) if 03 $ U, and P(U) =0 otherwise. It is an adequate example to show that the 
following assertions fail: 
(i) Any complemented part of N is empty or inhabited; 
(ii) Any complemented nonempty part of N is inhabited; 
(iii) Any complemented nonempty part of N has a minimum; 
(iv) Any complemented nonempty part of N has an infimum. 
(For (iv), it suffices to see that an infimum of a complemented part of N is in this 
part; otherwise its successor is a lower bound.) 
In the case when g is an ultrafilter, the topos satisfies De Morgan’s law: thus it 
is the counterexample which was announced supra. Note that this is the counter- 
example of [5] to the principle: 
(v) If A is a complemented part of N and if, for any complemented part B of 
N, either A c B or A c N\B, then there exists an n E N such that A G {n}, 
which is implied by (i). 
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In the case when 9 is the filter of cofinite subsets of N, consider the global section 
Q of PN determined by the following subsheaf of N: Q(u) = {id,} if U c 2N, and 
Q(LT) = 0 otherwise. It provides a counterexample to the following: 
(vi) Any complemented part of N is empty or nonempty, 
which is in fact equivalent to: 
The object of complemented (respectively nonempty and complemented, in- 
habited and complemented) parts of N is decidable. 
By the way, in this case, the sheaf topos satisfies principle (v); hence this principle 
is strictly weaker than (i). 
2. Transitive Kripke-Platek theory 
Unlike [3], we restrict the presentation of Kripke-Platek models, to models for 
which all the elements are sets: thus there are no urelements. We work in a language 
with one binary predicate symbol E, plus the equality. We do not present this 
language independently of universes for which interpretations of it make sense: we 
set out directly what a Kripke-Platek model is in a topos. 
Let & be a topos and E be a binary relation on an object X of &. The first-order 
language associated to E is the sublanguage L, of the internal language of 8, whose 
symbols are the variables of type X, the binary predicate symbols (associated to) E 
and = (the diagonal arrow of X), and the first-order logical symbols. The d, for- 
rnulae of L, are those in which all quantifiers are bounded, i.e. of the form Vu&v@ 
or Buev@. The interpretation of these formulae is the same as the interpretation in 
the whole language. 
Definition 2.1. A Kripke-Platek model in 8 is a pair (X, E), where E is a binary rela- 
tion on X, and such that the following axioms are valid: 
zx(x = x) (X has global support); 
Vx(xca H x&b) * a = b (e-extensionality); 
ZIx(x.sa) * ZIx.saVyex lyca (s-foundation); 
Ba (x&a A yea) (e-pair); 
EIbVyeaVxcy(xeb) (e-union); 
BbVx(xeb * x&aA@(x)) @-A0 separation); 
VxsaEIy@(x, y) = FIbVxeaXyeb@(x, y) (&-A0 collection), 
where the formula @, in the two schemes, is do. 
Definition 2.2. A transitive Kripke-Platek model in 8 is a Kripke-Platek model 
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(X,E), where E is inductive, i.e. that the following axiom (of the language of 6’) 
holds: 
vA:PX(vx:X(vx’&x(x’EA) * XEA)) - A =x. 
3. Construction of a Kripke-Platek structure on N 
We first show that the existence of a natural number object is a necessary condi- 
tion for the existence of a Kripke-Platek model in a topos. Suppose that (X,E) is 
a Kripke-Platek model in 6’. It follows from E-LI~ separation, s-extensionality and 
the fact that X has a global support, that E k EI! x: X(Vx’: X+/&x)), hence X has 
a global section 0 5 X determined by this ‘empty set’. Moreover, using the s-pair 
axiom and the s-extensionality, we get the singleton morphism {-} :X+X. It is im- 
mediate, by definition, that {-} is manic and satisfies Vx l(O= {x}): the monies 0 
and {-} are disjoint. Hence, by [7, Theorem 5.441, the topos has an NNO. It will 
be helpful to see that such an NNO may be constructed logically as the orbit of 0 
in X for the morphism {-} (in the sense of [4]): 
where the intersection is internal; the successor morphism is the restriction of the 
singleton morphism to N. 
Now we construct a Kripke-Platek structure on a natural number object in any 
topos. 
For A of type FN, let A be the term {n 1 ne#A}. From the results of Section 1, 
we deduce that A has a minimum: this defines a morphism p : FN-+ N by p(A)= 
min(&. We may then consider the part S(A)={n:N](n~_4Ap(A)<n)Vrz= 
p(A)). It is obviously inhabited, complemented and upper-bounded. Hence it 
follows that S gives rise to a morphism FN+ F*N, where F*N denotes the object 
of nonempty (or inhabited) finite parts of N. This morphism has the following pro- 
perties: 
Proposition 3.1. (i) S(0) = (0); 
(ii) n>O * S({n))={O,n>; 
(iii) ~(4) = min(S(A)); 
(iv) If A<n, then S(A U {n}) = {sn} if&I) =n (or equivalently ifA = [n]), and 
S(A U (n}) = S(A) U {n} otherwise; 
(v) S : FN-+ F*N is an isomorphism. 
Proof. (i)-(iv) are immediate consequences of the definitions. For (v), it suffices to 
check that the morphism S’: F*N+ PN defined by S’(A) = {n: N ( n < min(A) v 
(n EA A min(A) < n)} is well defined (by Proposition 1.7), factorizes by FN (because 
S’(A) is complemented and upper bounded), and that this factorization is the in- 
verse of S. 0 
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Let E: N-t FN be the morphism defined inductively by E(O)=0 and 
E(W) = SE(n). We shall prove 
Proposition 3.2. (i) E is a monomorphism; 
(ii) Vi:2”Ii<2”’ * E(i)=(n) UE(i-2”); 
(iii) E is an epimorphism. 
Note. The exponential is defined recursively as classically; we shall not prove the 
classical results concerning it, that we shall use here. Also, (ii) means that E 
classically defines the binary expansion of the natural numbers, i.e. that E(0) = 0 
and that for n #0, E(n) = {m 1 2” appears with coefficient 1 in the binary expan- 
sion of n}. 
Proof. (i) We prove that Vn Vm (En =Em * n = m), by induction on n. For n = 0, 
this is immediate, because for m # 0, say m = sm’, we have Em = S(Em’) # 0, and 
EO = 0. Suppose now that n satisfies Vm (En = Em 3 n = m); then sn satisfies it. Let 
m be such that Esn=Em: then we may conclude that m is nonzero, hence of the 
form sm’. Then Esn =Em means S(E(n)) = S(E(m’)), which implies that E(n) = 
E(m’), since S is an isomorphism, hence n =m’ by the induction hypothesis. So we 
have sn =m. 
(ii) This is proved by induction on n; as it is often the case, we have to prove 
a stronger result, namely Vn : NB(n), where f+(n) is the formula Vi: 2”5i<2’” * 
(E(i)=(n) UE(i-2R)AE(i)<snA(s(i)=2S” H E(i) = [sn]). (Note that an impli- 
cation suffices here, since we already know that E is manic). We shall omit the 
proof; it is straightforward, using the results of Proposition 3.1. 
(iii) Finally, we get the surjectivity of E as follows: we prove that any com- 
plemented upper-bounded part of N is in the image of E, by our usual trick: an in- 
duction on an upper bound. Here again, we have to prove just a little bit more: 
Vn:NVA:FN(A<n * 3m<2”:E(m)=A). The proof also uses point (ii). 0 
In the classical topos of sets, E induces a Kripke-Platek structure on N as follows: 
let HF be the set of hereditarily finite sets; one constructs a map e : N+ HF, by the 
inductive definition e(n) = {e(m) ) m eE(n)}. This map is in fact a bijection. Hence 
e(m) E e(n) if and only if m E E(n), and this induces a binary relation E on N. Since 
HF is a model of ZF (without the axiom of infinity), so is the induced structure 
(N,E). Hence it is a Kripke-Platek structure; moreover, it is transitive. 
The situation is less simple in a topos: here, HF cannot be constructed by its usual 
inductive definition. So let us define E as classically, by m&n if and only if m E E(n): 
our direct argument to insure that (N,E) is a model of ZF without infinity is no 
longer available here. We shall see, however, that it is a transitive Kripke-Platek 
model, with full Collection scheme; but the Separation scheme has to be restricted 
to the decidable formulae of L,, since the finite sets are complemented; the follow- 
ing proposition shows that the d, formulae of L, are decidable, and we shall show 
later that this does not generalize to all formulae of L,. 
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Proposition 3.3. The A0 formulae of L, are decidable. 
Proof. By induction on the A0 formulae. Let us show for instance the inductive 
step for the introduction of the bounded universal quantifier. So, let us suppose that 
@ is a decidable formula of L,: we show that Vmen Q(m) is decidable, i.e. that 
Vnr eE(n) Q(m) is decidable. Since E is a bijection, it suffices to show that the for- 
mula Vm EA c?(m) is decidable, where A is of type FN. This means that 
QEV~ZEA @(rn)v~(V~~A Q(m)). This can be proved by induction on the K- 
finite part A. 0 
Theorem 3.4. (N,E) is a transitive Kripke-Platek model with full Collection. 
Proof. First note that if men, then m<n: this will be useful in the sequel. N has 
of course a global support. The &-extensionality axiom is precisely expressed by the 
fact that E is a monomorphism. For the axiom of foundation, let a be such that 
Bn: n&a, i.e. that a # 0: we have to find an n&a such that Vmen l(mea). It suffices 
to take n = min E(a), which makes sense since E(a) is complemented and inhabited. 
For the axiom of pair and of union, it suffices to see that FlnE(n) = (a, b} and 
&E(n) = {t 1 t-c b}, since E is surjective. For the &-A,, separation, note that if cp is 
do, then the part {t 1 t e E(m) A q(t)} is complemented and upper bounded, hence is 
in the image of E. For the full Collection scheme, we have to prove that 
VnEAZImq$n,m) * ZW:FNVn~AZm~B~(n,m), 
where A has type FN, and u, is any formula (in fact, it could be any formula of the 
whole higher-order language). This can be shown by induction on an upper bound 
of A. Finally, the transitivity axiom 
VA:PN(Vn:N(Vn’&n(n’EA) * neA)) * A =N 
is immediate, using the fact that if n’uz, then n’ <n. 0 
As we have mentioned above, all formulae of L, are generally not decidable. If 
they were, then all formulae of the first-order arithmetic of the topos would be, 
which is not the case in general. To prove this, we show a little bit more: 
Proposition 3.5. If there exists in a topos a transitive Kripke-Platek structure (X, E) 
with full Collection, such that ail formulae of L, are decidable, then all formulae 
of the first-order arithmetic of the topos are decidable. 
Proof. Let (X, E) be such a model. As we have mentioned above, N can be con- 
structed as the orbit of 0 for the singleton morphism. The formula “x E N” (with 
x of type X) is a higher-order formula, it is not a formula of L,. However, one 
shows that it is equivalent o such a formula: first, show in Kripke-Platek theory 
(including induction and full collection), that any set has a transitive closure; next, 
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that a set is in the orbit of 0 if and only if all the elements of its transitive closure 
either are empty, or are singletons: this is a formula of L, (all this is meant in the 
sense of the E relation). The successor morphism of N is of course defined in terms 
of L,; and it can be shown that the addition and the multiplication can be written 
in such terms too. Hence, all first-order formulae of the language of Peano 
arithmetic are equivalent to formulae of L,, and are decidable. 0 
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