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Abstract
In this paper, a class of unconditionally stable difference schemes based on
the Pade´ approximation is presented for the Riesz space-fractional telegraph
equation. Firstly, we introduce a new variable to transform the original d-
ifferential equation to an equivalent differential equation system. Then, we
apply a second order fractional central difference scheme to discretise the
Riesz space-fractional operator. Finally, we use (1, 1), (2, 2) and (3, 3) Pade´
approximations to give a fully discrete difference scheme for the resulting
linear system of ordinary differential equations. Matrix analysis is used to
show the unconditional stability of the proposed algorithms. Two exam-
ples with known exact solutions are chosen to assess the proposed difference
schemes. Numerical results demonstrate that these schemes provide accurate
and efficient methods for solving a space-fractional hyperbolic equation.
Keywords:
Fractional Telegraph equation; Riesz fractional operator; Stability; Pade´
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1. Introduction
Fractional differential equations have attracted considerable interest by
researchers due to their the numerous advantages they offer over classical d-
ifferential equations when modeling complex processes in the fields of mathe-
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matical biology, engineering, viscoelastic materials, hydrology, system control
(see [1, 2, 3, 4]). The most frequent application area for fractional models
include anomalous diffusion and wave equations (see [11, 12, 13, 14, 15]), frac-
tional advection-dispersion equations (see [5, 6, 7, 8, 9, 10, 16, 17, 18, 19]),
and fractional telegraph equations (see [20, 21, 25, 26, 27]).
Normally, the random walk in the continuum limit when modeled by a
diffusion equation implies an infinite speed for a particle in Brownian motion,
which is nonphysical from a physical point of view. A telegraph-like equation
results if we consider a finite velocity of propagation. In fact, the fractional
telegraph equation is commonly used in signal analysis for transmission and
propagation of electrical signals (see [20, 21]) because it models mixture
between diffusion and wave propagation (see [22, 23, 24]). A term that
accounts for the effects of finite velocity to a standard mass transfer equation
is introduced into equation. The resulting equation is more suitable than
ordinary diffusion in modeling reaction-diffusion phenomena.
Many authors have studied the properties of the fractional telegraph e-
quation (see [20, 21, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35]). Ortigueira
[20, 21] considered time- and space-fractional telegraph equations and relat-
ed fractional telegraph processes. Chen et al. [25] obtained an analytical
solution of the time-fractional telegraph equation with different boundary
conditions by using the method of separation of variables. Huang et al. [26]
provided the fractional Green’s function for the time-fractional telegraph
equation by employing Laplace and Fourier transforms. An efficient pertur-
bative Laplace method [28] was used to obtain the approximate solutions of
time- and space-fractional telegraph equations. Momani et al. [29] derived
the analytic and approximate solutions of the space- and time-fractional tele-
graph equation by using Adomian decomposition. Fino et al. [30] presented
the solution of space- and time-factional telegraph equations with a fraction-
al Laplacian operator in terms of multi-variate Mittag-Leﬄer type functions.
Das et al. [31] applied an homotopy analysis to study the explicit solutions of
a time-fractional telegraph equation. Povstenko [32] obtained the fundamen-
tal solution to the nonhomogeneous space-time-fractional telegraph equation
as well as the corresponding thermal stresses in the axisymmetric case.
However, few effectively high order numerical methods for the space-
fractional telegraph equation have been reported. Li et al. [33] analyzed both
semi-discrete and fully discrete numerical approximations for the time- and
space-fractional telegraph equation using a Galerkin finite element method.
Hosseini et al. [34] implemented a hybrid of the radial basis functions and
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finite difference scheme to achieve the semi-discrete solution of time-fractional
telegraph equation. Therefore, it is the purpose of this paper to present a
class of unconditionally stable difference schemes of high order for solving a
Riesz space-fractional telegraph equation.
We consider the following space-fractional telegraph equation with Riesz
operator over a finite one-dimensional domain
∂2u(x, t)
∂t2
+ 2α
∂u(x, t)
∂t
+ β2u(x, t) = η
∂γu(x, t)
∂|x|γ + f(x, t),
a ≤ x ≤ b, 0 ≤ t ≤ T, 1 < γ ≤ 2, (1)
subjected to the initial conditions
u(x, 0) = ϕ(x), a ≤ x ≤ b, (2)
∂u(x, 0)
∂t
= ψ(x), a ≤ x ≤ b, (3)
and Dirichlet boundary conditions
u(a, t) = u(b, t) = 0, 0 ≤ t ≤ T, (4)
where α > β ≥ 0 and η > 0 are constants. The Riesz space-fractional
operator ∂
γ
∂|x|γ
over [a, b] is defined by (see [2, 13, 19])
∂γu(x, t)
∂|x|γ = −
1
2 cos γpi
2
1
Γ(2− γ)
∂2
∂x2
∫ b
a
u(s, t)ds
|x− s|γ−1 . (5)
Throughout the paper we assume model (1)-(4) has solution u(x, t) satisfying
u(x, t) ∈ C5,4(Q), Q = [a, b]× [0, T ],
with
C5,4(Q) =
{
u(x, t)|u(x, t), ∂
mu(x, t)
∂xm
,
∂nu(x, t)
∂tn
∈ C(Q), m ≤ 5, n ≤ 4}.
The telegraph equation (1), which governs the propagation of signals on
telegraph lines, can be characterized as a wave equation with a damping effect
due to the term 2α∂u(x,t)
∂t
. That is, if α = 0, β = 0, then Eq.(1) reduces to the
one-dimensional space-fractional wave equation. Another important limiting
form is that in some sense Eq.(1) tends to the space-fractional reaction-
diffusion equation as t → ∞. To establish the limitation, we introduce the
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change of scale t = σ/ǫ, where 0 < ǫ ≪ 1. Even for moderate values of σ,
since ǫ is small, t takes on large values. In this case, Eq.(1) (omitting the
source term f for convenience) becomes
ǫ2
∂2u(x, σ)
∂σ2
+ 2ǫα
∂u(x, σ)
∂σ
+ β2u(x, σ) = η
∂γu(x, σ)
∂|x|γ .
If we assume that the solution u does not vary rapidly with respect to σ, we
may discard the term ǫ2 ∂
2
∂σ2
compared to 2ǫα ∂
∂σ
since ǫ≪ 1, and consequently,
ǫ2 ≪ ǫ. Thus, Eq.(1) can be approximated for large t by
∂u(x, t)
∂t
+
β2
2α
u(x, t) =
η
2α
∂γu(x, t)
∂|x|γ ,
where σ was replaced by t after discarding the second time derivative term.
The above equation can also be obtained if we divide by 2α and let η →∞
and α → ∞ with the requirement that η
α
remain fixed and nonzero [37].
In this case the rate of reversal α and the particle speed
√
η both tend to
infinity, but with η
2α
being the nonzero constant diffusion coefficient.
The paper is organized as following. In Section 2, we construct a class of
unconditionally stable difference schemes based on the Pade´ approximation.
The stability and convergence results of the proposed algorithms are present-
ed in Section 3. In Section 4, two representative numerical test examples are
given to verify the effectiveness and the convergence order of the algorithms
for different values of parameters is studied. Finally, the conclusions of our
research are presented in Section 5.
2. Construction of higher order difference scheme
2.1. Partition of the domain
The solution domain [a, b] × [0, T ] is covered by a uniform grid of mesh
points (xi, tj) with
xi = a + ih, i = 0, 1, ...n,
tj = jτ, j = 0, 1, ...m.
Here n and m are positive integers, h = (b − a)/n is the mesh-width in the
spatial direction; τ = T/m is the time step.
For the derivation of the unconditionally stable difference schemes, we
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firstly introduce a new variable ν(x, t) = ∂u(x, t)/∂t to transform Eq.(1) to
the following equivalent system{
∂u(x,t)
∂t
= ν(x, t),
∂ν(x,t)
∂t
+ 2αν(x, t) + β2u(x, t) = η ∂
γu(x,t)
∂|x|γ
+ f(x, t).
(6)
Then, we discretise the space-fractional derivative operator by the fractional
central difference scheme introduced in [38]. Finally, we apply a class of Pade´
approximations to the resulting ordinary differential equation system (6).
2.2. Spatial discretization
We discrete the Riesz fractional operator through the following fractional
central difference [13]:
∂γu(x, t)
∂|x|γ = −
1
hγ
x−a
h∑
p=− b−x
h
(−1)pΓ(γ + 1)
Γ(γ
2
− p+ 1)Γ(γ
2
+ p+ 1)
u(x− ph, t) +O(h2),
= − 1
hγ
x−a
h∑
p=− b−x
h
ωpu(x− ph, t) +O(h2), (7)
when h→ 0, a ≤ x ≤ b and 1 < γ ≤ 2.
Let ui(t) = u(xi, t), νi(t) =
∂u(x,t)
∂t
|(xi,t), Dγui(t) = ∂
γu(x,t)
∂|x|γ
|(xi,t), fi(t) =
f(xi, t) for 1 ≤ i ≤ n− 1 and denote
U(t) = [u1(t), u2(t), ..., un−1(t)]
T , f(t) = [f1(t), f2(t), ..., fn−1(t)]
T
V(t) = [ν1(t), ν2(t), ..., νn−1(t)]
T ,M(t) = [Dγu1(t), ..., D
γun−1(t)]
T .
Therefore, the semi-discrete difference scheme at (xi, t) for Eq.(6) can be
written in matrix form{
dU(t)
dt
= V(t),
dV(t)
dt
= −DU(t)− 2αV(t) + f(t), (8)
where D = ηC + β2In−1. The matrix In−1 is the identity matrix of order
n− 1, and
C =
1
hγ


ω0 ω−1 . . . ω−n+2
ω1 ω0 ω−n+3
. .
. .
. .
ωn−2 ωn−3 ω0


(n−1)×(n−1)
. (9)
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Furthermore, by introducingX(t) = [u1(t), ..., un−1(t), ν1(t), ..., νn−1(t)]
T , one
obtains{
dX(t)
dt
= −BX(t) + p(t),
X(0) = X0,
(10)
where
B =
(
0 −In−1
D 2αIn−1
)
(2n−2)×(2n−2)
, p(t) =
(
0
f(t)
)
(2n−2)×1
, (11)
and
X0 = [ϕ(x1), ..., ϕ(xn−1), ψ(x1), ..., ψ(xn−1)]
T .
2.3. Time discretization
For any given time t, the exact solution of Eq.(10) at node t + k can be
expressed by using Taylor series as (see [39, 40])
X(t + τ) =
(
1 + τ
d
dt
+
τ 2
2!
d2
dt2
+ ...
)
X(t) = exp(τ
d
dt
)X(t). (12)
Thus, to obtain a fully discrete difference scheme for Eq.(10), we only
need to give an appropriate approximation to exp(z) . In fact, the (1, 1),
(2, 2) and (3, 3) Pade´ approximations (see [41], p.519 and [42], p.116) are
given by
exp(z) ≈ 2 + z
2− z +O(z
3), (13)
exp(z) ≈ 12 + 6z + z
2
12− 6z + z2 +O(z
5), (14)
exp(z) ≈ 120 + 60z + 12z
2 + z3
120− 60z + 12z2 − z3 +O(z
7), (15)
respectively.
A combination of Eq.(12) with Eqs.(13)-(15) leads to
(2− τ d
dt
)X(t+ τ) = (2 + τ
d
dt
)X(t), (16)
(12− 6τ d
dt
+ τ 2
d2
dt2
)X(t+ τ) = (12 + 6τ
d
dt
+ τ 2
d2
dt2
)X(t), (17)
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(120− 60τ d
dt
+ 12τ 2
d2
dt2
− τ 3 d
3
dt3
)X(t+ τ) = (120 + 60τ
d
dt
+12τ 2
d2
dt2
+ τ 3
d3
dt3
)X(t). (18)
Therefore, from Eq.(10) and Eqs.(16)-(18), we may define a class of dif-
ference schemes of different order
scheme I L1Xj+1 = N1Xj + τ(pj+1 + pj), (19)
scheme II L2Xj+1 = N2Xj + (6τI2n−2 + τ
2B)pj+1
+ (6τI2n−2 − τ 2B)pj + τ 2(p′j − p′j+1), (20)
scheme III L3Xj+1 = N3Xj + (60τI2n−2 + 12τ
2B + τ 3B2)pj+1
+ (60τI2n−2 − 12τ 2B + τ 3B2)pj
+ (12τ 2I2n−2 − τ 3B)p′j − (12τ 2I2n−2 + τ 3B)p′j+1
+ τ 3(p′′j + p
′′
j+1), (21)
where L1 = 2I2n−2+τB,N1 = 2I2n−2−τB, L2 = 12I2n−2+6τB+τ 2B2, N2 =
12I2n−2−6τB+k2B2, L3 = 120I2n−2+60τB+12τ 2B2+τ 3B3, N3 = 120I2n−2−
60τB + 12τ 2B2 − τ 3B3.
Remark 2.1. Scheme (19) can be considered as a trapezoid scheme, which is
obtained by integrating (10) over [tn, tn+1] and approximating the right hand
integral by a trapezoid rule.
Remark 2.2. An application of Cubic Hermite interpolation to (10) results
in Scheme (20) ( see [36]).
Remark 2.3. The fully discrete difference schemes I-III are O(τ 2+h2), O(τ 4+
h2) and O(τ 6 + h2) order accurate respectively.
Remark 2.4. The extension of the present schemes to the two-dimensional
space fractional telegraph equation
∂2u(x, y, t)
∂t2
+ 2α
∂u(x, y, t)
∂t
+ β2u(x, y, t) = ηx
∂γ1u(x, y, t)
∂|x|γ1 ,
+ ηy
∂γ2u(x, y, t)
∂|y|γ2 + f(x, y, t), (22)
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subjected to the appropriate initial and homogenous conditions, where Ω =
[a, b]×[c, d], α > β ≥ 0, ηx > 0,ηy > 0, can be implemented straightforwardly.
After introducing a new variable ν(x, y, t) = ∂u(x, y, t)/∂t and an application
of the spatial discretization formula Eq.(7) to variable x, y, the semi-discrete
difference scheme for Eq.(22) can be written in matrix form{
dU(t)
dt
= V(t),
dV(t)
dt
= −DU(t)− 2αV(t) + f(t), (23)
where
U(t) = [uT1 ,u
T
2 , ...,u
T
ny−1]
T ,uj = [u1,j, u2,j, ..., unx−1,j]
T , j = 1, 2, ..., ny − 1,
and D = Iny ⊗ (ηxCx + β2Inx−1) + ηyCy ⊗ Inx , and nx = (b − a)/hx,ny =
(b−a)/hy, Cx, Cy are the discrete matrices in x, y direction defined similarly
as (9), ⊗ denotes the Kronecker product. The fully discrete schemes for (22)
can be obtained by utilising the technique developed in Section 2.3. The
extension of the proposed schemes to the three spatial dimensions can be
derived similarly.
3. Stability and convergence analysis
In this section, we give the theoretical analysis of our schemes (19)-(21).
Before commencing, we introducing the following lemmas.
Lemma 3.1 (see [13]). Assume that ωp, p = 0,±1,±2, ... are the coefficients
in the fractional central difference Eq.(7) for 1 < γ ≤ 2. Then
1. ω0 > 0.
2. ωk = ω−k < 0, for all |k| ≥ 1.
3.
∞∑
k=−∞
ωk = 0.
4.
n∑
k=−m
k 6=0
|ωk| ≤ ω0 for any numbers m,n ∈ N.
Lemma 3.2. Assume that matrix A is of the following form
A =


ω0 ω−1 . . . ω−n+2
ω1 ω0 ω−n+3
. .
. .
. .
ωn−2 ωn−3 ω0


,
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with λ ∈ σ(A) is an eigenvalue of matrix A. Then A is symmetric, strictly
diagonally dominant and λ ∈ R+ .
Proof. According to Lemma 3.1, we have ωk = ω−k, thus the matrix A is sym-
metric and λ is a real number. Let ri be the sum of moduli of elements along
the ith row excluding the diagonal element ω0, according to Gerschgorin’s
circle theorem (see [42], p.61), each eigenvalue of the matrix A lies or on the
boundary of at least one of the circles
|λ− ω0| = ri =
∑
j 6=i
|aij| =
i−1∑
k=−n+i
k 6=0
|ωk| ≤ ω0, i = 1, 2, ...n− 1. (24)
Therefore,we obtain
0 < λ ≤ 2ω0. (25)
This completes the proof.
Remark 3.1. The bound of ω0 can be evaluated by the following formula (see
[43], p.12)
∫ pi/2
0
(cos t)α cos(βt)dt =
π
2α+1
Γ(1 + α)
Γ(1 + α+β
2
)Γ(1 + α−β
2
)
, Re α > −1. (26)
Let β = 0, we have
ω0 =
Γ(γ + 1)
Γ(γ
2
+ 1)Γ(γ
2
+ 1)
=
2γ+1
π
∫ pi/2
0
(cos t)γdt ≤ 2γ. (27)
Lemma 3.3. The following relations
∣∣2− z
2 + z
∣∣ < 1, (28)
∣∣12− 6z + z2
12 + 6z + z2
∣∣ < 1, (29)
∣∣120− 60z + 12z2 − z3
120 + 60z + 12z2 + z3
∣∣ < 1, (30)
hold if and only if z falls in the right-half complex plane.
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Proof. Let z = a+bI, ϕ1 = 2+z, ϕ2 = 12+6z+z
2, ϕ3 = 120+60z+12z
2+z3,
ψ1 = 2 − z, ψ2 = 12− 6z + z2 and ψ3 = 120− 60z + 12z2 − z3. Here a and
b are real numbers and I =
√−1. Therefore, after some further algebra, we
find that
|ϕ1|2 − |ψ1|2 = 8a,
|ϕ2|2 − |ψ2|2 = (288 + 24b2)a+ 24a3,
|ϕ3|2 − |ψ3|2 = (28800 + 1440b2 + 48b4)a+ (3360 + 96b2)a3 + 48a5.
It follows that |ϕl|2 − |ψl|2 > 0(l = 1, 2, 3) iff a > 0.
Lemma 3.4. Let λ be an eigenvalue of matrix B defined in Eq.(11), then
the real part of λ is positive.
Proof. In fact, since λ is an eigenvalue of B, one obtains(
0 −In−1
D 2αIn−1
)(
ζ1
ζ2
)
= λ
(
ζ1
ζ2
)
, (31)
where ζ1, ζ2 are vectors in R
n−1. Thus, one obtains
ζ2 = −λζ1, Dζ1 + 2αζ2 = λζ2, (32)
which indicates that (2α− λ)λ is an eigenvalue of D. In addition, according
to Lemma 3.2 and D = ηC+β2In−1, we conclude that (2α−λ)λ is a positive
real number since all the eigenvalues of D are positive real numbers. Let
λ = a+ bI with a and b being real numbers, then we obtain that
(2α− λ)λ = (2α− a− bI)(a+ bI) = (2α− a)a+ b2 + 2(a− α)bI, (33)
is a real and positive number iff a = α. It follows a = α > 0.
Theorem 3.1. The proposed difference schemes I-III defined by (19)-(21)
for the Riesz space-fractional telegraph equation are uniquely solvable.
Proof. According to Lemma 3.4, we have that there is no possibility that one
of the eigenvalues of matrices L1, L2 and L3 is equal to zero since the real
part of B is positive. Therefore, the unique solvability of scheme (19)-(21)
results from the invertibility of the matrices L1, L2 and L3.
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Assume that Xj+1 and Yj+1 are different solutions of scheme I-III having
two different initial data sets but satisfy the same boundary conditions. Let
θj+1 = Xj+1 −Yj+1, then we have
θj+1 = G1θj , (34)
θj+1 = G2θj , (35)
θj+1 = G3θj , (36)
for scheme I-III respectively with G1 = L
−1
1 N1, G2 = L
−1
2 N2 and G3 = L
−1
3 N3
at any two consecutive time levels tj and tj+1. Thus, it follows that
θj+1 = Glθj = G
2
l θj−1 = ... = G
j+1
l θ0, l = 1, 2, 3. (37)
To prove the stability of our schemes (19)-(21), we present the following
Theorem.
Theorem 3.2. The proposed difference schemes (19)-(21) for the Riesz
space-fractional telegraph equation are unconditionally stable with respect to
the initial data.
Proof. In fact, if λj(j = 1, 2, ..., 2n− 2) are the eigenvalues of the matrix B,
then we have that all the eigenvalues of Gl(l = 1, 2, 3.) take the following
form
λ(G1) =
2− kλj
2 + kλj
, (38)
λ(G2) =
12− 6kλj + k2λ2j
12 + 6kλj + k2λ2j
, (39)
λ(G3) =
120− 60kλj + 12k2λ2j − k3λ3j
120 + 60kλj + 12k2λ
2
j + k
3λ3j
. (40)
According to Lemma 3.3 and Lemma 3.4, we conclude that
ρ(Gl) = max
1≤j≤2n−2
∣∣λ(Gl)j∣∣ < 1, l = 1, 2, 3. (41)
Therefore, the difference schemes (19)-(21) are unconditionally stable with
respect to the initial conditions.
Remark 3.2. According to Lax’s Equivalence Theorem, our schemes (19)-(21)
are convergent of order O(τ 2 + h2), O(τ 4 + h2) and O(τ 6 + h2) respectively.
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4. Numerical examples and discussions
In this section, two representative examples for which the exact solution
are known are solved by (19)-(21) to illustrate the validity and effectiveness
of the proposed difference methods. We compute the maximum norm and l2
errors of the numerical solution
e∞(h, τ) = max
1≤i≤n−1
|u(xi, T )− umi |, (42)
e2(h, τ) = (
n−1∑
i=1
h|u(xi, T )− umi |2)1/2, (43)
and, we denote the temporal convergence rates and the spatial convergence
rate by
Order = log2
(
e∗(h, 2τ)
e∗(h, τ)
)
, (44)
when h is sufficiently small, and
Order = log2
(
e∗(2h, τ)
e∗(h, τ)
)
, (45)
when k is sufficiently small, where ∗ stands for the norms defined in (42) and
(43) respectively.
Example 4.1. We consider the following space-fractional telegraph equation
with constant coefficients

∂2u(x,t)
∂t2
+ 2α∂u(x,t)
∂t
+ β2u(x, t) = η ∂
γu(x,t)
∂|x|γ
+ f(x, t),
u(0, t) = u(1, t) = 0, 0 ≤ 0 ≤ T,
u(x, 0) = 0, ∂u(x,0)
∂t
= x2(1− x)2, 0 ≤ x ≤ 1,
(46)
with α = 10, β = 5, η = 1,
f(x, t) = x2(1− x)2[24 sin t + 20 cos t]
+
sin t
2 cos(γπ/2)
{ Γ(5)
Γ(5− γ) [x
4−γ + (1− x)4−γ ]
− 2 Γ(4)
Γ(4− γ) [x
3−γ + (1− x)3−γ ] + Γ(3)
Γ(3− γ) [x
2−γ + (1− x)2−γ ]}.
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The exact solution of this equation is u(x, t) = x2(1− x)2 sin t.
Table 1: Computational order in spatial direction when t = 2.0.
γ h τ e∞(h, τ) order e2(h, τ) order
Scheme I
1.5 0.25 0.0001 1.2428e-3 – 8.5871e-4 –
1.5 0.125 0.0001 3.0567e-4 2.0236 1.9827e-4 2.1147
1.5 0.0625 0.0001 7.5200e-5 2.0232 5.0593e-5 1.9705
1.5 0.03125 0.0001 2.1744e-5 1.7901 1.4007e-5 1.8528
Scheme II
1.6 0.25 0.0001 1.5410e-3 – 1.0948e-3 –
1.6 0.125 0.0001 3.7942e-4 2.0220 2.5363e-4 2.1100
1.6 0.0625 0.0001 9.3260e-5 2.0245 6.1691e-5 2.0396
1.6 0.03125 0.0001 2.2952e-5 2.0227 1.6003e-5 1.9467
Scheme III
1.8 0.25 0.0001 2.3554e-3 – 1.7573e-3 –
1.8 0.125 0.0001 5.8594e-4 2.0071 4.2490e-4 2.0482
1.8 0.0625 0.0001 1.4452e-4 2.0195 1.0145e-4 2.0663
1.8 0.03125 0.0001 3.5606e-5 2.0211 2.4455e-5 2.0526
Table 2: Computational order in temporal direction when t = 4.0.
γ h τ e∞(h, τ) order e2(h, τ) order
Scheme I
1.8 0.001 2 1.6164e-2 – 1.0655e-2 –
1.8 0.001 1 2.6632e-3 2.6016 1.8086e-3 2.5586
1.8 0.001 0.5 6.2158e-4 2.0991 4.2208e-4 2.0993
1.8 0.001 0.25 1.5270e-4 2.0253 1.0370e-4 2.0251
Scheme II
1.2 0.0002 2 7.8673e-4 – 5.1693e-4 –
1.2 0.0002 1 4.9905e-5 3.9786 3.2635e-5 3.9855
1.2 0.0002 0.5 3.0026e-6 4.0549 1.9676e-6 4.0519
1.2 0.0002 0.25 1.8564e-7 4.0157 1.2175e-7 4.0145
Scheme III
1.5 0.0002 2 1.9040e-5 – 1.2890e-5 –
1.5 0.0002 1 3.2394e-7 5.8771 2.1670e-7 5.8944
1.5 0.0002 0.5 4.8380e-9 6.0673 3.4206e-9 5.9853
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Figure 1: The curve of convergence rate in space (a) and time (b) for different schemes.
Firstly, we investigate the spatial errors and convergence orders. In this
test, we fix the temporal step at τ = 1/10000, a value small enough to ensure
that the temporal error is relatively negligible in comparison with the spatial
error. The numerical results for schemes (19)-(21) when fractional derivative
γ takes on the values 1.5, 1.6, 1.8 are tabulated in Table 1. It is observed that
our schemes generate second order convergence order for both the l∞ and l2
norms in space, which is in agreement with our theoretical analysis.
Next, we investigate the temporal order of the schemes (19)-(21) when the
fractional derivative γ takes on different values. The computational results
are listed in Tables 2, where the spatial steps are assumed small enough to
ensure that they are negligible in comparison with the chosen time step.
Furthermore, we plot Figure 1 for various kinds of the fractional order. In
this figure, the left one (a) is − log h ∼ − log e∞(h, τ) for different different
scheme with a relatively small τ ; the right one (b) is − log τ ∼ − log e∞(h, τ)
for different different scheme with a relatively small h. For the three line
in (a), the slope is about 2 which indicates that schemes (19)-(21) generate
second order accuracy in space. While in (b), the slopes are about 6, 4,
2 respectively, which indicates the second, fourth, sixth order convergence
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in time for scheme (19)-scheme (21) respectively. Therefore, our schemes
(19)-(21) are effective and efficient for solving the space-fractional telegraph
equation with second, fourth and sixth order accuracy clearly exhibited in
time.
Example 4.2. We consider the following space-fractional telegraph equation
with variable coefficients

∂2u(x,t)
∂t2
+ 2αex ∂u(x,t)
∂t
+ β2 sin2 xu(x, t) = (1 + x2)∂
γu(x,t)
∂|x|γ
+ f(x, t),
u(0, t) = u(1, t) = 0, 0 ≤ 0 ≤ T,
u(x, 0) = x2(1− x)2, ∂u(x,0)
∂t
= −x2(1− x)2, 0 ≤ x ≤ 1,
(47)
with α = 15, β = 2,
f(x, t) = (1− 2αex + β2 sin2 x)e−tx2(1− x)2 + e
−t(1 + x2)
2 cos(γπ/2)
× { Γ(5)
Γ(5− γ) [(1− x)
4−γ + x4−γ ]− 2 Γ(4)
Γ(4− γ) [x
3−γ + (1− x)3−γ ]
+
Γ(3)
Γ(3− γ) [x
2−γ + (1− x)2−γ ]},
and u(x, t) = e−tx2(1− x)2 being the exact solution.
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Table 3: Computational order in spatial direction when t = 1.0.
γ h τ e∞(h, τ) order e2(h, τ) order
Scheme I
1.5 0.25 0.0001 1.3443e-3 — 9.4416e-4 —
1.5 0.125 0.0001 3.2733e-4 2.0381 2.1344e-4 2.1452
1.5 0.0625 0.0001 7.9779e-5 2.0367 5.0564e-5 2.0776
1.5 0.03125 0.0001 1.9508e-5 2.0319 1.2674e-5 1.9962
Scheme II
1.6 0.25 0.0001 1.6653e-3 — 1.1968e-3 —
1.6 0.125 0.0001 4.0594e-4 2.0365 2.7422e-4 2.1258
1.6 0.0625 0.0001 9.8677e-5 2.0405 6.3645e-5 2.1072
1.6 0.03125 0.0001 2.4048e-5 2.0368 1.5252e-5 2.0611
Scheme III
1.8 0.25 0.0001 2.5448e-3 — 1.8893e-3 —
1.8 0.125 0.0001 6.3020e-4 2.0137 4.5625e-4 2.0500
1.8 0.0625 0.0001 1.5390e-4 2.0338 1.0838e-4 2.0738
1.8 0.03125 0.0001 3.7599e-5 2.0332 2.5764e-5 2.0726
Table 4: Computational order in temporal direction.
γ h τ e∞(h, τ) order e2(h, τ) order
Scheme I t = 1.0
1.2 0.001 0.25 1.5976e-4 — 1.0520e-4 —
1.2 0.001 0.125 3.9881e-5 2.0021 2.6276e-5 2.0014
1.2 0.001 0.0625 9.9592e-6 2.0016 6.5647e-6 2.0009
1.2 0.001 0.03125 2.4820e-6 2.0045 1.6384e-6 2.0024
Scheme II t = 1.0
1.5 0.0002 0.5 2.4782e-6 — 1.6662e-6 —
1.5 0.0002 0.25 1.5494e-7 3.9995 1.0411e-7 4.0004
1.5 0.0002 0.125 1.0355e-8 3.9033 6.7686e-9 3.9431
Scheme III t = 4.0
1.3 0.0002 2 1.1594e-5 — 8.3002e-6 —
1.3 0.0002 1 1.8029e-7 6.0069 1.2954e-7 6.0017
1.3 0.0002 0.5 2.6686e-9 6.0781 1.9597e-9 6.0467
16
2 2.5 3 3.5 4 4.5 5
5
6
7
8
9
10
11
−log2 h
−
lo
g
2
 
e
∞
 
 
Scheme I α=1.5
Scheme II α=1.6
Scheme III α=1.8
(a) − log h ∼ − log e∞(h, τ) for small k
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
4
6
8
10
12
14
16
18
20
−log2 τ
−
lo
g
2
 
e
∞
 
 
Scheme I α=1.2
Scheme II α=1.5
Scheme III α=1.3
(b) − log τ ∼ − log e∞(h, τ) for small h
Figure 2: The curve of convergence rate in space (a) and time (b) for different schemes..
Table 5: Relative errors for Scheme I-III when t = 1.0
γ h τ e∞/‖u‖∞ e2/‖u‖2
Scheme I
1.2 0.25 0.25 1.1823e-2 1.1789e-2
1.2 0.125 0.125 2.8479e-3 3.2108e-3
1.2 0.0625 0.0625 1.9239e-3 1.2565e-3
1.2 0.03125 0.03125 7.0494e-4 4.3006e-4
Scheme II
1.5 0.25 0.25 3.6941e-2 4.0504e-2
1.5 0.0625 0.125 2.2580e-3 2.3602e-3
1.5 0.015625 0.0625 1.9341e-4 1.7895e-4
1.5 0.00390625 0.03125 1.7289e-5 1.3634e-5
Scheme III
1.3 0.5 0.25 9.5703e-2 9.5703e-2
1.3 0.0625 0.125 1.8742e-3 1.7362e-3
1.3 0.0078125 0.0625 6.7090e-5 4.4201e-5
1.3 0.0009765625 0.03125 1.3932e-6 8.6540e-7
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In this test, the computational results for schemes (19)-(21) are tabulated
in Tables 3-5. Table 3 shows the errors and observed order in space when the
temporal step is chosen relatively small. The error and convergence order
in time are shown in Table 4, while Table 5 presents the relative errors for
different schemes with various fractional derivative order.
In Fig 2, we present the convergence behaviors of our schemes for var-
ious kinds of fractional order. In this figure, the left one (a) is − log h ∼
− log e∞(h, τ) for different different scheme with a relatively small τ ; the
right one (b) is − log τ ∼ − log e∞(h, τ) for different different scheme with
a relatively small h. It is clearly seen that the proposed methods can be
extended to effectively solve the space-fractional telegraph equation with
space-dependent coefficients.
5. Conclusions
In this paper, we have constructed a class of unconditionally stable d-
ifference scheme of high order based on the Pade´ approximation for the
space-fractional telegraph equation. Firstly, we introduce a new variable
to transform the original differential equation to an equivalent differential
equation system. Then, we apply the fractional central difference scheme to
discretise the Riesz space-fractional operator, which is second order accurate
in space. Finally, we use (1, 1), (2, 2) and (3, 3) Pade´ approximations to give
a fully discrete difference scheme for the resulting linear system of ordinary
differential equations. Matrix analysis is used to show the unconditional
stability and higher order convergence of the proposed algorithms. More-
over, numerical examples are provided to verify the accuracy and efficiency
of the proposed difference scheme. The proposed high order methods can
also be extended to efficiently solve the space-fractional telegraph equation
with space-dependent coefficients.
Furthermore, the extension of the present schemes to the higher spatial
fractional telegraph equation have been discussed. The development of com-
putationally efficient and effective numerical algorithm of high order for two-
or three- dimensional Reisz space-fractional telegraph equation is importan-
t and a challenge task and this study will form a future objective of our
research.
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