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Abstract
A topic of fundamental importance and much current interest in nuclear physics is
the determination of the equation of state for asymmetric nuclear matter. Deter-
mining the equation of state is indeed essential for understanding many problems
in nuclear physics and a range of phenomena and processes in astrophysics, in-
cluding neutrons stars, supernovae, and nucleosynthesis in high-mass stars.
Directed and elliptic flows of neutrons and light charged particles were mea-
sured for the reaction 197Au +197 Au at 400AMeV incident energy within the
ASY-EOS experimental campaign at the GSI laboratory in Darmstadt (Ger-
many). This reaction system was shown to probe densities in excess of double
the nuclear saturation density. The experimental apparatus consisted of the Large
Area Neutron Detector LAND, 8 rings of the CHIMERA multidetector, the AL-
ADIN Time-of-Flight Wall, and the MICROBALL array. The last three detector
systems were used for event selection and determination of the impact parameter
and reaction plane for each event. The KRATTA triple telescope array was also
used to measure isotopic composition and flows of light charged particles.
The elliptic flow of neutrons and hydrogen isotopes was extracted and the
experimental ratio vn2 /v
Ch
2 was compared against predictions of the modified
UrQMD transport model. The value of the power law coefficient, γ = 0.72±0.19,
which describes the density dependence of the nuclear symmetry energy was de-
i
termined from a linear interpolation between the model predictions for values
of γ = 0.5 and γ = 1.5. This measurement represents a new and more strin-
gent experimental constraint on the strength of the symmetry energy at supra-
saturation densities. It is consistent with the previous value extracted from an
earlier FOPI-LAND experiment, but has achieved considerably smaller uncertain-
ties. This measurement favours a moderately soft to linear density dependence
of the nuclear symmetry energy.
ii
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1 Introduction
A topic of fundamental importance in nuclear physics is the determination of the
Equation of State for Asymmetric Nuclear matter. Determining the equation of
state is essential for understanding many problems in nuclear physics and a range
of phenomena and processes in astrophysics including neutrons stars, supernovae,
and nucleosynthesis in high mass stars. The ASY-EOS experiment [1] was con-
ceived to place tighter experimental constraints on the strength of the symmetry
energy at supra-saturation densities.
1.1 The Symmetry Energy and the Nuclear Equa-
tion of State
The nuclear Equation of State (EOS) describes the relationship between the en-
ergy, pressure, temperature, density and isospin asymmetry of nuclear matter [1].
The equation of state is made up of a symmetric component which is independent
of isospin asymmetry, E
A
(ρ, 0), where ρ is the density of nuclear matter, and an
asymmetric component which is related to the square of the isospin asymmetry,
δ and the value of the nuclear symmetry energy, Esym, [2] [3] [4]:
E
A
(ρ, δ) =
E
A
(ρ, 0) + δ2Esym(ρ) (1.1)
2
After several decades of experimental measurements constraints have been
placed on the symmetric component of the equation of state for densities up to
4.5 times the saturation density [5], see Figure 1.1.1, although it can be seen in
Figure 1.1.1 that there are still several different theoretical symmetric equations
of state which are consistent with the experimental constraints.
  
Figure 1.1.1: Figure adapted from [5]. The plot shows the experimental con-
straints from flow data on the zero temperature symmetric component of the
symmetric nuclear equation of state from saturation density up to 4.5 times
saturation density. Also shown are the theoretical predictions of various sym-
metric equations of state. P is the central pressure in the heavy ion collisions
(1MeV/fm3 = 1.6× 1032 Pa).
Asymmetric nuclear matter refers to nuclear matter which contains unequal
numbers of protons and neutrons. The degree of asymmetry is parameterized by
the isospin asymmetry (δ) which is expressed by:
3
δ =
ρn − ρp
ρn + ρp
(1.2)
Isospin asymmetry can also be defined for an atomic nucleus as:
δ =
N − Z
A
(1.3)
where ρn and ρp refer to the density of neutrons and protons in the nuclear
matter, respectively. The alternative definition in equation 1.3 can only be used
for an atomic nucleus and uses the neutron number, N, proton number, Z, and
the nucleon number, A.
The symmetry energy, Esym(ρ), can be defined as the difference between the
binding energies of symmetric nuclear matter and pure neutron matter. The den-
sity dependence of the nuclear symmetry energy can be characterized in different
ways:
Esym(ρ) = Sv +
L
3
(
ρ− ρ0
ρ0
) +
Ksym
18
(
ρ− ρ0
ρ0
)2 (1.4)
In this formulation the quantities L and Ksym are used to characterize the
density dependence of the symmetry energy. L is the slope parameter and Ksym
is the curvature parameter. The saturation density is ρ0 = 0.16 fm
−3 and is equal
to the density found in atomic nuclei. These parameters are related to several
features of nuclei and nuclear matter. Sv is the value of the symmetry energy at
saturation density. Figure 1.1.2 shows existing experimental constraints on the
values of Sv and L.
4
  
Figure 1.1.2: Adapted from [6]. Figure shows constraints on the Sv and L pa-
rameters of the symmetry energy. The orange region is from [7], blue band [8],
yellow band [9], red area [10], and the green region is from isotope diffusion in
heavy-ion collisions [11]. The hatched region is from mass and radius observa-
tions of neutron stars [12] [13]. The blue regions marked H [14] and G [15] are
from neutron-matter constraints.
Another parametrisation of the symmetry energy uses a power law and can
be expressed as:
Esym(ρ) = E
pot
sym + E
kin
sym = 22MeV(
ρ
ρ0
)γ + 12MeV(
ρ
ρ0
)
2
3 (1.5)
Epotsym and E
kin
sym are the potential and kinetic contributions to the total value
of the symmetry energy. A high value of γ means that the symmetry energy
increases strongly with density, this is referred to as a “stiff” symmetry energy
(γ = 1.5). If Esym has a weak dependence on density then it is called a “soft”
symmetry energy (γ = 0.5). See figure Figure 1.1.3. These values of γ represent
reasonable lower and upper values for γ that are consistent with experimental
5
constraints on the symmetry energy for low density and saturation density nuclear
matter.
  
Figure 1.1.3: Adapted from [16] and [17] . Figure shows several predictions for the
density dependence of the nuclear symmetry energy. The result using γ = 0.69
(solid grey line) is obtained from isospin diffusion data using the IBUU04 [18]
transport code. The stiff (dashed grey line) and super soft (dotted grey line) pa-
rameteriszations using the IBUU04 and LQMD [19] transport codes are obtained
from pi−/pi+ production ratios. Also shown are the predictions of UrQMD for
three different parameterizations of the potential term.
Experimental constraints have so far mostly been placed on the asymmetric
component of the symmetry energy at densities below saturation density by mea-
surements in neutron-rich nuclei of Giant Monopole [20], Giant Dipole [10], and
Pygmy Dipole resonances [21], measurements of isospin diffusion [22] and isotopic
ratios of reaction fragments [23] [24] in heavy-ion reactions. The symmetry en-
ergy is therefore more tightly constrained at densities up to saturation and this
is reflected in Figure 1.1.4 which shows that there is less variation in the model
predictions at these densities.
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Experimental constraints on the symmetry energy from heavy-ion collision
experiments are shown in Figure 1.1.4. The constraints are represented by the
shaded region which extends from saturation density down past half-saturation
density. In contrast to the symmetry energy at saturation density there is very
little experimental data, and no strong constraints on the strength of the sym-
metry energy, at higher densities. The lack of constaints at high nuclear density
means that there is a strong divergence seen in the theoretical models for the
density dependence of the symmetry energy (see Figure 1.1.4 and Figure 1.1.3).
  
Figure 1.1.4: Adapted from [25]. Figure shows the predictions for the density
dependence of the nuclear symmetry energy using Skyrme interactions [26]. Also
shown in the blue shaded region are the experimental constraints on the symmetry
energy from heavy ion collision experiments.
This absence of data at higher densities is due, in part, to difficulties involved
in making such measurements. In order to study the symmetry energy at supra
7
saturation densities heavy-ion collisions must be employed to create a region of
high-density nuclear matter and then any observables must be interpreted us-
ing a transport code. New observables needed to be proposed to investigate the
behaviour of the symmetry energy at high densities. As a result there are very
few experimental measurements at supra-saturation densities which have been
obtained so far. The consequence of this is that there is still a wide variation in
the model predictions for the high-density strength of the symmetry energy.
1.2 High-Density Probes of the Symmetry En-
ergy
In the previous section some experimental observables were mentioned, such as
dipole resonances and neutron-skin thickness in nuclei, which are sensitive to the
strength of the symmetry energy at densities below the saturation density but
these observables cannot be sensitive to the symmetry energy at high densities
because such densities are not reached in terrestrial nuclei.
In order to place constraints on the symmetry energy at high densities it is
necessary to make observations of dense nuclear matter. One way to do this is
to observe astrophysical phenomenon such as neutron stars [12] [27]. The only
way to study high-density nuclear matter in the laboratory is to use heavy-ion
collisions to create the high-density region.
Observables sensitive to the nuclear symmetry energy were proposed and de-
veloped in recent years which involve the detection of the products of these heavy-
ion reactions such as isotopic ratios, neutron/proton ratios [28] [29] [30] [31], neu-
tron and proton elliptic flow and directed flow ratios [32] [33] [34] [35] [36], pi
8
ratios and flows [37] [38], K ratios and flows [39], and Σ ratios and flows [40].
The top panel of Figure 1.2.1 shows that the densities reached in heavy-ion
collisions at intermediate energies are high enough to probe the symmetry energy
at supra-saturation densities. The density dependence of the symmetry energy
for several of the parameterizations that were used for these calculations is shown
in Figure 1.2.2. The model predictions shown in the lower panel of Figure 1.2.1
and Figure 1.2.3 indicate that neutron/proton and pi−/pi+ production ratios are
sensitive to the strength of the symmetry energy at high densities.
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Figure 1.2.1: Adapted from [35]. The top panel is a plot of density against time,
where t=0 is the start of the collision (1 fm/c = 3.3 x 10−24s). The figure shows
that the model predictions for the densities reached in 132Sn +124Sn heavy-ion
collisions at 400 AMeV are around two times the saturation density. The bottom
panel shows the predictions of the proton/neutron production ratios as a function
of time for this reaction. The x parameters correspond to different predictions on
the symmetry energy by different microscopic nuclear many-body theories using
different effective interactions. Lower values of x represent predictions for a stiff
symmetry energy and higher values are for a softer symmetry energy. [35].
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Figure 1.2.2: Adapted from [35] the figure shows the model predictions for the
density dependence of the symmetry energy for several parameterizations of the
momentum- and isospin-dependent single nucleon potential (MDI). Lower values
of x represent a stiffer density dependence of the symmetry energy.
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Figure 1.2.3: Adapted from [35] the figure shows the model predictions for the
pion production ratio in 132Sn +124Sn heavy-ion collisions at 400 AMeV. pi−/pi+
can be defined as the ratio of the number of pi− particles to pi+ particles produced
in the collision.
The observables which were used to measure the density dependence of the
symmetry energy in the ASY-EOS experiment are the directed flow and elliptic
flow of charged particles and neutrons, these variables will be discussed at length
in the next chapter.
1.3 Author’s Contributions
The analysis of the data from the ASY-EOS experiment was not a task designed
to be undertaken by a single person and as such it is important to describe in
which stages of the analysis I was involved. The ASY-EOS apparatus consisted of
five detector systems - LAND, CHIMERA, ALADIN TOF Wall, MICROBALL
and KRATTA (see chapter 3). Almost all of my work focused on analysing data
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from the LAND detector. I was involved in all stages of the analysis - calibration,
corrections, particle identification and clusterisation, extraction of flow parame-
ters (see chapters 4 and 6).
The LAND detector has been operated at GSI for several decades and the pro-
cedures for the calibration and analysis of LAND are well established. However
it was not possible to follow these procedures for much of the analysis process
due to the malfunction of some new timing electronics components used during
this experiment.
More senior members of the ASY-EOS international collaboration, P. Russotto
and W. Trautmann, coordinated the data analysis effort at several laboratories
(Catania, GSI, Krakow and Liverpool/Daresbury) and devised new procedures
which allowed us to extract the measurements of flow from LAND despite the
malfunctions.
As much of the analysis used these new procedures my primary task was to
implement the new analysis procedures in parallel to the analysis conducted by P.
Russotto. I contributed to the calibration and timing corrections and performed
my own analysis in which I used clusterisation procedures to identify detected
particles and extract the elliptic and directed flow for neutrons and charged par-
ticles. Finally I compared these measurements against model predictions and
extracted a value for γ which was used to characterize the density dependence of
the nuclear symmetry energy.
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2 Relativistic Heavy-Ion Collisions
As stated earlier a way to study the symmetry energy at supra-saturation densities
is using relativistic heavy-ion collisions between isospin asymmetric nuclei [16].
When two such nuclei collide a region of high density nuclear matter is created
where nucleons from the projectile nucleus collide with those in the target nucleus
- this will be referred to as the overlap region. In each collision we can separate
the nucleons of the two nuclei into two categories, spectator nucleons which are
not directly involved in the collision and participant nucleons which are located
in the overlap region of the two nuclei and form part of the high-density region
during the collision.
2.1 Impact Parameter
The impact parameter, b, is a quantity that is defined, for each collision, as the
length of the vector which goes between the centre of the target nucleus and
the trajectory of the projectile nucleus, and which is perpendicular to the beam
axis [41], see Figure 2.1.1. The nucleus is an extended object composed of many
interacting particles and the size of the impact parameter will determine how
many of the constituent particles are directly involved in the collision, and on the
number of spectator nucleons which can influence the way the collision evolves
over time.
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Therefore the size of the impact parameter will have a significant effect on the
evolution of any heavy-ion collision. For example, more central collisions with
smaller values of b will involve greater transfer of energy and momentum [42]
than is the case in peripheral collisions which have large b values.
This means that there will be large fluctuations in the observables from each
event depending on the value of the impact parameter and so any comparison of
the observations from heavy-ion collisions to theoretical models will require that
events are selected which fall within a narrow range of b values.
The impact parameter cannot be measured directly and has to be estimated
from measurements of global observables. A global observable is determined by
using all or most of the detected particles. The global variables used to estimate
the impact parameter in the ASY-EOS experiment are the light charged particle
transverse kinetic energy (E⊥12), ratio of transverse to longitudinal kinetic energy
of detected particles (ERat), total charge of Z≥2 products (Zbound) and the Z value
of the largest charged fragment (ZMax).
15
  
Figure 2.1.1: Schematic diagram showing the impact parameter b in a mid-
peripheral heavy-ion collision.
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2.2 Reaction Plane
The reaction plane is defined for each binary collision as the direction of the vector
which is perpendicular to the beam axis and points from the target nucleus to
the trajectory of the projectile nucleus. Like the impact parameter the reaction
plane cannot be directly measured and must be estimated from global variables
for each event. The reaction plane can be determined by constructing a vector,
~Q, which is defined in equation 2.1 and illustrated in Figure 2.2.1.
~Q =
N∑
n=1
~unwn (2.1)
Where N is the number of detected particles being used to estimate the Q-
vector, ~un is the unit vector which is parallel to the transverse momentum of
the detected particle and wn is the weighting factor. The value of the weighting
factor is set as wn = 1 for particles are identified as being spectator nucleons
from the projectile nucleus and wn = −1 for particles which are identified as
being spectator nucleons from the target nucleus. Particles which are identified
as coming from the overlap region of the collision are given a weighting factor of
zero.
Taking the sum of the transverse momentum vectors for all detected reaction
products, the resultant vector defines the reaction plane and the azimuthal dis-
tribution of the reaction products is measured relative to this vector. Azimuthal
distributions show how particles are emitted from the heavy ion collision in the
plane which is perpendicular to the beam axis. Such distributions are always
measured relative to the reaction plane.
In order to determine the reaction plane it is necessary to identify whether
a detected particle originated in the spectator nucleons of the projectile or the
target nucleus, or if it came from the high density overlap region of the collision.
In order to make this determination the particles rapidity, ylab, is measured:
17
  
Figure 2.2.1: Adapted from [43]. Diagram of a semi-central heavy ion collision
viewed along the beam axis. The Q vector defined in equation 2.1 is shown
along with the impact parameter, b. You can see that the measured value of Q
differs from the true value by ∆φ. The dashed line represents an emitted particle
with a measured azimuthal angle of Ψ and a true azimuthal emission angle of
φ = Ψ + ∆φ.
ylab =
1
2
ln
E + pLc
E − pLc (2.2)
Where E is the kinetic energy of the particle and pL is the component of the
particle’s momentum which is parallel to the beam axis.
Particles detected in forward rapidity, such as particles coming from the pro-
jectile nucleus, are typically given a weighting factor of 1 whilst those with back-
wards rapidity, originating from the target nucleus, are weighted by -1. Details of
the rapidity ranges used in the ASY-EOS experiment can be found in Table 6.1.1.
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However for any event the measured reaction plane can differ from the true
reaction plane, called the particle plane [44], see Figure 2.2.2, because the dis-
tribution of the participant nucleons in the overlap region may have a different
principal axis from that of the overlap region. The consequence of this is that
when azimuthal anisotropies are measured over a large number of events they
will always appear smaller than the true ones because the distributions become
smeared by the error, ∆φ, in the reaction plane [43].
  
Figure 2.2.2: Schematic diagram illustrating the difference between the reaction
plane and particle plane for a mid-peripheral heavy-ion collision [44].
2.3 Directed and Elliptic Flow
Flow in heavy-ion collisions is a collective motion caused by interactions between
the constituents of the colliding particles which causes particles to be emitted pref-
erentially in certain directions. Elliptic flow can be described as an anisotropic
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emission pattern in which particles are emitted more strongly along a particular
azimuthal axis. For example, in the case of heavy ion collisions at intermediate
energies the nucleons are emitted most strongly along the axis that is perpen-
diclar to the reaction plane.
  
Figure 2.3.1: Adapted from the NuSYM11 lecture presented by W.Lynch. The
figure shows how the high density overlap region evolves during a heavy ion
collision.
In mid-peripheral heavy-ion collisions, which are collisions with an impact
parameter between 5.5 - 7.5fm [16], the expansion of the high density region of
nuclear matter is constrained by the spectator nucleons as shown in the diagram
of Figure 2.3.1. This leads to a phenomenon called elliptic flow in which the
azimuthal emission of mid-rapidity reaction products occurs anisotropically with
a greater number of reaction products being emitted perpendicularly to the re-
action plane. This elliptic flow can be parameterized by fitting the azimuthal
20
distribution of the emitted mid-rapidity particles with a Fourier expansion.
dN
dφ
=
1
2pi
(1 + 2
2∑
n=1
vncos[nφ]) (2.3)
The first coefficient, v1, is called the directed flow and the second coefficient,
v2, is the elliptic flow. The values of v1 and v2 represent the magnitudes of the
directed and elliptic flow. φ is the azimuthal angle which is measured relative to
the reaction plane of each individual collision.
The ratio of the v2 of neutrons and protons, or neutrons and light charged par-
ticles, is predicted to be sensitive to the strength of the nuclear symmetry energy
at high density. Figure 2.3.2 shows that the vn2 /v
H
2 ratio predicted in the UrQMD
calculations changes significantly between the stiff and soft parameterizations of
the symmetry energy. Higher values of vn2 /v
H
2 indicate that the symmetry energy
has a stiffer dependence on the density of nuclear matter.
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Figure 2.3.2: Adapted from [16]. Figure shows the modified UrQMD [45] [46] [47]
predictions for the v2 of protons, hydrogen isotopes and neutrons for the stiff
(γ = 1.5) and soft (γ = 0.5) parameterizations of the symmetry energy. The
relative strengths of vn2 and v
p
2 are reversed in each case.
In summary Figure 2.3.2 shows that simulations using the UrQMD transport
model predict that the elliptic flow for neutrons is significantly larger in the case
of a stiff symmetry energy than for the soft case. Therefore by comparing the
ratio of the neutron and proton v2 to the UrQMD predictions it is possible to
place constraints on the value of the symmetry energy at high nuclear densities.
2.4 Ultrarelativistic-Quantum-Molecular-Dynamics
(UrQMD)
Ultrarelativistic-Quantum-Molecular-Dynamics is a transport model originally
designed to study particle production at high energies [48] and which was modified
22
for heavy-ion collisions at intermediate energies [45] [46] [47]. The modifications
involved using a nuclear mean field which corresponds to a soft equation of state
with momentum dependent forces [16] [49]. The modified UrQMD was used to
interpret the results from the FOPI (see Section 2.5) and ASY-EOS experiments.
The density dependence of the nuclear symmetry energy can be described in
terms of a potential and kinetic component [50] using the power law which is first
outlined in equation 1.5:
Esym(ρ) = E
pot
sym + E
kin
sym = 22MeV(
ρ
ρ0
)γ + 12MeV(
ρ
ρ0
)
2
3 (1.5)
The parameter γ determines how strongly the symmetry energy depends on
density, a larger γ value means a stronger density dependence which is called a
“Stiff” symmetry energy. Lower γ means a weaker density dependence and cor-
responds to a “Soft” symmetry energy. The UrQMD predictions are made for
two choices of γ = 0.5, which represents a soft dependence, and γ = 1.5 which is
a stiff density dependence, see figure Figure 1.1.3.
Constraints can be placed on the strength of the symmetry energy by com-
paring the results from experiment against UrQMD predictions for both the soft
and stiff parameterisation of the symmetry energy which have been filtered for
the acceptance and conditions of the experiment. It is then possible to use a
linear interpolation to extract a value of γ from the data.
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2.5 The FOPI Experiment
The FOPI experiments conducted at GSI used the LAND (see Section 3.5) and
FOPI Phase 1 detectors [51] to measure collective flow observables for neutrons
and isotopes of hydrogen [52]. These experiments were not originally designed
to probe the symmetry energy using elliptic flow ratios but the data were re-
analysed [53] and compared against the predictions of the UrQMD model in or-
der to determine constraints on the symmetry energy. The UrQMD model used
in this re-analysis was modified for use with heavy-ion collisions at intermediate
energies [45] [46] [47].
In the FOPI experiment LAND was used to detect neutrons and light charged
fragments from the heavy-ion collisions. The FOPI forward wall [51] was used
to estimate the impact parameter and reaction plane of each event thus allowing
azimuthal distributions relative to the reaction plane to be produced for neutrons
and light charged particles which were identified by LAND. These azimuthal dis-
tributions exhibited the anisotropies which were described in the previous sections
as directed flow and elliptic flow.
The v1 and v2 flow values extracted from the FOPI reanalysis are shown in
Figure 2.5.1. Figure 2.5.2 shows the v2 ratio for neutrons and hydrogen isotopes
which are compared against the UrQMD predictions. The modified UrQMD code
was used to produce predictions of the v2 ratio for a soft (γ = 0.5) and hard sym-
metry energy (γ = 1.5). The experimental data were then compared against the
UrQMD predictions using a linear interpolation between the predicted values of
v2 for γ = 0.5 and γ = 1.5 to extract a value for γ from the data.
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Figure 2.5.1: Top panel shows the v1 values against normalized rapidity for pro-
tons, charged particles and neutrons measured in the FOPI experiment. The
UrQMD predictions for stiff (γ = 0.5) and soft (γ = 1.5) symmetry energy are
shown as solid and dashed lines respectively. The lower panel shows the same
plot for v2 measurements. The figure is taken from [53]. Normalized rapidity is
defined as ylab/yp, where yp is the rapidity of the projectile nuclei.
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Figure 2.5.2: The plot shows the ratio of v2 for neutrons and hydrogen isotopes,
integrated over a rapidity range of 0.25 ≤ y/yp ≤ 0.75, as a function of transverse
momentum per nucleon. These results are compared against the UrQMD model
predictions which are obtained using the FP1 and FP2 parameterisations in the
top and bottom panels respectively. The figure is adapted from [53]. FP1 and
FP2 are different parameterisations of the UrQMD transport model which are
used to simulate the heavy ion collisions. FP1 and FP2 are expected to under-
predict and over-predict the magnitude of the elliptic flow respectively and so the
most probable value for γ should be between the values returned by these two
parameterizations. Details of FP1 and FP2 can be found in reference [54]
.
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The values of γ derived from the linear interpolations are 1.01 ± 0.21 for
the FP1 parameterisation and 0.98 ± 0.35 for FP2. In addition to these mea-
surements the v2 ratio for neutrons and protons was also extracted and yielded
γ = 0.99 ± 0.28 and γ = 0.85 ± 0.47 for FP1 and FP2 respectively. This is sig-
nificant because the results give similar values for γ even when interpreted using
different paramaterisations of the UrQMD code.
These measurements were combined to give a final value of γ from the FOPI
data of γ = 0.9 ± 0.4. This result was consistent with fragmentation studies of
nuclear matter below saturation density [21] [55] [11] which favour a moderately
soft symmetry energy but it is acknowledged that the limited statistics in the
FOPI experiment limit the constraints which can be placed on the symmetry
energy. Following these results further experimental work was suggested to reduce
the uncertainties and place tighter constraints on the symmetry energy at supra
saturation densities [53].
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3 The ASY-EOS Experiment
This Chapter describes the equipment used to produce the beam, and the detec-
tor systems used to select and take measurements of the collisions between the
beam and the target nuclei, in a new experiment performed at the GSI Helmholtz
Centre for Heavy Ion Research near Darmstadt, Germany, in 2011. The ASY-
EOS experiment was conceived to probe the density dependence of the nuclear
symmetry energy at high densities by measuring the elliptic flow of both hydro-
gen and neutrons in 197Au + 197Au heavy-ion collisions at 400 AMeV.
As mentioned in the previous chapter, an earlier experiment using the LAND
and FOPI detectors took measurements of neutron and hydrogen elliptic flows [56]
for Au + Au systems but was not originally designed to place constraints on the
symmetry energy due to the limitations of theoretical models at the time [1]. Sub-
sequent developments in theoretical modelling allowed the data from the FOPI
experiment to be re-analysed with a focus on measuring the symmetry energy but
poor statistics meant that no strong conclusions could be drawn from the data.
The ASY-EOS experiment was proposed to make similar measurements of
the neutron/hydrogen elliptic flow ratio for the same 197Au + 197Au system but
with the aim of improving upon the statistics of the FOPI experiment by a factor
between 20-30 in order to place more stringent constraints upon the symmetry
energy at high densities.
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3.1 The GSI Heavy-Ion Accelerator Facility
The ASY-EOS experiment was performed at the GSI heavy-ion accelerator facil-
ity. The schematic diagram in Figure 3.1.1 shows the major components of the
GSI facility. The heavy-ion beam originates from ion sources at the start of the
UNIversal Linear ACcelerator (UNILAC). The UNILAC accelerates the ions to
18 AMeV and injects the beam into the Heavy Ion Synchrotron (SIS) which has
a maximum bending power of 18 Tm. The UNILAC and SIS18 accelerators are
capable of accelerating any stable ion from hydrogen up to uranium and can reach
energies of between 1-4.5 AGeV, depending on which ion species is being accel-
erated. After the SIS18 the beam can be injected into the FRagment Separator
(FRS) which can be used to produce secondary radioactive ion beams. However,
the ASY-EOS experiment used a stable beam of 197Au which was delivered di-
rectly from the SIS18 to the ASY-EOS setup in Cave C of experimental hall II.
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Figure 3.1.1: Schematic overview of the GSI heavy-ion accelerator facility in
Darmstadt (Germany).
3.2 Overview of the Experimental Apparatus
The 400 AMeV 197Au heavy-ion beam entered Cave C in a vacuum tube and
the Start detector, which was located just upstream from the ALADIN Dipole
magnet [57], was used to register the arrival time of each ion. After the beam
passed through the Start detector it entered the ALADIN magnet which is a per-
manent fixture in Cave C but was turned off for the ASY-EOS experiment. The
dimensions of the cave made it necessary to locate the target and most of the
detector systems downstream of ALADIN, which meant that it was not possible
to place the target inside the vacuum tube. This required that the MICROBALL
detector [58] be positioned around the target and used as a back-angle hodoscope
to allow collisions between the beam and the target to be distinguishable from
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collisions with particles in the air.
When a collision between a beam ion with a target nucleus takes place, the
reaction fragments emitted at small forward polar angles were detected by 4
rings of the CHIMERA detector [59] and the ALADIN TOF Wall [57], which
were both used in the determination of the reaction plane and impact parame-
ter in addition to forming part of the good event trigger. Fragments emitted at
larger polar angles, from the mid-rapidity region, were detected by LAND [60]
and the Krakow array, which is also called KRAkow Triple Telescope Array
(KRATTA) [61]. LAND was used to measure emission angles and energies of
neutrons and charged particles from the mid-rapidity region.
Figure 3.2.1 and Figure 3.2.2 show pictures and schematic diagrams of the
experimental setup.
Figure 3.2.1: Photograph of the ASY-EOS experimental setup in Cave C at GSI.
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The CHIMERA and ALADIN TOF Wall detector systems were positioned
directly downstream from the target, after the ALADIN magnet. CHIMERA
was composed of 4 rings which gave 2pi coverage of azimuthal angles over a nar-
row range of forward polar angles and formed the main part of the system used
to determine the reaction plane of each collision. The ALADIN TOF Wall was
used to measure the atomic number and velocity of collision fragments emitted at
small polar angles. This information was useful for the determination of the the
reaction plane and impact parameter of each collision. The LAND and KRATTA
detectors where positioned downstream of the target on opposite sides of the
beam axis. Both detectors were located at polar angles which allowed them to
measure mid-rapidity particles with high transverse momenta.
Figure 3.2.2: Schematic diagram of the ASY-EOS experimental setup in Cave C
at GSI.
32
3.3 Event Selection
The beam intensity during the experiment was approximately 100,000 particles
per second, which had around a 1-2 percent probability of interacting with the
target. The result is around 1000 Au-Au collisions per second. Of these collisions
we are only interested in those which have impact parameters small enough to
include a significant number of nucleons in the reaction but large enough that
the expansion of the high density region is still effectively constrained by the
spectator nucleons.
Event selection refers to the process by which such suitable collisions are se-
lected from the larger body of data. In the sections below I will describe the
various detector systems used in the event selection process and explain their
function.
The event selection was performed by the start detector, Microball, CHIMERA
and the ALADIN TOF wall. A brief description of the composition and function
of each of these detectors is given in the following sections.
3.3.1 Start Detector
The purpose of the Start detector is to register the time of arrival of a beam
particle. This information is vital as it is needed to determine the time-of-flight
of the collision fragments which are observed by all the other detectors. The
Start detector is the only detector in this experiment which was located inside
the vacuum pipe and consists of a single plastic scintillator foil which is read by
two photomultiplier tubes.
A maximum beam intensity of 100,000 particles per second was used to ensure
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that the Start detector was able to measure the arrival time of each particle. The
signal from the Start detector was sent on a delay circuit and used as a common
stop by the LAND TacQuila timing electronics.
3.3.2 MICROBALL
For this experiment it was necessary to locate the target downstream of ALADIN,
which meant that it was not possible to place the target in vacuum. This also
meant that we needed a way to distinguish collisions between the beam and the
target nuclei from those with particles in the air and the beam window.
Figure 3.3.1: Part of the MICROBALL detector array used in the ASY-EOS
experiment.
Air particles are far lighter than the beam particles and so these collisions
produce fragments which mostly scatter forwards, whereas the mass symmetric
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collisions with the target nuclei would produce a greater number of back scat-
tered particles. Part of the MICROBALL array [58] was placed around the target
and was used to measure the distribution of collision fragments with backward
scattering angles on an event-by-event basis and so provided a trigger for the
collisions of interest.
The part of the MICROBALL detector which was used (see Figure 3.3.1)
consisted of 50 CsI(Tl) detector elements which where each 1 cm thick and ar-
ranged into 4 rings which covered polar angles between 60 and 147 degrees. For
collisions between the beam and the target nuclei the azimuthal distribution of
back scattered fragments could be anti-correlated with the distribution seen in
CHIMERA and used to help estimate the reaction plane of the collision.
3.3.3 ALADIN Time-of-Flight Wall
The ALADIN Time-of-Flight Wall [57] was located directly downstream from
CHIMERA and used to detect charged particles emitted at polar angles less than
7◦. The TOF Wall is composed of 192 vertically orientated plastic scintillator
paddles arranged into 2 planes. Each plane is 2.4 m wide and 1 m high. The pad-
dles themselves are 2.5 cm wide by 1 cm thick and are read out at each end by a
photomultiplier tube. The TOF Wall can measure time of flight with a resolution
of about 250 ps for lithium fragments with the resolution improving smoothly to
100 ps for Z≥10. The TOF Wall was used with CHIMERA and MICROBALL
to estimate the reaction plane and impact parameter for each event.
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3.4 CHIMERA
Figure 3.4.1: The 8 rings of the CHIMERA multi-detector array used in the
ASY-EOS experiment.
The CHIMERA multi-detector array (Charged Heavy Ion Mass and Energy Re-
solving Array) [59] is a 4pi detector which is operated at the LNS in Catania
(Italy) and is composed of 1192 trapezoidal cells arranged into rings. 8 of these
rings, containing 352 cells of 12 cm thick CsI(Tl), were transported to GSI for
the ASY-EOS experiment and installed to give full 2pi coverage around the beam
axis over a range of polar angles from 7-20◦ (see Figure 3.4.1). Each ring also had
4 300 µm Silicon detectors placed in front of the cells which were directly above,
below and to the sides of the beam axis.
Data from CHIMERA were used in conjunction with the TOF Wall and MI-
CROBALL to estimate the reaction plane and impact parameter for each event,
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see section 2.2 for details. Events were only considered if there were at least 4 hits
in CHIMERA plus 2 hits in MICROBALL to ensure that it was a beam-target
interaction.
37
3.5 LAND
The Large Area Neutron Detector (LAND) is capable of detecting neutrons with
energies from 100 MeV up to 1000 MeV with efficiency in excess of 90% for the
higher energy neutrons [60]. LAND was placed 5 m from the target and occupied
polar angles in the range 35◦-57◦, which covers the mid-rapidity kinematic region
of the collision products. This allowed LAND to measure the emission angles
and energies of the neutrons and hydrogen isotopes produced in the heavy-ion
collisions, from which the elliptic and directed flow were determined. LAND is
not a 2pi detector but is able to build up to full 2pi azimuthal distributions over
a large number of events because the azimuthal angles are measured relative to
the reaction plane of the heavy-ion collision which has a random orientation for
each event.
3.5.1 Structure of LAND
The LAND detector is constructed from 200 paddles which are arranged into 10
planes with paddles in adjacent planes being arranged perpendicularly to each
other in order to provide position resolution in both horizontal and vertical di-
rections (see Figure 3.5.1). Each paddle is 2 m long, 10 cm wide and 5 cm thick
and is composed of 10 layers of 5 mm thick plastic scintillator placed in between
11 layers of iron. The iron layers are each 5 mm thick except for the outer layers
which are only 2.5 mm thick in order to maintain a consistent structure from the
front to the back of the detector [60].
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Figure 3.5.1: Schematic diagram of the structure of LAND without the VETO
[60].
Interactions between high-energy neutrons and the iron layers produce sec-
ondary charged particle showers which are detected by the plastic scintillator.
The layers of plastic scintillator feed into a single photomultiplier tube at each of
the paddle and the signal from the photomultiplier is split into two signals (see
Figure 3.5.2). One goes to a TDC via a constant fraction discriminator which
operates on a common stop used to determine the time of flight for the detected
particle (see below for details on the TacQuila17 timing electronics). The second
is read by a QDC which provides information on the energy. The position of the
detected particle can be determined by comparing the TDC or the QDC signals
of the photomultipliers at each end of the paddle.
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Figure 3.5.2: Schematic diagram of the structure of a paddle of the LAND detec-
tor [60].
3.5.2 The VETO Wall
For the ASY-EOS experiment it was vital that LAND be able to distinguish
between neutrons and charged particles. This required the use of the VETO
wall. The VETO is a plane of plastic scintillator paddles which is positioned in
front of LAND and covers the same area. The VETO is made up of 20 paddles
which are parallel to the paddles of LAND’s first plane. Each of the VETO
paddles is a strip of the same plastic scintillator used in LAND and measures 2
m long by 10 cm wide and 5 mm thick.
Neutrons will pass through the VETO without interacting whereas charged
particles will deposit enough energy to be recorded (see Figure 3.5.3). Any event
in LAND can then be identified as a charged particle if it is detected in coinci-
dence with the VETO, the conditions for coincidence in the ASY-EOS experiment
were defined as being hits in corresponding paddles of both the VETO and the
1st plane of LAND which were separated by no more than 10 cm in position and
1.5 ns in time.
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Figure 3.5.3: Schematic diagram illustrating interactions of charged particles and
neutrons with LAND.
3.5.3 TacQuila17 Timing System
During this experiment the LAND detector used a new set of timing electronics
called TacQuila17 which promised time resolution on the order of σ = 10 ps [62].
The system is called TacQuila17 because each of the electronics boards has 16
channels plus 1 extra channel. The 17th channel is a common stop which receives
its signal from the Start detector via a delay circuit. This signal stops the time
measurement on all of the other channels. The value returned from the 17th
channel is called tac17 or sometimes t17.
To measure the time at which a signal is detected in one of the LAND pho-
tomultipliers the TacQuila17 system uses 2 TAC (Time-to-Amplitude Converter)
channels and an external 40MHz clock. The first TAC channel, which can be
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any of the first 16 channels on the TacQuila board, measures the time of arrival
for the particle relative to the clock cycle. This means that the TDC only needs
to operate over a range of 25 ns, thus allowing the very high timing resolution
of this system. The first TAC channel (tacch) starts timing when the particle
is detected in LAND and stops at the leading edge of the next clock cycle. A
counter then records the number of clock cycles until the stop signal is received
at the 17th TAC. Channel tac17 begins timing when this signal arrives and stops
at the leading edge of the next clock cycle. See Figure 3.5.4.
Figure 3.5.4: Timing diagram showing how the TacQuila TAC measurements are
made against the external clock [62].
The calibrated values for tacch and tac17 are then used to calculate the cali-
brated time for a hit in LAND. This calibrated time (tcal) is the time between
the signal from the photomultiplier being received and the arrival of the delayed
common stop signal from the start detector:
tcal = tacch +
counter
frequency
− tac17 (3.1)
If a tcal value is recorded for both photomultipliers of a particular paddle then
these values, called tcal1 and tcal2, can be used to determine the time-of-flight
and position of the hit within LAND. Further details of this procedure are given
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in Sections 4.4 and 4.3, respectively.
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3.6 KRATTA
The KRAkow Triple Telescope Array (KRATTA) [61] (see Figure 3.6.1) was used
to measure the energy, emission angles and isotopic composition of the light
charged reaction products. The detector was positioned 40 cm from the target
covering a range of polar angles from 20-64◦ on the opposite side of the beam
axis to LAND. KRATTA is composed of 35 modules which were arranged in a
7x5 array for the ASY-EOS experiment. Each module of KRATTA is composed
of two optically decoupled CsI(Tl) crystals and three large 500 µm thick PIN
photodiodes, see Figure 3.6.2.
Figure 3.6.1: Image of the KRATTA detector taken in Cave C before the ASY-
EOS experiment.
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Figure 3.6.2: Schematic diagram of a KRATTA module [61].
The first photo-diode is used as a Si ∆E detector and only provides the ion-
isation signal, the second works in a “Single Chip Telescope” [61] configuration
and reads the ionisation signal and the light output from the smaller crystal.
The final photo-diode just reads the light from the larger crystal. In addition to
the functions described above KRATTA was positioned so as to have a similar
kinematic acceptance to LAND. This meant that it could also be used to measure
the elliptic flow for light charged reaction products and corroborate the measure-
ments of hydrogen elliptic flow made by LAND.
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4 Calibration of LAND and VETO
This chapter outlines the procedures for calibrating the LAND and VETO de-
tectors.
4.1 Cosmic Runs
The standard procedure for calibrating the LAND detector uses cosmic particles,
mostly muons, which have enough energy to penetrate the concrete ceiling of
the experimental cave above LAND. To ensure that only cosmic particles are
recorded, a trigger is used which requires a signal to be detected in coincidence
with a minimum of 5 scintillator paddles. Cosmic runs are used to generate a
large number of events evenly distributed along each paddle of LAND, which can
be used to calibrate the detector. Roughly 150,000 cosmics events are required
to perform reliable calibrations of position, time and energy in LAND [60].
4.2 Shadow Bar Runs
During the experiment a series of runs was conducted using the 197Au target and
400 AMeV beam but a solid iron block, called the Shadow Bar, was placed be-
tween the target and the LAND detector. The data from these runs were used
later to perform background subtraction in the data analysis. The reason for tak-
ing background measurements with an active beam is that the neutrons produced
in the heavy-ion collisions will induce secondary reactions in the apparatus and
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environment surrounding LAND, which will contribute to the total background.
It was therefore necessary to use the shadow bar to absorb any reaction products
which were emitted directly at LAND without affecting any of the other reaction
products.
4.3 Position Calibration
The position of an event in LAND can be determined from the difference in the
time at which the event is detected in the two photomultipliers at either end
of the scintillator paddle. For the event shown in Figure 4.3.1 the time for the
scintillation light to propagate from the point of interaction of a particle with the
scintillator to a photomultiplier will be given by:
t1 =
x1
vsc
and t2 =
x2
vsc
(4.1)
Were vsc is the propagation velocity of scintillation light in the LAND scintil-
lator material and is equal to 15.7 ± 0.3 cm/ns [60].
Figure 4.3.1: The figure shows scintillation light propagating through a paddle of
LAND. x1 and x2 are the distances between the event and each photomultiplier.
x is the position relative to the centre of the paddle. L is the length of the paddle
(200 cm).
The position in the paddle, x, can be defined relative to the centre of the
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paddle as:
x =
t2 − t1
2
∗ vsc (4.2)
t1 and t2 are not directly measured in LAND but are incorporated into the
tcal output from TacQuila17 (see equation 3.1). The tcal value is the time be-
tween when an event is recorded in the TDC and the arrival of the common stop
signal which comes from the start detector via a delay circuit and so tcal can be
expressed as:
tcal1 = td − (tf + t1 + tpme1 + tb) (4.3)
where td is the time that the common stop signal takes to reach the TacQuila
17
board from the start detector, tf is the time-of-flight of the detected particle from
the target to LAND, tpme1 is the time that the electrical signal takes to reach the
TacQuila17 board from the LAND photomultiplier, tb is the time that the beam
particle takes to travel from the Start detector to the target. td and tb are constant
over all events and tf will be the constant for any given event meaning that these
quantities will cancel out when the difference between tcal1 and tcal2 is calculated.
tcal1 − tcal2 = (t2 − t1) + (tpme2 − tpme1) (4.4)
The uncorrected position, xuc, in the paddle can then be determined using:
xuc = (tcal1 − tcal2) ∗ vsc (4.5)
In principle the position within the paddle can be determined using the equa-
tion 4.5 but differences in the cable lengths between the photomultipliers and the
TacQuila17 electronics boards can cause the determined position of an event to
be offset by a value equal to (tpme2 − tpme1) ∗ vsc.
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The procedure for correcting this offset is to plot a histogram of the positions
for a sample of cosmic particles and measure the mean position of the distribu-
tion, µc (see upper panel of Figure 4.3.2). It is assumed that the cosmic events
are distributed evenly throughout the paddle so µc should equal zero, but the
differences in the timing electronics mean that µc will actually be equal to the
offset:
µc = (tpme2 − tpme1) ∗ vsc (4.6)
A value tdiff is defined for each paddle using the cosmic data. tdiff is equal
to half of tpme2 − tpme1:
tdiff =
µc
2vsc
(4.7)
All tcal values are adjusted using the tdiff value to remove the offset due to
differences in the timing electronics:
tcor1 = tcal1 − tdiff (4.8)
tcor2 = tcal2 + tdiff (4.9)
The corrected position, xcor, can now be determined (see lower panel of Figure
4.3.2):
xcor = (tcor1 − tcor2) ∗ vsc (4.10)
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Figure 4.3.2: The upper plot shows the uncorrected position spectrum for cosmics
events in LAND as determined by equation 4.5. The green line marks the centre
of the paddle and the red line marks the mean of the distribution. The lower plot
shows the position in LAND after the tcal values have been corrected.
4.4 Time Calibration and Synchronization
In addition to implementing the tdiff correction it is also necessary to apply an
additional correction, called tsync, in order to correct for the differences between
the timing circuits of each of the paddles in LAND. Differences between the tim-
ing circuits of each paddle cause the time-of-flight measurements to be offset by
a different value for each paddle. It is important to remove these differences from
the time-of-flight data because accurate time-of-flight data are essential for the
clusterization procedure in LAND.
This correction is applied by finding the difference between the timing circuit
of each paddle with respect to a reference paddle, which in this experiment was
paddle 107. The correction was applied by taking the time-of-flight spectra of
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each paddle, integrated over a large sample of the direct unreacted beam data,
and measuring the position of the beam peak for each spectrum. A correction
factor, tsync, was calculated for each paddle by finding the difference between the
peak of each time-of-flight spectrum and the peak of the spectrum from paddle
107.
4.5 Energy Calibration
It is also possible to measure the position of an event in a paddle using the QDC
data from each photomultiplier. The position can in principle be found by taking
the logarithm of the pulse height ratio for the two photomultipliers. However such
a distribution will be skewed due to differences in the gain of each photomulti-
plier. Any differences in the gains can be equalised by producing a histogram of
the logarithm of the pulse height ratios and applying a correction factor to each
photomultiplier so that the distribution becomes centred on zero.
A simple test can be performed to check that the position calculated from
the time data is concordant with that calculated from the energy. The position
from time, hereafter referred to as post, and the position for energy, pose, can be
plotted against each other as shown in Figure 4.5.1. If the positions calculated
are the same then you expect to see a single positive correlation between the two
values but all of the plots of post vs pose produced multiple positive correlations.
The central feature of the plot (labelled B) shows the expected relationship be-
tween post and pose but the other features shown in the plot (labelled A and C)
indicate that, for some of the data, the positions calculated from energy and time
do not agree. In addition it can be seen that some of the positions determined
from the extracted tcal values are actually outside of the LAND detector and so
must be incorrect.
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After analysing the QDC and TDC data, the cause of this problem was found
to be the new TacQuila17 timing electronics. The problem was caused by the
clock counter miscounting the number of clock cycles between the start and stop
signals with the result that the returned value of tcal would sometimes be offset
from its true value by an integer multiple of 25 ns. A siginificant fraction of the
data was affected by this fault and the 25 ns shifts could occur in either direction,
meaning that they could make the tcal values larger or smaller. This fault was
present in the data from every photomultiplier in both LAND and the VETO
detectors, in every run of the experiment.
Figure 4.5.1: 2D histogram of position in LAND extracted from time measure-
ment, post, against position from energy, pose. In the region B the position
determined from time is consistent with the position determined from the de-
posited energy. In regions A and C however the positions determined by these
methods are not consistent due to a fault with the TacQuila17 electronics.
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4.6 Corrections to LAND Data
The fault with the TDC data identified in Section 4.5 resulted in significant de-
lays to the data analysis process, whilst a procedure was developed to correct the
data. The final correction procedure is outlined in this section and the develop-
ment and implementation of these corrections constitutes a significant part of my
contribution to the data analysis.
Because it is was the clock counter which malfunctioned, this meant that any
corrupted data could be corrected by adding or subtracting a integer multiple of
25 ns to the tcal value. The most difficult part of the correction procedure was
identifying which hits had been corrupted.
It is clear that any event found outside of region B in Figure 4.5.1 is likely
to have suffered a 25 ns shift but it was impossible to tell from this plot which
photomultiplier had been affected by the 25 ns jump because the faulty clock
counter could cause either an increase or a decrease in the tcal value. An event
could be shifted into section A either because tcal1 had been increased by 25 ns
or tcal2 had been decreased by 25 ns.
In addition to this there were events in which both photomultipliers had expe-
rienced a 25 ns jump in the same direction; this meant that the position calculated
for such an event would be consistent with the position from energy but the time-
of-flight would be incorrect. A summary of the different ways in which the data
could have been corrupted by these 25 ns jumps is displayed in Table 4.6.1.
It should be noted that time jumps larger than 25 ns are seen in the data
but these constitute a much smaller fraction (less than 1%) of the data and these
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PM1 time jump PM2 time jump Effect on position (cm) Effect on time-of-flight (ns)
+25 0 +196.25 -12.5
-25 0 -196.25 +12.5
0 +25 -196.25 -12.5
0 -25 +196.25 +12.5
+25 +25 0 -25
-25 -25 0 +25
Table 4.6.1: The effect of the time jumps on the measured time of flight and
position of a detected particle.
events have been excluded from the data analysis.
After extensive investigation of the data, a procedure was developed to cor-
rect the data using the plots shown in Figure 4.6.1 and Figure 4.6.2. Figure 4.6.1
corresponds to Figure 4.5.1 after it has been rotated clockwise by 45◦. The hor-
izontal lines drawn on the plot represent cuts. The lower cut is called tcutmin
and the upper cut is called tcutmax. Any event which is not located between
these cuts is identified as having a position determined from TDC data which is
inconsistent with the position determined from the QDC data.
The plot in Figure 4.6.2 shows plots of the raw t17 channel value against
the extracted tcal value for both photomultipliers of a paddle, where t17 is de-
fined in section 3.5.3. There should be no correlation between the t17 value and
tcal, which means that the data should be spread homogeneously over the plot
area but 3 vertical features can be identified in the plot due to the 25 ns time
shifts. Data in the left-hand feature have been shifted by -25 ns because the clock
counter recorded 1 clock cycle more than it should have done, whereas data in the
righthand feature are shifted by +25 ns due to the clock counter being incorrect
by -1 clock cycle.
The plot shows that there is some relationship between the t17 channel value
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and the probability that the clock counter will miscount. There appears to be an
increased probability that the clock counter will count an extra clock cycle if the
t17 value is high. Conversely the probability of counting one less clock cycle is
increased at lower values of t17. The red graphical cuts marked on the plots are
used to identify the data which has been shifted by ±25 ns. It should be noted
that due to variations in the photomultipliers it was necessary to make different
cuts on each PM tube. This means that 880 graphical cuts were required to
correct the data from both the LAND and the VETO paddles.
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Figure 4.6.1: This is a rotated plot of Figure 4.5.1, clockwise by 45◦. The hor-
izontal lines on the 2D histogram are selection cuts. Any data located between
the lines were considered to have a position determined from TDC data which is
consistent with the position determined from the QDC data. The upper cut is
called tcutmax and the lower cut is called tcutmin.
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Figure 4.6.2: The upper plot is for photomultiplier 1 and the lower plot is for
photomultiplier 2. Plots show the t17 value from the TacQuila17 vs the extracted
tcal values. There are 3 distinguishable vertical features whose centres are sepa-
rated by 25 ns. The central feature contains data which have not been affected
by the 25 ns time shift. The features on the left and right have been shifted by
-25 ns and +25 ns respectively. Two graphical cuts are marked on each plot in
red. The graphical cuts are referred to as follows: clockwise from the upper right
hand cut - Cut1R, Cut1L, Cut2L and Cut2R.
The linear cuts from Figure 4.6.1 and the graphical cuts from Figure 4.6.2 are
used to identify events which have suffered a 25 ns TDC shift and to determine
how the data can be corrected. In order for an event to be identified as requiring
correction it must either fall inside one of the graphical cuts and be outside region
B in Figure 4.6.1 or fall inside two of the graphical cuts and be inside region B.
The procedure for correcting the data uses the linear cuts from Figure 4.6.1
and the graphical cuts from Figure 4.6.2 and is outlined in Table 4.6.2. The
first column in Table 4.6.2 identifies in which region of Figure 4.6.1 the event
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is located. The second and third columns show which graphical cuts the event
is inside for the 1st and 2nd photomultipliers. The final two columns show the
correction which is applied to the tcal values.
Region GCut PM1 GCut PM2 Correction to tcal1 (ns) Correction to tcal2 (ns)
B None None 0 0
B Cut1R Cut2R -25 -25
B Cut1L Cut2L +25 +25
A Cut1R None -25 0
A None Cut2L 0 +25
C Cut1L None +25 0
C None Cut2R 0 -25
Table 4.6.2: Table showing how the corrections are applied using the cuts in
Figure 4.6.1 and Figure 4.6.2
The 2D histograms in Figure 4.6.3 and Figure 4.6.4 show the data after the
correction has been applied. You can see that most of the corrupted data have
been corrected but that a fraction remains uncorrected. The events found in
regions A and C of Figure 4.6.3 have been subsequently excluded from the data
analysis.
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Figure 4.6.3: This histogram corresponds to that of Figure 4.5.1 after the correc-
tion has been applied to the data.
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Figure 4.6.4: This histogram coresponds to that of Figure 4.6.2 after the correc-
tion has been applied to the data.
We estimate that typically in excess of 90% of the corrupted data are cor-
rected by this procedure but there is some variation from paddle to paddle and
it is therefore difficult to know this accurately due to the difficulties involved in
identifying the corrupted data. It is expected that a small fraction of the de-
tected particles which were not affected by the 25 ns TDC shift will have been
erroneously corrected in such a way as to increase or decrease their extracted
time-of-flight but it was expected that these mistakes could be corrected by com-
parison with the QDC data.
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5 LAND Efficiency Simulations
In order to extract a value for γ from the analysis of the LAND data it was nec-
essary to perform a set of simulations using UrQMD code so that the results of
the flow analysis could be compared against the UrQMD model predictions. The
UrQMD simulations were used to predict the v2 ratio that should be observed in
LAND for the values of γ = 0.5 and γ = 1.5 in the power law paramaterization
of the symmetry energy. A linear interpolation was then performed between the
UrQMD predictions for the v2 ratio and the values extracted from the ASY-EOS
experiment.
It was necessary to know the efficiency of LAND for detecting neutrons and
small charged fragments as a function of kinetic energy so that the response of
LAND could be accurately modelled in the UrQMD simulations. The efficiency
of the detector did not need to be considered in the first stage of the analysis,
which was performed by extracting v2 ratios as a function of normalised rapidity,
because the detected particles were divided into narrow rapidity ranges and the
efficiency of LAND for neutrons and charged particles did not vary significantly
within these rapidity bins. However, the second stage of the analysis (described
in 7.2) involved integrating the elliptic flow measurements of neutrons and light
charged particles over a very wide range of rapidities which meant that the detec-
tion efficiency of LAND would vary significantly across this range. It was essential
to know how the detection efficiency varied with energy because particles which
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had a higher probability of detection in LAND would make a greater contribution
to the value of the integrated v2 ratio.
The LAND detector has been in operation at GSI for over 2 decades and
so the efficiency of the LAND detector for protons, neutrons and light charged
fragments is well known [60]. Unfortunately in the ASY-EOS experiment the
data from the 2nd plane of LAND were unusable and had to be omitted from the
analysis and without the 2nd plane it was not possible to clusterize data from the
1st and 3rd planes accurately. This meant that only data from the VETO wall
and the 1st plane of LAND could be used in the analysis and that the efficiency
of LAND was effectively reduced. It was therefore necessary to perform Monte-
Carlo simulations using Geant 3 to estimate the efficiency of LAND for protons,
neutrons and other light charged fragments over the range of energies encountered
in the ASY-EOS experiment.
The simulations were performed using the R3BRoot simulation code [63] over
a range of energies from 50A.MeV up to 1400A.MeV for neutrons, 11H,
2
1H,
3
1H,
3
2He, and
4
2He. Each simulation consisted of 1000 randomly generated tracks
spread over the entire area of LAND and each particle and energy was simulated
seperately. Table 5.4.1 at the end of the chapter shows the full list of simulations
along with their results.
5.1 Modelling LAND and VETO
R3BRoot contained a pre-existing geometry file for LAND which did not include
the VETO wall. This file was modified by removing planes 2 to 10 and placing
the 5mm thick VETO scintillator wall 13cm in front of the 1st plane of LAND.
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5.2 Event Generator
The simulated particles were produced using a modified version of the R3BRoot
Box generator. The energy and particle type are specified for each simulation
and box generator randomly produces the particle trajectories. The generator
had to be modified because it originally generated particle trajectories within a
cone shaped region which meant that the simulated particles were only projected
onto a circular region of LAND, see Figure 5.2.1. This meant that no particles
were incident on the corners of LAND and this did not accurately replicate the
conditions of the experiment. Furthermore the particles which hit close to the
end of a paddle are important in an efficiency simulation because the efficiency
of detection will tend to decrease towards the end of the paddles. This is because
the scintillation light has to travel the entire length of the paddle to reach the
photomultiplier at the far end so less energy is deposited at this photomultiplier
and there is a higher chance that the total deposited energy will be below the
threshold for the photomultiplier. This would result in the hit being registered
by just one of the photomultipiers and it would be rejected. It was therefore
important to ensure that particles were incident on the entire LAND detector
to avoid overestimating the efficiency and so the box generator was modified to
generate tracks which were incident over the entire detector. This was done by
randomly generating the co-ordinates of a hit within the limits of the LAND
detector and then generating a particle track that intersected with this point.
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Distribution of simulated particles on 
LAND using the original Box 
generator
Distribution of simulated particles on 
LAND using the modified Box 
generator
Figure 5.2.1: The figure shows the area of the front face of the VETO wall and
LAND where simulated particle trajectories could intersect with the detector
before and after the Box generator was modified.
5.3 Response of LAND and VETO
The response of LAND was modelled using the R3B Land Digitizer in R3BRoot.
The LAND geometry was modified to include the VETO and all planes except
plane 1 were removed. The digitizer simulated the response of the LAND elec-
tronics and determined whether a simulated particle would be recorded as a hit
by LAND. The output from the digitizer was then analysed in exactly the same
way as the real data up to the particle identification stage.
In order for a charged particle to be recorded as a hit it was required that each
photomultiplier in the paddle must an energy greater than the pedestal thresholds
used in the experiment. The positions of the hits in the VETO and LAND were
required to be within 10cm of each other and be detected no more than 1.5ns
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apart. Neutrons were required to deposit enough energy in LAND but leave no
signal in the VETO.
5.4 Efficiency Simulations
The results of the Geant3 simulations, which are summarised in Table 5.4.1,
show that the charged particles do not have enough energy to penetrate the
VETO at energies below 50 AMeV making it impossible to detect them in LAND.
Protons can penetrate the VETO above energies of 50 AMeV and the efficiency
for isotopes of hydrogen increases to a peak of approximately 90% at around
100AMeV and then decreases steadily as the incident kinetic energy increases.
This decrease in efficiency at higher energies occurs because the hydrogen isotopes
do not deposit enough energy in the VETO to overcome the energy thresholds
in the photomultipliers and be recorded as a hit. At very high energies (well
in excess of 400AMeV) this leads to some hydrogen particles being erroneously
identified as neutrons but this is not thought to be a serious issue because very
few of the reaction products will have such high energies. The efficiency of helium
isotopes is very stable above 70 AMeV and does not decrease significantly with
energy because their higher mass and charge means that they always deposit
enough energy in the VETO to be detected. Neutron efficiency increases steadily
with energy but is typically around 20%. Figure 5.4.1 displays the simulated
efficiency against kinetic energy for all simulated particles. The neutron efficiency
is significantly lower than it would have been had we been able to use all the planes
of the LAND detector. This will adversely affect the statistics in the experiment
but the measurements of the directed and elliptic flow are not dependent upon
detector efficiency.
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Detection Efficiency(%)
Energy(A.MeV) 11H n
2
1H
3
1H
3
2He
4
2He
10 0.0 13.1 0.0 0.0 0.0 0.0
20 0.0 11.3 0.0 0.0 0.0 0.0
30 0.0 14.2 0.0 0.9 0.0 0.0
40 0.1 12.1 86.5 91.0 0.0 0.0
50 0.2 13.4 87.5 92.1 0.0 0.0
60 86.7 12.9 92.4 94.1 0.0 92.3
70 86.7 13.7 94.8 94.7 92.0 92.7
80 87.6 13.9 93.7 94.5 93.8 91.9
90 87.9 14.6 94.4 94.3 92.9 95.1
100 87.7 14.8 95.1 94.8 93.9 93.9
125 89.8 15.0 94.6 94.6 93.8 95.1
150 89.1 15.1 95.6 94.9 95.5 96.4
175 87.9 16.0 94.9 95.2 95.2 96.0
200 84.7 14.0 94.7 95.4 95.1 95.4
225 86.2 16.8 94.9 94.7 96.2 95.1
250 82.3 17.4 94.7 95.3 96.6 95.8
275 79.6 16.4 94.5 93.9 95.5 96.0
300 76.7 20.2 92.5 91.9 95.8 95.9
325 72.4 19.2 90.9 89.2 96.4 95.3
350 73.9 17.6 87.4 88.1 95.8 95.7
375 69.6 18.0 82.0 84.3 95.2 96.8
400 69.1 21.6 81.1 80.2 95.7 95.5
450 61.1 20.3 73.8 74.7 96.9 95.6
500 58.7 20.4 67.9 68.5 95.6 96.3
550 55.1 20.4 64.3 65.2 96.2 95.4
600 54.9 19.1 59.1 60.3 95.0 95.7
650 50.0 22.3 56.7 56.0 95.4 96.5
700 46.3 19.7 52.9 53.6 95.1 95.5
750 46.4 19.8 49.3 50.9 96.0 95.9
800 45.1 22.8 48.9 46.8 95.6 95.0
850 40.2 22.8 46.4 44.0 95.3 95.6
900 40.2 21.2 45.6 42.8 95.5 94.9
950 37.6 23.5 41.4 42.2 95.4 95.9
1000 38.3 24.0 41.7 38.3 95.0 94.8
1050 34.7 21.6 40.1 37.2 96.4 96.1
1100 35.8 24.5 39.1 39.0 96.4 95.9
1150 35.8 23.5 38.1 36.4 95.9 95.9
1200 34.1 25.6 35.4 35.6 95.1 95.1
1250 32.0 23.8 33.8 33.6 95.4 96.5
1300 32.0 27.4 32.5 33.8 96.1 95.7
1350 31.4 22.7 33.3 32.9 96.2 95.7
1400 31.1 24.7 30.2 29.9 95.3 95.4
Table 5.4.1: The simulated detection efficiency of the VETO wall and the first
plane of LAND, for neutorns and light charged particles.
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6 Data Analysis
This chapter gives details of the analysis procedure used to ultimately extract a
value of γ.
6.1 Determination of the Reaction Plane and
Impact Parameter
As mentioned earlier, CHIMERA, MICROBALL and the TOF Wall were all used
to estimate the reaction plane and impact parameter for each event. In order to
ensure enough data were available, at least 4 hits were required in CHIMERA
and 2 hits in MICROBALL. In order to estimate the reaction plane it is necessary
to determine the laboratory rapidity, ylab, and transverse momentum, p⊥, of each
particle. The estimated reaction plane can be characterised by a quantity called
the Q-vector which is defined in equation 2.1.
The value of the weighting factor is determined by the rapidity of the de-
tected particle relative to the centre-of-mass rapidity, ycm. For the heavy-ion
collisions. ycm = 0.448 for the 400 A.MeV
197Au+197Au events. Particles with
forward rapidity (ylab > ycm) are given a weighting factor of +1 and particles
with backwards rapidity (ylab < ycm) are weighted by -1.
The weighting factors can be understood by recalling that the reaction plane
is defined by the vector pointing from the target nucleus to the projectile nucleus
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which is perpendicular to the beam axis. This means that in a mid-peripheral
collision the spectator nucleons from the projectile will be deflected in such a way
as to give them an average transverse momentum which is parallel to the reaction
plane. Spectator nucleons from the projectile will typically have rapidities higher
than the centre-of-mass rapidity and so it follows that the sum of the transverse
momenta for high-rapidity particles will be parallel to the reaction plane vector.
Conversely the spectators from the target nucleus, which will typically have lower
rapidity, will be deflected in the opposite direction and so will have an average
transverse momentum which is anti-parallel to the reaction plane.
Table 6.1.1 below summarises the rapidity ranges which were used to assign
weighting factors to the detected particles used in the determination of the Q-
vector.
wn ylab Range
+1 0.548 ≤ ylab < 1.048
0 0.348 ≤ ylab < 0.548
-1 ylab < 0.348
Table 6.1.1: Weighting factors used in the Q-vector calculations.
Particles in the range 0.348 ≤ ylab < 0.548 are given a weighting factor of zero
because this rapidity region is primarily populated by particles which have come
from the overlap region of the heavy-ion collision and so the transverse momenta
of these particles will not be as strongly related to the orientation of the reaction
plane as it is the case for the spectator nucleons.
6.2 Particle Identification
A critical function of LAND was to distinguish between charged particles and
neutrons. The principle behind this process was outline in section 3.5. The spe-
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cific conditions for a hit in LAND to be classified as a charged particle were that
there was also a hit in the VETO which occurred within 1.5 ns and 5 cm of the
hit in the 1st plane of LAND. Hits in LAND which did not have coincident hit in
the VETO would be classified as neutral. Ideally a neutron would be identified
by clusterization of the secondary particles produced when the neutron interacts
with one of the iron layers in the paddles. However this was not possible because
of problems with the data from the 2nd plane of LAND which made it impossible
to use most of the data from that plane. The paddles in the VETO, 1st plane
and 3rd plane were all parallel to each other and were orientated to measure the
vertical position of a hit. The paddles in the even numbered planes were orien-
tated perpendicularly to the odd numbered planes so that the horizontal position
of a hit could be measured. Without the horizontal position data from the 2nd
plane it was not possible to clusterize hits in the 1st and 3rd planes which meant
that we were only able to use the VETO wall and the first plane of LAND. This
decreased the efficiency with which LAND could detect neutrons and meant that
the statistics for the neutron data were lower than expected.
6.3 Extraction of Directed and Elliptic Flow
The first stage of the data analysis was to extract the directed and elliptic flow, v1
and v2 values respectively, and plot them as a function of rapidity. After events
in LAND had been classified as neutral or charged the detected particles were
further sub-divided into groups which were defined by cuts in the rapidity of the
particles which were be determined using equation 2.2:
ylab =
1
2
ln
E + pL
E − pL (2.2)
The rapidity groups applied in the analysis are detailed in Table 6.3.2 below.
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There were 18 groups in total, 9 groups for charged particles and 9 for neutrons.
Group Rapidity Range
1 0.05 ≤ ylab < 0.15
2 0.15 ≤ ylab < 0.25
3 0.25 ≤ ylab < 0.35
4 0.35 ≤ ylab < 0.45
5 0.45 ≤ ylab < 0.55
6 0.55 ≤ ylab < 0.65
7 0.65 ≤ ylab < 0.75
8 0.75 ≤ ylab < 0.85
9 0.85 ≤ ylab < 0.95
Table 6.3.2: Rapidity ranges used to seperate data into groups before extracting
the directed and elliptic flow.
After each event had been placed into the appropriate rapidity group the
azimuthal angle relative to the reaction plane was determined for each particle.
Histograms were produced to show the azimuthal distributions of charged and
neutral particles for each rapidity range shown in Table 6.3.2. These plots are
shown in Figure 6.3.1 and Figure 6.3.2.
In Figure 6.3.1 the top row of plots shows the azimuthal distributions of
charged particles in the rapidity ranges below mid-rapidity. Particles in these
rapidity ranges will predominantly originate from the spectator region of the tar-
get nucleus. The plots on the middle row show the azimuthal distributions of
the particles from the mid-rapidity region. Particles in this region will mostly
originate from the overlap region of the heavy-ion collision. The plots on the
bottom row show the azimuthal distributions for particles with higher rapidity.
There are very few charged particles identified in the lowest rapidity group
(top left panel in Figure 6.3.1) and the statistics are thus very poor. This is
possibly because these particles have the lowest energy and many might have
been stopped in the VETO wall before they could reach LAND. This is not a
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significant issue because most of the particles in this rapidity range will originate
from the spectator region of the target nucleus. We expect to see a peak around
180◦ in the lower rapidity plots which shows the directed flow from the target
nucleus but this peak is not visible in the first plot due to the poor statistics.
The statistics for charged particles improve as rapidity increases as the plots
move towards the mid-rapidity region. There are two peaks, located around 90◦
and 270◦, which begin to appear as the plots approach the mid-rapidity region.
These peaks indicate that a greater number of mid-rapidity charged particles are
detected at azimuthal angles which are perpendicular to the reaction plane and
this azimuthal anisotropy is the elliptic flow of the charged particles. The 180◦
peak, due to the directed flow, is visible in the second plot but it is obscured by
the elliptic flow in the third plot.
As we move into the high-rapidity ranges the statistics begin to decrease. This
is mainly because there are fewer particles ejected from the heavy-ion collision
at such high energies but also because some of the high-energy charged particles
may not deposit enough energy in the VETO to be detected. This may lead to
some high-energy charged particles being incorrectly identified as neutrons. This
should only account for a small fraction of the charged particles in this rapidity
range and it should not significantly affect the results of the analysis because the
majority of these particles will originate from the spectator region of the projec-
tile nucleus.
The particles ejected from the overlap region should be found mainly in the
mid-rapidity ranges and so we expect that the 90◦ and 270◦ peaks should disap-
pear at higher rapidities. In addition to this a new peak should appear around 0◦
due to the directed flow of particles from the projectile nucleus. Instead we see
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that the elliptic flow peaks are present in all the high-rapidity plots and there is
no sign of a peak around 0◦.
The unexpected results observed in the high-rapidity regions are most likely
caused by the correction procedure described in 4.6. When trying to correct the
time jumps in the TacQuila17 timing system it is possible that a small fraction of
the mid-rapidity events were erroneously moved to the higher rapidities. This is
possible if the correction procedure was applied to an event which was unaffected
by the TacQuila time jumps but was incorrectly identified as being corrupted. If
25 ns was added to the tcal value of such an event then it would appear to have
a shorter time-of-flight which would make it appear to have a higher rapidity. It
should have been possible to filter out any such events from the analysis by com-
paring the TDC and QDC data for each event but this was not possible because
of the problems with the QDC data from LAND.
A typical heavy-ion collision will produce far more particles in the mid-rapidity
region than at high rapidity which means that moving even a very small fraction
of the mid-rapidity data into the high rapidity region will dilute the high-rapidity
data to the point that they are completely obscured by the transplanted data
from the mid-rapidity region. This meant that the high-rapidity data could not
be used in the final analysis.
An additional concern is that if the correction procedure moved mid-rapidity
particles into the high-rapidity region then it is probable that similar mistakes
in the correction procedure have polluted the low and mid-rapidity data with
particles from other rapidity regions. However, the effects of these shifts will be
less pronounced than what we have seen in the high-rapidity data because there
are a greater number of particles detected in the lower to mid-rapidity ranges
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which means that the data will not be diluted as strongly.
The neutron data show very similar patterns to the charged particle data. We
can still see the elliptic flow appearing at mid rapidity and then extending into
high rapidity due to the time jump corrections. The directed flow appears more
clearly for neutrons at low rapidity than it does for charged particles, which is
probably due to the higher statistics in the neutron data.
6.4 Reaction Plane Anisotropy
After producing these raw azimuthal distributions from the LAND data, the next
step was to correct the distributions for anisotropies in the reaction plane deter-
mination. Figure 6.4.1 is a histogram showing all orientations of the reaction
plane for all good events used in the analysis. The reaction plane is defined by
an azimuthal angle measured relative to the laboratory, all the azimuthal an-
gles for the charged and neutral particles in an event are measured relative to
the reaction plane of that event. The reaction plane distribution should be flat
because the orientation of the reaction plane is random. However, anisotropies
can appear due to a bias in the detector systems used to estimate the reaction
plane, for example if one side of CHIMERA is more sensitive then it will be more
likely that particles are detected on that side and therefore it will be more likely
that the determined value of the reaction plane will point in that direction. In
Figure 6.4.1 you can see that the estimated reaction plane points most often at
a laboratory angle of 0◦ which implies that the elements of the detector systems
on that side of the laboratory were more sensitive.
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Figure 6.4.1: Plot showing the azimuthal angles of the reaction plane relative
to the laboratory frame of reference as determined by CHIMERA, MICROBALL
and the TOF Wall for all good events. φRP is the laboratory angle of the reaction
plane which is defined in equation 2.1, were φRP = 0 points to the left when
looking down the beam axis (away from LAND).
These anisotropies in the reaction plane distribution will introduce a similar
bias into the azimuthal distributions shown in Figure 6.3.1 and Figure 6.3.2 which
partly explains why the elliptic flow peaks are not always the same height. The
reaction plane bias can be removed from the data by weighting the data for each
event based on the value of the reaction plane for that event.
The first step is to calculate the average bin value, bave, on the reaction plane
histogram:
bave =
No. good events
No. bins
(6.1)
Then a weighting factor, Wbin, is calculated for each bin range of the reaction
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plane on the histogram:
Wbin =
bave
binvalue
(6.2)
The final step is to apply the weighting factor to the histograms in Figure 6.3.1
and Figure 6.3.2. The histograms are repopulated but this time each hit which is
added to the histogram is weighted by the factor Wbin according to which bin the
event falls into on 2.2. This means that hits detected for an event which had a
reaction plane value of 0◦ will count for less than those for events with a reaction
plane value of 180◦.
The azimuthal distributions which have been corrected for the reaction plane
bias are shown in Figure 6.4.2 and Figure 6.4.3.
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6.5 Background Subtraction
The next step in the analysis was to estimate the background radiation and sub-
tract it from the azimuthal distributions. The background was measured in the
shadow bar runs which used the same beam and target as were used in the main
experimental runs but a large iron shield, called the shadow bar, was placed be-
tween the target and LAND. The shadow bar absorbed the particles which were
ejected from the heavy ion-collision directly towards LAND but would not have
affected any other products of the event. This approach was taken because the
background radiation in the experiment cave will be different when the beam
is present, due to neutrons produced in the heavy ion collisions being scattered
by the apparatus and environment surrounding LAND and producing secondary
particles which contribute to the background radiation.
In order to remove the background from the azimuthal plots it is necessary
to perform exactly the same correction and analysis procedures on the shadow
bar data as were performed on the data taken without the shadow bars. All of
the steps outlined from chapter 4 up to and including section 6.4 are applied to
the shadow bar data in order to produce azimuthal distributions of charged and
neutral particles from the background radiation in the cave when the beam was
present. These distributions can be seen in Figure 6.5.1 and Figure 6.5.2.
The statistics in the shadow bar data are much poorer than for the main
experimental data. This is because the particle flux through LAND will be far
smaller in the shadow bar runs due to the presence of the shadow bar but also
because only 20 shadow bar runs are used in the analysis compared with 142
main beam runs for the primary data.
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In order to subtract the background from the azimuthal distributions it is
necessary to apply a weighting factor to the background because it was measured
over a far smaller number of runs. The weighting factor, Wbg is calculated by:
Wbg =
No. good events in experiment data
No. good events in shadow bar data
(6.3)
The background subtraction was performed by subtracting the weighted shadow
bar distributions shown in Figure 6.5.1 and Figure 6.5.2 from the main experimen-
tal distributions shown in Figure 6.4.2 and Figure 6.4.3 respectively. In practice
the subtraction was performed for each bin of the histograms individually and
the new histogram was produced from the results. The value of each bin, binbgs,
for the background subtracted data was calculated by:
binbgs = binφ −WbgbinSB (6.4)
where binφ is the bin value from the main experimental data in Figure 6.4.2
for charged particles and Figure 6.4.3 for neutrons, binSB is the bin value for the
shadow bar data.
After the background subtraction was performed, the new azimuthal distri-
butions can be seen in Figure 6.5.3 and Figure 6.5.4. The elliptic and directed
flow can now be extracted from these distributions by fitting each plot with the
Fourier expansion:
dN
dφ
=
1
2pi
(1 + 2
2∑
n=1
vncos[nφ]) (2.3)
where φ is defined as the angle relative to the reaction plane:
φ = φlab − φRP . (6.5)
83
F
ig
u
re
6.
5.
3:
A
zi
m
u
th
al
d
is
tr
ib
u
ti
on
s
ob
ta
in
ed
fo
r
ch
ar
ge
d
p
ar
ti
cl
es
d
et
ec
te
d
in
L
A
N
D
in
ea
ch
ra
p
id
it
y
ra
n
ge
af
te
r
co
rr
ec
ti
n
g
fo
r
th
e
re
ac
ti
on
p
la
n
e
b
ia
s
an
d
b
ac
k
gr
ou
n
d
su
b
tr
ac
ti
on
.
A
n
gl
es
ar
e
m
ea
su
re
d
re
la
ti
ve
to
th
e
re
ac
ti
on
p
la
n
e.
T
h
e
y
-a
x
is
fo
r
ea
ch
p
lo
t
is
co
u
n
ts
p
er
7.
2◦
.
T
h
e
x
-a
x
is
fo
r
ea
ch
p
lo
t
is
th
e
az
im
u
th
al
an
gl
e
re
la
ti
ve
to
th
e
re
ac
ti
on
p
la
n
e
of
th
e
ev
en
t.
84
F
ig
u
re
6.
5.
4:
A
zi
m
u
th
al
d
is
tr
ib
u
ti
on
s
ob
ta
in
ed
fo
r
n
eu
tr
al
p
ar
ti
cl
es
d
et
ec
te
d
in
L
A
N
D
in
ea
ch
ra
p
id
it
y
ra
n
ge
af
te
r
co
rr
ec
ti
n
g
fo
r
th
e
re
ac
ti
on
p
la
n
e
b
ia
s
an
d
b
ac
k
gr
ou
n
d
su
b
tr
ac
ti
on
.
A
n
gl
es
ar
e
m
ea
su
re
d
re
la
ti
ve
to
th
e
re
ac
ti
on
p
la
n
e.
T
h
e
y
-a
x
is
fo
r
ea
ch
p
lo
t
is
co
u
n
ts
p
er
7.
2◦
.
T
h
e
x
-a
x
is
fo
r
ea
ch
p
lo
t
is
th
e
az
im
u
th
al
an
gl
e
re
la
ti
ve
to
th
e
re
ac
ti
on
p
la
n
e
of
th
e
ev
en
t.
85
The strength of the directed flow is quantified by the parameter v1 and the
elliptic flow is given by v2. The red line on the plots shows the Fourier expansion
which is fitted to each plot.
6.6 Reaction Plane Dispersion
After the v1 and v2 values have been extracted from the Fourier fits they need to
be corrected for an effect called reaction plane dispersion. This occurs because
the reaction plane which is determined for an event is really just an estimate
which is based on the distribution of a finite number of particles. These particles
will be subject to statistical fluctuations which means that the determined value
for the reaction plane, φRP , will differ from the true reaction plane, ΦRP , by an
amount ∆φRP . This error in the reaction plane determination results in the v1
and v2 values, which are extracted from the Fourier fits of the azimuthal distri-
butions, being smaller than the true values [43].
In [43] it is demonstrated that the error in the reaction plane can be estimated
for each event and used to determine a correction factor, cos[n∆φ], so as to recover
the true values of the directed and elliptic flow parameters, v1Φ and v2Φ:
vnΦ =
vn
cos[n∆φ]
(6.6)
The uncertainty in the reaction plane is estimated by taking the particles used
to determine the Q-vector, see Figure 2.2.1, and randomly separating them into
two sub-events. These sub-events each contain half of the detected particles from
the event and are used to find two Q-vectors, QI and QII . The difference between
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these two Q-vectors is calculated for each event [64]:
∆φR = ∆φI −∆φII (6.7)
The values of ∆φR are then collected for all events and the fraction of events
for which ∆φR > 90
◦ is related to the quantity χ:
N(90◦ < ∆φR < 180◦
N(0◦ < ∆φR < 180◦
=
e(−χ
2/2)
2
(6.8)
In reference [43] it is shown that χ measures the accuracy of the reaction plane
determination and can be used in conjunction with Figure 6.6.1 to determine the
correction factors for the elliptic and directed flow.
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Figure 6.6.1: This plot shows the relationship between χ and the correction
factors for the first four Fourier coefficients, v1, v2, v3, and v4. It was used
to determine to correction factors for v1 and v2 in the analysis of the ASY-EOS
data [43]. These Fourier coefficients are defined in the Fourier expansion (equation
2.3) which was used to fit the azimuthal particle distributions in Figure 6.5.3 and
Figure 6.5.4.
Having extracted the strength of the directed and elliptic flow from the data
the next step is to determine a value for γ by comparing the neutron to proton
ratio of the elliptic flows to the UrQMD transport model predictions.
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7 Results
7.1 Extracting Gamma
Equation 6.6 was used to recover the true values of the v1 and v2 and the adjusted
v1 and v2 values were plotted as a function of normalized rapidity in Figure 7.1.1.
Figure 7.1.1: The top panel shows the v1 against normalized rapidity for charged
particles and neutrons. The charged particle data are represented by triangles
and the neutron data by circles. The black points are the experimental data.
The green and pink symbols are the theoretical predictions from UrQMD for
hard (γ = 0.5) and soft (γ = 1.5) symmetry energy, respectively. The lower
panel shows the same plot for v2.
The experimental data give good agreement with the UrQMD predictions
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around mid rapidity but deviates at low and high rapidity. The differences seen
at low and high rapidity are likely due to a combination of poor statistics and
the pollution of the data in these rapidity ranges due to the corrections that
were applied to try and correct the TacQuila17 time jumps. This procedure was
discussed in section 4.6. If Figure 7.1.1 is compared to Figure 2.5.1 [53] from the
earlier FOPI experiment it can be seen that the v1 and v2 values extracted from
the ASY-EOS experiment are consistent around mid rapidity. Also note that the
statistical uncertainties are reduced in the ASY-EOS data.
A value for γ can be extracted as a function of rapidity using the v2 values
from Figure 7.1.1. UrQMD simulations predict that the ratio of the v2 values
for neutrons and charged particles is sensitive to the strength of the nuclear
symmetry energy. It is possible to extract a value for γ by calculating the ratio
of the elliptic flow for neutrons and charged particles, vn2 /v
Ch
2 , and comparing it
against the UrQMD predictions using a linear interpolation which is shown in
Figure 7.1.2.
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Figure 7.1.2: The plot shows the ratio of v2 for hydrogen isotopes and neutrons
as a function of normalized rapidity compared against the UrQMD model predic-
tions. The UrQMD predictions for “soft” symmetry energy (γ = 0.5) and “stiff”
symmetry energy (γ = 1.5) are represented by the green symbols and red sym-
bols, respectively. The solid line is produced from a linear interpolation between
the two UrQMD model predictions which is averaged over the 4 rapidity bins.
This linear interpolations yields a value of γ = 0.72± 0.10.
The results of this interpolation suggest a moderately soft symmetry energy
with γ = 0.72± 0.10, where ∆γ = 0.10 is the statistical uncertainty returned by
the analysis procedure.
It was also necessary to consider the systematic errors which were introduced
by the corrections that were applied to the LAND data, which were described in
4.6. Most of the corrections were performed on hits which had suffered a 25ns
time jump in one of its photomultipliers; these hits were easily identified and
corrected because the position calculated from the time data (post) of such a hit
was outside the physical dimensions of the LAND detector system.
However, a significant number of hits suffered identical 25ns jumps in both
photomultipliers which meant that the apparent position of such a hit would be
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correct because the effects of the 2 time jumps cancel out when calculating the
value of post. This made it impossible to correctly identify all of the doubly
corrected hits with the result that a significant fraction of these hits might not
have been corrected. It was also expected that some uncorrupted hits would be
erroneously shifted into higher or lower rapidity bands by the correction process.
The effect of the correction process on the extracted value of γ was investigated
by applying the correction to different fractions of the hits which were identified
as being doubly corrupted and extracting a value for γ in each case. The fraction
of these doubly corrupted hits to which the correction was applied was varied
between the limits of 40% and 100% and the range of values extracted for γ and
the 1-σ error bars indicated a larger uncertainty of ∆γ = ±0.15. This larger
value of ∆γ was expected to include any systematic errors associated with the
correction procedure.
This value of γ = 0.72± 0.15 is significantly lower than the value determined
in the analysis of the FOPI experiment (see Figure 2.5.2) but the values are
still consistent and uncertainties are also reduced by at least a factor of 2 in the
ASY-EOS data.
7.2 Time Integrated Flow
The initial results extracted gamma as a function of normalized rapidity and were
consistent with the FOPI data in the mid rapidity regions. However problems
caused by the time jumps in TacQuila, and their subsequent corrections, meant
that data from the high and low rapidity regions could not be used to find a value
for γ. This also casts uncertainty on the mid rapidity data because it is difficult
to know what effect the corrections have had on the value of γ that was extracted
from this region. With these issues in mind the data were re-analysed in order to
extract a value of gamma which did not depend on the correction of the doubly
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corrupted hits in LAND.
The new method of analysing the data involved integrating the extracted el-
liptic flow ratio (vn2 /v
Ch
2 ) over a large time of flight window which should include
all of the Au-Au reaction products and spectator particles. When analysing the
data in this way it did not matter if the corrections had erroneously shifted low
rapidity particles into a higher region or vice versa because the extracted value
of gamma was independent of rapidity in this analysis method. All that mat-
tered, with regards to the LAND corrections, was that the corrupted hits which
returned wrong positions in LAND were corrected so that azimuthal distributions
of neutrons and charged particles could be produced.
A new source of systematic error was introduced by this method of analysis
because an upper limit needed to be chosen for the time of flight window used in
the integration. This upper limit on the time of flight created a lower threshold
for the energy of the neutrons which were included in the analysis. The degree of
uncertainty introduced by the choice of the time of flight limit was investigated
by varying the limit from 20 ns up to 90 ns and extracting γ values for each limit
The variation of γ as a function of the upper TOF limit was used to quantify this
systematic uncertainty. It should be noted that protons required at least 60 MeV
in order to pass through the VETO paddles and leave a signal in LAND and a
60 MeV proton would have had a time of flight, from the target to LAND, of 49
ns. This means that the uncorrupted proton data should not have been affected
by the any time of flight limit above this value.
The value for γ was extracted from this integrated flow analysis in the same
way as described in the previous section except that the data were no longer
divided into rapidity bands. The top panel in Figure 7.2.1 shows the v2 ratios
extracted by this method of analysis compared against new UrQMD simulations
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for each chosen upper limit on the time of flight and the results of the linear
interpolation between the UrQMD predictions are displayed on the lower panel.
The extracted values for γ are unrealistically small at very low time of flight limits
but the values start to become consistent with the γ values extracted in Figure
7.1.2 as the maximum time of flight limit was increased to include more of the
hits that had been shifted to lower rapidity regions. The variation of γ and its
1-σ statistical error bars (∆γstat = 0.10) in the range from 60 ns to 90 ns is used
to quantify the size of the total uncertainty on the extracted value of γ.
Figure 7.2.1: The top panel shows the time integrated elliptic flow ratios as a func-
tion of the upper limit on the time of flight window. Data are shown for collisions
of 197Au+197Au at 400 MeV/nucleon, which had impact parameters smaller than
7.5 fm. The integrated flow ratios are displayed against the UrQMD predictions
for “soft” (γ = 0.5) and “stiff” (γ = 1.5) formulations of the symmetry energy.
The bottom panel shows the value of γ which was extracted from the experiment
data by a linear interpolation between the two UrQMD predictions. Error bars
represent the statistical uncertainties that were returned by the analysis routine.
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This method of analysis yields a value of γ = 0.76 ± 0.18 which is slightly
higher than the value extracted from Figure 7.1.2 and moves the ASY-EOS re-
sult closer to the FOPI data. The top panel of Figure 7.2.1 shows how the value
of gamma evolves as the integrated TOF range is increased and it can be seen
that there is a significant increase in the γ value as the integration is extended
to higher maximum TOF values. Particles with such large TOF values should
not have such a significant effect on the elliptic flow ratio and so this observa-
tion is perhaps evidence of the effect of mid-rapidity particles which have been
erroneously shifted to lower rapidity regions. This result was consistent with the
value of γ = 0.77±0.17 which was extracted from the parallel analysis, performed
by P.Russotto [65] (see Figure 7.2.2).
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Figure 7.2.2: This figure is adapted from analysis performed by P.Russotto and
is shown here for comparison against the results of my parallel analysis. The top
panel shows the ratio of v2 for neutrons and hydrogen isotopes against time of
flight. The experiment data point shows the integrated v2 ratio for upper TOF
limits of 60 ns up to 90 ns. The results of the UrQMD simulations are shown
alongside the experiment data. A linear interpolation was used to extract a value
for gamma which is shown on the same scale in the lower panel of the figure.
A further correction was performed on the extracted value of γ to correct for
a systematic error in which charged particles were misidentified as neutrons in
LAND. These misidentifications occurred if a charged particle was not detected
in the VETO but was recorded as a hit in the first plane of LAND. The most
likely cause of this type of particle misidentification was a 1mm gap between the
paddles of the VETO wall. This meant that approximately 1% of the area of the
first plane of LAND did not have a VETO paddle directly in front of it and so
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any charged particles which were incident on these areas would not leave a signal
in the VETO and would therefore be identified as a neutron. Such a misidenti-
fication would tend to decrease the difference between vn2 and v
Ch
2 and shift the
elliptic flow ratio closer to a value of 1. This would increase the measured value
of the elliptic flow ratio and cause an increase in the extracted value of γ, which
would make the density dependence of the symmetry energy appear stiffer than
it should. This misidentification could cause an increase in the extracted value
of γ of between ∆γ = +0.03 and ∆γ = +0.07. The extracted value for γ was
therefore reduced by 0.05± 0.02 to correct for this systematic error leading to a
final value of γ = 0.72± 0.19.
Other sources of systematic error, such as neutrons being detected in the
VETO [60] and nuclear charge-exchange reactions [66] [67], were considered but
these processes are much less likely to occur and were not expected to contribute
significantly to the systematic uncertainty.
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8 Conclusions and Perspectives
The work presented in this thesis has focused on the measurement of the elliptic
flow ratio of neutrons and light charged particles (vn2 /v
Ch
2 ) with the aim of plac-
ing more stringent constraints on the strength of the nuclear symmetry energy
at supra-saturation densities. The magnitude of the elliptic flow was quantified
by the v2 coefficient of the Fourier expansion which was used to fit the azimuthal
distributions of the neutrons and charged particles which were produced from
heavy ion collisions of 197Au +197 Au at an energy of 400 AMeV. The process of
extracting the elliptic flow was complicated by the 25ns jumps which randomly
corrupted the timing data from the LAND detector. These timing jumps ne-
cessitated the development of procedures to correct the corrupted data which
extended the analysis process by several years and led to a significant increase
in the total error on the measured value of the v2 ratio of neutrons over charged
particles.
The ASY-EOS measurement of vn2 /v
Ch
2 was compared against the predictions
of UrQMD simulations [45] [46] [47] and a value of γ = 0.72± 0.19 was extracted
which has allowed more stringent constraints to be placed on the symmetry energy
at densities up to 2 times the saturation density, as illustrated in Figure 8.0.1.
This value is consistent with the earlier FOPI measurement of γ = 0.9± 0.4 and
confirms the moderately soft to linear density dependence of the nuclear symme-
try energy. The ASY-EOS result is deduced from a much greater volume of data
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than the FOPI experiment and this has reduced the statistical uncertainty to
∆γstat = ±0.10, compared to the FOPI statistical error of ∆γstat = ±0.27. The
results from the ASY-EOS experiment are consistent with several sub-saturation
density studies of the symmetry energy which are shown in Figure 8.0.1. These
results also corroborate the conclusion of the FOPI data that the “super-soft”
and “super-stiff” behaviour of the symmetry energy suggested by pion ratio stud-
ies [68] [69] can be ruled out.
Figure 8.0.1: This plot shows the constraints placed on the symmetry energy
from the ASY-EOS experiment compared against the constraints from the FOPI
experiment. The plot also shows constraints on the symmetry energy at sub-
saturation densities that were deduced from studies of, 112Sn + 124Sn collisions
(grey region) [11], isobaric analog states (dashed region) [70], and neutron skin
thickness measurements (black symbols) [71] [72]. For clarity, the ASY-EOS and
FOPI results are not shown in the interval 0.3 < ρ/ρ0 < 1.00. This plot is
adapted from the ASY-EOS results paper [65].
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The results of the ASY-EOS analysis suggest values for the slope parameter of
the symmetry energy at saturation densities of L = 72±13 MeV and a symmetry
pressure of p0 =
ρ0L
3
= 3.8 ± 0.7 MeV/fm−3 (6.1 ± 1.1 × 1032 Pa). This corre-
sponds to the pressure of pure neutron matter at saturation densities and should
be higher than the pressure in a neutron star which contains a small fraction of
protons. The pressure deduced from the ASY-EOS results is consistent with the
estimate for the pressure in a neutron star, deduced from equilibrium yields [73],
of 34 MeVfm−3 for neutron star matter with a 5% proton fraction. These results
are also consistent with the estimates of neutron star radii presented in refer-
ences [27] and [3] and with recent measurements of neutron star radii [13]. These
pressure estimates are only speculative at present but the agreement between the
various sources does suggest that there is the potential for making pressure mea-
surements using heavy ion collisions in the future as improved transport models
become available [74]. Some recent experiments have investigated short range
correlations in the nucleus [75] [76] and the incorporation of such interactions
into transport codes could improve the transport model descriptions of heavy ion
collisions [77].
In future studies it would be useful to compare experimental results against
a range of different transport model predictions in an effort to work towards
model-independent constraints on the symmetry energy at high densities [47]. It
should be noted that more recent transport models were available [78] [79] for
the analysis of the ASY-EOS data but the version of UrQMD used in the FOPI
experiment was used again so that the two results could be directly compared.
The results of the ASY-EOS experiment make a strong case for extending the
study of neutron and charged particle flows to other collision systems at higher
energies in order to place tighter constraints on the density dependence of the
nuclear symmetry energy. Any such future experiments will benefit from the new
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R3B experimental setup [80] and the improved capabilities of the NeuLAND de-
tector [81] which is currently being constructed. Furthermore the FAIR facility,
currently under construction in Darmstadt (Germany) [82], should be able to
produce heavy ion collision systems capable of probing the symmetry energy at
densities greater than 3 times the saturation density. FAIR will also be able to
produce radioactive beams which should make it possible to study observables,
such as double differential flow [83] [73], that are expected to be more sensitive
to the effects of the symmetry energy.
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List of Figures
Figure 1.1.1 Figure adapted from [5]. The plot shows the experimental
constraints from flow data on the zero temperature symmet-
ric component of the symmetric nuclear equation of state
from saturation density up to 4.5 times saturation density.
Also shown are the theoretical predictions of various sym-
metric equations of state. P is the central pressure in the
heavy ion collisions (1MeV/fm3 = 1.6× 1032 Pa). . . . . . . 3
Figure 1.1.2 Adapted from [6]. Figure shows constraints on the Sv and
L parameters of the symmetry energy. The orange region
is from [7], blue band [8], yellow band [9], red area [10],
and the green region is from isotope diffusion in heavy-ion
collisions [11]. The hatched region is from mass and radius
observations of neutron stars [12] [13]. The blue regions
marked H [14] and G [15] are from neutron-matter constraints. 5
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Figure 1.1.3 Adapted from [16] and [17] . Figure shows several predic-
tions for the density dependence of the nuclear symmetry
energy. The result using γ = 0.69 (solid grey line) is ob-
tained from isospin diffusion data using the IBUU04 [18]
transport code. The stiff (dashed grey line) and super soft
(dotted grey line) parameteriszations using the IBUU04 and
LQMD [19] transport codes are obtained from pi−/pi+ pro-
duction ratios. Also shown are the predictions of UrQMD
for three different parameterizations of the potential term. . 6
Figure 1.1.4 Adapted from [25]. Figure shows the predictions for the
density dependence of the nuclear symmetry energy using
Skyrme interactions [26]. Also shown in the blue shaded
region are the experimental constraints on the symmetry
energy from heavy ion collision experiments. . . . . . . . . . 7
Figure 1.2.1 Adapted from [35]. The top panel is a plot of density against
time, where t=0 is the start of the collision (1 fm/c = 3.3
x 10−24s). The figure shows that the model predictions for
the densities reached in 132Sn +124Sn heavy-ion collisions at
400 AMeV are around two times the saturation density. The
bottom panel shows the predictions of the proton/neutron
production ratios as a function of time for this reaction. The
x parameters correspond to different predictions on the sym-
metry energy by different microscopic nuclear many-body
theories using different effective interactions. Lower values
of x represent predictions for a stiff symmetry energy and
higher values are for a softer symmetry energy. [35]. . . . . 10
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Figure 1.2.2 Adapted from [35] the figure shows the model predictions for
the density dependence of the symmetry energy for several
parameterizations of the momentum- and isospin-dependent
single nucleon potential (MDI). Lower values of x represent
a stiffer density dependence of the symmetry energy. . . . . 11
Figure 1.2.3 Adapted from [35] the figure shows the model predictions for
the pion production ratio in 132Sn +124Sn heavy-ion collisions
at 400 AMeV. pi−/pi+ can be defined as the ratio of the
number of pi− particles to pi+ particles produced in the collision. 12
Figure 2.1.1 Schematic diagram showing the impact parameter b in a
mid-peripheral heavy-ion collision. . . . . . . . . . . . . . . 16
Figure 2.2.1 Adapted from [43]. Diagram of a semi-central heavy ion
collision viewed along the beam axis. The Q vector defined
in equation 2.1 is shown along with the impact parameter,
b. You can see that the measured value of Q differs from the
true value by ∆φ. The dashed line represents an emitted
particle with a measured azimuthal angle of Ψ and a true
azimuthal emission angle of φ = Ψ + ∆φ. . . . . . . . . . . 18
Figure 2.2.2 Schematic diagram illustrating the difference between the
reaction plane and particle plane for a mid-peripheral heavy-
ion collision [44]. . . . . . . . . . . . . . . . . . . . . . . . . 19
Figure 2.3.1 Adapted from the NuSYM11 lecture presented by W.Lynch.
The figure shows how the high density overlap region evolves
during a heavy ion collision. . . . . . . . . . . . . . . . . . . 20
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Figure 2.3.2 Adapted from [16]. Figure shows the modified UrQMD [45]
[46] [47] predictions for the v2 of protons, hydrogen isotopes
and neutrons for the stiff (γ = 1.5) and soft (γ = 0.5) param-
eterizations of the symmetry energy. The relative strengths
of vn2 and v
p
2 are reversed in each case. . . . . . . . . . . . . 22
Figure 2.5.1 Top panel shows the v1 values against normalized rapidity
for protons, charged particles and neutrons measured in the
FOPI experiment. The UrQMD predictions for stiff (γ =
0.5) and soft (γ = 1.5) symmetry energy are shown as solid
and dashed lines respectively. The lower panel shows the
same plot for v2 measurements. The figure is taken from [53].
Normalized rapidity is defined as ylab/yp, where yp is the
rapidity of the projectile nuclei. . . . . . . . . . . . . . . . 25
Figure 2.5.2 The plot shows the ratio of v2 for neutrons and hydrogen iso-
topes, integrated over a rapidity range of 0.25 ≤ y/yp ≤ 0.75,
as a function of transverse momentum per nucleon. These
results are compared against the UrQMD model predictions
which are obtained using the FP1 and FP2 parameterisa-
tions in the top and bottom panels respectively. The figure
is adapted from [53]. FP1 and FP2 are different parame-
terisations of the UrQMD transport model which are used
to simulate the heavy ion collisions. FP1 and FP2 are ex-
pected to under-predict and over-predict the magnitude of
the elliptic flow respectively and so the most probable value
for γ should be between the values returned by these two
parameterizations. Details of FP1 and FP2 can be found in
reference [54] . . . . . . . . . . . . . . . . . . . . . . . . . . 26
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Figure 3.1.1 Schematic overview of the GSI heavy-ion accelerator facility
in Darmstadt (Germany). . . . . . . . . . . . . . . . . . . 30
Figure 3.2.1 Photograph of the ASY-EOS experimental setup in Cave C
at GSI. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Figure 3.2.2 Schematic diagram of the ASY-EOS experimental setup in
Cave C at GSI. . . . . . . . . . . . . . . . . . . . . . . . . . 32
Figure 3.3.1 Part of the MICROBALL detector array used in the ASY-
EOS experiment. . . . . . . . . . . . . . . . . . . . . . . . . 34
Figure 3.4.1 The 8 rings of the CHIMERA multi-detector array used in
the ASY-EOS experiment. . . . . . . . . . . . . . . . . . . . 36
Figure 3.5.1 Schematic diagram of the structure of LAND without the
VETO [60]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Figure 3.5.2 Schematic diagram of the structure of a paddle of the LAND
detector [60]. . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Figure 3.5.3 Schematic diagram illustrating interactions of charged par-
ticles and neutrons with LAND. . . . . . . . . . . . . . . . 41
Figure 3.5.4 Timing diagram showing how the TacQuila TAC measure-
ments are made against the external clock [62]. . . . . . . . 42
Figure 3.6.1 Image of the KRATTA detector taken in Cave C before the
ASY-EOS experiment. . . . . . . . . . . . . . . . . . . . . . 44
Figure 3.6.2 Schematic diagram of a KRATTA module [61]. . . . . . . . 45
Figure 4.3.1 The figure shows scintillation light propagating through a
paddle of LAND. x1 and x2 are the distances between the
event and each photomultiplier. x is the position relative to
the centre of the paddle. L is the length of the paddle (200
cm). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
106
Figure 4.3.2 The upper plot shows the uncorrected position spectrum for
cosmics events in LAND as determined by equation 4.5. The
green line marks the centre of the paddle and the red line
marks the mean of the distribution. The lower plot shows
the position in LAND after the tcal values have been corrected. 50
Figure 4.5.1 2D histogram of position in LAND extracted from time mea-
surement, post, against position from energy, pose. In the
region B the position determined from time is consistent
with the position determined from the deposited energy. In
regions A and C however the positions determined by these
methods are not consistent due to a fault with the TacQuila17
electronics. . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Figure 4.6.1 This is a rotated plot of Figure 4.5.1, clockwise by 45◦. The
horizontal lines on the 2D histogram are selection cuts. Any
data located between the lines were considered to have a
position determined from TDC data which is consistent with
the position determined from the QDC data. The upper cut
is called tcutmax and the lower cut is called tcutmin. . . . . 55
Figure 4.6.2 The upper plot is for photomultiplier 1 and the lower plot
is for photomultiplier 2. Plots show the t17 value from the
TacQuila17 vs the extracted tcal values. There are 3 distin-
guishable vertical features whose centres are separated by 25
ns. The central feature contains data which have not been
affected by the 25 ns time shift. The features on the left and
right have been shifted by -25 ns and +25 ns respectively.
Two graphical cuts are marked on each plot in red. The
graphical cuts are referred to as follows: clockwise from the
upper right hand cut - Cut1R, Cut1L, Cut2L and Cut2R. . 56
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Figure 4.6.3 This histogram corresponds to that of Figure 4.5.1 after the
correction has been applied to the data. . . . . . . . . . . . 58
Figure 4.6.4 This histogram coresponds to that of Figure 4.6.2 after the
correction has been applied to the data. . . . . . . . . . . . 59
Figure 5.2.1 The figure shows the area of the front face of the VETO wall
and LAND where simulated particle trajectories could inter-
sect with the detector before and after the Box generator was
modified. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Figure 5.4.1 Plot showing the results of Geant3 simulations of detection
efficiency in the VETO and 1st plane of LAND. Results are
shown for protons, neutrons, deuteron, tritium, helium-3 and
helium-4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
Figure 6.3.1 Azimuthal distributions obtained for charged particles de-
tected in LAND in each rapidity range. Angles are mea-
sured relative to the reaction plane. The y-axis for each plot
is counts per 7.2◦. The x-axis for each plot is the azimuthal
angle relative to the reaction plane of the event. . . . . . . . 71
Figure 6.3.2 Azimuthal distributions obtained for neutral particles de-
tected in LAND in each rapidity range. Angles are measured
relative to the reaction plane. The y-axis for each plot is c
ounts per 7.2◦. The x-axis for each plot is the azimuthal
angle relative to the reaction plane of the event. . . . . . . . 72
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Figure 6.4.1 Plot showing the azimuthal angles of the reaction plane rel-
ative to the laboratory frame of reference as determined by
CHIMERA, MICROBALL and the TOF Wall for all good
events. φRP is the laboratory angle of the reaction plane
which is defined in equation 2.1, were φRP = 0 points to the
left when looking down the beam axis (away from LAND). . 76
Figure 6.4.2 Azimuthal distributions obtained for charged particles de-
tected in LAND in each rapidity range after correcting for
the reaction plane bias. Angles are measured relative to the
reaction plane. The y-axis for each plot is counts per 7.2◦.
The x-axis for each plot is the azimuthal angle relative to
the reaction plane of the event. . . . . . . . . . . . . . . . 78
Figure 6.4.3 Azimuthal distributions obtained for neutral particles de-
tected in LAND in each rapidity range after correcting for
the reaction plane bias. Angles are measured relative to the
reaction plane. The y-axis for each plot is counts per 7.2◦.
The x-axis for each plot is the azimuthal angle relative to
the reaction plane of the event. . . . . . . . . . . . . . . . 79
Figure 6.5.1 Azimuthal distributions obtained for charged particles de-
tected in LAND in each rapidity range after correcting for
the reaction plane bias, for shadow bar data. Angles are
measured relative to the reaction plane. The y-axis for each
plot is counts per 7.2◦. The x-axis for each plot is the az-
imuthal angle relative to the reaction plane of the event. . . 81
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Figure 6.5.2 Azimuthal distributions obtained for neutral particles de-
tected in LAND in each rapidity range after correcting for
the reaction plane bias, for shadow bar data. Angles are
measured relative to the reaction plane. The y-axis for each
plot is counts per 7.2◦. The x-axis for each plot is the az-
imuthal angle relative to the reaction plane of the event. . 82
Figure 6.5.3 Azimuthal distributions obtained for charged particles de-
tected in LAND in each rapidity range after correcting for
the reaction plane bias and background subtraction. Angles
are measured relative to the reaction plane. The y-axis for
each plot is counts per 7.2◦. The x-axis for each plot is the
azimuthal angle relative to the reaction plane of the event. . 84
Figure 6.5.4 Azimuthal distributions obtained for neutral particles de-
tected in LAND in each rapidity range after correcting for
the reaction plane bias and background subtraction. Angles
are measured relative to the reaction plane. The y-axis for
each plot is counts per 7.2◦. The x-axis for each plot is the
azimuthal angle relative to the reaction plane of the event. 85
Figure 6.6.1 This plot shows the relationship between χ and the cor-
rection factors for the first four Fourier coefficients, v1, v2,
v3, and v4. It was used to determine to correction factors
for v1 and v2 in the analysis of the ASY-EOS data [43].
These Fourier coefficients are defined in the Fourier expan-
sion (equation 2.3) which was used to fit the azimuthal par-
ticle distributions in Figure 6.5.3 and Figure 6.5.4. . . . . . 88
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Figure 7.1.1 The top panel shows the v1 against normalized rapidity for
charged particles and neutrons. The charged particle data
are represented by triangles and the neutron data by circles.
The black points are the experimental data. The green and
pink symbols are the theoretical predictions from UrQMD
for hard (γ = 0.5) and soft (γ = 1.5) symmetry energy,
respectively. The lower panel shows the same plot for v2. . . 89
Figure 7.1.2 The plot shows the ratio of v2 for hydrogen isotopes and neu-
trons as a function of normalized rapidity compared against
the UrQMD model predictions. The UrQMD predictions for
“soft” symmetry energy (γ = 0.5) and “stiff” symmetry en-
ergy (γ = 1.5) are represented by the green symbols and
red symbols, respectively. The solid line is produced from a
linear interpolation between the two UrQMD model predic-
tions which is averaged over the 4 rapidity bins. This linear
interpolations yields a value of γ = 0.72± 0.10. . . . . . . . 91
Figure 7.2.1 The top panel shows the time integrated elliptic flow ratios
as a function of the upper limit on the time of flight win-
dow. Data are shown for collisions of 197Au+197Au at 400
MeV/nucleon, which had impact parameters smaller than
7.5 fm. The integrated flow ratios are displayed against the
UrQMD predictions for “soft” (γ = 0.5) and “stiff” (γ = 1.5)
formulations of the symmetry energy. The bottom panel
shows the value of γ which was extracted from the experi-
ment data by a linear interpolation between the two UrQMD
predictions. Error bars represent the statistical uncertainties
that were returned by the analysis routine. . . . . . . . . . 94
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Figure 7.2.2 This figure is adapted from analysis performed by P.Russotto
and is shown here for comparison against the results of my
parallel analysis. The top panel shows the ratio of v2 for neu-
trons and hydrogen isotopes against time of flight. The ex-
periment data point shows the integrated v2 ratio for upper
TOF limits of 60 ns up to 90 ns. The results of the UrQMD
simulations are shown alongside the experiment data. A
linear interpolation was used to extract a value for gamma
which is shown on the same scale in the lower panel of the
figure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
Figure 8.0.1 This plot shows the constraints placed on the symmetry en-
ergy from the ASY-EOS experiment compared against the
constraints from the FOPI experiment. The plot also shows
constraints on the symmetry energy at sub-saturation den-
sities that were deduced from studies of, 112Sn + 124Sn col-
lisions (grey region) [11], isobaric analog states (dashed re-
gion) [70], and neutron skin thickness measurements (black
symbols) [71] [72]. For clarity, the ASY-EOS and FOPI re-
sults are not shown in the interval 0.3 < ρ/ρ0 < 1.00. This
plot is adapted from the ASY-EOS results paper [65]. . . . 99
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