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We develop an energy density matrix that parallels the one-body reduced density matrix (1RDM)
for many-body quantum systems. Just as the density matrix gives access to the number density and
occupation numbers, the energy density matrix yields the energy density and orbital occupation
energies. The eigenvectors of the matrix provide a natural orbital partitioning of the energy density
while the eigenvalues comprise a single particle energy spectrum obeying a total energy sum rule.
For mean-field systems the energy density matrix recovers the exact spectrum. When correlation
becomes important, the occupation energies resemble quasiparticle energies in some respects. We
explore the occupation energy spectrum for the finite 3D homogeneous electron gas in the metallic
regime and an isolated oxygen atom with ground state quantum Monte Carlo techniques imple-
mented in the QMCPACK simulation code. The occupation energy spectrum for the homogeneous
electron gas can be described by an effective mass below the Fermi level. Above the Fermi level
evanescent behavior in the occupation energies is observed in similar fashion to the occupation num-
bers of the 1RDM. A direct comparison with total energy differences shows a quantitative connection
between the occupation energies and electron addition and removal energies for the electron gas.
For the oxygen atom, the association between the ground state occupation energies and particle
addition and removal energies becomes only qualitative. The energy density matrix provides a new
avenue for describing energetics with quantum Monte Carlo methods which have traditionally been
limited to total energies.
PACS numbers: 02.70.Ss, 71.15.-m, 71.10.Ca
The single particle or mean field picture has been
widely used to explain the physics of quantum-
mechanical systems. Both qualitative and quantitative
models based on the notion that individual electrons
occupy distinct energy levels are indispensible in the
analysis of bonding, transport, and optical phenomena,
among many others.1 Yet if interactions are fully taken
into account, the picture becomes more complicated with
correlation tangling together the previously independent
states into a single many-body state. Despite the added
complexity, it is known that some single particle features
are preserved in the presence of correlation. From the
success of Fermi liquid theory,2 for example, we know
that the low-lying excitations in many-body systems with
weak effective interactions can behave like collections of
nearly independent quasiparticles. Even far from the
Fermi level, any many-body quantum state contains a
strong analogy to the single particle picture: the natural
orbitals and occupation numbers that are made accessi-
ble from the one body reduced density matrix (1RDM).3
Whether a complementary representation of energy levels
exists for these single particle states is less clear.
Quantum Monte Carlo4 methods that deal directly
with the complexity of the many body problem, usu-
ally provide energetic information at the level of a single
number: the total energy. While this is useful, a more
detailed picture of energetics could broaden the interpre-
tive power of such methods. Recent work5 has shown
that the total energy of a many-body quantum system
can be partitioned across space into an energy density.
This hints that an underlying orbital representation of
energetics might be accessible through the energy den-
sity.
In this work we expand the concept of energy den-
sity to include non-locality, arriving at an energy density
matrix. The one body reduced energy density matrix
(1REDM) provides energetic information complementary
to the established 1RDM. In particular, diagonalization
of the 1REDM provides a set of natural energy orbitals
and single particle occupation energies. Just as in the
mean field picture, the combination of these single par-
ticle energies reduces to the total energy of the system.
Analogous to the 1RDM, the spectrum of the energy den-
sity matrix represents a compact partitioning of the total
energy (rather than the particle number) across states,
consisting of strongly occupied states below the Fermi
energy and weakly occupied states above it. It will be
shown that the occupation energies share a close rela-
tionship with particle addition and removal energies.
The remainder of the paper is organized as follows.
In section I we derive the non-local energy density ma-
trix from the energy density following the example of
the 1RDM. The total energy sum rule is proved and a
Schro¨dinger-like equation is derived for the natural en-
ergy orbitals and occupation energies of the matrix. Sec-
tion II is devoted to an empirical investigation of the
properties of the occupation energy spectrum via ground
state continuum quantum Monte Carlo techniques. In
section II A the occupation energy spectrum is calculated
for a series of finite homogeneous electron gases (HEG’s)
at the same density. The behavior of the spectrum un-
der removal or spin flip of a single electron at constant
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2volume for a small HEG is analyzed in section II B. Sec-
tion II C explores the occupation spectrum of the open
shell oxygen atom in its ground state. A summary of our
results is contained in section III. Details regarding the
quantum Monte Carlo evaluation of the energy density
matrix, as implemented in QMCPACK,6 can be found in
appendix A.
I. DERIVATION AND PROPERTIES OF THE
ENERGY DENSITY MATRIX
The one body reduced energy density matrix is closely
related to the 1RDM. For systems with exchange symme-
try, the 1RDM, n1(r, r
′), is obtained by integrating out
all particle coordinates but one from the N -body den-
sity matrix, ρN (R,R
′) and normalizing to the number of
particles, N :
n1(r, r
′) = N
∫
dR1ρN (r,R1, r
′, R1). (1)
Both here and in the formulae that follow, R =
[r1, ..., rN ] denotes all particle coordinates, while Ri =
[r1, ..., ri−1, ri+1, ..., rN ] is the full set with particle i re-
moved. Spin indices have been suppressed for simplic-
ity of discussion. Rewriting Eq. 1 more symmetrically
and introducing the partial trace over N − 1 particles,
TrRi(∗) ≡
∫
dRi〈Ri| ∗ |Ri〉, we arrive at the more com-
pact matrix form,
nˆ1 =
∑
i
TrRi ρˆN (2)
Since the N particle density matrix is normalized to one
(TrρˆN = 1), the particle sum rule quickly follows:
Trnˆ1 =
∑
i
TrρˆN =
∑
i
1 = N. (3)
The density can be obtained either from the diagonal
part of the 1RDM or from the expectation value of the
density operator, nˆ(r) =
∑
i δ(r − ri):
n(r) = Tr(nˆ(r)ρˆN ) = 〈r|nˆ1|r〉 (4)
With this connection in mind, we are now prepared to
identify the energy density matrix from the evaluation of
the energy density.
The energy density operator reflects the partitioning of
energy among particles. Here we take a perspective con-
sistent with the notion of a mean-field, i.e., that electrons
carry an energy reflecting an average of the surrounding
particles (this differs from the definition in reference 5
where an additive partitioning of energy among all par-
ticle species was sought). The energy carried by or be-
longing to electron i can be defined as
hˆi = tˆi + vˆ
ext(ri) +
1
2
∑
j 6=i
vˆee(ri, rj), (5)
which is symmetric under particle exchange. Here tˆi =
− 12∇2i is the kinetic energy of particle i, vˆext(r) repre-
sents the external potential, including local Coulomb or
fully non-local pseudopotential ions, and vˆee(ri, rj) =
1/|ri − rj | is the Coulomb potential between electrons.
The energy density operator simply tracks the energy lo-
cated at point r in real space and reduces to the Hamil-
tonian when integrated:
Eˆ(r) =
∑
i
δ(r − ri)hˆi, (6)∫
drEˆ(r) =
∑
i
hˆi = Hˆ. (7)
Anticipating that the energy density matrix (1REDM)
Eˆ1 can be identified in a similar fashion to the 1RDM
E(r) = Tr(Eˆ(r)ρˆN ) = 〈r|Eˆ1|r〉 (8)
we evaluate the expectation value of the energy density
E(r) = Tr(
∑
i
δ(r − ri)hˆiρˆN )
=
∫
dR〈R|
∑
i
δ(r − ri)hˆiρˆN |R〉
=
∑
i
∫
dRi〈r,Ri|hˆiρˆN |r,Ri〉
= 〈r|
∑
i
TrRi hˆiρˆN |r〉. (9)
We immediately see that the 1REDM can be defined as
Eˆ1 =
∑
i
TrRi hˆiρˆN . (10)
From the definition of the 1REDM several properties
quickly become apparent. Since many of these properties
are directly analogous to those of the 1RDM we present
a side-by-side comparison in table I. Perhaps the most
interesting of these is that the energy density matrix
provides access to a single particle energy spectrum em-
bedded in the many body state. Minimizing the energy
Eξ = 〈ξ|Eˆ1|ξ〉 contained in an arbitrary state |ξ〉 results
in a set of natural energy orbitals |ξ`〉 and occupation
energies E`
Eˆ1|ξ`〉 = E`|ξ`〉. (11)
It can be shown that certain quantum numbers describ-
ing the many-body state (e.g. crystal momentum) are
transferred to the natural energy orbitals.
For a mean-field system, the occupation energy spec-
trum is identical to the spectrum of the 1-body Hamil-
tonian. This can be demonstrated by calculating the ex-
plicit representation of the energy density matrix for the
mean field system. In this case, the N -body Hamilto-
nian is given by the sum of identical 1-body operators
HˆMF =
∑
i hˆ
MF (ri) and the wavefunction is a Slater
3quantity formula sum rule
number density n(r) = 〈r|nˆ1|r〉
∫
drn(r) = N
energy density E(r) = 〈r|Eˆ1|r〉
∫
drE(r) = E
number in φ` nφ` = 〈φ`|nˆ1|φ`〉
∑
`
nφ` = N
energy in φ` Eφ` = 〈φ`|Eˆ1|φ`〉
∑
`
Eφ` = E
number spectrum nˆ1|η`〉 = n`|η`〉
∑
`
n` = N
energy spectrum Eˆ1|ξ`〉 = E`|ξ`〉
∑
`
E` = E
TABLE I: Comparison of related quantities derived from
the 1-body reduced density nˆ1 and energy density Eˆ1 ma-
trices, including the density, occupation of an arbitary or-
bital φ` (assumed to be part of a complete set), and eigen-
value/occupation spectrum. N is the total number of particles
and E is the total energy.
determinant7 of the occupied orbitals, denoted ΨMF ,
with the orbitals obeying the single particle Schro¨dinger8
equation hˆMF |φMFn 〉 = En|φMFn 〉. The energy density
matrix can be obtained in real space following a process
similar to the derivation of the Slater-Condon7,9 rules for
one-body operators.
E1(r, r′) =
∑
i
∫
dRihˆ
MF
r Ψ
MF (r,Ri)Ψ
MF∗(r′, Ri)
=
∑
i
hˆMF (r)φMFi (r)φ
MF∗
i (r
′)
=
∑
i
EMFi φMFi (r)φMF∗i (r′) (12)
This is just the spectral representation of hˆMF and so the
eigenvalues and eigenvectors of the energy density matrix
are {EMFn } and {|φMFn 〉}, respectively. Since {|φMFn 〉} are
also the natural orbitals in this case (|ηMFn 〉 = |φMFn 〉),
any deviation between {|ηn〉} and {|ξn〉} for an interact-
ing system is a direct indication of the strength of corre-
lation effects beyond what can be captured by an effec-
tive mean field. For many systems that are not strongly
correlated, the natural orbitals and the natural energy
orbitals are expected to be similar.
A characteristic property of a mean-field system is that
the total energy is just the sum of the single particle
energies EMF =
∑N
i=1 EMFi . This property is preserved
in the spectrum of the energy density matrix even for
interacting systems because it obeys the following total
energy sum rule
TrEˆ1 = Tr
∑
i
hˆiρˆN = Tr(HˆρˆN ) = E (13)
which is similar to the particle sum rule of the 1RDM
Trnˆ1 = N . The spectral representation of the sum rule
is similar to the mean field form
∞∑
`=1
E` = E. (14)
It is expected that states with vanishing occupation num-
ber will also make vanishing contributions to the total en-
ergy, provided the occupation spectrum is bounded from
below and non-oscillatory.
Unlike the mean-field case, the total energy for an in-
teracting system is not a linear functional of the occu-
pation numbers. Factoring the energy density matrix in
terms of one- and two-body contributions gives
Eˆ = (tˆ+ vˆext)nˆ1 + vˆee1 . (15)
Here tˆ and vˆext are the one-body kinetic and external
potential operators given in Eq. 5, nˆ1 is the 1RDM, and
vˆee1 is the one-body reduced electron-electron interaction
matrix given by
vˆee1 =
∑
i
TrRi
(
1
2
∑
j 6=i
vˆee(ri, rj)ρˆN
)
. (16)
Upon expanding the total energy in the basis of natural
orbitals
E =
∑
`
〈η`|Eˆ1|η`〉
=
∑
`
[
n`〈η`|tˆ+ vˆext|η`〉+ 〈η`|vˆee1 |η`〉
]
(17)
we see that the one body terms contribute linearly in
occupation number while the two body interaction term
involving vˆee1 will in general contain higher order contri-
butions. This is consistent with expectations based on
Landau’s theory of quantum fluids10 where terms up to
quadratic order in occupation number are retained in the
total energy functional.
The natural energy orbitals obey a Schro¨dinger-like
integro-differential equation, which can be obtained by
combining expressions 11 and 15 and projecting into real
space:[
−1
2
∇2r + vext(r)
] ∫
dr′n1(r, r′)ξ`(r′)
+
∫
dr′vee1 (r, r
′)ξ`(r′) = E`ξ`(r) (18)
The form of this equation resembles the quasi-particle
equation arising in GW theory.11 The resemblance in
form becomes stronger in the case of weak correlation
(ξ`(r) ≈ η`(r))[
−1
2
∇2r + vext(r)
]
ξ`(r)
+
∫
dr′
vee1 (r, r
′)
n`
ξ`(r
′) =
E`
n`
ξ`(r) (19)
4with vee1 (r, r
′)/n` and E`/n` filling the roles of self-energy
and quasi-particle energy level, respectively. It should
be stressed at this point that the eigenvalues of Eq. 18
formally correspond to particle removal energies in the
weakly-interacting limit, in contrast to GW . Another
important distinction to keep in mind is that Eqs. 18
and 19 provide a single particle energy spectrum mea-
sured within a particular many body state, ρˆN . The full
single particle spectrum is obtained by combining mea-
surements over all states in the many-body spectrum.
Defining the energy of a particular level as
E¯` = E`
nξ`
=
〈ξ`|Eˆ1|ξ`〉
〈ξ`|nˆ1|ξ`〉 (20)
is sensible because E¯` shifts rigidly with a constant shift
in the external potential while E` does not (to see this,
note from Eq. 15 that Eˆ1 → Eˆ1 + vcnˆ1 when vˆext →
vˆext + vc). Since the number of electrons in the level
is nξ` = 〈ξ`|nˆ1|ξ`〉, it is consistent that the energy in the
level is the product of the energy level and its occupation,
or nξ` E¯` = E`, which is the portion of the total energy
attributed to |ξ`〉.
By distinguishing an energy level from the amount of
energy occupied in that level, we can further partition
the energy among spin species where spin interactions are
small enough to be neglected. In this case a well-defined
spin state can be formed by assigning each electron to
have an up or down spin and the 1RDM, along with its
corresponding occupation numbers, can be factored into
up and down components. The occupation energies for
spin up or down electrons can then be defined as
E↑/↓` = n↑/↓ξ` E¯` =
n
↑/↓
ξ`
n↑ξ` + n
↓
ξ`
E`. (21)
This relation has been used in all following sections to
obtain spin-resolved occupation energies.
II. EXPLORATION OF THE OCCUPATION
ENERGY SPECTRUM
In the preceeding analysis both rigorous connections
and analogies to mean-field behavior have been made,
but a more empirical investigation of the remaining prop-
erties of the occupation energy spectrum is clearly war-
ranted. In the following two sections we analyze the oc-
cupation spectrum for the fully interacting 3D homoge-
neous electron gas (HEG), first for the ground state over
a range of system sizes and then for excited states of a
small system. Study of the excited state systems probes
the relationship between the occupation energies and sin-
gle particle addition and removal for the HEG. Following
the analysis of the HEG we explore the partitioning of
the energy among core and valence states for the open
shell ground state of the oxygen atom.
A. Ground state occupation energies of the
homogeneous electron gas
The homogeneous electron gas is an ideal test case to
explore the properties of the occupation energy spectrum.
We calculate the energy density matrix and its spectrum
for a series of finite systems with 14, 38, 54, 66, 114, 162,
and 186 electrons in cubic periodic cells (L3 = V ). These
electron counts correspond to closed shell fillings with in-
version symmetry in momentum space. The electron den-
sity is determined by the parameter rs ≡ (3V/4piN)1/3 =
3.0, which is in the metallic regime of the HEG.
The ground state of the non-interacting system is a
Slater determinant of plane waves, eikr, with each 3-
dimensional component kd of k satisfying kd = 2pind/L.
In this case, the exact occupation spectrum must follow
the dispersion relation Ek = ~2k2/2me below the Fermi
momentum (k < kF ) and vanish above it since the unoc-
cupied states do not contribute to the total energy. Since
the occupation energies are known for the non-interacting
case, it serves as a useful test of our implementation
of energy density matrix estimators in QMCPACK (see
appendix A for implementation details). The occupa-
tion energies obtained from diffusion Monte Carlo12,13
(DMC) calculations are shown in the top panel of figure
1. The solid shapes correspond to energy density matrix
(1REDM) eigenvalues, Ek, for the various finite systems.
The dashed black curve shows the exact dispersion for
an infinite system which is strictly positive because the
Hamiltonian is comprised of kinetic energy only. The en-
ergy spectrum follows the expected parabolic dispersion
curve for all system sizes, confirming that the energy den-
sity matrix estimators have been implemented correctly
in QMCPACK.
In the presence of electron-electron interactions the
natural orbitals and natural energy orbitals are con-
strained by symmetry to remain plane waves but the
ground state wavefunction and hence its 1RDM and
1REDM become more complex. Fully interacting occu-
pation energies from the 1REDM are shown in the lower
panel of figure 1. The dominant effect of interactions is a
constant energy shift of just under 6 eV for the strongly
occupied states below the Fermi level, arising partly from
the uniform positive background present in jellium. The
dashed black line in the lower panel of figure 1 is the non-
interacting spectrum shifted to match at k = 0. Interac-
tions only partly average out with the electron-electron
repulsion raising the occupation energies at larger k by
up to 1 eV . Since the dispersion remains approximately
parabolic, this effect can be summed up in terms of an
effective mass, m∗. A dispersion with m∗ = 0.84me
provides a good fit to the interacting occupation ener-
gies as shown by the dashed green curve. This sug-
gests a possible relationship between quasiparticle ener-
gies and the occupation energies since the quasiparticles
are known to acquire an effective mass. Previous quasi-
particle calculations based on self-consistent GW 16 and
related approaches17 find an effective mass near 0.9me.
5FIG. 1: Occupation energies for the 3D homogeneous elec-
tron gas at rs = 3 from diffusion Monte Carlo calculations
vs. crystal momentum (solid shapes). The top panel contains
results for the non-interacting system with the black dashed
line representing the expected dispersion of ~2k2/2me. Re-
sults for the interacting system are in the lower panel. The
dashed green line is a ~2k2/2m∗ fit with m∗ = 0.84me and
the black dashed line is the standard dispersion shifted to
match at k = 0. N is the number of electrons in each finite
simulation.
Effective masses for the two dimensional HEG obtained
with Quantum Monte Carlo total energy differences are
also generally smaller than GW results.18–20
Another known effect of interactions is that the oc-
cupation numbers of the 1RDM become finite above kF
while the discontinuity at the Fermi surface is reduced.
Figure 2 shows the DMC eigenvalues of the 1RDM vs.
particle count from our calculations. The occupation
numbers above the Fermi surface decrease exponentially
with increasing momentum. Despite the rapid decay,
fully 7% of the particle weight resides above the Fermi
surface. This effect is also visible in the occupation en-
ergy spectrum above kF in figure 1. Similar to the oc-
cupation numbers, the occupation energies also decrease
exponentially with k above the Fermi surface and cu-
mulatively account for 10% of the total energy. We ex-
pect this behavior to generalize to other systems with
strongly occupied states below the Fermi level (which
carry most of the energy) being accompanied by a large
number of weakly occupied states providing evanescent
energy contributions. The fraction of the total energy re-
siding above the Fermi level, as obtained from the energy
density matrix, can be viewed as a measure of correlation.
With this metric, the correlation energy of any mean field
system is precisely zero.
FIG. 2: Similar to figure 1 but for occupation numbers of
the 1RDM. Simulations of interacting systems deviate from
one(zero) below(above) kF . The dashed green lines are ex-
ponential fits of the deviation from ideal behavior about kF .
For comparison, the solid black curves are polynomial fits to
the DMC data of Ortiz and Ballone14,15.
B. Occupation energies for selected excitations of a
14 electron HEG
In order to explore the relationship between the occu-
pation energies obtained from the 1REDM and electron
addition and removal energies, we have performed addi-
tional DMC calculations on the 14 electron system. The
first of these is a direct charge removal from the outer-
most filled spin down shell performed at constant volume.
The second is a spin flip excitation where an electron in
the outermost spin down shell is promoted to a new un-
filled spin up shell. In both cases we compare total energy
differences relative to the unperturbed 14 electron state
with results from the active occupation energies. The ac-
tive space is defined as the set of natural energy orbitals
that experienced a significant change in the spin-resolved
occupation number between the initial and final states.
Eigenstates that did not significantly vary in occupation
number are further separated into core states (with oc-
cupation number closer to one) and virtual states (with
occupation number closer to zero). Although the com-
parison is made here for a small system for simplicity
and convenience, the conclusions drawn from these re-
sults should not qualitatively depend on system size.
Spin resolved occupation energies (see Eq. 21) for the
system with a single electron removed are shown in figure
3. Spin up(down) states are represented by the blue(red)
triangles. The k = 0 state (state 1) is lowest in energy
and all 6 states in the second shell (|k| = ∆k are degen-
erate. The electron removal is clearly visible with the
previously degenerate 7th spin down state displaying an
occupation energy near zero. Only this state (state 7)
6FIG. 3: DMC occupation energies for a 13 electron HEG
vs. state index (solid shapes) resolved by spin with spin
up in blue and spin down in red. State 1 corresponds to
k = 0 and states 2 through 7 belong to the same shell
k ∈ {±∆kxˆ,±∆kyˆ,±∆kzˆ}. A single electron has been re-
moved from the spin down channel of state 7.
has experienced a significant change in occupation num-
ber and so the active space contains this state alone.
Since the neighboring spectrum is changed only a small
amount, total energy differences will be dominated by the
active space as core and virtual contributions to energy
differences largely cancel.
Charged systems in periodic boundary conditions ex-
perience a shift in the reference potential relative to the
neutral state21,22. The relative difference in occupation
energy of the first and second shells for the neutral and
charged systems is identical to within error bars and so
the potential shift can safely be obtained by aligning the
core levels. This is effected by applying a constant po-
tential energy shift of −0.11 eV to the charged system.
Calculating the potential shift from core occupation en-
ergies might also prove useful to QMC studies of charged
defect systems which are generally restricted to small su-
percells.
Having taken the alignment potential into account, a
meaningful comparison of total energy differences and
changes in the active occupation energies can be made.
The charge removal energy obtained from DMC total en-
ergy differences is ∆Etot = E
7↑6↓
tot − E7
↑7↓
tot = 1.43(2) eV .
For comparison the change in occupation energy over the
active space is ∆Eactive = E7↑6↓7↓ − E7
↑7↓
7↓ = 1.27(1) eV .
The occupation energy of the active state in the neu-
tral system accounts for about 90% of the ionization en-
ergy (−E7↑7↓7↓ = 1.28(1) eV ). The other 10% is scattered
across the core and virtual spaces as the result of correla-
tion, which is consistent with the fraction of total energy
residing above the Fermi level we have already witnessed
FIG. 4: DMC occupation energies for a 14 electron HEG spin
flip excitation vs. state index (solid shapes) resolved by spin
with spin up in blue and spin down in red. A single electron
has been removed from the spin down channel of state 7 and
added to the spin up channel of state 8, which belongs to the
third shell, k = 2∆kxˆ.
in the ground state. Although some of the energy is dis-
persed across the state space, the large concentration of
energy residing in a single state indicates that the oc-
cupation energies of the 1REDM are closely related to
particle addition and removal energies for this system.
This relationship is also confirmed in the case of a spin
flip excitation. Occupation energies for a 14 electron
HEG with 8 up and 6 down electrons can be found in
figure 4. The spectrum is similar to the charge removal
case for states 7 and below since the spin flip consists of
removing an electron from the spin down channel of state
7 and then adding it to the spin up channel of state 8,
which resides on a higher energy shell. The active space
is comprised of these two states. Since the filled shell
and spin-flipped systems have the same charge the con-
stant background potentials are already aligned and the
spectra can be compared directly. The energy required
to flip the spin is ∆Etot = E
8↑6↓
tot − E7
↑7↓
tot = 3.98(2) eV
according to DMC total energies and ∆Eactive = E8↑6↓8↑ +
E8↑6↓7↓ −E7
↑7↓
8↑ −E7
↑7↓
7↓ = 3.71(3) eV according to the active
occupation energies. The fraction of energy contained in
the active space for the spin flip is similar to the charge
removal case.
C. Occupation energies of the oxygen atom
Diffusion Monte Carlo occupation energies obtained
with QMCPACK for an all-electron oxygen atom in its
electronic ground state are shown in figure 5. In this
case, the energy density matrix has been expanded in
7FIG. 5: DMC occupation energies for the ground state of a
neutral oxygen atom with 5 up and 3 down electrons (solid
triangles). Experimental binding energies (negative of ion-
ization potential) of the first through the eighth electron in
oxygen are shown as dashed horizontal lines as a comparative
energy scale.
a basis of 46 orbitals obtained from a Hartree-Fock23–25
calculation performed with the GAMESS26,27 simulation
package. The spin state of the atom is clearly reflected
in the occupation spectrum with three electron pairs oc-
cupying 1s, 2s, and 2p states along with two unpaired
spin down (blue triangles) electrons in the outermost va-
lence states. The spin up (red triangles) partner orbitals
of the unpaired electrons are unoccupied as indicated by
their near zero occupation energies. The negatives of ex-
perimental ionization energies (i.e. the binding energies
of single electrons for successive ionizations) are shown
in dashed black lines to give a comparative energy scale.
This comparison is useful because these binding energies
and the occupation energies must add up to the total en-
ergy (Eexptot = −2043.81 eV , EDMCtot = −2042.29(4) eV ).
The 1s electrons are very deeply bound in the ground
state with occupation energies of −753(4) eV . This value
resides fairly close to the experimental binding energy
of −739.29 eV for the first 1s electron of the O6+ ion.
This demonstrates that the occupation spectrum has re-
mained bounded in a physical way despite the strong
inhomogeneity of the nucleus.
Moving up the spectrum, we see that the ground state
2s electron occupation energies are similarly close to the
experimental binding energy of the first 2s electron of the
O4+ ion and so the large gap between 1s and 2s states
is represented well. Out in the 2p valence states we see
a rather different distribution of energy in the ground
state relative to energies imparted to electrons upon ion-
ization. The occupation energies of the 2p states are
rather deep. This implies that electronic relaxation ef-
fects will be quite pronounced for the occupation energies
of the 1REDM, with many occupation energies changing
during ionization. It is not fully clear why the occupa-
tion energies resemble electron removal energies rather
well for the homogeneous electron gas and poorly for in-
homogeneous oxygen. It is true that the occupation en-
ergies resulting from the energy density matrix are not
formally guaranteed to obey Koopman’s theorem except
in the weakly-interacting limit. In this respect the corre-
spondence between the occupation energies and particle
addition/removal energies will depend on the system be-
ing studied. The occupation energies in figure 5 are on
the same scale as the experimental binding energies and
so they do remain related, although not as closely, to
electron removal energies for this system.
III. SUMMARY
We have introduced a new observable for many-body
quantum systems, the energy density matrix, analogous
to the well established one body reduced density matrix.
The natural orbitals of the two matrices are similar, with
the 1RDM providing particle number information in the
form of occupation numbers and the 1REDM providing
a complementary description of energetics in the form
of occupation energies. We have also argued that the
evanescent portion of the occupation energy spectrum
and the deviations between the two sets of orbitals are
a signal of strong correlation effects. It has been shown
that the occupation energies obey a total energy sum
rule, similar to both the mean field case and the Landau
total energy functional for quantum fluids. We have also
demonstrated that the eigenstates of the energy density
matrix obey a Schro¨dinger-like equation that is similar in
form to the standard quasiparticle equation. The result-
ing occupation energies for the homogeneous electron gas
in the metallic regime resemble quasiparticle energies, in
the sense that the spectrum can be described in terms
of an effective mass. The occupation energies also ap-
proximate electron addition and removal energies for this
system as demonstrated by direct comparison with total
energy differences for simple charge and spin excitations.
In the inhomogeneous case, studied here for a single oxy-
gen atom, the occupation spectrum of the ground state
remains bounded from below and reproduces some fea-
tures of the experimental electron binding energies. The
overall quantitative agreement is rather poorer than for
HEG, however, showing that the correspondence is not
fully general. With further development the energy den-
sity matrix may provide a useful tool to describe single
particle energetics with quantum Monte Carlo methods
which have traditionally been limited to total energies.
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Appendix A: Quantum Monte Carlo evaluation
This section details the practical evaluation of the en-
ergy density matrix within standard ground-state contin-
uum quantum Monte Carlo methods such as variational28
(VMC) or diffusion Monte Carlo (DMC). The formal
details and recent applications of these methods have
been covered elsewhere4,29–32 and we refer the interested
reader to these sources to obtain a full account. These
methods are treated here in the abstract, but sufficient
detail is retained to unambigously sample the energy den-
sity matrix in a real simulation code.
In DMC one measures observables relative to the
mixed N -body density matrix
ρˆDMCN = |Ψ〉〈Ψ0|. (A1)
Here Ψ represents the analytically defined trial wavefunc-
tion and Ψ0 is the fixed node/phase approximation to the
ground state as produced by the diffusion and branching
process of Monte Carlo walkers. VMC results are ob-
tained by the substitution Ψ0 → Ψ. The expectation
value of observable A is obtained in the usual way:
〈A〉 = TrAˆρˆDMCN = 〈Ψ0|Aˆ|Ψ〉
=
∫
dRΨ∗0(R)Ψ(R)
AΨ(R)
Ψ(R)
. (A2)
The DMC process explicitly draws configuration space
samples {R} from the mixed probability distribution
Ψ∗0(R)Ψ(R).
An efficient and compact representation of the energy
density matrix can be obtained by projection onto a suit-
ably chosen single particle basis {φi}. In the case of the
HEG these are plane waves, while for systems composed
of atoms it is convenient to use orbitals from Hartree-
Fock or DFT calculations. In the low energy subset of
the basis, a finite and discrete approximation to the en-
ergy density matrix (E1ij) is obtained.
E1ij = 〈φi|Eˆ1|φj〉
= 〈φi|
∑
n
TrRn hˆnρˆ
DMC
N |φj〉
=
∑
n
∫
dRndrndr
′
nφ
∗
i (r
′
n)h(r
′
n, Rn)
×Ψ(r′n, Rn)Ψ∗0(rn, Rn)φj(rn)
=
∫
dRΨ∗0(R)Ψ(R)
∑
n
φj(rn)
×
∫
dr′n
Ψ(r′n, Rn)
Ψ(rn, Rn)
φ∗i (r
′
n)
h(r′n, Rn)Ψ(r
′
n, Rn)
Ψ(r′n, Rn)
(A3)
For systems involving non-local pseudopotentials,
the factor h(r′n, Rn)Ψ(r
′
n, Rn) is replaced with∫
dr¯nh(r
′
n, r¯n, Rn)Ψ(r¯n, Rn), where r¯n represents
the additional non-local coordinate.
Equation A3 is a valid way to measure Eˆ1, but it is
inefficient since the additional integral over r′n involves a
re-evaluation of the Hamiltonian components h(r′n, Rn)
at each integration point. A more efficient form can be
obtained without a loss of accuracy. Upon switching the
primed coordinates rn ↔ r′n and rearranging, we obtain
E1ij =
∑
n
∫
dRdr′nΨ
∗(R)Ψ(R)
Ψ∗0(r
′
n, Rn)
Ψ(rn, Rn)
φ∗i (rn)
× φj(r′n)
h(rn, Rn)Ψ(R)
Ψ(R)
≈
∑
n
∫
dRdr′nΨ
∗
0(R)Ψ(R)
Ψ∗(r′n, Rn)
Ψ∗(rn, Rn)
φ∗i (rn)
× φj(r′n)
h(rn, Rn)Ψ(R)
Ψ(R)
=
∫
dRΨ∗0(R)Ψ(R)
∑
n
h(rn, Rn)Ψ(R)
Ψ(R)
φ∗i (rn)
×
∫
dr′n
Ψ∗(r′n, Rn)
Ψ∗(rn, Rn)
φj(r
′
n) (A4)
This representation is more efficient because the quanti-
ties involving h(rn, Rn) have already been computed at
each Monte Carlo configuration R. In this way the en-
ergy density matrix can be computed at no additional
cost over the 1RDM. The additional integral over r′n can
be evaluated approximately as a Riemann sum over a
randomly shifted uniform grid, as is done in this work,
or from a set of points sampled from the single particle
density. Reusing the same set of points for each value
of n additionally reduces the number of required orbital
evaluations by a factor of N , but the relatively expensive
wavefunction ratios must still be computed for each n.
We will now show that the approximation in Eq. A4
does not affect the accuracy of the computed energy den-
sity matrix. For simplicity of discussion we will actually
consider the 1RDM since the approximation above af-
fects the sampling of each matrix in the same fashion.
The 1RDM in DMC is
n1(r, r
′) =
∑
n
∫
dRnΨ(r,Rn)Ψ
∗
0(r
′, Rn). (A5)
Considering instead the 1RDM arising from the adjoint
of ρˆDMCN
n1(r, r
′)† =
∑
n
∫
dRnΨ0(r,Rn)Ψ
∗(r′, Rn)
=
∑
n
∫
dRnΨ(r,Rn)Ψ
∗
0(r
′, Rn)
× Ψ0(r,Rn)
Ψ(r,Rn)
Ψ∗(r′, Rn)
Ψ∗0(r′, Rn)
(A6)
9we see that it differs from the original by the kernel
KT (r, r′, Rn) =
Ψ0(r,Rn)
Ψ(r,Rn)
Ψ∗(r′, Rn)
Ψ∗0(r′, Rn)
. (A7)
The approximation in equation A4 is equivalent to intro-
ducing the kernel
KA(r, r′, Rn) =
Ψ∗0(r,Rn)
Ψ∗(r,Rn)
Ψ∗(r′, Rn)
Ψ∗0(r′, Rn)
. (A8)
For VMC Ψ0 → Ψ and KAVMC = KTVMC = 1. For fixed-
node (FN) and released-node (RN) DMC the wavefunc-
tion is real (Ψ∗0 = Ψ0, Ψ
∗ = Ψ) and
KAFN = K
T
FN =
Ψ0(r,Rn)
Ψ(r,Rn)
Ψ(r′, Rn)
Ψ0(r′, Rn)
. (A9)
Fixed-phase (FP) DMC gives a similar result since the
trial wavefunction and its projection are contrained to
share the same phase (Ψ0 = |Ψ0|eiφ, Ψ = |Ψ|eiφ) which
yields
KAFP = K
T
FP =
|Ψ0(r,Rn)|
|Ψ(r,Rn)|
|Ψ(r′, Rn)|
|Ψ0(r′, Rn)| . (A10)
In all of these cases the 1RDM and the 1REDM are effec-
tively being measured from ρˆ†N which has the same level
of accuracy as ρˆN . Additionally, the sum rules summa-
rized in table I are all preserved since KA(r, r, Rn) = 1.
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