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Abstract
Existence of mild solutions to semilinear neutral evolution equations with nonlocal conditions is
proved. The result is obtained by using fractional power of operators, Krasnoselski–Schaefer type
fixed point theorem and by applying a modification of the Bihari type inequality to the case of
singular integral inequality. An application to partial differential equations is given.
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1. Introduction
In this paper we are concerned with the existence of mild solutions to the nonlinear
neutral differential equations of the form
d
dt
[
x(t)+ g(t, x(t))]= Ax(t)+ f (t, x(t)),
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where A is the infinitesimal generator of a strongly continuous semigroup of bounded lin-
ear operators S(t), t  0, in a Banach space X, g : I × X → X, f : I × X → X, and
h : C(I,X) → X are given functions to be specified later. Such problems with the clas-
sical initial conditions have been extensively studied in the literature [1–6]. On the other
hand, in the past decade several papers have been devoted to the existence problems for
differential equations with nonlocal conditions [9–11,14,15,18,19]. This research has been
motivated by recent papers [11] and [12]. In [11] a nonlocal Cauchy problem for functional
differential equations was studied. In [12] quasilinear neutral functional differential equa-
tions are studied with the aid of semigroup theory and Sadovski fixed point theorem. Next,
Ntouyas and Tsamatos [14] studied nonlocal semilinear problems in the absence of Lip-
schitz conditions by using compactness arguments. The extension of [14] to the nonlinear
case was carried out by Aizicovici and Gao [18]. Recently, Aizicovici and McKibben [19]
have extended the results in [14] to the fully nonlinear case under the crucial assumption
that generates a compact nonlinear semigroup on X.
In this paper we prove the existence theorem of mild solution for neutral differential
equation with nonlocal conditions by using the Krasnoselski–Schaefer fixed point theorem.
For this purpose we prove new results on a singular nonlinear integral inequality of Bihari
type [16,17]. The result obtained is a generalization of some results published in [17].
Remark 1. Several comments are in order:
(1) In some papers the existence of mild solutions and exact controllability of mild so-
lutions for various type neutral equations have been studied under the condition that
“A is the infinitesimal generator of a compact semigroup of bounded linear opera-
tors S(t) in X such that ‖S(t)‖  M for some M  1 and ‖AS(t)‖  L, L > 0.”
These conditions imply that the state space X is finite dimensional. Indeed, the iden-
tity S(t) − I = ∫ t0 AS(s) ds implies that the semigroup S(t) is uniformly continuous
and compactness of S(t) implies that S(0) = I is compact and so X is finite dimen-
sional.
(2) In view of the above comment and observation made in [20] the existence results of
[1–6] and the exact controllability results of [1–3,7] hold only in finite dimensional
spaces.
(3) Combining the methods of this paper with those developed in [1,13] to study the ex-
act and approximate controllability, one may expect the controllability analogue of
the results of these papers to hold for a class of problem covering partial differential
equations.
(4) Combining the methods in [1,12] and the techniques of this paper, one may expect
existence of mild solutions for partial neutral functional differential and integrodiffer-
ential equations with unbounded delay.
2. Preliminaries
Next we mention a few results and notations needed to establish our results.
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an analytic semigroup S(t) in X. If A is the infinitesimal generator of an analytic semi-
group, then (A + αI) is invertible and generates a bounded analytic semigroup for α > 0
large enough. This allows to reduce the general case in which A is the infinitesimal gener-
ator of an analytic semigroup to the case in which semigroup is bounded and the generator
invertible. Hence for convenience, we suppose that ‖S(t)‖ M for t  0 and 0 ∈ ρ(A),
where ρ(A) is the resolvent set of A. It follows that for 0 < α  1, (−A)α can be defined
as a closed linear invertible operator with its domain D(−A)α being dense in X. We denote
by Xα the Banach space D(−A)α endowed with norm ‖x‖α = ‖(−A)αx‖ which is equiv-
alent to the graph norm of (−A)α. We have Xβ ⊂ Xα for 0 < α < β and the embedding is
continuous.
Lemma 2. The following properties hold:
(1) If 0 < β < α  1, then Xα ⊂ Xβ and the imbedding is compact whenever the resolvent
operator of A is compact.
(2) For every 0 < α  1 there exists Cα > 0 such that∥∥(−A)αS(t)∥∥ Cα
tα
, t > 0.
We need the following Krasnoselski-Schaefer type fixed point theorem to prove our
main result.
Theorem 3 [8]. Let Φ1,Φ2 be two operators satisfying:
(a) Φ1 is contraction, and
(b) Φ2 is completely continuous.
Then either
(i) the operator equation Φ1x +Φ2x = x has a solution, or
(ii) the set E = {u ∈ X: λΦ1(u/λ) + λΦ2u = u} is unbounded for λ ∈ (0,1).
3. Singular integral inequalities
In this section we study a singular integral inequality of the form
u(t) l(t) +
t∫
0
1
(t − s)1−β α1(s)ω1
(
u(s)
)
ds +
t∫
0
α2(s)ω2
(
u(s)
)
ds. (2)
Theorem 4. Let l ∈ C1[0, T ] be nonnegative, nondecreasing function, let α1 ∈ C[0, T ]
and α2 ∈ C[0, T ] be nonnegative functions, 0 < β < 1, let ω1 ∈ C(R+,R+) and ω2 ∈
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negative function on [0, T ] satisfying the inequality (2). Then
uq(t)G−1
[
G
(
3q−1lq(t)
)+N
t∫
0
e
−qs
1 α
q
1 (s) ds + T p/q
t∫
0
α
q
2 (s) ds
]
, (3)
where 0 < β < 1, q = 1/β + ε, 1/p + 1/q = 1, 3q−1lq  u0 > 0,
G(u) =
u∫
u0
dr
ω
q
1 (r
1/q)+ωq2 (r1/q)
, N =
[
epT
p1−(1−β)p
Γ
(
1 − (1 − β)p)]q/p,
G−1(u) is the inverse of G(u) and T0 > 0 is such that
t∫
0
[
Nqe
−qtαq1 (s)+ T p/qαq2 (s)
]
ds +G(α(t)) ∈ Dom(G−1), 0 t  T0.
Proof. Using the Holder inequality, we obtain from (2) that
u(t) l(t) +
t∫
0
1
(t − s)1−β e
se−sα1(s)ω1
(
u(s)
)
ds +
t∫
0
α2(s)ω2
(
u(s)
)
ds
 l(t) +
[ t∫
0
1
(t − s)(1−β)p e
ps ds
]1/p[ t∫
0
e−qsαq1 (s)ω
q
1
(
u(s)
)
ds
]1/q
+ t1/p
[ t∫
0
α
q
2 (s)ω
q
2
(
u(s)
)
ds
]1/q
.
The following
t∫
0
1
(t − s)(1−β)p e
ps ds = ept
t∫
0
1
r(1−β)p
e−pr dr
 e
pt
p1−(1−β)p
Γ
(
1 − (1 − β)p), 1 − (1 − β)p > 0,
and the well-known inequality (A+B+C)q  3q−1(Aq +Bq +Cq), where A 0, B  0,
C  0, q > 1 imply that
uq(t) 3q−1lq (t)+ 3q−1N
t∫
0
e−qsαq1 (s)ω
q
1
(
u(s)
)
ds
+ 3q−1T q/p
t∫
α
q
2 (s)ω
q
2
(
u(s)
)
ds (4)0
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w1/q(t) and moreover ωqi (u(s)) ω
q
i (w
1/q(s)). From (4) we obtain
w′(t)
ω
q
1 (w
1/q(s))+ωq2 (w1/q(s))

3q−1Ne−qtαq1 (t)ω
q
1 (u(t))
ω
q
1 (w
1/q(s))+ωq2 (w1/q(s))
+ 3
q−1T q/pαq2 (t)ω
q
2 (u(t))
ω
q
1 (w
1/q(s)) +ωq2 (w1/q(s))
+ α
′(t)
ω
q
1 (α
1/q(s)) +ωq2 (α1/q(s))
 3q−1Ne−qtαq1 (t) + 3q−1T q/pαq2 (t) +
α′(t)
ω
q
1 (α
1/q(s))+ωq2 (α1/q(s))
.
On the other hand, the above inequality written as
d
dt
G
(
w(t)
) = d
dt
w(t)∫
0
dr
ω
q
1 (r
1/q)+ωq2 (r1/q)
 3q−1Ne−qtαq1 (t)
+ 3q−1T q/pαq2 (t) +
d
dt
α(t)∫
0
dr
ω
q
1 (r
1/q)+ωq2 (r1/q)
= 3q−1Ne−qtαq1 (t)+ 3q−1T q/pαq2 (t) +
d
dt
G
(
α(t)
)
implies that
G
(
w(t)
)

t∫
0
[
3q−1Ne−qtαq1 (s)+ 3q−1T q/pαq2 (s)
]
ds +G(α(t)),
which in turn implies (3). 
Theorem 5. Let u,α1, α2, α3 ∈ C[R+,R+], ω ∈ C[(0,∞), (0,∞)], ω be nondecreasing
and
G(v) −G(v0) =
v∫
v0
dr
r +ωq(r1/q) , q = 1/β + ε, 1/p + 1/q = 1,
p(s) = 4q−1[T q/pαq3 (s) +Ne−qsαq1 (s) + T p/qαq2 (s)],
G(∞) =
∞∫
dr
r +ωq(r1/q) = ∞,
and assume that the function
H(s) = G(2s − 4q−1l)−G(s) −
T∫
p(s) ds0
194 J.P. Dauer, N.I. Mahmudov / J. Math. Anal. Appl. 300 (2004) 189–202is increasing for 2s > 4q−1l and the functional equation H(s) = 0 has a solution, say c0.
For l > 0, 0 < β < 1, and T > 0 let
u(t) l +
T∫
0
α3(s)ω
(
u(s)
)
ds +
t∫
0
1
(t − s)1−β α1(s)u(s) ds
+
t∫
0
α2(s)ω
(
u(s)
)
ds, 0 t  T . (5)
Then
uq(t)G−1
[
G(c0)+
T∫
0
p(s) ds
]
, 0 t  T .
Proof. As in the proof of Theorem 4, form the inequality (5) it follows that
uq(t) 4q−1l + 4q−1T q/p
T∫
0
α
q
3 (s)ω
q
(
u(s)
)
ds
+ 4q−1N
t∫
0
e−qsαq1 (s)u
q(s) ds + 4q−1T q/p
t∫
0
α
q
2 (s)ω
q
(
u(s)
)
ds
 4q−1l +
T∫
0
p(s)
[
uq(s) +ωq(u(s))]ds
+
t∫
0
p(s)
[
uq(s)+ωq(u(s))]ds. (6)
Denoting the right-hand side of (6) by w(t), we get
w(0) = 4q−1l +
T∫
0
p(s)
[
uq(s)+ωq(u(s))]ds,
w′(t) p(t)
[
uq(t) +ωq(u(t))] p(t)[w(t) +ωq(w1/q(t))].
Note that the range of G is R+, in view of assumption G(∞)= ∞. Hence, by Theorem 4,
we obtain for 0 t  T ,
w(t)G−1
[
G
(
w(0)
)+
t∫
0
p(s) ds
]
. (7)
Now observe that
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T∫
0
p(s)
[
uq(s) +ωq(u(s))]ds
= w(T )G−1
[
G
(
w(0)
)+
T∫
0
p(s) ds
]
.
As a result, we get
G
(
2w(0)− 4q−1l)−G(w(0))
T∫
0
p(s) ds.
On the other hand, by the assumptions on H it follows that w(0)  c0, where c0 is a
solution of H(s) = 0. Hence, by (7), it follows that the estimate
uq(t)G−1
[
G(c0)+
T∫
0
p(s) ds
]
, 0 t  T ,
holds. 
4. Existence results
Definition 6. A function x : [0, T ] → X is a mild solution of (1), if x(0) − h(x) = x0;
the function s → AS(t − s)g(s, x(s)) is integrable on [0, t) for each 0  t < T and the
following integral equation is verified:
x(t) = S(t)(x0 + g(0, x0)− h(x))− g(t, x(t))−
t∫
0
AS(t − s)g(s, x(s))ds
+
t∫
0
S(t − s)f (s, x(s)) ds, t ∈ I.
To study existence of mild solutions of (1), we introduce the following conditions:
(A1) The function f : I ×X → X, we introduce the following conditions:
(a) The function f is continuous (t, x).
(b) For each positive integer k there exists a positive function αk ∈ L1[0, T ] such
that
sup
{∥∥f (t, x)∥∥: ‖x‖ k} αk(t).
(c) There exists a continuous function p : I → [0,∞) and a continuous nondecreas-
ing function ω : [0,∞) → (0,∞) satisfying conditions of Theorem 5 such that∥∥f (t, x)∥∥ p(t)ω(‖x‖), (t, x) ∈ I × X.
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continuous, and∥∥(−A)βg(t, x)∥∥ c1‖x‖ + c2, (t, x) ∈ I ×X,∥∥(−A)βg(t, x1)− (−A)βg(t, x2)∥∥ Lg‖x1 − x2‖, (t, xi) ∈ I ×X.
(A3) h : C(C(I,X),X) is completely continuous and there exist positive c3 and c4 such
that
∥∥h(x)∥∥ c3
T∫
0
p(s)ω
(∥∥x(s)∥∥)ds + c4.
(A4) L0 = Lg
[
(M + 1)∥∥(−A)−β∥∥+ C1−βT β
β
]
< 1,
(
1 − c1
∥∥(−A)−β∥∥)> 0.
Theorem 7. If the assumptions (A1) to (A4) are satisfied, then the problem (1) has a mild
solution.
Proof. Let Φ : C(I,X) → C(I,X) be the operator defined by
Φx(t) = S(t)(x0 + g(0, x0)− h(x))− g(t, x(t))
−
t∫
0
AS(t − s)g(s, x(s))ds +
t∫
0
S(t − s)f (s, x(s))ds.
For each positive integer k, let
Bk =
{
x ∈ C(I,X): ∥∥x(t)∥∥ k, 0 t  T }.
By Lemma 2 and the assumption (A2), the following inequality holds:∥∥AS(t − s)g(s, x(s))∥∥= ∥∥(−A)1−βS(t − s)(−A)βg(s, x(s))∥∥
 C1−β
(t − s)1−β c1(k + 1). (8)
From the assumptions, we know that both s → (−A)βg(s, x(s)) and s → g(s, x(s)) are
continuous. In addition, in view of the fact that S is an analytic semigroup, the operator
function s → AS(t − s) is continuous in the uniform operator topology on [0, t) and,
consequently AS(t − s)g(s, x(s)) is continuous on [0, t). On the other hand, the estimate
(8) and the Bochner theorem imply that ‖AS(t − s)g(s, x(s))‖ is integrable on [0, t). Thus
Φ is well-defined on Bk.
Now we will show that the operator Φ has a fixed point on Bk, which implies that
Eq. (1) has a mild solution. To this end we decompose Φ as Φ = Φ1 + Φ2, where the
operators Φ1 and Φ2 are defined on Bk respectively by
Φ1x(t) = S(t)g
(
0, x(0)
)− g(t, x(t))−
t∫
AS(t − s)g(s, x(s))ds,0
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[
x0 − h(x)
]+
t∫
0
S(t − s)f (s, x(s))ds, 0 t  T .
To prove that Φ1 is a contraction, we take x, y ∈ Bk. Then for each t ∈ [0, T ] by the
assumptions (A2) and (A3) we have∥∥(Φ1x)(t)− (Φ1y)(t)∥∥

∥∥S(t)(g(0, x(0))− g(0, y(0)))∥∥+ ∥∥(g(t, x(t))− g(t, y(t)))∥∥
+
∥∥∥∥∥
t∫
0
AS(t − s)[g(s, x(s))− g(s, y(s))]ds
∥∥∥∥∥
 (M + 1)M0Lg sup
0sT
∥∥x(s)− y(s)∥∥
+
t∫
0
C1−β
(t − s)1−β dsLg sup0sT
∥∥x(s)− y(s)∥∥
 Lg
[
(M + 1)∥∥(−A)−β∥∥+ C1−βT β
β
]
sup
0sT
∥∥x(s)− y(s)∥∥
= L0 sup
0sT
∥∥x(s)− y(s)∥∥,
where∥∥S(t)∥∥M, L0 = Lg
[
(M + 1)∥∥(−A)−β∥∥+ C1−βT β
β
]
.
Thus
‖Φ1x −Φ1y‖ L0‖x − y‖,
and by the assumption (A4) it is clear that Φ1 is contraction.
To prove that Φ2 is compact, firstly we prove that Φ2 is continuous on Bk. Let {xn} ⊂ Bk
and xn → x in C(I,X). Then by assumption (A1), we have
f
(
s, xn(s)
)→ f (s, x(s)) and ∥∥f (s, xn(s))− f (s, x(s))∥∥ 2αk(s).
By dominated convergence theorem we obtain continuity of Φ2:
‖Φ2xn −Φ2x‖ = sup
0tT
∥∥∥∥∥S(t)(h(xn) − h(x))
×
t∫
0
S(t − s)[f (s, xn(s))− f (s, x(s))]ds
∥∥∥∥∥.
Next, we establish the compactness of Φ2. We employ the Arzela–Ascoli theorem to
show that Φ2(Bk) is relatively compact. Let 0  t  T . We assert V (t) = {(Φ2x)(t):
y(·) ∈ Bk} is relatively compact in X. Note if t = 0, then V (0) = x0 + h(x) is compact
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define
(
Φε2x
)
(t) = S(t)[x0 − h(x)]+
t−ε∫
0
S(t − s)f (s, x(s)) ds
= S(t)[x0 − h(x)]+ S(ε)
t−ε∫
0
S(t − s − ε)f (s, x(s)) ds.
Since S(t) is a compact semigroup, the set Vε(t) = {(Φε2x)(t): y(·) ∈ Bk} is relatively
compact in X for every ε, 0 < ε < t. The set V (t) is relatively compact in C(I,X) provided
that ‖(Φ2x)(t)− (Φε2x)(t)‖ can be made arbitrarily small. Indeed, for every x(·) ∈ Bk, we
have
∥∥(Φ2x)(t)− (Φε2x)(t)∥∥
t∫
t−ε
∥∥S(t − s)∥∥∥∥f (s, y(s))∥∥ds 
t∫
t−ε
∥∥S(t − s)∥∥αk(s) dr.
(9)
Since the right-hand side of (9) can be made arbitrarily small, there is relatively compact
set Vε(t) arbitrarily close to the set V (t). Hence, the set V (t) is relatively compact in X. It
remains to show that Φ2(Bk) is an equicontinuous family of functions. Let x(·) ∈ Bk and
t1, t2 ∈ [0, T ]. Then if 0 < t1 < t2  T and ε > 0 is small enough∥∥(Φ2)x(t1)− (Φ2x)(t2)∥∥ ∥∥[S(t2)− S(t1)](x0 − h(x))∥∥
+
t1−ε∫
0
∥∥S(t1 − r)− S(t2 − r)∥∥∥∥f (r, x(r))∥∥dr
+
t1∫
t1−ε
∥∥S(t1 − r)− S(t2 − r)∥∥∥∥f (r, x(r))∥∥dr
+
t2∫
t1
∥∥S(t2 − r)∥∥∥∥f (r, x(r))∥∥dr. (10)
It is known that the compactness of S(t), t > 0, implies the continuity in the uniform oper-
ator topology. Therefore, by the assumption (A1) the right-hand side of (10) tends to zero
as t2 − t1 → 0, which means that Φ2x is continuous from the right at t1. In the like manner
one can prove that Φ2x is continuous from the left. On the other hand, the compactness
h(Bk) implies equicontinuity of Φ2x at t = 0. Thus Φ2(Bk) is an equicontinuous family of
functions. We can now conclude from the Azcoli–Ascoli theorem that Φ2(Bk) is relatively
compact in C(I,X).
To apply the Krasnoselski–Schaefer theorem, it remains to show that the set
E(Φ) :=
{
x(·): λΦ1
(
x
)
+ λΦ2x = x
}λ
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some λ ∈ (0,1) and
∥∥x(t)∥∥= λ∥∥∥∥Φ1
(
x
λ
)
+Φ2x
∥∥∥∥
M
(‖x0‖ + c1‖x0‖ + c2)+ c3M
T∫
0
p(s)ω
(∥∥x(s)∥∥)ds
+ c4M +
∥∥(−A)−β∥∥(c1∥∥x(t)∥∥+ c2)+C1−βc1
t∫
0
‖x(s)‖
(t − s)1−β ds
+ C1−βc2T
β
β
+M
t∫
0
p(s)ω
(∥∥x(s)∥∥)ds,
consequently,
(
1 − c1
∥∥(−A)−β∥∥)∥∥x(t)∥∥ l + c3M
T∫
0
p(s)ω
(∥∥x(s)∥∥)ds
+C1−βc1
t∫
0
‖x(s)‖
(t − s)1−β ds
+M
t∫
0
p(s)ω
(∥∥x(s)∥∥)ds,
where
l = M(‖x0‖ + c1‖x0‖ + c2)+ c4M + c2∥∥(−A)−β∥∥+ C1−βc2T β
β
.
Thus by Theorem 5 there is a constant K > 0 such that ‖x(t)‖K.
Consequently by Theorem 3, the operatorΦ has a fixed point in C([0, T ],X). So Eq. (1)
has a mild solution. Theorem is proved. 
5. Applications
In this section, we illustrate the obtained result. Let X = L2[0,π] and A be defined as
Az = z′′
with domain
D(A) = {f (·) ∈ L2[0,π]: f ′′ ∈ L2[0,π], f (0) = f (π) = 0}.
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on X which is analytic and self-adjoint, the eigenvalues are −n2, n ∈ N, with correspond-
ing normalized eigenvectors en(ξ) := (2/π)1/2 sin(nξ). Moreover, the following hold:
(a) {en: n ∈ N} is an orthonormal basis of X.
(b) If f ∈ D(A) then A(f ) = −∑∞n=1 n2〈f, en〉en.
(c) For f ∈ X, (−A)−1/2f =∑∞n=1 1n 〈f, en〉en.
(d) The operator (−A)1/2 is given as (−A)1/2f = ∑∞n=1 n〈f, en〉en on the space
D[(−A)1/2] = {f ∈ X: ∑∞n=1 n〈f, en〉en ∈ X}.
Consider the neutral system
d
dt
[
x(t, ξ)+
π∫
0
b(θ, ξ)x(t, θ) dθ
]
= ∂
2
∂ξ2
x(t, ξ)+ p(t, x(t, ξ)), (11)
x(t,0)= x(t,π) = 0, t  0, (12)
x(0, ξ) = ϕ(ξ), 0 ξ  π, (13)
where p : [0, T ] ×R → R, q : [0, T ] ×R → R are continuous functions.
To write the initial-boundary value problem (11)–(13) in the abstract form we assume
the following:
(1) The function b is measurable and
π∫
0
π∫
0
b2(θ, ξ) dθ dξ < ∞.
(2) The function (∂/∂ξ)b(θ, ξ) is measurable, b(θ,0)= b(θ,π)= 0, and let
L1 =
[ π∫
0
π∫
0
(
∂
∂ξ
b(θ, ξ)
)2
dθ dξ
]1/2
< ∞.
(3) The function p satisfies the following three conditions:
(a) p is continuous.
(b) There are positive functions a1, a2 ∈ L1[0, T ] such that∣∣p(t, ξ)∣∣ a1(t)|ξ | + a2(t)
for all (t, ξ) ∈ [0, T ] ×R.
Define f,g : [0, T ] ×X → X by
g(t, x)(ξ) = B(x)(ξ) =
π∫
b(θ, ξ)x(θ) dθ, f (t, x)(ξ) = p(t, x(ξ)).0
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D[(−A)1/2], and ‖(−A)1/2B‖  L1. In fact from the definition of B and (2) it follows
that
〈
B(x), en
〉=
π∫
0
[ π∫
0
b(θ, ξ)x(θ) dθ
]
en(ξ) dξ
= 1
n
(
2
π
)1/2〈 π∫
0
∂
∂ξ
b(θ, ξ)x(θ) dθ, cos(nξ)
〉
= 1
n
(
2
π
)1/2〈
B1(x), cos(nξ)
〉
,
where B1(x) =
∫ π
0
∂
∂ξ
b(θ, ξ)x(θ) dθ. From (ii) we know that B1 : X → X is a bounded
linear operator with ‖B1‖  L1. Hence ‖(−A)1/2B(x)‖ = ‖B1(x)‖, which implies the
assertion.
Thus the problem (11)–(13) can be written in the abstract form
d
dt
(
x(t)+ g(t, x(t)))= Ax(t)+ f (t, x(t)),
x(0)= x0, t ∈ [0, T ],
and by Theorem 7 system (11)–(13) admits a mild solution provided that (A4) holds.
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