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Abstract
The registration of cardiac images is relevant for the di-
agnosis of cardiac pathologies. In the case of SPECT (Sin-
gle Photon Emission Computer Tomography) datasets, this
is difficult because of the low resolution of the images. In
this paper we present a new registration method for 3D ima-
ges with poor resolution. Our method is based on the maxi-
mization of the mutual information (MI) using a new inter-
polation method which significantly improves the result of
an MI-based strategy on low resolution images. We also use
a different optimization strategy than other MI-based algo-
rithms, typically achieving errors of the order of one pixel.
We also discuss experimental results of our method.
1. Introduction
The high rates of cardiac disease in our society require
the development of effective and fast techniques of diagno-
sis which allow the timely beginning of an adequate treat-
ment. The acquisition of cardiac images through nuclear
medicine techniques such as SPECT (Single Photon Emis-
sion Computed Tomographic), see figure 1, captures the
blood perfusion in the myocardium.
Figure 1. Cardiac SPECT series.
An infarction reduces the blood irrigating portions of
the heart. To establish the extent of damage and the poten-
tial for success with treatment, SPECT images are effec-
tive. The diagnosis is performed by the cardiac specialist
who visually examines the set of images from the patient’s
rest and stress SPECT. Areas with small perfusion under
stress but correctly irrigated at rest are of interest, as they
may be healed under adequate treatment. Also of interest is
the comparative analysis of the blood perfusion in the my-
ocardium of the patient over time.
In this article we present an automatic technique of regis-
tration of SPECT images (SPECT-rest and SPECT-stress,
for example). The algorithm is based on the use of the in-
formation theory as introduced by A.Collignon in [2], in or-
der to align the data of both images. Unlike previous works,
our algorithm deals with a three-dimensional model directly
(the set of all slices in a SPECT image). The value of a voxel
of each image measures the blood perfusion in a particular
zone of the myocardium. The algorithm finds the geome-
tric transformation for aligning one of the volumetric image,
which is labelled as floating image, with the other volume-
tric image, which is labelled as reference image. The results
obtained show the accuracy of the our method for the re-
gistration of SPECT images. We are beginning the phase of
clinical testing.
Section 2 presents briefly the state of the art of SPECT
image registration. Next in section 3 we shortly present the
theory of information used in image registration. In section
4 we present our method, and finally in section 5 we present
the experimental results obtained with our method.
The main contributions of this work are:
1. Cardiac SPECT image registration with improved ac-
curacy.
2. We provide a tool for the quantitative and qualitative
analysis of the variation of blood perfusion by the si-
multaneous and registered visualization of both volu-
metric images.
3. We deal with the low resolution and the noise of the
SPECT images, obtaining subvoxel accuracy.
4. We propose a new method for the calculation of the in-
terpolation weights which are used to calculate the mu-
tual information (IM) in each iteration.
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2. Previous Work
The SPECT image registration is a developing research
field. Its main difficulty is that the SPECT data are usually
gathered at an image resolution of 64x64 pixels compared
with 512x512 pixels of the CT and MRI images. Additiona-
lly, the SPECT images have a high level of noise.
We have found a large number of references about me-
dical image registration, most of which are applied to MRI,
CT and Ultrasound images. The more relevant approaches
are included in the surveys of A. Maintz in [5] , T.Ma¨kela
et al in [7] and J. Pluim in [10].
In relation to cardiac SPECT images Z.He presents in [3]
a method based on the manual selection of feature points on
certain layers of the image, the accuracy of this method de-
pends of the skills of the cardiac specialist.
To the best of our knowledge no previously published al-
gorithm is able to automatically align SPECT image and
deals with the whole volumetric model at once.
Some researchers working in the medical image registra-
tion field, have used the Mutual Information (MI) as a simi-
larity measure and they have found that this measure is sta-
tistically robust. Some of those approaches were presented
by: F. Maes et al in [4], H.Chen et al [1], A.Collignon [2], C.
Mayer et al [6], J. Pluim [9, 8], J.Rigau et al [11] and P. Vi-
ola et al [12]. All of them compute the images alignment by
iteratively optimizing the MI between the reference 2D im-
age and transformed 2D image. Collignon [2] and J. Pluim
[8] use the Partial Volumetric Interpolation (PVI) with CT
and MRI images, in order to reduce the interpolation arti-
facts.
Our method has the same basis as the previous algo-
rithms for image registration using MI, but we have adapted
them to the characteristics of SPECT images, since the sim-
ple application of the previous algorithms is not effective, in
this case, due to the smaller resolution and higher noise of
SPECT images. For these reasons, the previous algorithms
do not produce satisfactory results (see section 5). One of
the contributions of this work is a more precise interpola-
tion technique which is explained in detail in section 4.
3. Information Theory applied to image regis-
tration
Below we present a brief review of the theoretical frame-
work used in the description of our method.
3.1. Probability Distribution Estimation:
Considering the intensity values from the images (A and
B) like a set of samples of a random variable, it is possi-
ble to estimate the marginal distributions (P (A) and P (B))
from the relative frequency of each intensity value (a and b).
In the same way, the joint distribution (P (A,B)) could be
estimated from the relative frequency of coincidences of the
pair of values (a, b), tallied in a joint histogram (h(A,B)).
Each entry in a joint histogram contains the number of vox-
els in the image that contain a particular combination of fea-
ture values (a and b). The marginal relative frequency can
be estimated by the addition by rows and columns respec-
tively of the normalized joint histogram, that is:
p(a, b) =
h(a, b)∑
a,b h(a, b)
p(a) =
∑
b
p(a, b), p(b) =
∑
a
p(a, b)
3.2. Mutual Information (MI)
In the field of image registration, the MI —denoted by
I(A,B)— is considered as the measure of information that
has the floating image A related to the reference image B.
In other words, it is possible to consider the MI as a mea-
sure of the uncertainty of the image A with respect to the
image B.
Considering the discussion in section 3.1, I(A,B) can
be defined as:
I(A,B) =
m∑
a
n∑
b
p(a, b) log
p(a, b)
p(a)p(b)
We seek a transformation T of image A that will make
the mutual information maximal, i.e. Ts.t.I(T (A), B) =
maxT ′ I(T ′(A), B). This means that the dependence be-
tween the two images is the maximum dependence possi-
ble.
3.3. Classical algorithm for Image registration us-
ing Mutual Information
In this section we describe the classical MI-based regis-
tration algorithm.
First, in order to eliminate the image noise, most au-
thors use a Gaussian kernel filter. They also perform a pre-
registration with the objective of accelerating the conver-
gence of the optimization. For the optimization most of the
authors use the multidirectional search algorithm of Powell.
They assume that the MI is a mono-modal function in each
parameter. This assumption does not hold for low resolu-
tion images, such as the SPECT images.
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Figure 2 shows the general algorithm for image registra-
tion. The interpolation method affects the calculation of the
joint histogram in each iteration. To compute the mutual in-
formation as discussed above, we would need to resample
the transformed image with the same discretization of the
reference image, through some interpolation scheme. In the
latest approaches [8], [12] the authors use the PVI in order
to reduce the effect of the bilinear interpolation in the accu-
racy of the registration algorithm. However the application
of this interpolation method to the registration of SPECT
images does not produce satisfactory results. (See section
5). On the other hand, some authors use bicubic interpola-
tion. In our case this is not applicable, as using a higher or-
der interpolation method would amplify the artifacts of reg-
istration results, given the resolution of SPECT images.
Figure 2. General Algorithm for image regis-
tration using MI
4. Our method for registration of cardiac vol-
umetric SPECT images.
Our method is based on the general registration algo-
rithm seen in Figure 2, which we have modified with new
techniques. These techniques improve accuracy and yield a
robust algorithm. In particular, for the computation of the
mutual information, we consider only the significant va-
lues that correspond to blood perfusion, we also use an opti-
mization technique able to deal with multiple local maxima,
which is therefore more suitable for cardiac SPECT regis-
tration. More important, we introduce a new interpolation
method for the computation of the joint histogram of inten-
sities between the floating image and the reference image.
Below we explain each step of our method.
1. Input information and preprocess. We input all slices
of two SPECT images of resolution 64 x 64 x 24 vox-
els. The first set of slices is labelled as reference image
an the other as floating image.
We then perform the selection of significant values.
In contrast with CT and MR images, where most of
the voxels have significant information, in the cardiac
SPECT images only some voxels are significant. Addi-
tionally, the presence of noise distorts the information
in the voxels. In order to extract the relevant informa-
tion and reduce the noise, we consider those voxels
whose values are less than 35% of the maximum inten-
sity value in each image as background. Furthermore
we do not include the background in the MI calcula-
tion.
2. Pre-registration. The shape of the left ventricle is
approximated by an ellipsoid (see 3D left ventricle fi-
gure in table 2). We perform the pre-registration align-
ing the two volumetric barycenters and next we align
the long axis on both ventricles. We estimate the long
axes by the axis which passes through the volumet-
ric barycenter and the barycenter of the last slice with
relevant information.
3. Optimization: we use an optimization method
with truncated normal samples of the solution
space. The optimization process returns the maxi-
mum mutual information that has been achieved
and the corresponding transformation parame-
ters α = [Θ, β, γ,Δx,Δy,Δz]. In section 4.1.1
we describe the MI computation and the interpola-
tion method used.
4. Optimal transformation application and rendering In
order to visualize the results in an intuitive way, we
apply the optimal transformation to the floating image
and then we render each one in an independent color
channel, which allows us to jointly visualize the vo-
lumes and identify the mis-registration in those zones
where only one of the colors used is predominant. Re-
sults in section 5 are presented in this fashion.
4.1. Geometric Transformation and Interpolation
Method
In this section we define the rigid geometric transforma-
tion T that we use in each iteration of the optimization loop.
The transformation Tα with α = [Δx,Δy,ΔZ,Θ, β, γ], is
the composition of a rotation through angles Θ, β, γ around
the axes X,Y, Z and a translation Δx,Δy,Δz. The trans-
formed grid will not be aligned with that of the reference
image (see Figure 3), so it would be necessary to compute
the contributions of the different voxels in the transformed
grid to the voxels it would overlap in the grid of the referen-
ce image.
Recent algorithms compute the joint histogram using
Partial Volume Interpolation (PVI), shown at the left of
figure 3. PVI runs faster doing a rough estimation of the
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Figure 3. Interpolation Weights Estimation
weights and directly computing its effects on the joint his-
togram. The PVI computation is exact only if there are no
rotations. In the presence of rotations it is extremely in-
accurate.
4.1.1. Rotation Aware Volumetric Interpolation. Figu-
re 3 shows a two-dimensional comparison between the cal-
culation of PVI and our interpolation method. In PVI the
weights from bilinear interpolation are used. On the left
side of figure 3, the resulting weights are the areas labeled
ω0 . . . ω3. It is easy to see that they correspond exactly with
the overlaps of the transformed voxel with the reference
voxels, if there is no rotation (see dashed square). Notice
that if there is a rotation, the weights may even be assigned
to voxels that are not overlapped at all.
Precision can be improved by computing the exact con-
tribution of the voxel to each overlapped voxel. However
the exact computation of all these intersection volumes is
far too expensive to be performed for each voxel and for
each iteration of the algorithm. Instead, for each iteration
we build a sufficiently dense sample set of cases, and use
the closet sample to retrieve the weights for each voxel. As
a result, our method, depicted on the right side of Figure
3, would compute exact coefficients for the dashed square,
which is rotated by the same angle as the figure, but slightly
shifted in position from the actual voxel being considered,
yielding a much improved error in this case.
More precisely, the Rotation Aware Volumetric Interpo-
lation algorithm consists of the following steps:
1. Create two grids M1 and M2 with the same voxel di-
mensions than the SPECT images and a resolution of
10 × 10 × 10. This resolution has been found to be
enough for estimating the posible volumes of intersec-
tion.
2. Apply the rotation part of a test transformation Tα to
M2 getting Rot(Tα)(M2).
3. Estimate the intersection volumes: considering one
voxel from a grid as a solid object, and considering
that one voxel, when rotated, cannot be placed over a
grid of voxels of the same size overlapping more than
27 voxels.
With the grids M1 and Rot(Tα)(M2) superposed,
it is possible to compute for each voxel in the second
grid, the 27 volumes of intersection ωi with voxels of
M1, i = 0, . . . , 26. Note that Σ26i=0ωi = 1, since the
volume of a voxel is equal to 1. For each voxel pro-
cessed, we store the position vector (see right side of
Figure 3), and the 27 weights ωi.
4. Weights lookup table: during the computation of the
joint histogram, we will need to search, for each voxel,
an adequate sample among those computed at the pre-
vious step. We chose that sample whose position vec-
tor is closest to the actual position vector of the voxel
being considered. This can require a lot of compu-
tational effort, so in order to speed up the search,
we build a tridimensional lookup table of dimension
100 × 100 × 100. Since each component of a posi-
tion vector is in the range [0, 1], we scale the position
vectors by 100, and take integer parts of their coordi-
nates to address this table (which can be seen as a sim-
ple hash technique). We store each sample computed
above in this table, adding it to the list corresponding
to the position indicated by its scaled position vector;
for each sample we store both the position vector it-
self and the computed weights.
5. Computation of the Intensity joint histogram
h(Tα(A), B).
For each voxel
(a) Compute the final position of the voxel in the
floating image A applying the test transforma-
tion( Tα ).
(b) Compute its position vector vp (see Figure 3).
(c) Select the entry in the lookup table indexed by
100vp. If there are several vectors in the same
entry, we choose the closest vector to vp.
(d) Using the 27 weights ωi corresponding to the se-
lected sample, estimate the contribution of
the current voxel to the intensity joint his-
togram h(Tα(A), B):
Let bi, i = 0, .., 26 be the values of the 27 vo-
xels in the original reference image B and let a be
the value of intensity of the current voxel in the
floating image A. We update the elements of the
joint histogram with the corresponding weights,
i.e. h(a, bi) = h(a, bi) + ωi
6. Estimate the mutual information using the new inten-
sity joint histogram.
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Method s σt Average accuracy for
α = (Δx,Δy,ΔZ,Θ, β, γ)
Standard Deviation σα
Classical
method
178.45 7.16 (2.58, 1.45, 3.41, 2.48, 1.32, 2.16) (1.75, 1.36, 3.25, 2.68, 1.35, 1.69)
Our
method
235.32 19.42 (1.15, 0.75, 0.95, 0.85, 1.11, 1.04) (1.12, 1.41, 0.85, 1.02, 2.25, 1.42)
Table 1. Results of 60 random cardiac SPECT registration tests performed with two registration me-
thods
Note that similarly to PVI, in our interpolation method
we do not calculate new intensity values, instead we update
27 elements of the intensity joint histogram with weights
which approximate the volumes of overlap between the two
images.
5. Results
The following are the results obtained with the appli-
cation of the registration algorithm to volumetric cardiac
SPECT images.
Table 1 shows the results for 60 tests using random trans-
formations to generate a second image from a real SPECT
image. The second and third columns show the average re-
gistration time in seconds (s) and its standard deviation σt.
The fourth and fifth column show the average accuracy of
the result and its standard deviation. We measure the accu-
racy by the absolute difference between the resulting trans-
formation parameters and the exact solution obtained from
inverting the random transformation used. The absolute dif-
ferences are expressed in voxels for Δx,Δy,Δz and ex-
pressed in degrees for Θ, β, γ.
We also applied the algorithm to register a pair of Stress-
Rest SPECT images, with the result shown in row 3 of Ta-
ble 2, where it can be seen that the result is adequate, in that
perfused areas are properly aligned.
Figure 4 compares the result of our algorithm with the
classical MI maximization algorithm using PVI
To further test the algorithm in the presence of ischemic
(under-irrigated) tissue, we constructed a test example with
a phantom image of a left ventricle and the same image
with some voxels deleted (corresponding to a volume of
12826.16mm3 of myocardium), and with a random trans-
formation applied. We performed 20 tests for aligning these
models, and computed the volume of the ischemic tissue.
The results of the tests gave an average relative error of
1.26% (absolute error of 162.16mm3 ) with a standard de-
viation of 1.25. The maximum obtained error is 2.10% (ab-
solute maximum error 382.05mm3). The volume of each
voxel is 243mm3. These results shows a rather satisfying
alignment even when the images are different.
6. Conclusions
We have presented an algorithm to automatically align
different SPECT images of the left ventricle. Our algorithm
uses a maximization of the mutual information of the ima-
ges, a standard practice to align bidimensional images, but
we adapt and extend these standard techniques to operate on
three-dimensional images of low resolution, which the pre-
viously published approaches could not handle. The tests
made with our algorithm have shown satisfactory results
with consistent precision of the order of a voxel.
An important contribution of this paper is the proposed
algorithm to compute the joint histogram of the images,
which without sacrificing too much speed yields much im-
proved accuracy in the presence of rotations, and especially
in three dimensions.
We are presently working on the clinical validation of
these results and on extending our method to deal with gated
SPECT models that capture a complete cardiac cycle.
(a) (b)
Figure 4. Comparison of the registration of
two real stress-rest SPECT sagittal cuts, ob-
tained by the classical method (a) and our
method (b)
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a b c d
Table 2. Graphical results for registration tests.
Row 1 (test 1): Rendering of Registration of real SPECT images (red channel color) with a model ge-
nerated synthetically by random transformations (green color channel ), row 2 (test 2):Registration of
healthy phantom SPECT model (in red channel) and ischemic phantom model (in green color chan-
nel ), and row 3 (test 3): Registration between SPECT stress model (red channel) and SPECT rest
model (green channel). Columns a) and b)Volumetric models of the left ventricle, c) one slice of the
left ventricle’s models overlapped, d) Sagittal cut of the overlapped models. Note that the yellow
tones in c) and d) correspond to the voxels aligned with accuracy. Note that in test 3, the ”rest” ima-
ge is brighter than the ”stress” image, never the less the alignment achieved is satisfactory, and
therefore the green channel predominates over the red channel.
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