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ABSTRACT 
An n by n conference type matrix has O’s on the main diagonal and +1’s 
elsewhere. We investigate the largest possible determinant of such a matrix. The 
literature is extensive for n even, but for n odd the question has not been previously 
studied. We determine the maxima up to n = 11: for n = 3, 5, 7, 9, 11 they are 2, 22, 
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394, 8760, 240786. It will require a new idea or a huge computation to go beyond 
n = 11. 0 Elsevier Science Inc.. 1997 
1. INTRODUCTION 
Let H be an n by n matrix with entries & 1; we ignore the trivial cases 
n = 1,2. Hadamard gave the bound nn12 for det H. This bound can be 
attained only if n is a multiple of 4. A matrix that attains it is called an 
Hadamard matrix, and it is an outstanding conjecture that one exists for any 
multiple of 4. If n is not a multiple of 4, the maximum value of det H is not 
in general known, but there is a substantial literature. 
There is a companion theory for matrices with O’s on the main diagonal 
and k 1 elsewhere. If C is such a matrix, we have the estimate (n - 1)“” 
for det C. This can be attained only when n is even, and a matrix which does 
so is called a conference matrix. For n = 2 (mod4) there is a necessary 
condition: n - 1 must be a sum of two squares. It is conjectured that this is 
sufficient when n = 2 (mod4) and that no condition is needed when n is a 
multiple of 4. 
It is natural, by way of parallelism, to study the maximum of det C when 
n is odd. According to our search of the literature, the question has not been 
previously raised. 
Throughout the paper n will be odd and F(n) will denote the maximum 
of det C, as above. F(3) = 2 is trivial, and we assume n > 5. Sections 2 
through 5 treat n = 5, 7, 9, and 11 in succession and establish F(5) = 22, 
F(7) = 394, F(9) = 8760, and F(11) = 240786. The proofs require substan- 
tial computation plus some matrix maneuvers. We do not know any larger 
values of F. Section 6 is devoted to the uniqueness of the matrix achieving 
the maximum. In Section 7 we establish the lower bound (n - l>n(” 3)/2 for 
F(n) for some values of n, for instance all prime powers. The theorem 
(Theorem 6) of which this is a corollary may have some independent interest. 
In the final section there are several related remarks. 
2. n=5 
THEOREM 1. F(5) = 22. 
This was proved by a hand computation, aided by the use of Mathematics 
on a NeXT to evaluate 5 by 5 determinants. An example achieving the 
then 
m 
detE< l,s m . 
1 ‘s 
m 
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maximum is the circulant matrix 
0 -1 1 1 11 
1 O-l 11 
1 1 0 -1 1. 
11 1 o-1 
,-1 1 1 1 0, 
We shall use the abbreviation circ(0, - 1, 1, 1, 1) for this matrix and similarly 
for other circulant matrices. 
3. n=7 
THEOREM 2. F(7) = 394. 
There is a considerable jump in going from n = 5 to n = 7, and at first 
look a brute force search is daunting. There are 42 off-diagonal entries and 
therefore 242 matrices in all. Needless to say, this can be considerably 
reduced by symmetry: for instance, just normalizing the first row and first 
column to consist of l’s reduces the number to 230. 
Following the ideas in [3], we pursue a better strategy. The first step in 
this strategy is to change the search from C to D = CC’. This matrix has 6’s 
on the main diagonal, The symmetry of the off-diagonal elements in 13 
means that there are really just 21 of them. However, the elements might be 
k 1, + 3, or k 5, so that there are 6” possibilities. Since 6”’ > 242, we seem 
to have lost ground. Now comes a second idea: it is possible to severely 
restrict the off-diagonal entries by using certain inequalities on positive 
definite matrices; in fact, we can rule out + 3 and f 5 entirely. 
The first of these inequalities appears in [3, Satz 2.1, p. 1241 and [13, 
Theorem 1, p. 761; in the first of these references the result is more general 
in that the main diagonal need not be constant. 
INEQUALITY I. Zf a s y mmetric positive definite matrix E has m’s on the 
main diagonal and all off-diagonal entries are at least 1 in absolute value, 
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a determinant whose value is (m - l>“-l(rn + n - l), where n is the size 
ofE. 
REMARK. As a corollary one gets the upper bound (n - 2P- ‘(2n - 2) 
for F(n)2. For n > 3 this bound is never attained. 
The next statement is called Fischer’s inequality [6, Theorem 7.8.3, p. 
4781. 
INEQUALITY IIa. Suppose that a symmetric positive definite matrix E is 
partitioned as 
where F and H are square matrices of possibly diflerent sizes. Then det E Q 
det F det H. 
The following inequality is a more general one (IIa can be regarded as a 
limiting case of IIb), capable of delivering a stronger punch. It appears as 
Exercise 14 on p. 485 of 161, where it is called the Hadamard-Fischer 
inequality. See also [7], where it is attributed to Koteljanskii. 
INEQUALITY IIb. For a symmetric positive definite matrix E let F and G 
be principal sub&t erminants overlapping in H, as shown: 
E= 
Then det E < det F det G/det H. 
Now we turn to our main business. The matrix 
circ( 0, -l,l,l,l, -1,l) 
has determinant 394, and we shall show that this cannot be surpassed. Let C 
be a competing matrix. We proceed to show that if D = CC’ has an entry 
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k 3 or f 5 then det( D> < 3%‘. We can suppose that a in the 12 spot is & 3 
or +5. In Inequality IIB we take F to be 2 by 2 and G 6 by 6. Then 
det F = z “6 
I I 
= 36 - a2 =G 27, 
det G < 55 X 11 by inequality I, and H is the 1 by 1 matrix 6. Thus 
det D < 27 X 55 X 11/6 = 309375/2, 
which is less than 3942 = 155236 (a close call!). 
Now the computer search can begin. A convenient way to take advantage 
of symmetry is to use the language of graph theory. To D we attach a graph 
on 7 vertices, joining the vertices i and j if the i, j entry in D is 1. There are 
1044 graphs of order 7. For each, compute the determinant and look for 
determinants (if any) which are squares exceeding 394’. 
We can considerably diminish the magnitude of the search. Multiply by 
- 1 each row in D which contains an odd number of l’s, and do the same for 
the corresponding columns. This normalizes D to have the property that the 
number of l’s in each row is even (the fact that n is odd is used here). The 
corresponding graph is eulerian, i.e., the number of edges issuing from each 
vertex is even. There are 54 eulerian graphs of order 7. We have gone a long 
way: the search has shrunk from 242 to 54. 
REMARK. There is another way to describe this normalization. Consider 
the following operation on a graph: fx a vertex, delete all edges issuing from 
this vertex, and then insert edges joining the vertex to all vertices which were 
previously not joined. Take the equivalence relation this generates. An 
equivalence class under this relation is called a switching class. All the graphs 
in a switching class yield matrices with the same determinant, and so only one 
representative needs to be examined. For graphs of odd order each switching 
class contains exactly one eulerian graph, and this can be the chosen 
representative; that is what we did above. For graphs of even order this is no 
longer true, and yet, rather remarkably, it is still the case that the number of 
switching classes equals the number of eulerian graphs; cf. [9]. In this context 
the language of graphs was introduced in [8], where Table 4.2 shows the 54 
switching classes of order 7 and their eigenvalues. 
In the search no matrix showed up with a determinant equal to a square 
exceeding 3942. That proves Theorem 2. The matrix of the champion 
corresponds to the heptagon graph and lies in class 26 of the table just 
mentioned. 
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In concluding this section we remark on the two extreme cases, not just 
for the 7 by 7 case, but for any size. 
(1) Suppose that the graph is trivial (no edges). This means that all 
off-diagonal entries are - 1. The determinant is 0. 
(2) Suppose that the graph is the complete graph. Then all the off-diago- 
nal entries of D are 1, and det D = (n - 21nP1(2n - 2). Since n - 1 is 
even, this is a square if and only if 2n - 2 is a square, i.e., n = 9, 19, 33, . . . . 
But there remains the question whether D can be written as D = CC’. As a 
matter of fact, this is possible if C is allowed any rational entries, but 
impossible if C is to have the form prescribed in this paper. This can be 
deduced from the results in [2]. The key point is that C can be normalized to 
be symmetric, as follows from Corollary 2.2 and remark (ii) at the foot of p. 
818. We sketch the rest of the argument. The eigenvalues of D are n - 2 
with multiplicity n - 1 and 2n - 2 with multiplicity 1. The eigenvalues of C 
are square roots of those of D. There are ambiguities of si 
it follows from the vanishing of the trace of C that 
gn, but in any case \/ 
2n - 2 is an mtegral 
multiple of \ln-2, whence 2n - 2 is an integral multiple of n - 2, an 
impossibility. 
4. n=9 
THEOREM 3. F(9) = 8760. 
A succinct description of a matrix of conference type achieving this bound 
is as follows: take the 8 by 8 circulant matrix circ(0, 1, 1, 1, - 1,1, - 1, - l), 
and border it above and to the left with l’s (except of course for the 0 in the 
upper left comer). 
Let C be a competitor. The off-diagonal entries of D = CC ’ might be 
f 3, + 5, or + 7 as well as + 1. We can reject f 5 (and a fortioti + 7) by an 
argument that uses Inequality IIa (as well as inequality I>. We can suppose 
that the offending entry is in the I2 spot and so the upper left z by 2 matrix is 
8 a 
( 1 a 8’ 
with a = k 5 or f 7. The determinant of this 2 by 2 matrix is at most 39. For 
the complementary 7 by 7 matrix Inequality I provides the estimate 7’j X 14. 
Now 
39 x 76 x 14 = 64,236,354 < 87602 = 76,737,600. 
We have thus eliminated the possible presence of + 5 or f 7. 
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It is not possible to reject +3 just 
determinant; observe that the matrix 
I 
8 3 
3 8 
8 
I l’s 
281 
on the grounds of the size of the 
1’S 
8 
has determinant 82,354,300. (Incidentally, this number is not a square, and so 
the matrix in question is actually not in the running.) But we can exclude the 
possibility of two terms k3. 
First we examine the case where the two entries +3 appear in the same 
row. We can place them in the I2 and I3 spots and can normalize them to be 
3 (by multiplying the second and/or third rows and columns by - 1, as 
necessary). The upper left 3 by 3 comer is then 
with b = + 1 or +3. The case b = +3 can be handled by Inequality Ha. 
The plus sign for b gives the larger of the two determinants: 350. The 
complementary 6 by 6 subdeterminant has the estimate 75 X 13, bv Inequal- 
ity I. We have 
350 x 7’ x 13 = 76,47 ,850 < 76,737,600 
(another tight squeeze). For b = + 1 we need Inequality IIb and we use it 
with F 3 by 3, G 8 by 8. The overlapping H is 
with determinant 63. Inequality I gives the estimate 7’ X 15 for det G. For 
det F, b = 1 gives the larger value: 378. So 
det D < 378 X 7’ X 15/63 = 74,118,870 
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There remains the case where the two +3’s are in different rows; we put 
them in the 12 and 34 positions. Thus 
‘8 3 a b 
3 8 c d 
8 3 
D=::38 
? 
\ ? 8 
with a, b, c, d = f 1. We use Inequality IIb with F 4 by 4 and G 8 by 8 
with overlap 
8 c d 
H= c 8 3. 
i 1 d 3 8 
It turns out that the best value for det F is obtained when a, b, c, and d are 
all positive; we invite the reader to check this. This maximal value is 2925. 
Next we make a further application of Inequality IIb on G, with 3 by 3 on top 
and the other submatrix 7 by 7, obtained by deleting the second row and 
column of G (i.e. the third row and column of D). We have 
det G < det H X 76 X 14/63 = det H X 75 X 14/9, 
det D < 2925 det G/det H. 
It follows that 
det D < 2925 X 75 X 14/9. 
Now 
2925 x 75 x 14 = 688,246,650, 
9 X 8760’ = 690,638,400. 
That concludes the exclusion of two +3’s. 
The computer search must now begin. It is complicated by the fact that 
allowance must be made for the presence of one entry f 3. The procedure is 
as follows. For each of the 2038 matrices coming from the 2038 eulerian 
graphs of order 9 we pick one of the 36 pairs of off-diagonal entries and 
multiply it by 3. Thus a total of 36 X 2038 determinants need to be 
computed; only those which are squares need further attention. It turned out 
that none of these was large enough. In fact they did not even top the 
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tentative 85822, which was all that was available when the computer run 
occurred. 
With no *3’s, four possibilities showed up: the squares of 8640, 8760, 
8918, and 9114 (in addition to the absolutely maximal 96042 with all l’s, 
dismissed at the end of the preceding section). But now another hurdle had 
to be jumped: did there exist a matrix C with CC’ = D? A program was 
written to test this, and only 8760 survived, yielding the true champion. Thus, 
Theorem 3 was proved. 
REMARK. After this work was complete, we became aware of the papers 
[ 1] and [ 111. With the aid of Theorem 1 in [11] or Theorem 1.1 in [l] it is 
possible to reduce greatly the computer search described above in the case 
where f3 is present. There is one technicality: the assumption n > m (in 
their notation) is not satisfied here; however, they make no use of this 
assumption. 
The same may be true in connection with IZ = 11 (next section), but we 
have not checked it out. This would have been particularly desirable in the 
presence of three f 3’s, a computation that took about a year of cpu time on 
about 40 machines. 
5. n = 11 
THEOREM 4. F(11) = 240786. 
In exhibiting a matrix achieving this bound we can cut the size down to 5 
by 5 by using block matrices. With j = (1, 1, l), K = circ(O, - 1, l), L = 
circ( - 1, 1, I), M = circ( - 1, 1, - l), and N = circ(0, - 1, - 1) the desired 
matrix of conference type is 
0 1 j j j 
1 0 j -j -j 
j’ -j’ K L L 
j' j' M N L 
.I J j’ ML N 
\ 
Note that the inner oroduct of the first two rows is - 3 and that all other row 
inner products are i 1. Thus the fleeting idea that maximal matrices would 
have to have all row inner products equal to + 1 disappeared with the proof 
that this example was maximal. 
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As usual, let C be a competitor and D = CC’. With rl = 11, the possible 
presence of as many as three f3’s above the diagonal cannot be ruled out 
just by size, since the determinant 
10 3 3 
3 10 3 l's 
3 3 10 
10 
l's 
10 
is 58,122,639,228 > 2407862 = 57,977,897,786. However, by an application 
of Inequality IIb, just as for 12 = 7, we rule out the presence of f5 (and a 
fortiori f 7 or f 9). With D split as the 2 by 2 
10 c ( 1 10 ’ c = f5, +7,or f9, C 
above and a 10 by 10 below, the overlap is the 1 by 1 matrix (10) and we get 
the estimate 
75 x 9’ X 19/10 = 552,074,196,825/10, 
which is less than 240786’. 
In this section we shall reverse the order and report right away on the 
computer search. It was carried out with the assumption of k entries k3 
above the diagonal (k = 0, 1,2,3) and, of course, all other entries k 1. As the 
search began, the reigning champion had determinant 236108. For k = 2 and 
3, no matrices topped this. For k = 0 there were 13 larger ones, and for 
k = 1 there were 7. In due course it was discovered that the matrix for k = 1 
with determinant 2407862 actually factored as D = CC’, and at this point 
the new matrix took over as tentative champion. The number of possible 
larger ones then shrank to 5 for k = 0 and 1 for k = 1. None of them 
factored as CC ‘. 
To complete the proof of Theorem 4 the remaining task is to rule out 
matrices with four or more +3’s. The discussion will split into eight cases. It 
will be convenient to make the case distinction graph-theoretically. Let an 11 
by 11 symmetric positive definite matrix D = (dij) be given with dii = 10, 
dij = f 1 or + 3 for i f-j, and at least four f 3’s present (above the 
diagonal). We construct a graph J with vertices 1,2, . . . , 11, joining i and j if 
dij = f3. We make an ad hoc definition. 
A graph is admissible if it has r vertices and k edges for one of the 
following eight pairs (r, k): (4,4), (4,5), (4,6), (5,4), (5,5), (6,4), (7,4), 
(8,4). 
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LEMMA. Any graph with at least four edges has an admissible subgraph 
with no isolated vertices. 
Proof C$ the lemma. Consider the subgraphs of the given graph J which 
have no isolated vertices and contain at least 4 edges. (There is at least one, 
obtainable by deleting from J all of its isolated vertices.) Among them pick W 
with the smallest number, say r, of vertices. We claim that W is admissible. 
Let d be the minimal degree of the vertices of W (the degree of a vertex is 
the number of edges issuing from it). Let k be the number of edges in W. 
We have k > 4, and clearly k > dr/2. Moreover k < d + 3, for otherwise 
the deletion of a vertex of degree d followed by the deletion of isolated 
vertices leaves a graph that has four or more edges and contradicts our 
assumption of minimality. These inequalities force (r, k) to be one of the 
eight pairs above. ??
We apply the lemma to the graph J described above. The result will be to 
select r rows of D (which we can take to be the first r rows) with the 
following property: if X is the upper left r by r submatrix, then X contains 
exactly k elements f3 in its upper triangle, every row of X contains at least 
one 5 3, and (r, k) is one of the eight pairs above. A computation was done 
to determine the largest possible value of det X; call it g(r, k). The results 
are assembled in the following table: 
r k=4 5 6 
4 7,133 6,741 6,517 
5 69,286 64,890 
6 658,287 
7 6,325,704 
8 60,718,889 
Now, using these inequalities, we get estimates establishing that det D is 
smaller than 2407862. We start with the three where Inequality IIa suffices: 
(4,5) 6741 x 9’j x 16 = 57,319,100,496. 
(4,6) 6517 X g6 X 16 is even smaller than the preceding. 
(5,5) 64890 x g5 x 15 = 57,475,344,150. 
In the next case we use Inequality IIb with an overlap in the 1 by 1 matrix 
(10): 
(8,4) 60,718,889 x g3 x 13,‘lO = 575,432,911,053/10. 
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The final four cases need an overlap of two. Since in each case X is not 
crammed full with f 3’s off the diagonal, we can arrange to have 
10 1 ( 1 1 10 
in its lower right comer, with determinant 99. The first of the four is 
(4,4) 7133 x g3 x 18/99 = 614,104,521,786/11. 
To avoid fractions we compare the numerator with 
11 x 57,977,897,796 = 637,756,875,756, 
and we do the same in the remaining three cases: 
(5,4) 69,286 x g7 x 17/99 = 625,914,159,142/11. 
(6,4) 658,287 x 9” x 16/99 = 621,939,025,088/11. 
(7,4) 6,325,704 X g5 x 15/99 = 622,544,159,160/11. 
That completes the proof of Theorem 4. 
REMARK 1. The estimate for g(4,6) d oes not need a computer search; it 
is obtainable directly from Inequality I. 
REMARK 2. It is notable that in every case the largest determinant is 
attainable by taking all signs positive (and this was true several times earlier in 
the paper). It would be nice to have an a priori proof. 
6. UNIQUENESS 
In this section we consider the question of equivalence of the optimal 
matrices. Let us call two matrices l-equivalent if one can be obtained from 
the other by simultaneously permuting the rows and columns by the same 
permutation. They are 2-equivalent if in addition we can multiply rows and 
the corresponding columns by -I, and 3-equivalent if we further allow 
independent multiplication of rows and columns by - 1. We are primarily 
interested in 3-equivalence, but it is helpful to consider l-equivalence and 
2-equivalence as well. 
With D = CC’ as above, S-equivalence of C yields 2-equivalence of D. 
Conversely, 2-equivalence of D yields S-equivalence of the set of solutions 
for C. Furthermore, 3-equivalence of C preserves the determinant up to 
CONFERENCE TYPE DETERMINANTS 287 
sign, so it will be enough to find one member of each 3-equivalence class 
with maximum determinant. 
Our primary tool for testing equivalence was the graph isomorphism 
program nauty [lo], which basically tests l-equivalence. Replacement of some 
key procedures in fact gave a program which can find a canonical representa- 
tive under I-equivalence of any matrix. Only a fraction of a second is required 
for the small matrices that we are dealing with here. 
Given the ability to test l-equivalence, it is not hard to treat 3-equiv- 
alence. For a matrix C, define 
X(C) = _; -;). t 
LEMMA. If C has zero diagonal and nonzero o#-diagonal elements, then 
l-equivalence of X(C) corresponds to S-equivalence of C. 
Proof Simultaneous equal permutation of the rows and columns of C 
causes a simultaneous equal permutation of the rows and columns of X(C). 
Multiplication of a row of C by - I is the same as interchanging the two 
corresponding rows of X(C), and similarly for columns. In the other direc- 
tion, note that the location of the zeros in X(C) implies that l-equivalence 
can be restricted to just the types of permutation which correspond to 
3-equivalence of C. ??
As described in the preceding sections, we took steps to reduce the 
number of 2-equivalent matrices produced. This was successful enough that 
only a few copies of the maximal D-matrices were produced and these were 
easily seen to be 2-equivalent. For factorization of D into CC ’ it was 
assumed without loss of generality that the first row of C [except the (1, 1) 
element] and the element (2,l) were + 1. After factorization, the solutions 
were tested for 3-equivalence using the lemma. We also checked on 3-equiv- 
alence of a solution with its transpose. The results are stated in Theorem 5. 
THEOREM 5. For n = 5, 7, 9, and 11 (and also for the trivial case 
n = 3) the maximal matrices C are unique up to 3-equivalence and S-equiv- 
alent to their transposes. 
This uniqueness of C up to S-equivalence may not continue to higher 
orders. Our current champion D for n = 13 (determinant 7,846,308”; not 
proved to be optimal) admits two equivalence classes of factors C. Here they 
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are: 
D= 
c, = 
c,= 
12 1 1 1 1 1 1 1 1 1 1 1 1 
1 12 1 1 -1 -1 1 -1 -1 1 1 -1 1 
1 1 12 1 1 -1 1 -1 1 -1 1 -1 -1 
1 1 1 12 1 -1 -1 1 1 -1 -1 1 -1 
1 -1 1 1 12 1 1 1 1 -1 -1 -1 -1 
1 -1 -1 -1 1 12 -1 1 -1 1 1 1 1 
1 1 1 -1 1 -1 12 -1 -1 1 1 1 -1 
1 -1 -1 1 1 1 -1 12 1 -1 -1 1 1 
1 -1 1 1 1 -1 -1 1 12 -1 1 -1 1 
1 1 -1 -1 -1 1 1 -1 -1 12 1 1 1 
1 1 1 -1 -1 1 1 -1 1 1 12 -1 -1 
1 -1 -1 1 -1 1 1 1 -1 1 -1 12 1 
1 1 -1 -1 -1 1 -1 1 1 1 -1 1 12 
0 111111111111 
1 0 -1 -1 -1 -1 -1 1 1 1 1 1 1 
1 1 0 -1 -1 1 1 -1 -1 -1 1 1 1 
1 1 1 0 -1 -1 1 -1 1 1 -1 -1 1 
1 -1 1 1 0 -1 1 -1 -1 1 1 1 -1 
1 -1 1 -1 1 0 1 1 1 -1 -1 1 -1 
1 1 -1 1 -1 1 0 1 -1 1 -1 1 -1 
1 1 -1 1 1 -1 1 0 1 -1 1 -1 -1 
1 1 1 -1 1 1 -1 -1 0 1 1 -1 -1 
1 -1 -1 1 1 1 -1 -1 1 o-1 11 
1 -1 -1 -1 1 1 1 1 -1 1 o-1 1 
1 1 1 1 1 -1 -1 1 -1 -1 -1 0 1 
1 -1 1 1 -1 1 -1 1 1 -1 1 -1 c 
II 111111111111 
10 l-l 1 1 -1 -1 1 -1 1 -1 -1 
1 -1 0 -1 1 1 1 1 -1 1 -1 -1 1 
1 1 -1 0 1 1 -1 -1 -1 -1 -1 1 1 
1 -1 1 1 0 -1 -1 -1 1 1 -1 -1 1 
1 1 1 -1 -1 0 -1 1 1 1 -1 1 -1 
1 1 -1 1 -1 1 0 -1 -1 1 1 -1 -1 
1 1 1 -1 -1 -1 1 0 -1 -1 1 -1 1 
1 -1 1 1 -1 1 1 -1 0 -1 -1 1 -1 
1 -1 1 1 1 -1 -1 1 -1 0 1 1 -1 
1 l-l 1 l-l 1 1 l-l 0 -1 -1 
1 -1 -1 1 -1 1 -1 1 1 -1 1 0 1 
1 -1 -1 -1 1 -1 1 -1 1 1 1 1 0 
REMARK. C, and C, are 3-equivalent to their transposes. 
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7. P-MATRICES 
Let A be an n by n matrix of the type under discussion (n odd, O’s on 
the main diagonal, f 1 elsewhere). We impose the following additional 
conditions on A: A is symmetric if n = 1 (mod 4), A is skew if n s 3 (mod 4), 
the sum of the entries in every row or column is 0, and the inner product of 
any two different rows or columns is - 1 (these conditions are not indepen- 
dent). There does not seem to be a name for exactly this class of matrices; we 
shall call them P-matrices (honoring Paley). 
REMARKS. 
(a) For n an odd prime power Paley [12] used squares in the field of n 
elements to construct a P-matrix of size 72. 
(b) There is a close connection between P-matrices and conference 
matrices; see [S] and [2]. Here is a sketch. Let C be a conference matrix of 
size n + 1. It is shown in [2] that C can be normalized to be symmetric if 
n = 1 (mod 4) and skew if n E 3 (mod 4). Normalize C further by making 
the entries in its first row all 1 (except, of course, for the corner element). 
Then on deleting the first row and cohlmn of C we get a P-matrix of size II. 
The process is reversible. 
(c) The conjectures in the introduction on conference matrices translate 
into corresponding conjectures on the existence of P-matrices: that they exist 
for all n = 3 (mod 4) and that they exist for n = 1 (mod 4) provided that n is 
a sum of two squares. 
THEOREM 6. All cofactors in an n by n P-matrix are equal to n’“-“)/“. 
Proof. We first normalize A. Permute rows 2 to n, and perform the 
same permutation on columns 2 to n so as to make the entries of the first 
column read 0, 1, . . . , 1, - 1,. . . , - 1. The result is still a P-matrix. We 
change notation and still write A for the altered matrix. Let B be the matrix 
obtained by deleting from A its first row and first column. 
We examine C = BB’. The entries on its main diagonal are n - 2. Off 
the diagonal the entries are - 2 or 0. In detail: if we take two (different) rows 
from the top half of B or from its bottom half, the inner product augmented 
by 1 is - 1; hence such an inner product is -2. For any other pair of rows 
(i.e., one from the top half and one from the bottom half) the inner product is 
0, since it is - 1 when augmented by - 1. In sum, C has the form 
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where D is the matrix of size (n - 1)/2 with (n - 2)‘s on the main diagonal 
and -2’s elsewhere. We have (det B>2 = det C = (det D>2, so that det B = 
+det D. The characteristic roots of D are 1 together with n repeated 
(n - 3)/2 times; det D = n (n-3)/2. If n = 3 (mod4), then I3 is skew and its 
determinant is positive, so that det B = det D. If n = 1 (mod4), then B is 
symmetric and we need a further argument to determine the sign of det B. 
The characteristic roots of B are obtained from those of D by doubling up 
and then taking square roots, so they are as follows: k I, + 1, and n - 3 
roots, each of which is f 6. Note that the trace of B is 0. If the signs in 
k 1, + 1 are the same, then 2 is an integral multiple of &, so 4 is a multiple 
of n, a contradiction. Therefore the roots in question are 1 and - 1, 
contributing - 1 to det B. The remaining characteristic roots of B add up to 
0 and so are half 6 and half - 6. S’ mce (n - 3)/2 is odd, the product of 
these characteristic roots is negative. In sum: det B = det D holds for 
n = 1 (mod4) as well. 
We have evaluated one cofactor of A. We proceed to show that all the 
cofactors of A are equal. The row vector v consisting of all l’s is a null vector 
for A. Since we have found that B is a nonsingular n - 1 by n - 1 minor of 
A, A has rank n - 1. Therefore, up to a scalar, v is unique. Fix a column of 
A, and form w as the row vector consisting of the cofactors of the members 
of that column. Then w is a null vector of A, necessarily a scalar multiple of 
v. Thus all the entries of w are equal, that is, all the cofactors of the elements 
of the column in question are equal. This applies equally well to rows. We 
have proved that all of the cofactors of A are equal, and this concludes the 
proof of Theorem 6. ??
COROLLARY. Let A be a P-matrix. Let E be the matrix obtained from 
A by changing all the - l’s in the first column to 1’s. Then det E = 
cn _ ljn(n -3w. 
Proof. Expand det( E) along the first column and use Theorem 6. w 
8. CONCLUDING REMARKS 
We do not know F(n) for n 2 13. See Section 6 for the two matrices that 
achieve our best 13 by 13 value: 7,846,308. The following experiment was 
done 16 million times. Take a random 13 by 13 matrix (O’s on the diagonal, 
+ 1 elsewhere). Make a change of sign if it increases the determinant. 
Continue till the process terminates. In 86 experiments the result was 
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equivalent to one of the two matrices with determinant 7,846,308; the other 
experiments terminated in a smaller local maximum. It is likely that a more 
sophisticated method such as simulated annealing would be successful more 
often. 
Our best 15 by 15 example is cird0, 1, 1, 1, - 1, - 1, - 1, 1, - 1, 1, 1, 
- 1, 1, 1, 1) with determinant 310,894,012. 
Matrices with all row inner products equal to + I have played a signifi- 
cant role in this investigation (although the significance diminished when the 
11 by 11 matrix of Section 5 was discovered). In order to talk about them we 
shall call them Q-matrices (Q is the letter after I’); it is to be understood that 
the definition is meant to incorporate our standing assumption that there are 
O’s on the diagonal and + l’s elsewhere. Two questions arise. 
I. Does a Q-matrix exist for every n? Of course, any P-matrix is a 
Q-matrix, so that the question is raised only if an n by n P-matrix is unknown 
or impossible. The first open case is thus n = 21. It has been checked that 
there is no circulant or negacirculant Q-matrix of order 21. 
II. Is the transpose of a Q-matrix a Q-matrix? In other words, are the 
column inner products also &-l? This is true for all the Q-matrices we 
encountered in this investigation, including those given by the corollary to 
Theorem 6. 
For n = 5 more is true. There are 10 row inner products. Ignore signs. 
Then there are 10 numbers, each a 1 or a 3. Call this the row “profile.” Fact: 
the column profile is always the same. This was verified by hand without 
having to check too many cases. The identity of row and column profiles fails 
miserably for n > 5, so this is a one shot fluke for n = 5. (For even n there 
is an analogous situation: true for n = 4, false for larger n.) 
Finally, here is an account of how this collaboration came about. In 
studying conference and Hadamard matrices I.K. noticed Theorem 6 and 
next noticed that the corollary produced some moderately large determinants. 
For n = 5 the 20 produced this way was not the best; the best was 22, as 
reported in Section 2. Information for n > 5 was nonexistent; in particular, 
for n = 7, could 294 be topped? He prepared and sent out a preprint. When 
J.S. received this he became interested. He and F.B. achieved 394 for n = 7 
and some promising larger matrices as well. A computer search was in order. 
At just that time there was a fortunate coincidence. Fan Chung visited 
MSRI. I.K. asked her where he could find a list of graphs of order 6. She 
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asked why he wanted to know, and he explained the problem. She instantly 
said that B.M. was the ideal person for this challenge and sent him an e-mail. 
In a couple of days there was an e-mail response: he had done it. [The same 
e-mail announced that the Ramsey number R(4,5> is equal to 25, work done 
in collaboration with Stanislaw Radziszowski.] Pleased and intrigued, I.K. got 
as far as he could by hand on n = 9. This encouraged another computer 
search by B.M. J.S. and F.B. had been kept in touch. F.B. devised a way of 
testing whether a candidate D would factor as CC’, with the results reported 
above. For n = 11 F.B. proved that three +3’s are impossible. Then B.M. 
shortened this proof considerably. 
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