I. Introduction
Relaxation methods have long played an important role in such different areas as, for example, numerical analysis and image processing. More recently, they have attracted considerable interest within the neural network community after the seminal work of Hopfield [l], Hinton and Sejnowski [2] , and others. Relaxation algorithms, in fact, have a number of interesting advantages over more traditional computational paradigms, especially because they can be easily implemented in parallel hardware, and have intriguing similarities with the style of computation that the human brain is supposed to implement [3].
Relaxation is commonly associated with constraint satisfaction in biological and artificial vision systems. Both, in fact, are often confronted with the problem of providing meaningful interpretations of two-dimensional images, in a manner that is "consistent" with a large number of constraints of some sort (e.g. geometrical, optical, etc.) . It is straightforward to map a constraint satisfaction problem onto a relaxation network where each unit represents one specific hypothesis and the connections between units represent the constraints between the corresponding hypotheses. The network is started with a poor initial solution and iteratively attempts to refine it until a stable configuration is found, in which as many constraints as possible are satisfied. Usually, the network is associated with some "energy" (or Liapunov) function, quantifying the degree of violation of constraints, which is minimized as the process evolves. One of the earliest, and best known examples of such a model of computation is the Marr-Poggio algorithm for solving the stereo-disparity problem [4].
In many perceptual tasks, however, it is common to have a number of competing hypotheses, of which only one must be true. One way to solve this problem is to adopt a winner-take-all strategy [5], where the unit having the largest activity is allowed to suppress all its competitors. An alternative approach, instead, can be pursued when the system is known to have an energy function. It involves adding penalty terms into the energy formula so as to prevent two or more competing units from being active simultaneously [6]. developed later a general theory of consistency for constraint satisfaction in an attempt of explaining the success of the algorithm, but they were able to show this only in terms of approximation. One of the major differences between the relaxation labeling method and other relaxation schemes (such as the Hopfield model or the Boltzmann machine) is that it works in a probability space, allowing in fact a form of "soft" competition among hypotheses [ll] . In this paper it is shown that, in spite of its heuristic and simple-minded character, the relaxation labeling algorithm is instead intimately related with Hummel and Zucker's theory of consistency. Based on a very powerful result of use in the context of Markov chain theory, it is seen that under a symmetric connectivity requirement relaxation labeling possesses a Liapunov function that is essentially the same energy function as Hopfield [l] , and others [2] . Interestingly enough, it is demonstrated that such a connection with the theory of consistency still holds even if the symmetry restriction is relaxed, and the algorithm is then proven to perform useful computations under unrestricted circumstances. These properties allow to strengthen the recognized relationship between relaxation labeling and certain models of neural network, and pave the way for a number of interesting applications.
II. Consistency and Its Properties
A constraint satisfaction problem involves a set of objects B = {bl,...7bn} each associated with a set of possible labels A;. For simplicity of discussion it will be assumed here that all the objects share the same set of labels, i.e. A, = A = {l,...,m} for all i = 1.. .TI. All the results presented in this paper, however, hold in the more general case where different label sets are involved. The purpose is to label each object of B with one label of A. To accomplish this, two sources of information can be exploited.
The first one relies on local measurements which capture the salient features of each object viewed in isolation. The second source of information, instead, accounts for possible interactions among nearby labels and, in fact, incorporates all the contextual knowledge about the problem at hand. This is expressed by means of a four-dimensional matrix of real-valued compatibility coefficients R. The component T,~(A, p ) measures the strength of compatibility between the hypotheses "A is on object bin and " p is on object bj:" high values correspond to compatibility and low values correspond to incompatibility. In our discussion, the compatibilities are assumed to be nonnegative, but this seems not to be a severe limitation because it can be seen that all the interesting concepts involved here exhibit a certain "linear invariance" property [12] .
The initial local measurements are assumed to provide, for each object b, E B, an m-dimensional probability vector Tio) = (pIo)( l),..., p(O)(m))' (where "T" denotes the usual transpose operation), such that pio)(A) 2 0, for all i and A, and eXp?)(A) = 1, for all i. Each pio)(A) can be regarded as the apriori (non contextual) probability that object b, is labeled with label A. By simply concatenating
jj(o).--,B(o)
we obtain a (weighted) labeling assignment for the object of B that will be denoted by $)'E Rnh. A relaxation labeling process takes as input the initial labeling assignment p(O) and iteratively updates it taking into account the compatibility model R.
At this point, it is convenient to introduce the space of weighted labeling assignments:
which is a linear convex set of Rnm. Every vertex of o< represents an unambiguous labeling assignment, that is one which assigns exactly one label to each object. The set of these labelings is denoted by K*:
Moreover, a labeling jT in the interior of K (i.e. 0 < p,(A) < 1 , all i and A) is called siriclly ambiguous. Now, let p E K be any labeling assignment and let us define for each object b, E B and each label X E A, what is called the suppori function. This should quantify the degree of agreement between the hypothesis that b; is labeled with A, whose confidence is expressed by pi(A), and the context. This is commonly measured as Putting together the q,(A;jT)'s, as for the jT's, we obtain a nm-dimensional support vector denoted by ij(p) (hereafter, when it will be clear from context, the dependence on jT will be understood).
Hummel and Zucker's theory of consistency [lo] is essentially based on a generalization of the notion of consistency for unambiguous labelings, which is more easily understood. Let jj E K* be an unambiguous labeling assignment, and let A(i) denote the label assigned to b, by jT. It seems reasonable to say that p is consistent if and only if the assigned label of each object receives the greatest support at that object. This amounts to having q,(A(i)) 2 +(A), for all i and A, or equivalently: EXpi(A)qi(A;p) 2 ZXvj(A)qi(A;p), for all B E K*. By analogy, a labeling F E K is said to be consistent if for all T E K. Furthermore, if strict inequalities hold in (2), for all 'ii # B, then B is said to be strictly consistent. It can be seen that a necessary condition for to be strictly consistent is that it is an unambiguous one, that is jr E K*. Consistency is also usefully characterized by the following condition
[lo]: (5-jr) -q(jr) 5 0 for all 'ii E K, where " a ' ' denotes the standard inner product operator.
Given a labeling jr E K, the tangent set at jr, denoted by Tji, is defined as the set of possible directions along which one can move a n infinitesimal amount away from p, while remaining in K. It turns out that the tangent set at ji is given by:
Owing to the convexity of K, all the tangent vectors at jr are of the form -y('ii -F), for some y 2 0 and 'ii E K. Accordingly, consistency is equivalent to the condition g.ij(y) _< 0, for all 2 E T p
The definition of consistency given above entails that, for a consistent labeling jr E K, the n sums c A p i ( A ) q i ( A ) be simultaneously maximized, for i = 1.. .n. This suggests that the following quantity should be large, and thus can be thought of as a measure of consistency of jr. Hummel and Zucker called this measure average local consistency. However, as pointed out in [lo] , finding a consistent labeling cannot be regarded, in general, as a simple maximization problem, since maximizing n (not independent) quantities is not the same as maximizing the sum of these quantities, that is A . Even so, it can be shown that when the compatibility matrix R happens to be symmetric, then any local maximum E K of A is consistent [lo] . Basically, this follows immediately from the fact that, when R is symmetric, we have where d A ( F ) / d p , ( X ) denotes the partial derivative of A with respect to pi(A), evaluated at jr. In other words, V A ( j r ) = 2ij, V A ( j r ) being the gradient of A at jr. Note that, in general, the converse needs not be true since to prove this second-order derivative information would be required. However, the next proposition asserts that, by demanding that p be strictly consistent, this does happen.
Proposition 8.1: Let F E K* be strictly consistent, and suppose that R is symmetric. Then e is a strict local maximum of the average local consistency A .
Proof: Suppose to the contrary that Z is not a strict local maximum of A . Then, we can construct a sequence of points ( k } , Sk E K, such that 5k 4 F as k -t CO, and A @ ) 5 A ( 5 k ) for all k .
Each F k can be written in the form 5 k = F + bkFk, where 6, > 0 and the Zk's are tangent vectors a t E with Euclidean norm IIZk 11 = 1, for all k. Clearly, we have 6, + 0 and since the sequence {zk} is bounded, it must have some convergent subsequence converging to some f. We may assume, without loss of generality, that the sequence {Fk} is itself convergent to f. Notice that, since each Zk is in T,, i must be in T,, too. Now, applying Taylor's Theorem we can write Now, by letting k -+ 00, we have V A ( E ) . F 2 0 and, by the symmetry of R, V A ( F ) = 2ij(E). Thus we have found a vector T E T , such that Z . q ( F ) 2 0. This contradicts the hypothesis that E is strictly 0 consistent and proves the proposition.
A(F)
-
A Relaxation Labeling Algorithm
In the late 1960s Baum and Eagon [13] introduced a class of nonlinear transformations in probability domains and proved a fundamental result, commonly referred to as the Baum-Eagon inequality. This turns out to be the basis for a significant part of the work presented here. with nonnegative coefficients, and let F be a point of the domain K. Define the mapping A, as follows:
Then P ( E ) < P ( A ( f ) ) , unless Ab(f) = E.
In (5), the notation (&@)).(A)
stands for the ( i , X ) component of the vector A@). Indeed, in a subsequent paper, Baum and Sell [14] proved much more. They showed that Theorem 3.1 still holds in the case of arbitrary (nonhomogeneous) polynomials with nonnegative coefficients, and they further extended the result by proving that J b increases P homolopically, which means that P(F) < P( tAb(Z) + (1 -t ) f ) , for all 0 5 t 5 1 (6) unless Ab@) = f. In words, this means that, not only is P ( f ) smaller than P ( A ( % ) ) , but P(%) is also less than the value of P at any point lying on the segment joining 'z to A(%).
As noted in [14], the mapping Ab defined in Theorem 3.1 makes use of first derivatives only and nevertheless it is able to take finite steps while increasing P. This contrasts with classical gradient methods, for which an increase in the objective function is guaranteed only when infinitesimal steps are taken, and determining the optimal step size entails computing higher-order derivatives. We add that performing gradient ascent in K requires some projection operator to ensure that the constraints not be violated, and this causes some problems for points lying on the boundary [15]. In (5), instead, a (computationally) simple row normalization is required.
The Baum-Eagon inequality provides an effective iterative means for maximizing polynomial functions in probability space, and in fact it has served as the basis for various statistical estimation techniques developed within the theory of probabilistic functions of Markov chains. More recently, its usefulness in the field of speech recognition has also been proven [16]. Now, as seen in the preceding section, when the compatibility matrix happens to be symmetric, the problem of finding consistent labelings can be restated as the problem of maximizing the average local consistency A over K. But, observe that A is a homogeneous quadratic polynomial in the variables {pi(X)}, with nonnegative coefficients (the pij(A, p ) 
'~) .
Moreover, recall that when R is symmetric we have VA(Tj) = 2Q). Thus, Theorem 3.1 naturally suggests an algorithm for maximizing A over K.
Start with an initial T j ( O )
and iteratively produce a sequence of points 5j('), 5j(1),j?(2), . . . E K according to the following transformation 9 of K, defined as Doing so, we are guaranteed that each iteration will strictly increase (homotopically) the consistency A, until a local maximum (and hence a consistent labeling) is found. It can be easily shown From the Baum-Eagon Theorem, we can assert that -A is a strict Liapunov function for the relaxation operator T. This, in conjunction with the fact that every strictly consistent labeling is not only a fixed point for T, but also a local minimum of -A (see Proposition 2.1), proves the following theorem which is an immediate consequence of Liapunov's theorem of asymptotically stability [17].
Theorem 9.2: Let E E K* be strictly consistent and suppose that the compatibility matrix R is symmetric. Then Z is an asymptotically stable equilibrium point for the relaxation labeling scheme 9 0 and, consequently, is a local attractor.
IV. Relaxation Labeling with Asymmetric Compatibilities
In the preceding section we have shown how the heuristic relaxation labeling scheme of Rosenfeld et al. is closely related with the theory of consistency of Hummel and Zucker. Although in the asymmetric case no functional to be maximized can be found, in this section it is shown that the relaxation algorithm still performs useful computations in this case, and its connection with the theory of consistency continues to hold.
Let j? be a non-consistent labeling, and consider the problem of updating 5j in agreement with the constraint model. As Hummel and Zucker pointed out [lo], a reasonable strategy for doing this is to take a step in the same direction as ij (such a direction clearly exists for 5j is not consistent). Accordingly, the updating problem can be formally stated as follows:
given E K, find ; E E TF such that Z.ij 2 0 .
(8)
This kind of problems arises frequently in mathematical programming, where the role of the support vector if is indeed played by the gradient of some differentiable objective function. In particular, problems like (8) occur in the context of the so-called methods of feasible directions, and are solved by appropriate direction generator algorithms (see Zoutendijk [IS] ). In the problem we are dealing with, however, no objective function exists but the motivations that lead to (8) denote the relaxation labeling mapping defined in ( (9) there exists at least one summand greater than zero, and this implies that ( " j j j ) -jj) ij > 0
From the preceding theorem we can assert that the relaxation labeling scheme (7) can be classified as a "feasibility" direction generator method, in that it does not concern itself with the problem of determining the best direction but, instead, it simply solves problem (8) in "some formalized way" [18] . Note, also, that the algorithm determines the step size automatically.
One important question that has not been (purposely) raised until now involves the relation between the stopping points of relaxation and consistent labelings. We have said that any consistent labeling is a fixed point for 4, but it may well happen that some fixed point T j not be consistent, and this follows essentially from the fact that the relaxation scheme T cannot leave a face or edge of K. However, if we demand that the initial labeling F ( O ) be strictly ambiguous then this comes true (see [12] for proof).
Proposiiion 4.2: Let p(O) be a strictly ambiguous labeling, and suppose that the sequence {jd')} produced by the relaxation labeling process converges to the fixed point p*. Then B* is consistent. 0
To conclude our analysis in the case of arbitrary compatibilities we need, as in the previous section, some local convergence result that asserts something about the behavior of relaxation labeling in the vicinity of consistent labelings. Interestingly enough, such a result has been available since the early 198Os, but its importance as well as its potential applications appear to have not been fully recognized. [19] ): Let E K* be a strictly consistent labeling. Then F is a point of 0
Theorem 4.3 (Elfving-Eklundh,
In [19] it is also proved that the rate of convergence of 9' is linear. This is the analog to the local convergence result of Hummel and Zucker [lo, Theorem 9.11, and its interestingness stems essentially from its great generality, in that no restriction on the structure of the compatibility matrix is imposed. which proves the theorem. 0 attraction of the relaxation operator 9.
V. Conclusions
The properties discussed in this paper have a number of implications of interest in the neural network domain. To begin, the fact that a symmetric compatibility matrix implies the existence of a Liapunov function for relaxation labeling contributes to strengthen the recognized (but poorly understood) relationship with certain neural network models [l] , [20] . In contrast with such models, however, the algorithm is proven to perform useful computations even if the symmetry restriction is relaxed, and this makes it especially interesting as a biological model. We mention that the biological plausibility of relaxation labeling has been pointed out by many investigators [3], [21] , and recently the algorithm has proven to possess interesting learning capabilities [22]
From a different perspective, instead, the results presented here suggest how relaxation labeling can be utilized for a number of interesting applications. For example, the algorithm can well be employed as an optimization method. As a matter of fact, this has already been done for the case of the traveling salesman problem, and the results obtained so far are very promising [23]. Another application we are currently working on is in the field of associative memories [24], where local convergence results (like the ones presented here) are especially desired. More details on the topics discussed in this paper as well as a thorough discussion of their potential implications can be found in [12].
