In the first part of this two-paper series, a new computational approach is presented for analyzing transient heat conduction problems in anisotropic nonhomogeneous media. The approach consists of a truly meshless Fragile Points Method (FPM) being utilized for spatial discretization, and a Local Variational Iteration (LVI) scheme for time discretization. In the present paper, extensive numerical results and validation are provided, followed by a discussion on the recommended computational parameters. The FPM + LVIM approach shows its capability in solving 2D and 3D transient heat transfer problems in complex geometries with mixed boundary conditions, including pre-existing cracks. Both functionally graded materials and composite materials are considered. It is shown that, with suitable computational parameters, the FPM + LVIM approach is not only accurate, but also efficient, and has reliable stability under relatively large time intervals.
Introduction
There has been an increasing demand for a reliable, accurate and efficient numerical approach for transient heat conduction problems in anisotropic nonhomogeneous materials [1] [2] [3] . Part I of this study presents the theoretical foundation and implementation of a new computational approach: a simple meshless Fragile Points Method (FPM) based on a Galerkin weak-form and a Local Variational Iteration (LVI) time integration scheme. The FPM [4] is extended to heat conduction problems for the first time in this study. It is generated by local, polynomial, point-based (as opposed to element-based in the FEM) discontinues trial and test functions.
Numerical Flux Corrections are used to ensure the continuity and stability. The FPM leads to sparse and symmetric metrices and has a great potential in analyzing systems with fragmentation, e.g., crack propagation in thermally shocked brittle materials. The LVIM [5] in the time domain is a combination of the Variational Iteration Method (VIM) [6] and a collocation method in each time interval, and is highly efficient in solving nonlinear differential equations.
In general, the FPM + LVIM is a superior meshless method as compared to those in earlier literatures. The relative errors r 0 and r 1 used in the following sections are defined as:
where
2D examples

Isotropic homogeneous benchmark examples
The first example (Ex. 
where u is the temperature field. We consider a postulated analytical solution the same as which is used in [7, 8] :
u(x, y, t) = e x+y cos(x + y + 4t), (x, y) ∈ (x, y) | x 2 + y 2 ≤ 1 ,
Dirichlet boundary conditions are prescribed on the circumference, corresponding to the given postulated solution. A total of 601 points are distributed regularly or randomly in the domain, 30 of which are on the boundary (x 2 + y 2 = 1). The Dirichlet boundary condition is applied directly. Hence the penalty parameter η 2 in the FPM is eliminated (See Part I for details). The solutions based on the FPM + LVIM / Backward Euler scheme and their relative errors at t = 0.8 are presented in Figure 1 and Table 1 , in which η 1 donates the first penalty parameter in the FPM, M is the number of collocation points in each time interval, and tol is the error tolerance in stopping criteria in the LVIM. The definitions of these parameters are given in Part I. As can be seen, the FPM can be incorporated with different ODE solvers and achieve highly accurate solutions. Whereas the LVIM in the time domain reduces the computational cost significantly. The transient solutions are consistent with numerical results shown in [7, 8] .
The second numerical example (Ex. (1.2) ) is in a square domain. The material properties are the same as Ex. (1.1). The following postulated analytical solution is considered [7] : 
Anisotropic nonhomogeneous examples in a square domain
In the following four examples, a benchmark mixed boundary value problem in anisotropic nonhomogeneous materials is considered. The tested domain is a L × L square with Dirichlet with q N = 0. Whereas for anisotropic problems, an additional boundary thermal conductivity matrix has to be employed:
where k 11 is the first diagonal element of the thermal conductivity tensor k. Γ S stands for the symmetric boundaries. The other variables are consistent with Part I. Clearly, the matrix vanishes in isotropic domain. The initial, boundary conditions and material properties are given as:
where u 0 , u L ,k ij (i, j = 1, 2) are constant. In isotropic case,k ij = δ ij . Whereas in anisotropic case,k 11 =k 22 = 2,k 12 =k 21 = 1. The body source density Q = const = 0. It turns out that the resulting temperature distribution is not dependent on x, i.e., the example can be equivalent to a 1D heat conduction problem.
In Ex. merical examples are also considered in [9] using Local Boundary Integral Equation (LBIE)
Method and [10] [11] [12] using Meshless Local Petrov-Galerkin (MLPG) Method. The exact solution is obtained and given in [13] following the procedure of the variable transformation [14, 15] . When δ = 0, the material is homogenous. The computed solution for isotropic homogenous, isotropic nonhomogeneous, and anisotropic nonhomogeneous materials are presented and compared with exact solutions in Figure 3 . With only 121 (11 × 11) uniform points in the domain, the result shows great agreement with the exact solution. It is also consistent with the results shown in [13] based on meshless point interpolation method (PIM) and
Laplace-transform (LT) approach. The time cost and average errors of the present FPM + LVIM approach is listed in Table 3 , as well as the backward Euler scheme. The average error r 0 is defined as the average value of r 0 in time interval [0, 0.8]. It should be pointed out that in order to get a continuous solution in the entire domain, the FPM with random points usually requires a larger penalty parameter η 1 . Unfortunately, the accuracy drops down as η 1 increases.
As can be seen from Figure 3 and Table 3 , while the nonhomogeneity and anisotropy of the material have a significant influence on the temperature distribution, they do not give rise to any difficulties in the present computing method. As the solution achieves steady state before Table 4 , 5 and 6. The LVIM approach cuts the computing time approximately by a half and does not cause any stability problems. All these results are consistent with the analytical and 8 Whereas in Figure 7 (b), no points are on the boundary. A collocation method [17] based on integral terms on the boundaries is employed to enforce the essential boundary conditions.
That is, in the formulation of the FPM in Part I, the penalty parameter η 2 is utilized. The result presents a good consistency between different domain partitions, as well as the direct and collocation methods in imposing the essential boundary conditions.
Some practical examples
Ex. (1.7) is still in a square domain. However, the material property is no longer continuous.
As shown in Figure 8 For simplicity, only the steady-state solution is considered in this example.
In FPM, the subdomain boundaries shared by two points on either side of the crack are regarded as external boundaries. In this example, Neumann (adiabatic) boundary condition is applied. The computed steady-state temperature distribution is presented in Figure 8 . The result based on 100 uniform points (Figure 8 (b)) shows a very good accuracy and is consistent with the numerical result given in [20] , since the crack is just on top of some subdomain boundaries. However, in a partition with random distributed points, the crack may not coincide with the internal boundaries (as can be seen in Figure 8(a) ). Yet the FPM can still get a good approximation of the temperature distribution in the entire domain, especially outside the vicinity of the crack. When the number of points increases (see Figure 8 
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infinite isotropic soil medium caused by an oil pipe. This problem has been mentioned by a number of previous studies [21, 22] . Here a 12 m × 8 m domain is considered. According to the symmetry, we only compute one half of the domain. As shown in Figure 10 In FPM, the essential boundary conditions are imposed by the collocation method. The penalty parameters are set as: η 1 = 5k, η 2 = 20k. The computed time-variation of temperature at four representative points on the adiabatic side is shown in Figure 10 
3D examples
Anisotropic nonhomogeneous examples in a cubic domain
In k 12 = k 13 = 0. A postulated analytical solution is considered [1, 23] :
u(x, y, z) = y 2 + y − 5yz + xz.
Dirichlet boundary conditions satisfying the postulated solution are prescribed on all the faces of the cube. The FPM is employed to solve the anisotropic example. The computed temperature distribution at z = 0.5L is shown in Figure 11 . In Figure 11 (a), 10 × 10 × 10 points are distributed uniformly in the cube, while in Figure 11 (b) the points are distributed randomly.
The penalty parameters are: η 1 = 5k 11 for the uniform points, and η 1 = 10k 11 , η 2 = 20k 11
for the random points. Both results match well with the exact solution, as well as the numerical results achieved by Sladek et al. [1, 23] with the MLPG method. The relative errors (r 0 ) are 9.6 × 10 −3 and 1.1 × 10 −2 respectively. Figure 12 respectively. The computational times cost by the LVIM approach and the backward Euler scheme are shown in Table 7 . As the time-variation of temperature is smooth in this case, the LVIM approach can only improve the computing efficiency slightly.
In Ex. surfaces (x = 0, L) instead of the Neumann boundary conditions. The temperature distribution is then independent of x coordinate, i.e., the example can also be equivalent to a 2D problem. Figure 14 
Some practical examples
Finally, two practical examples with multiple materials and complicated geometries are considered. Ex. (2.8) shows the heat conduction in a wall with crossed U-girders. The example is presented in [25] . As shown in Figure 18(a) , the wall is consisted of two gypsum wallboards, two steel crossed U-girders and insulation materials (the insulation material is not presented in the sketch). The U-girders are separated by 300 mm. Thus, we can only focus on a 300 mm × 300 mm × 262 mm cell of the wall. The material properties are listed in Table 10 .
The indoor (z = 262 mm) and outdoor (z = 0 mm) surfaces are under convection boundary conditions. The corresponding heat transfer coefficients h and the temperatures outside the surfaces are shown in Table 11 . All the other lateral surfaces are symmetric, i.e., q N = 0 in this case. The initial condition is 20 • C in the whole domain.
A total of 2880 points are used in the FPM analysis. Notice that though the insulation material is not shown in the sketch, there are still points distributed in it. As a result of the uneven variation of material properties, the density of points used in the gypsum and steel are higher than the insulation. It should be pointed out that when the point distribution is extremely uneven, as in this example, it is highly recommended to define the boundary-dependent parameter h e in the FPM (see Part I) as the distance of the two points sharing the subdomain boundary. and t ≥ 10 hours (steady-state) are exhibited in Figure 18 (c) and 18(d) . The results also agree well with ABAQUS. The computational parameters and times are shown in Table 12 . As can be seen, the LVIM approach helps to save approximately one half of the total computing time.
Ex. (2.8) demonstrates the accuracy and efficiency of the FPM + LVIM approach in solving complicated 3D transient heat conduction problems with multiple materials and highly uneven point distributions. 
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Ex. (2.9) is also given in [25] . In this example, the heat transfer through a wall corner is studied. Figure 19(a) shows the geometry and material distribution in the corner. Five kinds of materials are utilized. Their corresponding properties are listed in Table 13 . Four kinds of boundary conditions are presented in Figure 19 (a), in which δ stands for adiabatic boundaries, while α, β and γ are all convection boundaries. Table 14 presents their heat transfer coefficients and surface temperatures. The initial condition is 10 • C in the whole domain.
First, we concentrate on the temperatures of four representative points (A, B, C, D) as shown in Figure 19(a) . The time-variation of temperatures on these points is presented in Figure 19 (b).
The result approaches steady state as time increases. [25, 26] . As can be seen, when the number of points rises, the solution approaches the reference solution gradually. With more than 6288 points, the result keeps stable and has no more than 0.1 • C error compared with the CEN solution. Figure 19 (c) and Figure 19 (d) present the temperature distribution in the corner when t = 6 hours and after steady-state. Table 15 shows the computational parameters and times comparing with the backward Euler scheme. Similar with the previous examples, the LVIM approach works well with large time intervals and has no stability problem. Figure 20(a) shows the influence of the penalty parameters on the relative errors r 0 and r 1 . The penalty parameters are nondimensionalized by
As can be seen, in order to get a stable and accurate solution, it is recommended to define η 1 in the range of 0.1k to 100k, and η 2 larger than 50k. The best choice in this example is η 1 = 5k and η 2 > 500k. The accuracy decreases dramatically when η 1 is too large or η 2 is too small. Yet there is no upper limit of the recommended range of η 2 . Notice that in homogenous or isotropic case, the effective range of η 1 and η 2 can be much larger.
In 3D case, the anisotropic steady-state example Ex. However, the best choice varies under different point distributions. As can be seen from the parametric studies, the relative errors shoot up when η 1 or η 2 is too small, as the continuity or essential boundary conditions may not be satisfied then. An excessively large η 1 should also be avoided. Whereas a large η 2 is still acceptable since it does not do much harm to the accuracy.
In general, the recommended values of η 1 and η 2 are proportional to the thermal conductivity k. The approximate effective ranges of η 1 and η 2 are k < η 1 < 50k, and 50k < η 2 < 1 × 10 4 k, where k = (k 11 k 22 ) 1/2 in 2D case and k = (k 11 k 22 k 33 ) 1/3 in 3D case. Notice that the range may vary under different definitions of h e and different point distributions. Homogenous and isotropic problem usually has less requirement on the effective penalty parameters.
Unlike the discontinuous Galerkin (DG) methods [27] , in which the trial functions are entirely discontinuous and entirely independent in the neighboring elements, the trial functions in neighboring subdomains in the present FPM are not completely independent, i.e., the field solution in one subdomain is also influenced by its neighboring points. As a result, a small penalty parameter η 1 is enough to stabilize the FPM comparing with the DG methods. Whereas for η 2 , a relatively large penalty parameter is required to enforce the essential boundary conditions strictly. Thus, the best choice of η 2 should always be a bit larger than η 1 .
Number of collocation nodes in each time interval
Next, the recommended value of the number of collocation nodes in each time interval (M ) in the LVIM is discussed. Take Ex. (1.1) as an example, Figure 21 
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extraordinary efficiency under high accuracy requirement. Since the computational time rises rapidly with M , too many collocation nodes (e.g., M > 5) are not recommended. We usually apply M in the range of 3 to 5. For problems with lower accuracy requirement and higher numbers of nodes, a small M is recommended. Whereas for problems with higher accuracy requirement and less nodes, a larger M could be more beneficial. 
Conclusion
In this paper, as the second part of our current work, extensive numerical results and vali- 34 response varies dramatically, or a high accuracy is required. The approach is also capable of analyzing systems with preexisting cracks, even if the domain partition does not coincide on the crack geometry. This implies the further potential of the FPM + LVIM approach in solving crack propagation problems. At last, a recommended range of the computational parameters is given. We can conclude that, with suitable computational parameters, the FPM + LVIM approach shows excellent performance in analyzing transient heat conduction systems with anisotropy and nonhomogeneity.
