In this paper, a deep learning approach synergetically to a laser scanning process are employed for the visual detection and accurate description of concrete defects in tunnels. Analysis is performed over raw RGB images; Convolutional Neural Network serves as the crack detector, during the inspection. In case of a positive detection, the tunnel's cross-section morphology is assessed via 3D point clouds, created by a laser scanner, allowing the identification of deformations in the compartment. The proposed approach, in contrast to the existing ones, emphasizes on applicability (easy initialization, no preprocessing of the input data) and provides a holistic assessment of the structure; reconstructed 3D model allows the fast identification of structural divergence from the original design, alerting the engineers for possible dangers.
INTRODUCTION
Nowadays, tunnel inspection, for structural evaluation, is mainly performed through tunnel-wide visual observations by inspectors; a human has to identify structural defects, rate them and then, based on their severity, categorize the liner. Generally, the empirical evaluation can be incomplete mainly due to fatigue, experience, adverse working conditions, or other reasons; it is therefore, unreliable.
Automated approaches for the visual inspection (VI) could deal with most of the aforementioned issues, assuming that they have adequate detection abilities. These methods exploit, mainly, image processing and machine learning techniques. Automated approaches have been applied in various cases including roads, bridges, fatigues, and sewer-pipes (Pynn et al., 1999; Kim and Haas, 2000; Tung et al., 2002; Sinha and Fieguth, 2006) . Current research, in robotics and relevant sectors, presents a variety of sophisticated and reliable components, needed in automated systems. Such components can perform quick and robust inspection/assessment, in general transportation and tunnel infrastructures. However, what is still missing is a holistic approach integrating all these components into a system. Related work on VI can be divided in two categories: (a) The conventional paradigm and (b) the deep learning approach. In the conventional paradigm, we have to construct complex handcrafted features and, then, train the classifier(s). However, there is a great variety in defect types, making difficult the feature construction/selection task (Halfawy and Hengmeechai, 2014) . Deep learning models (Hinton and Salakhutdinov, 2006; are a class of machines that can learn a hierarchy of features by building complex, high-level features from low-level ones, automating the process of feature construction for the problem at hand.
The work presented in this paper, involves a VI mechanism using both Convolutional Neural Networks (CNNs) and laser scanners. Such a computer vision scheme is easy to integrate with any robotic part, facilitating the creation of an actual and independent robotic inspector. The CNN is applied for the crack identification, given an RGB image. In case of defect detection, the laser scanner is activated, providing with an detailed 3D model of the investigated cross section.
Related Work
Intensity features and Support Vector Machines (SVMs) for crack detections on tunnel surfaces where used in (Liu et al., 2002) . Color properties, different non-RGB color spaces and various learning algorithms are also investigated in (Son et al., 2012) . Edge detection techniques are applied in (AbdelQader et al., 2003) for detecting concrete defects. Edge detection (i.e. Sobel and Laplacian operators) and graph based search algorithms are also utilized in (Yu et al., 2007) to extract crack information.
An image mosaic technology for detecting tunnels surface defects was further extended in (Mohanty and Wang, 2012) . A pothole detection system (Koch and Brilakis, 2011) , based on histogram shape-based thresholding and low level texture features, has been used in asphalt pavement images. A concrete spalling measurement system for postearthquake safety assessments, using template matching techniques and morphological operations, has been proposed by (German et al., 2012) .
Histograms of Oriented Gradient features and SVMs are utilized in the work of (Halfawy and Hengmeechai, 2014) , to support automated detection and classification of pipe defects. Shape-based filtering is exploited in the work of (Jahanshahi et al., 2013) for crack detection and quantification. The constructed features are fed as input to ANN or SVM classifiers in order to discriminate crack from non-crack patterns.
The work of (Makantasis et al., 2015) exploit a CNN to hierarchically construct high-level features, describing the defects, and a Multi-Layer Perceptron (MLP) that carries out the defect detection task. Such an approach offers an automated feature extraction, adaptability to the defect type(s), and has no need for special set-up for the image acquisition. Nevertheless, there is a major drawback regarding the applicability in real life scenarios: resources spend for data annotation. Data annotation is a time consuming job that requires a human expert; it is therefore prone to segmentation errors.
The approach of (Makantasis et al., 2015) has been further enriched by ; they incorporated a prior, image processing, detection mechanism, facilitating the initialization phase. Such mechanism stands as a simple detector and is only used at the beginning of the inspection. Possible defects are annotated and then validated by an expert; after validating few samples, the required training dataset for the deep learning approach has been formed. From this point onwards, a CNN is trained and, then, utilized for the rest of the inspection process.
Regarding the laser scanning technology, an increasing interest takes place in the last few years, due to the very high density of the acquired data. Monitoring tunnel deformations is a crucial and recent laser scanning application, since it is related to the tunnel stability and safety. A number of studies and papers concerns tunnel geometry inspection.
The work of (Han et al., 2013) proposed the light detection and ranging (LiDAR) technique and the minimum-distance projection (MDP) to collect detailed 3D spatial data in a fast and automatic manner, while avoiding the 3D to 2D profile projection step to reduce the associated uncertainties. (Pejić, 2013) proposed a methodology to optimize the scanning parameters, scans registration, the georeferencing approach and the survey control network design.
( Argüelles-Fraga et al., 2013) tried to incorporate several scanning factors, such as tunnel dimensions, scan density, footprint size, incidence angle and scanner location in scanning circular cross-section tunnels in order to achieve the pre-determined accuracy specifications while minimizing the working time. (Nuttens et al., 2014 ) used a laser scanner to observe differences of the average radius values during the stabilization phase of a newly built circular train tunnel in Belgium. The results of a systematic monitoring could be valuable to the construction engineers to test and validate the theoretical models. (Monserrat and Crosetto, 2008) utilized laser scanner datasets and least square method to match 3D surfaces.
Our Contribution
Existing approaches suggest favourably towards CNN suitability, for VI processes in tunnels. However, there is no consensus regarding the CNN topology and the input data format. Additionally, a rational approach would be the synergy among different VI approaches in order to mitigate individual drawbacks.
Our work utilizes the same detection mechanism, as in . However, the CNN detector is directly utilized over raw data. Rather than changing the image space, using a low level feature extraction (Makantasis et al., 2015) , we directly utilize raw image patches. Doing so preserves the adverse effects from wrong feature selection and simplifies the process; both conceptually and practically.
Also, the usage of a laser scanner results in a holistic approach for the VI. Rather than detecting a crack on a plane, we reconstruct the entire cross section. Such an approach provides further information regarding the status of the infrastructure. The time required for the 3D reconstruction is minimized, since we reconstruct only the areas with possible defects, rather than the entire infrastructure.
The created 3D point clouds support the engineers' effort for a detailed assessment. At first, recreated cross sections are compared to the original ones, as defined in the construction blueprints. Therefore we are able to prevent deterioration or collapsing, saving human lives. Secondly, the 3D models can be stored for future reference, creating a history log for the infrastructure. This kind of information is crucial to any structural monitoring system and is easily accessible, since the point clouds are using standard formats.
PROCESSING CHALLENGES
Ideally, the VI approach should have equivalent abilities to human eye inspection. The process should not be affected by angle and distance from the tunnel surfaces, neither from luminosity conditions. Proximity sensors, advanced navigation, and lighting equipment facilitate the acquisition process but cannot guarantee ideal conditions, nor bypass man made occlusions (e.g. wires).
Yet, even if we achieve ideal conditions, the defect types make the problem increasingly difficult for the detection mechanism. The term "defect" can be interpreted in many ways; deformations, cracks, surface disintegration, and other defects are widely known and commonly appear.
Cracks is a common defect; there are structural failure cracks, random cracks, crazing cracks, shrinkage cracks and map-cracking among many others. Cracks can be described as curved lines of various lengths and widths. Change in texture, width variance and discontinuities are, also expected. They appear, primary, as a result of surface disintegration. in more severe cases, they result as severe errors in construction.
Disintegration of the surface is generally caused by three types of distress: (a) dusting, due to carbonation of the surface by unventilated heaters or by applying water during finishing, (b) ravelling or spalling at joints, when pieces of concrete from the joint edges are dislodged and, (c) breaking of pieces from the surface of the concrete, generally caused by delaminations and blistering.
Other defects include discolouration of the concrete, small voids (bugholes) in the surface of vertical concrete placements, and honeycombing, which is the presence of large voids in concrete. Figure 1 illustrates some of the described defects. Such a variety in defect types hinders the feature extraction process; it is difficult to construct appropriate descriptors.
Fortunately, aforementioned defects have something in common; crack appearance. Cracks appear in concrete usually as secondary symptoms of other defects. As such, the identification of a crack should be the first step, prior to an extensive analysis in the surrounding area, using laser scanners.
IMAGE ANALYSIS
CNNs can be used as hierarchical computer vision (CV) schemes, among many other algorithms(e.g. (Doulamis, 2014; Doulamis and Matsatsinis, 2012) ), in order to make the recognition process just-intime, and thus significantly reduce the time and effort needed for visual inspections. Nevertheless, CNN initialization requires a lot of resources and time. A secondary image processing mechanism could save valuable resources .
The detection of defects can be seen as an image segmentation problem, which entails to the classification of each one of the pixels in the image into one of two classes: defects (cracks) class and non-defects class. Such a task requires the description of pixels by a set of highly discriminative features that fuse visual and spatial information. CNN is responsible for the creation of such features.
At first grayscale image patches are created over RGB tunnel's surfaces images. These patches consist the CNN's input. Through a hierarchical construction process, complex, high-level features are created for each patch. These features are fed to a MLP that conducts the classification task. As such, visual and spatial information about a specific pixel, located in the center of each patch, is related to its neighbour pixels.
Concretely, in order to classify a pixel p xy , located at (x, y) point on image plane, we use a square patch of size s × s centered at pixel p xy . If we denote as l xy the class label of the pixel at location (x, y) and as b xy the patch centered at pixel p xy , then, we can form a dataset D = {(b xy , l xy )} for x = 1, 2, · · · , w and y = 1, 2, · · · , h.
These matrices are fed as input into the CNN. Then, the CNN hierarchically builds complex, highlevel features that encode visual and spatial characteristics of pixel p xy . The output of the CNN is sequentially connected with the MLP. Therefore, obtained features are used as input by the MLP classifier, which is responsible for detecting the defects. 
Model Initialization
The crack detection is based solely on the CNN. Yet, in order to facilitate the data set creation, we employ an image processing technique. Such technique exploit: the intensity of pixels and their spatial relations, morphological operations and filtering schemes. Additionally, we perform simple shape analysis on detection results. Such an approach does not require annotated data. Yet, it has low generalization ability and it has to be fine tuned for a specific dataset; there are many parameters in the operators. The data set creation mechanism needs only a few images, which are easily obtained (usually at first few meters, after the tunnels entrance). If there is photographic material, for the specific infrastructure, from previous examinations, few pictures will be selected at random. After the image gathering is complete, the image annotation process is performed.
Shape properties describe the ratio length to width for the detected edges. Further, we are looking for curves. Regarding intensity, pixels corresponding to cracks are expected to be darker than their neighbouring pixels. Thus, based on cracks characteristics our approach consists of the following steps: (a) Lines enhancing, (b) Noise removal, (c) Straight lines removal, (e) Shape filtering, and (f) Morphological reconstruction.
Line enhancement occurs by comparing the intensity of the specific pixel to its neighbours. Such an approach result in "salt and pepper" noise. The next step focuses on noise removal, exploiting a traditional median filter. Straight lines, is something common, and correspond to man made crafts (e.g. wiring) are located according to Hough transform by thresholding the detected outputs.
Shape filtering using appropriate moments is another crucial step. By locating minimum enclosing circles we are able to exclude symmetrical areas. Finally, we perform a classical morphological operation called "opening by reconstruction". Reconstruction starts from a set of starting pixels and then grows in flood-fill fashion to include complete connected components. A step by step illustration of the image processing approach is shown in fig. 4. 
Deep Learning Defect Recognition
In this section, for the sake of completeness, we briefly describe the notion of CNNs. CNNs apply trainable filters and pooling operations on their input resulting in a hierarchy of increasingly complex features. Convolutional layers consist of a rectangular grid of neurons (filters), each of which takes inputs from rectangular sections of the previous layer. Each convolution layer is followed by a pooling layer that subsamples block-wise the output of the precedent convolutional layer and produces a scalar output for each block. Formally, if we denote the kth output of a given convolutional layer as h k whose filters are determined by the weights W k and bias b k then the h k is obtained as:
where x stands for the input of the convolutional layer and indices i and j correspond to the location of the input where the filter is applied. Star symbol (*) stands for the convolution operator and g(·) is a nonlinear function. Max pooling layers simply take some k × k region and output the maximum value in that region. (a) Max pooling layers introduce scale invariance to the constructed features, which is a very important property for object detection/recognition tasks, where scale variability problems may occur.
However, as pointed in (Makantasis et al., 2015) , for the problem of tunnel defects detection, we involve CNNs to construct features that encode spatiovisual information, which indicates the presence or absence of a defect to a specific pixel. Thus, scale invariance, which is addressed through the use of a Gaussian pyramid, does not consist a significant property for our learning model. Due to this fact, we do not involve pooling layers into our CNN architecture.
GEOMETRY INSPECTION
The tunnel inspection method presented in the current paper, is performed using not only photogrammetric equipment but also a laser scanner. In general, laser scanners provide a number of useful functionalities for modelling and monitoring tunnels. However, several aspects should be considered while planning the scan of a tunnel to ensure the requirement accuracy and reliability of the measurements, together with a cost effective approach to tunnel surveying:
• Laser scanner specifications: quality and resolution, connectivity options, even portability, in case the device is attached on a moving vehicle (e.g. robotic system).
• Laser scanner accuracy: it is a feature that should be considered separately, since it defines the distinctive ability of the scanner and the objects and features of the tunnel surface which can be detected.
• Tunnel dimensions: tunnels total length and width should always be considered in the optimal design of the survey control network.
• Scan time requirements: the relation between resolution/quality and scan duration should be examined, since a time consuming scan could increase exponentially the overall time requirements of the tunnel inspection procedure.
In the current project the FARO R Laser Scanner Focus 3D X 130 was used, a mid-range instrument with panoramic architecture, which uses phase shift technology to measure distance. Table 1 contains some significant technical features of the specific laser scanner. is not suitable for the detection of small-sized features of the tunnel surface (e.g. cracks). However, the device could be used to detect features which exceed the minimum value of 2 mm, or possible deformations of the tunnel cross section. In the following section a method for the extraction of the tunnel geometry from a point cloud is presented, along with the results from several experimental scans.
Tunnel Geometry and Point Clouds
In order to derive the geometry of the tunnel cross section, a surface of known equation is presupposed. Usually, the inner surface of a tunnel has a quadratic form, e.g. circle, parabola, or an assembly of circular arcs. In this paper, each scan, i.e. one half of the tunnel cross section, is treated as a part of an elliptic cylinder, which has a cross section of the following form:
A nonlinear least-squares solver is utilized to solve the surface fitting problem of the general form
where x represents the vector of the unknown variables. It should be noted that since the laser scanner is not located at the centre of the elliptic cylinder, the translation and rotation parameters should also be calculated. Therefore, a total number of eight parameters are calculated with the nonlinear least-squares algorithm, including three rotation parameters, three translation parameters and the two parameters of the ellipsis. The trust-region-reflective method (Coleman and Li, 1996; Coleman and Li, 1994) implemented in matlab environment is used as a minimization algorithm. An initial surface estimation is performed to calculate outliers. Specifically, measured points that are not in close proximity to the surface, based on a user specified threshold, are excluded from the calculations. The parameter value estimation procedure is applied once again, based on the corrected point dataset. Features of the tunnel, of considerable size compared to the distinctive ability of the laser scanner, are detected as the discrepancy between the calculated geometric surface and the measured points. Temporal changes in the calculated surface parameters could be used as an indication of tunnel deformations, and provide structural engineers with measuring results regarding the extend of these deformations.
SYSTEM EVALUATION
The proposed system was developed on a conventional laptop with quad-core CPU, 8GB RAM, using Theano library (Bastien et al., 2012) in Python. The CNN is compared against the image processing approach, described in sec. 5.1. Compatibility with robotic parts has been also verified using YARP (Fitzpatrick et al., 2008) .
All the images originate from Metsovo motorway tunnel in Greece, which is a 3.5km long twin tunnel. In a distance of 20m parallel and north to this bore, runs the ventilation tunnel. The main tunnel suffered a significant deformation due to water inflow. Image data were captured at this part of the tunnel, using a hand held DSLR camera. Figure 2 illustrates various tunnel images during data acquisition process. Regions depicting defects, for each of the captured images, were manually annotated, by experts(i.e. about 100 images).
Proposed approach is applied on the raw image data and its performance is evaluated in regard to the ground truth data. The unbalanced nature of classes would deteriorate the performance of the system; defects span very few areas. As such, we truncate the non-defects class to contain the same number of samples as the class that represents defects. The final dataset that is used for training and testing, is created by concatenating the elements of the two classes.
Crack Detection using Image Processing Techniques
The image processing technique is similar to the work of . Line enhancement is performed on 13 × 13 windows by thresholding the 0.99% of the mean intensity value. Then, areas spanning less than 550 pixels are considered noise and, thus, excluded. Hough transform distance and angle resolution were set to 5 pixels and 0 radians respectively. Finally, areas of defects should span at least 30% of the minimum enclosing circle. An indicative result of the annotated images can be found in fig. 5 .
Crack Detection using CNN
The input of the CNN are patches of dimensions s × s.
The parameter s determines the number of neighbours of each pixel that will be taken into consideration during classification task. During experimentation process we set the parameter s to be equal to 9, in order to take into consideration the closest 24 neighbours of each pixel. The value of s can be increased. Yet, an increase in s value results in an increase of computational cost. In our case, setting the parameter s to a value greater than 9, resulted in no further performance's improvement; value of s over 13 resulted in worse classification accuracy.
Having estimate the value s, we can proceed with the CNN architecture design. The first layer of the proposed CNN is a convolutional layer with C 1 = 15 trainable filters of dimensions 5 × 5. This layer delivers C 1 matrices of dimensions 5 × 5 (during convolution we do not take into consideration the border of the patch). Due to the fact that we do not employ a max pooling layer, the output of the first convolutional layer is fed to the second convolutional layer (30 kernels of size 3 × 3). Then, the third layer (45 
Performance Evaluation
In this paper we have two possible classes; cracks or non-cracks, named positive (P) and negative (N) class, respectively. Given the outputs, we form the confusion table, which is a 2 × 2 matrix that reports the number of false positives (FP), false negatives (FN), true positives (T P), and true negatives (T N). Given these values we are able to calculate various performance metrics regarding the defect detection performance. Calculated metrics formulation is shown in table 2. Metrics of special interest are: Sensitivity (proportional to T P) and miss rate (proportional to FN), which are both strongly connected to crack detection.
Experimental Scans in Tunnels
The aspects of sec.4 are examined in a relatively small-sized test tunnel, located at the campus of the National and Kapodistrian University of Athens. The tunnel has a total length of approximately 60 m, and 10 m width. The cross section shape of the tunnel approximates a semicircle, and the texture of the inner surface is characterized by regular patterns, due to the construction process. Several rough edges and surfaces which exceed 2 mm, are also present and could be used as surface features to be detected with a laser scanner.
Several scans were performed with different combinations of quality, resolution, vertical and horizontal range. Figure 7 illustrates an aspect of the tunnel, as well as a rough 3D depiction, created by the point cloud. In both scans, in terms of the Focus 3D parameters, the resolution was 1/4 and the quality 4x (i.e. 122 kpt/s).
A number of more detailed scans with higher resolution and quality were performed, in order to collect datasets of several tunnel cross sections. Figure 8 presents the results of a cross-sectional scan, with resolution 1/1 and quality 3x (i.e. 244 kpt/s). The vertical scan range was from −62.5 • to 90 • , while the horizontal range was from 180 • to 230 • . It should be noted that two independent scans are required to scan a complete cross-section of the tunnel.
CONCLUSIONS
In this paper, we point the suitability for deep learning architectures for the tunnel defect inspection problem. The proposed approach employed both a CNN and a laser scanner in a holistic assessment scheme, significantly extending the capabilities of a deep learning approach. The system evaluates raw images through the CNN detector. In case of a positive identification of a crack the laser scanner is used to provide further details via a method to exploit point clouds, provided by terrestrial scanners.
The proposed method is based on the parametrization of the tunnel surface, using a nonlinear minimization solver and could be employed to detect possible deformations or features of considerable size.
Future work may involve CNN topology optimization schemes, for further performance improvement, or hardware implementation to improve detection times. Additionally, different geometric surfaces can be investigated, in order to achieve better approximation of the inner tunnel surfaces.
