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Abstract
In this paper we apply in a systematic way a previously developed integration algorithm
of the relevant Lax equation to the construction of spherical symmetric, asymptotically flat
black hole solutions of N = 2 supergravities with symmetric Special Geometry. Our main
goal is the classification of these black-holes according to the H? orbits in which the space
of possible Lax operators decomposes. By H? one denotes the isotropy group of the coset
UD=3/H
? which appears in the time-like dimensional reduction of supergravity from D = 4
to D = 3 dimensions. The main result of our investigation is the construction of three
universal tensors, extracted from quadratic and quartic powers of the Lax operator, that
are capable of classifying both regular and nilpotent H? orbits of Lax operators. Our tensor
based classification is compared, in the case of the simple one-field model S3, to the algebraic
classification of nilpotent orbits and it is shown to provide a simple discriminating method. In
particular we present a detailed analysis of the S3 model, constructing explicitly its solutions
and discussing the Liouville integrability of the corresponding dynamical system. By means
of the Kostant-representation of a generic Lie algebra element, we were able to develop an
algorithm which produces the necessary number of hamiltonians in involution required by
Liouville integrability of generic orbits. The degenerate orbits correspond to extremal black-
holes and are nilpotent. We present an in depth discussion of their identification and of the
construction of the corresponding supergravity solutions. We dwell on the relation between
H? orbits and critical points of the geodesic potential showing that there is correspondence yet
not one-to-one. Finally we present the conjecture that our newly identified tensor classifiers
are universal and able to label all regular and nilpotent orbits in all homogeneous symmetric
Special Geometries.
1Presently Prof. Fre´ holds the office of Scientific Counselor of the Italian Embassy in the Russian Federation.
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1 Introduction
Historical Background The topic of spherically symmetric, asymptotically flat extremal
black hole solutions in supergravity has a history of more than sixteen years. In the mid nineties
a broad interest was raised by two almost parallel discoveries:
1. The attractor mechanism in BPS black-holes, where the scalar fields of the supergravity
multiplets flow to fixed values φifix at the event-horizon, independent from the boundary
values at infinity φi∞ and solely determined by the quantized electromagnetic charges{
pΛ , qΣ
}
of all present gauge fields [1, 2]. The area of the horizon, interpreted as the
black-hole entropy, is then universally given as AreaH ∝
√
I4(p, q), where I4(p, q) is the
unique quartic symplectic invariant of the unified duality group UD=4.
2. The first statistical interpretation of black-hole entropy. The horizon area of BPS super-
gravity black-holes can be interpreted as AreaH = logNs where Ns denotes the number
of string theory microstates that correspond to the same classical solution of the effective
supergravity lagrangian [3].
These two discoveries have a strong conceptual link pivoted around the interpretation of the
entropy as the square root of the quartic symplectic invariant. Indeed the quantized charges
provide the clue to construct D-brane configurations yielding the considered black-hole solution
and on its turn these D-brane constructions provide the means to single out the underlying string
microstates. This is a particular instance of the general deep relation between the continuous
U-duality symmetries of supergravity and the exact discrete dualities mapping different string
theories and different string vacua into each other. The group of string dualities was conjectured
to be the restriction to integers U(Z) of the supergravity group [4].
In view of these perspectives the search and analysis of supergravity BPS black hole solutions
was extensively pursued in the nineties in all versions of extended supergravity [5]. The basic tool
in these analyses was the use of the first order Killing spinor equations obtained by imposing that
a certain fraction of the original supersymmetry should be preserved by the classical solution
[6, 7, 8, 9]. Allied tool in this was the use of the harmonic function construction of p-brane
solutions of higher dimensional supergravities (see for instance [10] and references therein). In
parallel to this study of classical supergravity solutions an extended investigation of the black-
hole microstates within string theory [11] was pursued.
The bridge between the two aspects of the problem, namely the macroscopic and the mi-
croscopic one, was constantly provided by the geometric and algebraic structure of supergravity
theories dictating the properties of the U-duality group and of the supersymmetry field depen-
dent central charges ZA. In this context the richest and most interesting case of study is that of
N = 2 supergravity where the geometric structure of the scalar sector, i.e. Special Ka¨hler Geom-
etry [12, 13, 14], on one side provides a challenging mathematical framework to formulate and
investigate all the fundamental questions about black-hole construction and properties, on the
other side it directly relates these latter to string-compactifications on three-folds of vanishing
first Chern class, i.e. Calabi-Yau threefolds [15] or their singular orbifold limits [16].
The second wave of interest and the fake-superpotential. Renewed interest in the topics
of spherically symmetric supergravity black-holes and a new wave of extended research activities
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developed in the last decade as soon as it was realized that the attractor mechanism is not limited
to the BPS black-holes but occurs also for the non BPS ones [17]. In this context there emerged
the concept of fake-superpotential [18, 19, 20, 21]. The first order differential equations obtained
by imposing the existence of Killing spinors are just particular instance of a more general class
of “gradient-flow” equations where the radial flow of the scalar fields (including the warp-factor
that defines the four-dimensional metric) is ruled by:
dφi
dr
= Gij(φ)
∂
∂φj
W (φ) (1.1)
where W (φ) is a suitable real function of the real scalar fields (fake-superpotential). In the case
of N = 2 extremal BPS black-hole this latter is given by:
W (φ) ∝
√
Z(φ) Z¯(φ) (1.2)
where Z(φ) denotes the complex field-dependent central charge well defined in terms of special
geometry. For various instances of non BPS attractors other ad-hoc constructions of the fake-
superpotential were presented in the literature [18, 19, 21].
A bell of integrability The most relevant point in these new developments is that equation
(1.1) is reminiscent of the Hamilton-Jacobi formulation of classical mechanics (see standard
textbooks like [22], for a discusson of this issue also in relation to Liouville integrability). This
fact was first observed and exploited in [19] in the context of supergravity black holes to derive
important general properties of W like its duality invariance. Considering the radial variable as
an euclidian time, the fake prepotential plays the role of the principal Jacobi function while the
set of all fields φi is assimilated to the coordinates of phase-space. This opens an entirely new
perspective on the nature of the black-hole construction problem and rings a bell of integrability.
Indeed the existence of the fake-superpotential, alias Jacobi function, is guaranteed for a system
of 2n dynamical variables φi equipped with an underlying Poisson structure, namely with a
Poisson bracket: {
φi , φj
}
= − {φj , φi} (1.3)
if this latter is Liouville integrable, namely if there exist n hamiltonian functions Hα(φ) in
involution {
Hα , Hβ
}
= 0 ∀α, β (1.4)
whose set includes the hamiltonian H0 defining the field equations of the dynamical system:
dφi
dr
=
{
H0 , φ
i
}
(1.5)
Clearly, in order for the above remarks to make sense, the crucial issue is the existence of a
Poissonian structure and of a hamiltonian allowing to recast the supergravity field equations
into the form of a dynamical system.
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Time-like reductions and the D=3 approach to supergravity black-holes A positive
algorithmic answer to the issue raised above, namely whether black-hole equations might be
put into the form of a dynamical system came with the development of the D = 3 approach to
black-hole solutions [23, 24, 25, 26, 27].
The fundamental algebraic root of this development is located in the so named c-map [29]
from Special Ka¨hler Manifolds of complex dimension n to quaternion manifolds of real dimension
4n+ 4:
c-map : SKn → Q(4n+4) (1.6)
This latter follows from the systematic procedure of dimensional reduction from a D = 4,N = 2
supergravity theory to a D = 3 σ-model endowed with N = 4 three-dimensional supersymmetry.
Naming zi the scalar fields that fill the special Ka¨hler manifold SKn and gi¯ its metric the
D = 3 σ-model which encodes all the supergravity field equations after dimensional reduction
on a space-like direction admits, as target manifold, a quaternionic manifold whose 4n + 4
coordinates we name as follows:
{U, a}︸ ︷︷ ︸
2
⋃
{zi}︸︷︷︸
2n
⋃
Z = {ZΛ , ZΣ}︸ ︷︷ ︸
2n+2
(1.7)
and whose quaternionic metric has the following general form:
ds2Q =
1
4
[
dU2 + 2 gi¯ dz
i dz¯ ¯ + −2U (da+ ZTCdZ)2 − 2 e−U dZTM4(z, z¯) dZ
]
(1.8)
In equation (1.8), C denotes the (2n+ 2)× (2n+ 2) antisymmetric metric defined over the fibers
of the symplectic bundle characterizing special geometry, while the negative definite, (2n+ 2)×
(2n+2) matrixM4(z, z¯) is an object uniquely defined by the geometric set up of special geometry
(see sect.4 for details on M4).
The brilliant discovery related with the D = 3 approach to supergravity black-holes consists
in the following. The radial dependence of all the relevant functions parameterizing the super-
gravity solution can be viewed as the field equations of another one-dimensional σ-model where
the evolution parameter τ is actually a monotonic function of the radial variable r and where the
target manifold is a pseudo-quaternionic manifold Q?(4n+4) related to the quaternionic manifold
Q(4n+4) in the following way. The coordinates of Q?(4n+4) are the same as those displayed in
eq.(1.7). The metric of Q?(4n+4) differs from that displayed in eq.(1.8) only by a crucial change
of sign:
ds2Q? =
1
4
[
dU2 + 2 gi¯ dz
i dz¯ ¯ + −2U (da+ ZTCdZ)2 + 2 e−U dZTM4(z, z¯) dZ
]
(1.9)
The new metric is non-euclidian and it has the following signature:
sign
(
ds2Q?
)
=
+ , . . . , +︸ ︷︷ ︸
2n+2
, − , . . . , −︸ ︷︷ ︸
2n+2
 (1.10)
The general result quoted above is obtained by performing a dimensional reduction on a time-like
direction.
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a The first important consequence of the D = 3 approach is that by means of it we have
introduced a lagrangian description of our system and, consequently, through standard
procedures, also a hamiltonian one with associated Poisson brackets.
b The second important consequence is that the indefinite signature (1.10) introduces a clear-cut
distinction between non-extremal and extremal black-holes. As solutions of the σ-model
defined by the metric (1.9), all black-holes correspond to geodesics: The non-extremal ones
to time-like geodesics, while the extremal black-holes are associated with light-like ones.
Space-like geodesics produce supergravity solutions with naked singularities [23].
c The third important consequence is the group theoretical interpretation of the sign change
leading from the metric (1.8) to the metric (1.9) in those cases where the Special Manifold
SKn is a symmetric space UD=4/HD=4. In those instances also the quaternionic manifold
defined by the metric (1.8) is a symmetric coset manifold:
UD=3
HD=3
(1.11)
where HD=3 ⊂ UD=3 is the maximal compact subgroup of the U-duality group, in three
dimensions UD=3. The change of sign in the metric (1.10) simply turns the coset (1.11)
into a new one:
UD=3
H?D=3
(1.12)
where HD=3
? ⊂ UD=3 is another non-compact maximal subgroup of the U-duality group
whose Lie algebra H? happens to be a different real form of the complexification of the
Lie algebra H of HD=3. That such a different real form always exists within UD=3 is one
of the group theoretical miracles of supergravity.
1.1 The Lax pair description
Once the problem of black-holes is reformulated in terms of geodesics within the coset manifold
(1.12) a rich spectrum of additional mathematical techniques becomes available for its study
and solution.
The most relevant of these techniques is the Lax pair representation of the supergravity
field equations. According to a formalism that we review in the present paper, the fundamental
evolution equation takes the following form:
d
dτ
L(τ) + [W (τ) , L(τ)] = 0 (1.13)
where the so named Lax operator L(τ) and the connection W (τ) are Lie algebra elements of
U respectively lying in the orthogonal subspace K and in the subalgebra H in relation with the
decomposition:
U = H⊕K (1.14)
As it was proven by us in [43, 44, 45, 48] and [31], both for the case of the coset (1.11) and
the coset (1.11), the Lax pair representation (1.13) allows for the construction of an explicit
integration algorithm which provides the finite form of any supergravity solution in terms of two
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initial conditions, the Lax L0 = L(0) at τ = 0 and the solvable coset representative L0 = L(0) at
the same instant. Since the evolution of the Lax operator occurs via a similarity transformation
of L0 by means of a time evolving element of the subgroup H
?, it follows that the space of all
possible solutions splits into disjoint subspaces classified by the H? orbits within K which, in
every N = 2 supergravity based on homogeneous symmetric special geometries, is a well defined
irreducible representation of H?.
1.2 The problems addressed in this paper
The main problem addressed in this paper is that of the classification of the H?-orbits in K,
scanning the physical properties of the corresponding supergravity solutions. Furthermore we
devote much attention to the relation between the classification ofH?-orbits and the classification
of fixed points of the so called geodesic potential that governs the attractor mechanism. Our
accessory goal is that of illustrating the physical content of the integration algorithm that we
presented in previous papers. We do this through the very much detailed and in depth study of
one model, the simplest non trivial instance of N = 2 supergravity coupled to just one vector
multiplet with non-vanishing Yukawa couplings: the S3-model. In this case the duality group in
three-dimensions is UD=3 = G(2,2) and the relevant subgroup is H
?
D=3 = SL(2,R)× SL(2,R).
The D = 3 analysis of the S3 mode was performed in [25] and the corresponding nilpotent orbits
were studied in [49]. One of our results consists in rederiving these results by using the novel
method of tensor classifiers, see below.
Since we aimed at writing a paper that might be readable by members of both the super-
gravity/superstring community and of the community of mathematical physicists active in the
field of integrable dynamical systems, we tried to explain all the main concepts, definitions and
mathematical structures used in our constructions and arguments. We provided many explicit
examples which we hope might be useful not only as illustrations but also per se.
1.3 New results derived in this paper
Tensor classifiers. The main result presented in this paper is the discovery of a certain
number of tensor classifiers of H?-orbits. These are H? covariant tensors constructed out of
powers of the Lax operator Ln which can either vanish or not, depending on the chosen H?-orbit
for L and, being symmetric matrices, are also intrinsically characterized by their rank and by
their signature. This approach is meant to be alternative to the standard classification of the
nilpotent orbits based on the Konstant-Sekiguchi theorem [28]. We present here a complete set
of such tensor classifiers able to discriminate all the regular and nilpotent orbits of the G(2,2)-
model. Although our explicit construction is limited to this case study, we advocate that it
follows a general pattern and can be easily generalized to all N = 2 supergravities based on
symmetric spaces.
By means of our new classifiers we were able to single out, not only the nilpotent orbits
leading to extremal black-holes, but also the diagonalizable ones leading to non-extremal black-
hole solutions. As a byproduct of our classification we prove that the equation
L3 = v2L (1.15)
v2 being the extremality parameter, first given in [27] as a necessary condition for regularity, is
indeed not a sufficient one. In fact, for non-extremal solutions with v2 > 0, it does not define a
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single orbit, but rather its locus splits in two or more orbits, separated by the tensor classifiers
and only one of them is the true Schwarzschild orbit of regular solutions.
Similarly we show that there is no one to one correspondence between orbits and fixed points
of the geodesic potential. Each orbit can admit one or two type of fixed points. Yet, what seems
to be true is that for each orbit only one type of fixed points is reached by the corresponding
solution, while the other type is associated with a solution which breaks down before reaching
its targeted fixed point: An intrinsic singularity of the metric occurs at a finite value of the
parameter τ when the scalar field is still far from its destination.
Tensor classifiers also allows for a characterization of supersymmetric solutions (BPS solu-
tions). In fact one of the tensors (T xy) vanishes if and only if a fraction of supersymmetry is
preserved by the solution.
Breaking solutions The above explained mechanism is what occurs with the solutions gen-
erated by Lax operators belonging to nilpotent orbits of higher degree of nilpotency, namely
Ln = 0, Ln−1 6= 0 for n > 3, if L is in the fundamental representation of UD=3 6= E8, or n > 5
if L is int eh adjoint representation of UD=3. In this cases the corresponding geodesic potential
admits fixed points but they are never reached since the solution breaks done at finite values
of τ . On the contrary the same fixed point sits in other orbits whose corresponding solution
attains the targeted fixed point. The explanation of this at first sight paradoxical fact resides in
that the Lax operator contains more information than the pure electromagnetic charges which
determine the geodesic potential. In particular it contains information about the scalar charges
and two Lax operator that have the same electromagnetic charges may differ by the values of
the scalar charges. The latter decide whether the scalar fields will or will not attain their target.
The fact that regular extremal solutions are defined by Lax operators whose degree n of
nilpotency is contained within the aforementioned bounds is consistent with the arguments
given in [25, 27], though we could not find in the literature a detailed analysis of the solutions
with n > 3 and of their singularities.
Kostant decomposition and Liouville integrability Another result presented in this pa-
per concerns the explicit construction of the required number of hamiltonians in involution that
guarantee Liouville integrability of the dynamical system described by Lax equation eq.(1.13).
We found an algorithm to construct such hamiltonians that is based on the so called Kostant
normal form of Lie algebra elements. Once a Lax operator is put into Kostant form, all its
matrix elements are constants of motion and a simple procedure based on determinants allows
us to find the rational functions of these matrix elements that provide the required number of
functionally independent commuting hamiltonians.
Scaling limits Having classified not only the nilpotent but also the regular orbits we present an
analysis of the extremality limit in terms of Lax operators. We show how sending the extremality
parameter to zero defines a double scaling limit in the parameter space that characterizes a
regular Lax operator, the result of which is finite and constructs a nilpotent Lax operator from
a regular diagonalizable one.
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1.4 Guide to reading
Given the length of this paper, we think that a short guide to its content might help the reader
considerably.
1. In section 2 we review the general set up ofN = 2 supergravity, in particular we summarize
for non expert readers the mathematical definition and the algebraic structure of Special
Ka¨hler Geometry. We also recall the general form of the decomposition of the UD=3 Lie
algebra with respect to its UD=4 subalgebra.
2. In section 3 we specialize the general concepts illustrated in the previous section to the
particular case of the master example whose study is the main task of our paper, namely
the so named S3 model based on a single vector multiplet and on a prepotential of cubic
type.
3. In section 4 we review the general formulae that encode the fields describing a supergravity
solution into a coset representative lying in the solvable Borel subgroup of UD=3.
4. In section 5 we recall the principles of the attractor mechanism and we review in some
detail the fixed point structure associated with each nilpotent orbit of the S3 model.
5. In section 6 we review the explicit integration algorithm of Lax equation
6. Section 7 introduces the definition of H?, presents the Poissonian structure defined over
the Borel subalgebra and discusses the construction of the required number of Liouville
involutive hamiltonians by using the Kostant normal form of Lie algebra elements.
7. Section 8, which is the true heart of the paper, introduces the new tensor classifiers. Then
it presents a simple and general method to construct standard representatives that are
abstractly upper triangular. The catch of the method is the diagonalization of the adjoint
action of a new Cartan subalgebra chosen inside H?. The positive root step operators with
respect to this new Cartan subalgebra lie part in H? and part in K. Selecting the subset
of those in K and taking linear combinations thereof, we are able to construct standard
representatives of each nilpotent orbit and classify the latter.
8. Section 9 scans the explicit form of all the Black Holes constructed in all the regular and
nilpotent orbits.
9. Section 10 presents two examples of non extremal solutions constructed with the inte-
gration algorithm: in both cases the metric is the Reissner Nordstro¨m non extremal one.
Then the extremality limit is performed and the two solutions degenerate into the extremal
Reissner Nordstro¨m solutions of BPS and non BPS type respectively. At the same time a
double scaling limit defined on the Lax operator retrieves the standard representative of
the BPS and non BPS nilpotent orbits.
10. In Section 11 we apply a general construction, developed in [26], of representatives of
the nilpotent orbits corresponding to regular extremal black holes which are characterized
by the least number of independent parameters (generating solutions). We recover the
same results, in terms of tensor classifiers, found in the previous analysis, in which other
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representatives of the same orbits were considered. Through suitable limits we find from
the Lax matrices of the regular generating solutions, those of the small black holes. As
a byproduct of this analysis we prove the following useful property: If E,E′ are shift
operators in K corresponding to orthogonal roots, E + E′ and E − E′ lie in the same
HC-orbit, HC being the complexification of H? (or H). As a consequence of this these
matrices generate geodesics with the same supersymetry properties.
11. We end with some concluding remarks which include a comment on the mathematical
analogy between the general problem addressed in the present paper and that of studying
the duality orbits in D = 4 of two-centered solutions, addressed in [38] and [39].
2 Recalling the general set up of N = 2 supergravity
In this paper we are specifically interested in spherically symmetric, asymptotically flat black-
hole solutions of D = 4 supergravity. The most relevant case, which is also that of the specific
example we plan to treat in full-fledged completeness, corresponds to N = 2 supersymmetry
which leads to scalar manifolds endowed with special Ka¨hler geometry. Yet one very relevant
point is the following. For D = 4 ungauged supergravities the bosonic lagrangian admits a
general form which we presently discuss. To a large extent the integrability properties and the
actual construction of black-hole solutions via time-like dimensional reduction to D = 3 depend
only on such general form of the bosonic lagrangian and on the algebraic structure of its group
of duality symmetries.
2.1 D = 4 supergravity and its duality symmetries
The aforementioned general form of the D = 4 supergravity lagrangian is the following:
L(4) =
√
|det g|
[
R[g]
2
− 1
4
∂µˆφ
a∂µˆφbhab(φ) + ImNΛΣ FΛµˆνˆFΣ|µˆνˆ
]
+
1
2
ReNΛΣ FΛµˆνˆFΣρˆσˆµˆνˆρˆσˆ , (2.1)
where FΛµˆνˆ ≡ (∂µˆAΛνˆ −∂νˆAΛµˆ )/2. In principle the effective theory described by the lagrangian (2.1)
can be obtained by compactification on suitable internal manifolds from D = 10 supergravity
or 11–dimensional M-theory, however, how we stepped down from D = 10, 11 to D = 4 is not
necessary to specify at this level. It is implicitly encoded in the number of residual supersymme-
tries that we consider. If NQ = 32 is maximal it means that we used toroidal compactification.
Lower values of NQ correspond to compactifications on manifolds of restricted holonomy, Calabi
Yau three-folds, for instance, or orbifolds.
In eq.(2.1) φa denotes the whole set of nS scalar fields parametrizing the scalar manifold
MD=4scalar which, for NQ ≥ 8, is necessarily a coset manifold:
MD=4scalar =
UD=4
HD=4
(2.2)
For NQ ≤ 8 eq.(2.2) is not obligatory but it is possible. Particularly in the N = 2 case, i.e. for
NQ = 8, a large variety of homogeneous special Ka¨hler or quaternionic manifolds [14] fall into
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the set up of the present general discussion. The fields φa have σ–model interactions dictated
by the metric hab(φ) of MD=4scalar. The theory includes also n vector fields AΛµˆ for which
F±|Λµˆνˆ ≡ 12
[
FΛµˆνˆ ∓ i
√|det g|
2
µˆνˆρˆσˆ F
Λ|ρˆσˆ
]
(2.3)
denote the self-dual (respectively antiself-dual) parts of the field-strengths. As displayed in
eq.(2.1) they are non minimally coupled to the scalars via the symmetric complex matrix
NΛΣ(φ) = i ImNΛΣ + ReNΛΣ (2.4)
which transforms projectively under UD=4. Indeed the field strengths F
Λ
µν plus their magnetic
duals fill up a 2n–dimensional symplectic representation of UD=4 which we call by the name of
W.
Following the notations and the conventions of [30], we rephrase the above statements by
asserting that there is always a symplectic embedding of the duality group UD=4,
UD=4 7→ Sp(2n,R) ; n = nV ≡ # of vector fields (2.5)
so that for each element ξ ∈ UD=4 we have its representation by means of a suitable real
symplectic matrix:
ξ 7→ Λξ ≡
(
Aξ Bξ
Cξ Dξ
)
(2.6)
satisfying the defining relation:
ΛTξ
(
0n×n 1n×n
−1n×n 0n×n
)
Λξ =
(
0n×n 1n×n
−1n×n 0n×n
)
(2.7)
which implies the following relations on the n× n blocks:
ATξ Cξ − CTξ Aξ = 0
ATξ Dξ − CTξ Bξ = 1
BTξ Cξ −DTξ Aξ = −1
BTξ Dξ −DTξ Bξ = 0 (2.8)
Under an element of the duality groups the field strengths transform as follows:(
F+
G+
)′
=
(
Aξ Bξ
Cξ Dξ
) (
F+
G+
)
;
(
F−
G−
)′
=
(
Aξ Bξ
Cξ Dξ
) (
F−
G−
)
(2.9)
where, by their own definitions:
G+ = N F+ ; G− = N F− (2.10)
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and the complex symmetric matrix N transform as follows:
N ′ = (Cξ +DξN ) (Aξ +BξN )−1 (2.11)
The supergravity spherically symmetric black holes we want to consider correspond to exact
solutions of the field equations derived from the lagrangian2 in eq.(2.1).
The lagrangian (2.1) can be dimensionally reduced to D = 3 over a space or the time direction
and after that all vector fields can be dualized to scalars. Such a reduction scheme is named the
Ehlers reduction. The resulting D = 3 theory is made purely of scalar fields that span a new
σ-model. In the case the original D = 4 scalar manifold is a coset manifold, as specified in eq.
(2.2), then the D = 3 target space is also a coset manifold:
MD=3target =
UD=3
HD=3
(2.12)
where the (necessarily) non-compact group Lie UD=3 enlarges the original non-compact group
UD=4 according to precise rules recalled in the next subsection. Under such conditions the com-
plete integrability of the system can be established and the actual solutions can be constructed
using the powerful mathematical techniques discussed in [43, 44, 31, 45, 46, 47]. In this paper
the mentioned techniques will be further extended in relation with the construction of conserved
hamiltonians and illustrated within the chosen master example that we plan to treat in some
detail.
It is very important to recall that the difference between the dimensional reduction over a
space direction and that over the time direction resides uniquely in the nature of the denomi-
nator group HD=3 ⊂ UD=3 mentioned in eq.(2.12). In the case of space-reductions HD=3 is the
unique maximal compact subgroup Hmc ⊂ UD=3 of the non-compact numerator group. In the
case of time-reductions the denominator group is the unique and always existing non-compact
subgroup H?mc ⊂ UD=3, which lives in UD=3 and corresponds to a different non-compact real
section of the complexification of its maximal compact subgroup Hmc. In order to avoid misun-
derstandings from the part of readers who are not supergravity specialists it is worth recalling
that the algebraic structures we rely on are quite specific and issue from the severe constraints of
supersymmetry: The naive conclusion that the main involved mathematical structure is just the
coset structure is too hasty and may lead to wrong statements. First of all the numerator group
UD=3 is always a non-compact one. Furthermore it is not any non-compact group, rather it is
2 Since we are going to use many of the results of the recent paper [31] it is convenient to make contact with
the notations of that paper which are slightly different from the present ones, which are consistent with those
used for instance in ([13]. In [31], the general form of the d = 4 action is written as follows:
S4 =
∫ (
1
2
? R4 − 12 Grs ? dφr ∧ dφs − 12µIJ ? GI ∧GJ + 12νIJGI ∧GJ
)
The metric of the D = 4 scalar manifold is named Gij(φ) rather than hij and the two are related by a rescaling:
2Grs = hrs. Similarly the field strengths of the nV vector fields are named G
I
µν rather than F
Λ
µν and have been
endowed with a different normalization due to different conventions for p-form components. In the conventions
adopted in the present paper a p-form is Ap = Aµ1...µp dx
µ1 ∧ . . . ∧ dxµp while in paper [31] the convention
Ap =
1
p!
Aµ1...µp dx
µ1 ∧ . . . ∧ dxµp was used. As a result the final correspondence is GIµν = 2FΛµν , the indices I
and Λ being identified and running on the same set of values namely nV . Finally the symmetric matrices µIJ
and νIJ have to be identified with the real and imaginary parts, respectively, of the complex matrix N according
to the precise correspondence µIJ = −ImNΛΣ (positive definite), νIJ = ReNΛΣ.
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precisely that (or that family of groups) predicted by the relevant supersymmetry. Secondly the
denominator group is the unique maximally compact subgroup determined by the specific real
form of UD=3, which, on its turn is determined by UD=4. Thirdly the fact that UD=3 contains
as subgroup a different real form of its maximal compact subgroup is not a generic fact, rather
a peculiar property of those groups UD=3 which supersymmetry predicts.
It is also important, mostly for the benefit of those readers who are not supergravity spe-
cialists, to make a clear distinction between those aspects of the considered lagrangian model
(2.1) that are general and those that are specific to the case where the D = 4 scalar manifold is
a symmetric coset manifold.
As we already mentioned, when supersymmetry is larger than N = 2 the scalar manifold is
always a symmetric coset space. For N = 2, on the other hand, the prediction of supersymmetry
is thatMD=4scalar, spanned by the scalar fields in the vector multiplets, should be a special Ka¨hler
manifold SKn, n being the number of considered vector multiplets3. Special Ka¨hler manifolds
are a vast category of spaces that typically are not cosets and may admit no continuous group
of isometries, as it happens, for instance, in the case of moduli spaces of Ka¨hler structure or
complex structure deformations of Calabi-Yau threefolds. Nevertheless there exists a subclass
of special Ka¨hler manifolds that are also symmetric spaces. For those manifolds the special
Ka¨hler structure and the group structure coexist and are tight together in a specific way that
is mandatory to consider. Our master example falls in that class.
2.2 Short summary of Special Ka¨hler Geometry
Special Ka¨hler geometry in special coordinates was introduced in 1984–85 by B. de Wit et al.
and E. Cremmer et al. (see pioneering papers in [12]), where the coupling of N = 2 vector
multiplets to N = 2 supergravity was fully determined. The more intrinsic definition of special
Ka¨hler geometry in terms of symplectic bundles is due to Strominger (1990), who obtained it
in connection with the moduli spaces of Calabi–Yau compactifications, (see ref.s in [12]). The
coordinate-independent description and derivation of special Ka¨hler geometry in the context
of N = 2 supergravity is due to Castellani, D’Auria, Ferrara and to D’Auria, Ferrara, Fre’
(1991)(see ref.s in [12]).
Let us summarize the relevant concepts and definitions
2.2.1 Hodge–Ka¨hler manifolds
Consider a line bundle L pi−→M over a Ka¨hler manifold M. By definition this is a holomorphic
vector bundle of rank r = 1. For such bundles the only available Chern class is the first:
c1(L) = i
2pi
∂¯
(
h−1 ∂ h
)
=
i
2pi
∂¯ ∂ logh (2.13)
where the 1-component real function h(z, z¯) is some hermitian fibre metric on L. Let ξ(z) be a
holomorphic section of the line bundle L: noting that under the action of the operator ∂¯ ∂ the
term log
(
ξ¯(z¯) ξ(z)
)
yields a vanishing contribution, we conclude that the formula in eq.(2.13)
3For simplicity we do not envisage the inclusion of hypermultiplets which would span additional quaternionic
manifolds.
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for the first Chern class can be re-expressed as follows:
c1(L) = i
2pi
∂¯ ∂ log ‖ ξ(z) ‖2 (2.14)
where ‖ ξ(z) ‖2 = h(z, z¯) ξ¯(z¯) ξ(z) denotes the norm of the holomorphic section ξ(z).
Eq.(2.14) is the starting point for the definition of Hodge–Ka¨hler manifolds. A Ka¨hler
manifold M is a Hodge manifold if and only if there exists a line bundle L pi−→M such that its
first Chern class equals the cohomology class of the Ka¨hler two-form K:
c1(L) = [ K ] (2.15)
In local terms this means that there is a holomorphic section ξ(z) such that we can write
K =
i
2pi
gij? dz
i ∧ dz¯j? = i
2pi
∂¯ ∂ log ‖ ξ(z) ‖2 (2.16)
Recalling the local expression of the Ka¨hler metric in terms of the Ka¨hler potential gij? =
∂i ∂j?K(z, z¯), it follows from eq.(2.16) that if the manifold M is a Hodge manifold, then the
exponential of the Ka¨hler potential can be interpreted as the metric h(z, z¯) = exp (K(z, z¯)) on
an appropriate line bundle L.
2.2.2 Connection on the line bundle
On any complex line bundle L there is a canonical hermitian connection defined as :
θ ≡ h−1 ∂ h = 1h ∂ih dzi ; θ¯ ≡ h−1 ∂¯ h = 1h ∂i?h dz¯i
?
(2.17)
For the line-bundle advocated by the Hodge-Ka¨hler structure we have[
∂¯ θ
]
= c1(L) = [K] (2.18)
and since the fibre metric h can be identified with the exponential of the Ka¨hler potential we
obtain:
θ = ∂K = ∂iKdzi ; θ¯ = ∂¯K = ∂i?Kdz¯i? (2.19)
To define special Ka¨hler geometry, in addition to the afore-mentioned line–bundle L we need
a flat holomorphic vector bundle SV −→ M whose sections play an important role in the
construction of the supergravity Lagrangians. For reasons intrinsic to such constructions the
rank of the vector bundle SV must be 2nV where nV is the total number of vector fields in
the theory. If we have n-vector multiplets the total number of vectors is nV = n + 1 since, in
addition to the vectors of the vector multiplets, we always have the graviphoton sitting in the
graviton multiplet. On the other hand the total number of scalars is 2n. Suitably paired into
n-complex fields zi, these scalars span the n complex dimensions of the base manifoldM to the
rank 2n+ 2 bundle SV −→ M.
In the sequel we make extensive use of covariant derivatives with respect to the canonical
connection of the line–bundle L. Let us review its normalization. As it is well known there
exists a correspondence between line–bundles and U(1)–bundles. If exp[fαβ(z)] is the transition
function between two local trivializations of the line–bundle L pi−→M, the transition function
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in the corresponding principal U(1)–bundle U −→ M is just exp[iImfαβ(z)] and the Ka¨hler
potentials in two different charts are related by: Kβ = Kα+fαβ+f¯αβ. At the level of connections
this correspondence is formulated by setting: U(1)–connection ≡ Q = Imθ = − i2
(
θ − θ¯). If
we apply this formula to the case of the U(1)–bundle U −→ M associated with the line–bundle
L whose first Chern class equals the Ka¨hler class, we get:
Q = − i
2
(
∂iKdzi − ∂i?Kdz¯i?
)
(2.20)
Let now Φ(z, z¯) be a section of Up. By definition its covariant derivative is ∇Φ = (d + ipQ)Φ
or, in components,
∇iΦ = (∂i + 12p∂iK)Φ ; ∇i∗Φ = (∂i∗ − 12p∂i∗K)Φ (2.21)
A covariantly holomorphic section of U is defined by the equation: ∇i∗Φ = 0. We can easily
map each section Φ(z, z¯) of Up into a section of the line–bundle L by setting:
Φ˜ = e−pK/2Φ . (2.22)
With this position we obtain:
∇iΦ˜ = (∂i + p∂iK)Φ˜ ; ∇i∗Φ˜ = ∂i∗Φ˜ (2.23)
Under the map of eq.(2.22) covariantly holomorphic sections of U flow into holomorphic sections
of L and viceversa.
2.2.3 Special Ka¨hler Manifolds
We are now ready to give the first of two equivalent definitions of special Ka¨hler manifolds:
Definition 2.1 A Hodge Ka¨hler manifold is Special Ka¨hler (of the local type) if there
exists a completely symmetric holomorphic 3-index section Wijk of (T
?M)3 ⊗ L2 (and its an-
tiholomorphic conjugate Wi∗j∗k∗) such that the following identity is satisfied by the Riemann
tensor of the Levi–Civita connection:
∂m∗Wijk = 0 ∂mWi∗j∗k∗ = 0
∇[mWi]jk = 0 ∇[mWi∗]j∗k∗ = 0
Ri∗j`∗k = g`∗jgki∗ + g`∗kgji∗ − e2KWi∗`∗s∗Wtkjgs∗t (2.24)
In the above equations ∇ denotes the covariant derivative with respect to both the Levi–Civita
and the U(1) holomorphic connection of eq.(2.20). In the case of Wijk, the U(1) weight is p = 2.
Out of the Wijk we can construct covariantly holomorphic sections of weight 2 and - 2 by
setting:
Cijk = Wijk e
K ; Ci?j?k? = Wi?j?k? eK (2.25)
The flat bundle mentioned in the previous subsection apparently does not appear in this def-
inition of special geometry. Yet it is there. It is indeed the essential ingredient in the second
definition whose equivalence to the first we shall shortly provide.
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Let L pi−→M denote the complex line bundle whose first Chern class equals the cohomology
class of the Ka¨hler form K of an n-dimensional Hodge–Ka¨hler manifold M. Let SV −→ M
denote a holomorphic flat vector bundle of rank 2n + 2 with structural group Sp(2n + 2,R).
Consider tensor bundles of the type H = SV ⊗ L. A typical holomorphic section of such a
bundle will be denoted by Ω and will have the following structure:
Ω =
(
XΛ
FΣ
)
Λ,Σ = 0, 1, . . . , n (2.26)
By definition the transition functions between two local trivializations Ui ⊂M and Uj ⊂M of
the bundle H have the following form:(
X
F
)
i
= efijMij
(
X
F
)
j
(2.27)
where fij are holomorphic maps Ui∩Uj → C while Mij is a constant Sp(2n + 2,R) matrix. For
a consistent definition of the bundle the transition functions are obviously subject to the cocycle
condition on a triple overlap: efij+fjk+fki = 1 and MijMjkMki = 1.
Let i〈 | 〉 be the compatible hermitian metric on H
i〈Ω | Ω¯〉 ≡ −iΩT
(
0 1
−1 0
)
Ω¯ (2.28)
Definition 2.2 We say that a Hodge–Ka¨hler manifold M is special Ka¨hler if there exists a
bundle H of the type described above such that for some section Ω ∈ Γ(H,M) the Ka¨hler two
form is given by:
K =
i
2pi
∂∂¯ log
(
i〈Ω | Ω¯〉) . (2.29)
From the point of view of local properties, eq.(2.29) implies that we have an expression for the
Ka¨hler potential in terms of the holomorphic section Ω:
K = −log (i〈Ω | Ω¯〉) = −log [i (X¯ΛFΛ − F¯ΣXΣ)] (2.30)
The relation between the two definitions of special manifolds is obtained by introducing a non–
holomorphic section of the bundle H according to:
V =
(
LΛ
MΣ
)
≡ eK/2Ω = eK/2
(
XΛ
FΣ
)
(2.31)
so that eq.(2.30) becomes:
1 = i〈V | V¯ 〉 = i (L¯ΛMΛ − M¯ΣLΣ) (2.32)
Since V is related to a holomorphic section by eq.(2.31) it immediately follows that:
∇i?V =
(
∂i? − 1
2
∂i?K
)
V = 0 (2.33)
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On the other hand, from eq.(2.32), defining:
Ui = ∇iV =
(
∂i +
1
2
∂iK
)
V ≡
(
fΛi
hΣ|i
)
U¯i? = ∇i? V¯ =
(
∂i? +
1
2
∂i?K
)
V¯ ≡
(
f¯Λi?
h¯Σ|i?
)
it follows that:
∇iUj = iCijk gk`? U¯`? (2.34)
where ∇i denotes the covariant derivative containing both the Levi–Civita connection on the
bundle TM and the canonical connection θ on the line bundle L. In eq.(2.34) the symbol Cijk
denotes a covariantly holomorphic ( ∇`?Cijk = 0) section of the bundle TM3⊗L2 that is totally
symmetric in its indices. This tensor can be identified with the tensor of eq.(2.25) appearing in
eq.(2.24). Alternatively, the set of differential equations:
∇iV = Ui (2.35)
∇iUj = iCijkgk`?U`? (2.36)
∇i?Uj = gi?jV (2.37)
∇i?V = 0 (2.38)
with V satisfying eq.s (2.31, 2.32) give yet another definition of special geometry. In particular
it is easy to find eq.(2.24) as integrability conditions of(2.38)
2.2.4 The vector kinetic matrix NΛΣ in special geometry
In the bosonic supergravity action (2.1) we do not see sections of any symplectic bundle over the
scalar manifold but we see the real and imaginary parts of the matrix NΛΣ necessary in order to
write the kinetic terms of the vector fields. Special geometry enters precisely at this level, since
it is utilized to define such a matrix. Explicitly NΛΣ which, in relation with its interpretation
in the case of Calabi-Yau threefolds, is named the period matrix, is defined by means of the
following relations:
M¯Λ = N¯ΛΣL¯Σ ; hΣ|i = N¯ΛΣfΣi (2.39)
which can be solved introducing the two (n+ 1)× (n+ 1) vectors
fΛI =
(
fΛi
L¯Λ
)
; hΛ|I =
(
hΛ|i
M¯Λ
)
(2.40)
and setting:
N¯ΛΣ = hΛ|I ◦
(
f−1
)I
Σ
(2.41)
As a consequence of its definition the matrix N transforms, under diffeomorphisms of the base
Ka¨hler manifold, exactly as it is requested by the rule in eq.(2.11). Indeed this is the very reason
why the structure of special geometry has been introduced. The existence of the symplectic
bundle H −→ M is required in order to be able to pull–back the action of the diffeomorphisms
on the field strengths and to construct the kinetic matrix N .
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2.3 The Gaillard-Zumino formula for NΛΣ in the coset case
In the case of theories based on scalar manifolds that are symmetric coset spaces, independently
from the fact that they have N = 2 or higher supersymmetry, there is always the symplectic
embedding mentioned in eq.(2.5). In terms of such an embedding one can write a general formula
for the period matrix NΛΣ which was first derived by Gaillard and Zumino in 1981 [41].
Let L(φ) be the coset representative in the chosen parametrization of the symmetric manifold
UD=4/H. By definition for each choice of the φ fields, L(φ) ∈ UD=4/H is a group element and
as such it maps to a symplectic (2n+ 2)× (2n+ 2) matrix as follows:
L(φ) 7→
(
A(φ) B(φ)
C(φ) D(φ)
)
(2.42)
Setting:
f =
1√
2
(A(φ)− iB(f)) (2.43)
h =
1√
2
(C(φ)− iD(f)) (2.44)
the period matrix with the correct transformation property (2.11) is obtained by setting:
N (φ) = h f−1 (2.45)
As the reader can see eq.(2.45) has the same structure as eq.(2.41) used to define N in the
case of special geometry. This means that when we are dealing with a special Ka¨hler coset
manifold the two definitions should agree and we need to construct the holomorphic section of
the symplectic bundle which provides the correspondence between the two definitions. This is
precisely the task that we face in the master example we want to consider.
2.4 General structure of the UD=4 Lie algebra
Upon toroidal dimensional reduction from D = 4 to D = 3 and then full–dualization of the
vector fields, we obtain a σ-model on a target manifold UD=3/HD=3. The Lie algebra UD=3
of the numerator group has a universal structure in the following sense. It always contains,
as subalgebra, the duality algebra UD=4 of the parent supergravity theory in D = 4 and the
sl(2,R)E algebra which is produced by the dimensional reduction of pure gravity. Furthermore,
with respect to this subalgebra UD=3 admits the following universal decomposition, holding for
all N -extended supergravities:
adj(UD=3) = adj(UD=4)⊕ adj(SL(2,R)E)⊕W(2,W) (2.46)
where W is the symplectic representation of UD=4 to which the electric and magnetic field
strengths are assigned. Indeed the scalar fields associated with the generators of W(2,W) are just
those coming from the vectors in D = 4. Denoting the generators of UD=4 by T a, the generators
of SL(2,R)E by Lx and denoting by W iM the generators in W(2,W), the commutation relations
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that correspond to the decomposition (2.46) have the following general form:
[T a, T b] = fabc T
c
[Lx, Ly] = fxyz L
z,
[T a,W iM ] = (Λa)MN W
iN ,
[Lx,W iM ] = (λx)ijW
jM ,
[W iM ,W jN ] = ij (Ka)
MN T a + CMN kijx Lx (2.47)
where the 2 × 2 matrices (λx)ij , are the canonical generators of SL(2,R) in the fundamental,
defining representation:
λ3 =
(
1
2 0
0 −12
)
; λ1 =
(
0 12
1
2 0
)
; λ2 =
(
0 12
−12 0
)
(2.48)
while Λa are the generators of UD=4 in the symplectic representation W. By
CMN ≡
(
0n×n 1n×n
−1n×n 0n×n
)
(2.49)
we denote the antisymmetric symplectic metric in 2n dimensions, n = nV being the number of
vector fields in D = 4 as we have already stressed. The symplectic character of the representation
W is asserted by the identity:
ΛaC+ C (Λa)T = 0 (2.50)
The fundamental doublet representation of SL(2,R) is also symplectic and we have denoted by
ij =
(
0 1
−1 0
)
the 2-dimensional symplectic metric, so that:
λx +  (λx)T = 0, (2.51)
The matrices (Ka)
MN = (Ka)
NM and (kx)
ij = (ky)
ji are just symmetric matrices in one-to-one
correspondence with the generators of UD=4 and SL(2,R), respectively. Implementing Jacobi
identities, however we find the following relations:
KaΛ
c + ΛcKa = f
bc
aKb, kxλ
y + λykx = f
yz
xkz,
which admit the unique solution:
Ka = αgab Λ
bC, ; kx = β gxy λy (2.52)
where gab, gxy are the Cartan-Killing metrics on the algebras UD=4 and SL(2,R), respectively
and α and β are two arbitrary constants. These latter can always be reabsorbed into the
normalization of the generators W iM and correspondingly set to one. Hence the algebra (2.47)
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can always be put into the following elegant form:
[T a, T b] = fabc T
c
[Lx, Ly] = fxyz L
z,
[T a,W iM ] = (Λa)MN W
iN ,
[Lx,W iM ] = (λx)ijW
jM , (2.53)
[W iM ,W jN ] = ij (Λa)
MN T a + CMN λijx Lx
where we have used the convention that symplectic indices are raised and lowered with the
symplectic metric, while adjoint representation indices are raised and lowered with the Cartan-
Killing metric.
3 Introducing the example of the S3 model
The master example we consider in this paper is the simplest possible case of vector multiplet
coupling in N = 2 supergravity: we just introduce one vector multiplet. This means that we
have two vector fields in the theory and one complex scalar field z. This scalar field parameterizes
a one-dimensional special Ka¨hler manifold which, in our choice, will be the complex lower half-
plane endowed with the standard Poincare´ metric. In other words4:
gzz¯∂
µz ∂µz¯ =
3
4
1
(Imz)2
∂µz ∂µz¯ (3.1)
is the σ-model part of the Lagrangian (2.1). From the point of view of geometry the lower
half-plane is the symmetric coset manifold SL(2,R)/SO(2) ∼ SU(1, 1)/U(1) which admits a
standard solvable parametrization as it follows. Let:
L0 =
1
2
(
1 0
0 −1
)
; L+ =
1
2
(
0 1
0 0
)
; L− = 12
(
0 0
1 0
)
(3.2)
be the standard three generators of the sl(2,R) Lie algebra satisfying the commutation relations
[L0, L±] = ±L± and [L+, L−] = 2L0. The coset manifold SL(2,R)/SO(2) is metrically equivalent
with the solvable group manifold generated by L0 and L+. Correspondingly we can introduce
the coset representative:
L4(φ, y) = exp[y L1] exp[ϕL0] =
(
eϕ/2 e−ϕ/2y
0 e−ϕ/2
)
(3.3)
Generic group elements of SL(2,R) are just 2× 2 real matrices with determinant one:
SL(2,R) 3 A =
(
a b
c d
)
; ad− bc = 1 (3.4)
4The special overall normalization of the Poincare´ metric is chosen in order to match the general definitions
of special geometry applied to the present case.
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and their action on the lower half-plane is defined by usual fractional linear transformations:
A : z → a z + b
c z + d
(3.5)
The correspondence between the lower complex half-plane C− and the solvable -parameterized
coset (3.3) is easily established observing that the entire set of Imz < 0 complex numbers is just
the orbit of the number i under the action of L(φ, y):
L4(φ, y) : i → −e
ϕ/2 i + e−ϕ/2 y
e−ϕ/2
= y − ieϕ (3.6)
This simple argument shows that we can rewrite the coset representative L(φ, y) in terms of the
complex scalar field z as follows:
L4(z) =
 √|Imz | Rez√|Imz |
0 1√
|Imz |
 (3.7)
The issue of special Ka¨hler geometry becomes clear at this stage. If we did not have vectors in
the game, the choice of the coset metric would be sufficient and nothing more would have to be
said. The point is that we still have to define the kinetic matrix of the vector and for that the
symplectic bundle is necessary. On the same base manifold SL(2,R)/SO(2) we have different
special structures which lead to different physical models and to different duality groups UD=3
upon reduction to D = 3. The special structure is determined by the choice of the symplectic
embedding SL(2,R) → Sp(4,R). The symplectic embedding that defines our master model and
which eventually leads to the duality group UD=3 = G2(2) is cubic and it is described in the
following subsection.
3.1 The cubic special Ka¨hler structure on SL(2,R)/SO(2)
The group SL(2,R) is also locally isomorphic to SO(1, 2) and the fundamental representation of
the first corresponds to the spin J = 12 of the latter. The spin J =
3
2 representation is obviously
four-dimensional and, in the SL(2,R) language, it corresponds to a symmetric three-index tensor
tabc. Let us explicitly construct the 4× 4 matrices of such a representation. This is easily done
by choosing an order for the four independent components of the symmetric tensor tabc. For
instance we can identify the four axes of the representation with t111, t112, t122, t222. So doing,
the image of the group element A in the cubic symmetric tensor product representation is the
following 4× 4 matrix:
D3 (A) =

a3 3a2b 3ab2 b3
a2c da2 + 2bca cb2 + 2adb b2d
ac2 bc2 + 2adc ad2 + 2bcd bd2
c3 3c2d 3cd2 d3
 (3.8)
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By explicit evaluation we can easily check that:
DT3 (A) Ĉ4D3 (A) = Ĉ4 where Ĉ4 =

0 0 0 1
0 0 −3 0
0 3 0 0
−1 0 0 0
 (3.9)
Since Ĉ4 is antisymmetric, equation (3.9) is already a clear indication that the triple symmetric
representation defines a symplectic embedding. To make this manifest it suffices to change basis.
Consider the matrix:
S =

0 1 0 0
− 1√
3
0 0 0
0 0 1√
3
0
0 0 0 1
 (3.10)
and define:
Λ (A) = S−1D3 (A)S (3.11)
We can easily check that:
ΛT (A) C4 Λ (A) = C4 where C4 =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 (3.12)
So we have indeed constructed a standard symplectic embedding SL(2,R) 7→ Sp(4,R) whose
explicit form is the following:
A =
(
a b
c d
)
7→

da2 + 2bca −√3a2c −cb2 − 2adb −√3b2d
−√3a2b a3 √3ab2 b3
−bc2 − 2adc √3ac2 ad2 + 2bcd √3bd2
−√3c2d c3 √3cd2 d3
 ≡ Λ (A)
(3.13)
The 2 × 2 blocks A,B,C,D of the 4 × 4 symplectic matrix Λ (A) are easily readable from
eq.(3.13) so that, assuming now that the matrix A(z) is the coset representative of the manifold
SU(1, 1)/U(1), we can apply the Gaillard-Zumino formula (2.45) and obtain the explicit form of
the kinetic matrix NΛΣ:
N =
 −2ac−ibc+iad+2bda2+b2 −√3(c+id)(ac+bd)(a−ib)(a+ib)2
−
√
3(c+id)(ac+bd)
(a−ib)(a+ib)2 − (c+id)
2(2ac+ibc−iad+2bd)
(a−ib)(a+ib)3
 (3.14)
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Inserting the specific values of the entries a, b, c, d corresponding to the coset representative (3.7),
we get the explicit dependence of the kinetic period matrix on the complex scalar field z:
NΛΣ(z) =
(
−3z+z¯2zz¯ −
√
3(z+z¯)
2zz¯2
−
√
3(z+z¯)
2zz¯2
− z+3z¯
2zz¯3
)
(3.15)
This might conclude the determination of the lagrangian of our master example, yet we have
not yet seen the special Ka¨hler structure induced by the cubic embedding. Let us present it.
The key point is the construction of the required holomorphic symplectic section Ω(z). As
usual the transformation properties of a geometrical object indicate the way to build it explicitly.
For consistency we should have that:
Ω
(
a z + b
c z + d
)
= f(z) Λ(A) Ω(z) (3.16)
where Λ(A) is the symplectic representation (3.13) of the considered SL(2,R) matrix
(
a b
c d
)
and f(z) is the associated transition function for that line-bundle whose Chern-class is the
Ka¨hler class of the base-manifold. The identification of the symplectic fibres with the cubic
symmetric representation provide the construction mechanism of Ω. Consider a vector
(
v1
v2
)
that transforms in the fundamental doublet representation of SL(2,R). On one hand we can
identify the complex coordinate z on the lower half-plane as z = v1/v2, on the other we can
construct a symmetric three-index tensor taking the tensor products of three vi, namely: tijk =
vi vj vk. Dividing the resulting tensor by v
3
2 we obtain a four vector:
Ω̂(z) =
1
v32

v31
v21 v2
v1 v
2
2
v32
 =

z3
z2
z
1
 (3.17)
Next, recalling the change of basis (3.10,3.11) required to put the cubic representation into a
standard symplectic form we set:
Ω(z) = S Ω̂(z) =

−√3z2
z3√
3z
1
 (3.18)
and we can easily verify that this object transforms in the appropriate way. Indeed we obtain:
Ω
(
a z + b
c z + d
)
= (c z + d)−3 Λ(A) Ω(z) (3.19)
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The pre-factor (c z + d)−3 is the correct one for the prescribed line-bundle. To see this let us
first calculate the Ka¨hler potential and the Ka¨hler form. Inserting (3.18) into eq.(2.30) we get:
K = −log (i〈Ω | Ω¯〉) = − log (−i(z − z¯)3)
K =
i
2pi
∂ ∂¯K = i
2pi
3
(Imz)2
dz ∧ dz¯ (3.20)
This shows that the constructed symplectic bundle leads indeed to the standard Poincare´ metric
and the exponential of the Ka¨hler potential transforms with the prefactor (c z+ d)3 whose inverse
appears in eq.(3.19).
To conclude let us show that the special geometry definition of the period matrix N agrees
with the Gaillard-Zumino definition holding true for all symplectically embedded cosets. To this
effect we calculate the necessary ingredients:
∇zV (z) = exp
[K
2
]
(∂zΩ(z) + ∂zKΩ(z)) =

√
3z(z+2z¯)
(z−z¯)
√
−i(z−z¯)3
− 3z2z¯
(z−z¯)
√
−i(z−z¯)3
−
√
3(2z+z¯)
(z−z¯)
√
−i(z−z¯)3
− 3
(z−z¯)
√
−i(z−z¯)3

≡
(
fΛz
hΣz
)
(3.21)
Then according to equation (2.40) we obtain:
fΛI =

√
3z(z+2z¯)
(z−z¯)
√
−i(z−z¯)3 −
2
√
6z¯2
(−i(z−z¯))3/2
− 3z2z¯
(z−z¯)
√
−i(z−z¯)3
2
√
2z¯3
(−i(z−z¯))3/2

hΛ|I =
 −
√
3(2z+z¯)
(z−z¯)
√
−i(z−z¯)3
2
√
6z¯
(−i(z−z¯))3/2
− 3
(z−z¯)
√
−i(z−z¯)3
2
√
2
(−i(z−z¯))3/2
 (3.22)
and applying definition (2.41) we exactly retrieve the same form of NΛΣ as given in eq.(3.15).
For completeness and also for later use we calculate the remaining items pertaining to special
geometry, in particular the symmetric C-tensor. From the general definition (2.34) applied to
the present one-dimensional case we get:
∇z Uz = iCzzz hzz?U¯z? ⇒ Czzz = − 6i
(z − z?)3 (3.23)
As for the standard Levi-Civita connection we have:
Γzzz =
2
z − z? ; Γ
z?
z?z? = −
2
z − z? ; all other components vanish (3.24)
This concludes our illustration of the cubic special Ka¨hler structure on SL(2,R)/SO(2).
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3.2 The quartic invariant
In the cubic spin j = 32 of SL(2,R) there is a quartic invariant which plays an important role in
the discussion of black-holes. As it happens for all the other supergravity models, the quartic
invariant of the symplectic vector of magnetic and electric charges:
Q =
(
pΛ
qΣ
)
(3.25)
is related to the entropy of the extremal black-holes, the latter being its square root. The origin
of the quartic invariant is easily understood in terms of the symmetric tensor tijk. Using the
SL(2,R)-invariant antisymmetric symbol ij we can construct an invariant order four polynomial
in the tensor tijk by writing:
I4 ∝ ai bj pl qm kr cn tabc tijk tpqr tlmn (3.26)
If we use the standard basis t111, t112, t122, t222, we rotate it with the matrix (3.10) and we
identify the components of the resultant vector with those of the charge vector Q the explicit
form of the invariant quartic polynomial is the following one:
I4 =
1
3
√
3
q2p
3
1 +
1
12
q21p
2
1 −
1
2
p2q1q2p1 − 1
3
√
3
p2q
3
1 −
1
4
p22q
2
2 (3.27)
where we have also chosen a specific overall normalization which turns out to be convenient in
the sequel.
Let us now comment of the physical meaning of the above charges: pΛ, qΛ are related to the
D6, D4,D0, D2-brane charges, to be denoted by P 0, P 1, Q0, Q1, respectively (see [37] [36]), as
follows:
P 0 =
p2√
2
; P 1 =
p1√
6
; Q0 =
q2√
2
; Q1 =
√
3
2
q1 . (3.28)
In terms of PΛ, QΛ the quartic invariant reads (see also [38]) :
I4 = −(Q0P 0)2 − 2Q0P 0Q1P 1 + 1
3
(Q1P
1)2 + 4Q0(P
1)3 − 4
27
P 0(Q1)
3 . (3.29)
3.3 Connection to the standard parametrization of the S3 model
In the previous subsection we have defined the correspondence between the charges used in the
present work and those (PΛ, QΛ) which are directly connected with the brane interpretation.
The latter correspond to a more standard choice of the holomorphic symplectic section in terms
of a complex scalar S:
Ωˆ(S) =

1
S
−S3
3S2
 (3.30)
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In terms of S the prepotential F (S) has the simple form: F (S) = S3. The relation between S
and z is given by the following isometry:
S = −1
z
(3.31)
up to a symplectic transformation in the fiber.
3.4 The Lie algebra g2(2) as the UD=3 Lie algebra of our master example
The complex Lie algebra g2(C) has rank two and it is defined by the 2×2 Cartan matrix encoded
in the following Dynkin diagram:
g2 i> i =
(
2 −3
−1 2
)
The g2 root system ∆ consists of the following six positive roots plus their negatives:
α1 = (1, 0) ; α2 =
√
3
2 (−
√
3, 1)
α3 = α1 + α2 =
1
2 (−1,
√
3) ; α4 = 2α1 + α2 =
1
2 (1,
√
3)
α5 = 3α1 + α2 =
√
3
2 (
√
3, 1) ; α6 = 3α1 + 2α2 = (0,
√
3)
(3.32)
The g2(2) Lie algebra is the non-compact maximally split section of g2(C). As for all maximally
split algebras the Cartan generators Hi and the step operators E
α associated with each root α
can be chosen completely real in all representations. Furthermore we can always construct bases
where the Cartans Hi are diagonal matrices, the step operators E
α associated with positive
roots α > 0 are upper triangular matrices and the step operators E−α are the lower triangular
transposed of the former.
In the fundamental 7-dimensional representation the explicit form of the g2(2)-generators
with the above properties is presented hereby. Naming {H1, H2} the Cartan generators along
the two ortho-normal directions and adopting the standard Cartan–Weyl normalizations:
[Eα, E−α] = αiHi , [Hi, Eα] = αiEα . (3.33)
we have:
H1 =

1
2
0 0 0 0 0 0
0 − 1
2
0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 −1 0 0
0 0 0 0 0 1
2
0
0 0 0 0 0 0 − 1
2

; H2 =

√
3
2
0 0 0 0 0 0
0
√
3
2
0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 −
√
3
2
0
0 0 0 0 0 0 −
√
3
2

(3.34)
Eα1 =

0 1√
2
0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1√
2
0 0 0 0 0 0 0

; Eα2 =

0 0 0 0 0 0 0
0 0
√
3
2
0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 −
√
3
2
0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

(3.35)
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Eα1+α2 =

0 0 1√
2
0 0 0 0
0 0 0 −1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 −1 0
0 0 0 0 0 0 1√
2
0 0 0 0 0 0 0
0 0 0 0 0 0 0

; E2α1+α2 =

0 0 0 −1 0 0 0
0 0 0 0 1√
2
0 0
0 0 0 0 0 − 1√
2
0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

(3.36)
E3α1+α2 =

0 0 0 0 −
√
3
2
0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 −
√
3
2
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

; E3α1+2α2 =

0 0 0 0 0 −
√
3
2
0
0 0 0 0 0 0 −
√
3
2
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

(3.37)
The connection between the g2(2) Lie algebra and our master supergravity model will be es-
tablished if we can show that it admits the decomposition (2.46) and can be put into the form
(2.47) where W2,W is the doublet of SL(2,R)E and W is the triple symmetric representation of
the original SL(2,R) in D = 4. From a group theoretical viewpoint such conditions are indeed
satisfied since we have:
adj
[
g2(2)
]
= (adj [sl(2,R)E ] , 1) ⊕ (1 , adj [sl(2,R)]) ⊕ (2 , 4) (3.38)
Explicitly the g2(2) Lie algebra can be cast into the form (2.47) in the following way.
First we single out the two relevant sl(2,R) subalgebras. The Ehlers algebra is associated
with the highest root and we have:
LE0 =
1√
3
H2 ; L
E
± =
√
2
3
E±(3α1+2α2) (3.39)
while the original UD=4 = sl(2,R) is associated with the first simple root orthogonal to the
highest one and we have:
L0 = H1 ; L± =
√
2E±α1 (3.40)
Then we can arrange the remaining eight generators in the tensor W iβ as follows:
W 1M =
√
2
3
(
Eα1+α2 , Eα2 , E2α1+α2 , E3α1+α2
)
W 2M =
√
2
3
(−E−2α1−α2 , −E−3α1−α2 , E−α1−α2 , E−α2) (3.41)
Calculating the commutators of W iM with the generators of the two sl(2) algebras we find:[
LE0 ,
(
W 1
W 2
)]
=
(
1
2 1 0
0 −12 1
) (
W 1
W 2
)
[
LE+ ,
(
W 1
W 2
)]
=
(
0 0
−1 0
) (
W 1
W 2
)
[
LE− ,
(
W 1
W 2
)]
=
(
0 −1
0 0
) (
W 1
W 2
)
(3.42)
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and: [
L0 ,
(
W 1
W 2
)]
= −
(
U0 0
0 U0
) (
W 1
W 2
)
[
L± ,
(
W 1
W 2
)]
= −
(
U± 0
0 U±
) (
W 1
W 2
)
(3.43)
where:
U0 =

1
2 0 0 0
0 32 0 0
0 0 −12 0
0 0 0 −32

U+ =

0 0 −2 0
−√3 0 0 0
0 0 0
√
3
0 0 0 0

U− =

0 −√3 0 0
0 0 0 0
−2 0 0 0
0 0
√
3 0
 (3.44)
which are the generators of SL(2,R) in the symplectic embedding (3.13) as it can be easily
verified by considering the embedding of a group element infinitesimally closed to the identity:(
a b
c d
)
=
(
1 + 12 0 +
− 1− 12 0
)
(3.45)
and collecting the matrix coefficients of the first order terms in 0 and ±.
3.5 The g(2,2) Lie algebra in terms of Chevalley triples
For later use it is convenient to rewrite the commutation relations of the g(2,2) in terms of triples
of Chevalley generators as it was done in [49], whose results we want to compare with ours.
Since the algebra has rank two there are two fundamental triples of Chevalley generators:
(H1, e1, f1) ; (H2, e2, f2) (3.46)
with the following commutation relations:
[H2, e2] = 2e2 [H1, e2] = −3e2 [H2, f2] = −2f2 [H1, f2] = 3f2
[H2, e1] = −e1 [H1, e1] = 2e1 [H2, f1] = f1 [H1, f1] = −2f1
[e2, f2] = H2 [e2, f1] = 0 [e1, f1] = H1 [e1, f2] = 0
(3.47)
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The remaining basis elements are defined as follows:
e3 = [e1, e2] e4 =
1
2 [e1, e3] e5 =
1
3 [e4, e1] e6 = [e2, e5]
f3 = [f2, f1] f4 =
1
2 [f3, f1] f5 =
1
3 [f1, f4] f6 = [f5, f2]
(3.48)
and satisfy the following Serre relations:
[e2, e3] = [e5, e1] = [f2, f3] = [f5, f1] = 0 (3.49)
The Chevalley form of the commutation relation is obtained from the standard Cartan Weyl
basis introducing the following identifications:
e1 =
√
2Eα1 ; e2 =
√
2
3E
α2
e3 =
√
2Eα3 ; e4 =
√
2Eα4
e5 =
√
2
3E
α5 ; e6 =
√
2
3E
α6
f1 =
√
2E−α1 ; f2 =
√
2
3E
−α2
f3 =
√
2E−α3 ; f4 =
√
2E−α4
f5 =
√
2
3E
−α5 ; f6 =
√
2
3E
−α6
(3.50)
and5
H1 = 2α1 ·H ; H2 = 23 α2 ·H (3.52)
4 Solvable parametrization of the coset and Supergravity fields
in Black-Hole configurations
Let us now summarize the structure of the D = 3 σ-model which encodes the fields of time-like
dimensionally reduced N = 2 supergravity coupled to n vector multiplets. In this discussion we
assume that, in D = 4, the necessary special Ka¨hler manifold is a symmetric space:
SKn = UD=4
HD=4
(4.1)
so that also the D = 3 target manifold is a coset manifold, actually the Wick rotation of a
quaternionic symmetric coset space:
Q?4n+4 =
UD=3
H?D=3
(4.2)
The real dimension of Q?4n+4 is 4n + 4. This is the total number of supergravity degrees of
freedom and, correspondingly, of radial functions parameterizing a spherically symmetric Black-
Hole configuration.
5Note that we are using a slightly different notation with respect to [49]: Denoting by bold symbols the
Chevalley generators used in that reference we have the following correspondence:
e1 = e2 ; e2 = e1 ; e3 = −e3 ; e4 = e4/2 ; e5 = e5/6 ; e6 = e6/6 ; H1 = h2 ; H2 = h1 . (3.51)
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In the following table we summarize the naming, numbering, and interpretation of the D = 3
scalar fields both in the general case and in the master example based on the Lie algebra g2(2).
Generic g2(2)
warp factor U(τ) 1 1
Taub Nut field a(τ) 1 1
D=4 scalars φi 2n 2 (ϕ, y) 7→ z = i eϕ + y
Scalars from vectors ZM (τ) =
(
ZΛ(τ) , ZΣ(τ)
)
2n+2 4
Total 4n+4 8
As explained at length in [31] and in the previous literature on this topic after reduction to
D = 3 we consider only those solutions of the σ-model that depend on a single coordinate which
in the case of space-reductions is time, while in the presently considered case of time-reduction
is a radial coordinate r. It is actually convenient to use a parameter τ which is the inverse of
the radial one: τ ∝ 1/r.
The D = 4 solution of supergravity is then parameterized in the following way in terms of
the σ-model fields6. For the metric we have:
ds2(4) = − eU(τ) (dt+AKK)2 + e−U(τ)
[
e4A(τ) dτ2 + e2A(τ)
(
dθ2 + sin2 θ dφ2
)]
(4.3)
where e2A(τ) is a shorthand notation for the following function:
e2A(τ) =
 v
2
sinh2(vτ)
if v2 > 0
1
τ2
if v2 = 0
(4.4)
The parameter v2 mentioned in the above formula is one of the conserved charges of the dynam-
ical model and it is named the extremality parameter. Its geometrical interpretation within the
framework of the σ-model is very simple and clear. In terms of the scalar fields mentioned in
the above table the metric of the target manifold Q?4n+4 takes the following general form:
ds2Q =
1
4
[
dU2 + hrs dφ
r dφs + −2U (da+ ZTCdZ)2 + 2 e−U dZTM4 dZ
]
(4.5)
M4 =
(
ImN−1 ImN−1 ReN
ReN ImN−1 ImN + ReN ImN−1 ReN
)
(4.6)
M−14 =
(
ImN + ReN ImN−1 ReN −ReN ImN−1
− ImN−1 ReN ImN−1
)
(4.7)
where CMN is the symplectic invariant metric on the fibres of the special geometry symplectic
bundle and NΛΣ is the kinetic matrix of the vectors. One-dimensional solutions of the σ-model
6Note that, in order to retrieve the notations used, for instance, in [31], in all the formulas below one should
replace U → 2U .
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are just geodesics of the above metric which has the following indefinite signature
sign
[
ds2Q
]
=
+, . . . ,+︸ ︷︷ ︸
2+2n
,−, . . . ,−︸ ︷︷ ︸
2n+2
 (4.8)
since the matrix M4 is negative definite. Hence the geodesics can be time-like, null-like or
space-like depending on the three possible cases:
U˙2 + hrs φ˙
r φ˙s + −2U (a˙+ ZTCZ˙)2 + 2 e−U Z˙TM4 Z˙ =

v2 > 0
v2 = 0
− v2 < 0
(4.9)
where the dot denotes derivative with respect to the affine parameter τ . Space-like geodesics cor-
respond to unphysical solutions with naked singularities and are excluded. Time-like geodesics
correspond to non-extremal black-holes while null-like geodesics yield extremal black-holes.
4.1 General properties of the d = 4 metric
Before proceeding to the specific structure of our considered master model, it is convenient to
summarize some general properties of the d = 4 metric in eq.(4.3). First we consider the case of
non extremal black-holes v2 > 0 and in particular the Schwarzschild solution which, as we are
going to demonstrate is the unique representative of the whole G(2,2) orbit of regular black-hole
solutions.
The Schwarzschild case Consider the case where the function exp[−U(τ)] and the extremal-
ity parameter are the following ones:
exp[−U(τ)] = exp[−α τ ] ; v2 = α
2
4
(4.10)
Introducing the following position:
τ =
log
[
1− 2mr
]
2m
; α = 2m (4.11)
the reader can immediately verify that the metric (4.3) at AKK = 0 is turned into the standard
Schwarzschild metric:
ds2Schw = −
(
1− 2m
r
)
dt2 +
(
1− 2m
r
)−1
dr2 + r2
(
dθ2 + sin2 θ dφ2
)
(4.12)
The extremal Reissner Nordstro¨m case Consider now the following choices:
exp[−U(τ)] = (1 + q τ) ; v2 = 0 (4.13)
Introducing the following position:
τ =
1
r − q (4.14)
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by means of elementary algebra the reader can verify that the metric (4.3) at AKK = 0 is
turned into the extremal Reissner Nordstro¨m metric:
ds2RNext = −
(
1− q
r
)2
dt2 +
(
1− q
r
)−2
dr2 + r2
(
dθ2 + sin2 θ dφ2
)
(4.15)
which follows from the non extremal one:
ds2RN = −
(
1 − 2m
r
+
q2
r2
)
dt2 +
(
1 − 2m
r
+
q2
r2
)−1
dr2 + r2
(
dθ2 + sin2 θ dφ2
)
(4.16)
when the mass is equal to the charge: m = q.
It follows from the discussion of this simple example that the extremal black-hole metrics
(4.3) are all suitable deformations of the extremal Reissner Nordstro¨m metric, just as the regular
black-hole metrics are suitable deformations of the Schwarzschild one.
Curvature of the extremal spaces In order to facilitate the discussion of the various so-
lutions found by means of the integration method discussed in further sections, it is useful to
consider the general form of the Riemann tensor associated with the metrics (4.3) in the extremal
case. To this effect we introduce the vielbein 1-forms:
E0 = exp
[
U
2
]
dt
E1 = exp
[
−U
2
]
dτ
τ2
E2 = exp
[
−U
2
]
1
τ
dθ
E3 = exp
[
−U
2
]
1
τ
sin[θ] dφ (4.17)
and the corresponding spin connection:
dEa + ωab ∧ Ec ηbc = 0 (4.18)
Defining the curvature 2-form in the standard way:
Rab = dωab + ωac ∧ ωdb ηcd (4.19)
we find that it is diagonal :
R01 = C1E0 ∧ E1
R02 = C2E0 ∧ E2
R03 = C2E0 ∧ E3
R12 = C3E1 ∧ E2
R13 = C3E1 ∧ E3
R23 = C4E3 ∧ E4 (4.20)
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and involves four independent differential expressions in the function U(τ), namely
C1(τ) = −1
4
eU(τ)τ3
(
τU ′(τ)2 + 2U ′(τ) + τU ′′(τ)
)
C2(τ) = 1
8
eU(τ)τ3U ′(τ)
(
τU ′(τ) + 2
)
C3(τ) = 1
4
eU(τ)τ3
(
U ′(τ) + τU ′′(τ)
)
C4(τ) = −1
8
eU(τ)τ3U ′(τ)
(
τU ′(τ) + 4
)
(4.21)
We will consider the behavior of these four independent component of the Riemann tensor in
the various solutions
4.2 Specific form of the Special Geometry data in the S3 model
In the case of our master model the relevant formulae discussed above specialize as follows. The
scalar metric is the standard Poincare´ metric on the lower half-plane, namely:
hrs φ˙
r φ˙s = 4gzz? dz dz
? = 3
dz dz¯
(Imz)2
(4.22)
while the explicit form of the matrix M4 is the following one:
M4 = −

−(Rez
2+Imz2)(3Rez2+Imz2)
Imz3
√
3Rez(Rez2+Imz2)
2
Imz3
3Rez3+2Imz2Rez
Imz3
√
3Rez2
Imz3√
3Rez(Rez2+Imz2)
2
Imz3
−(Rez
2+Imz2)
3
Imz3
−
√
3Rez2(Rez2+Imz2)
Imz3
−Rez3
Imz3
3Rez3+2Imz2Rez
Imz3
−
√
3Rez2(Rez2+Imz2)
Imz3
−3Rez2+Imz2
Imz3
−
√
3Rez
Imz3√
3Rez2
Imz3
−Rez3
Imz3
−
√
3Rez
Imz3
− 1
Imz3

(4.23)
To complete the illustration of the metric (4.3) we still have to explain the meaning of the
one-form AKK . This latter is the Kaluza-Klein vector, whose field strength FKK = dAKK is
related to the D = 3 σ-model scalars by dualization, as follows:
F ijKK = −
e−4U√|detg3| ijk (∂ka + ZΛ ∂k ZΛ − ZΣ ∂k ZΣ) (4.24)
In eq.(4.24) g3 denotes the three-dimensional metric. Using as D = 3 coordinates the parameter
τ and the two Euler angles θ, ϕ, when the scalars depend only on τ we find that the only non
vanishing component of F ijKK is the following one:
FKK|θϕ = gθθ gϕϕ F
θϕ
KK = − sin θ
[
e−2U
(
a˙ + ZΛ Z˙Λ − ZΣ Z˙Σ
)]
︸ ︷︷ ︸
n= Taub NUT charge
(4.25)
As we are going to see later, the combination of derivatives under-braced in equation (4.25) is
a constant of motion of the Lax flows and is named n, the Taub-NUT charge. The fact that
n is a constant is very important and obligatory in order for the dualization formulae to make
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sense. Indeed the Kaluza-Klein field strength FKK satisfies the Bianchi identity only in force of
the constancy of n. In view of this the Kaluza-Klein vector is easily determined and reads:
AKK = 2 n cos θ dϕ (4.26)
The field-strength two-form is instead:
FKK = −2 n sin θ dθ ∧ dϕ (4.27)
This concludes the illustration of the metric.
We still have to describe the parametrization of the gauge fields by means of the σ-model
scalar fields. This is done in complete analogy to the case of the Kaluza-Klein vector. From
the dimensional reduction procedure it follows that the D = 4 field-strength two-forms are the
following ones:
FΛ = FˆΛ + dZΛ ∧ (dt + AKK) (4.28)
where FˆΛ lives in three-dimensions and has the following components:(
FˆΛ
)ij
=
e−2U√|detg3| (ImN−1)ΛΣ ijk (∂kZΣ + ReNΣΓ ∂kZΓ) (4.29)
This means that in the case of fields depending only on τ we find:(
FˆΛ
)θϕ
= sin θ
[
e−2U
(
ImN−1)ΛΣ (Z˙Σ + ReNΣΓ Z˙Γ)]︸ ︷︷ ︸
pΛ = magnetic charges
(4.30)
Similarly to the case of the Kaluza-Klein vector, the combinations of derivatives and fields under-
braced in the above formula are constants of motion of the Lax flows and have the interpretation
of magnetic charges. Indeed the magnetic charges are just the upper n + 1 components of the
full 2n+ 2 vector of magnetic and electric charges. This latter is defined as follows:
QM =
√
2
[
e−UM4 Z˙ − nCZ
]M
=
(
pΛ
eΣ
)
(4.31)
and all of its components are constants of motion.
In view of this the final form of the D = 4 field-strengths is the following one:
FΛ = 2 pΛ sin θ dθ ∧ dϕ + Z˙Λdτ ∧ (dt+ 2n cos θ dϕ) (4.32)
This concludes the review of the oxidation formulae that allow to write all the fields of D = 4
supergravity corresponding to a black-hole solution in terms of the fields parameterizing the
D = 3 σ-model. It remains to be seen how such fields appear in the coset representative L(τ)
for which we are able to write Lax equations and solve them. The relation between U, a, φi, ZM is
fully general and is encoded in the solvable parametrization of the coset representative. Explicitly
we set:
L(Φ) = exp
[−aLE+] exp [√2ZMWM] L4(φ) exp [U LE0 ] (4.33)
where LE0 , L
E± are the generators of the Ehlers group and WM ≡ W 1M ; furthermore L4(φ) is
the coset representative of the D = 4 scalar coset manifold immersed in the UD=3 group.
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4.3 Extraction of the scalar fields from the coset representative L in the
S3 ⇔ g2(2) case
Let us now consider the three-dimensional g2(2) description of the SL(2, R) model with cubic
embedding and assume that the 7× 7 upper triangular matrix L(τ) is the coset representative,
solution of the dynamical problem. How do we extract from it the relevant scalar fields? The
answer is given by the following iterative procedure.
First of all we can determine the warp factor U by means of the following simple formula:
U(τ) = log
[
1
2 Tr
(
L(τ)LE+ L−1(τ)LE−
)]
(4.34)
Secondly we obtain the fields ϕ and y as follows:
ϕ(τ) = − log [16Tr (L−1(τ)L+ L(τ)L−)]
y(τ) =
Tr
(
L−1(τ)L0 L(τ)L−
)
Tr (L−1(τ)L+ L(τ)L−)
(4.35)
and from this result we can reconstruct the behavior of the D = 4 complex scalar:
z(τ) = −i exp [ϕ(τ)] + y(τ) (4.36)
The knowledge of U,ϕ, y allows to define:
Ω(τ) = L(τ) exp
[−U LE0 ] exp [−ϕL0] exp [−yL+] (4.37)
from which we extract the ZM fields by means of the following formula:
ZM (τ) =
1
2
√
2
Tr
[
Ω(τ)WTM
]
(4.38)
where T means transposed. Finally the knowledge of ZM (τ) allows to extract the a field by
means of the following trace:
a(τ) = − 12Tr
[
Ω(τ) exp
[
−
√
2ZM (τ)WM
]
LE+
]
(4.39)
5 Attractor mechanism, the entropy and other special geometry
invariants
One of the most important features of supergravity black-holes is the attractor mechanism
discovered in the nineties by Ferrara and Kallosh for the case of BPS solutions [1] and in recent
time extended to non-BPS cases [17]. According to this mechanism the evolving scalar fields
zi(τ) flow to fixed values at the horizon of the black-hole (τ = −∞), which do not depend from
their initial values at infinity radius (τ = 0) but only on the electromagnetic charges p, q.
In order to establish the connection of the quartic invariant I4 defined in eq.(3.27) with the
black-hole entropy and review the attractor mechanism, we must briefly recall the essential items
of black hole field equations in the geodesic potential approach [2]. In this framework we do not
consider all the fields listed in the table after eq. (4.2). We introduce only the warp factor U(τ)
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and the original scalar fields of D = 4 supergravity. The information about vector gauge fields
is encoded solely in the set of electric and magnetic charges Q defined by eq.(3.25) and retrieved
in eq.(4.31). Under these conditions the correct field equations for an N = 2 black-hole are
derived from the geodesic one dimensional field-theory described by the following lagrangian:
Seff ≡
∫
Leff (τ) dτ ; τ = −1
r
Leff (τ) = 14
(
dU
dτ
)2
+ gij?
dzi
dτ
dzj
?
dτ
+ eU VBH(z, z¯,Q) (5.1)
where the geodesic potential V (z, z¯,Q) is defined by the following formula in terms of the matrix
M4 introduced in eq.(4.5):
VBH(z, z¯,Q) = 14 QtM−14 (N ) Q (5.2)
The effective lagrangian (5.1) is derived from the σ-model lagrangian (4.6) upon substitution
of the first integrals of motion corresponding to the electromagnetic charges (4.31) under the
condition that the Taub-NUT charge, defined in (4.25), vanishes7 (n = 0). Indeed, when the
Taub–NUT charge n vanishes, which will be our systematic choice, we can invert the above
mentioned relations, expressing the derivatives of the ZM fields in terms of the charge vector
QM and the inverse of the matrixM4. Upon substitution in the D = 3 sigma model lagrangian
(4.5) we obtain the effective lagrangian for the D = 4 scalar fields zi and the warping factor U
given by eq.s(5.1-5.3).
The important thing is that, thanks to various identities of special geometry, the effective
geodesic potential admits the following alternative representation:
VBH(z, z¯,Q) = − 12
(|Z|2 + |Zi|2) ≡ − 12 (Z Z¯ + Zigi¯ Z¯¯) (5.3)
where the symbol Z denotes the complex scalar field valued central charge of the supersymmetry
algebra:
Z ≡ V T CQ = MΣ pΣ − LΛ qΛ (5.4)
and Zi denote its covariant derivatives:
Zi = ∇i Z = UiCQ ; Z ¯ = g¯iZi
Z¯¯ = ∇¯ Z = U¯¯CQ ; Z¯i = gi¯ Z¯¯ (5.5)
Eq.(5.3) is a result in special geometry whose proof can be found in several articles and reviews
of the late nineties8.
7As we are going to see later, each orbit of Lax operators always contains representatives such that the Taub-
NUT charge is zero. Alternatively from a dynamical system point of view the Taub-NUT charge can be annihilated
by setting a constraint which is consistent with the hamiltonian and which reduces the dimension of the system
by one unit. The problem of black hole physics is therefore equivalent to the sigma model based on an appropriate
codimension one hypersurface in the coset manifold G/H?.
8See for instance the lecture notes [50].
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5.1 Critical points of the geodesic potential and attractors
The structure of the geodesic potential illustrated above allows for a detailed discussion of its
critical points, which are relevant for the asymptotic behavior of the scalar fields.
By definition, critical points correspond to those values of zi for which the first derivative
of the potential vanishes: ∂iVBH = 0. Utilizing the fundamental identities of special geometry
and eq.(5.3), the vanishing derivative condition of the potential can be reformulated as follows:
0 = 2Zi Z¯ + iCijk Z¯
j Z¯k (5.6)
From this equation it follows that there are three possible types of critical points:
Zi = 0 ; Z 6= 0 ; BPS attractor
Zi 6= 0 ; Z = 0 ; iCijk Z¯j Z¯k = 0 non BPS attractor I
Zi 6= 0 ; Z 6= 0 ; iCijk Z¯j Z¯k = − 2Zi Z¯ non BPS attractor II
(5.7)
It should be noted that in the case of one-dimensional special geometries, like the S3-model,
only BPS attractors and non BPS attractors of type II are possible. Indeed non BPS attractors
of type I are forbidden unless Czzz vanishes identically.
In order to characterize the various type of attractors, the authors of [51] and [52] introduced
a certain number of special geometry invariants that obey different and characterizing relations
at attractor points of different type. They are defined as follows. Let us introduce the symbols:
N3 ≡ Cijk Z¯i Z¯j Z¯k ; N¯3 ≡ Ci?j?k? Zi? Zj? Zk? (5.8)
and let us set:
i1 = Z Z¯ ; i2 = Zi Z¯¯ g
i¯
i3 =
1
6
(
Z N3 + Z¯N¯3
)
; i4 = i
1
6
(
Z N3 − Z¯N¯3
)
i5 = Cijk C¯`m¯n¯ Z¯
j Z¯k Zm¯ Z n¯ gi
¯`
;
(5.9)
An important identity satisfied by the above invariants, that depend both on the scalar fields zi
and the charges (p, q), is the following one:
I4(p, q) =
1
4(i1 − i2)2 + i4 − 14 i5 (5.10)
where I4(p, q) is the quartic symplectic invariant that depends only on the charges (see eq.(3.27)).
This means that in the above combination the dependence on the fields zi cancels identically.
In the case of the one-dimensional S3 model there are two additional identities [52] that read
as follows:
i22 =
3
4 i5 ; i
2
3 + i
2
4 = 4i1
(
i2
3
)3
; for the S3 model (5.11)
In [51] it was proposed that the three types of critical points can be characterized by the following
relations among the above invariants holding at the attractor point:
At BPS attractor points we have:
i1 6= 0 ; i2 = i3 = i4 = i5 = 0 ; (5.12)
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At non BPS attractor points of type I we have:
i2 6= 0 ; i1 = i3 = i4 = i5 = 0 (5.13)
At non BPS attractor points of type II we have:
i2 = 3i1 ; i3 = 0 ; i4 = −2 i21 ; i5 = 12 i21 (5.14)
These relations follow from the definition of the critical point with the use of standard special
geometry manipulations. Their values resides in that they inform us in a simple way about the
nature of the black-hole solution we are considering. Indeed they provide a partial classification
of solution orbits since, given a configuration of charges (p, q), whose structure depends, as we
are going to see, from the choice of an H? orbit for the Lax operator, we can calculate the possible
critical points of the corresponding geodesic potential and find out to which type they belong.
We might expect several different critical points for each (p, q)-choice, yet it turns out that there
is only one and it always belongs to the same type for all elements of the same H? orbit. This
fact, whose a priori proof has still to be given, implies that a classification of attractor points is
also a partial classification of Lax operator orbits. We shall come back on this crucial issue later
on. Yet it is appropriate to emphasize the word partial classification. Although the type of fixed
point is the same for each element of the same orbit we should by no means assume that fixed
point types select orbits. Indeed there are Lax operators belonging to different H? orbits that
have the same electromagnetic charges and therefore define the same fixed point. Furthermore
the fact that a Lax operator defines certain charges and hence an associated fixed point does
not imply that the solution generated by such Lax will necessarily reach that fixed point. As
we explicitly show later on, the solution can break up at a finite value of τ , stopping before the
fixed point is attained. Hence the classification of fixed points is not a classification of H? orbits
although the two classifications have partial relations to each other.
5.2 Fixed scalars at BPS attractor points
In the case of BPS attractors we can find the explicit expression in terms of the (p,q)-charges
for the scalar field fixed values at the critical point.
By means of standard special geometry manipulations the BPS critical point equation
∇jZ = 0 ; ∇¯Z¯ = 0 (5.15)
can be rewritten in the following celebrated form which, in the late nineties, appeared in nu-
merous research and review papers (see for instance [50]):
pΛ = i
(
Zfix L¯
Λ
fix − Z¯fix LΛfix
)
(5.16)
qΣ = i
(
Zfix M¯
fix
Σ − Z¯fixMfixΣ
)
(5.17)
(5.18)
Using the explicit form of the symplectic section Ω(z) given in eq.(3.18), we can easily solve eq.s
(5.18) for the S3 model and obtain the following fixed scalars:
zfixed = −p1q1 + 3p2q2 + i 6
√
I4(p, q)
2
(
q21 +
√
3p1q2
) (5.19)
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where I4(p, q) is the quartic invariant defined in eq.(3.27). In fact, following [7, 8], one can give
the BPS solution in a closed form by replacing in the expression (5.19) zfixed the quantized
charges with harmonic functions
qΛ → HΛ ≡ hΛ −
√
2 qΛ τ ; p
Λ → HΛ ≡ hΛ −
√
2 pΛ τ (5.20)
The same substitution allows to describe the radial evolution of the warp factor:
e−U =
1
2
√
I4(HΛ, HΛ) (5.21)
The constants hΛ, hΛ in the harmonic functions are subject to two conditions: one originates
from the requirement of asymptotic flatness (limτ→0− eU = 1), while the other reads hΛqΛ −
hΛp
Λ = 0. The remaining two free parameters are fixed by the choice of the value of z at radial
infinity. The fixed value Sfixed of the scalar S = −1/z, defining the conventional parametrization
of the D = 4 manifold discussed in subsection 3.3, reads:
Sfixed = − 1
zfixed
=
p1q1 + 3p2q2 − i 6
√
I4(p, q)
2
(
p21 −
√
3p1q2
) = P 1Q1 + 3P 0Q0 − 3 i√I4(P,Q)
2 (3 (P 1)2 −Q0 P 1) (5.22)
where the charges PΛ, QΛ were defined in section 3.2.
By replacing the fixed values (5.19) into the expression (5.3) for the potential we find:
VBH (zfixed, z¯fixed , Q) = −
√
I4(p, q) (5.23)
The above result implies that the horizon area in the case of an extremal BPS black-hole is
proportional to the square root of I4(p, q) and, as such, depends only on the charges. The
argument goes as follows.
Consider the behavior of the warp factor exp[−U ] in the vicinity of the horizon, when τ →
−∞. For regular black-holes the near horizon metric must factorize as follows:
ds2near hor. ≈ −
1
r2H τ
2
dt2 + r2H
(
dτ
τ
)2
︸ ︷︷ ︸
AdS2 metric
+ r2H
(
dθ2 sin2 θ dφ2
)︸ ︷︷ ︸
S2 metric
(5.24)
where rH is the Schwarzschild radius defining the horizon. This implies that the asymptotic
behavior of the warp factor, for τ → −∞ is the following one:
exp[−U ] ∼ r2H τ2 (5.25)
In the same limit the scalar fields go to their fixed values and their derivatives become essentially
zero. Hence near the horizon we have:(
U˙
)2 ≈ 4
τ2
; gij?
dzi
dτ
dzj
?
dτ
≈ 0 ; eU VBH(z, z¯,Q) ≈ 1
r2H τ
2
V (zfixed, z¯fixed , Q) (5.26)
Since for extremal black-holes the sum of the above three terms vanishes (see eq.(4.9)), we
conclude that:
r2H = −VBH (zfixed, z¯fixed , Q) (5.27)
which yields
AreaH = 4pi r
2
H = 4pi
√
I4(p, q) (5.28)
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5.3 Fixed values for non BPS attractors
In the case of non-BPS attractor points it is much more difficult to provide general rules and
an analysis case by case is mandatory. For this reason we focus on the case of the S3 model
and we anticipate the results of the orbit classification provided in sections 8.1 and 9 in order to
study the associated attractor structures. We begin with extremal black-holes that correspond
to nilpotent orbits of Lax operators. We exclude from this preliminary analysis the orbits to be
denoted by NO′3 and NO′4, see later discussion.
5.3.1 The nilpotent orbit NO1
Referring to eq.(9.45) we see that at vanishing Taub-NUT charge the first nilpotent orbit is
characterized by the following structure of the electro-magnetic charge vector:
Q =
{
p1, p2,
p21√
3p2
,− p
3
1
3
√
3p22
}
(5.29)
Inserting this values in the expression for the quartic invariant (3.27) we find that in this case
it vanishes I4 = 0. On the other hand inserting (5.29) into the expression for ∇zZ we see that
there is no value of the field z for which Zz vanishes. Hence no BPS attractor point exists in
this case. On the other hand inserting the Q-vector (5.29) into eq.(5.6) we find a non-BPS type
II critical value at
zfix = −
√
3p2
p1
(5.30)
This point, however, is on the real axis and therefore it lies on the boundary of the Lobachevskiy-
Poincare´ lower half-plane. In the Poincare´ metric it lies at an infinite distance from all interior
points. Evaluating the i-invariants at this limiting point we find:
i1 = i2 = i3 = i4 = i5 = 0 (5.31)
We conclude that from the attractor view point, the NO1 orbit is characterized by the vanishing
of all special geometry invariants and has a non-BPS attractor point on the real axis at infinite
distance. The corresponding solutions will describe small black holes.
5.3.2 The nilpotent orbit NO2
From the point of view of electromagnetic charges (p, q) the second nilpotent orbit is charac-
terized only by the constraint that the quartic invariant should be zero. In this sense it is a
deformation of the first nilpotent orbit that removes the second identity satisfied by the charges.
This observation provides a convenient way of parameterizing the charge vector, suitable for the
analysis of critical points and attractors. We can set:
Q =
{
p1, p2,
(
1− γ2) p21√
3p2
,
(−2γ3 + 3γ2 − 1) p31
3
√
3p22
}
(5.32)
For arbitrary values of the two magnetic charges p1, p2 and for arbitrary values of the deformation
parameter γ the quartic invariant is zero. For γ = 0 the charge vector of the second nilpotent
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orbit degenerates into that of the first. By straightforward algebraic manipulations, we can
verify that the critical point equation (5.6) takes, upon substitution of eq.(5.32) the following
form:
0 =
1
216y4p42
A(x, y, γ) (5.33)
where the numerator is given by
A(x, y, γ) = 6
(
i(x− iy)4(x+ iy)2(γ − 1)4(2γ + 1)2p61+
2
√
3(x− iy)3 (−3ix2 + 4yx+ iy2) (γ − 1)3 (2γ2 + 3γ + 1) p2p51
+3i(x− iy)2(γ − 1)2 (3 (3γ2 + 10γ + 5)x2 + 2iy (3γ2 + 10γ + 5)x
+y2(γ + 1)2
)
p22p
4
1 + 12
√
3
(
i
(
γ3 − 6γ2 + 5)x3 + y (γ3 − 6γ2 + 5)x2
−iy2 (γ2 − 1)x− y3 (γ2 − 1)) p32p31
+9
(−3i (2γ2 − 5)x2 + 2y (5− 2γ2)x+ iy2) p42p21
+18
√
3(3ix+ y)p52p1 + 27ip
6
2
)
(5.34)
the symbols x and y respectively denoting, the real and imaginary parts of the complex field z.
With simple manipulations one can derive the result that for real x and y the only zero of the
function A(x, y, γ) is given by:
y = 0 ; x = −
√
3p2
2γp1 + p1
(5.35)
Once again this point is on the boundary of the scalar field domain and moreover it is also a
zero of the denominator in eq.(5.33). In order to make sense it is necessary that approaching
this point from the lower half-plane the limit should be a true zero of the critical point equation.
Hence we consider
1
2164p42
A(−
√
3p2
2γp1+p1
, , γ) =
−(−2γ
2+γ+1)
4
4p41+4i
√
3γ(−2γ2+γ+1)33p2p31+12γ2(−2γ2+γ+1)
2
2p22p
2
1−72i
√
3γ3(2γ2−γ−1)p32p1−81γ4p42
36(2γ+)2
p42
p21
(5.36)
and we can verify that:
lim
→0
1
2164p42
A(−
√
3p2
2γp1 + p1
, , γ) =
{
0 If γ = 0
∞ If γ 6= 0 (5.37)
We conclude that there is a critical point on the boundary only for the first nilpotent orbit. This
finds confirmation in the calculation of the invariants i1 . . . , i5. While at γ = 0 they are all zero,
at γ 6= 0 they are all divergent while z approaches the would be critical value of eq. (5.35).
We conclude that for the second nilpotent orbit there is no attractor point. Not even on the
boundary. The metric is in any case that of a small black hole.
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5.3.3 The nilpotent orbits NO3 and NO4
As we shall demonstrate later on, in the case of the S3 model, the classification of nilpotent H?
orbits for the Lax operator includes two large orbits one of which contains BPS attractors while
the second contains non-BPS attractors of type II. At vanishing Taub-NUT charge convenient
representatives for both cases are characterized by the charge vector of the following form:
p1
p2
q1
q2

=

0
p√
3q
0

⇐
{
p > 0 , q < 0 or p < 0 , q > 0 BPS
p > 0 , q > 0 or p < 0 , q < 0 non BPS
(5.38)
Postponing details of the supergravity solution to sections 9.4 and 9.5 let us consider the solution
of the attractor equations (5.6) with the above charge vector.
Non BPS case For p and q having the same sign it is easily verified that there is no solution
of the equation Zz = 0 and hence no BPS attractor point. On the other hand there is a solution
of the critical point equation (5.6) with both Zz 6= 0 and Z 6= 0. It corresponds to the following
simple fixed value:
zfixed = −i
√
p
q
(5.39)
With such fixed value the i-invariant take the following values:
{i1, i2, i3, i4, i5} =
{
1
2
√
p
q
q2 ,
3
2
√
p
q
q2 , 0 , −pq
3
2
, 3pq3
}
(5.40)
which satisfy the relations (5.14) characterizing a non-BPS attractor point of type II. Further-
more the quartic invariant I4(p, q) = −p q3 < 0 is negative in this case and we expect that the
horizon area will be proportional to
√−I4. This will indeed be the case.
BPS case If p and q have opposite signs there is just one solution of the equation Zz = 0
with Z 6= 0. Hence we a have a BPS attractor. The fixed point is:
zfixed = −i
√
−p
q
(5.41)
which perfectly fits the general formula (5.19). Moreover calculating the i-invariants at the fixed
point we obtain:
{i1, i2, i3, i4, i5} =
{
2
√
−p q3 , 0 , 0 , 0 , 0
}
(5.42)
which fulfills the relations (5.13) proper of the BPS attractors.
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5.3.4 The largest nilpotent orbit NO5
As pointed out in section 9.7 a representative of the fifth nilpotent orbit at vanishing Taub-NUT
charge can be chosen such that the coresponding charges are the following ones:
p1
p2
q1
q2
 =

−√3√
3
1
−1
 (5.43)
With such a datum we look for the possible critical points. There are none of BPS type but
there exists one of non BPS type II. It corresponds to the following point of the lower half-plane:
zfixed =
1
17
√
3
(
1− 2 3
√
2 + 422/3
)
− 1
17
i
√
6
(
24− 31 3
√
2 + 2822/3
)
(5.44)
Calculating the corresponding i-invariants at the fixed point we find:
{i1, i2, i3, i4, i5} =
{
1√
3
,
√
3, 0,−2
3
, 4
}
(5.45)
which do indeed satisfy the relations (5.14) proper of the non BPS attractors of type II. Hence we
might naively assume that the solution generated by this Lax operator flows at such a critical
point. However it is not so. As we demonstrate in later sections the solution generated by
Lax operators of the fifth nilpotent orbit are broken solutions describing small black holes and
they do not flow to fixed points. On the contrary we can construct Lax operators of the third
nilpotent orbit that have the same charges and correctly flow to that non BPS fixed point.
6 The integration algorithm and the Lax equation
In section 4 we have seen how the explicit form of the supergravity fields can be extracted from
a solvable coset representative L(τ) which satisfies the field equations of the associated σ-model.
This means that at all times L(τ) is an element of the solvable upper triangular group, in the
present case of the Borel subgroup of G2(2). At the same time the corresponding left invariant
one-form:
Σ(τ) ≡ L−1(τ) d
dτ
L(τ) (6.1)
decomposes as follows:
Σ(τ) = L(τ) ⊕ W (τ) (6.2)
where:
W (τ) ∈ H? ⇒ ηW T (τ) +W (τ)η = 0
L(τ) ∈ K ⇒ η LT (τ)− L(τ)η = 0
(6.3)
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moreover we have that
W (τ) = L>(τ) − L<(τ) (6.4)
where L> and L< respectively denote the upper and lower triangular parts of the Lax operator
L(τ) which is requested to satisfy the Lax equation:
d
dτ
L(τ) = [W (τ) , L(τ)] (6.5)
The initial conditions for the solution of such a problem are given by specifying both the Lax
operator L0 at a reference time τ = 0 and the coset representative L0 at the same reference
time. In [46] and [45] a close analytical algorithm was presented that provides the solution of
the above problem and hence of supergravity in terms of the given initial conditions. Let us
recall the conclusive formulae of that algorithm.
Given L0 let us define the following matrix-function:
C(τ) := exp [−2 τ L0] (6.6)
and the following determinants:
Di(C) := Det

C1,1(τ) . . . C1,i(τ)
...
...
...
Ci,1(τ) . . . Ci,i(τ)
 , D0(τ) := 1 . (6.7)
The matrix elements of the inverse of the coset representative satisfying the required second
order equation are given by the following compact and very elegant formula:
(
L(τ)−1
)
ij
≡ 1√
Di(C)Di−1(C)
Det

C1,1(τ) . . . C1,i−1(τ) (C(τ)L(0)−1)1,j
...
...
...
...
Ci,1(τ) . . . Ci,i−1(τ) (C(τ)L(0)−1)i,j

where L(0) ≡ L0 encodes the value of the coset representative at the reference time and hence
the second set of boundary conditions.
6.1 Consideration on Liouville integrability and H? orbits
The very fact that we can write a closed form integral shows that the considered dynamical
system is integrable. Hence its Liouville integrability should be guaranteed by the existence
of the appropriate number of conserved hamiltonians in involution. The derivation and study
of such hamiltonians is not only a matter of principle but also a very important tool in the
classification of the possible supergravity solutions. Given the very structure of the integration
algorithm the primary goal of such a classification consists of the classification of orbits of initial
Lax operators L0 under the action of the subgroup H
?. Indeed an important property of the
integration algorithm is that the value of the Lax operator L(τ) at time τ is given by the
following conjugation of the initial Lax operator L0:
L(τ) = Q(C)L0 (Q(C))−1 (6.8)
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where
Q(C) ∈ H? (6.9)
and its matrix elements have the following explicit form:
Qij(C) ≡ 1√
Di(C)Di−1(C)
Det

C1,1(τ) . . . C1,i−1(τ) (C 12 (τ))1,j
...
...
...
...
Ci,1(τ) . . . Ci,i−1(τ) (C 12 (τ))i,j
 (6.10)
Hence if the Lax operator belongs to a given H?-orbit at some time it belongs to the same orbit
at all times and classification of orbits is a classification of solutions. Therefore if we arrive at a
classification of the H? orbits by means of Liouville hamiltonians and associated structures such
a classification will also be a valuable classification of supergravity solutions.
Alternatively the evolving Lax operator can be written as a Borel transform of the Lax
operator at the initial time. Instead of eq.(6.8) one can also write:
L(τ) = χ>(τ)L0 χ
−1
> (τ) (6.11)
where:
χ>(τ) ∈ Borel (UD=3) (6.12)
is an upper triangular matrix belonging to the Borel subgroup of the D = 3 U-duality group.
The explicit form of the matrix χ>(τ) is the following one:
(χ>(τ))i,j =
1√
Di(C)Di−1(C)
Det

C1,1(τ) . . . C1,i−1(τ) C1,j(τ)
...
...
...
...
Ci,1(τ) . . . Ci,i−1(τ) Ci,j(τ)
 (6.13)
The above information provides a tool to construct the requested number of hamiltonians in
involution as we show later on.
7 The H? subalgebra and the underlying integrable dynamical
system
In order to study the formal structure of the dynamical system encoded in the Lax pair rep-
resentation discussed in the previous section, we need to analyze the algebraic structure of
the H?-decomposition of the g2(2) Lie algebra which defines the coset manifold of the relevant
σ-model. This will enable us to interpret the group theoretical structure of the conserved hamil-
tonians which characterize the various orbits of possible Lax operators and provide Liouville
integrability of the dynamical system defined on each of them.
7.1 Definition of H?
The starting point of our group theoretical analysis is the 7-dimensional metric which is invariant
with respect to the H? subalgebra:
g2(2) ⊃ H? ≡ sl(2,R) ⊕ sl(2,R) (7.1)
45
in the fundamental representation of g2(2). Such a metric is the following one:
η =

−1 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 −1 0
0 0 0 0 0 0 −1

(7.2)
Consequently the generators of the stability subalgebra H?, whose abstract structure is men-
tioned in eq.(7.1), are those elements h ∈ g2(2) that satisfy the following equation:
η h + hT η = 0 (7.3)
The complementary subspace K defined by the orthogonal decomposition:
g2(2) = H? ⊕ K (7.4)
contains all those elements k ∈ g2(2) that fulfill the opposite condition:
η k − kT η = 0 (7.5)
It is convenient to introduce both for H? and for K a basis of generators which makes references
to the standard Cartan-Weyl basis of the ambient algebra, or even better to the Chevalley
triples.
As basis of the H? subalgebra we use the following six linear combinations of step operators
that satisfy the required condition (7.3):
h1 = e2 + f2
h2 = e1 − f1
h3 = e3 + f3
h4 = e4 + f4
h5 = e5 + f5
h6 = e6 − f6
(7.6)
while as basis of the K complementary subspace we use the following eight combinations that
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satisfy eq.(7.5):
K1 = H1
K2 = H2
K3 = k1 = e2 − f2
K4 = k2 = e1 + f1
K5 = k3 = e3 − f3
K6 = k4 = e4 − f4
K7 = k5 = e5 − f5
K8 = k6 = e6 + f6
(7.7)
Using this basis, the Lax operator which, by definition, is an element of the K-subspace can be
written as follows:
L =
8∑
A=1
tA KA =

t2 t4 t5 −
√
2t6 −t7 −t8 0
t4 t1 − t2 t3 −
√
2t5 t6 0 −t8
−t5 −t3 2t2 − t1
√
2t4 0 −t6 −t7√
2t6
√
2t5
√
2t4 0
√
2t4 −
√
2t5
√
2t6
t7 −t6 0
√
2t4 t1 − 2t2 −t3 t5
−t8 0 t6
√
2t5 t3 t2 − t1 t4
0 −t8 t7 −
√
2t6 −t5 t4 −t2

(7.8)
This introduces the first set of coordinates tA on K.
7.2 The Borel subalgebra and its Poissonian structure
According to the viewpoint introduced in [45] we consider the canonical Poissonian structure
defined on the solvable Lie algebra of the coset Solv (G/H?) = Borel
(
g2(2)
)
.
A standard set of generators of this solvable Lie algebra is the following one:
T1 = H1 ; T2 = H2
T3 = E
α1 ; T4 = E
α2
T5 = E
α3 ; T6 = E
α4
T7 = E
α5 ; T8 = E
α6
(7.9)
and the Lax operator (7.8) can be alternatively defined as follows:
B =
8∑
A=1
ΦA TA ∈ Borel
(
g2(2)
)
; L = B + ηBT η =
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
Φ1 +
√
3Φ2
Φ3√
2
Φ5√
2
−Φ6 −
√
3
2Φ7 −
√
3
2Φ8 0
Φ3√
2
√
3Φ2 − Φ1
√
3
2Φ4 −Φ5 Φ6√2 0 −
√
3
2Φ8
−Φ5√
2
−
√
3
2Φ4 2Φ1 Φ3 0 −Φ6√2 −
√
3
2Φ7
Φ6 Φ5 Φ3 0 Φ3 −Φ5 Φ6√
3
2Φ7 −Φ6√2 0 Φ3 −2Φ1 −
√
3
2Φ4
Φ5√
2
−
√
3
2Φ8 0
Φ6√
2
Φ5
√
3
2Φ4 Φ1 −
√
3Φ2
Φ3√
2
0 −
√
3
2Φ8
√
3
2Φ7 −Φ6 −Φ5√2
Φ3√
2
−Φ1 −
√
3Φ2

(7.10)
introducing, in this way, a second set of coordinates
{
ΦA
}
on K.
Given the structure constants of the solvable Borel algebra:
[TA , TB] = f
C
AB TC (7.11)
and a suitable constant metric ( , )g defined over it:
gAB = (TA , TB)g (7.12)
we arrive at the Poisson structure over the co-adjoint orbits of Borel(g) by considering the dual
structure constants:
fABC ≡ gAA
′
gBB
′
gCC′ f
C′
A′B′ (7.13)
(where gAB is the inverse of the metric gAB) and defining, for any two functions F (Φ) and G(Φ)
of the generalized canonical coordinates ΦA the following Poisson bracket :
{F , G} ≡ ∂F
∂ΦA
∂G
∂ΦB
fABC Φ
C (7.14)
The correct metric on the solvable Lie algebra is chosen on the basis of the following principle.
By means of gAB we can construct a quadratic hamiltonian:
Hquad = cost gAB Φ
A ΦB (7.15)
and then write the following evolution equations:
d
dτ
ΦA =
{
Hquad , Φ
A
}
(7.16)
The requirement that eq.s(7.16) should reproduce the Lax equation (6.5) fixes the choice of the
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metric. In our case the appropriate choice is the following:
gAB =

3 0 0 0 0 0 0 0
0 3 0 0 0 0 0 0
0 0 32 0 0 0 0 0
0 0 0 −32 0 0 0 0
0 0 0 0 −32 0 0 0
0 0 0 0 0 −32 0 0
0 0 0 0 0 0 −32 0
0 0 0 0 0 0 0 32

(7.17)
Correspondingly the non vanishing components of the structure constants fABC are the following
ones:
f133 =
1
3 ; f
14
4 = − 12
f155 = − 16 ; f166 = 16
f177 =
1
2 ; f
24
4 =
1
2
√
3
f255 =
1
2
√
3
; f266 =
1
2
√
3
f277 =
1
2
√
3
; f345 =
√
2
3
f356 =
2
√
2
3 ; f
36
7 = −
√
2
3
(7.18)
7.3 Hamiltonians in involution and the Kostant decomposition
Having established the existence of an underlying dynamical system we are interested in an algo-
rithm that constructs the appropriate number of conserved hamiltonians in involution providing
its Liouville integrability. This was already stressed above. To this effect a useful mathematical
tool happens to be the Kostant decomposition of a generic Lie algebra element of a maximally
split simple Lie algebra g, whose corresponding Lie Group we denote by G. According to a
theorem demonstrated by Kostant (see [53]), for any generic element g ∈ g there exists an
appropriate element B ∈ exp [Borel(g)] of the Borel subgroup of G such that9:
B g B−1 =
∑
α>0
Kα (g) E
α +
r∑
i=1
E−α
i
orth (7.19)
The above equation requires some explanations. Let us recall that, given a Lie algebra of rank
r, we can always find an ordered set of r positive roots
αrorth > α
r−1
orth > . . . > α
1
orth (7.20)
9Note that the Kostant decomposition of a generic element is of the presented form for all classical and
exceptional Lie algebras with the exception of the A`-series. Indeed it is only in the case of sl(` + 1) that there
exist Casimirs, since the rank of the Lie Poisson tensor is less than maximum. These non trivial Casimirs show
up in an extra term in the Kostant decomposition. Since we deal with g(2,2) we do not further dwell on these
extra terms.
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which are mutually orthogonal (
αiorth , α
j
orth
)
= 0 if i 6= j (7.21)
and αrorth is the highest root of the Lie algebra. In equation (7.19) the second sum is extended
over the negative of such orthogonal roots. The first sum is instead extended over the set of all
positive roots and Kα (g) are named the Kostant coefficients of the Lie algebra element g. The
right hand side of eq.(7.19) is named the Kostant normal form of g.
The Borel transformation which puts an arbitrary element of the Lie algebra into its Kostant
form can be explicitly constructed by means of a very nice iterative algorithm. We can describe
this latter in general terms.
First of all we observe that, given the highest root αh of a rank r Lie algebra g
(r) , this
latter singles out a unique rank r−1 orthogonal subalgebra g(r−1)⊥ ⊂ g(r) defined as follows. The
Cartan subalgebra C(r−1)⊥ ⊂ g(r−1)⊥ is spanned by all combinations of Cartan generators that are
orthogonal to the highest root:
H ∈ C(r−1)⊥ ⇔ H ∈ C(r) and αh (H) = 0 (7.22)
Moreover g
(r−1)
⊥ includes also all linear combinations of step operators E
±β associated with roots
β that are orthogonal to the highest root: β · αh = 0. The sum of αh-orthogonal roots is also
αh-orthogonal. Hence the described procedure defines a bona fide subalgebra.
Iterating this argument we conclude that every simple Lie algebra g(r) admits a nested chain
of r − 1 orthogonal subalgebras:
g(r) ⊃ g(r−1)⊥ g(r−2)⊥ ⊃ . . . ⊃ g(1)⊥ (7.23)
the last of which, g
(1)
⊥ , is necessarily an sl(2) Lie algebra.
Let us next consider the general decomposition of a generic Lie algebra element g ∈ g(r)
with respect to the orthogonal subalgebra. In full generality we can write:
g = x+E
αh + x−E−αh + x0Hh + g⊥ + v+ + v− (7.24)
where x± and x0 are numbers,
Hh ≡ αh · H (7.25)
is the Cartan generator associated with the highest root,
g⊥ ∈ g(r−1)⊥ (7.26)
is an element of the orthogonal subalgebra and v± are defined as follows:
v+ =
∑
β
νβ E
β
v− =
∑
β
ν−β Eβ (7.27)
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having denoted by β all those roots different from the highest one αh which are not orthogonal
to it. In terms of these objects we can define the following element of the Borel subgroup of G
10:
Borel(G) 3 B = exp [− lg (x−) Hh] · exp
[
− lg
(
x0
x−
)
Eαh
]
· exp
[
− 1
x−
[Eαh , v−]
]
(7.28)
The reason why B is in the Borel subgroup resides in that the commutator [Eαh , v−] can produce
only positive root step operators since, by hypothesis, αh is the highest root. Considering now
the transformed object:
g˜ = B g B−1 (7.29)
we can verify that its decomposition has the following structure:
g˜ = x˜+E
αh + E−αh + g˜⊥ + v˜+ (7.30)
In other words we have succeeded in eliminating the components along the E−β step operators
and in the direction of the Cartan generator Hh. Moreover we have put to one the coefficient of
E−αh .
At this point we can consider the element g˜⊥ and decompose it with respect to the highest
root of the orthogonal subalgebra g
(r−1)
⊥ . A new Borel transformation will do the same job on
g˜⊥ that we just did on g. The important thing is that this new Borel transformation, being
inside the group generated by the orthogonal subalgebra, will not affect the already determined
structure (7.24). Hence by iteratively applying the above described procedure to all the orthog-
onal subalgebras we can put any Lie algebra element in its canonical Kostant form defined by
eq.(7.19).
7.3.1 Relevance of the Kostant decomposition for Liouville integrability
A very significant property of the Kostant coefficients Kα(g) is the following one. If two Lie
algebra elements g1 and g2 differ by a similarity transformation performed with an element of
the Borel subgroup, then the corresponding sets of Kostant coefficients are identical. In formula
we have:
IfB ∈ Borel(G) then ∀ g ∈ g : Kα
(B g B−1) = Kα (g) (7.31)
Let us now recall an important aspect of the integration algorithm derived in [45, 46],[31] and
reviewed in section 6. According to equation (6.11), at any istant of time τ the Lax operator L(τ)
is a Borel transform of the Lax operator at the initial time. From this it follows that the Kostant
coefficients of L(τ) and those of L0 are the same, in other words the Kostant coefficients are a
set of conserved hamiltonians equal in number to the number of positive roots of the considered
Lie algebra. Since the Noether charge matrix QNoether and the Lax operator L(τ) are related
by the conjugation by the upper-triangular coset-representative L(τ):
QNoether = L(τ)L(τ)L−1(τ) (7.32)
their Kostant normal forms are the same as well.
10The form of this Borel transformation was discussed in [53].
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Without any further effort we have proved that:
∀α = positive root : {Hquad , Kα(L) } = 0 (7.33)
Naming:
nr = # positive roots (7.34)
the dimension of our dynamical system, which is the dimension of the corresponding split coset,
is given by:
N = r + nr (7.35)
Since nr > r we always have a number of conserved hamiltonians that is strictly larger than
one half of the dimension of the dynamical space. Liouville integrability is established if among
the rational functions of Kα(L) we can select
nr+r
2 functionally independent ones that are in
involution.
We have found an algorithm able to generate such involutive hamiltonians. Let us name
KN (L) the Kostant normal form of the Lax operator and let us consider the following polynomial
function of r variables:
P (λ, µ1, . . . µr−1) ≡ Det
(
KN (L)−
r−1∑
i=1
µiE
αr+1−iorth − λ1
)
(7.36)
If we expand P (λ, µ1, . . . µr−1) in powers of its variables, among the coefficients of such develop-
ment we conjecture that we can always retrieve the required number of involutive independent
hamiltonians. Although we do not possess a formal proof of our statement we have scanned sev-
eral cases with several different Lie algebras and we were always able to single out the required
number of Liouville hamiltonians. In the case of the Lie algebra g2(2) the required number is
four and we have found the following explicit result11:
P (λ, µ) = λ7 + K1 λ5 + K21λ3 + K2λ − 3λ5 µ + K1 λ3 µ
+K3 λµ − 94λ3 µ2 + K4 λµ2 (7.37)
The four functions Ki, of the Lax entries Φ, whose explicit expression is presented in appendix
A, are functionally independent and in involution, as we have explicitly checked:
{Ki , Kj} = 0 (7.38)
This proves Liouville integrability.
7.4 Reduction of the dynamical system
A very important concept in the theory of dynamical systems is that of semiinvariants. A
function S(Φ) of the dynamical variables is named a semiinvariant if it happens that:
{Hquad , S} ∼ S (7.39)
11This type of construction was presented for the case of the complex g2 Lie algebra in [53] applied to the full
Kostant-Toda model.
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The relevance of this concept is quite clear. Whenever we have a semiinvariant we can reduce
the dynamical system by introducing the constrained surface:
S(Φ) = 0 (7.40)
which, thanks to eq.(7.39) is stable with respect to dynamical evolution. In other words all
dynamical trajectories that cross the surface (7.40) lie entirely on it. In the case of the g2(2)
model we are considering, an important semiinvariant is provided by the field Φ8 associated with
the highest root. By explicit evaluation we find:
{Hquad , Φ8} = 4
√
3 Φ2 Φ8 (7.41)
Hence we can define a consistent reduction of our dynamical system by imposing the constraint:
Φ8 = 0 (7.42)
A Lax operator L0 lying on this constrained surface automatically produces a vanishing Taub-
NUT charge since the latter is defined as the trace of the Noether charge matrix:
QNoether = L(τ)L(τ)L−1(τ) = L0 L0 L−10 (7.43)
with the transposed of the highest root step operator:
n = Tr
(
QNoether E−α6
)
(7.44)
In equation (7.43) L0 denotes the initial Lax operator which modifies only the asymptotic values
of the scalar fields and therefore lies in the D = 4 subgroup: L0 ∈ UD=4 ⊂ UD=3. Such a group
commutes with the Ehlers group and therefore with the highest root. Therefore if Φ8 = 0 in
L0, no Φ8 will be produced in Q
Noether and the Taub-NUT charge will stay zero, irrespectively
of the scalar boundary conditions at infinity.
The vanishing Taub-NUT shell corresponds therefore to a consistent reduction of our dy-
namical system. On this shell the two rational hamiltonians K3 K4 are ill-defined sinve in both
case Φ8 appears in the denominator (see eq.s (A.6, A.7). Using their numerators, however, we
can construct a new non vanishing hamiltonian that commutes with the two polynomial ones.
Referring to the notation of the appendix we can set:
K3 = − 12
P25(Φ)
P4(Φ)
(7.45)
and verify that: {
K1 , K3
}
=
{
K2 , K3
}
= 0 at Φ8 = 0 (7.46)
7.5 Standard form of the H? decomposition
Next task is that of reorganizing both the generators of H? and those of the K subspace in such
a way as to make the sl(2,R) ⊕ sl(2,R) structure of the former manifest and put the latter in
53
a standard basis for the representation
(
1
2 ,
3
2
)
which it belongs to. Both goals are obtained
introducing the following linear combinations for H?
L
(I)
0 =
1
4 (h3 + h5) =
1
4(e3 + e5 + f3 + f5)
L
(I)
+ =
1
4 (−h1 − h2 + h4 + h6) = 14(−e1 − e2 + e4 + e6 + f1 − f2 + f4 − f6)
L
(I)
− =
1
4 (−h1 + h2 + h4 − h6) = 14(e1 − e2 + e4 − e6 − f1 − f2 + f4 + f6)
L
(II)
0 =
1
4 (3h5 − h3) = 14(−e3 + 3e5 − f3 + 3f5)
L
(II)
+ =
1
4 (3h1 − h2 + h4 − 3h6) = 14(−e1 + 3e2 + e4 − 3e6 + f1 + 3f2 + f4 + 3f6)
L
(II)
− =
1
4 (3h1 + h2 + h4 + 3h6) =
1
4(e1 + 3e2 + e4 + 3e6 − f1 + 3f2 + f4 − 3f6)
(7.47)
and
Λ1,1 = −12K1 − 4K2 − 4K5
Λ1,2 = −2
√
3K3 − 2
√
3K4 − 2
√
3K6 + 2
√
3K8
Λ1,3 = −6K3 − 2K4 + 2K6 − 6K8
Λ1,4 = −4
√
3K1 − 4
√
3K2 − 4
√
3K7
Λ2,1 = −6K3 + 2K4 + 2K6 + 6K8
Λ2,2 = 4
√
3K1 + 4
√
3K2 − 4
√
3K7
Λ2,3 = −12K1 − 4K2 + 4K5
Λ2,4 = 2
√
3K3 − 2
√
3K4 + 2
√
3K6 + 2
√
3K8
(7.48)
for K.
With these definitions we can check the standard commutation rules of the sl(2,R)⊕sl(2,R)
algebra: [
L
(I,II)
0 , L
(I,II)
±
]
= ±L(I,II)±[
L
(I,II)
+ , L
(I,II)
−
]
= 2L
(I,II)
0[
L
(I)
i , L
(II)
j
]
= 0 (7.49)
On the other hand calculating the commutators of these H? generators with the Λα|A generators
of K introduced in (7.48) we find[
LI0 ,
(
Λ1
Λ2
)]
=
(
1
2 1 0
0 −12 1
) (
Λ1
Λ2
)
[
LI+ ,
(
Λ1
Λ2
)]
=
(
0 0
−1 0
) (
Λ1
Λ2
)
[
LI− ,
(
Λ1
Λ2
)]
=
(
0 −1
0 0
) (
Λ1
Λ2
)
(7.50)
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and: [
LII0 ,
(
Λ1
Λ2
)]
= −
(
U0 0
0 U0
) (
Λ1
Λ2
)
[
LII± ,
(
W 1
W 2
)]
= −
(
U± 0
0 U±
) (
Λ1
Λ2
)
(7.51)
in full analogy with eq.s (3.42) and (3.43). This is correct since, from the abstract point of
view, the g2,(2) algebra contains, up to conjugations, only one sl(2,R)⊕ sl(2,R) subalgebra and
the complementary subspace falls always into the (12 ,
3
2) representation. Yet it is important
to stress that, from the point of view of our constructions, the original sl(2) algebra of the
S3 model, times the Ehlers sl(2) Lie algebra are quite different from the sl(2,R) ⊕ sl(2,R) Lie
algebras defined above. The former are partly in the denominator algebra H?, partly in the
complementary subspace K, while those displayed above are just the structure of H? itself.
Following these redefinitions we can construct the Lax operator as:
L = ∆α|A Λα|A (7.52)
which introduces a third set of coordinates ∆α|A as parameters of the eight-dimensional dynam-
ical system.
Final comparison of the three equivalent definitions (7.8), (7.10) and (7.52) provides the
conversion table from one to the other of the coordinate sets t, Φ and ∆. Such a table is
displayed in the following equation.
Φ - field t - field ∆α|A -field
Φ1 12
(
2t2 − t1) 2 (∆1,1 −√3∆1,4 +√3∆2,2 + ∆2,3)
Φ2 t
1
2
√
3
−2 (√3∆1,1 + ∆1,4 −∆2,2 +√3∆2,3)
Φ3
√
2t4 −2√2 (√3∆1,2 + ∆1,3 −∆2,1 +√3∆2,4)
Φ4
√
2
3 t
3 −2
√
2
3
(√
3∆1,2 + 3∆1,3 + 3∆2,1 −√3∆2,4)
Φ5
√
2t5 −4√2(∆1,1 −∆2,3)
Φ6
√
2t6 2
√
2
(−√3∆1,2 + ∆1,3 + ∆2,1 +√3∆2,4)
Φ7
√
2
3 t
7 −4√2(∆1,4 + ∆2,2)
Φ8
√
2
3 t
8 2
√
2
3
(√
3∆1,2 − 3∆1,3 + 3∆2,1 +√3∆2,4)
(7.53)
8 H? Invariants, Tensor Classifiers and Orbits
Having singled out the appropriate basis in which the Lax operator L is described by a two-
index tensor ∆α|A of the two SL(2,R) groups, further progress in the analysis of the invariants
and irreducible tensors one can construct with the powers of L is obtained by means of some
standard group theory.
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In particular, recalling that SL(2,R) ∼ SO(2, 1), irreducible representations can be charac-
terized by the value of the angular momentum j and tensor product of representations decompose
according to standard rules.
Let us consider the tensor product of two j = 32 representations. We find:[(
j =
3
2
)
⊗
(
j =
3
2
)]
symm
= (j = 3)︸ ︷︷ ︸
7
⊕ (j = 1)︸ ︷︷ ︸
3[(
j =
3
2
)
⊗
(
j =
3
2
)]
antisym
= (j = 2)︸ ︷︷ ︸
5
⊕ (j = 0)︸ ︷︷ ︸
1
(8.1)
Hence when we consider an antisymmetric tensor of the form:
TAB = αβ ∆
α|A ∆β|B (8.2)
we know that it decomposes into a j = 2 and a j = 0 irreducible representation. This means that
TAB can be converted into a symmetric tensor T xy where x, y = −, 0,+ are the vector indices
of the j = 1 representation, namely the adjoint of sl(2). In this basis the invariant metric is:
ηxy =

0 0 1
0 −2 0
1 0 0
 (8.3)
and the singlet representation is the η-trace: ηxy T xy, while the η-traceless part corresponds
to the j = 2 representation. Therefore what we just need are the group theoretical conversion
coefficients encoded in a tensor txyAB such that
12:
T xy ≡ 128√
3
txyAB ∆
α|A ∆β|B αβ (8.4)
transforms as a symmetric tensor in the vector indices. Having fixed our conventions for the
j = 32 and j = 1 representations, the tensor t
xy
AB is completely determined. It is symmetric in
the indices xy and antisymmetric in the indices AB, therefore it can be explicitly displayed as
12The normalization with the prefactor 128√
3
is chosen for future convenience.
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a set of six antisymmetric matrices:
t−− =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 −1 0
 ; t−0 =

0 0 0 −12
0 0 0 0
0 0 0 0
1
2 0 0 0

t−+ =

0 0 − 1
2
√
3
0
0 0 0 1
2
√
3
1
2
√
3
0 0 0
0 − 1
2
√
3
0 0
 ; t00 =

0 0 − 1
2
√
3
0
0 0 0 1
2
√
3
1
2
√
3
0 0 0
0 − 1
2
√
3
0 0

t0+ =

0 0 0 0
0 0 12 0
0 −12 0 0
0 0 0 0
 ; t++ =

0 1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0

(8.5)
The tensor txy AB has the property that ηxy t
xy
AB = 0, hence it is the projector of the antisym-
metric product on the pure j = 2 irreducible representation. Using the t-coordinates in which
it takes its simplest form, the T xy tensor has the following explicit form:
T −− = 1
3
(−t21 + 2 (2t2 + t5 + t7) t1 − 3t22 + t23 − 3t24 − 3t26 + t28 − 2t3t4
+2t3t6 + 6t4t6 − 4t5t7 − 2t2 (3t5 + t7) + 2t3t8 − 2t4t8 + 2t6t8)
T −0 = 1
3
(−t3t5 + 3t4t5 − 3t6t5 − t8t5 − t3t7 + t4t7 + t6t7
+t1 (t4 − 2t6 − t8) + t7t8 + t2 (−t3 + 3t6 + 2t8))
T −+ = 1
9
(
t21 − 3t22 − t23 − 3t24 − 6t25 + 3t26 + 2t27 + t28 + 6t3t6 + 6t4t8
)
T 00 = 1
9
(
t21 − 3t22 − t23 − 3t24 − 6t25 + 3t26 + 2t27 + t28 + 6t3t6 + 6t4t8
)
T 0+ = 1
3
(t3t5 + 3t4t5 + 3t6t5 − t8t5 + t3t7 + t4t7 − t6t7 + t7t8
+t1 (−t4 − 2t6 + t8)− t2 (t3 − 3t6 + 2t8))
T ++ = 1
3
(−t21 − 2 (−2t2 + t5 + t7) t1 − 3t22 + t23 − 3t24 − 3t26 + t28 + 2t3t4
+2t3t6 − 6t4t6 − 4t5t7 + 2t2 (3t5 + t7)− 2t3t8 − 2t4t8 − 2t6t8) (8.6)
Next we consider the projector that from the symmetric product of two j = 12 representations
extracts a vector representation j = 1. This projector essentially consists of appropriate linear
combinations of the Pauli matrices with one index raised by means of the -symbol. Explicitly
we have:
Πaαβ =
{(
1
2 0
0 0
)
,
(
0 14
1
4 0
)
,
(
0 0
0 12
)}
(8.7)
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where the vector index a enumerates the three matrices and αβ are instead the matrix indices.
According to equation (8.1), the spin j = 1 representation can be extracted also from the
symmetric product of two spin j = 32 representations. This implies that we have also a projector
ΣxAB. In our conventions its explicit form is the following one:
ΣxAB =


0 0 0 −3
√
3
10
0 0 0 0
0 0 −35 0
−3
√
3
10 0 0 0
 ,

0 0 320 0
0 0 0 920
3
20 0 0 0
0 920 0 0
 ,

−35 0 0 0
0 0 3
√
3
10 0
0 3
√
3
10 0 0
0 0 0 0


(8.8)
Using these tensors we can construct a quadratic expression in the components of the Lax
operator which transforms as a vector with respect to the first SL(2) group and as a vector also
with respect to the second. Precisely we set:
Wa|x ≡ 1280 Πaαβ ΣxAB ∆α|A ∆β|B (8.9)
The explicit calculation of this tensor is just a matter of substitution as it was the case for
the T xy-tensor we presented above. We omit displaying the result which is lengthy and not
particularly inspiring.
Using Wa|x we can now construct two symmetric tensors, one carrying vector indices of the
second group, the other carrying vector indices of the first. We set:
Txy = Wa|xWb|y ηab (8.10)
Tab = Wa|xWb|y ηxy (8.11)
Having constructed the above objects we can now construct an irreducible sixth order invariant
and an irreducible quadratic invariant by setting:
I6 = T
xy Tzw ηxz ηyw
I2 = −96 ∆α|A ∆β|B αβ CAB (8.12)
where CAB denotes the matrix elements of the symplectic metric C4 introduced in eq.(3.9). An
immediate calculation shows that:
I2 = gAB Φ
A ΦB ≡ h2 = 1
4
TrL2
I6 = −6 TrL6 + 1
2
(
TrL2
)3
(8.13)
where L denotes the Lax operator. Instead of the irreducible invariant I6 we can consider another
combination of traces that emerges in the Kostant construction of commuting hamiltonians.
Recalling the result obtained in section 7.3 we have:
h6 =
1
6
TrL6 +
1
96
(
TrL2
)3
(8.14)
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which implies:
h6 = − 1
36
I6 − 56
9
I32
h2 = I2 (8.15)
The two invariants of eq.(8.13) or their combinations (8.15) and the above defined tensor classi-
fiers T ,T,T provide the means to separate one form the other the orbits of Lax operators, both
nilpotent and diagonalizable.
Supersymmetry So far we have neglected the fermion sector of the three dimensional model,
which is related to the bosonic sigma model by supersymmetry. The D = 3 theory under
consideration is characterized by four fermionic fields λA whose supersymemtry variation on the
geodesic background is expressed in terms of the Lax components [24]:
δλ
A ∝ ∆α,A α , (8.16)
where α is a doublet of supersymmetry parameters. BPS solutions are characterized by the
property of preserving a fraction of supersymmetry, that is there exists a spinor α satisfying the
Killing spinor equation: δλ
A = 0. Supersymmetry is thus preserved if and only if ∆α|A has a
null-eigenvector: ∆α|A α = 0. This in turn was shown in [24] to be equivalent to the condition:
∆α|A∆β|Bαβ = 0 ⇔ T xy ≡ 0 . (8.17)
We conclude that the solution is BPS if and only if T xy ≡ 0.
8.1 The rotated Cartan-Weyl basis and the classification of regular and nilpo-
tent orbits
The classification of nilpotent orbits of Lax operators for the non-compact coset:
UD=3
H?D=3
=
G2,2
SL(2,R)× SL(2,R) (8.18)
was pursued in [49] using previous mathematical results on nilpotent orbits of the g2 complex
Lie algebra. The basic idea consists of choosing a new Cartan subalgebra for the the g2,2 Lie
algebra which entirely lies in the denominator subalgebra of the coset:
Cnew ⊂ H? (8.19)
Naming H1,2 an orthogonal basis of two generators for such Cnew their adjoint action can be
diagonalized on the algebra and their common eigen-operators E±i (i, 1, . . . , 6) will necessarily
correspond to the six positive and six negative roots (3.32) of the g2 root system:
E±1 ⇒ ±α1 ; E±2 ⇒ ±α2
E±3 ⇒ ±(α1 + α2) ; E±4 ⇒ ±(2α1 + α2)
E±5 ⇒ ±(3α1 + α2) ; E±6 ⇒ ±(3α1 + 2α2)
(8.20)
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In this way, once a choice of H1,2 has been made inside H?, a new Cartan-Weyl basis can be
constructed whose relation with the old one is unique and intrinsically defined by the Lie algebra
structure. The property of the new basis is that the step operators Ei, which are necessarily
nilpotent, either belong to H? or to K. By this token one can choose as representatives of H?
orbits in K step operators Ei that lie in that subspace or combination thereof.
Our result is displayed in the following table:
New Cartan Weyl generators their form in the HK-basis
H1 h3
H2 h5
E1
1
2
√
2
(k3 − 3H2 −H1)
E2 −14
√
3
2 (k1 + k2 + k4 − k6)
E3
1
4
√
2
(−3h1 + h2 − h4 + 3h6)
E4
1
4
√
2
(−3k1 + k2 + k4 + 3k6)
E5
1
4
√
3
2 (−h1 − h2 + h4 + h6)
E6
1
2
√
3
2 (k5 −H1 −H2)
E−1 − 12√2 (k3 + 3H2 +H1)
E−2 14
√
3
2 (k1 − k2 + k4 + k6)
E−3 − 14√2 (3h1 + h2 + h4 + 3h6)
E−4 14√2 (3k1 + k2 − k4 + 3k6)
E−5 14
√
3
2 (−h1 + h2 + h4 − h6)
E−6 −12
√
3
2 (k5 +H1 +H2)
(8.21)
Note the difference between the above generators in the Cartan-Weyl basis and the Chevalley
generators H1, H2,Ei of [49]. The relation between the two bases is:
H1 = 3H1 + 2H2 ; H2 = H1 ; E1 =
1
2
√
2
E4 ; E2 = − 1
2
√
6
F5 ; E3 = − 1√
2
F2 ,
E4 =
1√
2
E3 ; E5 = − 1
2
√
6
E6 ; E6 = −
√
3
2
E1 . (8.22)
Although our expressions are different, yet in agreement with [49], we see that four step operators
(for us E1, E2, E4, E6) lie in K while two lie in H?, (for us E3, E5).
Having established which step operators lie inside K we can now make use of a general
theorem about solvable and nilpotent algebras which states that for every linear representation
of such algebras one can find a basis where all its elements are upper triangular matrices [42].
Transferred to our context this means that for each H?-orbit of nilpotent K-operators we can
find at least one representative which is a linear combination of the step up operators lying in
K. Hence let us consider a generic linear combination of the four step operators E1, E2, E4, E6.
O~µ = µ1E1 + µ2E2 + µ4E4 + µ6E6 (8.23)
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and let us evaluate the subsequent powers of O~µ. For generic coefficients ~µ we find that:
O7~µ = 0 ; On~µ 6= 0 for n < 7 (8.24)
The corresponding tensor classifiers of O~µ are the following ones:
T xy =

0 0 0
0 0 −µ1µ2√
3
0 −µ1µ2√
3
2µ2µ4√
3
 (8.25)
eigenval T xy = µ2√
3
{
0, µ4 −
√
µ21 + µ
2
4, µ4 +
√
µ21 + µ
2
4
}
(8.26)
Txy =

0 0 0
0 0 0
0 0 −272 µ21µ22
 (8.27)
eigenvalTxy =
{
0, 0,−27
2
µ21µ
2
2
}
(8.28)
Tab =

0 0 0
0 0 −92
√
3µ31µ2
0 −92
√
3µ31µ2
9
2µ
2
1
(
3µ24 + 4
√
3µ1µ6
)
 (8.29)
eigenvalTab =
9
4
µ21
{
0, A+
√
A2 + 12µ21µ
2
2, A−
√
A2 + 12µ21µ
2
2
}
(8.30)
W x|b =

0 0 0
0 0 32
√
3µ1µ2
−3µ21 3µ1µ42 −3
(
µ24 +
√
3µ1µ6
)
 (8.31)
where we have defined:
A ≡ 3µ24 + 4
√
3µ1µ6 (8.32)
We see that, for generic µi the invariant signature of the three matrices T , T,T is:
eigenval T xy = {0,+,−}
eigenvalTxy = {0, 0,−}
eigenvalTab = {0,+,−}
(8.33)
The corresponding H∗-orbit consists of step-7 nilpotent generators and will be denoted by NO5.
Next we consider lower powers ofO~µ and we inquire under which conditions on the coefficients
~µ they might vanish.
61
We begin with the third power and we find:
O3~µ =
√
3µ21 µ2

0 − 1
2
√
2
0 −14 0 0 0
− 1
2
√
2
0 0 0 − 1
2
√
2
0 0
0 0 0 14 0
1
2
√
2
0
1
4 0
1
4 0
1
4 0
1
4
0 1
2
√
2
0 14 0 0 0
0 0 − 1
2
√
2
0 0 0 − 1
2
√
2
0 0 0 −14 0 − 12√2 0

(8.34)
Hence it follows that the operators of nilpotency three are characterized by the simple equation:
µ21 µ2 = 0 (8.35)
which obviously has two independent solutions, namely, either µ1 = 0 or µ2 = 0.
Calculating the other powers On~µ for n = 4, 5, 6 we see that they vanish only under the
same condition (8.35), no other independent zeros showing up. Finally we consider the case of
nilpotency dn = 2 and we see that the unique solution of the equation O2~µ = 0 is given by:
µ1 = µ4 = 0 (8.36)
Let us analyze the various cases separately.
µ1 = 0. We find
eigenval T xy =
{
0, 0,
2√
3
µ2µ4
}
⇒ non-BPS
eigenvalTxy = {0, 0, 0}
eigenvalTab = {0, 0, 0}
while
W x|b =

0 0 0
0 0 0
0 0 −3µ24
 6= 0 (8.37)
The non-zero eigenvalue of T can be either positive or negative, thus defining two H∗-orbits, to
be denoted by NO3, NO
′
3, respectively:
NO3 : µ2µ4 > 0
NO′3 : µ2µ4 < 0 (8.38)
Representatives of these two orbits are:
NO3 : |µ2|E2 + |µ4|E4
NO′3 : |µ2|E2 − |µ4|E4 (8.39)
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and the corresponding orbits were denoted by O′4K , O4K in [49]. In the sequel we shall work
out representatives of NO3 which correspond to regular non-BPS solutions. In section 11 we
explicitly show that NO′3 contains singular solutions.
We can further set µ4 = 0, in which case we obtain the orbit defined by the invariant
properties:
eigenval T xy = {0, 0, 0} ⇒ BPS
eigenvalTxy = {0, 0, 0}
eigenvalTab = {0, 0, 0}
W x|a = 0
This orbit will be denoted by NO1 and its elements are step-2 nilpotent. It contains small black
holes, as we shall show in the sequel.
µ2 = 0. We find
eigenval T xy = {0, 0, 0} ⇒ BPS
eigenvalTxy = {0, 0, 0}
eigenvalTab =
{
0, 0,
9
2
µ21(4
√
3µ1µ6 + 3µ
2
4)
}
W x|b =

0 0 0
0 0 0
−3µ21 0 −3
√
3µ1µ6
 6= 0 (8.40)
In this case we also have two possible signs for the non-vanishing eigenvalue of Tab. Setting for
the sake of simplicity µ4 = 0, we can have two H
∗-orbits NO4, NO′4, corresponding to the cases
µ1µ6 > 0 and µ1µ6 < 0, respectively:
NO4 : µ1µ6 > 0
NO′4 : µ1µ6 < 0 (8.41)
Just as for the previous non-BPS orbits, while NO4 contains the known regular BPS solution,
NO′4 contains singular solutions, as will be motivated in section 11. Representatives of these
two orbits are:
NO4 : |µ1|E1 + |µ6|E6
NO′4 : |µ1|E1 − |µ6|E6 (8.42)
Since E1 and E6 correspond to orthogonal roots, these two representatives, and thus the corre-
sponding two orbits, are mapped into one another by means of an HC-transformation, according
to the general property proven in section 11. These two representatives correspond to those given
in [49] for the orbits O3K , O
′
3K .
We can further take the limit µ6 → 0 obtaining the invariant properties:
eigenval T xy = {0, 0, 0} ⇒ BPS
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eigenvalTxy = {0, 0, 0}
eigenvalTab = {0, 0, 0}
W x|b =

0 0 0
0 0 0
−3µ21 0 0
 6= 0 (8.43)
which define a further orbit NO2 consisting of step-3 nilpotent matrices. This orbit will contain
small black holes, as shown in the following.
In the following table we list five of the seven orbits discussed above, which we shall be
mainly interested in, giving representatives thereof:
Orbit Abstract Repr. at
name Repres. Taub-NUT = 0
NO1 µ2E2 + µ6E6 LNO1 = 2
√
2
3 R1E2R−11
NO2 µ4E4 + µ6E6 LNO2 = 4
√
2R2E4R−12
NO3 |µ2|E2 + |µ4|E4 + µ6E6 LNO3 = L(p|q)0
NO4 µ1E1 + µ4E4 + µ6E6 LNO4 = L̂(1|−1)0
NO5 µ1E1 + µ2E2 + µ4E4 + µ6E6 LNO5 = 2
√
2
3 R3 (E1 + E2) R−13
(8.44)
where for the NO4 orbit we take µ
2
4 > − 4√3 µ1µ6. L
(p|q)
0 , L̂
(1|−1)
0 are operators defined in later
sections and the elements of the H? subgroup mentioned above have the following explicit form:
H? 3 R1 = e
pi
2 (L
I
1−LI−1)
H? 3 R2 = e
pi
2 (L
II
1 −LII−1)
H? 3 R3 = e−
pi
6 (L
(I)
+ −L(I)− ) (8.45)
For later use convenience, in table (8.44) we have already anticipated a standard representative
of each orbit at vanishing Taub-NUT charge.
Summarizing we have found seven nilpotent H∗-orbits in K: NO1, NO2, NO3, NO′3, NO4,
NO′4, NO5, each characterized by different H∗-invariant properties of the tensor classifiers.
For each of these orbits we can study the structure of the stability subgroup and in this way
determine its actual dimension. In the following section we shall focus on the “unprimed” orbits,
within which we choose the simple representative of each orbit presented in the second column
of table (8.44) as the Lax operator and we construct the corresponding supergravity solution,
the value of the Taub-NUT charge in general is non-zero. Hence it is more convenient to choose
different representatives corresponding to the vanishing Taub-NUT shell: n = 0. The third
column of table (8.44) precisely provides such representatives. In the case of the first, second
and fifth nilpotent orbits, the chosen representative is explicitly given as an H?-rotation of one
of the representatives mentioned in the second column. As the reader can see such a rotation is
always a compact one belonging either to the first or the second SL(2,R) group. As we already
64
mentioned, for the third and fourth orbit we preferred to choose another representative which is
directly constructed below (see sect.9.5). Restricting the representatives to generate a vanishing
Taub-NUT charge lowers each orbit dimension by one unit. In section 11 we shall consider
representatives also of the primed orbits and comment on their four-dimensional interpretation.
So let us scan the stability subgroups of the five nilpotent orbits NOi, i = 1, . . . , 5.
8.1.1 The very large nilpotent orbit NO5
The tensor identifiers of this orbit can be summarized as follows:
T xy ⇒ {0 , + , −}
Txy ⇒ {0 , 0 , −}
Tab ⇒ {0 , + , −}
W x|q 6= 0 (8.46)
Calculating the elements of the H? subalgebra that commute with µ1E1 + µ2E2 + µ4E4 + µ6E6
we find that there are none as long as all the µ-coefficients are different from zero. Hence the
dimension of this orbit is as large as that of the H?-group, namely six. The vanishing Taub-NUT
shell inside NO5 is five-dimensional:
dim [(n = 0 shell) ⊂ NO5] = 5 (8.47)
8.1.2 The large nilpotent orbit NO4
The tensor identifiers of this orbit can be summarized as follows:
T xy = 0 ⇒ {0 , 0 , 0}
Txy = 0 ⇒ {0 , 0 , 0}
Tab ⇒ {0 , 0 , +}
W x|q 6= 0 (8.48)
Calculating the elements of the H? subalgebra that commute with µ1E1 + µ4E4 + µ6E6 we find
that there is just a one-dimensional stability subalgebra generated by:
S = LI+ (8.49)
whose degree of nilpotency is n = 2. It follows that the stability subgroup of this orbit is
the one-dimensional translation group R. Hence the dimension of NO4 is five. The vanishing
Taub-NUT shell inside NO4 is four-dimensional:
dim [(n = 0 shell) ⊂ NO4] = 4 (8.50)
8.1.3 The large nilpotent orbit NO3
The tensor identifiers of this orbit can be summarized as follows:
T xy ⇒ {0 , 0 , +}
Txy = 0 ⇒ {0 , 0 , 0}
Tab ⇒ {0 , 0 , 0}
W x|q 6= 0 (8.51)
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Calculating the elements of the H? subalgebra that commute with µ2E2 + µ4E4 + µ6E6 we find
that also in this case there is a one-dimensional stability subalgebra that is generated by another
nilpotent element of H?, namely:
S =
√
3
µ4
µ2
LI+ + L
II
+ (8.52)
It follows that also in this case the stability subgroup is a one-dimensional translation group
R, since the operator S is nilpotent. Hence also the dimension of NO3 is five. The vanishing
Taub-NUT shell inside NO3 is four-dimensional:
dim [(n = 0 shell) ⊂ NO3] = 4 (8.53)
Figure 1: Organization of the H? orbits of nilpotent operators in the case of the g2(2) model. The
physical content of the orbits, anticipated in this picture is examined in the next section.
8.1.4 The small nilpotent orbit NO2
The tensor identifiers of this orbit can be summarized as follows:
T xy = 0 ⇒ {0 , 0 , 0}
Txy = 0 ⇒ {0 , 0 , 0}
Tab = 0 ⇒ {0 , 0 , 0}
W x|q 6= 0 (8.54)
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Calculating the elements of the H? subalgebra that commute with µ4E4 + µ6E6 we find that in
this case there is a two dimensional stability subalgebra generated by the following combinations
of H?, standard generators:
S0 = −LI0 + LII0 −
µ6√
3µ4
LII+ (8.55)
S−1 = LI+ (8.56)
which satisfy the commutation relation:
[S0 , S1] = −S−1 (8.57)
The operator S0 is diagonalizable, while the operator S−1 is nilpotent. It follows that in this
case the stability subgroup is the semidirect product O(1, 1)nR. Hence the dimension of NO2
is four. The vanishing Taub-NUT shell inside NO2 is three-dimensional:
dim [(n = 0 shell) ⊂ NO2] = 3 (8.58)
8.1.5 The very small nilpotent orbit NO1
The tensor identifiers of this orbit can be summarized as follows:
T xy = 0 ⇒ {0 , 0 , 0}
Txy = 0 ⇒ {0 , 0 , 0}
Tab = 0 ⇒ {0 , 0 , 0}
W x|q = 0 (8.59)
Calculating the elements of the H? subalgebra that commute with µ2E2 + µ6E6 we find that in
this case there is a three dimensional stability subalgebra generated by the following combina-
tions of H?, standard generators:
S−3 = LI0 +
µ6
2µ2
(
LI+ − LI−
)
S0 = L
II
0 +
3µ6
2µ2
(
LI+ + L
I
−
)
S1 = L
II
+ (8.60)
which satisfy the commutation relation:
[S0 , S−3] = −S−3
[S0 , S1] = S1
[S−3 , S1] = 0
(8.61)
The operator S0 is diagonalizable, while the operators S−3,S1 are nilpotent and commute among
themselves. It follows that in this case the stability subgroup is the semidirect product O(1, 1)n
R2. Hence the dimension of NO2 is three. The vanishing Taub-NUT shell inside NO2 is two-
dimensional:
dim [(n = 0 shell) ⊂ NO2] = 2 (8.62)
The organization of nilpotent orbits is pictorially summarized in fig.1.
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9 Scanning of Supergravity solutions in the various orbits
Having characterized in a precise algebraic way the space of nilpotent orbits of possible Lax
operators it remains to be seen what is their physical content, namely which type of supergravity
solutions is generated by the integration algorithm starting from the initial Laxes of each orbit.
In this section we perform this task by examining one by one the supergravity solutions associated
with each orbit and discussing their fundamental properties. We do this starting from the
regular orbits of diagonalizable Laxes that are associated with non extremal Black-Holes. In
particular in connection with these latter we analyse in careful detail the question of regularity
of non-extremal Black-Holes revising and making some of the statements that appear in the
literature more precise. It is important to stress that, with the exception of the orbit NO5, the
representatives of the other orbits that will be derived are known solutions. In particular the
regular BPS and non-BPS solutions (orbits NO4 and NO3 respectively) were first derived in the
context of cubic geometries in [7] and [20], respectively.
9.1 The regular orbits: non extremal Schwarzschild Black-Holes
We begin our scanning with the regular orbit of diagonalizable Lax operators Ldiag0 ∈ K. Using
a general Lie algebra theorem we know that any such element of K can be H?-rotated into a
Cartan element. Hence as general representative of non-extremal Black-Hole orbits we can take
the following two-parameter diagonal matrix:
Ldiag0 (α, β) = αH1 + βH2 (9.1)
Evaluating the invariants and tensor structures of this operator we obtain:
h2 = 2
(
α2 − 3βα+ 3β2) ; h6 = β2 (α2 − 3βα+ 2β2)2
T xy =

1
3
(−α2 + 4βα− 3β2) 0 19 (α2 − 3β2)
0 19
(
α2 − 3β2) 0
1
9
(
α2 − 3β2) 0 13 (−α2 + 4βα− 3β2)

Txy =

−92(α− 3β)(α− β)3 0 92(α− β)2
(
α2 − 4βα+ 5β2)
0 −92(α− 2β)2β2 0
9
2(α− β)2
(
α2 − 4βα+ 5β2) 0 −92(α− 3β)(α− β)3

Tab =

−92(α− 3β)(α− β)3 0 92(α− β)2
(
α2 − 4βα+ 5β2)
0 −92(α− 2β)2β2 0
9
2(α− β)2
(
α2 − 4βα+ 5β2) 0 −92(α− 3β)(α− β)3

Wx|a =

3
2(α− 3β)(α− β) 0 −32(α− β)2
0 32(α− 2β)β 0
−32(α− β)2 0 32(α− 3β)(α− β)

(9.2)
Hence as long as the two parameters α and β are generic the three tensor classifiers T xy,Txy
and Tab are all non-degenerate and possess three non vanishing eigenvalues.
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In [27] it is stated that the Lax matrix (or, equivalently, the Noether charge matrix) generat-
ing regular solutions, in the fundamental representation of UD=3 (and for UD=3 6= E8), satisfies
the following equation:
L30 = v
2L0 (9.3)
which was thus given as a necessary condition for regularity, which includes also extremal solu-
tions by taking the limit v → 0. A similar quintic equation was written for L0 in the adjoint
representation of UD=3. In [31] eq. (9.3), or its quintic version, was reformulated as the con-
dition that all the so called Chevalley hamiltonians, which are the polynomial (H?-invariant)
hamiltonians, except the quadratic one, should vanish.
In this section we demonstrate that equation (9.3), or the equivalent condition on the Cheval-
ley hamiltonians, is not sufficient to guarantee the regularity of the black-hole solution and its
Schwarzschild character. There is more than one orbit of diagonalizable Lax operators that are
selected by eq.(9.3) and they are clearly distinguished by the tensor classifiers. Only one of them
is regular of finite area and its definition can be stated in terms of H? invariant conditions by
means of the tensor classifiers.
First of all we observe that imposing the condition h6 = 0 we obtain three possible solutions:
h6 = 0 ⇒

Schw. β = α2
Dil1 β = 0
Dil2 β = α
(9.4)
These three solutions belong to two different orbits of the group H? as it can be clearly estab-
lished by analyzing the corresponding tensor classifiers. In the case of the solution which we
named Schw, since it will lead to Schwarzschild black-holes, the tensor T xy results to be positive
definite admitting three positive eigenvalues (signature {+,+,+}), while both tensors Txy and
Tab have rank one and possess one positive and two vanishing eigenvalues (signature {+, 0, 0}).
On the contrary the two solutions named Dil1 and Dil2, since the corresponding supergravity
background involves an evolving dilaton field, are H? conjugate to each other but sit in a sepa-
rate orbit with respect to the Schw orbit. This can be clearly seen from the evaluation of the
tensor classifiers. Also in this case the two tensors Txy and Tab have rank one, yet they have
signature {−, 0, 0} rather than {+, 0, 0}. Even more significantly the tensor T xy is no longer
positive definite and has rather Lorentzian signature {+,−,−}. Hence the signature of T xy
clearly separates the two orbits that are singled out by the condition h6 = 0.
Another intrinsic distinction between the two orbits Schw and Dil is provided by the structure
of their stability subgroup. For the Schwarzschild orbit the stability subgroup is a compact
SO(2) ⊂ SL(2,R)×SL(2,R), while for the dilaton orbit it is a non-compact SO(1, 1) ⊂ SL(2,R)×
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SL(2,R). Naming the two standard representatives of the considered Lax orbits as it follows:
S = α
(H1 + 12 H2) =

α
2 0 0 0 0 0 0
0 α2 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 −α2 0
0 0 0 0 0 0 −α2

(9.5)
D = αH1 =

0 0 0 0 0 0 0
0 α 0 0 0 0 0
0 0 −α 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 α 0 0
0 0 0 0 0 −α 0
0 0 0 0 0 0 0

(9.6)
we can verify that the stability subalgebra of both is one-dimensional and it is respectively
generated by:
tSchw = 3
(
LI+ − LI−
)
+
(
LII+ − LII−
)
(9.7)
tDil = 3
(
LI+ + L
I
−
)
+
(
LII+ + L
II
−
)
(9.8)
the operator in eq.(9.7)commuting with S, that in eq.(9.8) commuting instead with D.
It remains to be seen how the condition of regularity of the black hole solution selects orbits.
To this purpose we implement the integration algorithm with the general Lax operator
Ldiag0 (α, β) and the identity matrix as initial coset representative (L0 = 1). The result is
provided by the following very simple data:
exp[−U(τ)] = −α τ (9.9)
z(τ) = i exp[−(α− 2β) τ ] (9.10)
ZA(τ) = 0 (9.11)
a(τ) = 0 (9.12)
v2 = α2 − 3αβ + 3β2 (9.13)
The corresponding metric has the following form:
ds2 = −A(τ) dt2 + B(τ) dτ2 + C(τ) (dθ2 + sin2 θ dφ2) (9.14)
where:
A(τ) = −eατ (9.15)
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B(τ) =
16e4
√
α2−3βα+3β2τ−ατ (α2 − 3βα+ 3β2)2(
−1 + e2
√
α2−3βα+3β2τ
)4 (9.16)
C(τ) =
4e2
√
α2−3βα+3β2τ−ατ (α2 − 3βα+ 3β2)(
−1 + e2
√
α2−3βα+3β2τ
)2 (9.17)
Independently from the values of α and β this metric is regular at τ = 0. In order to be regular
also at the horizon point, namely in the limit τ → −∞ three very simple conditions have to be
satisfied:
α ≥ 0 (9.18)
α − 2β ≥ 0 (9.19)
2
√
α2 − 3β α + 3β2 ≥ α (9.20)
By squaring we see that the last inequality is always satisfied when the first two are fulfilled.
Hence all black holes arising from generic diagonalizable Lax operators are regular yet the horizon
area is always zero except for the case when 2
√
α2 − 3β α + 3β2 = α. Indeed we have:
lim
τ→−∞ C(τ) =
{
0 if 2
√
α2 − 3β α + 3β2 > α
α2 if 2
√
α2 − 3β α + 3β2 = α ⇒ β = α2
(9.21)
In this way we arrive at the conclusion that the only finite area regular black-holes are those of
the Schw orbit characterized not only by the vanishing of the Chevalley hamiltonian h6 but also
by the condition that the tensor classifier T xy should be positive definite. When we set β = α2
the scalar field freezes to a constant, the extremality parameter becomes v2 = α
2
4 and, as we
already shew in eq.s (4.10,4.11,4.12), the metric becomes the standard Schwarzschild metric.
We guess that the same result should be true for all symmetric spaces in the classification
of Special Geometries yet the above simple proof has to be redone in all instances in order to
be completely sure.
Having discussed also the regular non-extremal orbits we are in a position to summarize the
entire spectrum of H? orbits. This is done in table 1.
9.2 The smallest nilpotent orbit, NO1
According to our previous results, the standard representative of the smallest nilpotent orbit is
the operator E2 as given in eq.(8.21), yet by means of an H
? compact rotation we can bring this
latter to a much simpler form which is better suited to illustrate the physical interpretation of
the supergravity solutions encompassed by the NO1 orbit. Explicitly we set:
LNO1 = 2
√
2
3
exp
[pi
2
(
LI1 − LI−1
)]
E2 exp
[
− pi
2
(
LI1 − LI−1
)]
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Orbit Order Stand. Stab. Sign. Sign. Sign. Bivect. I4 Dim.
Nilp. Repr. subg. T xy Txy Tab W a|x at n = 0
n = 0 shell
Schw. ∞ S O(2) {+,+,+} {+, 0, 0} {+, 0, 0} 6= 0 6= 0 4
Dil. ∞ D O(1, 1) {−,−,+} {−, 0, 0} {−, 0, 0} 6= 0 6= 0 4
NO1 2 LNO1 O(1, 1)nR2 {0, 0, 0} {0, 0, 0} {0, 0, 0} 0 0 2
NO2 3 LNO2 O(1, 1)nR {0, 0, 0} {0, 0, 0} {0, 0, 0} 6= 0 0 3
NO3 3 LNO3 R {0, 0,+} {0, 0, 0} {0, 0, 0} 6= 0 < 0 4
NO′3 3 R {0, 0,−} {0, 0, 0} {0, 0, 0} 6= 0 > 0 4
NO4 3 LNO4 R {0, 0, 0} {0, 0, 0} {0, 0,+} 6= 0 > 0 4
NO′4 3 R {0, 0, 0} {0, 0, 0} {0, 0,−} 6= 0 < 0 4
NO5 7 LNO5 0 {0,+,−} {0, 0,−} {0,+,−} 6= 0 < 0 5
Table 1: Classification of Regular and Nilpotent orbits of Lax operators in g2,2/sl(2)× sl(2). In
the above table O(1, 1)nRn denotes the n+ 1 dimensional group that is the semidirect product
of a dilatation group O(1, 1) with an n-dimensional translation group Rn. The “primed” orbits
and their representatives will be discussed in section 11.
=

1 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 1 0 0 0 1
0 0 0 0 0 0 0
−1 0 0 0 −1 0 0
0 0 0 0 0 0 0
0 0 −1 0 0 0 −1

(9.22)
If we implement the integration algorithm with the boundary conditions L0 = L
NO1 , L0 = 1
we obtain a very simple supergravity solution encoded in the following formulae:
U(τ) = − 12 lg (1 − 2 τ) (9.23)
z(τ) = −i 1√
1 − 2 τ (9.24)
Z˙1 = Z˙2 = Z˙3 = 0 (9.25)
Z˙4 = −
√
2
(1− 2τ)2 (9.26)
The corresponding physical charges are the following ones:
n = 0
Mass = 1
(s+ , s0) = (0 , 3)
(p1 , p2 , q1 , q2) = (0 , 0 , 0 , 2) (9.27)
With such charges the quartic invariant is equal to zero. On the other hand evaluating the limit
which defines the area of the horizon:
1
2pi
AreaH ≡ lim
τ→−∞ exp [−U(τ)]
1
τ2
= 0 (9.28)
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we discover that it vanishes.
These properties pertain to the entire orbit. We prove this statement as follows.
First of all we verify that the stability subgroup O(1, 1)nR2 of the operator LNO1 is generated
by the following simple choice of generators:
Ω0 = 3L
I
0 − LII0
Ω1 = L
I
1
Ω2 = L
II
1[
Ω0 ,
(
Ω1
Ω2
)]
=
(
3 Ω1
−Ω2
)
; [Ω1 , Ω2] = 0 (9.29)
which span an algebra isomorphic to the stability subalgebra of the standard representative (see
eq.(8.60)). This enormously facilitates the construction of the entire orbit, since as active part
of the H? group on the operator LNO1 we can take the complementary O(1, 1) n R2 subgroup
generated by the following operators:
Ξ0 = 3L
I
0 + L
II
0
Ξ1 = L
I
−1
Ξ2 = L
II
−1[
Ξ0 ,
(
Ξ1
Ξ2
)]
=
( −3 Ξ1
−Ξ2
)
; [Ξ1 , Ξ2] = 0 (9.30)
Hence we consider the three-parameter family of operators defined:
LNO1(ω, x, y) = ey Ξ2 exΞ1 e
1
3 lgω Ξ0 LNO1 e−
1
3 lgω Ξ0 e−xΞ1 e− y Ξ2 (9.31)
Calculating the Taub-NUT charge we verify that the surface where n vanishes is singled out by
the simple constraint:
x =
y3 − 3y
3y2 − 1 (9.32)
Furthermore the expression of the operator is considerably simplified if we slightly change
parametrization by setting:
ω = (−1 + 3 y2)σ (9.33)
Hence we consider the two parameter family of operators:
LNO1(σ, y) ≡ LNO1
(
(−1 + 3 y2)σ, y
3 − 3y
3y2 − 1 , y
)
(9.34)
The explicit form of LNO1(σ, y) is in the Appendix in eq.(B.1).
Next we run the integration algorithm with initial conditions L0 = L
NO1(σ, y) and L0 =
L
(ξ|κ)
0 defined in eq.(9.81). The result is a solution of the supergravity field equations which
depends on four parameters (σ, y, ξ, κ). Explicitly we obtain the following result.
The metric
U(τ) = −1
2
log
(
2στ
(
y2 + 1
)3
+ 1
)
(9.35)
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The complex scalar field
z(τ) =
ξ
(
2
(
y2 + 1
)
στ
(
y2 − 1)2 + 1)− 4y (y4 − 1)κστ
2 (y2 + 1)στ (y2 − 1)2 + 1 − i
κ
√
2στ (y2 + 1)3 + 1
2 (y2 + 1)στ (y2 − 1)2 + 1 (9.36)
The electromagnetic fields
Z˙1(τ) =
4
√
6y2
((
y2 − 1)κ+ 2yξ)σ
κ3/2
(
2στ (y2 + 1)3 + 1
)2
Z˙2(τ) =
8
√
2y3σ
κ3/2
(
2στ (y2 + 1)3 + 1
)2 (9.37)
The physical charges
n = 0 (9.38)
Mass = − (y2 + 1)3 σ (9.39)
s+ = −
12y
(
y4 − 1)σ
κ
(9.40)
s0 = −
3
(
y2 + 1
) ((
y4 − 6y2 + 1)κ+ 4y (y2 − 1) ξ)σ
κ
(9.41)

p1
p2
q1
q2
 =

−2
√
3(y2−1)(−ξy2+2κy+ξ)2σ
κ3/2
−2(−ξy
2+2κy+ξ)
3
σ
κ3/2
2
√
3(y2−1)2(ξy2−2κy−ξ)σ
κ3/2
2(y2−1)3σ
κ3/2
 (9.42)
Structure of the charges and attractor mechanism Observing the right hand side of
eq.(9.42), we realize that in this orbit the electromagnetic charges satisfies the following two
algebraic constraints:
q21 +
√
3p1q2 = 0 (9.43)
p31 + 3
√
3p22q2 = 0 (9.44)
which can be solved for qΛ in terms of p
Σ. Explicitly we have:
{q1, q2} =
{
∓ p
2
1√
3p2
,− p
3
1
3
√
3p22
}
(9.45)
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Only the second branch of the above solution is consistent with eq.(9.42) from which the con-
straints (9.44) were derived. Restricting our attention to such a branch, the two magnetic
charges pΣ are identified by eq.(9.42) as it follows:
{p1, p2} =
{
−2
√
3
(
y2 − 1) (−ξy2 + 2κy + ξ)2 σ
κ3/2
,−2
(−ξy2 + 2κy + ξ)3 σ
κ3/2
}
(9.46)
Eq.(9.46) can now be inverted expressing the parameters y and σ in terms of the charges pΛ
and of the value of the scalar field at infinity κ, ξ. The explicit inversion of the above formulae
is displayed in the Appendix in eq.(B.2).
If we calculate the limiting value taken by complex scalar field when τ → −∞ we find that
it is always real and equal to:
lim
τ→−∞ z(τ) = zfix =
{−ξy2 + 2κy + ξ
1− y2
}
(9.47)
Substituting the values of σ and y as given by eq.(B.2) a miracle takes place. The dependence
on κ and ξ drops out yielding:
zfix = −
√
3p2
p1
(9.48)
This is just the attractor mechanism. Independently from their values at infinity the scalar fields
go to a fixed value at the horizon which depends only on the charges. The novelty, however, is
that this horizon has a vanishing area. Indeed from the explicit form of the U(τ) function we
obtain:
1
4pi
AreaH = lim
τ→−∞
1
τ2
exp [−U(τ)] = 0 (9.49)
This is consistent with the fact that the quartic invariant with such charges as those pertaining
to this orbit, namely
{
p1, p2,
p21√
3p2
,− p31
3
√
3p22
}
, vanishes identically: I4 = 0
9.3 Properties of the second small nilpotent orbit NO2
Also the second nilpotent orbits contains small black holes of vanishing horizon area, although
the behavior of the metric coefficients is slightly different. For the case of this orbit we just
examine a unique solution generated by the standard representative of the orbit:
L0 = LNO2 =

2 0 −2 0 0 0 0
0 4 0 2
√
2 0 0 0
2 0 −2 0 0 0 0
0 −2√2 0 0 0 2√2 0
0 0 0 0 2 0 −2
0 0 0 −2√2 0 −4 0
0 0 0 0 2 0 −2

(9.50)
Using the identity matrix as initial condition at infinity L0 = 17×7, the algorithm produces the
following solution:
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Metric
ds2 = − 1
(1− 4τ)3/2 dt
2 +
(1− 4τ)3/2
τ4
dτ2 +
(1− 4τ)3/2
τ2
(
dθ2 + sin2 θ dφ2
)
(9.51)
Scalar field
z(τ) = −i√1− 4τ (9.52)
Field Strengths
F 1 = 8
√
3 sin θ dθ ∧ dϕ− 2
√
6
(1− 4τ)2 dτ ∧ dt ; F
2 = 0 (9.53)
Charges
n = 0 (9.54)
Mass = 6 (9.55)
s+ = 0
s0 = −6 (9.56)
p1
p2
q1
q2
 =

4
√
3
0
0
0
 (9.57)
According to the predictions of section 5.3.2 we see that in the limit τ → −∞ the scalar field
diverges while the horizon area goes to zero:
1
4pi
AreaH = lim
τ→−∞
(1− 4τ)3/2
τ2
= 0 (9.58)
Hence, as anticipated, also in this case we are in presence of small black-holes.
9.4 The large non-BPS nilpotent orbit NO3 and the attractor mechanism
As representative of the 3rd nilpotent orbit, instead of the original standard representative
mentioned in table (8.44), we take the following very simple η-symmetric matrix:
K 3 L(p|q)0 =

q 0 0 q√
2
0 0 0
0 p+q2 −p2 0 − q2 0 0
0 p2
q−p
2 0 0
q
2 0
− q√
2
0 0 0 0 0 − q√
2
0 q2 0 0
p−q
2
p
2 0
0 0 − q2 0 −p2 12(−p− q) 0
0 0 0 q√
2
0 0 −q

(9.59)
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Calculating its corresponding invariants and tensor structures we find:
h2 = h6 = 0 (9.60)
T xy = 1
3
p q
 1 1 11 1 1
1 1 1
 (9.61)
Txy = 0 (9.62)
Tab = 0 (9.63)
Wx|a = −3
2
q2
 1 1 11 1 1
1 1 1
 6= 0 (9.64)
Therefore the tensor T has two null eigenvalues and one non vanishing eigenvalue equal to pq.
All such features correspond to those of the third nilpotent orbit that, as we are going to see
encompasses regular extremal non-BPS black-holes.
If we implement the integration algorithm utilizing L
(p|q)
0 as initial Lax operator L0 and the
identity matrix 17×7 as initial coset representative L0, we obtain a supergravity solution where
the matrix of Noether charges QNoether is L
(p|q)
0 itself. The corresponding physical charges
calculated by means of their own definition are:
n ≡ −Tr (QNoether LE1 ) = 0
Mass ≡ Tr (QNoether LE0 ) = p+3q2(
s+
s0
)
≡ Tr
(
QNoether
L1
L0
)
=
(
0
3(q−p)
2
) (9.65)
and 
p1
p2
q1
q2
 ≡ Tr
QNoether
W 1,1
W 1,2
W 1,3
W 1,4
 =

0
p√
3q
0
 (9.66)
The generators of the solvable Lie algebra used in the above equations were defined in eq.s
(3.39-3.40-3.41).
The catch of the attractor mechanism consists of scanning the space of boundary conditions
of the scalar fields at τ = 0, while keeping the topological electromagnetic charges pq fixed. From
this point of view the formulation of boundary condition used by the integration algorithm is
not the best suited one. There, for each choice of the Lax operator at τ = 0, named L0, we
consider all possible initial values of the scalar fields that are encoded in the choice of the initial
coset representative L0. In the case of the S3-model we parameterize the boundary values of
the complex z-field by means of the following matrix
L
(ξ|κ)
0 = exp [ξ L1] · exp [log[κ]L0] (9.67)
which corresponds to:
z(0) = ξ − iκ (9.68)
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If we keep L0 = L
(p|q)
0 and we just scan all the possible asymptotic values of z by setting
L0 = L
(ξ|κ)
0 , we produce supergravity solutions that have different charges and no attractor
mechanism can be seen. Indeed the corresponding matrix of Noether charges is:
QNoether = L
(ξ|κ)
0 L
(p|q)
0
(
L
(ξ|κ)
0
)−1
(9.69)
and its traces with the W 1|M generators will produce pq-charges different from those displayed
in eq.(9.66). In order to vary the scalar boundary conditions at infinity keeping the same
topological charges pq, we have to consider a family of Lax operators, all belonging to the same
orbit:
L
(p|q)
0 (ξ, κ) ≡ O(ξ, κ)L(p|q)0 O−1(ξ, κ) (9.70)
where O(ξ, κ) ∈ H? is a two-parameter continuous family of H?-group elements such that setting
L0 = L
(p|q)
0 (ξ, κ) and L0 = L
(ξ|κ)
0 we obtain supergravity solutions with fixed pq-charges.
Mathematically such a condition on the group elements O(ξ, κ) is formulated by setting:
Tr
[
L
(ξ|κ)
0 O(ξ, κ)L(p|q)0 O−1(ξ, κ)
(
L
(ξ|κ)
0
)−1
W 1,M
]
=

0
p√
3q
0
 (9.71)
A priori it is not obvious that equation (9.71) should admit general solutions, yet a little thought
shows that this is not guaranteed yet might be possible. The basic consideration is that in all
N = 2 supergravities compactified to D = 3 over a time-direction the following group theoretical
miracle takes place:
H? ∼ SL(2,R)E × UD=4 (9.72)
where the symbol ∼ denotes isomorphism. Furthermore, as we already know, the Lax operator
sits in a representation of H? isomorphic to the representation of SL(2,R)E × UD=4 which the
generators Wα|M are assigned to. The space of asymptotic values of the scalar fields spans the
original D = 4 coset, metrically equivalent to the Borel subgroup of UD=4:
UD=4
HD=4
' Borel (UD=4) (9.73)
Hence the pairing between the coset representatives L
(ξ|κ)
0 and the H
? elements O(ξ, κ) defined
by equation (9.71) can be seen as a suitable immersion:
ι : Borel (UD=4) ↪→ H? (9.74)
which can exist.
The explicit construction of ι can be performed at the Lie algebra level considering infinites-
imal deformations of the identity element:
L
(ξ|κ)
0 ' 1 + δξ L1 + δκL0
O(ξ, κ) ' 1 + δξM1 + δκM0 (9.75)
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where H? 3 M0,1 are elements of the stability subalgebra to be determined in such a way that:
Tr
([
L1 , L
(p|q)
0
]
W 1,M
)
+ Tr
([
M1 , L
(p|q)
0
]
W 1,M
)
= 0
Tr
([
L0 , L
(p|q)
0
]
W 1,M
)
+ Tr
([
M0 , L
(p|q)
0
]
W 1,M
)
= 0 (9.76)
Indeed for δξ << 1 and δκ << 1 eq.(9.71) reduces to eq.(9.76), which is algebraically uniquely
solved by:
M1 = L
I
0 +
1
2
(
LI1 − LI−1
) − LII0 + 12 (LII1 − LII−1) (9.77)
M0 =
3
2
(
LI1 + L
I
−1
) − 14 (LII1 + LII−1) (9.78)
where the standard generators LI,IIx were defined in eq.(7.47).
Stepping up from the infinitesimal to the finite level we can verify that
O(ξ, κ) = exp
[
ξ
κ
M1
]
exp [lg[κ]M0] (9.79)
satisfies the required condition (9.71). Explicitly we find:
L
(p|q)
0 (ξ, κ) =
q
√
κ qξ√
κ
− qξ√
κ
q
√
κ√
2
0 0 0
qξ√
κ
p+q(κ2+3ξ2)
2κ3/2
−3qξ2−p
2κ3/2
√
2qξ√
κ
− q
√
κ
2 0 0
qξ√
κ
3qξ2+p
2κ3/2
q(κ2−3ξ2)−p
2κ3/2
√
2qξ√
κ
0 q
√
κ
2 0
− q
√
κ√
2
−
√
2qξ√
κ
√
2qξ√
κ
0
√
2qξ√
κ
√
2qξ√
κ
− q
√
κ√
2
0 q
√
κ
2 0
√
2qξ√
κ
−qκ2+3qξ2+p
2κ3/2
3qξ2+p
2κ3/2
− qξ√
κ
0 0 − q
√
κ
2 −
√
2qξ√
κ
−3qξ2−p
2κ3/2
−qκ2−3qξ2−p
2κ3/2
qξ√
κ
0 0 0 q
√
κ√
2
qξ√
κ
qξ√
κ
−q√κ

(9.80)
and
L
(ξ|κ)
0 =

√
κ ξ√
κ
0 0 0 0 0
0 1√
κ
0 0 0 0 0
0 0 κ
√
2ξ ξ
2
κ 0 0
0 0 0 1
√
2ξ
κ 0 0
0 0 0 0 1κ 0 0
0 0 0 0 0
√
κ ξ√
κ
0 0 0 0 0 0 1√
κ

(9.81)
The corresponding matrix of Noether charges
Q
(p|q)
Noether(ξ , κ) = L
(ξ,κ)
0 L
(p|q)
0
(
L
(ξ,κ)
0
)−1
(9.82)
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produces the following physical charges of the black-hole solutions pertaining to this pair of
orbits:
n = 0
Mass =
p+3q(κ2+ξ2)
2κ3/2(
s+
s0
)
=
(
6qξ
κ3/2
3(q(κ2+ξ2)−p)
2κ3/2
) (9.83)
and 
p1
p2
q1
q2
 =

0
p√
3q
0
 (9.84)
This procedure, which is successful for the construction of non-BPS solutions with only two
electromagnetic-charges and arbitrary scalar field conditions at infinity needs to be generalized
in the case of the BPS orbit, allowing for non vanishing values of some of the electric-magnetic
potentials ZΛ, ZΛ at infinity. The general solution one gets is the well known one illustrated in
subsection 5.2, expressed in terms of Harmonic functions.
9.4.1 The explicit supergravity solution as a function of its moduli
Running the integration algorithm with the above adapted set of initial conditions we obtain
the explicit form of the corresponding supergravity solution. It is as follows.
The metric The metric is defined by the function U for which we obtain the following ex-
pression:
exp [U(τ)] =
κ3/4√
−q3κ3τ3−q3κξ2τ3+3q2κ5/2τ2+3q2√κξ2τ2+p(q√κτ−1)3τ−3qκ2τ−3qξ2τ+κ3/2
(9.85)
The scalar field The complex scalar field z(τ) has the following form:
Im z(τ) =
− 4
√
κ
√
−q3κ3τ3−q2κ(qξ2+3p)τ3+3q2κ5/2τ2+3q√κ(qξ2+p)τ2−3qκ2τ−(3qξ2+p)τ+κ3/2(pq3τ4+1)
(q
√
κτ−1)2
(9.86)
Re z(τ) =
ξ
(q
√
κτ − 1)2
(9.87)
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The electromagnetic fields. The explicit form of the two field strengths appearing in the
S3 model is completely determined by equation (4.32). It suffices to know the magnetic charges
(p1, p2) = (0, p), the Taub-NUT charge n = 0 and the derivatives of the Z
Λ(τ) functions. We
obtain
Z˙1(τ) =√
3
2
ξ
(
q(2q3τ3κ7/2−6q2τ2κ3+6qτκ5/2−2κ2+2q3ξ2τ3κ3/2−6q2ξ2τ2κ+6qξ2τ√κ−3ξ2)−p(q√κτ−1)3(3q√κτ−1)
)
(q3κ3τ3+q2κ(qξ2+3p)τ3−3q2κ5/2τ2−3q√κ(qξ2+p)τ2+3qκ2τ+(3qξ2+p)τ−κ3/2(pq3τ4+1))2
(9.88)
Z˙2(τ) =
− (q
√
κτ−1)2
(
p(q
√
κτ−1)4+3qξ2
)
√
2(q3κ3τ3+q2κ(qξ2+3p)τ3−3q2κ5/2τ2−3q√κ(qξ2+p)τ2+3qκ2τ+(3qξ2+p)τ−κ3/2(pq3τ4+1))2
(9.89)
The fixed scalars at horizon and the entropy Calculating the area of the horizon we find:
1
4pi
AreaH ≡ r2H = limτ→−∞
1
τ2
exp [−U(τ)] =
√
p q3 (9.90)
which makes sense only as long p q3 > 0 namely as long the p, q-charges are both positive or both
negative. When this condition, which defines the physical branch of the solution, is fulfilled,
eq.(9.90) provides the correct expected result for anti-BPS black-holes. Indeed, comparing with
the definition of the quartic symplectic invariant in eq.(3.27) and with the form (9.84) of the
electromagnetic charges of the present solution we see that:
p q3 = −I4 if p, q have the same sign (9.91)
This implies that the 3rd orbit contains non-supersymmetric extremal black-holes of finite area.
Calculating now the limit of the scalar field at the horizon we find:
lim
τ→−∞ z(τ) = −i
pq√
p q3
= −i
√
p
q
(9.92)
This is also the correct expected result. Comparing with eq.(5.39) we see that the fixed scalar
values exactly match those predicted by general arguments at a non BPS fixed point of the
geodesic potential.
In figure 2 we display the explicit behavior of the attractor mechanism by showing the
trajectories of the scalar fields from their boundary value at infinity (τ = 0) to their fixed value
at the horizon. As we see, there are two type of trajectories, those where the boundary value
at infinity lies out of the semicircle of radius ρ = |zfix| and those where the boundary value lies
inside such circle. In the first case the trajectory escapes to some distant minimum and then
bends to the attractor. In the second case the trajectory reaches the attractor passing through
a flex point.
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Figure 2: Trajectories of scalar fields from infinity to the horizon in the case of the black-hole
with charges (p = 2, q = 4) which belongs to the 3rd nilpotent non BPS orbit.
9.5 The large BPS nilpotent orbit NO4
The discussion of the fourth nilpotent orbit which corresponds to BPS black-holes is a little
bit harder than the discussion of the previous cases since, as we just observed above, in order
to see the full fledged attractor mechanism we should introduce at least three non-vanishing
electromagnetic charges. The general solution becomes in that case algebraically too complicated
to be managed and displayed. Hence we confine ourselves to solutions with only two non-
vanishing electromagnetic charges. In this way we loose the axion field, namely the complex
scalar z remains purely imaginary along the whole trajectory. Yet the analysis we shall hereby
present suffices to clarify the properties of the entire orbit.
As representative of this orbit we take the following Lax operator depending on two param-
eters (p, q):
K 3 L̂(p|−q)0 =

q 0 0 − q√
2
0 0 0
0 p+q2 −p2 0 q2 0 0
0 p2
q−p
2 0 0 − q2 0
q√
2
0 0 0 0 0 q√
2
0 − q2 0 0 p−q2 p2 0
0 0 q2 0 −p2 12(−p− q) 0
0 0 0 − q√
2
0 0 −q

(9.93)
It differs from the non-BPS operator (9.59) only for some signs.
Calculating its corresponding invariants and tensor structures we find:
h2 = h6 = 0 (9.94)
T xy = 0 (9.95)
Txy = 0 (9.96)
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Tab =
 18pq3 −18pq3 18pq3−18pq3 18pq3 −18pq3
18pq3 −18pq3 18pq3
 (9.97)
Wx|a =
 −32q(p+ q) 32q(q − p) −32q(p+ q)3
2q(p+ q)
3
2(p− q)q 32q(p+ q)
−32q(p+ q) 32q(q − p) −32q(p+ q)
 6= 0 (9.98)
Therefore the tensor T identically vanishes, while the T tensor has two null eigenvalues and
one non vanishing eigenvalue equal to 54 pq3. All these features, which are clearly inverted with
respect to those pertaining to the non BPS orbit NO3, correspond instead to those of the fourth
nilpotent orbit NO4 that, as we are going to see, encompasses regular extremal BPS black-holes.
If we implement the integration algorithm utilizing L̂
(p|−q)
0 as initial Lax operator L0 and the
identity matrix 17×7 as initial coset representative L0, we obtain a supergravity solution where
the matrix of Noether charges QNoether is L̂
(p|−q)
0 itself. The corresponding physical charges
calculated by means of their own definition are:
n ≡ −Tr (QNoether LE1 ) = 0
Mass ≡ Tr (QNoether LE0 ) = p+3q2(
s+
s0
)
≡ Tr
(
QNoether
L1
L0
)
=
(
0
3(q−p)
2
) (9.99)
and 
p1
p2
q1
q2
 ≡ Tr
QNoether
W 1,1
W 1,2
W 1,3
W 1,4
 =

0
p
−√3q
0
 (9.100)
Comparing the above equations with the corresponding ones for the non-BPS case NO3 we see
that the only difference is the reversed sign of the non vanishing electric charge. Let us however
stress that the other charges remain the same. Hence the BPS case is not obtained from the
non BPS one by changing q → −q. The two solutions pertain to clearly separated orbits, as it
is made evident by the vanishing of separate tensors in the two cases.
Another important difference between the two cases is related with the behavior of L̂
(p|−q)
0
with respect to boundary conditions at infinity.
Let us consider the analogue of eq.s(9.76) for the BPS Lax operator, namely:
Tr
([
L1 , L̂
(p|−q)
0
]
W 1,M
)
+ Tr
([
M1 , L̂
(p|−q)
0
]
W 1,M
)
= 0 (9.101)
Tr
([
L0 , L̂
(p|−q)
0
]
W 1,M
)
+ Tr
([
M0 , L̂
(p|−q)
0
]
W 1,M
)
= 0 (9.102)
While eq.(9.102) admits a unique non-trivial solution for M0, no solution exists of the first
equation (9.101). This means that we can exhibit two-charge BPS solutions with an arbitrary
imaginary boundary value of the scalar field z at infinity but its real part remains rigorously
zero from infinity to the horizon.
In view of these observations we introduce the analogue of eq.s (9.80) and (9.81) as follows
L̂
(p|−q)
0 (κ) =
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
q
√
κ 0 0 − q
√
κ√
2
0 0 0
0 qκ
2+p
2κ3/2
− p
2κ3/2
0 q
√
κ
2 0 0
0 p
2κ3/2
qκ2−p
2κ3/2
0 0 − q
√
κ
2 0
q
√
κ√
2
0 0 0 0 0 q
√
κ√
2
0 − q
√
κ
2 0 0
p−qκ2
2κ3/2
p
2κ3/2
0
0 0 q
√
κ
2 0 − p2κ3/2 −
qκ2+p
2κ3/2
0
0 0 0 − q
√
κ√
2
0 0 −q√κ

(9.103)
and
L
(κ)
0 =

√
κ 0 0 0 0 0 0
0 1√
κ
0 0 0 0 0
0 0 κ 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1κ 0 0
0 0 0 0 0
√
κ 0
0 0 0 0 0 0 1√
κ

(9.104)
From the above data, by means of the integration algorithm we can extract the explicit form of
the BPS solution with two charges.
The metric The metric is defined by the same function U obtained for the non-BPS orbit
(see eq.(9.85)) evaluated at ξ = 0:
exp [U(τ)] =
κ3/4√
− (κ3/2 − pτ) (q√κτ − 1)3 (9.105)
To understand the difference between the two solutions the reader should keep in mind that the
meaning of the parameter q is now q = − q1√
3
and not q = q1√
3
as in the non-BPS case.
The scalar field The result for the complex scalar field z(τ) is similar to that for the metric,
namely it is the same as that of the non-BPS case evaluated at ξ = 0.
Im z(τ) = −
4
√
κ
√(
pτ − κ3/2) (q√κτ − 1)3
(q
√
κτ − 1)2
(9.106)
Re z(τ) = 0 (9.107)
The electromagnetic fields. The complete form of the Z-fields determining the electromag-
netic field strengths is now given by:
Z1(τ) = 0 (9.108)
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Z2(τ) = − pτ√
2κ3/2
(
κ3/2 − pτ) (9.109)
Z1(τ) = −
√
3
2qκτ
q
√
κτ − 1 (9.110)
Z2(τ) = 0 (9.111)
Note that also in this case the utilized functions are nothing else but those of the BPS case
evaluated at ξ = 0. Yet in this case there is also a crucial sign difference. The function Z1 is
changed of sign with respect to its analogue in the non-BPS case.
The fixed scalars at horizon and the entropy Calculating the area of the horizon we find:
1
4pi
AreaH ≡ r2H = limτ→−∞
1
τ2
exp [−U(τ)] =
√
p q3 (9.112)
which again makes sense only as long as pq3 > 0. Observing the structure of the p, q-charges we
see that this time the magnetic and electric ones have to have opposite sign. Moreover pq3 = I4.
Hence we conclude that the this solution is indeed BPS as expected. The horizon area is:
1
4pi
AreaH ≡ r2H =
√
I4 (9.113)
9.6 Breaking solutions giving small black-holes
In order to understand the fate of solutions based on Lax operators of higher degree of nilpotency
and better grasp the distinction between orbits of Lax operators and fixed points of the potential
it is convenient to study more in depth the solution based on the metric (9.105) and the scalar
field (9.106,9.107). As long as we do not mention the accompanying vector functions ZΛ(τ) we
do not know whether (9.105), (9.106,9.107) describe the non-BPS or BPS solution. Yet in both
cases p, q are restricted to have the same sign which means equal sign for p2, q1 in the non-BPS
case and opposite sign for the same charges in the BPS one. If we insert the explicit form of
the warp factor (9.105) in the expression (4.21) for the independent component of the Riemann
tensor we can verify the following asymptotic behavior:
lim
τ→0
{C1(τ) , C2(τ) , C3(τ) , C4(τ)} = {0 , 0 , 0 , 0} (9.114)
lim
τ→−∞ {C1(τ) , C2(τ) , C3(τ) , C4(τ)} =
1√
p q3
{−12 , −12 , 1 , 1} (9.115)
In figure 3 we also present the behavior of the four functions in a numerical case-study where
the approach to the asymptotic constant values at the horizon can be clearly seen. Yet in this
discussion there is a caveat. Suppose we wanted to consider the same solution for values of
p, q that are of opposite sign, for instance by giving a negative value to q. This corresponds to
the result of the integration algorithm for the Lax operator L̂
(p|−q)
0 or L
(p,q)
0 at q < 0, which is
perfectly legitimate since both of them are bona-fide nilpotent elements of the K-subspace for
any values of p and q. Furthermore, calculating the electromagnetic charges that correspond to
these Laxes and studying the corresponding extrema of the potential we conclude that there is a
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Figure 3: Evolution of the four independent component of the curvature for the non-BPS and
BPS solutions with ξ = 0, κ = 1, q = 2, p = 18 . In the picture on the left we see the behavior
of the curvature near τ = 0 namely at asymptotic infinity where they go all to zero. In the
picture on the right we see the asymptotic behavior for large negative τ , namely near the horizon
where the curvatures go to their constant values and the space degenerates into the direct product
AdS2 × S2
.
fixed point at zfix = −i
√
p
−q which in the case of the non-BPS orbit NO3 is a BPS point and in
the case of the BPS orbit NO4 is instead a non BPS point. This appears somehow paradoxical
yet the question is: does the solution flow to such fixed points? The answer in this case is no!
In figure 4 we present the behavior of the four Riemann curvature components in a numerical
case-study where the reason why the scalar fields do not reach the fixed point becomes evident.
At a finite value of τ , which corresponds to the closest to zero real root of the polynomial under
square root appearing in exp[U(τ)], all components of the Riemann tensor diverge and a true
singularity is developed at that point. It follows that the solution breaks down at that point
and the fields cannot proceed further. The resulting solution has all the features of a small
black-hole. Indeed just as in small black-hole solutions the entropy is zero and the scalar fields
go to the boundary of their moduli space. Indeed naming τ0 the finite value of τ where the
solution breaks we have:
lim
τ→τ0
−U(τ)
τ2
= 0 (9.116)
lim
τ→τ0
Im z(τ) =
{
0 or
∞ (9.117)
Opposite to the case of small black-hole fixed points reached at τ = −∞ the five special Ka¨hler
geometry invariants i1, . . . , i5 calculated at the breaking point are all equal to ∞. It follows
that:
i1 = i2 = i3 = i4 = i5 = ∞ (9.118)
can be considered the hall-mark of broken small black hole solutions.
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Figure 4: Evolution of the four independent component of the curvature for the non-BPS and
BPS solutions with ξ = 0, κ = 1, q = −2, p = 18 . In the picture on the left we see the behavior of
the curvature near τ = 0 namely at asymptotic infinity where they go all to zero. In the picture
on the right we see the asymptotic behavior for τ → 1q , where they all go to infinity. The solution
develops a singularity and the horizon area is zero.
9.7 The very large non BPS nilpotent orbit NO5
As standard representative of the fifth orbit at vanishing Taub-NUT charge we take the following
Lax operator:
LNO5 ≡ 2
√
2
3
exp
[
− pi
6
(
L
(I)
+ − L(I)−
)]
(E1 + E2) exp
[ pi
6
(
L
(I)
+ − L(I)−
)]
(9.119)
where Ei are the new step operators defined in eq.(8.21) and the standard generators of H? are
those defined in eq.(7.47)
LNO5 =

−1 − 1√
3
1
2
1√
6
−12 0 0
− 1√
3
−1 −
√
3
2 − 1√2 −
1
2
√
3
0 0
−12
√
3
2 0 −
√
2
3 0
1
2
√
3
−12
− 1√
6
1√
2
−
√
2
3 0 −
√
2
3 − 1√2 −
1√
6
1
2
1
2
√
3
0 −
√
2
3 0
√
3
2
1
2
0 0 − 1
2
√
3
1√
2
−
√
3
2 1 − 1√3
0 0 12
1√
6
−12 − 1√3 1

(9.120)
If we consider the case of initial conditions corresponding to the identity element of the G(2,2)
group, i.e. L0 = 1, we can easily calculate all the corresponding physical charges and we obtain:
n ≡ −Tr (LNO5 LE1 ) = 0
Mass ≡ Tr (LNO5 LE0 ) = −2(
s+
s0
)
≡ Tr
(
LNO5 L1
L0
)
=
( −2√3
0
) (9.121)
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and 
p1
p2
q1
q2
 ≡ Tr
LNO5
W 1,1
W 1,2
W 1,3
W 1,4
 =

−√3√
3
1
−1
 (9.122)
As we demonstrated in section 5.3.4 with the set of charges (9.122), which correspond to a
negative value of the quartic invariant I4(p, q) = −43 , there are no BPS attractor points and
there is on the other hand a non-BPS attractor point of type II.
If the fixed point were reached by a solution generated by the above Lax operator of nilpo-
tency degree seven we would have a clash. Indeed the asymptotic behavior of the warp factor
should be exp[−U(τ)] ∼ const × τ2 for very large negative values of τ which is incompatible
with the higher nilpotency degree. The resolution of the puzzle resides in that the fixed point
is not attained. On the contrary at a finite value of τ the warp factor runs into a root of the
various higher degree polynomials generated by the integration algorithm and goes to zero. The
curvature goes to infinity and the solution breaks down. The explicit solutions generated by
the integration algorithm in the case of the fifth orbit are too complicated to be displayed and
require also a considerable amount of computer time and memory to be constructed. Yet we
have numerically verified the above statements and they appear to be generically true.
The lessons taught by this example are three. First we learn how the regular solutions
attaining their fixed point can arise only from Lax operators of nilpotency degree three. Secondly,
recalling the discussion of section 9.6 we realize that even the condition Lax3 = 0 is not sufficient,
since also with such operators broken solutions can arise. Thirdly the distinction between fixed
points and Lax orbits is emphasized. No Lax operator of nilpotency degree seven can generate
solutions that attain the fixed point determined by their electromagnetic charges. Yet there
are other operators of nilpotency degree three that have the same electromagnetic charge and
generate solution flowing to the corresponding fixed point.
10 Other members of the Schwarzschild non-extremal orbit and
their extremal limits
In order to give a more in depth analysis of the relation between extremal and non extremal black
holes, in this final section we consider other solutions belonging to the Schwarzschild regular
orbits. In particular we show how two different versions of the classical Reissner Nordstro¨m
non extremal solution of General Relativity can be embedded into supergravity by means of our
algorithm, the first version corresponding to in the extremal limit to a BPS finite area black-hole,
the second a non BPS one, also of finite area.
Given the Schwarzschild Lax operator Sα (see eq.(9.6)), we consider two different one-
parameter orbits departing from it, namely:
N+(α,λ) = exp
[
log[λ]
(
LI+ + L
I
−
)]
Sα exp
[− log[λ] (LI+ + LI−)]
N−(α,λ) = exp
[
log[
√
λ]
(
LI+ + L
I
− + L
II
+ + L
II
−
)]
Sα exp
[
− log[
√
λ]
(
LI+ + L
I
− + L
II
+ + L
II
−
)]
(10.1)
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Explicitly we obtain:
N±(α,λ) =

α(λ2+1)
4λ 0 0
α(λ2−1)
4
√
2λ
0 0 0
0
α(λ2+1)
4λ ±
α(λ2−1)
8λ 0
α−αλ2
8λ 0 0
0 ±(α−αλ
2)
8λ 0 0 0
α(λ2−1)
8λ 0
−α(λ
2−1)
4
√
2λ
0 0 0 0 0 −α(λ
2−1)
4
√
2λ
0
α(λ2−1)
8λ 0 0 0 ±
(α−αλ2)
8λ 0
0 0 α−αλ
2
8λ 0 ±
α(λ2−1)
8λ −
α(λ2+1)
4λ 0
0 0 0
α(λ2−1)
4
√
2λ
0 0 −α(λ
2+1)
4λ

(10.2)
If we use L0 = N
±
(α,λ) as initial Lax operator and the identity matrix L0 = 17×7 as initial
coset representative at τ = 0, we obtain that the physical charges are the following ones:
n = 0 (10.3)
mass =
α
(
λ2 + 1
)
2λ
(10.4)(
s+
s0
)
=
(
0
0
)
(10.5)
p1
p2
q1
q2
 =

0
α−αλ2
4λ
∓√3 α−αλ24λ
0
 (10.6)
Running the integration algorithm, we obtain the following result:
U(τ) = log
(
16
√
e−3ατλ2
(e−ατ )5/2 ((λ+ 1)2 − eατ (λ− 1)2)2
)
(10.7)
for the warp factor and
z(τ) = −i (10.8)
for the scalar field. When z = −i the matrix M4 = −14×4 is just minus the identity matrix.
Hence we immediately get the form of the Z˙A determining the field strengths:
Z˙A = − 1√
2
exp[U(τ)]QA = − 1√
2
exp[U(τ)]

0
α−αλ2
4λ
∓√3 α−αλ24λ
0
 (10.9)
Naming:
q =
α− αλ2
4λ
(10.10)
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we immediately obtain the final expressions for the two electro-magnetic field strengths:
F 1 = ±
√
3
2
q exp[U ] dτ ∧ dt
F 2 = 2 q sin θ dθ ∧ dφ (10.11)
Let us then consider the following renaming of the parameters
α = 2
√
m2 − q2
λ =
√
m− q
m+ q
(10.12)
which is consistent with eq.(10.10) and the following coordinate transformation from τ to the
standard radial coordinate r:
τ =
log
(
−
√
m−q
m+q
q−m
(√
m−q
m+q
+1
)
+r√
m−q
m+q
q+m
(√
m−q
m+q
−1
)
+r
)
2
√
m2 − q2
⇓
dτ =
dr
q2 + r2 − 2mr (10.13)
Upon these transformations, recalling that v2 = α2/4, the metric (4.3,4.4) becomes the standard
non-extremal Reissner Nordstro¨m metric:
ds2RN = −
(
1− 2m
r
+
q2
r2
)
dt2 +
(
1− 2m
r
+
q2
r2
)−1
dr2 + r2
(
dθ2 + sin2 dφ2
)
(10.14)
while the two field strengths (10.11) assume the following form:
F 1 = ±
√
3
2
q
r2
dr ∧ dt
F 2 = 2 q sin θ dθ ∧ dφ (10.15)
In this way we have demonstrated how the classical non extremal Reissner Nordstro¨m solution
of General Relativity can be embedded in supergravity using two vector fields, one of which
carries a magnetic charge, while the other carries a static electric one. We have actually two
solutions, distinguished only by the relative signs of the electric and magnetic charges. We
have also shown that the these two Reissner-Nordstro¨m solutions correspond to two different H?
rotations of the Schwarzschild Lax operator. Our main interest in this respect is to understand
the extremality limit (m → q) from the Lax point of view. The whole catch of such a limit is
encoded in eq.s(10.12): when m→ q, both α and λ go to zero. Setting m = q+ 2 where  is an
infinitesimal parameter, we realize that α and λ go to zero with the same power of :
λ ∼ 1√
2 q
 ; α ∼ 2
√
2 q  (10.16)
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So we can calculate the finite limit:
N̂±(q) = lim
→0
N±
2
√
2 q  , 1√
2 q

(10.17)
The explicit result is:
N̂±(q) =

q 0 0 − q√
2
0 0 0
0 q ∓ q2 0 q2 0 0
0 ± q2 0 0 0 − q2 0
q√
2
0 0 0 0 0 q√
2
0 − q2 0 0 0 ± q2 0
0 0 q2 0 ∓ q2 −q 0
0 0 0 − q√
2
0 0 −q

(10.18)
Comparing now the above equation with eq.s (9.59) and (9.93) we realize that:
N+(q) = L̂
q|−q)
0
N−(q) = L(q|q)0 (10.19)
namely the two limiting Lax operators are nilpotent and respectively belong to the NO4 and NO3
orbits. In particular they coincide with the standard representatives we have previously used
for the construction of BPS and non BPS regular Black-Holes when the electric and magnetic
charges are taken equal in absolute value (p = q).
The above discussion illustrates at the level of Lax operator the mechanism by means of
which extremal regular Black-Hole solutions can be obtained as appropriate limits of regular
non extremal ones.
11 Generating solutions for regular and small black holes
In [26] and [48] representatives of the regular extremal black hole orbits with the least number
of parameters (generating solutions) were explicitly constructed in symmetric supergravities.
In particular it was shown that these were dilatonic solutions described by null geodesics in a
characteristic submanifold of the form:(
SL(2,R)
SO(1, 1)
)p
⊂ UD=3
H∗
, (11.1)
where p is the non-compact rank of the coset H?/Hc, Hc being the maximal compact subgroup
of H?. In our case H∗/Hc = SO(2, 2)/[SO(2) × SO(2)] and p = 2. One can show [26] that p is
related to the electric and magnetic charges: In fact the normal form of the electric-magnetic
charge vector with respect to the action of HD=4 × U(1) is a p-charge vector. In the S3 model
HD=4 = SO(2) and the normal form of the electric-magnetic charge vector with respect to
SO(2)2 has indeed two parameters, which can be chosen as either the D0-D4 charges Q0, P
1 or
the D2-D6 charges Q1, P
0 (see section 3.2 for the relation between QΛ, P
Λ and the p, q- charges
used throughout the paper). The generators of the SL(2,R)2 group on the left hand side of eq.
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(11.1) are constructed out of the nilpotent matrices W 1M corresponding to these charges. Since
solutions with D6−D2 charges were studied earlier, we can now consider black holes originating
from a D0−D4 system and thus choose the normal form to correspond to the charges Q0, P 1
and denote SL(2,R)2 = SL(2,R)Q0 ×SL(2,R)P 1 , so that the two factor groups are generated by
the following algebras:
sl(2,R)Q0 ≡ {JQ0 , KQ0 ,HQ0} :

JQ0 = e2 + f2
KQ0 = e2 − f2
HQ0 = H2
sl(2,R)P 1 ≡ {JP 1 , KP 1 ,HP 1} :

JP 1 = e4 + f4
KP 1 = e4 − f4
HP 1 = 23 H1 +H2
(11.2)
where the normalizations are chosen so that, defining for each algebra the nilpotent generators
N±Q0 , N
±
P 1
as:
N±Q0 ≡
1
2
(HQ0 ∓KQ0) ; N±P 1 ≡
1
2
(3HP 1 ∓KP 1) , (11.3)
the following commutation relations hold:
[J,N±] = ±2N± ; [N+, N−] = J , (11.4)
where we have suppressed the charge subscripts and it is easily verified that generators with dif-
ferent subscripts, thus pertaining to different sl(2) algebras, commute. We can choose {N±Q0 , N±P 1}
as a basis of generators for the coset manifold on the left hand side of eq. (11.1). We can
find from different combinations of these nilpotent generators representatives of the orbits
NO1, NO2, NO3, NO4
• Orbit NO4. The representative is given by the following Lax generator at infinity:
LBPS =
√
2 |Q0|N−Q0 +
√
2 |P 1|N+
P 1
= (11.5)
√
2|P 1| 0 0 |P 1| 0 0 0
0 |P
1|+|Q0|√
2
|Q0|√
2
0 − |P 1|√
2
0 0
0 − |Q0|√
2
|P 1|−|Q0|√
2
0 0 |P
1|√
2
0
−|P 1| 0 0 0 0 0 −|P 1|
0 |P
1|√
2
0 0 |Q0|−|P
1|√
2
− |Q0|√
2
0
0 0 − |P 1|√
2
0 |Q0|√
2
− |P 1|+|Q0|√
2
0
0 0 0 |P 1| 0 0 −√2|P 1|

. (11.6)
If we choose the fields at infinity to correspond to the origin of the manifold, the solution
generated by the above Lax matrix is the dilatonic BPS black hole with charges Q0 >
0, P 1 > 0 and, computing the tensors classifiers on LBPS we find:
T xy ≡ 0 ⇒ {0, 0, 0} ,
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Tab = 72 |Q0| |P 1|3
 1 1 11 1 1
1 1 1
⇒ {0, 0, 216 |Q0| |P 1|3} = {0, 0, 54 I4(P,Q)} ,
Txy = 0 ⇒ {0, 0, 0} ,
W x|q =
 −3|P 1|(|P 1|+ |Q0|) 3|P 1|(|Q0| − |P 1|) −3|P 1|(|P 1|+ |Q0|)−3|P 1|(|P 1|+ |Q0|) 3|P 1|(|Q0| − |P 1|) −3|P 1|(|P 1|+ |Q0|)
−3|P 1|(|P 1|+ |Q0|) 3|P 1|(|Q0| − |P 1|) −3|P 1|(|P 1|+ |Q0|)
 6= 0 .
We thus verify that LBPS indeed belongs to the NO4 orbit. The explicit dilatonic solution
corresponding to z∞ = S∞ = −i can be written in a closed form in terms of the harmonic
functions H0 = 1−
√
2Q0τ ,H
1 = 1−√2P 1τ :
S = −1
z
= −i
√
H0
H1
; e−U =
√
H0 (H1)3 . (11.7)
• Orbit NO′4. In section 8.1, it was shown that the orbit NO′4 differs from NO4 only in the
sign of the non-vanishing eigenvalue of Tab. A Lax-representative of it can thus be obtained
from (11.5) by changing the relative sign of the two nilpotent terms, which amounts in the
previous discussion to replacing |P 1| → −|P 1|. As a consequence P 1 = −|P 1| < 0 and the
quartic invariant will now be negative. The corresponding solution will still have the form
(11.7) but with H1 = 1 +
√
2 |P 1|τ . The zero of this harmonic function for finite τ implies
a corresponding zero for e−U and thus the four-dimensional solution will be singular. This
is consistent with the fact that there is no regular BPS four dimensional solution with
negative quartic invariant.
• Orbit NO3. We choose the corresponding representative Lax as follows:
Lnon−BPS =
√
2 |Q0|N−Q0 +
√
2 |P 1|N−
P 1
= (11.8)
√
2|P 1| 0 0 −|P 1| 0 0 0
0 |P
1|+|Q0|√
2
|Q0|√
2
0 |P
1|√
2
0 0
0 − |Q0|√
2
|P 1|−|Q0|√
2
0 0 − |P 1|√
2
0
|P 1| 0 0 0 0 0 |P 1|
0 − |P 1|√
2
0 0 |Q0|−|P
1|√
2
− |Q0|√
2
0
0 0 |P
1|√
2
0 |Q0|√
2
− |P 1|+|Q0|√
2
0
0 0 0 −|P 1| 0 0 −√2|P 1|

.
The solution generated by the above Lax matrix is the dilatonic non-BPS black hole with
charges Q0 > 0, P
1 < 0 and, computing the tensors classifiers we find:
T xy ≡

2|P 1||Q0|
3 −2|P
1||Q0|
3
2|P 1||Q0|
3
−2|P 1||Q0|3 2|P
1||Q0|
3 −2|P
1||Q0|
3
2|P 1||Q0|
3 −2|P
1||Q0|
3
2|P 1||Q0|
3
 ⇒ {0, 0,−2P 1Q0} ,
Tab = 0⇒ {0, 0, 0} ,
Txy = 0 ⇒ {0, 0, 0} ,
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W x|q =
 −3|P 1|
2
3|P 1|2 −3|P 1|2
3|P 1|2 −3|P 1|2 3|P 1|2
−3|P 1|2 3|P 1|2 −3|P 1|2
 6= 0
which implies that Lnon−BPS indeed belongs to the NO3 orbit; The explicit dilatonic
solution corresponding to z∞ = S∞ = −i can be written in a closed form in terms of the
harmonic functions H0 = 1−
√
2Q0τ ,H
1 = 1 +
√
2P 1τ :
S = −1
z
= −i
√
H0
H1
; e−U =
√
H0 (H1)3 . (11.9)
• Orbit NO′3. According to our discussion of section 8.1, the orbit NO′3 differs from NO3
in the sign of the non-vanishing eigenvalue of T xy. A Lax-representative of it can thus
be obtained from (11.8) by changing the relative sign of the two nilpotent terms, which
amounts in the previous discussion to replacing |P 1| → −|P 1|. As a consequence P 1 =
|P 1| > 0 and the quartic invariant will now be positive. The corresponding solution will
still have the form (11.9) but with H1 = 1 +
√
2 |P 1|τ . Since this harmonic function now
has a zero in τ , so will e−U and thus the corresponding four-dimensional solution will be
singular.
• Orbit NO2. The corresponding representative is obtained from any of the two above by
setting Q0 = 0 and corresponds to a lightlike small black hole;
• Orbit NO1. The corresponding representative is obtained from any of the first two
representatives by setting P 1 = 0 and corresponds to a doubly-critical small black hole;
Let us comment on the relation between the regular BPS and non-BPS representatives. It is
important to note that both LBPS and Lnon−BPS are expressed as combinations with positive
coefficients of commuting nilpotent matrices. Note that the relative sign of the two terms can
be changed by an HC transformation of the form exp(ipi J/2), for instance:
e−
ipi
2
JP1 N±
P 1
e
ipi
2
JP1 = −N±
P 1
. (11.10)
Such transformation will therefore not alter the HC- orbit (and thus the g2(2)-orbit) of the
matrix. Instead the difference in the two Lax representatives is in the grading of one of the two
nilpotent components (in our case N+
P 1
→ N−
P 1
). Changing this grading amounts to changing
the sign on the antisymmetric component KP 1 of N
+
P 1
, associated with the magnetic charge P 1,
without changing the sign of the symmetric component HP 1, associated with the scalar charges.
The operation mapping the BPS into the non-BPS representative thus consists in changing the
sign of one of the two charges leaving the scalar charges unaltered. The transformation which
does the job is the following:
S ≡ epi2 KP1 e ipi2 JP1 . (11.11)
We indeed find:
S−1N±
P 1
S = N∓
P 1
; S−1N±Q0 S = N
±
Q0
. (11.12)
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The transformation S is clearly in GC2 /H
C and thus its effect is to alter the g2(2)-orbit of the
matrix it acts on.
As a byproduct of the above analysis we also find the following general property. Suppose
E ad E′ are two shift generators in K, in the Chevalley basis. Suppose they correspond to
two orthogonal roots (as N+Q0 , N
+
P 1
were), so that [E,E′] = [E,F ′] = [F,E′] = [F, F ′] = 0,
then E + E′ and E − E′ belong to the same HC-orbit. To show this one considers the matrix
H ′ ≡ [E′, F ′] ∈ H∗ and the HC transformation O = exp(ipi2H ′), whose adjoint action flips the
sign in front of E′ leaving E unaltered, so that:
O−1(E + E′)O = E − E′ . (11.13)
This O-transformation will possibly alter the signs of the eigenvalues of the tensor classifiers
T , T, T, but not their being zero or not. This implies that either both E ± E′ correspond to
BPS solutions or none of them does.
12 Conclusions
As pointed out in the introduction, the main goal of the present paper has been the classification
of both non-extremal and extremal spherical symmetric black-holes of supergravity, according
to orbits of the H? isotropy group. This latter appears in the time-like dimensional reduction of
D = 4 supergravity toD = 3 when the scalar fields span a symmetric coset manifold UD=4/HD=4.
In this case the the black-hole solutions are identified with the geodesics of a Lorentzian coset
manifold UD=3/H
? and the corresponding geodesic equations are best approached when they
are cast into the Lax form (1.13). In this way the central object of investigation becomes the
Lax operator L(τ) which, by definition, is an element of the complementary subspace K in the
orthogonal decomposition: UD=3 = H? ⊕ K. In all N = 2 supergravities based on Special
Geometries that are symmetric coset manifolds, the stability subgroup H? is of the following
form:
H? ∼ SL(2,R)×UD=4 (12.1)
and the complementary subspace K falls into a universal irreducible representation:
K ' (2,W(2n+2)) (12.2)
where 2 denotes the fundamental defining representation of SL(2,R) while W(2n+2) denotes the
2n+ 2-dimensional symplectic representation of UD=4 which enters the definition of the special
Ka¨hler structure of UD=4. By n we denote the complex dimension of UD=4/HD=4 which is the
number of vector multiplets coupled to supergravity. Because of this fundamental algebraic
property the Lax operator L is a two index tensor:
L ⇔ ∆α|A (12.3)
where α takes two values and spans the fundamental representation of SL(2,R) while A takes
W(2n+2)-values and spans the symplectic representation W(2n+2). Classifying black-hole orbits
amounts to the classification of such tensors. The corresponding Lax operator may be a diag-
onalizable matrix, in which case we deal with non-extremal solutions, or a nilpotent one, this
case corresponding to extremal black-holes.
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The classification of nilpotent orbits within Lie algebras can be addressed with the mathe-
matical techniques related with the Kostant-Sekiguchi theorem [28] and this was done, for the
case of the g(2,2) Lie algebra in [49]. The central point of our paper resides in the observation
that the analysis of orbits (regular or nilpotent) can be done in an allied way using some univer-
sal tensor structures that can be constructed starting from the two index tensor ∆α|A. In the
body of the paper we presented these structures for the specific case of the g(2,2)-model. Here
we show their immediate generalization to all the other series of homogeneous symmetric special
geometries.
The first and most fundamental tensor classifier that separates supersymmetric from non
supersymmetric orbits is the antisymmetric tensor T [AB] which emerges from the following
decomposition:
∆α|A ∆β|B αβ = T [AB] + CAB Hquad (12.4)
The above equation is understood, recalling that the quadratic invariant of H? which defines the
hamiltonian Hquad of the dynamical system and, in the black-hole interpretation, the extremality
parameter v2, is universally given by:
TrL2 ∝ Hquad ∝ ∆α|A ∆β|B αβ CAB (12.5)
where CAB is the invariant symplectic tensor of the W(2n+2) representation.
For all extremal black-holes and, hence, for all nilpotent orbits, the quadratic invariant
Hquad vanishes. As we showed in the text the supersymmetric orbits are further characterized
by the vanishing of the antisymmetric tensor T [AB]. In the g(2,2)-model T [AB] is an irreducible
representation, the spin j = 2. Reducible or irreducible, the vanishing of this representation is
the condition characterizing all supersymmetric orbits.
Next, considering the symmetric product of Lax operators, we construct the following object:
Wa|(AB) ≡ Πaαβ ∆α|A ∆β|B (12.6)
where Πaαβ, defined in eq.(8.7), are the projectors onto the symmetric j = 1 representation of
SL(2,R). Utilizing the mixed quadratic tensor Wa|(AB) we can always construct the following
quartic tensors:
TAB,CD ≡ Wa|(AB)Wb|(CD) ηab (12.7)
and
T(ab) = Wa|(AB)Wb|(CD) dABCD (12.8)
where dABCD are the coefficients defining the always existing quartic symplectic invariant of the
representation W(2n+2), namely:
I4(q, p) = dABCDQAQB QC QD (12.9)
having used QA = {q, p} to denote the vector of electro-magnetic charges.
Those in eq.s (12.7) and (12.8) are the generalizations of the tensors defined respectively
in eq.s (8.10) and (8.11) for the g(2,2)-model. In that model the regular BPS orbit of extremal
black-holes is characterized by the vanishing not only of T [AB] but also of TABCD, while the
universal symmetric tensor Tab has signature (•, 0, 0). On the contrary the regular non-BPS
solutions have vanishing T(ab) and a non vanishing T [AB]. The tensor TABCD is zero for all
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regular nilpotent orbits. An urgent question to be answered is to what extent these properties
apply to more general symmetric Special Geometries. This investigation is postponed to a
forthcoming publication by the present authors.
We wish now to point out an interesting mathematical analogy between the problem of
classifying the H?-orbits of the Lax operator {∆αA}, addressed in the present paper, and that
addressed in [38] and [39] of studying the duality orbits, in the four-dimensional theory, of two-
centered black-hole solutions. In the latter case one deals with two symplectic charge-vectors
Qα ≡ (QαA) which transform in the representation (2,W(2n+2)) of an SL(2,R)× UD=4 group,
just as the Lax components do. In the two-charge problem, however, the role of the group
SL(2,R)×UD=4 is different: It is not the symmetry group of the theory (as H? is for the D = 3
model), but rather contains the true on-shell global symmetry UD=4 of the four-dimensional
theory, times an extra horizontal symmetry group SL(2,R). The analysis in [38] and [39], in
other words, aimed at the definition of the two-charge orbit with respect to the group UD=4
alone. Nevertheless the approach defined in the present paper may be relevant in order to
characterize properties of the two-centered solutions which are both invariant under the D = 4
duality and the horizontal symmetry.
The allied weapon of the tensor classifiers was used in our paper in comparison with the
mathematical classification of nilpotent and regular orbits and it allowed us to refine existing
classifications, improving some statements appearing in the current literature. In particular,
concerning non-extremal black-holes, we were able to show that the condition of vanishing of
the higher order Chevalley hamiltonians, corresponding to the enforcement of the cubic equation
(1.15), is a necessary but not sufficient condition to single out the orbit of regular black-holes.
The locus (1.15) tipically splits into distinct orbits characterized by different properties of the
tensors classifiers T [AB],TAB,CD and T(ab). In the g(2,2) model the true regular black-hole orbit
is characterized by the non-negativeness of all eigenvalues of all the classifiers. Once again it
is urgent to verify whether a similar characterization holds true also in the other symmetric
Special Geometries.
By means of the explicit integration algorithm derived by us in previous publications we were
able to explore the properties of the supergravity solutions occurring in all orbits and we shew
that those generated by Lax operators with degree of nilpotency higher than three, always cor-
respond to broken solutions, where a true space-time singularity is developed at finite euclidian
time τ ' 1r before the scalars can flow to the fixed points of the corresponding geodesic potential.
From the point of view of the tensor classifiers the regular black-hole solutions (extremal and
non extremal) appear to fulfill, in the g(2,2) model, the following condition:
rank
[
T(ab)
]
≤ 1 ; eigenvalues
[
T(ab)
]
≥ 0 (12.10)
It is tempting to conjecture that eq.(12.10) is of general validity for all symmetric Special
Geometries. We plan to investigate this point together with the other ones mentioned above in
our next coming paper.
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A The Kostant hamiltonians in involution
The first hamiltonian, which is quadratic and which determines the flow equations has the
following form:
K1 = 2Hquad = 6Φ
2
1 + 6Φ
2
2 + 3Φ
2
3 − 3Φ24 − 3Φ25 − 3Φ26 − 3Φ27 + 3Φ28 (A.1)
The second independent polynomial hamiltonian is homogeneous of order six and contains 246
terms. It can be displayed as follows. We write it as the sum of three addends:
K2 = K(2,1) + K(2,2) + K(2,3) (A.2)
whose explicit form is given in the following three formulae.
K(2,1) =
4Φ61 − 24Φ22Φ41 + 6Φ23Φ41 + 36Φ42Φ21 − 24Φ22Φ23Φ21
+
Φ63
2 + 3Φ
2
1Φ
4
3 − 6Φ22Φ43 + 18Φ42Φ23 − 6Φ41Φ24
−6√3Φ2Φ24Φ31 + 18Φ22Φ24Φ21 − 6Φ23Φ24Φ21 + 18
√
3Φ32Φ
2
4Φ1 − 9
√
3Φ2Φ
2
3Φ
2
4Φ1
−32Φ24Φ43 − 9Φ22Φ24Φ23 + 94Φ21Φ44 + 274 Φ22Φ44 + 92
√
3Φ1Φ2Φ
4
4
−18√2Φ3Φ4Φ5Φ32 − 24
√
6Φ1Φ3Φ4Φ5Φ
2
2 + 9
√
2Φ33Φ4Φ5Φ2 − 18
√
2Φ21Φ3Φ4Φ5Φ2 − 3
√
3
2Φ1Φ3Φ
3
4Φ5
−6Φ25Φ41 − 18
√
3Φ2Φ
2
5Φ
3
1 − 30Φ22Φ25Φ21 + 6
√
3Φ32Φ
2
5Φ1 − 9Φ2Φ3Φ
3
4Φ5√
2
−32Φ25Φ43 − 6Φ21Φ25Φ23 + 3Φ22Φ25Φ23 + 9
√
3Φ1Φ2Φ
2
5Φ
2
3 +
3
2Φ
2
1Φ
2
4Φ
2
5
−9
√
3
2Φ1Φ3Φ4Φ
3
5 − 9Φ2Φ3Φ4Φ
3
5√
2
+ 272 Φ
2
2Φ
2
4Φ
2
5 − 32Φ23Φ24Φ25 + 6
√
3Φ1Φ2Φ
2
4Φ
2
5
−154 Φ21Φ45 + 34Φ22Φ45 + 32Φ23Φ45 − 32Φ24Φ45 − 92
√
3Φ1Φ2Φ
4
5
−Φ652 + 36
√
6Φ21Φ2Φ3Φ6Φ5 + 3
√
3Φ23Φ
3
4Φ6 + 12
√
3Φ22Φ
2
3Φ4Φ6 + 36Φ1Φ2Φ
2
3Φ4Φ6
−12√6Φ3Φ5Φ6Φ32 + 12
√
3Φ4Φ
2
5Φ6Φ
2
2 + 36Φ1Φ4Φ
2
5Φ6Φ2 − 3
√
6Φ3Φ
2
4Φ5Φ6Φ2 + 9
√
2Φ1Φ3Φ
2
4Φ5Φ6
−6Φ26Φ41 + 18
√
3Φ2Φ
2
6Φ
3
1 − 30Φ22Φ26Φ21 − 6
√
3Φ32Φ
2
6Φ1 + 3
√
3Φ34Φ
2
5Φ6
−32Φ26Φ43 − 6Φ21Φ26Φ23 + 3Φ22Φ26Φ23 − 9
√
3Φ1Φ2Φ
2
6Φ
2
3 +
21
2 Φ
2
1Φ
2
4Φ
2
6
−92Φ26Φ44 − 92Φ22Φ26Φ24 − 32Φ23Φ26Φ24 − 15
√
3Φ1Φ2Φ
2
6Φ
2
4 − 9
√
3
2Φ1Φ3Φ5Φ
2
6Φ4
−152 Φ21Φ25Φ26 + 212 Φ22Φ25Φ26 + 3Φ23Φ25Φ26 + 32Φ24Φ25Φ26 −
27Φ2Φ3Φ4Φ5Φ26√
2
−32Φ26Φ45 − 154 Φ21Φ46 + 34Φ22Φ46 + 32Φ23Φ46 + 92
√
3Φ1Φ2Φ
4
6
−Φ662 + 3Φ24Φ46 − 32Φ25Φ46 + 6
√
6Φ2Φ
3
3Φ4Φ7 + 36Φ1Φ2Φ
2
3Φ5Φ7
−3√3Φ24Φ7Φ35 − 9
√
2Φ1Φ3Φ4Φ7Φ
2
5 + 9
√
6Φ2Φ3Φ4Φ7Φ
2
5 − 12
√
3Φ22Φ
2
3Φ7Φ5 − 3
√
3Φ23Φ
2
4Φ7Φ5
+18
√
2Φ3Φ6Φ7Φ
3
2 − 24
√
6Φ1Φ3Φ6Φ7Φ
2
2 − 9
√
2Φ33Φ6Φ7Φ2 + 18
√
2Φ21Φ3Φ6Φ7Φ2 − 3
√
3
2Φ1Φ3Φ
2
4Φ6Φ7
+9Φ5Φ6Φ7Φ
3
4 − 45Φ2Φ3Φ6Φ7Φ
2
4√
2
− 18Φ21Φ5Φ6Φ7Φ4 − 18Φ22Φ5Φ6Φ7Φ4 − 9
√
3
2Φ1Φ3Φ
2
5Φ6Φ7
(A.3)
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K(2,2) =
−9Φ4Φ6Φ7Φ35 + 27Φ2Φ3Φ6Φ7Φ
2
5√
2
+ 36Φ1Φ2Φ
2
6Φ7Φ5 + 9
√
2Φ1Φ3Φ4Φ
2
6Φ7 + 9
√
6Φ2Φ3Φ4Φ
2
6Φ7
−9
√
3
2Φ1Φ3Φ7Φ
3
6 +
9Φ2Φ3Φ7Φ36√
2
− 9Φ4Φ5Φ7Φ36 − 12
√
3Φ22Φ5Φ7Φ
2
6 + 6
√
3Φ24Φ5Φ7Φ
2
6
−6Φ27Φ41 + 6
√
3Φ2Φ
2
7Φ
3
1 + 18Φ
2
2Φ
2
7Φ
2
1 − 6Φ23Φ27Φ21 − 18
√
3Φ32Φ
2
7Φ1
−32Φ27Φ43 − 9Φ22Φ27Φ23 + 9
√
3Φ1Φ2Φ
2
7Φ
2
3 +
9
2Φ
2
1Φ
2
4Φ
2
7 − 272 Φ22Φ24Φ27
+212 Φ
2
1Φ
2
5Φ
2
7 − 92Φ22Φ25Φ27 + 15
√
3Φ1Φ2Φ
2
5Φ
2
7 − 3
√
3
2Φ1Φ3Φ4Φ5Φ
2
7 +
45Φ2Φ3Φ4Φ5Φ27√
2
+3Φ27Φ
4
5 − 32Φ23Φ27Φ25 − 92Φ24Φ27Φ25 − 9
√
2Φ1Φ3Φ6Φ
2
7Φ5 + 3
√
3Φ23Φ4Φ6Φ
2
7
+32Φ
2
1Φ
2
6Φ
2
7 +
27
2 Φ
2
2Φ
2
6Φ
2
7 − 6
√
3Φ1Φ2Φ
2
6Φ
2
7 − 6
√
3Φ4Φ
2
5Φ6Φ
2
7 − 3
√
6Φ2Φ3Φ5Φ6Φ
2
7
−32Φ27Φ46 + 3
√
3Φ4Φ
2
7Φ
3
6 − 32Φ23Φ27Φ26 − 92Φ24Φ27Φ26 + 32Φ25Φ27Φ26
−3√3Φ5Φ26Φ37 − 3
√
3Φ23Φ5Φ
3
7 − 3
√
3
2Φ1Φ3Φ6Φ
3
7 +
9Φ2Φ3Φ6Φ37√
2
+ 9Φ4Φ5Φ6Φ
3
7
+94Φ
2
1Φ
4
7 +
27
4 Φ
2
2Φ
4
7 − 92Φ25Φ47 − 92
√
3Φ1Φ2Φ
4
7 + 3
√
3Φ33Φ
2
4Φ8
+9
√
2Φ1Φ4Φ8Φ
3
5 + 3
√
3Φ3Φ
2
4Φ8Φ
2
5 + 18
√
3Φ21Φ3Φ8Φ
2
5 − 6
√
3Φ22Φ3Φ8Φ
2
5 + 18
√
2Φ1Φ
2
3Φ4Φ8Φ5
−9Φ4Φ6Φ8Φ33 − 9Φ34Φ6Φ8Φ3 + 18Φ21Φ4Φ6Φ8Φ3 + 18Φ22Φ4Φ6Φ8Φ3 + 3
√
6Φ2Φ4Φ
3
5Φ8
+18
√
6Φ5Φ6Φ8Φ
3
1 − 6
√
6Φ22Φ5Φ6Φ8Φ1 − 9
√
6Φ23Φ5Φ6Φ8Φ1 − 21
√
3
2Φ
2
4Φ5Φ6Φ8Φ1 − 27Φ2Φ
2
4Φ5Φ6Φ8√
2
+9
√
3
2Φ1Φ6Φ8Φ
3
5 +
9Φ2Φ6Φ8Φ35√
2
+ 6
√
3Φ3Φ
2
4Φ
2
6Φ8 − 18
√
3Φ21Φ3Φ
2
6Φ8 + 6
√
3Φ22Φ3Φ
2
6Φ8
+9Φ3Φ4Φ8Φ
3
6 + 9
√
3
2Φ1Φ5Φ8Φ
3
6 − 9Φ2Φ5Φ8Φ
3
6√
2
− 9√2Φ1Φ4Φ5Φ8Φ26 − 9
√
6Φ2Φ4Φ5Φ8Φ
2
6
+6
√
6Φ4Φ7Φ8Φ
3
1 − 9
√
3
2Φ
3
4Φ7Φ8Φ1 − 18
√
6Φ22Φ4Φ7Φ8Φ1 + 9
√
6Φ23Φ4Φ7Φ8Φ1 − 27Φ2Φ
3
4Φ7Φ8√
2
−9Φ5Φ7Φ8Φ33 + 18Φ21Φ5Φ7Φ8Φ3 + 18Φ22Φ5Φ7Φ8Φ3 + 18Φ24Φ5Φ7Φ8Φ3 + 9
√
3
2Φ1Φ4Φ
2
5Φ7Φ8
+9Φ3Φ7Φ8Φ
3
5 − 27Φ2Φ4Φ7Φ8Φ
2
5√
2
+ 9
√
2Φ1Φ6Φ7Φ8Φ
2
5 − 9
√
6Φ2Φ6Φ7Φ8Φ
2
5 − 18
√
2Φ1Φ
2
3Φ6Φ7Φ8
−3√3Φ27Φ8Φ33 − 9
√
2Φ1Φ
3
6Φ7Φ8 + 3
√
6Φ2Φ
3
6Φ7Φ8 + 9
√
3
2Φ1Φ4Φ
2
6Φ7Φ8 +
27Φ2Φ4Φ26Φ7Φ8√
2
−6√3Φ3Φ25Φ8Φ27 − 3
√
3Φ3Φ
2
6Φ8Φ
2
7 + 18Φ3Φ4Φ6Φ8Φ
2
7 − 21
√
3
2Φ1Φ5Φ6Φ8Φ
2
7 +
27Φ2Φ5Φ6Φ8Φ27√
2
(A.4)
K(2,3) =
−12Φ28Φ41 + 36Φ22Φ28Φ21 − 9
√
3
2Φ4Φ
3
7Φ8Φ1 +
27Φ2Φ4Φ37Φ8√
2
− 9Φ3Φ5Φ37Φ8
−3Φ28Φ43 − 12Φ21Φ28Φ23 + 18Φ22Φ28Φ23 + 9Φ21Φ24Φ28 + 9
√
3Φ1Φ2Φ
2
4Φ
2
8
−92Φ23Φ24Φ28 − 15Φ21Φ25Φ28 + 3
√
3Φ1Φ2Φ
2
5Φ
2
8 − 12
√
6Φ1Φ3Φ4Φ5Φ
2
8 − 9
√
2Φ2Φ3Φ4Φ5Φ
2
8
+32Φ
2
8Φ
4
5 +
3
2Φ
2
3Φ
2
8Φ
2
5 − 3
√
3Φ4Φ6Φ
2
8Φ
2
5 − 6
√
6Φ2Φ3Φ6Φ
2
8Φ5 + 6
√
3Φ23Φ4Φ6Φ
2
8
−15Φ21Φ26Φ28 + 32Φ23Φ26Φ28 + 92Φ24Φ26Φ28 − 32Φ25Φ26Φ28 − 3
√
3Φ1Φ2Φ
2
6Φ
2
8
+32Φ
2
8Φ
4
6 + 3
√
3Φ4Φ
2
8Φ
3
6 − 12
√
6Φ1Φ3Φ7Φ
2
8Φ6 − 3
√
3Φ35Φ7Φ
2
8 − 6
√
3Φ23Φ5Φ7Φ
2
8
+9Φ21Φ
2
7Φ
2
8 − 9
√
3Φ1Φ2Φ
2
7Φ
2
8 + 3
√
3Φ5Φ
2
6Φ7Φ
2
8 + 9
√
2Φ2Φ3Φ6Φ7Φ
2
8 + 18Φ4Φ5Φ6Φ7Φ
2
8
−3√3Φ3Φ25Φ38 + 9Φ3Φ4Φ6Φ38 − 92Φ23Φ27Φ28 + 272 Φ24Φ27Φ28 + 92Φ25Φ27Φ28
+9Φ21Φ
4
8 + 3
√
3Φ3Φ
2
6Φ
3
8 − 3
√
6Φ1Φ5Φ6Φ
3
8 − 9
√
6Φ1Φ4Φ7Φ
3
8 + 9Φ3Φ5Φ7Φ
3
8 +
9
2Φ
2
3Φ
4
8
(A.5)
The third and the fourth hamiltonians in involution are rational functions. In particular we
have:
K3 = − 1
4 Φ8
P5 (A.6)
K4 = − 1
8 Φ28
P4 (A.7)
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where P5,4 are homogeneous polynomials of order five and four respectively:
P5 =
6
√
3Φ24Φ
3
3 + 36
√
2Φ1Φ4Φ5Φ
2
3 + 36
√
3Φ21Φ
2
5Φ3 − 12
√
3Φ22Φ
2
5Φ3 + 6
√
3Φ24Φ
2
5Φ3
−18Φ4Φ6Φ33 + 36Φ21Φ4Φ6Φ3 + 36Φ22Φ4Φ6Φ3 + 18
√
2Φ1Φ4Φ
3
5 + 6
√
6Φ2Φ4Φ
3
5
+36
√
6Φ5Φ6Φ
3
1 − 12
√
6Φ22Φ5Φ6Φ1 − 18
√
6Φ23Φ5Φ6Φ1 − 21
√
6Φ24Φ5Φ6Φ1 − 18Φ3Φ34Φ6
+9
√
6Φ1Φ6Φ
3
5 + 9
√
2Φ2Φ6Φ
3
5 − 27
√
2Φ2Φ
2
4Φ6Φ5 − 36
√
3Φ21Φ3Φ
2
6 + 12
√
3Φ22Φ3Φ
2
6
+18Φ3Φ4Φ
3
6 + 9
√
6Φ1Φ5Φ
3
6 + 12
√
3Φ3Φ
2
4Φ
2
6 − 18
√
2Φ1Φ4Φ5Φ
2
6 − 18
√
6Φ2Φ4Φ5Φ
2
6
+12
√
6Φ4Φ7Φ
3
1 − 9
√
6Φ34Φ7Φ1 − 36
√
6Φ22Φ4Φ7Φ1 + 18
√
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