As pointed out for example by Dhrymes (1986 Dhrymes ( , pp. 1578 , no Pseudo-R2 in the probit case has all the properties of ordinary least squares ( Given this view, the most important attribute of a Pseudo-RZ is that it be used consistently so that comparisons may be made for different studies. Neter~Maynes, 1970; Lave, 1970; Efron, 1978; Morrison, 1972; Goldberger, 1973) : 
A version proposed by Lave (1970) is: A similar concept is (see Maddala, 1983, p. 39) -(Lo ILM~~~, where the upper case L's denote the likelihood as opposed to the log likelihood.
As the maximum value for L is 1, the RM from equation (11) (3) and (15) Ya -N~Y~`-N~Y`.
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From this follows a Pseudo-R2 N ,(
The estimated sum of squared disturbances N is not a sum of squared residuals as would be usual in an Rz measure, but the difference will not affect (16) asymptotically.
All measures should vary in the [0,1]-interval, but little is known about how fast they approach 0 or 1. Consequently, these Psaudo-R2's have very different values on the same data and some may not ba good estimates of the underlying R2. We study this issue in the next section.
ExDerlmental desl n and results
To evaluate the various proposed Pseudo-R2's, we carried out a number of Monte Carlo experiments. We compare the Pseudo-R2's and attempt to select the one that is "best" able to mimic the RZ of the continuous case. Continuous data on the endogenous variable are simulated based on a sequence of true models generating R2's in the [0,1]-range. We then explore which Pseudo-R2, calculated from the probit of the corresponding classified binary data, is (i) closest to R2 andlor is (ii) the best predictor of RZ.
The Monte Carlo study consisted of 100 experiments, each with sample size 1000. The design followed equation (1). The X's were initially generated as standard normal and were thereafter kept fixed. Also, the U's were drawn from a standard normal distribution for each individual in each sample. We, therefore, generated 100 times 1000 random errors. Given a value for parameter S, a continuous variable Y~was generated for each individual in the sample, setting -0 for simplicity. These continuous data were transformed to binary data according to equation (2). Then 100 probit models were estimated (using Y) as well as the corresponding 100 OLS regressions (using Y'). Then 100 estimates of R2's for the continuous case as well as 100 estimates for each suggested Pseudo-R2 were available. The expvriments were carried out using GAUSS. We have approximsted the relationships using simple OLS regressions of reference R2's on the Pseudo-R2's with a linear, squared and cubed term with parameters a, (i and Y, respectively. Results are given in Tables A1 and A2 of the Appendix available on request. The descriptive power of the estimated equations is quite high. Because the Pseudo-RZ's are commonly small in application (e.g.
cross-section data), we also performed these regressions using only the first seven clusters. 
Summary
There is no consensus in the literature as to which Pseudo-R2 should be used in 
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