Abstruct-This paper presents effective algorithms for multiway partitioning. Confirming ideas originally due to Hall, we demonstrate that geometric embeddings of the circuit netlist can lead to high-quality k-way partitionings. The netlist embeddings are derived via the computation of d eigenvectors of the Laplacian for a graph representation of the netlist. As Hall did not specify how to partition such geometric embeddings, we explore various geometric partitioning objectives and algorithms, and find that they are limited because they do not integrate topological information from the netlist. Thus, we also present a new partitioning algorithm that exploits both the geometric embedding and netlist information, as well as a Restricted Partitioning formulation that requires each cluster of the k-way partitioning to be contiguous in a given linear ordering. We begin with a d-dimensional spectral embedding and construct a heuristic 1-dimensional ordering of the modules (combining spacefiling curve with 3-Opt approaches originally proposed for the traveling salesman problem). We then apply dynamic programming to efficiently compute the optimal k-way split of the ordering for a variety of objective functions, including Scaled Cost and Absorption. This approach can transparently integrate user-specified cluster size bounds. Experiments show that this technique yields multiway partitionings with lower Scaled Cost than previous spectral approaches.
central to the success of the design procedure. This is for reasons such as the following:
HDL subroutines may not correspond to ideal physical block partitions. Thus, while previous building-block physical design methodology gave a small number of function blocks that could be optimally hand-partitioned, experience with HDL-based synthesis is that partitioning a flattened design representation often leads to improved solution quality [ 151. Flattened partitioning inputs may also be required by such applications as technology migration or the design of precursor systems (i.e., finding the packaging tradeoffs that correspond to optimum costperformance points at early stages in the product cycle). System designers are now software designers who write HDL code and pass synthesized gate-level netlists to floorplanning and physical layout tools, without necessarily understanding the hardware resource implications of the HDL code. In particular, an a priori understanding of interconnect attributes (for example, the effect of the few lines of code that specify a register file or crossbar) is difficult to achieve. Because the function-to-layout transformation cannot be predicted (this is exacerbated by synthesis tools' well-known difficulties with control logic and exception handling), system partitioning must be performed at a lower level of the hierarchy. As noted above, system complexity has reached such levels that partitioning is required simply to enable the application of current toolsets to smaller pieces of the design. Beyond its layout-directed applications, the partitioning task also arises in other phases of system synthesis and verification, such as aredperformance estimation, partitioning for testability, and hardware simulation and emulation.
Definition: A k-way partitioning Pk of a set V is a set of IC disjoint, nonempty clusters (i.e., subsets of V) { C I , C~, . . . , C~} s u c h t h a t C 1 U C 2 u . . . U C k = V.
Most of the previous work in partitioning has focused on two-way partitioning algorithms that in practice are recursively applied to generate k-way partitionings. As noted in [12] , this top-down approach can lead to unnatural partitioning solutions. Our work seeks to reveal the natural circuit structure via a (nonhierarchical) decomposition into I; subcircuits with minimum connectivity between the subcircuits. Our general problem statement as follows:
General IC-Way Partitioning: Given a circuit netlist hypergraph H = (V? E ) with modules V = { V I , 212, . . . , TI,} and nets E = {el,e2 . . . . , e,}, and a value 2 5 IC 5 n, find a k-0278-0070/95$04,00 0 1995 IEEE way partitioning P k that optimizes a given objective function f (P".
A. Previous Work
Previous work on 2-way partitioning has centered on the minimum bisection and minimum ratio cut [46] objectives. Approaches to multiway partitioning have involved seeded epitaxial growth, extensions of the Fiduccia-Mattheyses iterative bipartitioning algorithm [41] , a primal-dual iteration motivated by a generalization of the minimum ratio cut metric [47] , and spectral approaches [25] (see [3] for an extensive survey).
For multiway partitioning, [48] proposed a "shortest-path clustering" method, where each iteration partially erases edges of a shortest path between a random pair of modules. The iterations terminate when enough edges have been erased for there to remain k connected components, i.e., the clusters. The algorithm probabilistically captures the relationship between multicommodity flow and minimum ratio cut, and yields highquality solutions when measured by Cluster Ratio, which [48] characterizes as the "proper" k-way generalization of the ratio cut objective:
Cluster Ratio: Minimize: i=l j=i+l where c ( P k ) = { e E E13u,w E e such that U E Ci,w E Cj, i # j } is the number of nets that cross between two or more clusters in P k .
Another multiway partitioning approach extends wellestablished spectral methods. Hall [27] showed that the eigenvector corresponding to the second smallest eigenvalue of the netlist Laplacian' minimizes a squared-wirelength objective. Hagen and Kahng [25] based their work on the relationship between this second eigenvalue and the optimum ratio cut cost. Chan et al.
[ 121 generalized such spectral results to k-way ratio cut partitioning, using the first k eigenvectors of the netlist Laplacian to map an n-dimensional space into a kdimensional space. Ideally, the n elementary unit vectors (the modules) in the n-space will be mapped to exactly k distinct points (the clusters) in the k-space. Since this is not the case in practice, Chan et al. [ 121 uses a heuristic (called KP) based on directional cosines to obtain a k-way partitioning of the modules embedded in k-space.
Chan et al. [12] proposed Scaled Cost as the natural multiway generalization of the ratio cut objective. ' Given an edge-weighted graph representation of the netlist, G(V, E G ) , we may construct from G the n x n adjacency matrix A = A ( G ) in which -4tJ has weight equal to that of e@,, u j ) E EG (by convention A,, = 0 for all z = 1, . . . , n ) . If we let deg(v,) denote the degree of ut (it., the sum of the weights of all edges incident to u t ) , we obtain the n x n diagonal 
2=1
where E, = {e E E I 3u,w E e such that U E Ci,w $! Ci} is the set of signal nets crossing the boundary of cluster C,.
Both [ 121, [48] established robust generalizations of the ratio cut concept. Each metric automatically integrates both cut nets and size balance among the clusters, but each is also shown NP-complete by restriction to minimum ratio cut. For reasons that are clarified in Section VI-A, our work will address the Scaled Cost Objective of [ 121.
While multiway partitioning typically entails finding k clusters for small values of k (e.g., IC 5 lo) , large values of k (e.g., k = n/5) arise in the two-phase use of the Fiduccia-Mattheyses (FM) bipartitioning heuristic [ 191. Here, the k-way partitioning reduces the problem size by inducing a "compacted" netlist in which each cluster becomes a module, inducing a problem instance of size k ; the smaller solution space can then be searched more effectively [34] . After compaction, heuristic FM bipartitioning is performed, then the solution is reexpanded into a "flat" initial configuration for a second FM phase. A successful two-phase FM implementation depends on a high-quality clustering decomposition, i.e., a good k-way partitioning for the regime of k = @(n). To achieve such a decomposition, [9] proposed the "matching-based compaction" (MBC) algorithm, where the edges of a maximal random matching in the netlist graph induce a compacted graph of n/2 vertices, and the compaction is iterated until the problem size becomes manageable. Ng et al. [37] proposed a clustering algorithm that attempts to minimize the Rent parameter of the compacted netlist; [16] also used Rent-based clustering to improve the performance of a placement algorithm. Hagen and Kahng [26] developed the probabilistic RW-ST method, which identifies clusters by recording multiple revisitations of modules by a random walk in the circuit netlist. The authors of [26] report that the RW-ST clusters lead to significant improvements in twophase FM performance as compared to the MBC strategy, but @ ( n 3 ) time is required to process a random walk of the recommended @(n2) length. Chang and Wei [14] developed a "stable, two-way" algorithm that uses recursive FM-based ratio cut partitioning to construct the compacted netlist. In contrast to the other works, [14] reports two-phase FM results for bipartitioning with a 1 : 3 size ratio bound (as opposed to an exact bisection).
Recently, [44] applied a similar two-phase clustering methodology in the TimberWolf7.0 placement algorithm: simulated annealing is used to derive a clustering that maximizes the following Absorption objective.
Absorption: Maximize:
We call this the "Absorption" objective because it counts the number of nets which are "absorbed" by the clusters: if a net e is incident to cluster Ci. then it adds Absorption I3.u IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF LWTEGRATED CIRCUITS AND SYSTEMS, VOL. 14, NO. 11, NOVEMBER 1995 = ( p -1) . l/(lel -1) to the cluster, where p is the number of pins of e in the cluster. Put another way, if the ith net P , has its pins distributed among c, clusters, then f(Pk) = Cy;, (le,I -c z ) / ( l e l l -1). Maximizing Absorption is a very reasonable k-way partitioning heuristic for k = @ ( n ) , but may not be as useful for small k since the objective does not consider cluster sizes.
B. O\,en-iew of Contributions
Definition: A d-dimensional geometric embedding of H(L: E ) is a set of points in d-space that are in one-toone correspondence with the modules of V.' A d-dimensional spectral embedding is a d-dimensional geometric embedding derived using d eigenvectors of the discrete Laplacian (see Section 11).
Our main premise is that a multidimensional geometric embedding of the netlist can lead to effective multiway partitioning solutions. The geometric representation can improve both algorithmic complexity and memory requirements since it captures implicitly the concept of "distance" or "separation" between netlist modules, i.e., the n points define @ ( n 2 ) distances.
Hall's pioneering work [27] discusses partitioning a spectral embedding of a graph in order to obtain a graph partitioning. However, Hall did not specify how to partition the geometric embedding. Thus, we first examine various geometric partitioning objectives and heuristics from the literature, as well as the partitioning solutions derived when these heuristics are applied to spectral embeddings of circuit netlists. Although a strictly geometric approach can yield useful partitioning solutions, it cannot directly utilize the netlist topology. We address this limitation via a new approach to partitioning that utilizes both information from the spectral embedding and the netlist topology. Our contributions are the following:
In the geometric partitioning, both the partitioning objective and the heuristic used to optimize the objective dramatically affect solution quality. We find that diameterrelated objectives and the K-Center (KC) and CompleteLinkage (CL) heuristics yield the highest quality solutions for k-way (and two-phase FM) partitioning applications. Our results support the observation of [12] that the "proper" embedding dimension which reveals a k-way partitioning will grow with k . However, we also observe that a strictly geometric approach has inherent limitations. We propose a new method based on a restricted partiriming (RP) formulation. Given a "tour" or "ordering" of the modules, the k-way RP formulation seeks a k-way partitioning such that each cluster is a contiguous subset of the tour. The advantage of the RP formulation is that it can be solved optimally using dynamic programming; this makes the ordering the "bottleneck" in our methodology, leading us to seek good ordering methods.
For an RP solution to be of high-quality, the ordering must preserve connectivity attributes of the netlist.
We use 1. = { . We hypothesize that a good solution to the traveling salesman problem (TSP) on the spectrally embedded instance will yield such an ordering. Such an ordering can be viewed as a 1-dimensional representation of the d-dimensional geometric embedding (which was in turn a representation of the original circuit netlist). Our TSP heuristic uses the spacejlling cuwe (SFC) construction of [5] and then applies the fast 3-Opt implementation described in [6] . Empirically, these orderings are more useful for multiway partitioning information than the 1 -dimensional single-eigenvector ordering used in, e.g., 1231 , 1251.
Finally, we describe the DP-RP algorithm which uses dynamic programming to optimally solve the RP formulation for various objective functions in the literature. These objectives include Scaled Cost [ 121, Absorption [44] and diameter-related objectives. DP-RP can transparently handle user-specified cluster size bounds. We show that the use of DP-RP together with our heuristic (SFC + 3-Opt) orderings achieves improvements over previous spectral methods. The remainder of this paper is organized as follows: Section I1 describes the construction of the spectral embedding via a given clique net model and the eigenvectors of the Laplacian. Section 111 gives taxonomies of traditional geometric partitioning objectives and algorithms, and presents experimental results indicating both the promise and the limitations of the "basic Hall approach" [ Fig. l Section V describes the SFC + 3-Opt ordering heuristic, while Section VI presents the DP-RP algorithm and shows how it may be applied to Scaled Cost and Absorption. Finally, Section VI1 gives experimental results and directions for future research .
THE SPECTRAL EMBEDDING
Three motivations for netlist partitioning based on a geometric embedding are notable as problem instances grow large. First, algorithm speedups often result when a graph input is known to be embedded in a geometric space [39] . Second, storage requirements for a geometric pointset are less than for the original (hyper)graph representation. Third, we obtain a natural measure of "distance" or "proximity" between two modules which can be evaluated in O( 1) time.
Intuitively, a successful geometric embedding is "distancepreserving": the distance between two points in the embedding should reflect the connectivity between the corresponding modules in the netlist. We adopt the two-step spectral approach (see, e.g., [12] and its survey of previous works).
The netlist H(V, E ) is first transformed into an edgeweighted graph G(V,EG) using a clique net model (we give results for three such models including the "partitioning-specific" net model with edge weight 4 / ( p ( p -1)) for a p-pin net). Every eigenvector gives a distinct, 1 -dimensional spatial embedding of the circuit graph. Reference [27] showed that the total squared wirelength of the 1 -dimensional placement given by $i is Xi. Hence, the eigenvectors with the lowest eigenvalues will correspond to embeddings that are the most "distance-preserving".
A useful property of the Laplacian of G is that A1 = 0 (hence, [25] . While [20] , [28] , [30] , [45] We seek a k-way partitioning of the geometric embedding that will correspond to a k-way partitioning of the netlist. As noted earlier, this is the approach of [27] , but [27] specifies neither an objective nor an algorithm for the partitioning. In this section, we explore the taxonomy of geometric partitioning objectives and algorithms in the classification literature, and show the effects of these choices on solution quality. We make the following observations:
Minimizing the maximum cluster diameter appears to be the best geometric partitioning objective in terms of the netlist partitioning solution.
The bottom-up complete-linkage (CL) algorithm [3 11 yields excellent results when used within the two-phase FM approach.
The O(dkn) K-Center (KC) algorithm [21] is competitive with previous netlist partitioning methods despite relying on purely geometric considerations. Multidimensional spectral embeddings provide more information than a single-eigenvector embedding and seem to permit better k-way partitioning solutions.
A. A Taxonomy of Geometric Partitioning Objectives
A large body of work in the classification literature has established various objectives f ( P k ) to assess the quality of a given partitioning Pk. Intuitively, clusters should be compact and well-separated. Clusters with small diameter, Table VI below. The reader may note that the spectral computation does have a worstcase O( n 2 ) space complexity. However, netlist representations are typically quite sparse; in practice they may be made even sparser by discarding large signal nets (e.g., with le( > 20 pins as in the work of Hadley et al. 1231) or le1 > 99 pins as in the work of [12].
3) Min-sum-diameters: Minimize
Each of these objectives seems reasonable for our purposes. For the k-way partitioning of a pointset in Euclidean d-space, the following results are known:
Objective 1 can be solved optimally in polynomial time for all k and all dimensions d [31] . Objectives 2 and 3 can be solved optimally in polynomial time for k = 2 and all d [29] . Thus, although some of these formulations are NP-complete, the geometric embedding allows us optimal algorithms for k = 2 and constant-factor approximation algorithms for k > 2.
We now give a taxonomy of algorithms used to address these partitioning objectives.
B. A Taxonomy of Geometric Partitioning Algorithms
The Single-Linkage algorithm [3 I] optimally solves Objective 1; it begins with each point in its own cluster, then iteratively merges the two closest clusters into a single cluster. The same solution can be obtained by removing the k -1 largest edges from a minimum spanning tree over V , and letting each of the remaining k connected components define a cluster.
For k = 2, algorithms that optimally solve Objectives 2 and 3 are given in [22] , [29] . These algorithms can be extended to generate heuristic &way partitionings for k > 2 by iteratively reapplying the algorithm to the largest remaining cluster. We call these extensions Divisive Max-Diameter and Divisive Sum-Diameters, respectively.
Just as there are divisive hierarchical approaches for Objectives 2 and 3, it is also reasonable to use bottom-up hierarchical, or agglomerative, methods. We have observed that the Complete-Linkage (CL) algorithm of (see Fig. 2 ) is an excellent heuristic for addressing Objective 2, especially for large k [I] . CL starts with each point in its own cluster and then iteratively merges the pair of clusters which minimizes the increase in maximum cluster diameter; BenzCcri [8] has given an O(dn2) implementation of the CL algorithm. The agglomerative technique can also address Objective 3: iteratively merging the pair of clusters that minimize the increase in the sum of cluster diameters yields the Agglom Sum-Diameters heuristic.
Last, we note that the K-Center (KC) algorithm of Gonzalez [21] (see Fig. 3 ) achieves a 2-approximate solution for Objective 2 and can be implemented to run in O(dkn) time. KC iteratively constructs a set of k "cluster centers" such that the next center chosen is as far as possible from the previously chosen centers. After k centers have been selected, each point i5 clustered with the nearest cluster center.
Complete-Linkage (CL) Algorithm Input:
Output: P' = {C,, Cz,. . . , C' } E k-way partitioning Vas: 
5. Let W = { w~, w z , .
. . , w k )
6. for i = 1 to n do 7. 8. We now examine the performance of these six algorithms (single-Linkage, Divisive Max-Diameter, Divisive SumDiameters, Complete-Linkage, Agglom Sum-Diameters, and K-Center) in terms of netlist partitioning quality.
C. Experimental Results
Our first set of experiments compared performance of the six algorithms on nine standard test cases from ACWSIGDA and Hughes Aircraft Co., with the partitioning-specific net model used to generate the spectral embedding. Some characteristics of these benchmarks are given in Table I . We generated k-way partitionings of d-dimensional embeddings for 2 5 k 5 10 and 1 5 d 5 10 (recall that a d-dimensional embedding is constructed using the eigenvectors $2;. . . ,
The twodimensional spectral embedding for Primary 1 is illustrated in Fig. 6(b) . In Fig. 4 , we compare the performance of the six algorithms for each benchmark in terms of Scaled Cost. Each graph point represents the best Scaled Cost value observed for a given number of clusters k from the ten k-way partitionings generated. We make the following observations:
Algorithms that address Objective 3 (divisive sumdiameters and agglom sum-diameters) tend to isolate Table I1 (ties are broken in favor of lower values). Table I1 trivially indicates that using the added information contained in higher-dimensional spectral embeddings leads to improved results.
D. Digression: Applying Cl Clusters in Two-Phase FM
While the time complexity of KC is superior to that of CL, the bottom-up nature of CL suggests that it can yield good results for large IC = @(n). Indeed, our separate studies in [ l ] have shown that CL is effective in addressing Objective 2 for large k . perhaps surprising in view of the correlation between IC and the best embedding dimension when IC is small.) Again, the results suggest that the spectral embedding is conducive to high-quality partitioning solutions.
IV. THE RESTRICTED PARTITIONING (RP) FORMULATION
While a spectral embedding seems to usefully capture connectivity properties of the netlist, purely geometric partitioning approaches such as CL or KC have an obvious shortcoming: the geometric partitioning objectives (e.g., MinMax-Diameter) have only a rough correlation to netlist partitioning objectives (e.g, Scaled Cost). When applied to a given spectral embedding, a purely geometric partitioning algorithm will always be handicapped since it ignores the actual netlist topology. Seemingly, the spectral embedding should serve as a partitioning guide and not an absolute: we therefore seek a partitioning approach that integrates both the spectral embedding and the netlist topology. One such approach has been given in the KP algorithm of [12] . (Given a spectral embedding, KP begins by clustering according to directional cosine proximity, but then uses the netlist topology to make the more difficult clustering decisions.)
The genesis of our new approach can be said to lie in the TSP heuristic proposed in [32] , which uses a partitioning of a planar pointset to construct a tour. Karp's heuristic tour visits every point in a particular cluster before moving to the next cluster, until all points in all clusters have been visited. We ask whether an "inverse" methodology can succeed, i.e., whether we can use a tour of the geometric pointset to generate a partitioning. We require each cluster of the partitioning to be a contiguous "slice" of the tour, thereby obtaining the following general approach: 1) construct a "good tour" over the geometric points, then 2) minimize some partitioning objective, subject to clusters being contiguous slices of the tour.
We represent a tour U,, , U , , , ' . ' 
Condition 1 captures the restriction that clusters must be slices of 71, and Condition 2 adds cluster size bounds. The RP formulation in effect seeks to partition a 1-dimensional representation of V, namely, T . We will show that we can solve RP optimally for a large class of objectives (including Scaled Cost) in polynomial time. Note that the general partitioning formulations are NP-complete for these objectives.
Given the spectrally embedded netlist modules V, our multiway partitioning methodology constructs a tour K over V by combining a spacefilling curve heuristic [5] with a single greedy 3-Opt descent [6] . We then apply an efficient dynamic programming algorithm to solve the RP formulation. allows an O ( n ) factor speedup, and our experiments below use linear orderings to capitalize on this complexity savings.
V. A FAST TSP HEURISTIC
The first part of our approach seeks a tour of the points V in the d-dimensional spectral embedding, such that proximity The Sierpinski spacefilling curve in the plane is the limit of a in d-space is preserved. Certainly, one such tour directly results from a one-dimensional spectral embedding, namely, the sorted entries of the eigenvector that gives the onedimensional embedding. However, the experiments given in Section III-C (and confirmed below in Section VII) indicate that this single-eigenvector "tour" does not completely capture d-dimensional partitioning information that is needed when k > 2.
Recall that two modules that are strongly connected in the netlist will tend to be near each other in d-space. We now require that points of V that are close to each other in dspace should remain near each other with respect to T . In this way, modules that are strongly connected in the netlist will be close to each other in the tour. Additionally, when two strongly connected modules are nor actually adjacent in the tour, they will ideally be separated by modules with which they may profitably share a cluster. From this intuition, a low cost TSP solution should adequately preserve proximity since the tour is unlikely to wander out of, and then back into, a natural cluster. However, it is not obvious which TSP heuristic to choose.
A. Spacejilling Curves in d-Space
Bartholdi and Platzman [5] have used spacefilling curves (SFC's) as the basis of a provably good TSP heuristic. They use the recursive construction due to Sierpinski (1912), the two-dimensional case of which is shown in Fig. 5 . In the figure, the successive approximations become progressively refined until the curve "fills" up the unit square (to the necessary precision), i.e., it passes over every point. The order in which points of a TSP instance are visited by the curve yields the heuristic TSP solution. Fig. 6 shows the SFC tour for (a) a uniformly random set of 150 points in the plane, and (b) the two-dimensional spectral embedding of the Primary 1 test case.
The Sierpinski construction appears suitable since it tends to avoid edges that are significantly longer than necessary (e.g., as compared with the distance to a nearest neighbor), so that if two points are adjacent in the tour, they likely will be close to each other in the d-space. On the other hand, the curve will explore one orthant entirely before moving on to the next, so that two points that are close together but in different orthants might be widely separated in the ordering. In general, this imperfect behavior seems unavoidable and some relatively long edges may occur.
The Sierpinski construction is also attractive because it easily extends to higher dimensions and can be computed in just O(dn + n log n) time. We assume that the coordinates for the vertices of V have been scaled to lie inside the unit d-dimensional cube. Since it "fills up" the entire d-space, the Sierpinski curve can be viewed as a mapping from the unit The tour generated by a spacefilling curve over (a) 150 random points in the plane, and (b) the two-dimenslonal spectral embedding of the Primary1 interval into the d-space. To compute the tour, we must find the value on the unit interval that maps to each point in V. completeness and also to show its simplicity.
Step 7 does not appear in [5] and we believe it was omitted as an oversight. We number the 2d orthants from 0 to 2d -1. corresponding to the order in which they are visited by the Sierpinski curve. This numbering can be represented by a d-bit Grey code since each orthant will be adjacent to the previous one; specifically, we use the Grey code that flips the rightmost bit possible without repeating an earlier sequence. In Fig. 7 , the function Grey accepts an orthant and returns a value Q between 0 and 2d -1. i. 
B. 3-Opt Post Processing
Although the SFC heuristic tends to avoid long edges, the merall cost of the tour can be quite high. Bartholdi and Platzman [5] observed that in practice, the SFC heuristic yields tours having cost within 25% of optimal for uniformly random instances in 2-space. Yet, Fig. 6(b) suggests that the points in the spectral embedding are not uniformly distributed. The authors of [5] noted that other spacefilling curves may be better suited for such nonuniform distributions and even outlined a method for creating application-specific spacefilling curves. Instead, we choose to improve the SFC tour by applying a simple, greedy 3-Opt post-processing heuristic.
3-Opt uses the strategy of iterative improvement, that is, local optimization by iteratively constructing an improved solution from the current solution. The new solution is derived by finding three edges in the current tour which can be deleted, and replaced with three new edges such that the tour cost is reduced. tour with lower cost.' If no such edges exist, then the algorithm terminates and returns the current tour, which is also a local minimum.
Our 3-Opt code is based on an efficient implementation [6] that utilizes a K-d tree data structure. We also apply the method of [35] , [40] for restricting the number of candidate edges for the tour to O ( n ) . Intuitively, since a nearly-optimal tour should not contain any long edges, it should be possible to consider a subset of O ( n ) short edges without significantly degrading the solution quality as compared to a method that considers all O ( n 2 ) edges. Hence, we disallow any edge that connects vi with vJ if vJ is not one of the r closest neighbors to vi (we choose r = 25), thereby limiting the number of candidate edges for the tour to O ( n r ) . To find a possible 3-opt move, each of the n edges in the tour is considered in turn to be removed. For each such edge, all possible improving moves can be examined by examining 'For example, 3-Opt might find indices h. i . j such that if O ( r 2 ) edges, and this is reduced further using the "gain" method of Bentley. Hence, finding an improving 3-opt move requires no more than O ( n r 2 ) time in the worst-case. Although the number of 3-opt moves needed to reach a local minima is exponential in the worst-case, in practice, Bentley observed between @(log n ) and @(n) moves were required for random instances. In practice, the runtimes for this post-processing are only a fraction of the runtimes needed for our overall methodology (see Table VII ).
VI. DYNAMIC PROGRAMMING FOR RESTRICTED PARTITIONING (DP-RP)
Since each module of the netlist is in one-to-one correspondence with a point of the spectral embedding. the Sierpinski (4) tour over the spectral embedding naturally defines a tour over the netlist modules. With respect to this tour of modules, we now show how dynamic programming efficiently finds optimal RP solutions for a variety of partitioning objectives f .
A. Development of the DP-RP Algorithm
Assume that there exists an "intracluster" cost function w(C) defined over clusters C , such that f can be written in terms of w (e.g., f(P') = r n a x l < i < k w ( C~) ) .~ In other words, w(C) is essentially the contribution of C to the value f (P'). Whether the final Pk is indeed optimal depends on the objective f. For DP-RP to generate optimal solutions, a principle ofoptirnality must hold: all subsolutions of an optimal RP solution must themselves be optimal RP solutions. For example, if P3 = {Cl. C 2 . C3) is an optimal 3-way RP solution, then { C 1 , C2) must be an optimal 2-way RP solution over {C, U Cz}. Thus, given the set of all optimal Pt:jil. we can build the set of optimal Pi:3l by examining all Pi;il partitionings conjoined with single clusters. In other words, f ' : : can be expressed as p";;ml U{C r71+1 , } for some 112 with 4.
iffbeat < f(@i:;: U {C[,,,+~,jl)) then
8. return Pk = P;: ,, for the i that minimizes f(Pkz ,,). 1 < i < n Fig. 8 . The DP-RP algorithm. All index manipulations are performed modulo ti. The template assumes that the goal is to minimize f . To maximize f , we change steps 4, 6, and 8 in the obvious manner.
fairly good solutions. Now, however, we can directly optimize netlist partitioning objectives such as Scaled Cost and Absorption, so the heuristic Min-Max-Diameter objective is unnecessary.
B. Optimizing Scaled Cost and Absorption
We now complete our description of the DP-RP algorithm by showing how to efficiently calculate w(C) for all feasible clusters C. (Recall that we had previously assumed the exis- For Absorption (Fig. lo) , Cluster-Costs returns w ( C l i ,~) C { t E~l l e n~, l -f~} ( l e n C,I -l ) / ( I e l -1) for each possible 
4.

6.
7.
a. 
C. Linear Orderings
So far, we have considered the RP formulation where both Rules l(a) and (b) apply. In this case, DP-RP may require up to O( kn3) complexity, which is prohibitive for practical netlist sizes. However, recall that eliminating rule l(b) changes the tour into a linear ordering, restricting the solution space but allowing a factor n speedup. Fig. 11 , we also computed orderings using the net model of [20] , which uses uniform edge weight
In our first set of experiments, we executed DP-RP on each ordering for IC = 2 through k = 10, using the minimum Scaled Cost objective and the three clique net models. Table  IV shows the the lowest Scaled Cost values, along with the embedding dimensions that yielded these partitioning solutions (again, ties were broken in favor of lower dimensions). The partitioning-specific net model averaged 8.9% improvement over the standard net model and 2.7% improvement over the Frankle net model. There were also fluctuations in the relative utility of the net models, e.g., compared to the Frankle net model, the partitioning-specific net model averaged 13.5% improvement for 19ks, but 5.3% disimprovement for Test03. Thus, while we may conclude that the standard net model is not well-suited for partitioning (and that the partitioningspecific net model is better), it is unclear which among the many possible net models is best. We leave this question open for future study.
Our second set of experiments compared the DP-RP methodology against previous methods [2] , [ 121 which address k-way partitioning for minimum Scaled Cost. In Table V ' We did not conduct experiments for Absorption, since this metric is more appropriate for I; = @ ( n ) and since no previous work has reported any Absorption partitioning results. Table V compares DP-RP( 10) to KC, SFC [2] , KP [ 121 and successive spectral bipartitioning (SB); the last is equivalent to recursive application of the EIGl method of [25] . The codes for KP and SB were obtained from [12] . All results in Table V were generated using the partitioning-specific net model. Notice that the SFC results are equivalent to the DP-RP(10) results without the 3-Opt post-processing step (hence, the 13.1% average improvement of DP-RP( 10) over SFC reflects the contribution of the single 3-Opt descent in constructing the ordering). Other experiments also showed that the SFC + 3-Opt methodology was more effective than 3-Opt starting from a random initial tour
Since the results in [ 121 are based on the Frankle net model, Tables V and VI give the average percent improvement of DP-RP( 10) versus the other methods for each value of k : the last column in each table gives the average improvement achieved by DP-RP( 10) for each benchmark. Overall, DP-RP( IO) averages 13.l%, 17.9%, and 10.0% improvement over SFC, KP, and SB, respectively when using the partitioning-specific net model and 10.8% and 9.3% improvement over KP and SB when using the Frankle net model. We also observe that DP-RP(1O) gives lower Scaled Cost values on average over the range of k values. Interestingly, KP results generated using the Frankle net model were on average 3.0% better than the results generated with the partitioning-specific net model, which only emphasizes that the proper choice of net model is very much an open issue. We also observe that the 1-dimensional heuristic ordering indeed captures partitioning information from the multidimensional spectral embedding that is not available from the standard one-dimensional spectral embedding j&. To show the utility of our orderings, we have provided the DP-RP(1) data of Table V, which gives results for DP-RP when run on
With the KP algorithm of [12] , only the k-dimensional spectral embeddings were used to generate a I;-way partitioning.
'Note that the KP and SB results given in Tables V and VI are the ordering corresponding to /G (the 3-Opt post-processing clearly does not change this ordering). In Table V , some DP-RP( 10) entries are identical to corresponding DP-RP( 1) entries, indicating one-dimensional orderings that are at least as good as the SFC + 3-Opt orderings derived from multidimensional spectral embeddings. However, we have observed that on average DP-RP(2-10) produces Scaled Cost 21.2% lower than DP-RP(1) (ranging from 13.7%43.9% higher for bml and Primary I , respectively), confirming the utility of multiple eigenvectors in constructing multiway partitionings. Finally, we note that the overall DP-RP methodology is reasonably efficient, as documented in Table VII .
In conclusion, we have shown that spectral embeddings of a netlist can be an effective basis for multiway system partitioning. We have confirmed the utility of embeddings using the eigenvectors of the Laplacian when integrated with purely geometric partitioning objectives and algorithms. Since a strictly geometric partitioning methodology can only heuristically optimize topological partitioning objectives such as Scaled Cost and Absorption, we have also developed an approach that uses both the spectral embedding and the netlist topology within the restricted partitioning formulation. Our approach uses a spacefilling curve and a 3-Opt heuristic to achieve an ordering that captures information from the multidimensional embedding. We split the ordering into k clusters via dynamic programming, obtaining an optimal RP solution. User-specified cluster size bounds can be handled transparently. Experimental results show significant improvements over previous k-way partitioning methods for the Scaled 
