Abstract
This paper demonstrates an integrated approach to conditioning models for fractured petroleum reservoirs, through application of discrete fracture network ( DFN) methods. The approach is built on the observation that discrete fractures controlling reservoir production can also influence the anisotropy of seismic response. The paper extends previous work by the above authors by considering realistic fractured reservoir geometries including multiple fracture sets.
The presence of a system of natural fractures in a reservoir induces anisotropy in its hydraulic and elastic properties. Fracture induced hydraulic anisotropy and related heterogeneous connectivity is evidenced through systematic non-uniform production performance. Elastic anisotropy may be observed in seismic data as azimuthally dependent elastic attributes such as compressional wave velocity and reflection amplitude versus azimuth which may be inverted from 3D seismic data.
Previous work by the above authors demonstrated a method for simultaneous inversion of production and seismic observations through a gradient-based optimization scheme. I n that work, the improvement in conditioning of the DFN model was demonstrated in a synthetic case containing a single fracture set.
The current work builds on previous work by the authors through application of the new method to reservoirs containing two fracture systems. The robustness of the method with respect to host rock type is tested through use of matrix petrophysical and elastic properties representative of typical fractured reservoir lithologies. DFN model preconditioning requirements are explored through sensitivity testing with respect to hydraulic, elastic, and geometrical model parameters. The added value of seismic anisotropy in the inversion is demonstrated through comparison with a similar inversion process using only production data in the obj ective function. The results show that the new method for integration of production and seismic anisotropy provides improvement in resolution of the geometrical properties of multiple fracture systems over that which is achievable using production observations alone. The speed and stability of model convergence using the new process is dependent upon both fracture network and host rock properties. Key issues in model preconditioning observed in sensitivity tests are discussed.
Introduction
I t is known from theory and practice that both the permeability and the elastic response of fractured reservoirs exhibit anisotropic behavior that is strongly correlated to the characteristics of the fracture system. Historically, geophysical and reservoir engineering techniques for characterization of systems of natural fractures have been developed and pursued independently. Seismic anisotropy, which is predicted by elastic theory, has been used by several authors 1,2,3,4,5 to estimate fracture orientation and density from 3D seismic datasets. Sophisticated reservoir engineering techniques have been developed for characterization of the hydraulic response of naturally fractured reservoirs 6, 7, 8, 9 . More recently, Parney and LaPointe 10, 11 used stochastic discrete feature network ( DFN) modeling techniques to forward model both the elastic and hydraulic response of a common fracture system. However, this work did not solve the inverse problem.
Previous work by W ill et al. 12 demonstrated a novel method of solving the inverse problem for fracture system geometrical characteristics. This method, based on DFN modeling techniques, simultaneously employed both the elastic and hydraulic responses of the naturally fractured reservoir having a single fracture set. An initial estimate of fracture system parameters, P32 intensity and fracture trend, were refined through an iterative least squares optimization technique in which the obj ective function contained both elastic and hydraulic parameters. Stochastic DFN modeling techniques were used for forward modeling of both elastic and hydraulic responses of the fracture set at each iteration using appropriate effective media models. The method was evaluated by comparing optimizations carried out using a) seismic and hydraulic data, against b) hydraulic data alone. The inversion including both seismic and hydraulic data produced significantly better results, with faster and more stable convergence of both P32 intensity and fracture set orientation.
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The current work extends this new method to reservoirs having two independent fracture sets. Tests are performed on two synthetic test cases with host medium elastic and hydraulic properties representative of tight sandstone and dolomite host rock. The method was evaluated using the same comparison used for inversion with a single fracture set
Modeling Assumptions
As in the previous work by the same authors, the observation set used for optimization of models with multiple fracture sets included both production performance (bottom hole pressures and oil production rates) and quasi-P wave velocity parameters (quasi-P wave velocity modulation amplitude and azimuth of maximum quasi-P wave velocity). Each DFN model generated was discretized into 2-dimensional x-y grids for computation of both production observations and seismic velocities. It was assumed that the same fractures contribute to both flow and the elastic properties. Fracture permeability for each grid block was computed using Oda's method 13 . Fluid properties and relative permeabilities were taken from Kazemi 14 . Production observations were computed using a finite difference dual porosity simulator with the upscaled fracture permeability. The following assumptions and simplifications were made in performing all flow simulations; constant matrix porosity and permeability. constant fracture porosity. constant reservoir thickness. constant dual porosity shape factor. zero fracture capillary pressure.
Elastic moduli were computed for each grid block using the linear slip discontinuity formulation developed by Schoenberg 15 and used by other authors 16, 17, 18 . Quasi-P wave phase velocities for the anisotropic medium were computed for each grid cell. Phase velocities for the anisotropic layer were computed for all azimuths and all angles of incidence. For the selected angle of incidence the quasi-P wave velocity versus azimuth data were fitted to determine velocity modulation amplitude, and azimuth of maximum quasi-P wave velocity for each block. The observations listed in Table  1 were combined to form an objective function for minimization.
Optimization technique
The following sections hi-light modifications of the optimization technique for application to models with multiple fracture sets.
Objective function. The general form of the objective function used for optimization was unchanged from previous work. The production and injection time series were averaged over the duration of the simulation for each well. Seismic observations were averaged over the entire active 2D map extent. For review, the objective function was of the form; Computation of the Jacobian M atr ix. For optimization of multiple fracture sets, the J acobian matrix used in previous work was extended to include additional terms for the parameters of the second fracture set. The extended J acobian matrix in Eq. 2 takes the form; Sensitivity Analysis. A sensitivity analysis was carried out to determine the circumstances under which the method described above performs most effectively. The analysis was performed by computing RMS observation residuals with systematic perturbations in several model parameters. These perturbations are centered on a representative model state, which is referred to as the ' reference' model state. Sensitivities are displayed in graphical form by plotting the normalized residual difference versus percent parameter perturbation. As such, these graphically present information about the gradient of the objective function with respect to the inversion parameters.
Residual differences were computed as; (10) where; R' n (i) = RMS error for the n th parameter at the i th perturbation of the nth parameter R'(M1) = Total RMS error for iteration M1 using the reference parameter set In each case only the portion of the objective function affected by the parameter change was recomputed. For example, since variation in thickness effected both the elastic and hydraulic properties of the model both production and elastic data were recomputed. The resulting residual errors were then compared to those for the reference model state and presented in tabular and graphical format as differences from the reference model. Total residual error and observation type residual error components will be presented. The model state selected to be used as the reference for this analysis was the initial estimate in test SS1. Reference model parameters and ranges of perturbations are listed in Table 6 . Model parameter perturbations are expressed in terms of percentages of the reference model parameter values.
Optimization results
Tight Sandstone Host Matrix ( Test SS1) . The method was tested on a reservoir model with a two non-parallel fracture sets having the population statistics listed in Table 2 and elastic and petrophysical properties representative of a fractured tight sandstone reservoir. Reservoir matrix properties are listed in Table 3 . In order to test the effect of including seismic anisotropy in the objective function a parallel test was performed using only production data in the objective function. These tests with and without seismic anisotropy are referred to as "combined" and "production only" respectively in the following sections.
Parameter updates. The histories of parameter errors for this optimization test are shown in Figs. 1 and 2. The initial estimates of fracture trend for both fracture sets were 20 degrees away from the base model values. The initial estimates of P32 intensity were 0.05 and 0.1 away from the base model values for fracture sets 1 and 2 respectively. Fig. 1 depicting trend error shows that trend for fracture set 2 experienced monotonic convergence from the initial error of 20 degrees toward approximately 1 degree. Convergence of fracture set 1 trend was not as smooth as that for set 2 and showed unexplained oscillation before converging to within 2 degrees of the base value. Fig. 2 depicting P32 intensity error shows smooth, almost linear decrease in error for fracture set 1, while trend error for fracture set 2 experienced some oscillation before converging. Ultimately P32 intensity estimates for both fracture sets converged to within 0.005 of the base case value.
Parameter error history for the production only optimization test are shown in Figs. 3 through 6. For reference, the result of the combined objective function test is plotted on the same figure with the production data only results. The initial estimates of fracture trend and intensity for both fracture sets were the same as those used for the combined objective function test. These figures show that, unlike the successful convergence result achieved using the combined objective function, the production data only objective function failed to converge to a unique solution for either P32 intensity or trend, both for fracture set 1 and fracture set 2. All target inversion parameters experienced erratic random or divergent behavior.
Residuals. The average normalized residuals for the combined objective function optimization test are illustrated in Fig. 7-9 . The objective function and partial residuals for bottom hole pressure, oil production rate, and seismic attributes are shown separately. The bottom hole pressure residual is seen to be larger than that for either seismic attributes or oil production rate. The initial seismic residual is approximately one half the magnitude of the bottom hole pressure residual. The oil production rate residual is the lowest. Bottom hole pressure and seismic attribute residuals show fairly steady convergence through the optimization process except for one iteration which is associated with the erratic parameter update behavior in Fig. 5 . The oil production rate residual shows little convergent behavior, indicating that this observation is contributing little to the optimization process.
Frac ture sy stem updates. Fig. 10 shows the fracture distribution for the base model. Fig. 11 shows the fracture distribution for the initial estimate. Fig. 12 shows the fracture distribution for the model optimized using the combined objective function. Fig. 13 shows the fracture distribution for the model optimized using the production data only objective function. Comparison of Figs. 10 and 12 illustrate the successful convergence of the model to the base case when using the combined objective function. Failure to converge when using the production data only objective function is clearly seen by comparison of Figs. 12 and 13.
Simulation results. Figs. 14 to 16 show water saturation in the fracture system at the final simulator report step for the base model (Fig. 14) , the initial model estimate (Fig. 15) , and the optimized model (Fig. 16 ). There is a subtle preferential flow of water through fracture set 2 because of its alignment with the azimuth of the trajectory between the injector and producers P2 and P3. The water saturation distribution for the initial model estimate shown in Fig. 15 exhibits preferential flow aligned along the direction corresponding to the mean direction of the initial erroneous trend estimates. This effect was anticipated because the initial estimates for these parameters increased the apparent alignment of the fracture sets and, as a result, a higher degree of apparent anisotropy. A significant difference in water breakthrough to all producing wells can be seen between this initial estimate and the base case (Fig. 14) . The water saturation distribution from the optimized model illustrated in Fig. 16 shows that the production performance has returned to very close to the base case.
Seismic Attributes. Figs. 17 to 19 show seismic velocity plots for the base model (Fig. 17 ), the initial model estimate (Fig. 18 ) and the optimized model (Fig. 19) . The vertical axis is the quasi-P wave velocity of propagation. The horizontal axis in the azimuth of energy propagation. Quasi-P wave velocity versus azimuth is plotted for all cells prior to computation of the objective function. Average values for peak-to-peak quasi-P wave modulation amplitude and direction of maximum quasi-P wave velocity are indicated on each plot. The seismic velocity anisotropy in Fig. 17 shows dispersion in both the peak-to-peak amplitude of quasi-P wave velocity modulation and direction of maximum quasi-P wave velocity. This is due to the existence of two separate fracture sets. Both the average velocity modulation amplitude and the maximum quasi-P wave velocity direction (phase angle) show the averaging effect of the effective media model process. This results in an apparent P32 fracture intensity that is lower than the sum of the actual P32 intensity values for the two fracture sets, and a maximum quasi-P wave velocity direction which is between the two fracture system trends. The maximum quasi-P wave velocity direction in this medium is approximately 24 degrees true azimuth. Average velocity modulation amplitude is approximately 0.24. Fig. 18 shows the seismic anisotropy attribute for the initial model estimate. This plot shows the effect of the erroneous initial estimates which incorrectly increase the alignment of the two fracture sets. This false alignment has the effect of adding the contribution of the two fracture sets more constructively in the elastic effective media modeling process, resulting in less dispersion in both the maximum quasi-P wave velocity direction and average velocity modulation amplitude. For this initial estimate the average peak-to-peak velocity modulation amplitude has increased to 0.57 and the maximum quasi-P wave velocity direction has shifted to approximately 0 degrees. Seismic attributes for the final model shown in Fig.  19 show convergence of the seismic attributes close to the base model parameters as a result of the optimization process.
Two Fracture Sets in a Dolomite Matrix. The next test of the method was conducted on a reservoir model with two non-parallel fracture sets having the population statistics listed in Table 4 and elastic and petrophysical properties representative of a fractured dolomite reservoir. Reservoir matrix properties are listed in Table 5 . Only combined objective function optimization was performed on this model.
Parameter Updates. Parameter error history for this optimization test is shown in Figs. 20 and 21 . The initial estimates of P32 intensity were 0.05 and 0.1 away from the base model values. Fig. 20 depicting trend error shows that trend for fracture set 2 experienced a large convergent change at the first update step, followed by variation during intermediate update steps and further convergence to within 1 degree of the base case at later update steps. Trend error for fracture set 1 initially diverged. In order to achieve convergence of this parameter it was necessary to reduce the bottom hole pressure noise standard deviation and observation weighting to 1 psi. After this change was made fracture set 1 trend experienced dramatic convergence at the third update step to within 1 degree of the base case. P32 intensity error for fracture set 1 showed steady monotonic convergence to 0.001. P32 intensity error for fracture set 2 diverged at the first update, followed by steady convergence to 0.001 in following update steps.
Residuals. The average normalized residuals for the 10 updates of the combined objective function optimization test are illustrated in Fig. 22 . The objective function and partial residuals for bottom hole pressure, oil production rate, and seismic attributes are shown separately. The dominant feature in Fig. 22 is the large spike in bottom hole pressure residual and total residual associated with the divergent behavior of fracture set 1 trend. After reduction of the observation uncertainty the significant improvement in convergence of fracture set 1 trend seen in Fig. 20 also results in marked reduction of the bottom hole pressure and total residuals in Simulation results.
Figs. 26 and 27 show water saturation in the fracture system at the final report step for the base model and the optimized model respectively. The water saturation front in this test shows a different character than the same report step in test SS1. The fracture system water saturation distribution in test DO1 is less concentrated and is more disperse than the equivalent display from test SS1. This is possibly due to the difference in matrix permeability between the two models. This indirect effect of matrix permeability on fracture water saturation may be partially responsible for the less well behaved convergence of this model. Seismic Attributes. Figs. 28 and 29 show seismic velocity plots for the base model and the optimized model respectively. Fig. 28 shows dispersion in both the peak-to-peak amplitude of quasi-P wave velocity modulation and the direction of maximum quasi-P wave velocity similar to test SS1. The average velocity peak-to-peak modulation amplitude seen here is higher than observed in test SS1 due to the difference in elastic properties of the medium. Average peak-to-peak velocity modulation amplitude for the base case is approximately 20% higher than that seen in test SS1 for the sandstone matrix. The ratio of average peak-to-peak velocity modulation amplitude between the initial estimate and base case is 2.4: 1 as opposed to 2: 1 for test SS1. These results indicate a higher degree of sensitivity of this observation to changes in geometrical parameters in the elastically stiffer dolomite matrix. Fig. 29 for the final model shows convergence of the seismic attribute to values close to the base case.
Key Observations. Multiple fracture set optimization tests showed convergence of the objective function, but with less stability than that seen in the single fracture set case. Stability of the multiple fracture set optimization displayed sensitivity to matrix petrophysical properties. Initial update steps required adjustments of the prior model weighting. Further, the production only optimization test clearly showed the need for the seismic observation in the objective function when refining multiple fracture set models. The following specific observations are made from tests SS1 and DO1; For multiple fracture sets the method provides convergence of P32 intensity and trend. However, this convergence is not as stable as experienced with a single fracture set. Adjustment of prior model weights was required to assure convergence to the local solution. Sensitivity of the process to a priori model weights indicates the importance of model preconditioning in application of the process. For multiple fracture sets the elimination of the seismic observation from the objective function results in nonconvergence. Decrease in matrix permeability appears to mask the hydraulic behavior of the fracture system. The sensitivity to all production observations was reduced in the test with reduced permeability as observed in the dolomite reservoir test. The reduced sensitivity to production observations when the matrix was less permeable caused instability in the inversion. Instability in fracture trend convergence seen in the dolomite reservoir test required reduction of noise and uncertainty estimates for bottom hole pressure observations.
Sensitivity
The three categories of parameters investigated are;
Hydraulic parameters -matrix permeability, shape factor, and the block size for effective permeability upscaling (REV volume). Elastic parameters -fracture compliance, radius for effective elastic media modeling (REV volume), and the angle of incidence for azimuthally varying quasi-P wave velocity computation. Geometrical parameters -reservoir thickness.
For direct comparison, the sensitivity of the objective function to the inversion target parameters of fracture set trend and P32 intensity are presented first.
Sensitivity to Trend and P32 I ntensity. In order to establish the sensitivity of the objective function to the inversion target parameters sensitivity tests were first performed on trend and P32 intensity of one of the two fracture sets. The observations made with regard to sensitivity will be assumed to be representative of both fracture sets. The results of these analyses are shown in Fig. 30 . The sign of the parameter perturbations indicate the magnitude of the perturbed parameter value with respect to reference value. Zero residual difference values indicate no perturbation from the reference parameter value. Negative residual difference values indicate a negative change in the value of the residual with the parameter perturbation.
Sensitivity for both parameters is relatively linear about the reference point. However, the objective function is roughly two times as sensitive to variations in fracture trend than in fracture P32 intensity. In both cases the variation in the normalized residual difference is dominated by the seismic component (not shown).
Sensitivity to Hydraulic Parameters. The results of sensitivity tests for the hydraulic parameters dual porosity shape factor, matrix permeability, and the permeability upscaling representative elemental volume (REV) block size are shown in Figs. 31 and 32 . Permeability upscaling and/or flow simulation were recomputed following each of these hydraulic parameter perturbations.
REV Radius. Sensitivity tests were performed for perturbations in hydraulic REV radius from 0% to +1600% of the reference value. Since an extremely small hydraulic representative elemental volume was chosen by design for the optimization tests it was not practical to test perturbations less than the reference value. As a result, the REV radius parameter perturbations presented here are one sided. The sensitivity of the objective function is dominated by the production components, with the elastic component showing no sensitivity to this hydraulic parameter. Because of the use of the simplified Oda 13 formulation for permeability upscaling the sensitivity to this parameter will depend on the degree of connectivity at the scales under consideration. The maximum REV radius tested here is roughly the same length as the average fracture.
Dual Porosity Shape Factor. The results of sensitivity tests for perturbations in dual porosity shape factor from -90% to +525% of the reference value are listed in Table 5 .6. Dual porosity shape factor is related to the assumed matrix block size. Note that the block dimension in the dual porosity shape factor need not be the same as the computational grid block size.
The results show that for dual porosity shape factor values corresponding to very small matrix block sizes the sensitivity is very low. The single point tested at dual porosity shape factor corresponding to a larger matrix block size (lower values of dual porosity shape factor) shows higher sensitivity. Figs. 31 and 32 show that, relative to the inversion target parameters, the objective function sensitivity to dual porosity shape factor is higher than the sensitivity to P32 intensity and approximately equal to the sensitivity to trend.
Matrix Permeability. Sensitivity tests for were performed for perturbations in matrix permeability from -100% to +900% of the reference value. It can be seen that the objective function is sensitive to variations in matrix permeability only at very low permeabilities. This sensitivity is highly dependent on dual porosity shape factor. Since the value of dual porosity shape factor used in the reference model corresponds to a very small matrix block size, the objective function is not sensitive to variations at high permeability levels. This is probably because variations in permeability at this level do not significantly effect the transient matrix to fracture flow response from such small matrix blocks. At very low permeabilities the effect on matrix to fracture flow may be affected, even on such small matrix blocks. As expected, the sensitivity of the objective function is dominated by the production components, with the elastic component showing no sensitivity to this hydraulic parameter. Figs. 31 and 32 show that, relative to the inversion target parameters, the objective function sensitivity to matrix permeability is higher than the sensitivity to P32 intensity and approximately equal to the sensitivity to trend.
Sensitivity to Elastic Parameters. The results of sensitivity tests for the elastic parameters fracture compliance, elastic stiffness upscaling representative elemental volume (REV) radius, and the incidence angle used for calculation of quasi-P wave velocity are shown in Figs. 33 and 34 . Elastic modeling and seismic attributes were recomputed following each of these elastic parameter perturbations.
Elastic REV Radius. Sensitivity tests were performed for perturbations in elastic REV radius from -80% to +100% of the reference value. As expected, the sensitivity of the objective function is totally dominated by the seismic component, with the production components showing no sensitivity to this elastic parameter. Figs. 33 and 34 show that, relative to the inversion target parameters, the objective function sensitivity to elastic REV radius is lower than the sensitivity to both P32 intensity and trend.
I ncidence Angle. Sensitivity tests were performed for perturbations in incidence angle used for selecting quasi-P wave velocity versus azimuth gathers from -50% to +20% of the reference value. Figs. 33 and 34 show that, relative to the inversion target parameters, the objective function sensitivity to incidence angle is lower than the sensitivity to both P32 intensity and trend. Sensitivity to incidence angle is nonlinear about the reference point.
Fracture Compliance. Sensitivity tests were performed for perturbations in fracture compliance from -67% to +67% of the reference value. Figs. 33 and 34 show that, relative to the inversion target parameters, the objective function sensitivity to incidence angle is significantly higher than the sensitivity to P32 intensity and approximately equal to the sensitivity to trend.
Sensitivity to fracture compliance is relatively linear about the reference point.
Sensitivity to Reservoir Thickness. Sensitivity tests performed for perturbations in reservoir thickness from -33% to +100% of the reference value. The results shown in Figs. 35 and 36 show that both production data and seismic velocities are dependent upon reservoir thickness. Larger vertical dimensions of the fractures effects both the permeability and the elastic moduli of the fracture system. When all other fracture parameters are held constant, an increase in fracture height will result in an increase in the permeability parallel to the fracture and a decrease in elastic stiffness of the fractured media normal to the fracture trend, lowering the quasi-P wave velocity. Therefore, permeability scaling, flow simulation, elastic modeling, and seismic velocity modeling was recomputed after each thickness change. This data shows a very strong sensitivity in the production components of the objective function, but a surprisingly low sensitivity of the elastic components of the objective function to reservoir thickness.
Key Observations. The following specific observations are made from these sensitivity tests;
The method has a very high level of sensitivity to fracture elastic compliance. Future developments in well logging, acoustic measurements, and data inversion techniques promise to provide more reliable estimates of fracture elastic properties. The method has a high level of sensitivity to reservoir thickness, which may be controlled through use of a combination of borehole measurements and seismic imaging. The method is sensitive to estimates of dual porosity shape factor, indicating a need to develop a reliable approach for derivation of the dual porosity shape factor from fracture geometric parameters. The method can be sensitive to estimates of the matrix permeability, indicating that the matrix permeability should be derived with confidence before solving for the fracture network properties.
Summary
Multiple fracture set optimiz ation;
The method successfully achieves refinement in two realistic demonstration cases, both containing two fracture sets. Model convergence with two fracture sets exhibits some oscillatory behavior, and is not as stable as was observed in the single fracture set cases reported in the authors' previous paper. Model prior weighting was a critical factor. This illustrates the importance of model preconditioning in application of the process. The need to reduce bottom hole pressure noise and uncertainty in test DO1 demonstrates the sensitivity on the method to the quality of field data observations. Variation of matrix hydraulic and elastic properties can have a significant effect on the convergence using the method.
Production data only optimiz ation; In a simple model such as that having a single fracture set, the seismic observations are not needed to achieve convergence. However, the inclusion of the seismic attribute in the objective function speeds convergence. In models having two fracture sets the seismic observations were required in order to achieve convergence.
Sensitivity;
The models studied were most sensitive to the inversion target prameters, P32 intensity and orientation (trend). These models also display high levels of sensitivity to some hydraulic, elastic, and geometric parameters, some of which may be adequately conditioned in the initial estimate through conventional data integration methods.
The success of the method will depend on the degree of model preconditioning with respect to parameters other than fracture system trend and P32 intensity.
Uniqueness;
The uniqueness of the solutions was not explored rigorously. However, some information about uniqueness may be inferred from test results.
Since the inversion technique used is a local inversion and not a global inversion, non-convergence, such as seen in the multiple fracture set cases without the seismic velocity observations in the objective function, may be an indirect indication of non-uniqueness.
Although not conclusive, non-convergence to the base case model may be the result of the inversion seeking an alternate solution minimum. Convergence of the multiple fracture set cases using the combined objective function suggests reduction of the non-uniqueness for these inversions. Plots of the azimuthally dependent quasi-P wave velocity for multiple fracture sets show that the seismic observations within one elastic computation block are averaged. As a result, the velocity observations alone are not sufficient to resolve the trend and P32 intensity of multiple fracture sets. Sensitivity test results suggest areas where model prior conditioning is critical to minimize non-uniqueness related to the assumptions imposed during application of the method.
Conclusions
Despite the relative simplicity of this optimization approach, it is felt that the method is potentially very powerful and holds the promise of serving as a template for other engineering and seismic data integration efforts. Instabilities in the inversion may be addressed using a more sophisticated optimization scheme. This new method is unique in its combined use of advanced stochastic fracture modeling, current anisotropic elastic theory, state of the art reservoir engineering methodology, and rigorous numerical optimization. Tables   Table 1 - Observation set for optimization.
Observation Number Table 2 -Test SS1 base model fracture distribution parameters. 
