Abstract
Introduction
Scene categorization and visual recognition problem analyzes and classifies the images into semantically meaningful categories. It is without doubts a difficult task in computer vision research field, because any scene/object category can be characterized by a high degree of diversity and potential ambiguities. To enhance the visual understanding, computer vision researchers have proposed many feature representation methods to describe the visual objects in different types of images [12, 18, 3] . However, it is usually not clear what the best feature descriptor to solve a given application problem is. Because different features describe different aspects of the visual characteristics, one descriptor can be better than others under certain circumstances.
How to integrate heterogeneous features is becoming a challenging as well as attractive problem nowadays. Considering different feature representations give rise to different kernel functions, the Multiple Kernel Learning (MKL) approaches [19, 9, 13] have been recently studied and employed to integrate heterogenous features or data and select multi-modal features. Particularly, [5] surveyed several MKL methods, as well as their variants using boosting method, for computer vision tasks and applied them in object classification. However, such models train a weight for each type of features, i.e., when multiple types of features are combined together, all features from the same type are weighted equally. This crucial drawback often causes the low performance.
To address the integration of the heterogeneous image features for visual recognition tasks, in this paper, we propose a novel Sparse Multimodal Learning (SMML) method by utilizing a new mixed structured sparsity norms. In our method, we concatenate all features of one image together as its feature vector and learn the weight of each feature in the classification decision functions. The main difficulty of integrating heterogeneous image features is to simultaneously consider the feature group property (e.g. GIST is good at detecting natural scenes and the GIST features should have large weights for classes related to outdoor natural scenes) and individual feature property, i.e., although a type of features are not useful to categorize certain specific classes, a small number of individual features from the same type can still be discriminative for these classes.
We propose to utilize two structured sparsity regularizers to capture both group and individual properties of different modalities (types) of features. Meanwhile the sparse weight matrix provides a natural feature selection results. Our new objective, employing the hinge loss and the two non-smooth regularizers, is highly non-smooth and difficult to solve in general. Thus, we derive a new efficient algorithm to solve it with rigorously proved global convergence. We applied our new sparse multimodal learning method to five broadly used object categorization and scene understanding image data sets for both single-label and multi-label image classification tasks. For each data set we integrate six different types of popularly used image features. In all experimental results, our new method always achieves a better object and scene categorization performance than traditional classification methods utilizing each single type descriptor and the widely used MKL based feature integration methods.
Sparse Multimodal Learning
In recent research, sparse regularizations have been widely investigated and applied into different computer vision and machine learning studies [1, 16, 11] . The sparse representations are typically achieved by imposing nonsmooth norms as regularizers in the optimization problems. Because the structured sparsity regularizers can capture the structures existing in data points and features, they are useful in discovering the underlying patterns. We will use a new joint structured sparsity regularizers to explore both group-wise and individual importance of each feature for different classes.
Joint Structured Sparsity Regularizations
In the supervised learning setting, we are given n training images {(
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is the class label vector of data point x i , where c is the number of classes.
c×n . In this paper, we write matrices as boldface uppercase letters and vectors as boldface lowercase letters. For matrix W = (w ij ), its i-th row and j-th column are denoted by w i and w j respectively. Different to MKL, we directly learn a d×c feature weight matrix W = [w
dq indicates the weights of all features from the q-th modality in the classification decision function of the p-th class. Typically we can use a convex loss function L(X, W) to measure the loss incurred by W on the training images. We choose to use the hinge loss, because the hinge loss based SVM has shown state-of-the-art performance in classifications.
Compared to MKL approaches that learn weight matrices in unsupervised way, our method will learn all weights of features using supervised learning model. Because the heterogeneous features come from different visual descriptors, we cannot only use the loss function that equivalents to assign the uniform weights to all features. The regularizer R has to be added to impose the interrelationships of modalities and features as:
where γ > 0 is a trade-off parameter and the function (a) + is defined as (a) + = max(0, a). For brevity, we denote
In heterogeneous features fusion, from multimodal viewpoint, the features of a specific modality can be more or less discriminative for specific classes. For instance, the color features substantially increases the detection of stop signs while they are almost irrelevant for finding cars in images. Thus, we propose a new group 1 -norm (G 1 -norm) as regularizer in Eq. (1), which is defined as [17] . Then Eq. (1) becomes:
Because the group 1 -norm uses 2 -norm within each modality and 1 -norm between modalities, it enforces the sparsity between different modalities, i.e., if one modality of features are not discriminative for certain tasks, the objective in Eq. (2) will assign zeros (in ideal case, usually they are very small values) to them for corresponding tasks; otherwise, their weights are large. This group 1 -norm regularizer captures the global relationships between modalities.
However, in certain cases, even if most features in one modality are not discriminative for certain visual categories, a small number of features from the same modality can still be highly discriminative. From the multi-task learning point of view, such important features should be shared by all tasks. Thus, we add one more 2,1 -norm regularizer into Eq. (2) and get the final objective as:
Because the 2,1 -norm regularizer imposes the sparsity between all features and non-sparsity between classes, the features that are discriminative for all classes will get large weights. Because of the imposed sparsity, the weights of most features are close to zeroes and only the features important to classification tasks have large weights. Thus, our SMML results automatically perform the feature selection procedure.
A New Efficient Optimization Algorithm
The objective of Eq. (3) is a highly non-smooth problem and cannot be easily solved in general. Thus, we derive a new efficient algorithm to solve this problem as summarized in Algorithm 1, whose convergence to the global optimum is guaranteed by the following theorem.
Theorem 1 In Algorithm 1, the value of the objective in Eq. (3) is monotonically decreased in each iteration.
Proof: In each iteration t, according to the Step 3 in the Algorithm 1, we have:
by which we can derive
Because it can verified that for function
holds, we can derive:
Adding Eqs. (5)- (7) in both sides, we have
Therefore, the algorithm decreases the objective value in each iteration.
Because the problem (3) is a convex problem, Algorithm 1 will converge to the global optimum. 
For each w
Algorithm 1: An efficient iterative algorithm to solve the optimization problem in Eq. (3).
Experimental Results
In this section, we experimentally evaluate the proposed Sparse Multi-Modal Learning (SMML) approach in both single-label image classification tasks and multi-label image classification tasks.
Evaluation in Single-Label Image Classification
We first evaluate the proposed approach in single-label image classification, in which each image belongs to one and only one class. We experiment with the following three benchmark single-label multi-modal image data sets, which are broadly used computer vision studies.
NUS-WIDE-Object data set 1 contains 30,000 images and 31 classes. Following [4] , we select to use a subset of 26 classes in our experiments.
Animal data set 2 contains 30457 images for 50 animals (classes).
MSRC-v1 data set 3 contains 240 images with 9 classes. Following [2] , we refine the data set to get 7 classes including tree, building, airplane, cow, face, car, bicycle, and each refined class has 30 images.
All the three data sets are described by a set of 6 different image descriptors, which are listed in Table 1 . Experimental setups. We classify the images in the above three data sets using the proposed methods by integrating the six types of image features of each of them. We compare the proposed method against several most recent multiple [20] . Besides, we also compare our method to three most recent multi-model image classification methods published in computer vision community, including Gaussian process (GP) method [7] , LPBoost-β method [5] and LPBoost-B method [5] , which have demonstrated state-of-the-art object categorization performance. In addition, we also report the classification performances by SVM on each individual type of features and a straightforward concatenation of all six types of features as baselines.
We implement three versions of the proposed method. First, we set γ 2 in Eq. (3) as 0, which only uses the G 1 -norm as regularization thereby only takes into account the structure over modalities. We denote it as "Our method (G 1 -norm only)". Second, we set γ 1 in Eq. (3) as 0 to only use 2,1 -norm regularization, which thereby select feature shared across tasks yet modality structure is not considered. We denote this degenerate version of the proposed method as "Our method ( 2,1 -norm only)". Finally, the full version of the proposed method by Eq. (3) is implemented and denoted as "Our method".
We conduct standard 5-fold cross-validation and report the average results. For each of the 5 trials, within the training data, an internal 5-fold cross-validation is performed to fine tune the parameters. The parameters of our method (γ 1 and γ 2 in Eq. (3) 
where the parameter γ is fine tuned in the same range used as our method. We implement the compared MKL methods using the codes published by [20] . Following [20] , in LSSVM ∞ and 2 methods, the regularization parameter λ is estimated jointly as the kernel coefficient of an identity matrix; in LSSVM 1 method, λ is set to 1; in all other SVM approaches, the C parameter of the box constraint is fine tuned in the same range as γ. For LPBoost-β and LPBoost-B methods, we use the codes published by the authors 4 . We Experimental results. Because we are concerned with single-label image classification, we employ the most widely used classification accuracy to assess the classification performance. The results of all compared methods in the three image classification tasks are reported in Table 2 .
A first glance at the results shows that our methods generally outperform all other compared methods, which demonstrate the effectiveness of our methods in single-label image classification.
In addition, the methods using multiple data sources are significantly better than SVM using one single type of data. This confirms the usefulness of data integration in image classification.
Moreover, the results that our methods are always better than the MKL methods and boosting enhanced MKL methods is consistent with the previous theoretical analysis in that, although both of them take advantage of the information from multiple different sources, our method not only assigns proper weight to each type of features, but also rewards the relevances of the individual features inside a give feature type. In contrast, the MKL methods and boosting enhanced MKL methods only address the former while not being able to take into account the latter.
Finally, the performances of the full version of the proposed method is consistently better than those of its two degenerate versions, which demonstrate that both taskspecific modality selection and across-task feature selection are necessary in image categorization, no one less.
Evaluation in Multi-Label Image Classification
Now we evaluate the proposed method in multi-label image classification, in which each image can be associated with more than one class label. We evaluate the proposed approach on the following two benchmark multi-label image data for image annotation tasks.
TRECVID 2005 6 data set contains 61901 images and labeled with 39 concepts (labels). As in most previous works [15] , we randomly sample the data such that each concept has at least 100 images.
MSRC-v2 7 data set is an extension of MSRC-v1 data set, which has 591 images annotated by 22 classes.
Same as the MSRC-v1 data set, we extract six types of image features for these two data sets as detailed in the last column of Table 1 following [2] . Experimental setups. We still implement the three versions of our method and compare them against the MKL methods used in the above experiments with the same settings. For our method and MKL methods, we conduct classification for every class individually. For each class, we consider it as a binary classification task by using onevs.-others strategy. For the classification on each individual data type and the simple mixture of all types of features, instead of using SVM as in the previous subsection for single-label data, we use multi-label k-Nearest Neighbor (Mk-NN) [21] method to classify the images, which is a broadly used multi-label classification method. In addition, we also implement two most recent multi-label classification methods including multi-label correlated Green's function (MCGF) [15] method and Multi-Label Least Square (MLLS) [6] method. However, these two methods are designed for data with single type of features, therefore we use the concatenation of all types of features as their input. We implement the two multi-label classification methods using the codes published by the authors.
The conventional classification performance metrics in statistical learning, precision and F1 score, are used to evaluate the compared methods. For every class, the precision and F1 score are computed following the standard definition for a binary classification problem. To address the multilabel scenario, following [10] , macro average and micro average of precision and F1 score are computed to assess the overall performance across multiple labels. and MSRC-v2 data set are reported in Table 3 . From the results, we can see that our method still performs the best on the both data sets. Besides, MKL methods using multiple types of features are generally better than the methods using single type of features. Although Mk-NN, MCGF and MLLS methods are designed for multi-label data, they can only work with one type of features. When using the feature concatenation as input, they assume all types of features as homogenous with no distinction, which, however, is not true in both our experiments as well as most real world applications. Although our method and MKL methods do not purposely address the multi-label settings, we still achieve better performance due to properly making use of the available information from various types of features. By further checking the detailed labeling results, we notice that many images can only be correctly annotated by our method, some of which are shown in Figure 1 . The bolded and underlined labels can only be correctly predict by our method, but not the other compared methods. All these observations, again, confirm the effectiveness of the proposed approach in feature integration for multi-label image classification tasks.
Conclusions
We proposed a novel Sparse Multimodal Learning method to integrate different types of visual features for scene and object classifications. Instead of learning one parameter for all features from one modality as in multiple kernel learning, our method learned the parameters for each feature on different classes via the joint structured sparsity regularizations. Our new combined convex regularizations consider the importance of both feature modality and individual feature. The natural property of sparse regularization automatically identifies the important visual features for different visual recognition tasks. We derived an effi- cient optimization algorithm to solve our non-smooth objective and provided a rigorous proof on its global convergence. Extensive experiments have been performed on both single-label and multi-label image categorization tasks, our approach outperforms other related methods in all benchmark data sets.
