In Brief
In the current study, Takahashi et al. show that prior cocaine use causes lasting changes in dopaminergic errors, consistent with diminished predictive input. These changes may play a role in long-term sequellae of drug use, such as relapse, which define addiction.
INTRODUCTION
Addiction is a disorder characterized by a loss of control over behavior (American Psychiatric Association, 2013) . While this may involve an overwhelming desire or even need for drug Le Moal, 2001, 2005; Robbins and Everitt, 1999; Berridge, 2003, 2008) , it may also reflect changes in how the brain processes information about normal or non-drug consequences (Jentsch and Taylor, 1999; Lucantonio et al., 2014a) . Addicts are clearly less sensitive to such outcomes, whether punishing and rewarding. On the ground, this reduced sensitivity is evident both in ongoing drug seeking and in devastating long-term phenomena such as relapse (American Psychiatric Association, 2013); in each case, drug is (by definition) chosen in the face of significant negative outcomes or in lieu of more positive outcomes. Experimentally, addiction is associated with changes in the value functions for rewards and punishments (Ersche et al., 2016; Goldstein et al., 2007b; Konova et al., 2012; Parvaz et al., 2012) , changes linked to reduced insight and dysfunction of prefrontal circuits critical for evaluating consequences on-the-fly to guide behavior, especially the orbitofrontal cortex and striatum (Goldstein et al., 2007a (Goldstein et al., , 2009 Jentsch and Taylor, 1999; Lucantonio et al., 2012; Moeller et al., 2012; Schoenbaum and Shaham, 2008; Volkow and Fowler, 2000) . Interestingly, many of these deficits could be explained by changes in learning mechanisms, speculation supported by work in animal models, which isolate deficits in learning when predictions about outcomes are violated (Lucantonio et al., 2014b (Lucantonio et al., , 2015 Wied et al., 2013) .
While not ruling out pre-existing deficits in these or other neural systems, extensive work in animal models has shown that deficits in using information about non-drug outcomes, both punishing and rewarding, can be caused by addictive drugs Calu et al., 2007; Chen et al., 2013; George et al., 2008; Groman et al., 2018; Jentsch et al., 2002; Lucantonio et al., 2014b Lucantonio et al., , 2015 Mendez et al., 2010; Nelson and Killcross, 2006; Roesch et al., 2007b; Schoenbaum and Setlow, 2005; Wied et al., 2013; Wyvell and Berridge, 2001) . Notably, these drug-induced deficits are observed after relatively limited drug exposure and are not restricted to a subset of animals, suggesting that declines in processing in these systems do not operate alone but are instead a key early change that could lay the foundation for subsequent progression to addiction. Further, the effects are long lasting, persisting weeks or months after cessation of drug use in short-lived rodents. Thus, they may be particularly relevant to long-term clinical problems such as relapse.
A key brain region involved in learning when predictions about outcomes are violated is the ventral tegmental area (VTA) and the dopamine neurons that reside therein (Langdon et al., 2018; Schultz, 2016; Schultz et al., 1997) . Transient changes in the firing of these neurons correlate with errors in the prediction of rewarding (Cohen et al., 2012; D'Ardenne et al., 2008; Hollerman and Schultz, 1998; Mirenowicz and Schultz, 1994; Pan et al., 2005; Roesch et al., 2007a; Sadacca et al., 2016; Waelti et al., 2001) and punishing outcomes (Joshua et al., 2008; Matsumoto et al., 2016; Matsumoto and Hikosaka, 2009; Oleson et al., 2012) as well as value-neutral, informational events (Bromberg-Martin and Hikosaka, 2009; Horvitz, 2000; Horvitz et al., 1997; Howard and Kahnt, 2018; Takahashi et al., 2017; Tobler et al., 2003) . These theoretically important teaching signals are thought to be important for a broad array of learned behaviors (Rescorla and Wagner, 1972; Sutton and Barto, 1981) , and optogenetic advances have allowed this proposal to be directly confirmed for several specific exemplars (Chang et al., 2016 Keiflin et al., 2017; Sharpe et al., 2017; Steinberg et al., 2013) . These include settings in which learning is impaired by addictive drugs, cited above. Contrary to ideas that these teaching signals may be directly enhanced in addiction (Redish, 2004) , these results suggest they are, in fact, degraded, either as a result of primary effects on integration of information in VTA or secondary effects on how neural systems upstream represent expected outcomes (Borgland et al., 2004; Burton et al., 2017 Burton et al., , 2018 Lucantonio et al., 2014b; Stalnaker et al., 2006; Takahashi et al., 2007 Takahashi et al., , 2008 Ungless et al., 2001) . Indeed, several groups have shown changes in error-related negativity in prefrontal regions or bloodoxygen-level-dependent (BOLD) response in striatal areas in addicts (Baker et al., 2011; Park et al., 2010; Parvaz et al., 2015; Tanabe et al., 2013) , measures thought to reflect dopaminergic error signaling.
Here, we directly tested whether a short course of cocaine self-administration, previously shown to alter outcome-guided behavior and learning (Lucantonio et al., 2014b (Lucantonio et al., , 2015 Roesch et al., 2007b; Wied et al., 2013) , affects signaling of reward prediction errors by midbrain dopamine neurons. Rats were trained to self-administer cocaine and then, after at least a month of forced abstinence, single-unit activity was recorded from VTA dopamine neurons in response to positive and negative reward prediction errors induced by changes in the number or timing of an expected reward, using a task in which we have shown initial learning to be affected by cocaine self-administration (Roesch et al., 2007b) . Compared to dopamine neurons recorded in the sucrose-trained or naive controls, those in cocaine-experienced rats failed to signal negative prediction errors in response to reward omission, showed diminished signaling of positive prediction errors in response to unexpected rewards, and failed to fire differentially to reward-predictive cues. These results resemble changes in dopaminergic error signals observed after lesions to orbitofrontal and ventral striatal regions directly upstream (Jo and Mizumori, 2016; Takahashi et al., 2011 Takahashi et al., , 2016 , consistent with evidence that drug-experience affects processing of outcomes in these regions (Lucantonio et al., 2014b; Stalnaker et al., 2006; Takahashi et al., 2007 Takahashi et al., , 2008 . These data add to evidence that early experience with addictive drugs has profound effects on neural circuits that process outcomes and provide direct evidence for how these changes may impact basic associative learning mechanisms.
RESULTS
Prior to recording, rats in both the experimental (n = 9) and control (n = 8) groups were shaped to perform an odor-guided choice task used previously to characterize signaling of reward prediction errors by VTA dopamine neurons (Roesch et al., 2007a; Takahashi et al., 2011 Takahashi et al., , 2016 . Subsequently, rats in the experimental group were trained to self-administer cocaine on an FR1 schedule; sessions lasted 3 hr per day for 14 days. For comparison, some rats in the control group (n = 3 of 8) were trained to self-administer sucrose using identical procedures ( Figures 1A and 1B , see caption for statistics).
After 14 days of self-administration, each rat had a drivable recording electrode implanted in the VTA and, approximately 3 weeks later, we began recording single-unit activity in VTA in this task. During recording, the rats sampled one of three different odor cues at a central port on each trial and then responded at one of two adjacent fluid wells (Figure 2A ). One odor signaled the availability of reward only in the left well (forced left), a second odor signaled the availability of reward only in the right well (forced right), and a third odor signaled that reward was available at either well (free choice). To induce errors in reward prediction, we manipulated either the timing or the number of rewards delivered in each well across 5 blocks of trials ( Figure 2B ). Positive prediction errors were induced by making a previously delayed reward immediate (blue arrows in Figure 2B, 2 and 4 bg ) or by increasing the number of rewards (yellow arrows in Figure 2B , 4 bg and 5 bg ), whereas negative prediction errors were induced by delaying a previously immediate reward (red arrows in Figure 2B , 2 lo and 3 lo ) or by decreasing the number of rewards (green arrow in Figure 2B , 5 sm ). Figure 2I ). On forced-choice trials, they responded more accurately (timing blocks, t test, t 97 = 11.7, p < 0.01, Figure 2D ; number blocks, t 97 = 9.28, p < 0.01, Figure 2G ), with more early unpokes from odor port (timing blocks, t test, t 97 = 3.02, p < 0.01, Figure 2E ; number blocks, t 97 = 2.04, p < 0.05, Figure 2K ) and shorter reaction times to leave odor port (timing blocks, t test, t 97 = 4.23, p < 0.01, Figure 2F ; number blocks, t 97 = 4.44, p < 0.01, Figure 2L) and move from the odor port to the fluid well (timing blocks, t test, t 97 = 3.02, p < 0.01, Figure 2G ; number blocks, At the start of each recording session, one well was randomly designated as short (a 0.5 s delay before reward) and the other, long (a 1-7 s delay before reward) (block 1). In the second and third blocks of trials, these contingencies were switched. In block 4, the delay was held constant while the number of rewards was manipulated; one well was designated as big reward in which two additional boli of reward were delivered (big reward), and a single bolus of reward was delivered in the other well (small reward). In block 5, these contingencies were switched again. Blue arrows, unexpected short reward; red arrows, short reward omission; yellow arrows, unexpected big reward; green arrow, big reward omission. (C and I) Choice behavior in last 3 trials before the switch and first 10 and last 10 trials after the switch from high-valued outcome to a low-valued outcome in timing (C) and number blocks (I). Inset bar graphs show average percentage choice for high-valued (black) and low-valued (white) outcomes across all free-choice trials. Ctrl, control rats; Cocaine, cocaine-treated rats. t 97 = 3.93, p < 0.01, Figure 2M ) when either the earlier or larger reward was at stake. There was no effect of sucrose training on behavior during recording (ANOVAs comparing behavior of sucrose and naive rats: F values < 3.3, p values > 0.08) or on the error correlates of the neurons recorded in the controls (see Figure S2 , related to Figure 5 ), so they were treated as a single group in the subsequent neural analyses. Rats in cocaine group showed similar changes in behavior (percent choice in timing blocks, t test, t 146 = 19.2, Figure 2C , p < 0.01; in number blocks, t 146 = 15.4, p < 0.01, Figure 2I ; percent correct in timing blocks, t 146 = 9.42, p < 0.01, Figure 2D ; in number blocks, t 146 = 9.27, p < 0.01, Figure 2J ; percent early unpokes in timing blocks, t 146 = 5.64, p < 0.01, Figure 2E ; in number blocks, t 146 = 6.32, p < 0.01, Figure 2K : reaction time leaving odor port in timing blocks, t 146 = 7.58, p < 0.01, Figure 2F ; in number blocks, t 146 = 9.23, p < 0.01, Figure 2L Figure 2M ). Three-factor ANOVAs (group 3 manipulation 3 value) on the data from each behavioral measure revealed no significant effects involving group except in three places. The first was in the analysis of percent correct on forced-choice trials ( Figure 2D versus 2J), where we found a significant group 3 value interaction (F 1,243 = 5.12, p < 0.05). This appeared to reflect modestly better accuracy in the cocaine rats on low-value trials; note the specificity of this effect to low-value trials may simply be due to the ceiling on performance on high-value trials. The second place we found an effect was in the analysis of early unpokes from the odor port ( Figure 2E versus 2K, which revealed a significant main effect of group (F 1,243 = 33.3, p < 0.01). This appeared to reflect somewhat increased impulsivity in the cocaine rats, such that they left the odor port early (before odor) a bit more often than controls. The third was in the analysis of the reaction time ( Figure 2G versus 2M), where we found a significant main effect of group (F 1,243 = 13.6, p < 0.01). This reflected modestly slower response times from the odor port to the fluid well in the cocaine rats. In each case, the differences in behavior were minimal and did not involve time periods used for subsequent neural analyses.
Cocaine Self-Administration

Cocaine Self-Administration Did Not Affect the Prevalence, Features, and Baseline Activity of Putative Dopamine Neurons
We identified putative dopamine neurons by means of a waveform analysis similar to that typically used to identity dopamine neurons in primate studies (Bromberg-Martin et al., 2010; Fiorillo et al., 2008; Hollerman and Schultz, 1998; Kobayashi and Schultz, 2008; Matsumoto and Hikosaka, 2009; Mirenowicz and Schultz, 1994; Morris et al., 2006; Waelti et al., 2001) . This analysis isolates neurons in rat VTA whose firing is sensitive to intravenous infusion of apomorphine or quinpirole (Jo et al., 2013; Roesch et al., 2007a) . Neurons identified in this manner are also selectively eliminated by expression of a Casp3 neurotoxin in TH+ neurons in VTA (by infusion of AAV1-Flex-TaCasp3-TEVp into TH-Cre transgenic rats; (Takahashi et al., 2017) .
This approach identified as putatively dopaminergic 58 of 320 and 85 of 492 VTA neurons recorded in control and cocaine treated rats, respectively ( Figures 3A and 3B ). These proportions did not differ between groups (chi-square = 0.10, p = 0.76), and there were no apparent effects of cocaine on the waveform characteristics of the putative dopamine neurons ( Figure 3C , t test; p values > 0.20). Of these, 42 neurons in controls and 55 in cocaine rats increased firing in response to reward. The average baseline activity was similar in the two groups, both for these reward-responsive dopamine neurons as well as for the remaining dopamine neurons that were not responsive to reward ( Figure 3D , control versus cocaine, t test; reward-responsive dopamine neurons, t 95 = À0.74, p = 0.46; reward nonresponsive dopamine neurons, t 44 = À0.64, p = 0.52). Of note, neurons categorized as non-dopaminergic did show significantly higher baseline firing rates in the cocaine-treated rats (t test; t 667 = 3.05, p = 0.002); however, their activity did not differ in response to prediction errors in the trials (see Figure S1 for analyses of non-dopamine neurons, related to Figure 5 ).
Cocaine Self-Administration Disrupted Value-Based Error Signaling at the Time of Reward As in prior studies (Roesch et al., 2007a; Takahashi et al., 2011 Takahashi et al., , 2016 , prediction error signaling was largely restricted to rewardresponsive putative dopamine neurons (see Figure S1 for analysis of non-dopamine neurons, rlated to Figure 5 ). As shown in raster examples in Figure 4 , the activity of these neurons in control rats increased in response to an unexpected reward and decreased in response to omission of an expected reward, in both timing (Figures 4A and 4E) and number (Figures 4C and 4G) blocks. As a population, these neurons also showed changes in firing when an unexpected reward was delivered (Figures 5A and 5B) or an expected reward was omitted (Figures 5E and 5F) in both timing and size blocks. To quantify these changes in firing, we computed difference scores for each neuron comparing the average firing at the beginning versus the end of the blocks at the time of reward delivery or omission. In timing blocks, the distribution was shifted above zero when delayed reward became immediate (left in Figure 5I ) and below zero when immediate reward was delayed (right in Figure 5I ). In number blocks, the distribution was shifted above zero when an additional second reward was delivered (left in Figure 5J ) and below zero when the second reward was omitted (right in Figure 5J ). In each case, the changes in firing were maximal at the start of the block, diminishing with learning as the block proceeded ( Figures  5M and 5N , ANOVAs, F values > 4.30, p values < 0.05). Prior cocaine exposure disrupted these iconic error correlates. In the timing blocks, reward-responsive dopamine neurons recorded in rats in the cocaine group failed to show changes in firing when a delayed reward was made immediate (Figures 4B and 5C) or when an immediate reward was delayed ( Figures  4D and 5G ). In the number blocks, these neurons increased firing when an additional drop of reward was delivered ( Figures 4F and  5D ), although the phasic increase in firing was somewhat more muted and less well timed, compared to that observed in controls ( Figures 5D versus 5B ). In addition, these neurons did not show reduced firing when these additional drops were omitted ( Figures 4H and 5H) . These effects were again quantified by computing difference scores in response to changes in reward in the timing ( Figure 5K ) and number blocks ( Figure 5L ). The distribution of these scores was above zero when a new drop was delivered in the number blocks ( Figure 5L , left); however, it was unaffected by omission of these additional drops (Figure 5L, right) or by changes in reward timing ( Figure 5K ). In the case of additional drops in the number blocks, the firing was maximal initially and declined across the block, as in controls ( Figure 5P , black line; F 1,54 = 7.64, p < 0.01); however, activity did not change significantly across the block in response to the other manipulations ( Figures 5P and 5O , F values > 0.50, p values > 0.05).
ANOVAs comparing data between the two groups revealed significant group interactions for timing blocks ( Figure 5M versus 5O; group 3 reward/omission 3 trial; F 19,1805 = 1.99, p < 0.01). Accordingly, the distributions of the difference scores quantifying the firing changes in these blocks were significantly different between the two groups (histograms, Figure 5I versus 5K; Wilcoxon rank-sum test; p values < 0.05), reflecting the fact that dopamine neurons recorded in controls changed firing in response to changes in reward timing, whereas those recorded in cocaine-experienced rats did not. On the other hand, ANOVAs comparing data from the number blocks revealed no significant group interactions ( Figure 5N versus 5P ; group 3 reward/omission 3 trial; F 19,1805 = 0.86, p = 0.64). Post hoc analyses showed a significant interaction between group and firing on early versus late trials in response to reward omission (F 1,95 = 7.79, p < 0.01), but not to the addition of an unexpected reward (F 1,95 = 0.74, p = 0.39). Consistent with this analysis, the distributions of the difference scores ( Figures 5J  and 5L) were also significantly different for reward omission (Wilcoxon rank-sum test; p < 0.05) but not reward addition (p = 0.96). Together, these analyses show that putative dopamine neurons in rats with prior cocaine exposure responded differently to changes in the timing of reward as well as omission of an expected reward.
Cocaine Self-Administration Diminished the Influence of Learned Expectations on Value-Based Error Signaling at the Time of Reward Although the pattern of effects described above appears complex, much of it may be parsimoniously interpreted as resulting from a loss of input regarding the expected rewards. That is, the dopamine neurons in the cocaine-experienced rats appear to be not receiving or appropriately processing the learned expectations about reward that normally influence the firing of these neurons, evident in controls in this experiment and in many other studies. This is most easily seen in the complete Trial number lack of any effect of reward omission on the firing of the neurons in cocaine-experienced rats in both the timing and number blocks. The effect of reward omission depends entirely on the receipt of information that reward is to be expected at a particular time. If the neurons were not receiving this information, they would fail to properly register reward omission. Diminished influence of learned expectations was also apparent in other aspects of the results. For example, dopamine neurons in the cocaine group fired similarly to immediate reward early versus later in the block (Figures 5C and 5K ). While this could be interpreted as a failure to signal the prediction error that occurs at the beginning of the block, the actual firing of these neurons appears to be higher at the end of the block than it is in controls (blue lines, Figure 5C versus 5A). This suggests that cocaine may prevent the normal decline in firing that occurs with learning across blocks. To investigate this possibility, we compared firing to immediate reward during timing blocks, when it is temporally unstable on one of the two sides in each block, to that on number blocks, when it is always delivered consistently at the same time relative to well entry. We used the average firing in response to this more temporally stable reward in block 4 to normalize the firing of the dopamine neurons to the immediate reward in the timing blocks. This analysis revealed that, while firing in controls declined from an initial maximum almost all the way down to the level of the stable reward delivery by the end of the timing blocks (black line in Figure 6A , ANOVA, F 1,41 = 22.6, p < 0.01), activity in cocaine-experienced rats did not decline significantly in the timing blocks and thus failed to reach the level of stable reward delivery by the end of the block (gray line in Figure 6A , ANOVA, F 1,54 = 3.73, p > 0.05). This suggests that the firing of these neurons was not influenced as strongly by learned expectations developed across the timing blocks. A direct comparison between groups revealed a significant interaction between group and learning (ANOVA, F 1,95 = 4.42, p < 0.05).
Similarly, subtle effects were also evident in the number blocks. On the final trial block, dopamine neurons in controls showed increased firing to the unexpected second and third drops, but not to the first drop ( Figure 5B ), which would have been fully expected based on its delivery throughout the previous block. By contrast, dopamine neurons in cocaine-experienced rats fired slightly more to the first drop on early versus late trials in this block ( Figure 5D ), an effect that is again consistent with a reduced influence of learned expectations about reward delivery. To quantify this, we again normalized the firing to each drop of the big reward by the average firing to the fully expected single drop in block 4. The result confirmed that the firing of the dopamine neurons in the cocaine group was significantly higher than in controls to the first, but not the second and third, drops ( Figure 6B , 1 st drop ANOVA, F 1,95 = 5.58, p < 0.05; 2 nd and 3 rd drop ANOVAs, F values < 1.14, p values > 0.29).
Finally, cocaine also appeared to reduce the temporal specificity of the positive prediction error signal elicited by the unexpected additional drops of reward in the number blocks ( Figure 5D ). Again, this effect could be attributed to a loss of information about when reward should be expected. To quantify this, we subdivided the 1,500 ms period of reward after the first bolus into peak epochs, 100-400 ms after delivery of each bolus, and gap epochs, consisting of all the time in between. In the peak epochs, dopamine neurons in the two groups showed similar average activity ( Figure 6C , ANOVA, F 1,95 = 0.12, p > 0.05), whereas, in the gap epochs, dopamine neurons in the cocaine group showed significantly higher average firing ( Figure 6C , ANOVA, F 1,95 = 4.02, p < 0.05). A two-way ANOVA comparing group and epoch revealed a significant interaction ( Figure 6C , ANOVA, F 1,95 = 5.70, p < 0.05).
Cocaine Self-Administration Diminished the Influence of Learned Expectations on Value-Based Error Signaling at the Time of the Cues
Prediction error signaling was also evident in control rats in response to the presentation of the odor cues that predicted differently valued rewards, with dopamine neurons firing more to the cue predicting the higher valued reward at the end of blocks in both timing ( Figure 7A ) and size ( Figure 7B and cocaine (white) rats to an unexpected short reward on early and late trials. Activity was normalized by subtracting average firing to an expected small reward in block 4. An ANOVA revealed a significant effect of learning (F 1,41 = 22.6, p < 0.01) in control rats, but not in cocaine rats (F 1,54 = 3.73, p > 0.05). A direct comparison between groups revealed a significant main interaction between group and learning (F 1,95 = 4.42, p < 0.05). F5, first 5 trials; L5, last 5 trials. (B) Average normalized firing of reward-responsive dopamine neurons in control (black) and cocaine (white) rats to each bolus of big reward. Activity was normalized by subtracting average firing to an expected small reward in block 4. Firing of dopamine neurons to the first bolus of big reward in the cocaine group was significantly higher than that in the control group (ANOVA, F 1,95 = 5.58, p < 0.05). There were no differences between control and cocaine group in firing to second and third boli of big reward (F values < 1.14, p values > 0.29). 1 st , 1 st bolus; 2 nd , 2 nd bolus; 3 rd , 3 rd bolus of big reward. (C) Average normalized firing of reward-responsive dopamine neurons in control (black) and cocaine (white) rats during peak and gap periods of big reward epoch. Activity was normalized by subtracting average baseline firing. Peak epochs consisted of 100-400 ms after each bolus delivery, whereas gap epochs consisted of the 100 ms before and after each peak epoch. Dopamine neurons in cocaine rats showed significantly higher firing than those in control rats in gap epochs (ANOVA, F 1,95 = 4.02 p < 0.05) whereas there was no difference in peak epochs (F 1,95 = 0.12 p > 0.05). A two-way ANOVA comparing group and epoch (peak/gap) revealed a significant main interaction between group and epoch (F 1,95 = 5.70 p < 0.05). Pk, peak epoch; Gp, gap epoch. Both forced-and free-choice trials were included for the analysis shown in this figure. expectations, as it was not observed at the beginning of blocks but developed across blocks ( Figures 7E and 7F ). Since there was no difference between timing/number manipulations in both control and cocaine groups (ANOVA, F values < 1.39, p values > 0.12), we collapsed data from timing and number blocks in subsequent analyses. An ANOVA comparing firing to the high-and low-value cues on the first and last 10 trials revealed a significant interaction between value and trials (F 19,1577 = 2.83, p < 0.01), and difference scores comparing each neuron's firing to the high-versus low-value cues early versus late were significantly above zero ( Figure 7B ). Dopamine neurons recorded in the cocaine-experienced rats did not show this learning effect; instead, their firing was largely insensitive to the acquired predictive value of the cues (Figures 7C and 7D ). An ANOVA comparing average firing on first and last 10 trials revealed no significant interaction between value and trial (Figure 7C; F 19,2071 = 0.99, p > 0.05), and difference scores comparing each neuron's firing to the high-versus low-value cues early versus late were distributed around zero ( Figure 7D ). Direct comparison of data from the two groups (3-factor ANOVA) indicated a significant interaction (group 3 value 3 trial; F 19,3648 = 1.73, p < 0.05).
DISCUSSION
Here, we tested whether prior use of cocaine would affect expectancy-related changes in the signaling of reward prediction errors by VTA dopamine neurons. This hypothesis was suggested by direct evidence in animal models that such experience reduces outcome signaling in prefrontal (Chen et al., 2013; Lucantonio et al., 2014b; Stalnaker et al., 2006) and striatal regions (Burton et al., 2017 (Burton et al., , 2018 Takahashi et al., 2007) , areas known to provide critical input to VTA dopamine neurons regarding expected outcomes (Jo et al., 2013; Jo and Mizumori, 2016; Takahashi et al., 2011 Takahashi et al., , 2016 . Reduced outcome signaling is associated with behavioral deficits, including changes in learning in response to unexpected outcomes (Lucantonio et al., 2014b) , suggesting a loss of error signaling downstream. Consistent with this prediction, we found self-administration of cocaine was associated with changes in error signaling in VTA dopamine neurons when compared to similar neurons recorded in controls, including after sucrose self-administration. Specifically, dopamine neurons recorded in rats experienced with cocaine failed to suppress firing on omission of an expected reward and exhibited lower amplitude and imprecisely timed increases in firing on delivery of an unexpected reward. Learning also appeared to have less of an effect on reward-evoked firing in the cocaineexperienced rats. This was evident the response of these neurons to the immediate reward in the timing blocks, which remained abnormally high at the end of the block, and to the first reward in the number blocks, which was abnormally high initially, changes that in each case suggest a reduced influence of learned expectations of reward (notably despite normal behavior in this well-learned setting). In addition, these neurons also failed to show normal changes in firing to the differently valued cues with learning, again changes that are founded in the influence of learned expectations. Overall, the effects of cocaine are consistent with reduced fidelity of input regarding the expected outcomes, such as their size, timing, and overall value. Such reductions may be related to changes previously shown in upstream regions after use of cocaine and other addictive drugs. Although correlative reports suggest that dopamine neurons receive somewhat redundant information from multiple sources regarding expected and actual outcomes and even prediction errors themselves (Matsumoto and Hikosaka, 2007; Tian et al., 2016) , causal studies show loss of input from prefrontal areas and ventral striatum has marked and very specific effects on the error signaling, consistent with a loss of information necessary for shaping the predictions underlying the dopaminergic reward prediction errors (Jo et al., 2013; Jo and Mizumori, 2016; Takahashi et al., 2011 Takahashi et al., , 2016 . For example, in this exact task, we found that dopamine neurons in orbitofrontal-lesioned rats responded less to unexpected reward, did not respond at all to reward omission, and also showed less of an influence of learning both at the time of reward and in response to rewardpredictive cues. These effects are remarkably similar to what we have reported here. The similarity to the effect of orbitofrontal and to a lesser extent striatal lesions is consistent with the effects of psychostimulants (and possibly opiates) on processing in these areas. As cited earlier, a large body of literature shows that use of psychostimulants in animal models causes behavioral deficits that resemble those caused by striatal and prefrontal, particularly orbitofrontal, damage. We have linked impaired behavior and learning to a specific loss of outcome-related signaling in orbitofrontal and ventral striatal neurons after cocaine use. The results here are consistent with what a loss of outcome-related signaling in upstream areas might be expected to produce. Without minimizing the potential importance of drug-induced changes in other areas including the midbrain itself (Argilli et al., 2008; Borgland et al., 2004; Ungless et al., 2001) , this raises the possibility that altered dopaminergic error signaling may result from the effects on of drug use on these upstream areas.
Is this relevant to addiction? As noted above, there is good evidence that addicts have very similar behavioral and learning deficits. In addition, several groups have reported reductions in secondary measures thought to reflect dopaminergic prediction errors in addicts (Baker et al., 2011; Park et al., 2010; Parvaz et al., 2015; Tanabe et al., 2013) . Although dopamine neurons are not the only error signaling mechanism in the brain that might be affected to alter these measures (Asaad and Eskandar, 2011; Bryden et al., 2011; Hyman et al., 2017; Matsumoto and Hikosaka, 2007; , the current data directly implicate changes in dopaminergic error signaling. Adding to the potential relevance of these results are reports of diminished dopamine efflux in striatum in rats engaged in cocaine-seeking (Willuhn et al., 2014) . This reduction may be related to the diminished signaling observed here, reflecting perhaps a decoupling of the expectation of the drug high from the drug-seeking behavior. Notably, the reduction was most marked in rats who escalated their drug intake, suggesting that reduced phasic dopamine function at least in striatum may be a particularly important marker for progression to addiction.
However, the effects demonstrated here would presumably have other far reaching consequences, since they occurred independent of and in subjects long removed from drug taking.
The changes in error signaling demonstrated here and the altered processing in other regions are neither short lived nor restricted to learning about drugs or drug-associated cues. As a result, their impact would be felt long term and widely, altering the ability of addicts to behave and learn normally in their daily lives. Critically. the ultimate effects on behavior could be complex, even if one considers only simple situations involving learning to maximize utility or value. For example, while the changes shown here would impair learning on reward omission, they might be expected to enhance learning in response to unexpected rewards and to lead to inappropriate learning about lowversus high-value reward predictors. Indeed, we have observed such effects, if subtle, during initial learning in the same task used here (Roesch et al., 2007b) . This complexity-and its impact-only increases if one considers the emerging evidence that dopaminergic errors contribute to value-neutral associative learning (Langdon et al., 2018) . Though generally one would expect suboptimal and abnormal choices, the exact behavioral results might be quite variable in uncontrolled settings.
Another interesting future question is whether the altered signaling might be restricted to dopaminergic subpopulations with specific downstream targets. While current dogma holds that dopaminergic error signals are broadcast widely and homogenously, emerging data has begun to contradict this account. And even if the signal in normal subjects is homogeneous, drug-induced changes evident here might be more pronounced in projections to some target regions than in projections to others. Such anatomical specificity would be an important piece of the puzzle of addiction.
Notably, these changes may be amenable to therapeutic intervention. In animal models, the hypoexcitability that seems to underlie changes in prefrontal information processing can be reversed by activating prefrontal networks (Chen et al., 2013; Lucantonio et al., 2014b) ; these manipulations reduce compulsive cocaine seeking and recover normal learning, suggesting that prefrontal manipulations both change behavior directly relevant to drug-seeking and impact the changes in error signals to non-drug outcomes shown here. Attempts to leverage this clinically, using transcranial magnetic stimulation, have met with success (Terraneo et al., 2016) . Alternatively, it may also be possible to compensate for the changes in dopamine function in a more limited way, using pharmacologic agents. Levodopa (L-DOPA) given to rats was sufficient to reduce escalation in the aforementioned study associating reduced dopamine with drug seeking (Willuhn et al., 2014) , and such tonic treatments have been reported to specifically affect learning dependent on phasic dopamine signaling (Rutledge et al., 2009; Wunderlich et al., 2012) . Indeed, dopaminergic agents have shown promise in combination with contingency management as a way to treat addiction (Schmitz et al., 2010; Schmitz et al., 2008) .
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: 
EXPERIMENTAL MODEL AND SUBJECT DETAILS
Seventeen male Long-Evans rats (Charles River Labs, Wilmington, MA), aged approximately 3 months at the start of the experiment, were used in this study. Rats were tested at the NIDA-IRP in accordance with NIH guidelines determined by the Animal Care and Use Committee.
METHOD DETAILS
Surgical procedures
All surgical procedures adhered to guidelines for aseptic technique. For implantation of chronically indwelling intravenous catheters to allow intravenous self-administration of cocaine, rats were anaesthetized with ketamine (100 mg/ kg, i.p., Sigma) and xylazine (10 mg/kg, i.p., Sigma), and a silastic catheter was inserted into the right jugular vein and passed subcutaneously to the back, where it was attached to a modified 22-gauge cannula (Plastics One) and fixed to the rat's back with sutures. Carprofen (0.1 mg/kg, s.c., Pfizer) was given after surgery as an analgesic. Rats recovered for 7-10 days before starting behavioral testing. During recovery and self-administration training, catheters were flushed every day with sterile 0.9% saline + Gentamicin (0.08 mg/mL, BioSource International). For implantation of recording electrodes, rats were anaesthetized with isoflurane and underwent stereotaxic surgery to implant a drivable bundle of eight 25-um diameter FeNiCr wires (Stablohm 675, California Fine Wire, Grover Beach, CA) dorsal to VTA in the left or right hemisphere at 5.3 mm posterior to bregma, 0.7 mm laterally, and 7.5 mm ventral to the brain surface at an angle of 5 toward the midline from vertical. Prior to insertion, wires were cut with surgical scissors to extend $2.0 mm beyond the cannula and electroplated with platinum (H 2 PtCl 6 , Aldrich, Milwaukee, WI) to an impedance of 500$900 kOhms. Cephalexin (15 mg/kg p.o.) was administered twice daily for two weeks post-operatively
Histology
After the recording experiment, all rats were perfused with phosphate-buffered saline (PBS) followed by 4% paraformaldehyde (Santa Cruz Biotechnology Inc., CA). Brains were cut in 40 mm sections and stained with thionin to visualize electrode location.
Self-Administration
Rats were trained to self-administer cocaine-HCl (n = 9, 0.75 mg/kg/infusion, dissolved in sterile 0.9% saline) or sucrose (n = 3) for 14 consecutive days, 3h per day. Rats were trained in standard behavioral chambers purchased from Coulbourn Instruments, each enclosed in a sound-resistant shell. Each chamber was equipped with two levers, located on opposite walls and 8 cm from the grid floor. For cocaine training, silastic tubing shielded with a metal spring extended from the intravenous catheter to a liquid swivel (Instech Laboratories, Plymouth Meeting) mounted on an arm fixed outside of the operant chamber. Tygon tubing extended from the swivel to an infusion pump (Med Associates Inc) located adjacent to the external chamber. For sucrose training, a dipper was recessed in the center of one end wall.
Cocaine or sucrose was delivered under a fixed ratio 1 (FR1) schedule of reinforcement, such that every press on the active lever delivered either a 0.04 mL bolus of 10% sucrose or a 4 s infusion of cocaine. Daily sessions lasted 3 h, with 15-min timeout periods after each hour. Each session began with the insertion of the active lever. Each sucrose delivery or drug infusion was accompanied by the retraction of the active lever and followed by a 40 s timeout period after which the lever was inserted again. Pressing on the inactive lever had no programmed consequences. The number of rewards (sucrose or cocaine) was limited to 20/h to prevent cocaine overdose. After 20 rewards, the active lever was retracted for the remainder of the hour.
Odor-guided choice task
Recording was conducted in aluminum chambers approximately 18'' on each side with sloping walls narrowing to an area of 12'' 3 12'' at the bottom. A central odor port was located above two fluid wells (Figure 2A ). Two lights were located above the panel. The odor port was connected to an air flow dilution olfactometer to allow the rapid delivery of olfactory cues. Odors where chosen from compounds obtained from International Flavors and Fragrances (New York, NY). Trials were signaled by illumination of the panel lights inside the box. When these lights were on, a nosepoke into the odor port resulted in delivery of the odor cue to a small hemicylinder located behind this opening. One of three different odors was delivered to the port on each trial, in a pseudorandom order. At odor offset, the rat had 3 s to make a response at one of the two fluid wells. One odor instructed the rat to go to the left to get reward, a second odor instructed the rat to go to the right to get reward, and a third odor indicated that the rat could obtain reward at either well. Odors were presented in a pseudorandom sequence such that the free-choice odor was presented on 7/20 trials, and the left/right odors were presented in equal numbers. In addition, the same odor could be presented on no more than 3 consecutive trials. Once the rats were shaped to perform this basic task, we introduced blocks in which we manipulated either the number (1 versus 3 drops) or timing (immediate versus delayed) of reward delivery ( Figure 2B ). For recording, one well was randomly designated as short and the other long at the start of the session (Figure 2B , 1 sh and 1 lo ). In the second and third blocks of trials, these contingencies were switched ( Figure 2B , 2 sh , 2 lo , 3 sh and 3 lo ). The length of the delay under long conditions followed an algorithm in which the side designated as long started off as 1 s and increased by 1 s every time that side was chosen until it became 3 s. If the rat continued to choose that side, the length of the delay increased by 1 s up to a maximum of 7 s. If the rat chose the side designated as long less than 8 out of the last 10 choice trials, then the delay was reduced by 1 s to a minimum of 3 s. The reward delay for long forced-choice trials was yoked to the delay in free-choice trials during these blocks. In later blocks we held the delay preceding reward constant while manipulating the number of reward ( Figure 2B , 4 bn , 4 sm , 5 bg and 5 sm ). The reward was a 0.05ml bolus of 10% sucrose solution. The reward number used in these timing blocks was the same as the reward used in the small reward blocks. For big reward, two additional boli were delivered after gaps of 500ms. The block 1 was 30-50 trial long and all subsequent blocks were 60-100 trials long. Block switches were unsignaled, occurring randomly at the experimenter's discretion in this window provided the rat had chosen the high value side more than 60% in last 10 free-choice trials.
Single-unit recording
Wires were screened for activity daily; if no activity was detected, the rat was removed and the electrode assembly was advanced 40 or 80 mm. Otherwise active wires were selected recording, a session was conducted, and the electrode was advanced at the end of the session. Neural activity was recorded using Plexon Multichannel Acquisition Processor systems (Dallas, TX). Signals from the electrode wires were amplified 20X at the headstage (Plexon Inc, HST/8o50-G20). Immediately outside the training chamber, the signals were passed through a differential pre-amplifier (Plexon Inc, PBX2/16sp-r-G50/16fp-G50), where the single unit signals were amplified 50X and filtered at 150-9000 Hz. The single unit signals were then sent to the Multichannel Acquisition Processor box, where they were further filtered at 250-8000 Hz, digitized at 40 kHz and amplified at 1-32X. Waveforms (> 2.5:1 signal-to-noise) were extracted from active channels and recorded to disk by an associated workstation.
QUANTIFICATION AND STATISTCAL ANALYSIS
All data were analyzed using MATLAB. Instances of multiple comparisons were corrected for with the Benjamini-Hochberg procedure. Error bars in figures denote the standard error of the mean. The number of subjects were chosen based on previous similar single-unit recording studies in rats.
Data analysis
Units were sorted using Offline Sorter software from Plexon Inc (Dallas, TX). Sorted files were then processed and analyzed in Neuroexplorer and MATLAB (Natick, MA). Dopamine neurons were identified via a waveform analysis. Briefly, a cluster analysis was performed based on the half time of the spike duration and the ratio comparing the amplitude of the first positive and negative waveform e2 Neuron 101, 294-306.e1-e3, January 16, 2019 segments. The center and variance of each cluster was computed without data from the neuron of interest, and then that neuron was assigned to a cluster if it was within 3 s.d. of the cluster's center. Neurons that met this criterion for more than one cluster were not classified. This process was repeated for each neuron. The putative dopamine neurons that showed an increase in firing to reward compared to baseline (400ms before reward) were further classified as reward-responsive (t test, p < 0.05). To analyze neural activity to reward, we examined firing rate in the 400 ms beginning 100 ms after reward delivery. Reward activity was normalized by subtracting average baseline firing (400 ms before light on).
