Abstract. The maximum entropy principle is a powerful tool to solve underdetermined inverse problems. In this paper we consider the problem of finding a discrete approximation of a continuous distribution, which arises in various applied fields. We obtain the approximating distribution by minimizing the Kullback-Leibler information of the unknown discrete distribution relative to the known continuous distribution (evaluated at given discrete points) subject to some moment constraints. We study the theoretical error bound and the convergence property of this approximation method as the number of discrete points increases. The order of the theoretical error bound of the expectation of any bounded continuous function with respect to the approximating discrete distribution is never worse than the integration formula we start with, and we prove the weak convergence of the discrete distribution to the given continuous distribution. Moreover, we present some numerical examples that show the advantage of the method and apply to numerically solving an optimal portfolio problem.
1. Introduction. This paper has two goals. First, we propose a numerical method to approximate continuous probability distributions by discrete ones. Second, we study the convergence property of the method and derive error estimates. Discrete approximations of continuous distributions is important in applied numerical analysis. To motivate the problem, we list a few concrete examples, many of which come from economics.
Optimal portfolio problem. Suppose that there are J assets indexed by j = 1, . . . , J. Asset j has gross return R j (which is a random variable), which means that a dollar invested in asset j will give a total return of R j dollars over the investment horizon. Let θ j be the fraction of an investor's wealth invested in asset j (so J j=1 θ j = 1) and θ = (θ 1 , . . . , θ J ) be the portfolio. Then the gross return on the portfolio is the weighted average of each asset return, R(θ) := J j=1 R j θ j . Assume that the investor wishes to maximize the risk-adjusted expected returns E where γ > 0 is the degree of relative risk aversion. 1 Since in general this expectation has no closed-form expression in the parameter θ, in order to maximize it we need to carry out a numerical integration. This problem is equivalent to finding an approximate discrete distribution of the returns (R 1 , . . . , R J ).
Optimal consumption-portfolio problem. In the above example the portfolio choice was a one time decision. But we can consider a dynamic version, where the investor chooses the optimal consumption and portfolio over time (Samuelson [31] and Merton [28] are classic examples that admit closed-form solutions. Almost all practical problems, however, admit no closed-form solutions). Since we need to numerically solve a portfolio problem for each time period, we face one more layer of complexity to the problem.
General equilibrium problem. Instead of solving the optimization problem of a single investor, we can consider a model of the whole economy, and might want to determine the asset prices that make demand equal to supply. This is called a general equilibrium problem in economics. Since we need to solve a dynamic optimal portfolio problem given asset prices, and we need to find asset prices that clear markets, we face yet another layer of complexity. Such problems are especially computationally intensive [18, 4, 25] , and it is important to find a discrete approximation of a continuous distribution with only a small number of support points in order to mitigate the 'curse of dimensionality'.
Simulating stochastic processes. In many fields, including option pricing, it is necessary to simulate many sample paths of diffusion or autoregressive processes. To carry out the simulation, one needs to approximate them by a finite state Markov chain [35] .
The above examples can be generalized as follows. We want compute an expectation E[g(X)] for a function g : R K → R and a random variable X with a given continuous distribution, say with a density f . If the function g is explicitly known, it suffices to use some integration formula
for the computation, where M is the number of integration points and w i,M is the weight on the point x i,M . In many cases, especially in economics (as the above portfolio problem), the function g may contain some unknown parameter θ that we want to determine from some given conditions for E[g(X, θ)], say
In addition, the values g(x, θ) or f (x) may be available only on some prescribed discrete set of x's, say D ⊂ R K . Such a restriction may arise when g(·, θ) or f is obtained by some statistical estimate from real data, or when the application requires the discrete set D to be a particular set, say lattice points. In such a situation, we need to compute E[g(X, θ)] many times for different parameter values θ using only the discrete points x's in D. Thus it is desirable to use a highly accurate integration formula with light computing load, say small M in (1.1).
Some popular formulas, such as the Newton-Cotes type or the Gauss type formulas (see [13] for a standard textbook treatment), are suitable for such a purpose. These formulas, however, are not necessarily available if the integration points x i,M 's are restricted as {x i,M } ⊂ D. If that is the case, we need some recipe for approximating an expectation as in (1.1) . Note that such an approximation is equivalent to finding a discrete distribution {w i,M f (x i,M )} that approximates the given distribution f in the sense of the weak topology.
Several methods for discrete approximations of continuous distributions have been proposed in the literature. Given a continuous probability distribution, Tauchen [35] and Adda and Cooper [3] adopt simple partitions of the domain of the distribution function and assign the true probability to a representative point of each partitioned domain. Although their methods are intuitive, simple, and work in any dimension, their methods are not so accurate, for they generate discrete distributions with only approximate moments. Miller and Rice [29] and Devuyst and Preckel [15] discretize the density function using the weights and the points of the Gaussian integration and its generalization to multi-dimensions, respectively. Although their methods are often more accurate and can match prescribed polynomial moments exactly, they do not allow for the restriction {x i,M } ⊂ D and cannot be applied to non-polynomial moments. Furthermore, the multi-dimensional method by Devuyst and Preckel [15] is computationally intensive and does not have a theoretical guarantee for the existence of the discretization, error bounds, or convergence.
As a remedy, in Tanaka and Toda [34] we proposed an approximation method based on the maximum entropy principle (MaxEnt) that matches prescribed moments exactly. Starting from any integration formula, we "fine-tune" the given probabilities (chosen proportionally to {w i,M f (x i,M )}) by minimizing the Kullback-Leibler information (relative entropy) of the unknown probabilities subject to some moment constraints. In that paper we proved the existence and the uniqueness of the solution of the minimization problem, showed that the solution can be easily computed by solving the dual problem, and presented some numerical examples that show that the approximation method is satisfactorily accurate. The method is computationally very simple and works on any discrete set D of any dimension with any prescribed moments (not necessarily polynomials). However, up to now the theoretical approximation error and the convergence property of this method remains unknown. This paper gives a theoretical error bound for this approximation method and shows its convergence property. We first evaluate the theoretical error of our proposed method. It turns out that the order of the theoretical error estimate is at most that of the initial integration formula, and actually improves if the integrand is sufficiently smooth. Thus our proposed method does not compromise the order of the error at the expense of matching moments. Second, as a theoretical consequence of the error estimate, we show the weak convergence of the discrete distribution generated by the method to the given continuous distribution. This means that for any bounded continuous function g, the expectation of g with respect to the approximating discrete distribution converges to the exact one with respect to the given distribution as the number of integration points increases. This convergence property is practically important because it guarantees that the approximation method never generates a pathological discrete distribution with exact moments which has extremely different probability from the given distribution on some domain, at least when the discrete set is large enough. In addition, we present some numerical examples (including a numerical solution to an optimal portfolio problem) that show the advantage of our proposed method.
The idea of using the maximum entropy principle to obtain a solution to underdetermined inverse problems (such as the Hausdorff moment problem) is similar to that of Jaynes [20] and Mead and Papanicolaou [27] (Junk [22] studies the existence of maximum entropy solutions with unbounded domains). There is an important distinction, however. In typical inverse problems, one studies the convergence of the approximating solution to the true one when the number of moment constraints tends to infinity. In contrast, in this paper we study the convergence when the number of approximating points tends to infinity, fixing the moments. Thus the two problems are quite different. The literature on the foundations, implementations, and the applications of maximum entropy methods is immense: any literature review is nec-essarily partial. The maximum entropy principle (as an inference method in general, not necessarily restricted to physics) was proposed by Jaynes [19] . For axiomatic approaches, see Shore and Johnson [33] , Jaynes [21] , Caticha and Giffin [11] , and Knuth and Skilling [24] . For the relation to Bayesian inference, see Van Campenhout and Cover [37] and Csiszár [12] . For the duality theory of entropy maximization, see [7, 14, 17] . For numerical algorithms for computing maximum entropy densities, see [1, 2, 5] . Budišić and Putinar [10] study the opposite problem of ours, namely transforming a probability measure to one that is absolutely continuous with respect to the Lebesgue measure. Applications of maximum entropy methods can be found in economics [16, 36] , statistics and econometrics [6, 23, 38] , finance [9] , kinetic theory [32, 30] , among many other fields.
The rest of the paper is organized as follows. In Section 2 we review the approximation method proposed in [34] . Section 3, which is the main part of the paper, presents the theoretical error estimate and the convergence property of the method. Section 4 shows some numerical examples, one of which is an optimal portfolio problem. Section 5 contains the proofs.
2. The approximation method. In this section, we review the discrete approximation method of continuous distributions proposed in [34] .
Let f be a probability density function on R K and assume that some generalized momentsT
are given, where
(Below, we sometimes refer to this function as the "moment defining function".) For instance, if the first and second polynomial moments are given, T should be defined by
In this case, we are prescribed K expectations, K variances, and
covariances. Therefore, the total number of moment constraints (the dimension of the range space of T ) is
In general, the components of T (x) need not be polynomials. Moreover, for each positive integer M , assume that a finite discrete set
where h > 0 is the grid size and N a positive integer, in which case M = (2N + 1) K . Our aim is to find a discrete probability distribution
on D M with exact momentsT that approximates f (in the sense of the weak topology, that is, convergence in distribution).
To match the momentsT with
Note that the solution to this equation is generally underdetermined because the number of unknowns p(x i,M )'s, namely M , is typically much larger than the number of equations (moments), L + 1.
2 To obtain P M with (2.2) approximating f , we first choose a numerical integration formula by setting positive weights w i,M (i = 1, 2, . . . , M ):
where g is an arbitrary function that we want to compute the expectation with respect to the density f . For instance, if K = 1 and D M = {nh | k = 0, ±1, . . . , ±N } for h > 0, we can choose the (2N + 1)-point trapezoidal formula for a univariate function on R by setting w i,M = h if 1 < i < M and w i,M = h/2 otherwise. In the following, we do not address how to choose the integration formula (2.3) but take it as given. Now the approximation method is defined as follows. We obtain the approxi-
The problem (P) is equivalent to the minimization problem of the Kullback-Leibler information (also known as the relative entropy) of P M relative to the discrete distribution proportional to {w(
because in that case the constraint set is nonempty, compact, convex, and the objective function is continuous (by adopting the convention 0 log 0 = 0) and strictly convex.
To characterize the solution of (P), we consider the Fenchel dual 3 of (P), which can be written as
The "+1" comes from accounting the probabilities
3 See [7] for an application of the Fenchel duality to entropy-like minimization problems.
where · , · denotes the usual inner product in R L . Note the simplicity of the dual problem (D) compared to the primal problem (P): the dual (D) is an unconstrained optimization problem with typically a small number of unknowns (L) whereas the primal problem (P) is a constrained optimization problem with typically a large number of unknowns (M ).
The following theorems in [34] show that we can obtain the solution of (P) in the form of fine-tuned values of w(x i,M )f (x i,M ). These theorems are routine exercises in convex duality theory (see for example [8] for a textbook treatment): we present them nevertheless in order to make the paper self-contained.
is the solution of (P), whereλ M is the minimizer in (D). Theorem 1 indicates that the solution of (P) can be determined by (2.5) if a solutionλ M of (D) exists. Theorem 2 below guarantees the existence of a solution λ M of (D). Here, in order to guarantee the uniqueness of the solution as well, we adopt a stronger assumptionT
where "int" denotes the set of the interior points of a region.
Theorem 2. Suppose thatT ∈ int(co T (D M )). Then 1. the objective function in (D) is continuous and strictly convex, and 2. the solutionλ M uniquely exists. Based on Theorems 1 and 2, in [34] we showed by some numerical examples that our method generates accurate discrete approximations of continuous distributions.
3. Error bound and convergence property. In this section we give the theoretical error estimate of the approximation method introduced in Section 2.
Let g : R K → R be a bounded continuous function. Under appropriate assumptions, we first estimate the error
where p(x i,M )'s are determined by (2.5). Next, we show the weak convergence of P M to f , i.e., E g,M → 0 (M → ∞) for any g. Throughout this paper, · , · and · denote the usual inner product and the Euclidean norm of R L , respectively. Since f (x) is a probability density function, the moment condition (2.1) is equivalent to
Hence by redefining T (x) −T as T (x), without loss of generality we may assumē T = 0. We keep this convention throughout the remainder of this section.
We consider the error estimate and the convergence analysis under the following two assumptions. The first assumption states that the moment defining function T has no degenerate components and the momentT = 0 can also be expressed as an expectation on the discrete set D M .
Assumption 1. The components of the moment defining function T are affine independent as functions both on R L ∩ supp f and D M ∩ supp f for any positive in-
The second assumption concerns the convergence property of the initial integration formula (2.3).
Assumption 2. The integration formula converges: for any bounded continuous function g on R K , we have
Furthermore, the integration formula applies to T (x) as well:
Since (3.2) merely states that the integration formula converges to the true value, (3.3) is the only essential assumption. Note that since the momentsT = f (x)T (x) dx exists to begin with and the Lebesgue integral f (x)T (x) dx exists if and only if the integral f (x) T (x) dx does, the finiteness assumption in (3.3) is not an additional restriction.
We start with the following estimate of the error E g,M obtained by the triangle inequality:
g,M is the error of the integration formula for the integrand f g, which depends on the choice of the formula and is assumed to converge to 0 as M → ∞ by Assumption 2. Hence we focus on the other errors E To bound these two errors, we use the errors
which are the values of E (a) g,M in (3.5) for the special cases corresponding to g = 1 and g = T (·) , respectively. The integral g,M are bounded as shown in the following lemmas, which we prove in Section 5. For a bounded function g : R K → R, let g ∞ = sup x∈R K |g(x)| be the sup norm. Lemma 3. Let Assumptions 1 and 2 be satisfied. Then, for any bounded continuous function g, we have
Lemma 4. Let Assumptions 1 and 2 be satisfied. Then, for any bounded continuous function g, we have
According to these lemmas, we need to estimate the solutionλ M of (D) in order to complete the estimate of E g,M . To obtain an estimate ofλ M , we additionally use an error E (a)
and a constant C α defined by
Note that by Assumption 1 we have C α > 0 for large enough α. Furthermore, since |T l (x)| ≤ T (x) for any component l = 1, 2, . . . , L, by (3.3) and the Dominated Convergence Theorem the error E (a) T,M tends to 0 as M → ∞. The following lemma gives an estimate ofλ M , which we also prove in Section 5. Lemma 5. Let Assumptions 1 and 2 be satisfied and α > 0 be large enough such that C α > 0. Then, for any ε with 0 < ε < C α , there exists a positive integer M ε such that for any M with M ≥ M ε , we have
Combining Lemmas 3, 4, and 5, we immediately obtain the following theorem for the estimate of E g,M .
Theorem 6. Let Assumptions 1 and 2 be satisfied, g be a bounded continuous function, and α > 0 be large enough such that C α > 0. Then, for any ε with 0 < ε < C α , there exists a positive integer M ε such that for any M with M ≥ M ε , we have
Proof. Combining (3.4), (3.11), (3.12), and (3.15), we obtain the estimate
which is (3.16).
Note that E g,M is bounded by a formula consisting of E (a)
T,M , and E (a) T ,M , which are the errors of the integration formula for the given functions g, 1, T , and T . Since all of them tend to zero as M → ∞, it follows from (3.16) that
The equality (3.17) shows that the error E g,M is at most of the same order as the error of the initial integration formula. Thus our method does not compromise the order of the error at the expense of matching moments. Using Theorem 6, we can prove our main result, the weak convergence 4 of the approximating discrete distribution P M = {p(x i,M )} to f , as shown in the following theorem.
Theorem 7. Let Assumptions 1 and 2 be satisfied. Then, for any bounded continuous function g, we have (3.18) i.e., the discrete distribution P M weakly converges to the exact continuous distribution f .
Proof. It follows from the definition of the error E g,M in (3.1), Theorem 6, and Assumptions 1 and 2 that
Theorem 6 shows that the order of the theoretical error of our approximation method is at most that of the initial integration formula, but does not say that the error actually improves. Next we show that our method improves the accuracy of the integration in some appropriate situation.
For simplicity, we consider the following fundamental case. Let 
where
, we can consider the Taylor series of g(x) at x = a:
Estimating the residual term of the Taylor series, we have
Dividing both sides by
because moments of order up to L − 1 are exact, by Theorem 6 we obtain
which is the conclusion. Theorem 8 shows that our approximation method improves the error by the factor (b − a) L /L! when the integrand is sufficiently smooth.
Numerical experiments.
In this section, we present some numerical examples that compare the accuracy of the approximate expectations computed by an initial integration formula and its modifications by our proposed method. All computations in this section are done by MATLAB programs with double precision floating point arithmetic on a PC.
Gaussian and beta distributions.
We choose the Gaussian distribution N (0, 1) and the beta distribution Be(2, 4) as examples of continuous distributions and adopt the trapezoidal formula as an initial integration formula. In the following, let M be an odd integer with M = 2N + 1 (N = 1, 2, . . . , 12) .
For the Gaussian distribution, we set
This means that we let
and approximate the integral
. For the test function, we pick
is the error function. For the beta distribution, we set
where B( · , · ) is the beta function and h For numerical experiments, we compute each of • E[g 1 (X)] for X ∼ N (0, 1), and • E[g 2 (X)] for X ∼ Be(2, 4) using five formulas: the trapezoidal formula
its modifications by our proposed method with exact polynomial moments E[X l ] up to 2nd order (l = 1, 2), 4th order (l = 1, . . . , 4), and 6th order (l = 1, . . . , 6), and Simpson's formula with the number of grid points M = 2N + 1 (N = 1, 2, . . . , 12) . Here, we intend to observe the relative errors of the computed values for small M 's.
We numerically solve the dual problem (D) as follows. First, in order for (P) to have a solution, it is necessary that there are at least as many unknown variables (p(x i,M )'s, so in total M ) as the number of constraints (L moment constraints and +1 for probabilities to add up to 1, so L + 1). Thus we need M ≥ L + 1.
5 A sufficient condition for the existence of a solution isT ∈ co T (D) (Theorem 1), which we can easily verify in the current application.
Second, note that (D) is equivalent to the minimization of
which is a strictly convex function of λ. In order to minimize J M , we apply a variant of the Newton-Raphson algorithm. Starting from λ 0 = 0, we iterate
over n = 0, 1, . . . , where κ > 0 is a small number, I is the L-dimensional identity matrix, and J Both results for E[g 1 (X)] and E[g 2 (X)] show that our proposed method excels the trapezoidal and Simpson's formula in the accuracy. The errors basically decrease as the order of the moment increases, consistent with Theorem 8.
The reason why our proposed method does not necessarily give accurate results for very small M is because when the number of constraints L + 1 is large relative to the number of unknown variables M , the method generates pathological probability distributions at the expense of matching many moments. For instance, Figures 4.2(a)  and 4.2(b) show the discrete distributions that match polynomial moments of order up to 6 to those of the Gaussian distribution N (0, 1) and the beta distribution Be(2, 4) with M = 9 grid points. Clearly the discrete approximations do not resemble the continuous counterparts. This pathological behavior is rarely an issue, however. As long as there are twice as many grid points as constraints (M ≥ 2(L + 1)), the discrete approximation is well-behaved. 4.2. Uniform distribution. Theorem 7 can be used to obtain an integration formula by setting the density f (x) to be uniform on the unit interval [0, 1]. As before we start from the trapezoidal formula and match polynomial moments or order up to 6. The test functions are
, and g 4 (x) = sin(πx). Figure 4 .3 shows the numerical results. In all cases, our method excels the trapezoidal formula. When the integrand is smooth as in the case with g 3 , g 4 , the improvement in the accuracy is significant (of the order 10 −4 ), consistent with Theorem 8. For g 1 (x) = x 3 2 , which has bounded first derivative but unbounded second derivative, the improvement is more modest, and even more so for g 2 (x) = x 1 2 , which has an unbounded first derivative. For these non-smooth cases, our method is not necessarily more accurate than Simpson's rule when the number of integration points is large. However, note that we chose the trapezoidal rule as the initial integration formula in Assumption 2; when we start from Simpson's formula, our method excels Simpson's rule (not shown in the figure).
According to Figures 4.1 and 4 .3, the rate of convergence (the slope of the relative error with respect to the number of grid points M ) seem to be the same for the initial integration formula and our method. This observation is consistent with Theorem 8, which shows that the error estimate is of the same order as the integration formula but improves by the factor (b − a) L /L!. Therefore our method seems to be particularly suited for "fine-tuning" an integration formula with a small number of integration points. For instance, we can construct a highly accurate compound rule by subdividing the interval and applying our method to each subinterval. 4.3. Optimal portfolio problem. In this section we numerically solve the optimal portfolio problem briefly discussed in the introduction (see [34] for more details). Suppose that there are two assets, stock and bond, with gross returns R 1 , R 2 . Asset 1 (stock) is stochastic and lognormally distributed: log R 1 ∼ N (µ, σ 2 ), where µ is the expected return and σ is the volatility. Asset 2 (bond) is risk-free and log R 2 = r, where r is the (continuously compounded) interest rate. The optimal portfolio θ is determined by the optimization (4.7) U = max
where γ > 0 is the relative risk aversion coefficient. We set the parameters such as γ = 3, µ = 0.07, σ = 0.2, and r = 0.01. We numerically solve the optimal portfolio problem (4.7) in two ways, applying the trapezoidal formula and our proposed method.
(We also tried Simpson's method but it was similar to the trapezoidal method.) To approximate the lognormal distribution, let M = 2N + 1 be the number of grid points (N is the number of positive grid points) and D = {nh | n = 0, ±1, . . . , ±N }, where h = 1/ √ N is the grid size. Let p(x) be the approximating discrete distribution of N (0, 1) as in the previous subsection (trapezoidal or the proposed method with various moments). Then we put probability p(x) on the point e µ+σx for each x ∈ D to obtain the approximate stock return R 1 . Table 4 .1 shows the optimal portfolio θ and its relative error for various moments L and number of points M = 2N + 1. The result is somewhat surprising. Even with 3 approximating points (N = 1), our proposed method derives an optimal portfolio that is off by only 0.5% to the true value, whereas the trapezoidal method is off by 127%. While the proposed method virtually obtains the true value with 9 points (N = 4, especially when the 4th moment is matched), the trapezoidal method still has 23% of error. The reason why the trapezoidal method gives poor results when the number of approximating points are small is because the moments are not matched. To see this, taking the first-order condition for the optimal portfolio problem (4.7), we obtain E[(θX + R 2 ) −γ X] = 0, where X = R 1 − R 2 is the excess return on the stock. Using the Taylor approximation x −γ ≈ a −γ − γa −γ−1 (x − a) for x = θX + R 2 and a = E[θX + R 2 ] and solving for θ, after some algebra we get
Therefore the (approximate) optimal portfolio depends on the first and second moments of the excess return X. Our method is accurate precisely because we match the moments. In complex economic problems, oftentimes we cannot afford to use many integration points, in which case our method might be useful to obtain accurate results. But since by assumption R K f (x)T (x) dx = 0, it follows from (5.14) that
T,M → 0, so (3.15) holds.
