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In this paper, we consider the following quasilinear elliptic exterior problem⎧⎨
⎩
−div(a(x)|∇u|p−2∇u)+ g(x)|u|q−2u = h(x)|u|s−2u + λH(x)|u|r−2u, x ∈ Ω,
a(x)|∇u|p−2 ∂u
∂ν
+ b(x)|u|p−2u = 0, x ∈ Γ = ∂Ω
where Ω is a smooth exterior domain in RN , and ν is the unit vector of the outward
normal on the boundary Γ , 1 < p < N , 1 < s < p < r < p∗ = Np/(N − p). By the variational
principle and the Mountain Pass Theorem, we establish the existence of inﬁnitely many
solutions if q > r and at least one solution if 1 < q < s.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and the main results
Recently, Filippucci et al. in [8] consider the existence and nonexistence of solutions to the elliptic exterior problem
⎧⎨
⎩
−div(a(x)|∇u|p−2∇u)+ |u|q−2u = λH(x)|u|r−2u, x ∈ Ω,
a(x)|∇u|p−2 ∂u
∂ν
+ b(x)|u|p−2u = 0, x ∈ Γ = ∂Ω (1.1)
where Ω is a smooth exterior domain in RN (N  3), and ν is the unit vector of the outward normal on the boundary
Γ = ∂Ω , λ 0, 1< p < N . The functions a(x) a0 > 0 and H(x), b(x) verify that
(H1) H(x) ∈ Lp0(Ω) ∩ L∞(Ω) is a nonnegative function which is positive on a non-empty open subset of Ω , where p0 =
p∗/(p∗ − r), p∗ = NP/(N − p).
(H2) b(x) is a continuous positive function on Γ .
By the variational method, they obtained the following main results:
(1) Let p < r < q < p∗ . Then there exists λ∗ > 0 such that problem (1.1) has no nontrivial weak solution if λ  λ∗; and
problem (1.1) has at least a nontrivial positive weak solution u if λ λ∗ .
(2) Let p < q < r < p∗ . Then problem (1.1) has no nontrivial weak solution if λ  0 and has at least a nontrivial weak
solution if λ > 0.
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earity term is the concave-convex function and it has received a great deal of attention in the recent years, see [12,13,16,17]
and references therein.
In this paper, we study the following quasilinear elliptic exterior problem:
⎧⎨
⎩
−div(a(x)|∇u|p−2∇u)+ g(x)|u|q−2u = h(x)|u|s−2u + λH(x)|u|r−2u, x ∈ Ω,
a(x)|∇u|p−2 ∂u
∂ν
+ b(x)|u|p−2u = 0, x ∈ Γ = ∂Ω (1.2)
where Ω is a smooth exterior domain in RN , 1 < p < N , 1 < s < p < r < p∗ = Np/(N − p). The function a(x) ∈ C0,δ(Ω¯) ∩
L∞(Ω¯) is a positive function, b(x) ∈ C(Γ ) ∩ L∞(Γ ) is positive, g(x) > 0 in Ω . Obviously, the nonlinearities in (1.2) contain
concave and convex functions.
Elliptic equations involving the p-Laplacian operator arise in some physical models like the ﬂow of non-Newtonian ﬂuids:
pseudo-plastic ﬂuids correspond to p ∈ (1,2) while dilatant ﬂuids correspond to p > 2. The case p = 2 expresses Newtonian
ﬂuids, see [3]. On the other hand, quasilinear elliptic problems like (1.2) appear naturally in several branches of pure
and applied mathematics, such as the theory of quasiregular and quasiconformal mappings in Riemannian manifolds with
boundary (see [7,15]); non-Newtonian ﬂuids, reaction diffusion problems, ﬂow through porous media, nonlinear elasticity,
glaciology, etc. (see [3,6]). Also, problem (1.2) may be viewed as a prototype of pattern formation in biology and is related
to the steady-state problem for a chemotactic aggregation model introduced by Keller and Segel in [11].
The motivation for our investigation is to consider the effect on the existence of solution if the nonlinear term
λH(x)|u|r−2u in (1.1) is replaced by h(x)|u|s−2u + λH(x)|u|r−2u. Similar consideration can be found in [1,4,5,9,18]. We will
ﬁnd that problem (1.2) admits inﬁnitely many solutions for every λ ∈ R1 if r < q. This is somewhat surprising, as compared
with Theorem 1.1 in [8].
In this paper, we are concerned with the existence of nontrivial solutions for problem (1.2). Two cases will be considered.
Precisely speaking, we will establish the existence of inﬁnitely many solutions for q > r, and at least a nontrivial solution
for q < s. We will use the variational method to study problem (1.2).
As in [8], we let E be the completion of the restriction on Ω of functions of C∞0 (RN ) with respect to the norm
‖u‖a,b =
(∫
Ω
a(x)|∇u|p dx+
∫
Γ
b(x)|u|p dS
)1/p
. (1.3)
The natural functional space to study problem (1.2) is X = E ∩ Lq(Ω, g) with respect to the norm
‖u‖ = ‖u‖X =
(‖u‖pa,b + ‖u‖pLq(Ω,g))1/p (1.4)
where and in the sequel,
Lt(Ω,ρ) =
{
u(x)
∣∣∣
∫
Ω
ρ(x)
∣∣u(x)∣∣t dx < ∞
}
, ‖u‖Lt (Ω,ρ) =
(∫
Ω
ρ(x)
∣∣u(x)∣∣t dx
)1/t
(1.5)
with ρ(x) > 0 in Ω and t  1.
Then X is the reﬂexive Banach space endowed with the norm ‖u‖. We will see that the space X is compactly embedded
into the weighted Lebesgue space Ls(Ω,h) and Lr(Ω, H) by Lemma 2 below.
Deﬁnition 1. A function u ∈ X is said to be a weak solution of problem (1.2) if
∫
Ω
a(x)|∇u|p−2∇u∇ϕ dx+
∫
Γ
b(x)|u|p−2uϕ dS +
∫
Ω
g(x)|u|q−2uϕ dx
=
∫
Ω
h(x)|u|s−2uϕ dx+ λ
∫
Ω
H(x)|u|r−2uϕ dx, ∀ϕ ∈ X . (1.6)
It is clear that problem (1.2) has a variational structure. Let J (u) : X → R1 be the corresponding energy functional of
problem (1.2) which is deﬁned by
J (u) = 1
p
‖u‖pa,b +
1
q
∫
g(x)|u|q dx− 1
s
∫
h(x)|u|s dx− λ
r
∫
H(x)|u|r dx, ∀u ∈ X . (1.7)Ω Ω Ω
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〈
J ′(u),φ
〉=
∫
Ω
a(x)|∇u|p−2∇u∇ϕ dx+
∫
Γ
b(x)|u|p−2uϕ dS +
∫
Ω
g(x)|u|q−2uϕ dx
−
∫
Ω
h(x)|u|s−2uϕ dx− λ
∫
Ω
H(x)|u|r−2uϕ dx. (1.8)
It is well known that the weak solutions of problem (1.2) are the critical points of the energy functional J . Thus, to
prove the existence of weak solution for (1.2), it is suﬃcient to show that J admits a sequence of critical points.
Since Ω is an unbounded domain, the loss of compactness of the Sobolev imbedding renders variational technique more
delicate. To guarantee that the imbedding X ⊂ Ls(Ω,h) (or Lr(Ω, H)) is compact, it is necessary to impose some conditions
on the weighted functions h(x), H(x) and g(x).
Through this paper, we let 1< p < N , 1 < s < p < r < p∗ = Np/(N − p) and make the following assumptions:
(A1) the function H(x) 0, H(x) ≡ 0 in Ω and H(x) ∈ Lr0(Ω) ∩ L∞(Ω) with r0 = p∗/(p∗ − r);
(A2) the function h(x) 0, h(x) ≡ 0 in Ω and h(x) ∈ Ls0 (Ω) ∩ L∞(Ω) with s0 = p∗/(p∗ − s);
(A3) the function g(x) > 0 in Ω and (hg−s/q)(x) ∈ Lq/(q−s)(Ω), (Hg−r/q)(x) ∈ Lq/(q−r)(Ω);
(A4) the function b(x) > 0 and b(x) ∈ C(Γ ) ∩ L∞(Γ ).
Remark 1. If g = c > 0, then the assumptions (A1)–(A2) imply (A3) by the interpolation inequality of the Lebesgue space
Lt(Ω) and the assumption (A1) coincides with (H1) in [8].
The main results in this paper are the following theorems.
Theorem 1. Let 1 < s < p < r < min{q, p∗}. Assume (A1)–(A4). Then, for any λ ∈R1 , problem (1.2) admits inﬁnitely many solutions
with negative energy.
Remark 2. It follows from Theorem 1.1 in [8] that this is somewhat surprising since problem (1.1) has no nontrivial weak
solution if λ λ∗ with some λ∗ > 0. We note that problem (1.2) is reduced to problem (1.1) when h(x) ≡ 0 and g(x) ≡ 1.
Theorem 2. Let 1 < q < s < p < r < p∗ . Assume (A1), (A2), (A4) and the nonnegative function g(x) ∈ L
p∗
p∗−q (Ω). Then, ∃λ0 > 0,
deﬁned by
λ0 =
[
p−1C−11 h
−μ
2 H
μ−1
2
((
μ−1 − 1)μ + (μ−1 − 1)μ−1)−1]1/(1−μ) (1.9)
such that for any 0 < λ < λ0 , problem (1.2) admits a nontrivial solution with positive energy, where μ = (r − p)/(r − s), h2 =
‖h‖Ls0 (Ω) , H2 = ‖H‖Lr0 (Ω) , and C1 is the Sobolev embedding constant.
2. Proof of Theorem 1
In this section, we let all assumptions in Theorem 1 be satisﬁed. The proof of Theorem 1 will be a consequence of the
following lemmas.
Lemma 1. Assume (A1)–(A4). Then the functional J (u) is coercive and bounded below on X.
Proof. By the Hölder and Young inequalities with ε > 0, we have∫
Ω
h(x)|u|s dx ε
∫
Ω
g|u|q dx+ Cεh1, h1 =
∫
Ω
(
hg−1/θ
)θ ′
dx,
∫
Ω
|λ|H|u|r dx ε
∫
Ω
g|u|q dx+ Cε|λ|δ′H1, H1 =
∫
Ω
(
Hg−1/δ
)δ′
dx (2.1)
where θ = q/s, θ ′ = q/(q − s), δ = q/r, δ′ = q/(q − r). By the assumption (A3), we know that h1, H1 < ∞.
Then, it follows from (1.7) that
J (u) 1
p
∫
|∇u|p dx+ 1
p
∫
b|u|p dS + (1/q − 2ε)
∫
g|u|q dx− Cεh1 − Cε|λ|δ′H1. (2.2)Ω Γ Ω
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J (u) α0‖u‖pX − Cεh1 − Cε|λ|δ
′
H1. (2.3)
This implies that J is coercive and bounded below on X . 
Lemma 2. Assume (A1)–(A2). Then the embeddings X ⊂ Ls(Ω,h) and X ⊂ Lr(Ω, H) are compact.
Proof. Let u ∈ X . By the Hölder inequality and the embedding W 1,p(Ω) ⊂ Lp∗ (Ω), we have
∫
Ω
h(x)|u|s dx
(∫
Ω
|u|p∗ dx
)s/p∗(∫
Ω
hs0 dx
)1/s0
 C1
(∫
Ω
|∇u|p dx+
∫
Γ
b|u|p dS
)s/p
‖h‖Ls0 (Ω)  C1‖u‖s‖h‖Ls0 (Ω) (2.4)
where C1 > 0 is the Sobolev embedding constant.
So, we have
‖u‖sLs(Ω,h)  C1‖u‖s‖h‖Ls0 (Ω). (2.5)
This implies X ⊂ Ls(Ω,h). We now prove that this embedding is compact, i.e. X ⊂⊂ Ls(Ω,h).
Let Ω = RN\D , where D is a bounded domain in RN . We can choose R > 0 so large that D ⊂ BR = BR(0).
Let D be a subset of Ω and X(D) (Y (D)) the set of functions in X(Y ) which are restricted on D. That is,
X(D) = {u(x), x ∈D ∣∣ u ∈ X}, Y (D) = {u(x), x ∈D ∣∣ u ∈ Y } (2.6)
where Y = Ls(Ω,h).
Let ΩR =RN\BR ⊂ Ω . Firstly, we claim X(BR\D) ⊂⊂ Y (BR\D).
Assume {un} is a bounded sequence in X . Then {un} is bounded in X(BR\D). By compactness imbedding theorem
in the bounded domain BR\D , it follows that there exist u ∈ Y (BR\D) and a subsequence {unk } of {un} such that ‖unk −
u‖Ls(BR\D) → 0 as k → ∞. Without loss of generality, we let ‖un − u‖Ls(BR\D) → 0 as n → ∞.
Since h(x) ∈ Ls0(Ω) ∩ L∞(Ω), there exists M > 0 such that |h(x)| M , a.e. in Ω . Hence,∫
BR\D
h(x)|un − u|s dx M
∫
BR\D
|un − u|s dx → 0 (2.7)
which implies un → u in Y (BR\D).
Secondly, we claim
lim
R→∞ supu∈X\{0}
‖u‖Y (ΩR )
‖u‖X = 0. (2.8)
Indeed, it is from (2.5) that
‖u‖sY (ΩR )  C1‖u‖sX‖h‖Ls0 (ΩR ). (2.9)
The fact h(x) ∈ Ls0 (Ω) gives that
lim
R→∞‖h‖Ls0 (ΩR ) = 0. (2.10)
Then, (2.9) and (2.10) imply
‖u‖Y (ΩR )
‖u‖X  C1‖h‖
s0/s
Ls0 (ΩR )
→ 0, as R → ∞. (2.11)
This gives (2.8). In the following, we show that un → u in Y (Ω).
Since X is a reﬂexive Banach space and {un} is bounded in X , we can assume (up to a sequence) that un ⇀ u in X and
‖un‖X  C0 for some constant C0 > 0.
By (2.8), we know that for any ε > 0, there exists Rε > 0 so large that
‖un‖Y (ΩR )  C−1ε‖un‖X  ε, for n = 1,2, . . . . (2.12)ε 0
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lim
n→∞‖un − u‖Ls(BRε \D) = 0. (2.13)
Thus, there exists N1 > 0, when n > N1,
‖un − u‖Y (BRε \D) < ε. (2.14)
The above estimates imply
‖un − u‖Y  ‖un‖Y (RN\BRε ) + ‖u‖Y (RN\BRε ) + ‖u − un‖Y (BRε \D)  3ε (2.15)
which shows that {un} is convergent in Y , and X ⊂⊂ Y = Ls(Ω,h). In a similar manner, we can establish X ⊂⊂ Lr(Ω, H)
and the proof of Lemma 2 is completed. 
Lemma 3. Assume (A1)–(A2) and (A4). Then the functional J satisﬁes (PS) conditions.
Proof. Let {un} be the (PS) sequence of the functional J (u), i.e., J (un) → c and J ′(un) → 0. Then, it follows from (2.3) that
J (u) is bounded in X , and then {un} is bounded in E and Lq(Ω, g). Up to a subsequence, we obtain
un ⇀ u, in E, un ⇀ u, in L
q(Ω, g).
Hence,
∫
Ω
a(x)|∇u|p−2∇u∇(un − u)dx+
∫
Γ
b(x)|u|p−2u(un − u)dS → 0, (2.16)
and
∫
Ω
g|u|q−2u(un − u)dx → 0. (2.17)
By Lemma 2, we know that X ⊂⊂ Ls(Ω,h) and X ⊂⊂ Lr(Ω, H). Further, we get
∫
Ω
h(x)|u|s−2u(un − u)dx → 0,
∫
Ω
H(x)|u|r−2u(un − u)dx → 0 (2.18)
and
∫
Ω
h(x)
(|un|s−2un − |u|s−2u)(un − u)dx → 0,
∫
Ω
H(x)
(|un|r−2un − |u|r−2u)(un − u)dx → 0. (2.19)
Then (2.16)–(2.18) give that 〈 J ′(u),un − u〉 → 0. Noting that J ′(un) → 0, there holds
〈
J ′(un) − J ′(u),un − u
〉→ 0. (2.20)
The direct computation yields that
〈
J ′(un) − J ′(u),un − u
〉= An + Bn + Cn + Dn + En (2.21)
with
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
An =
∫
Ω
a(x)
(|∇un|p−2∇un − |∇u|p−2∇u)∇(un − u)dx,
Bn =
∫
Γ
b(x)
(|un|p−2un − |u|p−2u)(un − u)dS,
Cn =
∫
Ω
g(x)
(|un|q−2un − |u|q−2u)(un − u)dx,
Dn = −
∫
Ω
h(x)
(|un|s−2un − |u|s−2u)(un − u)dx → 0,
En = −λ
∫
Ω
H(x)
(|un|r−2un − |u|r−2u)(un − u)dx → 0.
(2.22)
Note that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
An 
[(∫
Ω
a|∇un|p dx
) p−1
p
−
(∫
Ω
a|∇u|p dx
) p−1
p
][(∫
Ω
a|∇un|p dx
) 1
p
−
(∫
Ω
a|∇u|p dx
) 1
p
]
,
Bn 
[(∫
Γ
b|un|p dS
) p−1
p
−
(∫
Γ
b|u|p dS
) p−1
p
][(∫
Γ
b|un|p dS
) 1
p
−
(∫
Γ
b|u|p dS
) 1
p
]
,
Cn 
[(∫
Ω
g|un|q dx
) q−1
q
−
(∫
Ω
g|u|q dx
) q−1
q
][(∫
Ω
g|un|q dx
) 1
q
−
(∫
Ω
g|u|q dx
) 1
q
]
.
(2.23)
We now consider the function f (t) = (tα−1 −mα−1)(t −m) with α > 1 and t,m  0. It is easy to verify that f (t)  0
and f (tn) → 0 if and only if tn →m. Then, (2.20)–(2.23) give that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(∫
Ω
a(x)|∇un|p dx
)1/p
→
(∫
Ω
a(x)|∇u|p dx
)1/p
,
(∫
Γ
b(x)|un|p dS
)1/p
→
(∫
Γ
b(x)|u|p dS
)1/p
,
(∫
Ω
g(x)|un|q dx
)1/q
→
(∫
Ω
g(x)|u|q dx
)1/q
(2.24)
and un → u in X . This means that {un} veriﬁes (PS) conditions. Then the proof of Lemma 3 is completed. 
Having veriﬁed the (PS) condition, we investigate the geometry of J . Obviously, J is even. Let Ω0 = {x ∈ Ω | h(x) = 0},
Ωc0 = Ω\Ω0. Denote
X0 =
{
u ∈ X ∣∣ u(x) = 0, a.e. x ∈ Ω0}. (2.25)
If Ω0 = ∅, i.e. h(x) > 0 in Ω , let X0 = X . Obviously, X0 is an inﬁnitely dimensional linear subspace of X . A seminorm [·]s on
X0 is deﬁned by
[u]s =
(∫
Ω
h(x)|u|s dx
)1/s
. (2.26)
Lemma 4. The seminorm [·]s is a norm on X0 .
Proof. It is suﬃcient to show that u ∈ X0, [u]s = 0 implies that u = 0, a.e. in Ω . Indeed,
0 = [u]ss =
∫
Ω
h(x)|u|s dx =
∫
Ωc
h(x)|u|s dx.
0
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proof of Lemma 4. 
Let A be the class of the closed and symmetric with respect to the origin subsets of X\{0}:
A = {A ⊂ X\{0} ∣∣ A is closed, A = −A}. (2.27)
For A ∈ A , A = ∅, we deﬁne the genus γ (A) by
γ (A) = min{m ∈ N ∣∣ ∃ϕ ∈ C(A,Rm\{0}) such that ϕ(x) = −ϕ(−x)}. (2.28)
If the minimum does not exist, we deﬁne γ (A) = ∞ and γ (∅) = 0. The main properties of the genus can be found in
[2,10,14].
Lemma 5. Assume (A1)–(A4). Then for any m ∈N, there is ε = ε(m) > 0 such that
γ
({
u ∈ X ∣∣ J (u)−ε})m. (2.29)
Proof. By the Hölder inequality and the Sobolev embedding theorem, we get
|λ|
r
∫
Ω
H(x)|u|r dx |λ|
r
‖u‖r
Lp∗ (Ω)‖H‖Lr0 (Ω)  |λ|C1‖u‖r‖H‖Lr0 (Ω). (2.30)
Let Xm be an m-dimensional subspace of X0. Since [·]s is a norm on X0, and all norms on the ﬁnite dimension space Xm
are equivalent, so are the norms [·]s and ‖ · ‖. Then, for ∀u ∈ Xm , we have
J (u) = 1
p
‖u‖pa,b +
1
q
∫
Ω
g|u|q dx− 1
s
∫
Ω
h|u|s dx− λ
r
∫
Ω
H|u|r dx
 p−1‖u‖p + |λ|C1‖u‖r‖H‖Lr0 (Ω) − C2‖u‖s
= ‖u‖s(p−1‖u‖p−s + |λ|C1‖u‖r−s‖H‖Lr0 (Ω) − C2) (2.31)
with some C2 > 0 and ‖u‖ 1. Since s < p < r < q, there exist ε = ε(m) > 0 and 0 < η < 1 such that J (u)−ε if ‖u‖ = η.
Let Sη be a sphere with radius η in Xm . Then we have
Sη ⊂
{
u ∈ X ∣∣ J (u)−ε}≡ J−ε. (2.32)
So, by the properties of genus, we get γ ( J−ε) γ (Sη) =m. This is (2.29) and the proof of Lemma 5 is completed. 
Let Am = {A ∈ A | γ (A)m}, then Am+1 ⊂ Am (m = 1,2, . . .). From Lemma 5, we deﬁne a sequence of real numbers
cm = inf
A∈Am
sup
u∈A
J (u). (2.33)
Obviously,
c1  c2  · · · cm  cm+1  · · · . (2.34)
Furthermore, by Lemma 1, we know that J (u) is coercive, and thus bounded from below. Therefore, for any m ∈ N,
cm > −∞. For c ∈ R1, let Kc = {u ∈ X | J (u) = c, J ′(u) = 0}. We have the following lemma.
Lemma 6. All the cm are critical values of J (u). Moreover, if c = cm = cm+1 = · · · = cm+τ , then γ (Kc) τ + 1.
Proof. By Lemma 5, for ∀m ∈ N, there exists ε(m) > 0 such that γ ( J−ε)  m. Since J (u) is even and J−ε ∈ Am , cm 
−ε(m) < 0.
Let c = cm = · · · = cm+τ < 0, then J (u) satisﬁes the (PS) condition in Kc . It is easy to verify that Kc is a compact set.
If γ (Kc) τ , it follows from [14] that there exists a closed and symmetric set U , Kc ⊂ U , such that γ (Kc) = γ (U ) τ
(we can choose U ⊂ J0, because c < 0).
By the deformation lemma in [14], we have an odd homeomorphism η : X → X such that η( J c+δ − U ) ⊂ J c−δ , for some
δ > 0 (again, we must choose 0 < δ < −c, because J (u) veriﬁes the (PS) condition on J0 and we need J c+δ ⊂ J0).
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c = cm+τ = inf
A∈Am+τ
sup
u∈A
J (u). (2.35)
Then, there exists A ∈ Am+τ such that supu∈A J (u) < c + δ. That is, A ⊂ J c+δ and
η(A − U ) ⊂ η( J c+δ − U)⊂ J c−δ. (2.36)
The properties of genus give that γ (A − U )  γ (A) − γ (U ) m + τ − τ = m and γ (η(A − U ))  γ (A − U ) m. Then
η(A − U ) = η(A − U ) ∈ Am and γ (η(A − U ))m. This contradicts (2.36).
Indeed, the fact η(A − U ) ∈ Am implies
sup
u∈η(A−U )
J (u) cm = c.
Therefore, γ (Kc) τ + 1. This completes the proof of Lemma 6. 
Proof of Theorem 1. By Lemma 6, we see the existence of inﬁnitely many critical points of J with negative critical values.
Thus, problem (1.2) admits inﬁnitely many solutions with negative energy. We ﬁnish the proof of Theorem 1. 
3. Proof of Theorem 2
In this section, we will give the proof of Theorem 2. We assume that all conditions in Theorem 2 hold. The proof mainly
relies on the Mountain Pass Lemma. At ﬁrst, we recall the Mountain Pass Lemma.
Mountain Pass Lemma. (See [2,10,14].) Let X be a real Banach space with the norm ‖ · ‖ and J ∈ C1(X,R1) with J (0) = 0. Assume
(i) the functional J (u) on X satisﬁes the (PS) condition;
(ii) there are β,ρ > 0 such that J (u) β , ‖u‖ = ρ;
(iii) there is e ∈ X, ‖e‖ > ρ such that J (e) 0.
Then
c0 = inf
φ∈P
max
t∈[0,1] J
(
φ(t)
)
(3.1)
is a critical value of J with 0 < β  c0 < +∞, where P = {φ ∈ C([0,1], X) | φ(0) = 0, φ(1) = e}.
Proof of Theorem 2. By Lemma 3, it is suﬃcient to verify the geometry conditions (ii)–(iii) of the functional J . Let w ∈
X\{0}, t > 0. Then,
J (tw) = t
p
p
‖w‖pa,b +
tq
q
∫
Ω
g|w|q dx− t
s
s
∫
Ω
h|w|sdx− λ t
r
r
∫
Ω
H|w|r dx. (3.2)
Since q < s < p < r, λ > 0, we have J (tw) → −∞ as t → +∞. This means that there is t0 > 0 such that J (t0w) < 0.
Further, it follows from (2.5) that∫
Ω
h(x)|u|s dx C1‖u‖s‖h‖Ls0 (Ω),
∫
Ω
H(x)|u|r dx C1‖u‖r‖H‖Lr0 (Ω). (3.3)
So,
J (u) = 1
p
‖u‖pa,b +
1
q
∫
Ω
g|u|q dx− 1
s
∫
Ω
h|u|s dx− λ
r
∫
Ω
H|u|r dx
 p−1‖u‖p − C1h2‖u‖s − λC1H2‖u‖r
= ‖u‖p(p−1 − C1h2‖u‖s−p − λC1H2‖u‖r−p) (3.4)
with h2 = ‖h‖Ls0 (Ω), H2 = ‖H‖Lr0 (Ω) .
Denote
Q (t) = p−1 − C1h2ts−p − λC1H2tr−p, t > 0. (3.5)
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lim
t→0+
Q (t) = −∞, lim
t→+∞ Q (t) = −∞. (3.6)
Then Q (t) has a maximum at, say, t0 > 0, which satisﬁes
Q ′(t0) = −C1H2λ(r − p)tr−p−10 − C1h2(s − p)ts−p−10 = 0. (3.7)
Hence, we take
t0 =
(
h2(p − s)
H2λ(r − p)
)1/(r−s)
(3.8)
and
Q (t0) = p−1 − C1hμ2 λ1−μH1−μ2
((
μ−1 − 1)μ + (μ−1 − 1)μ−1)> 0 (3.9)
with μ = (r − p)/(r − s) ∈ (0,1).
Thus J (u) β when ‖u‖ = t0 > 0 for some β > 0. Now the application of the Mountain Pass Theorem gives Theorem 2
and we complete the proof of Theorem 2. 
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