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How do nonprofit organizationsuse data and research?What challenges do they face in conducting research and managing data?
In spring of 2004, 80 nonprofit organizationsin Toledo, Ohio returned a survey on their research and data needs and practices.
The survey found that nonprofits collect data on a wide variety
of topics, but do not use much of the data that they collect, and do
not collect much data that could be useful for other groups, particularly neighborhood organizations.The average nonprofit in the
survey hasfive employees andfour volunteers who, together, spend
56 hours per week collecting, managing, and reporting on data.
Nearly half of the organizations have no staff or volunteers with
formal research training.The others have only one or two people
with formal research training.More than half indicated a need for
trainingon how to conduct evaluations, how to use data management software, how to conduct research, and how tofindfunding.
Keywords: nonprofits, research methods, data management

Introduction
Of all the capacity issues facing nonprofit organizations
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in the United States, perhaps none has been so neglected as
their research data needs. There are numerous training and
technical assistance resources for various programming areas,
organizational development, and information technology. But,
outside of evaluation research, the crucial area of collecting,
managing, analyzing and using research data is neglected by
the trainers and the researchers working with nonprofits. And
that is a serious neglect. Grant proposals, evaluations, fiscal
monitoring, resource allocation, and overall project planning
are all dependent on tight research and solid information. The
types of research data needed for those activities can range
from census data to client case data to all varieties of specialty
data for different nonprofits, making research data practice a
highly complex and time-consuming part of nonprofit work.
What do I mean by "research data practice"? Basically, I
am concerned with the systematic collection of information
to inform nonprofit program development and evaluation.
This includes typically-recognized research practices such as
surveys. It also includes systematic collection of client or membership data that could be, though it is often not, analyzed for
patterns or categories. Research data practice does not have
to be informed by a theoretical or disciplinary-based question and, instead, may be informed by a practical need such
as "what are the best practices in the area of youth programming" (Stoecker, 2005). This research focuses on what research
data nonprofit organizations collect, how they use that data,
and what challenges they face in collecting and using research
data. It is important to understand that the concept of research
data includes most of the information that nonprofits collect,
including client-level data that may not be viewed as research
data by the organization. Such information, however, can often
be very informative in helping nonprofits understand trends
in who they are serving and in supplying the sampling frame
from which they can conduct evaluation research. That such
data is often not seen as research data is part of the problem.
The lack of focus on nonprofits' research data practice
needs has real consequences. This research project began as an
outgrowth of my experience conducting participatory evaluation research with a local neighborhood organization. As we
attempted to collect outcome data for the organization, we
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realized how little data there was, and how difficult it was to
fill the data gaps. Consequently, a group of us concerned about
this issue set out to determine the state of the art of nonprofit
information management.
The Lack of Data on Nonprofit Research
Needs and Practices
We know little about the research data needs, practices,
and capacities of small and medium size nonprofit organizations. In fact, in the broad area of nonprofit research, research
data practice is almost completely uncharted. That doesn't
mean we lack knowledge about research and data management methods that nonprofits could use. Indeed, there are
voluminous literatures on everything from needs assessments
and asset assessments to evaluation and a wide variety of other
data practices in between that are common to nonprofit organizations. But we simply have no knowledge of the extent to
which nonprofits effectively deploy those methods to collect,
manage, and use research data and other information. There
is only one published case study of a nonprofit's information
management strategies (Houchin, 2002), and one other published report on an attempt to build nonprofit research and
data capacity (Dattalo, 1998).
We do have some research suggesting that nonprofits'
needs in the area of research data practices are pronounced.
Perception gaps between nonprofit service recipients and
providers, for example, not only exist, but are often unrecognized, particularly for neighborhood organizations (Kissane
& Gingerich, 2004). And it is in neighborhood organizations
where the research data deficit may be most pronounced
because most data in the nonprofit realm is not coded by neighborhood. Nonprofits engaged in policy battles also need to
learn about and engage in policy research methods to have any
hope of impacting social policy (Fox, 2001; Appleton, 2003).
And nonprofit management experts (Letts, Ryan, & Grossman,
1999; Bryson, 1995) emphasize the importance of research for
effective nonprofit mission accomplishment.
It is in the arena of evaluation where research and data management issues have been most discussed (Mancini, Marek,
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Byrne, & Huebner, 2004). Without developing their own data
and research capacity, nonprofits are at the mercy of outsiders
who can impose performance measures in support of increasingly popular "pay for performance" schemes (Theuvsen,
2004). The antagonism generated by most funder-directed
evaluation schemes leads nonprofits and funders to play a cat
and mouse game with research data, with nonprofits often
reduced to selectively sharing information, enlisting experts to
massage information, or generating information that is only
symbolic (Ebrahim, 2002).
There is continuous argument over how outsiders can
measure nonprofit organization effectiveness (Sowa, Selden, &
Sandfort, 2004; Wing, 2004). Social accounting is expanding in
popularity as a way to measure the social and economic value
of nonprofit and community organization activities (Mook,
Richmond & Quarter, 2003). More common are attempts to
measure the economic impact of nonprofit activities, particularly by community development organizations (Woller and
Parsons, 2002). There is pressure, however, to shift from output
evaluation to outcome and impact evaluation (McNamara,
1999; United Way of America, 2005), vastly expanding the
thorny methodological issues facing nonprofits.
There is also an expanding debate over who should be
doing evaluation. Wadsworth (1991) urges organizations to integrate evaluation research into their daily activities in order
to become more self-directed. Others have promoted empowerment evaluation and participatory evaluation, which better
protect organizations against admitting failure because the
model actually helps organizations achieve greater success
(Fetterman, 2002; Patton, 1997; Millett, 1996). But while there
is plenty of urging going on, there is only one published case of
an evaluation requested by a nonprofit organization to address
a concern it had about one of its programs (Farmer & Walsh,
1999).
The broader model of participatory research is beginning
to produce some literature on nonprofit research data practice.
There are recent articles written on using participatory research
with nonprofit organizations (Castelloe, Watson, & White,
2002) across a variety of research activities such as needs assessments (Balaswamy & Dabelko, 2002) and policy research
(Padilla, Lein, & Cruz, 1999). But the emphasis of this literature
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is more on the process of the research relationships than on the
specific data collection and analysis methods.
This uncharted territory, then, leaves us with two crucial
unanswered questions. How much research capacity do nonprofit organizations have? How much do they need?
Methods
This research project set out to begin answering those
questions for one metropolitan area. Toledo is a medium-sized
Midwestern rustbelt city, with declining population in the
central city and little to no growth in the metropolitan area.
It has yet to make the transition to a post-industrial economy.
Industrial, commercial, and housing abandonment is common
in many parts of the city and its tax base has been stretched
by the out-migration of the middle class. There are, as a consequence, many social needs. The overall project, of which the
survey reported in the paper was one part, was designed to first
diagnose nonprofit research data needs, and then to develop
programming around those needs. It included a survey of
nonprofits (reported in this paper), in-depth interviews with
funders, and then subsequent programming that involved a
research training series and a pilot neighborhood indicators
database.
To find out whether my experience with the neighborhood
evaluation project described above was common to the nonprofit sector, I gathered a group of nonprofit organizations in
fall of 2003 for a focus group to explore the question of nonprofit research needs. The focus group discussion, which was
organized around very general questions of how organizations conducted research, for what reasons, and with what
challenges, confirmed my suspicions. Organization staff felt
as if they were at the mercy of funders' perceptions of needs,
and funders' definitions of good evaluation. The staff had a
lot of data, but didn't know what to do with it, in the case of
city-wide nonprofits, or severely lacked data for smaller geographies such as neighborhoods, in the case of neighborhood
organizations. Based on the results of this focus group, we organized a research project to gather detailed information on
the depth and extent of Toledo area nonprofits' research and
data needs.
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This research was conducted using a modified participatory research process, following an initiator model where the researcher chooses the initial research idea and then uses the research process to build more and more control over the process
by the target group (Stoecker, 2005). Ideally, in this model, the
research participants will have increasing control over every
stage of the research process: choosing the research question,
designing the research methods, collecting the data, analyzing
the data, and developing action plans based on the data. The
first step was to establish a research core group representing
a cross-section of Toledo community organizations. The focus
group helped establish the outlines of the research project and
provided its core group members.
This core group of seven members met monthly through
the six months of the project. They participated at every stage
of the research, shaping the questions we wanted to ask in the
survey of nonprofits and the interviews of funders, recruiting nonprofits to complete the survey, going over the survey
results and a rough draft of this report to contribute to the data
analysis, and shaping the planning event growing out of this
research. The core group members' ongoing discussions added
to the existing data by providing an array of nonprofit interpretations of the data we were receiving through the surveys
and interviews described below.
The core group decided early on to focus on small to
medium size nonprofits--excluding large health and education
nonprofits-believing that the smaller organizations would be
most in need of resources to collect, manage, and analyze research data. Another goal of the overall project was to look for
ways to better support the research data needs of organizations
that serve distinct geographic areas such as neighborhoodscommunity development corporations or CDCs-since we had
already learned that neighborhood-level research data is extremely difficult to collect and maintain. Neither government
nor non-geographic social service agencies manage their data
in such a way to make it easily analyzable for an individual
neighborhood. In addition, neighborhoods are a crucial geographic unit. Healthy neighborhoods provide the immediate,
necessary support for family systems, convenient services, and
youth activities, and may be the single most important point
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of intervention for improving safety security, and happiness
(Iannotta & Ross, 2004). Particularly when the neighborhoods
are as well-defined as they are in Toledo, they also become a
source of identity and, when they are healthy, pride.
The main focus of the research, then, was a survey of small
to medium-size nonprofit organizations in the three-county
Toledo metropolitan area. With the core group, I created a
fairly detailed two page booklet-style survey with 18 questions, but 164 possible response categories, which took our core
group members about 15-20 minutes to answer. Hager, Wilson,
Pollak, and Rooney (2003) found that questionnaire complexity and incentives had little impact on return rates, but that
form of invitation did. In their case, using Federal Express increased returns. I then compiled a population list from two existing lists of NPOs (both of which attempted to find the entire
population of NPOs in the metropolitan area). After eliminating large nonprofits with 100 or more employees (which was
the standard used by one of the two lists), and combining nonprofit programs managed under a single sponsor, we had a list
of 432 nonprofit organizations. Five requested to be removed
from the study, and eight could not be contacted, leaving the
final survey pool of 419 organizations.
We used multiple methods to attempt to encourage response to the survey. For those organizations with e-mail addresses, we sent an e-mail invitation to participate in the survey,
with a Microsoft Word version of the survey attached, as well
as brief instructions for how to complete a web version of the
survey. 153 organizations had listed e-mail addresses, but 27 of
those addresses bounced, and three organizations requested to
be removed from the study, leaving an e-mail accessible pool
of 123 organizations. We contacted another 83 organizations
by fax (including 22 organizations whose e-mail addresses had
bounced), of which 62 were successfully sent. Of the 21 organizations not accessible by either means, 13 could be contacted
by phone and were added to the postal survey. We used postal
mail to send paper surveys with postage-paid reply envelopes
to 234 organizations, also offering them the option to complete
the survey on the web. We sent two follow-up e-mails to the
e-mail pool, and two follow-up postal mailings to both the fax
and the postal mail pools.
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We suspect that questionnaire complexity may have held
down response rates, and we also noticed variation in response rates that paralleled the form of invitation. We received
33 surveys via the web form, 8 via fax, 12 via e-mail, and 27
via postal mail. We suspect, but cannot be certain, that most
if not all of the web and e-mail surveys were returned from
organizations contacted via e-mail. So, in our case, we believe
the best response came via the e-mail invitation. And while
the different media showed different response rates, past research has shown that different media do not seem to produce
different response distributions except around questions concerning information technology, where variation in media may
increase the overall response by appealing to different respondent preferences (Parackal, 2000; Yun, 2000).
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Table 1. Types of Nonprofits Responding
Type of Nonprofit
Youth related (i.e. mentorship or skill development)
Neighborhood development or community
building
Housing or homeless services
Education, including GED or ESL
Food storage or distribution
Mental health
Drug or alcohol addiction prevention and
recovery
Social justice advocacy, political causes
Culture, race, or ethnicity specific
Arts, ballet, theater or music related
Family transitions (i.e. adoption,foster care or
divorce)
Emergency relief services (i.e. crime victim
support)
Seniors*
Disability services (i.e. home repairsor
accessibility)
Legal services
Religious*
Medical or reproductive services
*indicates write-in responses not included in original categories

Number
Reporting
25
18
16
15
15
12
12
12
10
8

7
7
6
6
6
5
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The total response was 80 organizations-a response rate
of 19%. Low response rates are increasingly common in the
survey industry (Sheehan, 2001). And while such a response
rate may provide suspect data, Hager, Wilson, Pollak and
Rooney (2003) argue that response rates as low as 15% should
still provide accurate data when the demographic characteristics of the respondents are roughly representative of the
population in general (Hikmet & Chen, 2003). Our survey
included questions to judge the representativeness of our respondents' organizations, such as class level of clientele served
and mission areas of the nonprofit. Table I shows the responses to the mission activities question. The core group members
judged that, based on the mission area data, the responding organizations were proportionally representative of the industry
overall in the Toledo area, with a slightly high response from
youth organizations. We also appear to have obtained a 100%
response from the community development organizations in
the city, which we had hoped for.
Analysis
Types of Data Collected
Toledo area nonprofits collect data across many levels of
analysis. It is interesting to note, however, that relatively few
organizations collect data at the neighborhood level. In fact,
organizations are more likely to collect data at the city and
county level than at the neighborhood level, as Table 2 shows.
Furthermore, 9 of the 23 organizations collecting research data
at the neighborhood level are engaged in neighborhood development and community building activities. Both the nonprofit
focus group participants and funders noted that neighborhood
development requires comprehensive data from a variety of
sources, including social service agencies who track some of
the social ills associated with community underdevelopment.
It may seem natural for agencies that do not operate at the
neighborhood level to not collect such data, but those are also
the very organizations that neighborhood groups would most
like to get data from to assess needs and evaluate outcomes. In
many cases it is also difficult to "objectively" determine neighborhood boundaries, but most neighborhood organizations
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are more concerned with gathering data from their defined
service areas. Given the lack of data collected at the neighborhood level, community development organizations and other
neighborhood groups will suffer some of the greatest research
data hardships.
Table 2. Level of Analysis at Which Nonprofits Collect Data
Level of Analysis
Number reporting
Individual level, i.e. children, youth or
72
adults
Family level
44
Neighborhood/community level
23
City level
29
County level
28
Regional level, i.e. Northwest Ohio
19
State level
14
National level
9
The lack of data collection at the neighborhood level is
probably due to two factors. One is that client intake forms
or membership forms generally do not ask for people to identify their neighborhood. The second is that many organizations may not realize that address-level data could be coded
by neighborhood. Even if they did realize that possibility,
however, doing such coding is a time consuming task outside
of the capacity of most nonprofits. Instead, even neighborhood
groups use census tract and zip code-level data that poorly approximates Toledo neighborhood boundaries.
Toledo area nonprofits also collect data on a wide
variety of topics. Table 3 shows just how wide the topics are.
Approximately three quarters of the organizations collect basic
demographic data. In addition, over half collect some neighborhood level data, though we suspect that most of the respondents interpreted this question as asking whether they collected address information from clients and participants. Beyond
that, however, there is no standard data collection pattern.
This makes it difficult for organizations to share data and, as
we will see, data sharing among the groups is in fact limited.
The lack of organizations that collect data on leadership skill
points to another research data gap for CDCs, who need such
information to build strong resident participation in neighborhood development activities. This is, of course challenging
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information for the average social service agency to collect. But
if other organizations that routinely collect data on clients or
members could also learn how to ask what leadership experiences individuals have had, they could refer skilled individuals to their respective neighborhood organizations.
Table 3. Topics on which Nonprofits Collect Data
Topic
Age
Sex
Race/ethnicity
Street/neighborhood-level address data
Family characteristics
Previous program participant
Employment status
Physical health conditions or disabilities
Education level
Client contact with other organizations
Mental health conditions
Funding resources
Transportation needs
Native or non-native English speaker
Criminal record
School system for children
Religious affiliation
Drug/alcohol treatment
Leadership skill

Number
Reporting
61
59
52
45
35
35
34
33
32
28
26
25
22
21
19
17
15
13
6

There is also wide variation in the number of categories
for which organizations collect data. Half of the organizations
collected data in seven or fewer categories. The most common
response was to collect data in only one category, which is true
of 11 organizations.
Research Data Management
One of our main concerns in understanding nonprofit data
and research needs is how they handle the data that they currently collect. The picture that emerged from the survey is
that nonprofits spend enormous person-hours collecting data

108
Journal of Sociology & Social Welfare
that is seldom used. The average nonprofit organization has
5 employees and 4 volunteers who have some involvement
with data collection, entry, and storage on a day-to-day basis.
Combined, those 9 people spend 56 hours per week, over six
hours per person, on data management. That is more than a
full-time position just for data management. And while it may
seem like a lot of time, remember all the possible kinds of
data collection and management involved in nonprofit management, from logging phone calls to managing budgets to
tracking client contact hours. So, given that most of the staff
in a nonprofit are collecting data on clients or program participants, the lack of a standard system for data management
could create information chaos.
Toledo nonprofits have piles and piles of data. Seventy-one
of the 80 organizations store data more than three years. On
average, 61% of the data is saved in paper files, likely creating both space and data recovery issues for many nonprofits.
Data in paper form cannot be easily databased or analyzed. On
the other hand, it's a good thing all that paper is kept because
only 30 percent of the organizations use any kind of backup for
electronic data. Twenty-eight of the 80 responding organizations indicated they had lost data due to document misfiling
or computer-related problems. That figure is not as high as we
had feared, but higher than it should be.
One of the most interesting findings, reported in Table 4, is
that Toledo area nonprofits do not make much use of all that
data that they spend so much time collecting and managing. If
we take the data presented earlier, in Table 3, and add a column
showing how many organizations actually use the data they
collect, we can see that, in most cases, less than two-thirds of
the organizations use the data that they collect in any one category. It could be argued that two-thirds is actually pretty high
usage, but if we go back to the finding that the organizations
are spending an average of 56 hours a week managing data,
then more than 18 hours a week is wasted effort, adding up to
970 wasted hours in a year. Given that the average organization has 5 staff members and 4 volunteers (and assuming that
the volunteers are not full-time), that is a high proportion of
wasted effort.
The original focus group that prompted this study, as well as
the input of the nonprofit core group guiding the study, can
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help us understand why there is so much wasted effort. One
of the most vocal complaints coming from nonprofits has to
do with funder-mandated data collection. Many organizations
find that the things they are required to report on do not help
them actually do their own work. The focus group and core
group also noted they collect a large amount of information to
meet legal requirements. Technically, we could say that, because
such data collection results in further funding, or maintains organizational legal status, it is used. But our organizations seem
to define "use" as actually taking the information and analyzing it to improve their practice. And, in this sense, much of
the information they collect is not used. Finally, as we will see
Table 4. Topics for which Nonprofits Collect, Use, and Need Data
Number
Number
Number
Topic
Collecting
Using
Needing
data
data
data
Age
61
41
10
Sex
59
39
8
Race/ethnicity
52
34
12
Street/neighborhood-level
45
30
10
address data
Family characteristics
35
20
13
Previous program participant
35
23
9
Employment status
34
20 (26)*
9
Physical health conditions or
21(24)*
9
disabilities
Education level
32
19
7
Client contact with other
28
17
11
organizations
Mental health conditions
26
14 (17)*
6
Funding resources
25
15 (18)*
19
Transportation needs
22
17
11
Native or non-native English
21
12
8
speaker
Criminal record
19
10 (13)*
7
School system for children
17
14
10
Religious affiliation
15
10
3
Drug/alcohol treatment
13
7
10
Leadership skill
6
3
7
*numbers in parentheses indicate organizations that use data beyond those that
also colect it
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below, much of the information is not used because organization staff and volunteers do not have the skill or capacity to
use it.
As some of the earlier survey results have intimated, not
only do a lot of data go unused by the organizations themselves, data are not widely shared among organizations. Using
just a raw average, any single nonprofit shares research data
with only seven other organizations. But that figure is inflated
by the inclusion of two organizations who said they shared
data with more than 100 other groups. If we remove them from
the calculation, the average falls to just four other groups that
each organization shares data with. This may also be overstated if the groups interpreted the question as asking about
receiving data from others as well as providing it. Eighteen
organizations, nearly a quarter of the total, share data with no
one. Thirty-nine organizations, nearly half of the total, share
data with two or fewer organizations. This may be partly a
consequence of limited collaborations among Toledo nonprofits. But it is probably also likely due to a lack of standard data
collection that would make data sharing easy. The focus group
participants noted that variations in funding often cause their
data collection processes to be inconsistent, and realize that
makes the data unreliable and thus less worth sharing.
Most puzzling are the results for the question asking nonprofits to indicate the categories in Table 4 for which they
needed research data. The core group suspected that the question was interpreted differently than we meant it, as a number
of organizations who indicated that they collect data in a category also said they needed data in that category, perhaps indicating that they collected it because they needed it. But if
that was a common interpretation of the question, the results
are more troubling, as very few organizations indicated a need
for any category of research data. Fewer than a quarter of the
organizations indicated a need for data in any category, with
the greatest need being expressed for funding data (by 19 organizations). This finding is consistent with the data on lack of
use. While collecting data may be required by funders and the
law, using it is often a higher-order activity available only to
those groups not already completely overstretched just doing
their work.
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The question is whether the lack of perceived need for data
indicates that it is not important to the work of nonprofits or
reveals a lack of knowledge about how data might be used in
nonprofit work. The core group suspected it to be the latter. As
we will see next, the nonprofits do indicate a need for increasing their research data capacity.
Need for IncreasedResearch Data Capacity
The survey also focused on the nonprofits' research data
strategy needs. One of the ways to judge those needs is by the
number of organizations who report that they are required to
conduct evaluations for funders. Nearly half, 36, are required
by funders to conduct evaluations of their programs to receive
continued funding. But there is more going on here than simply
meeting a funder requirement. In fact, 49 of the 80 respondents
indicated that they conduct annual evaluations, and another 19
conduct semi-annual evaluations. However, 23 organizations
indicated that they do not conduct formal evaluations, leading
us to believe that, of the 68 organizations that say they evaluate their work, some likely do so in only a cursory fashion.
On the other hand, 24 organizations use outside consultants
in their evaluations-a surprisingly high number and an expensive proposition for a small to medium size nonprofit. We
must keep in mind, however, that number may not reflect the
Toledo area nonprofit industry in general, as we suspect that
area nonprofits more attuned to responding to issues of data
collection and analysis may have been more likely to respond
to the survey. In fact, the funders interviewed as part of the
larger project, both government and private, were generally
dissatisfied with the research data that organizations provided
both to justify grant proposals and to support evaluations.
If we move beyond evaluation to the overall research data
skills of nonprofit staff, we see more clearly the capacity issues
facing the organizations. We asked the organizations to tell us
how many staff had training in research at the undergraduate,
graduate, or professional level, as well as being self-taught.
None of the averages even reached one staff person. Nearly
half, 38 organizations, have no staff or volunteers with formal
research methods training. Of the remainder, most indicate
having one or two people with research training. And remember, the average nonprofit organization in this survey has 9
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people spending a total of 56 hours per week on research data
management. And a huge chunk of that time is for naught. One
of the most important explanations for that wasted time may
be that too few organizations have the in-house skill to make
good decisions about what data to collect, how to manage it,
and how to use it. Having such skill could allow nonprofits to
make better choices about data collection and better use what
they do collect.
The nonprofit focus group prepared us to find a strong
need for research and data capacity enhancement, and the
survey confirms what they told us. When asked about their
research data needs wish list, at least one-third of the organizations responded affirmatively to every choice on the list. More
than half indicated a need for training in program evaluation,
funding, computer programs in general, spreadsheets, research
methods, and a tracking database. Just under half indicated a
need for training in statistical analysis, geographic information systems analysis, and accounting and budget management. There is important overlap between this list, and a list
of research and training needs compiled through the nonprofit
focus group and interviews with area funders.
Implications
This research has attempted to gain an initial understanding of the research data practices and needs of nonprofit organizations. We have seen that organizations collect voluminous data on a wide variety of topics. Yet, much of that data
goes unused. Furthermore, nonprofit staff have a difficult time
identifying research data needs. So meager is their research
methods background that it is entirely possible they can't
imagine what to do with their existing data, let alone imagine
what other data they might use. The result is a highly inefficient research data management system in nonprofits that
wastes time collecting research data that are never used and
not collecting research data that might be used. Getting rid of
the wasted time and using it to make the most of the existing
data could help a lot in nonprofit's grant applications, evaluation practices, and program planning. There are four important
implications of this research for funders, nonprofit managers,
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and researchers.
1) Providingbetter research methods trainingfor nonprofit staff
and volunteers. The nonprofits clearly expressed their interest
in research methods training. And it also seems clear that such
training would allow nonprofits to both collect more useful
data and put more data to use. As a consequence of this research, the Toledo Community Foundation funded a pilot
research methods training sequence for a group of nonprofit
organizations in the summer of 2005. We designed this particular research training series through a nonprofit core group
process similar to what we used in the initial diagnostic research. This process created four modules of 2.5 hours each
focusing on developing good research questions, using qualitative research, writing a good survey, and managing data
using spreadsheet software. The first module, on developing
good research questions, was targeted at helping nonprofits
collect data that would be more usable. The module on qualitative research came from nonprofits' concerns that funders
were only interested in quantitative changes, and most nonprofit programs were too small, too short, or too focused on
quality of life issues to produce reliable quantitative findings.
So while the nonprofit was not able to say that "x percent of
children in the summer enrichment program experienced an
improved home environment" in numbers, they were accumulating stories from parents talking about how their child
seemed calmer or happier, and they wanted to know how
to collect and present those stories in a convincing way. The
survey module was motivated by their desire to get better at
collecting quantitative data, and the spreadsheet module came
from their desire to better at managing such data. The initial
evaluations of the training were positive, but we do not know
the extent to which the training resulted in actual changes to
the participants' research data practices.
2) Educatingfunders on the importance of supporting nonprofit
research and data management capacity. Even if we are able to
improve the skills of nonprofit staff and volunteers in research
design and data management and analysis, we still face the
problem that there are so many hours in the day, and most
nonprofit staff and volunteers are already running over their
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capacity just producing programs. Having better skills will
be of no consequence if they do not have the time to deploy
those skills. And most funders still do not provide adequate
funding for the data collection and management that is needed
for effective needs and asset assessments on the front end of
a project and evaluation on the back end of a project. Part of
this is due to a lack of knowledge on the part of funders, as my
interviews with them indicated that they also were not welltrained in research methods. They certainly were not satisfied
with the data that nonprofits provided them at either the grant
proposal stage or the end-of-project evaluation stage, but they
did not have enough expertise to make any recommendations
for how to improve the situation. The funders are actually quite
sympathetic to the research and data challenges faced by the
nonprofits. But in Toledo, most of the funders are themselves
stretched thin, and increasing funding for the research portion
of one program could mean not funding another program at
all. Finally, given that so much of the current research practice
of nonprofit organizations is funder-driven, a frank discussion
needs to occur among funders and nonprofits about the importance of doing evaluation research, including who should
control the scope and method of such research, the lack of resources for doing such research, and the fears among nonprofits of presenting research that may show weaknesses in their
funded programs. In addition, there needs to be broader discussion about evaluation models, particularly empowerment
evaluation and participatory evaluation as forms of research
which puts program improvement ahead of du jour funderdriven fetishes such as logic models.
3) Provide better stock databases for nonprofits to easily use.
Even if we educate nonprofits on how to do better data collection and management, and even if we educate funders on the
need to better support those efforts, nonprofits are likely to still
face capacity challenges in collecting and using good data. One
suggestion from both funders and the nonprofit core group was
the provision of databases that nonprofits could easily access
and use. Part of the overall project of which this research was a
part involved the creation of a pilot neighborhood data system
that could be accesses by any nonprofit to see census statistics
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on an individual neighborhood. Prior to this, neighborhoodbased organizations had to compile their own census statistics,
and most neighborhood boundaries varied significantly from
both zip code boundaries and census tract-level boundaries.
Most of the neighborhood-based organizations applying for
annual City of Toledo funding used the database and found
it useful for their proposals. Our pilot database was primitive
compared to some of the other neighborhood data systems in
other cities. There are many ways to build such databases, and
they can include hand-collected data as well as government
data provided by the census, the police department, and other
government agencies. The important thing is involving endusers in the process of creating the dataset so that it can be of
maximum use to maximum users (Stoecker, 2006).
4) Engage higher education students and faculty in nonprofit
research data collection and management. The final way that we
can begin addressing the capacity issues faced by nonprofit
organizations in collecting and managing data is by better engaging higher education institutions in providing research and
data support. As the service learning movement in higher education begins to support community-based research (Strand
et al., 2003), the possibilities grow for directing the work of
faculty and students to serving the research data needs of nonprofit organizations. While faculty may be necessary for careful
research design, students who are appropriately screened and
trained can do original data collection and data analysis. They
can also convert paper records to electronic records, with appropriate privacy protections in place. This does not absolve
nonprofits from seeking out education on research design and
data management, as they will still have to hold faculty and
students accountable for all the work they do. But it can dramatically expand the organization's capacity to collect and
manage data.
Conclusion
This project has focused on the first layer of issues surrounding nonprofits' research data needs and management.
We have found challenges in collecting, managing, and using

116
Journal of Sociology & Social Welfare
research data, along with specific training and capacity building needs, in one urban area. Thinking more deeply, we
have found challenges in even conceptualizing the data that
nonprofits collect as research data. How different it is to see
all of the information a nonprofit collects as providing an information base that can help the organization better design
and implement programming, then as drudgery that must be
endured for funders and government bureaucrats. Ultimately,
the change we are seeking involves as much a change in how
nonprofit staff, volunteers, and supporters think about data in
a nonprofit setting as a change in what nonprofits do.
But we need to know much more. How similar is this situation in Toledo to other places where there may be more nonprofit managers with graduate degrees and other kinds of advanced training? Furthermore, what are the consequences of
inefficient and low skilled research data practices for program
outcomes and funding?
If I am correct that good research practice makes a real difference in receiving grants and developing effective programs,
then we also need to develop locally appropriate interventions.
In each locale, we need to ask a set of questions. What databases would be frequently used across a variety of organizations?
What needs and assets data would be most frequently used?
What might be the role of universities in providing or leveraging resources to support the training, infrastructure building,
database development, and other related activities necessary
to meet the research data challenges and fill the research data
needs of nonprofits? How in-depth should research methods
training be? Should it be scheduled over a long or short period
of time?
This research is only a suggestion of the possible research
data capacity issues facing nonprofits. We are at the cusp of
a minimally understood capacity issue for nonprofit organizations. Hopefully this research will help catalyze further research to help support this increasingly important area of nonprofit research data capacity.
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