ABSTRACT Optical remote sensing (RS) data suffer from the limitation of bad weather and cloud contamination, whereas synthetic aperture radar (SAR) can work under all weather conditions and overcome this disadvantage of optical RS data. However, due to the imaging mechanism of SAR and the speckle noise, untrained people are difficult to recognize the land cover types visually from SAR images. Inspired by the excellent image-to-image translation performance of Generative Adversarial Networks (GANs), a supervised Cycle-Consistent Adversarial Network (S-CycleGAN) was proposed to generate large optical images from the SAR images. When the optical RS data are unavailable or partly unavailable, the generated optical images can be alternative data that aid in land cover visual recognition for untrained people. The main steps of SAR-to-optical image translation were as follows. First, the large SAR image was split to small patches. Then S-CycleGAN was used to translate the SAR patches to optical image patches. Finally, the optical image patches were stitched to generate the large optical image. A paired SAR-optical image dataset which covered 32 Chinese cities was published to evaluate the proposed method. The dataset was generated from Sentinel-1 (SEN-1) SAR images and Sentinel-2 (SEN-2) multi-spectral images. S-CycleGAN was applied to two experiments, which were SAR-to-optical image translation and cloud removal, and the results showed that S-CycleGAN could keep both the land cover and structure information well, and its performance was superior to some famous image-to-image translation models.
optical RS image, then the generated optical image can be a good alternative that aid in land cover visual recognition for untrained people. Therefore, exploring the method of SARto-optical image translation is of great significance.
In the past decades, many methods were proposed to make the SAR images more suitable for visual recognition [4] [5] [6] , and they can be mainly divided into two categories: image enhancement algorithms and pseudo-color encoding algorithms. The image enhancement algorithms aim to show the objects more clearly in SAR images [5] , [7] . To effectively obtain the image suitable for human observation, Jiao et al. [8] introduced a new SAR image visualization algorithm to map the high dynamic range SAR amplitude values to low dynamic range displays via reflectivity distortion preserved entropy maximization. In [9] , an adaptive twoscale enhancement method was proposed to visualize and further recognize ocean vessels and aircrafts. The pseudocolor encoding algorithms encode the pixels with different colors [10] [11] [12] , which are especially proper for single-pol SAR images. Then the pseudo-color encoded SAR images can be used in other SAR image applications. The SAR images, which were processed by above-mentioned methods, became more suitable for visual recognition by professionals, but they were still very different from optical RS images and untrained people were still hard to recognize the land cover types.
Deep learning [13] is a branch of machine learning and it has developed rapidly in recent years. More and more deep learning methods were applied to SAR image processing [14] [15] [16] . Deep learning can deal with the imageto-image translation tasks [17] , which are often formulated as per-pixel classification or regression. Generative Adversarial Networks (GANs) [18] are recently regarded as a breakthrough in deep learning. As typical probability generation models, GANs can find out the internal data distribution through learning plenty of data. GANs generate data in an unsupervised manner but they cannot control the data generation process [19] . Then the Conditional Generative Adversarial Networks (cGANs) [19] were proposed to solve this problem. By conditioning the models on additional information [20] , [21] , the data generation process of cGANs can be directed. Many GAN based methods achieved great results for image-to-image translation tasks, such as pix2pix [20] , Cycle-Consistent Adversarial Networks (CycleGAN) [22] and DualGAN [23] . GANs can be used to translate SAR images to optical images, which are more suitable for untrained people to recognize the land cover types visually. It is a new way to solve the visual observation problem of SAR images.
In SAR image processing field, some image-to-image translation methods were already proposed. Song et al. [24] proposed a method to convert single-pol gray-scale SAR image to polarimetric SAR (PolSAR) image using Convolution Neural Networks (CNNs). Ao et al. [25] used a dialectical GAN to translate Sentinel-1 image to TerraSAR-X SAR image. Recently, more and more researchers focus on SAR-to-optical image translation based on GANs [26] [27] [28] [29] [30] [31] . Schmitt et al. [32] published the SEN1-2 dataset to foster deep learning research in SAR-optical data fusion and used pix2pix to translate SAR to optical images. However, these methods mainly had two problems. First, the SAR images were translated in patch level and there was no large image translation result. Large SAR image translation method is still worth studying. Second, some methods used CycleGAN and pix2pix for SAR-to-optical image translation, but both CycleGAN and pix2pix have disadvantages. CycleGAN can well keep the structure information but some land cover information is lost. In contrast, pix2pix can well characterize the land cover information, but it produces blurry results and the structure information of some objects is missed. We considered combining the advantages of CycleGAN and pix2pix, so a supervised Cycle-Consistent Adversarial Network (S-CycleGAN) was proposed to keep both the land cover and structure information in SAR-to-optical image translation. Fig. 1 shows the examples of SAR-to-optical image translation in patch level. Our method is designed to translate large SAR images to optical images and can be used in practical applications. The images that generate from SAR images are helpful for SAR image visualization. When the optical RS data are unavailable, the generated optical images can aid in land cover visual recognition for untrained people.
One of the applications of the generated optical images is the thick cloud removal. Optical RS images are commonly affected by the cloud, fog and rain. If an area is covered by large thick clouds, the land cover types under the thick clouds can be hardly observed through the optical RS images. Existing methods for thick cloud removal can be categorized into interpolation and substitution techniques [34] . The interpolation techniques reconstruct the areas obscured by clouds approximately within an arrangement of cloud-free pixels [35] , [36] . These methods require a high temporal resolution and a sufficient length of the image acquisition period to cover seasonal aspects [34] . The substitution techniques simply replace the pixels of clouds with the pixels at the VOLUME 7, 2019 FIGURE 2. Our model is improved from CycleGAN model. CycleGAN introduces two cycle consistency losses and translates the images from domain X to domain Y and back again. In this paper, we add the MSE loss to the two mappings between domain X and Y for better performance. Left: the two mapping functions G 1 : X → Y and G 2 : Y → X and associated adversarial discriminators D Y and D X . Middle: cycle-consistency loss x → G 1 (x) → G 2 (G 1 (x)) ≈ x and the MSE loss G 1 (x) ≈ y . Right: cycle-consistency loss y → G 2 (y ) → G 1 (G 2 (y )) ≈ y and MSE loss G 2 (y ) ≈ x.
same location of another cloud-free images [37] . However, the temporal differences may exist and are often neglected by these methods. The SAR and cloudy optical RS images which are imaged at the same day can be used to solve the problem of temporal differences, but the visual differences between SAR and optical RS images affect the image quality [34] , [38] . With the development of deep learning, researchers attempted to use GANs to remove filmy clouds [39] [40] [41] [42] . In this paper, the substitution technique was used to for cloud removal. The generated optical images, which were translated from the SAR images by S-CycleGAN, were used to replace the thick cloud areas of the cloudy optical RS images.
The rest of this paper is organized as follows. In section II, the proposed S-CycleGAN is described and a paired image dataset for SAR-to-optical image translation is introduced. In section III, experiment results of SAR-to-optical image translation and cloud removal are illustrated. The seam elimination method used in the two experiments and the potential applications of the generated images are discussed in Section IV. Finally, the conclusions and future work are illustrated in Section V.
II. Proposed Method

A. GENERATIVE ADVERSARIAL NETWORK
Traditionally, GANs consist of two modules, one is the generator G and the other is the discriminator D. The generator learns the data distribution and can produce realistic data to fool the discriminator. The discriminator tries to distinguish whether its input is from the training data or the generator. This framework corresponds to a minimax two-player game. GANs are unconditioned generative models that learn the mapping of input random noisy z to output y.
In contrast, cGANs learn a mapping from the extra input x and random noisy z to output y.
Both the generator and discriminator of cGANs are conditioned on extra information x, which can be text [21] , labels [43] and other forms of the images [20] .
Some image-to-image translation models are trained in supervised manner and the training images are strictly paired, such as the famous supervised model pix2pix. Pix2pix as a widely used image-to-image translation framework has proven stable and powerful for image-to-image translation. The generator of pix2pix is a ''U-Net'' [44] architecture and the skip connections between the encoder layers and decoder layers are added to share the low-level information. The architecture of the discriminator is PatchGAN [20] that can model the image as a Markov random field. Pix2pix achieves very good results for many image-to-image translation tasks. For some image-to-image translation tasks, obtaining paired training data can be difficult and expensive. CycleGAN was proposed to solve the problem. The generators of CycleGAN are from [45] and the discriminators are PatchGAN, too. Although CycleGAN is trained without supervision, qualitative results on several tasks demonstrate that the performance of CycleGAN is close to pix2pix [22] .
Based on the architectures of pix2pix and Cycle-GAN, we proposed S-CycleGAN for SAR-to-optical image translation.
B. SUPERVISED CYCLEGAN
Proposed S-CycleGAN is improved from CycleGAN, so we first introduce the framework of CycleGAN. CycleGAN learns the translation between two image domains X and Y with training samples {x i } N i=1 ∈ X and {y j } M j=1 ∈ Y . It contains two generators and two discriminators, and introduces two mappings G 1 : X → Y and G 2 : Y → X , as shown in Fig. 2 .
The generator G 1 tries to generate images G 1 (x) that look similar to images from domain Y and the discriminator D Y aims to discriminate between y and G 1 (x). In the same way, G 2 tries to generate images G 2 (y) that look similar to images from domain X and the discriminator D X aims to discriminate between x and G 2 (y). The adversarial losses for the two mappings are shown as below: To train an unsupervised image-to-image translation model, CycleGAN introduces the cycle consistency loss. For each input image x, the image translation cycle should be able to bring x back to the original image, which can be illustrated as bellow:
Similarly, for each image y from domain Y , G 1 and G 2 should also satisfy backward cycle consistency.
Therefore, the cycle consistency loss can be illustrated as below:
The loss function of CycleGAN has the following form:
where L GAN denotes the adversarial loss, L cyc denotes the cycle consistency loss and λ controls the importance of L cyc . In SAR image processing field, the land cover information is very important. In order to keep the land cover information unchanged between the generated images and the input SAR images, we borrow the idea of supervised model pix2pix. The pixel-level MSE loss named L p is added to the two mappings of CycleGAN. Then CycleGAN is changed from unsupervised model to supervised model and we name it S-CycleGAN, as shown in Fig. 2 . The L p represents for the difference between the generated image and the target real image at pixel level. Therefore, the training samples of S-CycleGAN should be paired and then S-CycleGAN can learn the SAR-to-optical image translation in supervised manner. The loss function has the following form:
In summary, the loss function of S-CycleGAN is shown as bellow: (10) where L p denotes the pixel-wise MSE loss and β controls the importance of L p . Finally the objective of S-CycleGAN is
The network architectures of the generators and the discriminators of S-CycleGAN are the same as pix2pix, which are the U-Net and PatchGAN, respectively. The detailed information is shown in Fig. 3 . The inputs of the generators and discriminators can be SAR images or optical images. If the inputs of the generators are SAR image, then the outputs will be the generated optical images, and vice versa. 
C. SAR-TO-OPTICAL IMAGE TRANSLATION
Based on S-CycleGAN, a SAR-to-optical image translation framework is discussed in this section. Because S-CycleGAN still translates images in patch level, large SAR images cannot be input to S-CycleGAN directly. We first split large SAR images to small patches and then input the patches to SCycleGAN model to generate corresponding optical image patches. Finally, we stitch the generated images patches to get large optical images. The detailed steps are shown as Meanwhile, the traditional weighted averaging method is used for seam elimination. Because the brightness and tone may be different between the generated optical image patches, obvious seam lines will exist in the generated large optical image if no seam elimination method is used. The traditional weighted averaging method is chosen for seam elimination, which is fast and good enough for proposed framework. The weighted averaging method replaces the overlapped region of two images with the averaged new pixels. The new pixels are calculated based on the distance between the pixels and the two boundaries of the overlapped region, which has the following form:
where I 1 (x, y) and I 2 (x, y) are the pixel values of two images in the coordinates (x, y), and ω 1 and ω 2 are the weights, which are determined by the distances between the pixel (x, y) and the two boundaries of the overlapped region. ω 1 + ω 2 = 1, 0 < ω 1 < 1, and 0 < ω 1 < 1.
The pre-condition of using weighted averaging method is that two images should overlap with each other. Therefore, when we split the SAR image to patches in the step (b), each SAR image patch should overlap with its neighborhood patches. Then each generated optical image patch is overlapped with its neighborhood patches and the weighted averaging method can used to eliminate the seam lines in four directions.
D. DATASET
To evaluate the performance of S-CycleGAN, a paired SARoptical image dataset was generated from the Sentinel-1 (SEN-1) and Sentinel-2 (SEN-2) images. SEN-1 was conducted by the European Space Agency (ESA) and contains two satellites, Sentinel-1A and Sentinel-1B. Both satellites carry a C-band SAR sensor and can provide dual-polarization SAR images in all-weather, day or night. SEN-2, which also contains two satellites (Sentinel-2A and Sentinel-2B), was developed by ESA and can provide multi-spectral RS images. Table 1 . WHU-SEN-City dataset contains many kinds of land covers, such as mountains, forests, lakes, rivers, bare lands, buildings, farmlands, vegetation, roads, bridges, and so on. It is a challenge to translate SAR images to optical images on the dataset. The detailed steps of generating WHU-SEN-City dataset are as follows. First, SEN-1 and SEN-2 images were downloaded from the website https://scihub.copernicus.eu/dhus/#/home. As modern cities often develop quickly, the image times of the corresponding SEN-1 and SEN-2 images should be close to each other. Second, the SEN-1 and SEN-2 images were preprocessed, and the steps were shown in Fig. 6 . The SEN-2 images were projected to the World Geodetic System 1984 (WSG84) and then cropped according to the longitudes and latitudes in Table 1 . The red, green, and blue bands of SEN-2 images were used to generate RGB images and color adjusting was needed to make sure that all SEN-2 images had similar color distribution. For SEN-1 images, the terrain distortion should be corrected and the cropping was also needed. Then the SEN-1 images were resized to the size of corresponding SEN-2 images. For each band of SEN-1 images, the pixel values were converted to dB first, and the minimum and maximum of each band were calculated. Then a linear transformation was used to map the dB values to the range of [0, 255].
After the above-mentioned preprocessing, we got the paired large SEN-1 and SEN-2 images. A free software named SNAP 2 was used to do the reprojection, terrain correction, cropping, RGB image generating, and color adjusting. SNAP contains the Sentinel 1, 2 and 3 Toolboxes, which are free open source toolboxes for the scientific exploitation of earth observation missions. Finally, the paired large SEN-1 and SEN-2 images of different cities were split to training and test sets. Because China is a big country with a vast territory, the land cover types from different regions have different visual appearances. Both the training and test sets contain the cities from the east, south, west, north, and central regions of China. For the training set, a sliding window was used to generate 18542 paired training samples. The window size was 256 × 256 and the stride was 128. Fig. 7 shows some of the paired training samples. The test SEN-1 and SEN-2 images were only used to validate the performance of S-CycleGAN and did not used in the training. The test SEN-1 images were used for the SAR-to-optical image translation, which was introduced in Section II-C. The test SEN-2 images were only used to calculate the image quality of the generated optical images quantitatively.
The dual-polarization SEN-1 data are Ground Range Detected (GRD) products and they have two bands, which are VH and VV with a spatial resolution of 20m in range direction and 22m in azimuth direction. We used VH and VV bands to generate a new band VH/VV. Then VH, VV and VH/VV were used as the input data of S-CycleGAN. Only the red, green and blue bands of the SEN-2 images were used. The spatial resolution of the three bands is 10m.
III. EXPERIMENTS
S-CycleGAN was applied to two experiments, one was the SAR-to-optical image translation and the other was the cloud removal. In this section, the training strategy of S-CycleGAN is introduced first, and then the results of SAR-to-optical image translation and cloud removal are illustrated.
A. TRAINING
The paired training set of WHU-SEN-City was used to train the models. We first trained CycleGAN to generate optical images with object structure well reserved. Then S-CycleGAN was fine tuned based on the trained CycleGAN model. The batch size was 24, λ was 100, and β was 100. S-CycleGAN was implemented based on the Pytorch implementation of CycleGAN. 3 Except the batch size, λ, and β, the other training parameters were the same as CycleGAN. For example, the input data standardization, normal distribution initialization, batch normalization, and least square GAN loss were all used by default. Random cropping and flipping were used to avoid overfitting.
B. SAR-TO-OPTICAL IMAGE TRANSLATION 1) RESULTS
The large SAR image translation results are shown in this section. Due to the limitation of space, Fig.8 Fig. 9 , which can more clearly show the detailed translation results.
The experiment results show that proposed method is capable of SAR-to-optical image translation. The geometry information and color appearance of different land cover types in the generated large optical images are almost consistent with the real SEN-2 optical RS image, such as the buildings, lakes, rivers, forests, bare lands and so on, as shown in Fig. 9 . The man-made structures, such as the very high density residential areas of Wuhan and Kunming in Fig. 8 , are also well translated. Untrained people can more easily recognize the land cover types from the generated images than from the original SAR images.
The generated image can be used to validate the correctness of SAR image visual recognition results if optical RS data are not available. Some land cover types that have similar backscattering properties are hard to be distinguished in SAR images. It is difficult and time-consuming to compare the differences of the land cover types and sometimes we are still not sure whether the visual recognition results are right or not. With the help of generated image, we can validate the correctness of SAR image visual recognition. For example, the land cover types in the two red boxes in Fig. 9(a) look very similar to each other in the SEN-1 image, but they can be recognized as the vegetation and bare land easily in the generated image. In Fig. 9(b) , the land cover types in the red boxes are factory buildings and residences. From the SEN-1 image, it is hard to recognize these two kinds of land cover types. In the generated optical image, the colors of the two land types are different and the visual appearance is consistent with the SEN-2 image.
Generally speaking, S-CycleGAN is a useful method for large SAR image visualization. When there is no available optical RS data, the generated images can provide useful land cover information for untrained people.
2) COMPARISON TO DIFFERENT METHODS
Three image quality assessment (IQA) methods, which are peak signal-to-noise ratio (PSNR), structural similarity (SSIM) [46] index, and chrominance feature-similarity (FSIM c ) [47] index, are introduced to evaluate the performance of S-CycleGAN for SAR-to-optical image translation quantitatively. PSNR is a traditional IQA index and a higher PSNR generally indicates that the image is of higher quality. SSIM and FSIM C calculate the similarity of target images to reference images. If the target image is the same with the reference image, SSIM and FSIM C will equate to 1. In this paper, the target images are the generated large optical images and the reference images are the SEN-2 images. CycleGAN, DualGAN and pix2pix are used to compare the performance with S-CycleGAN. The image translation results of different methods of Wuhan are shown in Fig. 10 and some local results are shown in Fig. 11 . The IQA results of 8 test cities are illustrated in Table 2 .
First, we discuss the translation results in Fig. 10 and Fig. 11 . CycleGAN and DualGAN cannot well translate some land cover information but pix2pix and S-CycleGAN are better. The land cover information is very important in remote sensing image processing field, so it is a severe disadvantage of CycleGAN and DualGAN. For example, the land cover types in the red boxes in Fig. 11 are the bare land and forest. We cannot figure out these two land cover types in the translation results of CycleGAN and DualGAN but we can clearly recognize them in the results of pix2pix and S-CycleGAN. One of the advantages of CycleGAN and DualGAN is that the structure information of some objects can be well kept, such as the objects in the green boxes in Fig. 11 . The objects in the results of pix2pix are blurry and twisty. S-CycleGAN not only can translate the land cover information but also can keep the structure information of the objects. Compare with CycleGAN, DualGAN and pix2pix, S-CycleGAN achieves the best translation results.
Second, we analyze the IQA results of the four methods in Table 2 Finally, we have the following conclusions. In SAR-tooptical image translation task, the performance of Cycle-GAN and DualGAN is lower than pix2pix and S-CycleGAN. CycleGAN and DualGAN are unsupervised image-to-image translation models and may need more special tuning for SAR-to-optical image translation. By combining the advantages of CycleGAN and pix2pix, the performance of S-CycleGAN is the best. S-CycleGAN can well keep both the structure and land cover information and the visual appearances of the generated images are close to real SEN-2 images.
3) FAILURE CASES
The generated optical images also have some problems. First, some special land cover types, such as roads, playgrounds, airport runways, shadows of mountains, rivers and lakes with different colors, are not translated properly. Because of the imaging mechanism of SAR sensor, some of the special land cover types have similar backscattering properties and are hard to be distinguished in the SEN-1 SAR images, so they are not translated well in the generated images. For example, the backscattering property of airport runways is similar to water. The training samples of water are much more than airport runways, so the airport runway in the green box in Fig. 12(a) is translated to water. In Fig. 12(b) , the color of the river and the shadows of the mountains are not translated well, too. Second, the texture information of some land cover types is not well learned. From the red boxes in Fig. 12(a) we can see that, the forest in the generated image is just green but has no texture information. The reason could be that the texture information of SAR and optical RS images is different and not matched. The mismatched textures lead to the smoothness in the generated images and the texture information is lost. 
C. CLOUD REMOVAL
The SEN-1 and SEN-2 images used for cloud removal are shown in Fig. 13(a) and Fig. 13(b) , which cover the scene of northwest Wuhan. The north latitude is 30.687, the west longitude is 113.387, the south latitude is 30.371, and the east longitude is 114.283. The imaging time of the SEN-1 and SEN-2 images is March 26, 2018 and the image size is 4224 × 3328. The cloud areas in red color in Fig. 13(c) were labeled manually. Fig. 13(d) is the generated large optical image, which is translated from Fig. 13(a) . It can be used to reconstruct the thick cloud areas of the cloudy SEN-2 RS image.
1) EXPERIMENT STEPS
The labeled cloud areas of the SEN-2 image are replaced with the same areas of the generated RS image. To minimize the differences of brightness and tone between the cloudy RS image and the generated image, the uncontaminated areas from the cloudy RS image are used to fine tune the trained S-CycleGAN. The detailed steps are as follows:
(a) Label the pixels of clouds and shadows in the cloudy SEN-2 image manually. (b) Generate paired samples from the SEN-1 image and the uncontaminated areas of SEN-2 image and fine tune the trained S-CycleGAN. (c) Use the fine tuned S-CycleGAN to generate large optical image from the SEN-1 image, which is illustrate in Section II-C. (d) Replace the labeled pixels with the pixels in the generated image. Meanwhile, the weighted averaging method is also used to eliminate the seam lines. Although S-CycleGAN is fine tuned, the brightness and tone are still a little different between the generated optical image and the cloudy SEN-2 image and the seam lines also exist in the result image of cloud removal. We improve the weighted averaging method to eliminate arbitrary curved seam lines. As shown in Fig. 14 , the rectangle denotes the SEN-2 image. The ellipse with the solid line denotes the cloud and the ellipse with the dotted line denotes the generated image. The area between the two ellipses is the overlapped region. The pixels in the overlapped region are also calculated by (12) , where I 1 and I 2 denote the SEN-2 image and the generated image, respectively. The weights ω 1 and ω 2 are calculated based on the distance between each pixel and the boundaries of the overlapped region.
2) CLOUD REMOVAL RESULTS Fig. 13(e) shows the cloud removal result and the local results are shown in Fig. 15 . All kinds of clouds, such as big thick clouds and lines of small clouds, can be removed. It is feasible to use the generated image to reconstruct the pixels of cloud areas. The SEN-1 and SEN-2 images were imaged at the same day, so no temporal difference between the generated optical image and the SEN-2 image.
In cloudy days, the optical RS data are partly unavailable and it is impossible to observe the land cover types under thick clouds visually. SAR has certain penetration capacity and can work under all weather conditions. The images that translated from SAR images can reconstruct the contaminated pixels of an optical RS image and then untrained people can observe the land cover types of the cloud areas. Therefore, the proposed method shows its ability of assisting in land cover visual recognition in cloudy days. 
IV. DISCUSSION
A. ASSISTANCE OF VISUAL RECOGNITION
Optical RS data are usually unavailable in bad weather days or partly unavailable in cloudy days. SAR can provide important land cover information in all weather conditions, but untrained people are difficult to recognize the land cover types from SAR images. S-CycleGAN can be used to translate SAR images to optical images and then untrained people can recognize the land cover types from the generated images instead of SAR or unavailable optical RS images.
Two examples illustrate that the generated images can assist in land cover type visual recognition when lack of useful optical RS data. The cloud removal introduced in Section III-C could be a typical example. The land cover information under thick clouds is unrecognizable in optical RS images. The image which generated from a SAR image can provide useful land cover information and reconstruct the cloud areas of the cloudy RS image. Another example is the rainforest monitoring and it is an important Earth observation task [48] [49] [50] . The Amazon rainforest is always covered by clouds and the rainforest monitoring through optical RS images is difficult. With the help of generated images, the visual observation of Amazon rainforest becomes much easier. Untrained people can visually monitor the land cover changes in the Amazon rainforest, such as the deforestation and destruction.
B. POTENTIAL APPLICATIONS
The trained S-CycleGAN learns rich optical RS data features, so the generated optical images can be used in some RS image processing. Here we discuss two potential applications of the generated images.
The SAR and optical RS data fusion has been reported to be useful as SAR and optical data are able to provide complementary information for each other [51] . Zhang et al. [51] studied the feature normalization methods on SAR and optical data fusion for land cover classification. Yousif et al. [52] investigated the fusion of SAR and optical images for change detection application. Due to clouds or bad weather, the optical RS data are not always available, so the generated images could be an alternative. By using both of SAR and generated optical images, the performance of SAR image processing could be improved.
The generated images can be used to calculate the visibleband vegetation indices (VIs) when optical RS data are unavailable. VIs can indicate whether the target being observed contains live green vegetation or not, and are widely used in agricultural remote sensing monitoring and so on [53] [54] [55] . In [56] , the selected VIs derived from Sentinel-2 data and three machine learning methods were used to estimating the defoliation of Scots pine stands. Visible-band VIs are usually calculated from one or more visible bands, such as excess green index (ExG) [57] and normalized green-red difference index (NGRDI) [53] . The generated images also contain three visible bands and could be alternative data for visible-band VI calculation. Moreover, the other bands of SEN-2 data could be added to our dataset and S-CycleGAN can learn to generate the nearinfrared band or other bands. Then some VIs, which need near-infrared data, e.g. the normalized difference vegetation index [58] , can also be calculated from the generated data.
C. DISCUSSION ON SEAM ELIMINATION
The weighted averaging method is used to eliminate the seam lines for SAR-to-optical image translation and cloud removal. The size of the overlapped regions affects the seam elimination results. We adjust the size of overlapped regions according to experiment results and finally get an appropriate value. 
V. CONCLUSION
In this paper, S-CycleGAN is proposed to translate large SAR images to optical images and can be used in practical applications. The land cover types in the generated optical images can be recognized visually for untrained people. S-CycleGAN takes the advantages of CycleGAN and pix2pix, so it can characterize both the land cover information and the object structure information. Experiment results on WHU-SEN-City dataset show that the performance of S-CycleGAN is better than the famous DualGAN, CycleGAN and pix2pix in SAR-to-optical image translation task. In addition, the generated optical image is used for cloud removal and the cloud remove results are good. Based on the superior performance of S-CycleGAN, the generated images can aid in land cover visual recognition for untrained people when optical RS data are unavailable. The potential applications of the generated images in SAR and optical image fusion and VI calculation are also discussed.
Although S-CycleGAN is powerful for SAR-to-optical image translation, some special land covers and the texture information are not translated well. In the future, we will consider introducing some more data from other sources and further improve the translation results. We will also investigate the SAR and generated image fusion for SAR image classification, change detection and so on. Her research interests include system and networking, signal and information processing, and data mining. VOLUME 7, 2019 
