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We consider a system of 2D fermions on a triangular lattice with well separated electron and hole
pockets of similar sizes, centered at certain high-symmetry-points in the Brillouin zone. We first
analyze Stoner-type spin-density-wave (SDW) magnetism. We show that SDW order is degenerate
at the mean-field level. Beyond mean-field, the degeneracy is lifted and is either 120◦ “triangular”
order (same as for localized spins), or a collinear order with antiferromagnetic spin arrangement on
two-thirds of sites, and non-magnetic on the rest of sites. We also study a time-reversal symmetric
directional spin bond order, which emerges when some interactions are repulsive and some are
attractive. We show that this order is also degenerate at a mean-field level, but beyond mean-field
the degeneracy is again lifted. We next consider the evolution of a magnetic order in a magnetic
field starting from an SDW state in zero field. We show that a field gives rise to a canting of an
SDW spin configuration. In addition, it necessarily triggers the directional bond order, which, we
argue, is linearly coupled to the SDW order in a finite field. We derive the corresponding term in
the Free energy. Finally, we consider the interplay between an SDW order and superconductivity
and charge order. For this, we analyze the flow of the couplings within parquet renormalization
group (pRG) scheme. We show that magnetism wins if all interactions are repulsive and there is
little energy space for pRG to develop. However, if system parameters are such that pRG runs over
a wide range of energies, the system may develop either superconductivity or an unconventional
charge order, which breaks time-reversal symmetry.
I. INTRODUCTION
The nature of a magnetic order in itinerant electron
systems and the interplay between magnetism, super-
conductivity, and charge order has attracted a substan-
tial interest in the last decade1–18, chiefly in the con-
text of the analysis of cuprate and iron-based super-
conductors (FeSCs). Recently, studies of itinerant mag-
netism and its interplay with other orders have been ex-
tended to include itinerant systems on hexagonal lattices,
like doped graphene19–23 and transition metal dichalco-
genides (TMDs)24. In localized spin system, a magnetic
order on a hexagonal lattice (a triangular, honeycomb, or
a Kagome lattice) is strongly influenced by geometrical
frustration25–29, and in certain cases a classical ground
state magnetic configuration can be infinite degenerate,
like in, e.g., an antiferromagnet on a Kagome lattice with
nearest-neighbor Heisenberg interaction. However, such
degeneracy is almost certainly lifted by interactions in-
volving further neighbors26,30.
In itinerant systems, relevant interactions are in gen-
eral long-ranged in real space as they involve fermions
near particular k−points in the Brillouin zone, where
Fermi surfaces (FSs) are located. Yet, magnetism in
itinerant systems also shows a strong frustration, this
time because of competition between several symmetry-
equivalent magnetic orderings between different FSs.
This holds already in systems on non-frustrated lattices,
e.g., in square lattice systems with a circular hole FS
at (0, 0) and electron FSs at (0, pi) and (pi, 0) (similar
to parent compounds of Fe-pnictides). A dipole spin-
density-wave (SDW) order parameter in such a system
can be M1 with momenta (pi, 0) or M2 with momentum
(0, pi). At a mean-field level, the Free energy depends
on M21 + M
2
2, i.e., the ground state is infinitely degener-
ate. The degeneracy is lifted either by changing the FS
geometry, e.g., making the electron pockets non-circular,
or by adding other interactions between fermions near
hole and electron pockets31–34, which do not contribute
to SDW instability at the mean-field level, but distin-
guish between different ordered states from a degenerate
manifold.
In this communication we analyze the structure of an
SDW order in a system of 2D itinerant fermions on a
triangular lattice. We consider a band metal with a
hole pocket at Γ = (0, 0) (c-band) and two electron
pockets at ±K (f -band), where K = (4pi/3, 0) (see
Fig. 1). We discuss the electronic structure and in-
teractions in Sec. II. In such a system an SDW order
parameter can be either with momentum K or with
−K. The SDW order parameters with K and −K are
M±K = 12 (∆±K + ∆
∗
∓K), where ∆K =
∑
p〈f†K+p~σcp〉
and ∆−K =
∑
p〈f†−K+p~σcp〉. The two underlying or-
der parameters ∆K and ∆−K are coupled within a set
self-consistent equations for a magnetic order, and in
zero magnetic field turn out to be complex conjugate to
each other (Sec. III). Then MK = ∆K , M−K = ∆∗K .
However, because K and −K are in-equivalent points (a
reciprocal lattice vector is 3K, not 2K like in systems
on a square lattice), MK = ∆K is a complex variable:
MK = M
∗
−K = Mr + iMi (the magnetization at site r
is M(r) = Mr cos Kr + Mi sin Kr). Keeping only the
interactions in the SDW channel, we find in Sec. III that
the ground state manifold is degenerate and the Free en-
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FIG. 1. The Brillouin zone and the locations of the Fermi
surfaces. There is one hole pocket, centered at Γ, (shown
by the dashed line) and two electron pockets, centered at K
(green solid line) and −K (blue solid line).
ergy depends only on M2r + M
2
i . A unique SDW order
is selected by either interactions outside of SDW chan-
nel, or by the anisotropy of the pockets, or, potentially,
by other perturbations. We show in Sec. III that these
additional terms stabilize either a 120◦ spiral order with
three-fold rotation symmetry (Mr ⊥Mi, |Mr| = |Mi|),
or a collinear SDW with non-equal magnitude of magne-
tization on different lattice sites (Mr ‖ Mi, or Mr = 0,
or Mi = 0). In particular, when |Mr| = 0, the SDW
order is antiferromagnetic on two-third of sites and there
is no magnetization on the remaining one-third of sites.
We show SDW configurations in real space for these two
types of order in Figs. 2(a) and Fig. 2(b).
We also consider in Section III another type of mag-
netic order, with the order parameter Φ±K = 12 (∆±K −
∆∗∓K). At zero magnetic field, self-consistent equations
for Φ±K and M±K decouple. The one for Φ±K yields
∆±K = −∆∗∓K , i.e., ΦK = ∆K , Φ−K = −∆∗K . For
repulsive interactions between low-energy fermions, the
Free energy for Φ order is higher than for M (SDW) or-
der, i.e., the leading instability is SDW. However, Φ or-
der wins when some interactions are repulsive and some
are attractive. Like for SDW, the Φ order parameter
is a complex vector, ΦK = Φr + iΦi. At a mean-field
level, the Free energy for the Φ depends on |Φ|2, i.e., the
ground state manifold is degenerate. The degeneracy is
lifted by other interactions, like for an SDW order, and
the selected states are the analogs of 120◦ and collinear
SDW states.
The order parameter Φ±K preserves the sign under
time reversal and is similar to iSDW order on a square
lattice, discussed in the context of FeSCs 35–37 (the di-
rect analogy holds when ∆±K is purely imaginary and
(a) (b)
FIG. 2. Real space structure of on-site SDW order M±K =
Mr ± iMi. At the mean-field level the ground state is in-
finitely degenerate for circular pockets (the ground state en-
ergy depends only on M2r + M
2
i ), but beyond mean-field
and/or for non-circular (but C3-symmetric) pockets, the de-
generacy is lifted. Panels (a) and (b) – the two SDW configu-
rations selected in the model – the 120◦ spiral order (the same
as for localized spins) (panel (a)) and the collinear magnetic
order with antiferromagnetic spin arrangement on two-thirds
of sites, and no magnetization on the remaining one-third of
the sites (panel (b)). The three colors indicate the three-
sublattice structure of the SDW order.
Φ−K = −Φ∗K). In real space, a non-zero Φ±K does not
give rise to either site or bond real magnetic order, but it
gives rise to a non-zero order parameter Φ, which is ex-
pressed via the imaginary part of the expectation value
of a spin operator on a bond between r+δ/2 and r−δ/2:
Φαr,δ =
i
~
δˆ〈f†r+δ/2σαcr−δ/2 + c†r+δ/2σαfr−δ/2 − h.c.〉
(1)
We label the order with a non-zero Φ as “imaginary”
spin bond (ISB) order. We show that one can associate
Φαr,δ with a vector directed either along or opposite to δ,
depending on the sign of Φαr,δ. In Fig. 3 we display graph-
ically ISB order parameter in real space for two Φ states
– one is the analog of the 120◦ SDW order [Φr ⊥ Φi,
|Φr| = |Φi|, panels (a) and (b) in Fig. 3]; the other is
the analog of a partial collinear SDW order [the case
Φi = 0, panels (c) and (d) in Fig. 3]. In a multi-band
system an ISB order may give rise to circulating spin cur-
rent37 Jαr,δ ∼
∑
(a,b) t
(a,b)
r,δ Φ
α(a,b)
r,δ , if the hopping t
(a,b)
r,δ has
a proper form ( a, b label orbitals of f - and c-fermions
in Eq. 1). This does not hold in our model, where a po-
tential multi-orbital composition of low-energy states are
neglected. We show a potential circulating spin-current
order in Fig. 4.
We next return to SDW order and analyze in Sec. IV
its evolution in a small magnetic field. We show that the
120◦ spiral order becomes cone-like, i.e. the order in the
plane transverse to the field remains 120◦ spiral, and the
order in the direction of the field is ferromagnetic, due
to an imbalance of spin up and down electrons. In this
respect, the field evolution of the 120◦ order in an itin-
erant system is different from the one in the Heisenberg
3model with nearest neighbor exchange, where spins re-
main in the same plane during the field evolution and
pass through an intermediate up-up-down phase38–40.
We next argue that in a field, spin-polarization oper-
ators for spin components along and transverse to the
field become different, and the bubbles made out of spin-
up c−fermion and spin-down f−fermion and out of spin-
down c−fermion and spin-up f−fermion also become dif-
ferent. The first discrepancy keeps ∆±K in the plane per-
pendicular to a field, the second breaks the equivalence
between ∆K and ∆
∗
−K . As the consequence, SDW and
ISB orders get linearly coupled. We explicitly derive the
bilinear coupling term Fcross(M,Φ) in the Free energy.
Because of the linear coupling of M and Φ, an itinerant
system in a field necessarily possesses both SDW and ISB
orders, even if only SDW order was present in zero field
(and vice versa).
Finally, in Sec. V we return to zero field and con-
sider a model with purely repulsive interactions, when
the magnetic order is SDW. We use parquet renormal-
ization group (pRG) approach and analyze the competi-
tion between SDW magnetism and other orders bilinear
in fermions, such as superconductivity and conventional
and unconventional charge density-wave orders. Mag-
netism is an expected winner in an itinerant system, if
the corresponding instability temperature is high enough,
because at relatively high energies the only attractive 4-
fermion interaction is in the SDW channel. However, if
an instability develops at a smaller energy/temperature,
other channels compete with SDW because in the process
of the flow from higher to lower energies, partial com-
ponents of the interaction in some superconducting and
charge-density-wave channels change sign and become at-
tractive. As the consequence, the system may develop
superconductivity or charge order instead of SDW mag-
netism. We show that this actually happens, at least in
some range of input parameters, and the system develops
either s±-wave superconductivity, or an unconventional
charge-order, which breaks time-reversal symmetry.
We present the summary of our results in Sec. VI.
II. ELECTRONIC STRUCTURE AND
INTERACTIONS
We consider a system of 2D itinerant fermions on
a triangular lattice, with hole and electron FSs. The
hole FS is centered at Γ = (0, 0), and the two in-
equivalent electron pockets are centered at ±K (f -band),
where K = (4pi/3, 0). We show the Brillouin zone
and the FSs in Fig. 1. We label fermionic operators
with momenta near Γ as cp and the ones near ±K as
f±K+p. The electronic dispersion is this three-pocket
(3p) model can be approximated as Γ,k = − k22mh + µh
and ±K+k = k
2
2me
− µe. The quadratic Hamiltonian in
zero field can be expressed via a 6-component electronic
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FIG. 3. Real space structure of imaginary spin bond order
Φ±K = Φr ± iΦi (labeled as ISB order in the text). The
order on the bonds between nearest neighbors is shown. At
the mean-field level the ground state is infinitely degenerate
for circular pockets (the ground state energy depends only on
Φ2r + Φ
2
i , but beyond mean-field and/or for non-circular (but
C3-symmetric) pockets, the degeneracy is lifted. In panels
(a) - (d) we show two selected ISB configurations. Panels
(a) and (b) show ISB order, analogous to the 120◦ spiral
SDW order from Fig. 2(a). This order corresponds to Φr ⊥
Φi, |Φr| = |Φi| (ϕx = 0, ϕy = pi/2 in Eq. 25. In units of
I0 ∼ h∆~µ , the magnitude of the ISB order is Ix1 =
√
3
4
I0 on a
grey arrow and Ix2 =
√
3
2
I0 on an orange arrow in panel (a),
and Iy = 3
4
I0 on a purple arrow in (a). Panels (c) and (d)
show ISB order analogous to the partial collinear SDW order
from Fig. 2(b). This ISB order configuration corresponds to
Φi = 0. A dashed lines denote bonds with zero magnitude of
ISB order. Notice that Φxr,δ in (c) has the same pattern as in
(a), but Φyr,δ in (b) and (d) are very different.
spinor Ψk = {ck,σ, fK+k,σ, f−K+k,σ}T as
H0 = Ψ†kH0Ψk,
H0 =
Γ,kI 0 00 K+kI 0
0 0 −K+kI
 . (2)
4Ix1
Jxr, 
FIG. 4. A potential circular spin current configuration gen-
erated from the ISB order for a proper symmetry of hopping
integrals. Such behavior may hold in a multi-orbital 3 pocket
model. The figure is obtained by changing the direction of
all red bonds directed towards green sites of panel Fig. 3 (a)
and by changing by half the magnitude of ISB order on these
bonds.
where each time k is shifted from the center of a FS and
I is the 2× 2 identity matrix in spin space.
There are 8 different four-fermion interactions between
low-energy fermionic states near hole and electron pock-
ets. We show the fermion propagators and four-fermion
interactions graphically in Eqs. 3 and 4. These 8 terms
include inter-pocket and exchange interactions between
fermions near a hole pocket and an electron pocket (g1
and g2 terms, respectively), a pair hopping from a hole
pocket into electron pockets at K and −K (g3 term),
intra-pocket interactions between fermions near a hole
pocket and one of electron pockets (g4 and g5 terms,
respectively), inter-pocket density-density and exchange
interactions between fermions near the two electron pock-
ets (g6 and g7 terms, respectively), and umklapp interac-
tion in which incoming fermions are near a hole pocket
and one of electron pockets and outgoing fermions are
near the other electron pocket. This last interaction is
allowed because 3K is a reciprocal lattice vector. We do
not consider in this work potential multi-orbital composi-
tion of the excitations around hole and electron pockets,
like in Fe-based superconductors. Accordingly, we treat
gi as some constants, independent on the angles along the
FSs. For most of the paper we assume that all gi > 0,
i.e, all interactions are repulsive.
Γ K −K (3)
g1 g2 g3
g4 g5 g6
g7 g8 (4)
III. MAGNETIC ORDER AND ITS SELECTION
BY ELECTRONIC CORRELATIONS
At low enough temperature interactions may give rise
to an instability of the normal state towards some form
of electronic order. Like we said, the most natural candi-
date for the ordered state is SDW magnetism, because a
magnetic order develops when electron-electron interac-
tion is repulsive, while other instabilities, like supercon-
ductivity and charge order, require an attraction in some
partial channel. This is particularly true if the instability
develops at a relatively high energy, before interactions
get modified in the RG flow. In this section we assume
that itinerant SDW magnetism is the leading instability
and study the structure of SDW order in zero magnetic
field. We also consider the case when g3 interaction is
attractive, in which case the leading magnetic instability
is towards ISB order.
A. The development of a magnetic order
We introduce two complex spin operators, bilinear in
fermions, with transferred momentum near K and −K:
∆ˆK+q =
∑
p
f†K+p+q~σcp, ∆ˆ−K+q =
∑
p
f†−K+p+q~σcp.
(5)
Each order parameter is constructed out of a fermion
near a hole pocket and near an electron pocket. The
SDW order parameters with momenta ±K are
M±K =
〈1
2
∑
p,α,β
(
f†±K+p,α~σαβcp,β + c
†
pα~σαβf∓K+p,β
)〉
=
1
2
(
∆±K + ∆∗∓K
)
(6)
where ∆±K = 〈∆ˆ±K〉. In real space, M(r) = MKeiKr+
M−Ke−iKr. The ISB order parameters are
Φ±K =
〈1
2
∑
p,α,β
(
f†±K+p,α~σαβcp,β − c†pα~σαβf∓K+p,β
)〉
=
1
2
(
∆±K −∆∗∓K
)
(7)
5Out of eight interactions, the two, g1 and g3, can be
re-expressed as the interactions between ∆ˆs as
H4 =
∑
p,p′,q,σ,σ′
g3
(
c†p+q,σc
†
p′−q,σ′fK+p′,σ′f−K+p,σ + h.c.
)
g1
(
c†p+q,σf
†
K+p′−q,σ′fK+p′,σ′cp,σ + (K → −K)
)
=− g3
2
(
∆ˆK−q∆ˆ−K+q + h.c.)
)
− g1
2
(
∆ˆ†−K−q∆ˆK+q + (K → −K)
)
+ ..., (8)
The self-consistent equations on infinitesimal ∆K and
∆−K are obtained by summing up series of ladder dia-
grams:
∆∗K
~σ =
∆s∗K
g1 +
∆−K
g3 ,
∆−K
~σ =
∆−K
g1 +
∆∗K
g3 (9)
At zero magnetic field the equations for all three spin
components of ∆±K are the same, and we have
∆∗K = −(g1Π(+K)∆∗K + g3Π(−K)∆−K),
∆−K = −(g3Π(+K)∆∗K + g1Π(−K)∆−K), (10)
where Π(±K) = T
∑
ωn
∫
d2k
AB.Z.Gf (k ± K)Gc(k), andAB.Z. is the area of the Brillouin zone. Because the dis-
persions near K and −K are identical, Π(+K) = Π(−K) =
Π. Eq. 10 then decouples into
∆∗K + ∆−K = −(g1 + g3)Π (∆∗K + ∆−K) ,
∆∗K −∆−K = −(g1 − g3)Π (∆∗K −∆−K) (11)
or
M±K = −(g1 + g3)Π M±K ,
Φ±K = −(g1 − g3)Π Φ±K , (12)
We see that M and Φ channels are decoupled.
One can easily verify that (i) Π < 0 and (ii) its magni-
tude grows logarithmically with decreasing T due to op-
posite signs of dispersions near Γ and near ±K, even if
the masses of the two dispersions are different (i.e., even if
there is no true nesting). We found numerically that the
logarithmic enhancement holds down to T ∼ |µ1−µ2|/5,
below which Π saturates. The combination of (i) and (ii)
implies that the magnetic instability develops already for
small values of g1, g3, but still the interaction should be
above the threshold.
B. The SDW order
When both g1 and g3 are positive, the leading instabil-
ity occurs when (g1 +g3)|Π| = 1, and the emerging order
is SDW with ∆K = ∆
∗
−K , i.e., MK = ∆K = M
∗
−K . We
verified that the condition ∆K = ∆
∗
−K holds also for the
solution of the full non-linear self-consistent equation at
a finite SDW order parameter.
Keeping MK = M
∗
−K and adding to the quadratic
Hamiltonian the SDW terms M¯±K = gsdw2 M±K , where
gsdw = g1 + g3, we found that H0 modifies to
HM = Ψ†kHMΨk
HM =
 ΓkI −M¯K · ~σ −M¯−K · ~σ−M¯∗K · ~σ K+kI 0
−M¯∗−K · ~σ 0 −K+kI
 , (13)
Eq. 13 can be also obtained via Hubbard-Stratonovich
transformation using the interaction terms projected to
the SDW channel. We show the derivation in Ap-
pendix A. We emphasize that each component of M¯K
is a complex variable because in our case K and −K
are not separated by a reciprocal lattice vector. In this
respect, SDW on a hexagonal lattice differs from com-
mensurate SDW with M¯Q on a square lattice as for the
latter M¯Q is real because Q and -Q differ by a recipro-
cal lattice vector. For convenience, we separate M¯K and
M¯−K into M¯K = M¯r + iM¯i and M¯−K = M¯r − iM¯i.
The quadratic Hamiltonian HM can be diagonalized
by two subsequent Bogolyubov transformations (see Ap-
pendix B for details). The result is
HM =
∑
k,α
E+k e
†
k,αek,α + E
−
k p
†
k,αpk,α + K+kf¯
†
k,αf¯k,α)
(14)
where
E±k =
Γ,k + K+k
2
±
√(
Γ,k − K+k
2
)2
+ 2M¯2, (15)
and M¯ =
√
|M¯r|2 + |M¯i|2. The operator f¯ is the lin-
ear combination of f operators with momenta near K
and −K, which does not get coupled to c-operators in
the presence of SDW order. Because of the last term in
Eq. 14 the system remains a metal in the SDW phase,
even in case of perfect nesting Γ,k = −K+k, when exci-
tations described by E±k are all gapped.
The self-consistent equation for the order parameter
M¯ reduces to
1 =
gsdw
2N
∑
k
1√(
Γ,k−K+k
2
)2
+ 2M¯2
(16)
As the dispersion depends on M¯ , but not separately on
M¯r and M¯i, the SDW ground state is degenerate for all
6configurations in the manifold of |M¯r|2 + |M¯i|2 = M¯2.
The Landau Free energy in terms of M¯ is
F =a(M¯2r + M¯
2
i ) + b(M¯
2
r + M¯
2
i )
2 + .... (17)
Without loss of generality we can choose Mr and Mi
to be in the x − y plane and set Mr to be along x
direction. We then have Mr = Mr eˆx = M cos τ eˆx,
Mi = Mixeˆx +Miy eˆy = M sin τ cos θeˆx +M sin τ sin θeˆy.
The SDW order parameter M(r) in real space is related
to Mr,Mi as ( see Appendix C for derivation)
Mx(r) = 2(Mr cos Kr +Mix sin Kr)
= 2(M cos τ cos Kr +M sin τ cos θ sin Kr)
My(r) = 2Miy sin Kr = 2M sin τ sin θ sin Kr (18)
For example, when θ = pi/2, τ = pi/4, i.e. Mi⊥Mi
and |Mr| = |Mi|, Mx(r) =
√
2 M cos Kr, My(r) =√
2 M sin Kr, i.e. the SDW order configuration is 120◦
spiral (see Fig. 2(a)). When θ, τ = pi/2, Mx(r) =
0, My(r) = 2M sin Kr, the SDW configuration is anti-
ferromagnetic on two-thirds of sites, while the remaining
one third of sites remains non-magnetic (see Fig. 2(b)).
This kind of order is peculiar to itinerant systems.
A similar partial order has been found in the studies
of magnetism in in doped graphene20,21 and in doped
FeSCs32,34.
1. The selection of the SDW order
Selection by the anisotropy of the spectrum – One way
to lift the degeneracy is to include the anisotropy of the
dispersion near the two electron pockets. The points
K and -K are highly-symmetric points in the Brillouin
zone, but still, the lattice symmetry only implies that
the dispersion should remain invariant under the rota-
tion by 120◦. Then the most generic dispersion near ±K
is ±K+p = p
2
2me
− µ2 ± δ cos 3θp, where θp is the an-
gle between p and K. A conventional analysis, similar
to the one in Ref.41, shows that a non-zero δ gives rise
to additional quartic term in Landau Free energy in the
form c(Mr ×Mi)2 with c < 0. The minimization of the
Free energy then yields Mr⊥Mi and |Mr| = |Mi|. This
corresponds to the 120◦ SDW order.
Selection by the other couplings – Another way to lift
the ground state degeneracy is to go beyond mean-field
and include the corrections to the ground state energy
from four-fermion couplings other than g1 and g3. These
other couplings do not contribute to SDW order at the
mean-field level, but affect the Free energy beyond mean-
field. For simplicity of presentation, we analyze the effect
of other couplings assuming that Γ,k = −±K+k (a per-
fect nesting).
In our case, there are two contributions from other
interactions. First, the terms g4, g6, and g7 have non-
zero expectation values in the SDW state. This effect is
similar to the one found in Fe-based systems32,33. The
contribution to the Free energy from an average value of
these additional interactions is
δFa = 2(g6 − g7 − 2g4)
(Mr ×Mi
M2
)2
(NF M¯)
2
=
1
2
(g6 − g7 − 2g4)(NF M¯)2 sin2 θ sin2 2τ, (19)
where NF is the density of states near the Fermi sur-
face. The selection of SDW order depends on the rela-
tive strength of the couplings. When g6 − g7 − 2g4 < 0,
δFa is minimized when θ = pi/2 (mod pi) and τ = pi/4
(mod pi/2), i.e. when Mr⊥Mi and |Mr| = |Mi|. This
gives 120◦ spiral SDW order. When g6 − g7 − 2g4 > 0,
θ = 0 (mod pi) or τ = 0 (mod pi/2). In the first case
Mr ‖ Mi, in the second either Mr or Mi is equal to
zero. In both cases, the SDW order is collinear and the
ground state manifold remains infinitely degenerate be-
cause for Mr ‖ Mi, δFa = 0, and the ratio Mi/Mr is
arbitrary (Mi = 0 or Mr = 0 are the two limits of the
degenerate set).
The second effect comes from the g8 term, which gives
rise to SDW-mediated coupling between fermions near K
and near −K. Indeed, the g8 term is
Hg8 =g8
∑
p1,p2,p3,σ,σ′
(
f†K+p1,σf
†
K+p2,σ′f−K+p3,σ′cp1+p2−p3σ
+ f†−K+p1,σf
†
−K+p2,σ′fK+p3,σ′cp1+p2−p3σ + h.c.
)
.
(20)
In the SDW state, this term acquires a piece quadratic
in fermions
Hg8 → 2γ8
∑
f†K,σ(M¯K · ~σ)σ,σ′f−K,σ′ + h.c., (21)
where γ8 = g8/gsdw. In the second order in perturbation,
this term gives the correction to the Free energy, which
also scales as M¯2:
δFb =−NF (γ8M¯)2(3 cos2 θ sin2 2τ
(
cos 2τ + 1)
+ cos2 2τ(3− cos 2τ)) (22)
The τ, θ that minimize δFb are
θ = −pi, 0 and τ = ±pi/6, ± 5pi/6,
or τ = ±pi/2 and θ arbitrary (23)
One can verify that both choices for θ and τ describe a
collinear spin configuration with antiferromagnetic spin
ordering on two-thirds of sites, while the remaining one
third of sites remain non-magnetic (see Fig. 2(b)), i.e.
δFb selects SDW configuration which corresponds to
Mr = 0. For example, when θ, τ = pi/2, we obtain from
Eq. 18 Mx(r) = 0, My(r) = 2M sin Kr. In other words,
δFb lifts the degeneracy of collinear SDW states in favor
of the state with antiferromagnetism on 2/3 of lattice
cites.
The SDW ground state configuration is obtained by
7FIG. 5. δF (correction to the Free energy from 4-fermion
interactions ) at θ = pi
2
. At θ = pi/2, δF can minimized in
both SDW order configurations at different τ : τ = pi
4
, 3pi
4
for
120◦ spiral order (Fig. 2(a)) and τ = pi
2
for collinear order
(Fig. 2(b)). At κ = −4 (thick red line), the ground state
energy of the two SDW order configurations are the same,
indicating a first order phase transition.
minimizing the total δF = δFa + δFb. We define the
ratio of the prefactors for M¯2 terms in δFa and δFb as
κ =
1
2
NF
(g6 − g7 − 2g4)
γ28
=
1
2
NF gsdw
(g6 − g7 − 2g4)gsdw
g28
. (24)
We find that for κ < −4 the system selects the 120◦
spiral state and for κ > −4 it selects the collinear an-
tiferromagnetic state. At κ = −4 (highlighted in red in
Fig. 5), both states correspond to local minima, i.e., the
transition between the two is first order.
C. The ISB order
When g3 is negative, the leading instability in the mag-
netic channel is towards ISB order Φ±K . For this order
we have ∆K = −∆∗−K , i.e., ΦK = ∆K , Φ−K = ∆−K =
−Φ∗K . ΦK is also a complex vector ΦK = Φr + iΦi with
Φ−K = −Φr + iΦi. At the mean-field level the Free en-
ergy again depends on Φ2r + Φ
2
i , i.e., the ground state
is infinitely degenerate. The degeneracy is lifted by ei-
ther the anisotropy of the electron pockets or by other
interactions.
In real space, a non-zero ΦK gives rise to a finite value
of an imaginary part of an expectation value of a spin
operator on a bond between r − δ/2 and r + δ/2. The
corresponding real order parameter is
Φαr,δ =
i
~
δˆ〈f†r+δ/2σαcr−δ/2 + c†r+δ/2σαfr−δ/2 − h.c.〉
=
8
~
δˆ|ΦαK | sin Kδ cos (Kr− φαK) (25)
where ΦαK = |ΦαK |eiφ
α
K and φα−K = pi − φαK . This last
condition implies that Φαr,δ does not change under K →−K.
Because Φαr,δ is an odd function of δ, the ISB order
is “directional” in the sense that for a given r, one can
associate Φαr,δ with a vector directed either along or op-
posite to δ, depending on the sign of Φαr,δ. In Fig. 3
we show Φαr,δ for the two ISB states selected by the lift-
ing of the degeneracy. One is the analog of 120◦ SDW
spiral state, another is the analog of a partially ordered
collinear state. In the first case Φr ⊥ Φi, |Φr| = |Φi|, in
the second Φi = 0. The direction of the arrow on each
bond is determined by the sign of Φαr,δ (if it is positive,
the arrow goes from r − δ/2 to r + δ/2). In the “120◦”
state (panels (a) and (b)), Φxr,δ and Φ
y
r,δ are both non-
zero. In the “collinear” state (panels (c) and (d)) only
one component of Φr is non-zero.
We emphasize that Φαr,δ is not a spin current opera-
tor (Φαr,δ at a given site is not conserved, as it would
be required for a current due to local spin conservation).
In a generic multi-orbital system a spin current is ex-
pressed in terms of ISB orders and hopping integrals as
Jαr,δ ∼
∑
(a,b) t
(a,b)
r,δ Φ
α(a,b)
r,δ , where (a, b) label the orbital
components of f - and c-fermions (see Ref.37 for a dis-
cussion on the orbital currents). The hopping parame-
ters t
(a,b)
r,δ generally depend on r and, for a given r, may
change the sign between different δ. For a proper choice
of t
(a,b)
r,δ between orbitals, J
α
r,δ may become a spin cur-
rent. For example, for the “collinear” Φ−order (panels
(c) and (d) in Fig. 3), a change of the direction and the
magnitude on a half of the red bonds directed towards
green sites in Fig. 3, will give rise to a circulating current,
which obeys a local spin conservation. We show this in
Fig. 4.
IV. A FINITE MAGNETIC FIELD: A CONE
SDW STATE AND A FIELD-INDUCED ISB
ORDER
In this section we consider the evolution of the SDW
state in a Zeeman magnetic field. In a free electron sys-
tem a Zeeman field shifts spin-up bands down and spin-
down bands up, inducing a net magnetization along the
field direction zˆ. For interacting fermions the effect of a
magnetic field is more complex. Suppose we start with
120◦ spin ordering in zero field. For a system of localized
spins on a 2D triangular lattice quantum fluctuations se-
lect field reorientation in which spins remain in the same
plane in a finite field38,40. We show below that for itiner-
ant fermions the evolution of the spin configuration with
a field h = hzˆ proceeds differently – in a finite field the
SDW becomes a non-coplanar cone state in which spins
preserve a 120◦ order in the xy plane and simultaneously
develop a net magnetization along the field. However,
this is not the only effect of the field. We show that a
magnetic field triggers the appearance of an ISB order
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FIG. 6. Fermi surface geometry in a magnetic field. Spin-up
(blue) and spin-down (green) bands split by the Zeeman field.
Double arrows connect electronic states that form SDW order
in the σ+ channel (grey arrow) and σ− channel (red arrow).
The quantity ∆±K,± is defined in Eq. 26.
|Φ±K | ∝ (h/µ)|M±K |. We remind that Φ±K is even
under time-reversal and may give rise to circulating spin
currents.
A. Spin order in a magnetic field
When a Zeeman field is applied, say along zˆ, it splits
the spin-up and spin-down bands, as shown in Fig. 6.
It also breaks SU(2) spin rotation symmetry down to
U(1), which means that SDW instabilities in σ± and σz
channels now develop at different temperatures, which
we label as Tc,tr and Tc,z respectively. Only the higher
Tc is meaningful. We show that the SDW order develops
in the σ± channel first, i.e. SDW is locked in the plane
transverse to the field.
To see this we define the order parameters ∆± and ∆z
as:
∆±K,± =
∑
k,α,β
〈f†k±K,ασ±αβckβ〉
∆±K,z =
∑
k,α,β
〈f†k±K,ασzαβckβ〉 (26)
where α, β = {↑, ↓}. The linearized equations on ∆ in
σ± channel are
∆K,+ = −(g1Π+∆K,+ + g3Π−∆∗−K,−),
∆∗−K,− = −(g3Π+∆K,+ + g1Π−∆∗−K,−), (27)
where
Π± = T
∑
ωn,α,β
∫
d2k
AB.Z.G
f,α(k + K)σ±α,βGc,β(k).
It is essential that Π+ 6= Π− (see below). In the σz
channel we have
∆K,z = −g1(Πz↑∆K,↑ −Πz↓∆K,↓)− g3(Πz↑∆∗−K,↑ −Πz↓∆∗−K,↓)
∆∗−K,z = −g1(Πz↑∆∗−K,↑ −Πz↓∆∗−K,↓)− g3(Πz↑∆K,↑ −Πz↓∆K,↓) (28)
where Πz,α = T
∑
ωn
∫
d2k
AB.Z.Gf,α(k + K)σzα,αGc,α(k).
Both Πz,α and Π± do not change under K→ −K).
To get qualitative understanding, consider first the
case of perfect nesting, i.e. set mh = me = m and
µh = µe = µ such that Γ,k = −±K+k. Then the two
larger FSs with Fermi momentum k+F =
√
2m(µ+ h) are
the electron FS for up spins and the hole FS for down
spins. The smaller FSs with k−F =
√
2m(µ− h) are the
electron FS for down spins and the hole FS for up spins
(see Fig. 6). One can easily verify that in this situation
Πz↓ = Πz↑. Eq. 28 is then simplified to
∆K,z = −g1Πz∆K,z − g3Πz∆∗−K,z
∆∗−K,z = −g1Πz∆∗−K,z − g3Πz∆K,z (29)
Solving Eqs. 27 and 29 we obtain the SDW instability
conditions in (i) σ± and (ii) σz channels as
(i) 1 +
1
2
(
g1(Π+ + Π−)−
(
(Π+ −Π−)2g21 + 4Π+Π−g23
)1/2)
= 0,
(ii) 1 + (g1 + g3)Πz = 0. (30)
9Evaluating the expectation value of polarization opera-
tors Π± and Πz, we obtain at h  T (see Appendix D
for details),
Πph,± = Πph,0 ∓ 1
2
NF
h
µ
,
Πph,z = Πph,0 + 0.43NF
h2
T 2
, (31)
where Πph,0 ≈ −(NF /2) logµ/T is the polarization at
zero field. Substituting into Eq. 30 we obtain the critical
temperature of SDW order in the transverse and longi-
tudinal channels as
(i) Tc,tr(h) = Tc,0
[
1− g3 − g1
2g3
(g3 + g1)NF
(h
µ
)2]
,
(ii) Tc,z(h) = Tc,0
[
1− 0.86( h
T
)2]
(32)
where Tc,0 = µe
−2/(g1+g3)NF . Because T  µ, Tc,tr >
Tc,z independent on the sign of g3 − g1. For very low T ,
when in a finite field h T , the expression for Tc,z gets
modified (see Appendix D), but still, Tc,tr > Tc,z. We
also computed Tc,tr and Tc,z without assuming perfect
nesting, by expanding in δµµ , and found that the condition
instability temperature in the σ± channel is larger than
that in the σz channel.
B. SDW order in a field
Because Tc,tr > Tc,z, the SDW instability develops in
the σ± channel, i.e, the spontaneous order remains in xy
plane. A finite field indeed also creates a magnetization
component in z direction simply because the total densi-
ties of spin-up and spin-down fermions are now different.
The ratio between ∆±K,± and ∆∗∓K,∓, however, changes
in the field. We remind that in zero field ∆±K = ∆∗∓K ,
i.e. ∆±K,± = ∆∗∓K,∓, such that M±K = ∆±K and
Φ±K = 0. At a finite field the solution of self-consistent
equations on ∆±K,+ and ∆∗∓K,− yields
γ =
∆∗∓K,−
∆±K,+
= 1− (g3 − g1)NF
2g3|Π0|
h
µ
(33)
The ground state still remains degenerate at the mean-
field level, i.e., SDW order in xy plane can be either 1200
spiral or a collinear state with 2/3 of lattice sites ordered.
An arbitrary state from a degenerate manifold can be
parametrized as
∆K,+ = cosφ∆+, ∆−K,+ = eiθ˜ sinφ∆+,
∆K,− = e−iθ˜ sinφ∆−, ∆−K,− = cosφ∆−, (34)
where φ, θ˜ ∈ (0, 2pi), ∆− = γ∆+ and without loss of
generality we set ∆+ to be real. We then have
MK =
1
2
(∆K + ∆
∗
−K) =
(1 + γ)∆+
4
{e−iθ˜(eiθ˜ cosφ+ sinφ), i e−iθ˜(eiθ˜ cosφ− sinφ), 0},
(35)
and MK = M
∗
−K . The 120
◦ spiral order corresponds
to φ = 0, pi and θ˜ arbitrary (and its symmetry equiva-
lents). The collinear state with two-thirds sites ordered
corresponds to φ = −pi4 and θ˜ = 0 (and symmetry equiv-
alents). In the real space the SDW order is
〈Mˆαr 〉 = 4|MαK | cos(Kr− φα), (36)
where α = x, y, z, and φα is the phase of the α component
of MK in Eq. 35. In these notations, the 120
◦ spiral order
corresponds to |MxK| = |MyK|, φx = 0, φy = pi/2 and the
collinear order corresponds to |MxK| = 0, φy = pi/2.
To lift the degeneracy, one again has to include into
consideration either the C3 anisotropy of electron pock-
ets, or four-fermion interactions other than g1, g3. We
verified that if in zero field these terms select the 120◦
spiral SDW order, the same order remains at h 6= 0, i.e.
at least in this case a Zeeman field doesn’t change the
type of the SDW order.
C. Field-induced ISB order
Eq. 33 has another, more prominent consequence. Be-
cause ∆±K,+ 6= ∆∗∓K,−, SDW and ISB channels no
longer decouple, i.e., the emergence of a non-zero M±K =
1
2 (∆±K+∆
∗
∓K) triggers a non-zero ISB order parameter
Φ±K = 12 (∆±K−∆∗∓K). We remind that M±K changes
sign under time reversal, while Φ±K is symmetric under
time-reversal. For a state from a degenerate manifold
parametrized by Eq. 34
ΦK =
1
2
(∆K −∆∗−K) =
(1− γ)∆+
4
{e−iθ˜(eiθ˜ cosφ− sinφ), i e−iθ˜(eiθ˜ cosφ+ sinφ), 0}, (37)
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and ΦK = −Φ∗−K . The ISB order triggered by the 120◦
spiral SDW order is ΦK =
(1−γ)∆+
4 {1, i, 0}. Similarly,
the ISB triggered by the partial collinear SDW order is
ΦK =
(1−γ)∆+
4 {1, 0, 0}.
We emphasize that at small field, when γ = 1−O(h/µ),
the magnitude of ΦK is linearly proportional to that of
MK : |ΦK | ∝ (h/µ)|MK |. This implies that a non-zero
field mediates a linear coupling between SDW and ISB
order parameters. This is different (and stronger) effect
than a potential generation of ΦK in a field due to non-
linear effects, considered in Ref34.
We now derive explicitly the Fcross(M±K ,Φ±K) term
in the Free energy.
1. The Free energy
The Free energy in terms of M¯±K and Φ¯±K can be
obtained following the standard Hubbard-Stratonovich
transformation. We present the details in Appendix B
and here quote the result.
F [M¯±K, Φ¯±K] =
2
g1 + g3
(|M¯K |2 + |M¯−K |2) + 2
g1 − g3 (|Φ¯K |
2 + |Φ¯−K |2)
+
1
2
∫
k
Tr(G0,kV)2 + 1
4
∫
k
Tr(G0,kV)4 +O(∆6) (38)
where
∫
k
stands for integration over momentum and fre-
quencies, V = VM + VΦ and
VM =−
 0 M¯K · ~σ M¯−K · ~σM¯−K · ~σ 0 0
M¯K · ~σ 0 0
 ,
VΦ =−
 0 Φ¯K · ~σ Φ¯−K · ~σ−Φ¯−K · ~σ 0 0
−Φ¯K · ~σ 0 0
 . (39)
The Green’s function of free electrons in a field, G0,k, is:
G0,Γ =
(
(iω − Γ,q)I+ hσz
)−1
G0,±K =
(
(iω − ±K,q)I+ hσz
)−1
(40)
The bilinear coupling between M±K, Φ±K comes from
the crossing terms of VM and VΦ in 12 Tr(G0,kV)2,
Fcross =
1
2
∫
k
Tr
(G0,kVMG0,kVΦ + G0,kVΦG0,kVM)
=
1
2
∫
k
∑
i=±K
Tr
(G0,ΓMi · ~σ G0,iΦ∗i · ~σ + G0,ΓM∗i · ~σ G0,iΦi · ~σ + (Mi ↔ Φi))
=4
∑
i=±K
Im(Mi ×Φ∗i ) · ~h
∫
k
(G(0)20,Γ G(0)0,i − G(0)0,ΓG(0)20,i ) = −
2NF
µ
∑
i=±K
Im(Mi ×Φ∗i ) · ~h (41)
To obtain the last line in (41) we expanded G in powers
of h as G0,Γ = G(0)0,Γ − G(0)0,ΓhσzG(0)0,Γ + O(h2) and G0,i =
G(0)0,i − G(0)0,i hσzG(0)0,i + O(h2). In zero field, Fcross = 0 as
the quantities under the trace in the upper line in Eq. 41
cancel each other. When a magnetic field is applied, hσz
doesn’t commute with σ± components of SDW and ISB
orders, and Fcross becomes finite.
V. COMPETITION BETWEEN MAGNETIC
AND OTHER ORDERS
In this section we return back to the case of zero mag-
netic field and study the interplay between magnetism,
superconductivity and charge density wave order. We
remind that at the mean-field level, SDW magnetism is
the leading instability because this channel is attractive
and because for positive pair-hopping interaction g3 the
attraction is stronger than the one in ISB channel. The
strength of the interactions in SC and CDW channels
depends on the values of the bare couplings g1 − g8. If
we set all bare couplings to be equal, the interactions in
s++ SC channel and in CDW channel are repulsive, and
the ones in ISB, “imaginary” charge bond, and s+− SC
channel vanish.
In a system with one type of FSs, a vanishing pairing
interaction can be converted into an attraction by going
beyond mean-field and adding Kohn-Luttinger-type cor-
rections to the pairing vertex from the particle-hole chan-
nel42. However, the corresponding SC Tc is smaller than
the one for SDW, except for the case when all couplings
are truly small. The situation is different in systems with
hole and electron Fermi pockets. Here, a particle-hole
bubble with the incoming momentum equal to the dis-
tance between the pockets (±K in our case) behaves as
logW/E at energies E smaller than the bandwidth W
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but larger than, roughly, EF . As the consequence, Kohn-
Luttinger renormalization, as well as the renormaliza-
tions of the interaction in CDW channels, become log-
arithmic. The renormalizations in the particle-particle
channel are also logarithmic in 2D at energies above EF ,
as long as fermionic dispersion can be approximated as
parabolic. The presence of the logarithms in the particle-
hole and particle-particle channels implies that at ener-
gies between EF and W the interactions g1 − g8 flow as
one progressively integrates out fermions with higher en-
ergies, and split from each other even if at the bare level
all gi were set to be equal. This flow can be captured
within pRG computational scheme43–51
Because gi flow to different values, the interactions in
some SC and CDW channels may flip the sign below a
certain E and become attractive. These newly attractive
interactions and the attractive interaction in SDW chan-
nel compete and mutually affect each other. SDW order
still develops first if there is not enough “space” in energy
domain for the flow of the couplings. However, if the sys-
tem allows the couplings to flow over a sizable range of en-
ergies, the values of gi at an energy/temperature, where
the leading instability develops, are in general quite dif-
ferent from the bare ones. Then there is no guarantee
that the leading instability will still be in the SDW chan-
nel, and not in one of SC or CDW channels. To find out
which channel wins, one needs to (a) analyze the flow
of the couplings, (b) use the running couplings to con-
struct the effective interactions in different channels and
compare their strength. This is what we will do below.
For the full analysis one also has to compute the flow of
the vertices in different channels and analyze the corre-
sponding susceptibilities. This last analysis is important
for the selection of subleading instabilities50,52 and for
computations in the channels where the bare suscepti-
bility is non-logarithmic (e.g., for a particle-hole channel
with zero momentum transfer36). We will not consider
such channels and will only be interested in the leading
instability. For such an analysis it will be sufficient to
compare the effective interactions constructed out of the
running couplings.
A. the RG flow
As we said, there are 8 different 4-fermion interactions
between fermions near hole and electron pockets, allowed
by momentum conservation – the g1 − g8 terms. These
couplings are shown graphically in Eq. 4. The flow of all 8
couplings can be obtained by applying pRG analysis sim-
ilar to how this was done for Fe-based materials, which
also have hole and electron pockets36,46,48,49,52. We per-
form one-loop pRG calculation keeping only logarithmi-
cally singular terms in the diagrams for the renormal-
izations of the couplings. In Eq. 44 we show diagrams
for the renormalizations of the representative set of the
couplings g1, g2, g6 and g7. The computation of the di-
agrams is time-consuming but straightforward, and we
just present the result. The flow of the couplings is de-
scribed by the set of differential equations:
g˙1 = g
2
1 + g
2
3 − g28
g˙2 = 2g2(g1 − g2)− g28
g˙3 = g3(4g1 − 2g2 − g5 − g6 − g7)
g˙4 = −g24
g˙5 = −g23 − g25
g˙6 = −g23 − g26 − g27 + 2g28
g˙7 = −g23 − 2g6g7
g˙8 = g8(3g1 − 2g2 + g3 − g4) (42)
The derivatives are with respect to the RG “time” t =
ln(W/E), where, we recall, W is the UV cutoff, of order
bandwidth, and E is the running pRG scale. The pRG
flow terminates at E ∼ max{Tins, EF }, below which ei-
ther an order develops in some channel at E ∼ Tins,
when Tins > EF , or the flow equations become different,
and the renormalizations of the interactions in particle-
hole and particle-particle channels essentially decouple.
The analysis of Eq. 42 shows that the equations for the
intra-electron pocket coupling g4 and for ge− = g6 − g7
decouple from the equations for other couplings. As g4
apparently flows to 0 and ge− does not contribute to the
instabilities which we consider here, and we neglect them.
The remaining equations are
g˙1 = g
2
1 + g
2
3 − g28
g˙2 = 2g2(g1 − g2)− g28
g˙3 = g3(4g1 − 2g2 − g5 − 2ge)
g˙5 = −g23 − g25
g˙e = −g23 − 2g2e + g28
g˙8 = g8(3g1 − 2g2 + g3 − g4), (43)
where ge =
g6+g7
2 .
δg1 = + +
δg2 = + + 2 + 2 +
12
δg6 = + + + +
δg7 = + + + +
+ 2 + 2 (44)
Comparing this set with the corresponding pRG equa-
tions for the 3p model on a square lattice (one hole pocket
at Γ and two electron pockets at (0, pi) and (pi, 0)), we
note that in our case the r.h.s of the flow equations con-
tain additional terms due to the presence of the Umklapp
g8 term, which couples particle-particle and particle-hole
channels24.
To analyze the fixed trajectories of the pRG flow we
rewrite interactions as gi = γig, where we choose g as one
of the couplings, which increases under pRG and even-
tually diverges along the fixed trajectory (as we verify
a’posteriori), and assume that γi tend to some constant
values γ∗i at the fixed trajectory
48. We then search for
the solutions
βi = γ˙i =
1
g
(g˙i − γig˙) = 0 (45)
The fixed trajectory is stable if small perturbations
around it do not grow, i.e. the real parts of the eigenval-
ues of the matrix Tij = ∂βi/∂γj |γ∗ are negative.
We focus on the effects of g8 in the RG flow and study
the fixed trajectories obtained by varying g8 from weak
to strong relative to other interactions g1 − g7. For
definiteness we set the bare values of all other inter-
actions to be equal and positive, i.e. set g
(0)
i = g
(0),
i = 1, 2, 3, 5, e. We find two stable fixed trajectories by
varying g
(0)
8 . The pRG flow is towards one fixed tra-
jectory when g
(0)
8 < g
(0)
8,c =
1
2g
(0) and towards the other
when g
(0)
8 > g
(0)
8,c . We show the pRG flow of the couplings
for g
(0)
8 < g
(0)
8,c and g
(0)
8 > g
(0)
8,c in Fig. 7. We checked that
these two fixed trajectories are stable. We didn’t search
for other possible fixed trajectories in the 6-dimensional
space of the bare couplings.
The couplings along these two trajectories are:
(1) g
(0)
8 < g
(0)
8,c . We choose g1 = g, gi = γig1. We find
g = (3/23) 1(t0−t) , γ2 = γ8 = 0, γ3 = 2
√
5/3, γ5 =
−1, γe = −4/3. On a more careful look we find
that g8 still diverges, but with a smaller exponent,
as g8 ∼ 1(t0−t)0.56 .
(2) g
(0)
8 > g
(0)
8,c . Now the system flows to another fixed
point where g2 remains the only leading divergent
interaction and it changes sign in the process of
pRG flow and becomes negative along the fixed tra-
jectory. We choose g2 = g, gi = γig2, and obtain
g = (−1/2) 1(t0−t) , γ1 = γ3 = γ5 = γe = γ8 = 0.
Again, on a more careful look we find that g8 and
g1 actually also diverge and are only logarithmi-
cally smaller than g: g8 =
1√
6
1
t0−t (log
1
t0−t )
−0.5,
g1 =
−1
6
1
t0−t (log
1
t0−t )
−1.
B. Interactions in different channels
We now need to relate pRG results to the competition
between different ordering tendencies. To do this, we
introduce infinitesimal vertices for various bilinear com-
binations of fermions and find which combination of gi
contributes to the renormalization of each of these ver-
tices. To be more specific, we introduce SDW and CDW
vertices with incoming momentum ±K and SC vertices
for fermions near hole or electron pockets, with zero total
momentum. These vertices are
SDW ∆s±K ·
∑
k
c†k~σfk±K ,
CDW ∆c±K
∑
k
c†kσ
0fk±K ,
SC ∆sch
∑
k
c†kiσ
yc†−k, ∆
sc
e
∑
k
f†k+Kiσ
yf†−k−K (46)
where σ0, ~σ are the identity and the Pauli matrices in
spin space, respectively. The equations for different ver-
tices are presented diagrammatically in Eqs. 47-49.
∆s∗K
~σ =
∆s∗K
g1 +
∆s−K
g3 ,
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1
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E
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g1
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E
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FIG. 7. The renormalization group (RG) flow of the interactions and the effective vertices. We assume that system parameters
are such that parquet RG flow runs over a wide range of energies. Panels (a) and (b) – the flow when the initial values of the
couplings are g
(0)
1 = g
(0)
2 = g
(0)
3 = g
(0)
5 = g
(0)
e = g
(0) = 0.2, g
(0)
8 = 0.3g
(0). At the beginning of the flow SDW vertex ΓrSDW is
the largest, but near the fixed trajectory the vertex Γ+−sc in superconducting s
+− channel diverges stronger than other vertices.
Panels (c) and (d): the flow when the initial values of the couplings are g
(0)
1 = g
(0)
2 = g
(0)
3 = g
(0)
5 = g
(0)
e = g
(0) = 0.2, g
(0)
8 =
2g(0). The SDW vertex ΓrSDW is again the largest one at the beginning of the flow, but near the fixed trajectory the vertex
ΓiCDW in ”imaginary” charge density wave channel becomes the largest. The divergence of Γ
i
CDW signals an instability into a
state with non-zero magnitude of the imaginary part of the expectation value of a charge operator on a bond.
∆s−K
~σ =
∆s−K
g1 +
∆s∗K
g3 (47)
∆c∗K
=
∆c∗K
g1 +
∆c−K
g3
+
∆c−K g3
+
∆c∗K g2
∆c−K
=
∆c−K
g1 +
∆c∗K
g3
+
∆c−K g3
+
∆c−K g2
(48)
∆sch
=
∆sch
g5 +
∆sce
g3
+
∆sce
g3
∆sce
=
∆sce
g6 +
∆sce
g7
+
∆sch
g3 (49)
We defined the couplings in the magnetic, charge, and
SC channels as Γs,Γc, and Γsc. The sign convention is
such that the corresponding interaction is attractive if
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Γc,Γs > 0 and Γsc < 0.
In the magnetic channel, the result is the same as in
our earlier consideration – the two order parameters are
SDW and ISB, and the corresponding couplings are
Γr,is =g1 ± g3, (50)
where the superscript r stands for SDW and i stands
for ISB ( symmetric and antisymmetric combinations of
∆s±K and (∆
s
±K)
∗, respectively).
In the charge channel we have
Γr,ic =g1 ∓ g3 − 2g2, (51)
where r and i again stand for symmetric and antisym-
metric combinations of ∆c±K and (∆
c
±K)
∗. The symmet-
ric solution describes a conventional CDW order and the
antisymmetric solution describes imaginary charge bond
(ICB) order46,53. The latter may give rise to circulat-
ing charge currents, if the hopping integrals have proper
symmetry properties.
In the SC channel we have
Γ+sc =
(g5 + 2ge) +
√
8g23 + (g5 − 2ge)2
2
,
Γ−sc =
(g5 + 2ge)−
√
8g23 + (g5 − 2ge)2
2
(52)
The solution with Γ+sc is a conventional s
++ pairing with
∆sch ,∆
sc
e having the same sign. The solution with Γ
−
sc
is a s+− pairing for which ∆sch and ∆
sc
e having opposite
signs.
The transition temperatures of potential density-wave
and pairing instabilities are
1 = −T r,is Γr,is Πph(±K), 1 = −T r,ic Γr,ic Πph(±K),
1 = −T+,−sc Γ+,−sc Πpp(0) (53)
where
Πph(±K) =
∑
ωm
∫
dkGc(k, ωm)Gf (k ±K,ωm),
Πpp(0) =
∑
ωm
∫
dkGc(k, ωm)Gc(−k,−ωm). (54)
At a perfect nesting, Πph(±K) = −Πpp(0). Then the
leading instability will be in the channel for which Γ is
of proper sign and the largest by magnitude. Away from
perfect nesting, Πph(±K) and −Πpp(0) differ by the ra-
tio of the masses mh/me, but still are logarithmic. For
simplicity, below we assume mh = me.
If we set the bare values of the couplings to be the
same, the interactions in s++ SC channel and in CDW
channel are repulsive, the ones in ISB, ICB, and s+− SC
channel vanish, and the interaction in SDW channel is
attractive. At this level, the SDW is the leading insta-
bility.
If, however, we allow RG to run and compare Γ’s for
the couplings along the fixed trajectory, we obtain differ-
ent results. For the first fixed trajectory (smaller g
(0)
8 )
we have
Γrs = Γ
i
c = 3.58g1, Γ
i
s = Γ
r
c = −1.58g1,
Γ+sc = 1.91g1, Γ
−
sc = −5.58g1, g1 =
3
23
1
t0 − t (55)
We see that the largest coupling is in s+− superconduct-
ing channel. For the second fixed trajectory (larger g
(0)
8 )
we have
Γrs = Γ
i
s = 0, Γ
r
c = Γ
r
c = 2|g2| =
1
t0 − t ,
Γ+sc = Γ
−
sc = 0 (56)
Now the largest vertex is in CDW and ICB channels. To
lift the degeneracy between the two we notice that the
condition γ1 = γ3 = 0 along this fixed trajectory does
not imply that g1 and g3 vanish but rather that they are
parametrically smaller than |g2|. For our purpose, it is
sufficient to note that Γr,ic = g1 ± g3 − 2g2, and g3 > 0
remains positive in the pRG flow. As the consequence,
Γic > Γ
r
c , i.e., the leading instability is towards an un-
conventional ICB order. A similar instability has been
previously found in 4p model on a hexagonal lattice24.
VI. SUMMARY
In this work we studied the three-pocket itinerant
fermion system on a 2D triangular lattice. We assumed
that there is a small hole pocket centered at Γ = (0, 0)
and two electron pockets centered at ±K = ±(4pi/3, 0).
Our goals were to study in detail the magnetic order in
such a system in zero and a finite magnetic field, and
the interplay between magnetism and another potential
orders like superconductivity and charge order. We first
analyzed Stoner type magnetism in zero field. We found
that for purely repulsive interaction the leading insta-
bility is towards a conventional SDW order with mo-
mentum ±K. The SDW order parameter MK satisfies
M−K = M∗K , but MK is a complex order parameter
MK = Mr + iMi. In mean-field approximation the Free
energy depends on M2r + M
2
i , i.e., the ground state is
infinitely divergent. Different choices of Mr and Mi,
subject to M2r + M
2
i = const, yield different spin config-
urations from a degenerate manifold. Beyond mean-field,
we found that the ground state degeneracy is lifted. De-
pending on parameters, the ground state configuration
is either 120◦ “triangular” structure (same as for local-
ized spins), or a collinear state with antiferromagnetic
spin order on 2/3 of sites and no magnetic order on the
remaining 1/3 sites. Such partial order with non-equal
magnitude of magnetization on different sites cannot be
realized in a localized spin system.
When some interactions are repulsive and some attrac-
tive, the system develops another type of order, which we
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labeled as ISB order. The corresponding order parame-
ter is the imaginary part of the (complex) expectation
value of a spin operator on a bond. This order parame-
ter is even under time reversal. We argued that an ISB
state can possess circulating spin currents if the hopping
integrals have a certain symmetry.
We then returned to a system with purely repulsive in-
teractions and considered a magnetic order in a non-zero
field. We found that 120◦ “triangular” spin configuration
becomes a non-coplanar cone state with 120◦ spin order
in the plane perpendicular to the field and ferromagnetic
order along the field. We also found that a field generates
a bilinear coupling between SDW and ISB order parame-
ters, i.e., a SDW order in a field immediately triggers an
ISB order. This is one of the central results of our work.
We next considered the interplay between magnetism
and superconductivity and charge order. For this, we
analyzed the flow of the couplings within pRG and used
the running couplings to analyze the flow of the effective
interactions in magnetic, SC, and charge channels. We
argued that magnetic order develops if there is little space
for pRG, however if the system parameters are such that
pRG runs over a wide window of energies, the couplings
flow towards one of the two fixed trajectories (depend-
ing on the values of the bare couplings), and for both
fixed trajectories magnetism is not the leading instabil-
ity. For one fixed trajectory we found that the leading
instability is towards s± superconductivity, for the other
the leading instability is towards ICB order, which may
support circulating charge currents. This highly uncon-
ventional charge order is induced by the Umklapp scat-
tering process (g8 term), which couples particle-hole and
particle-particle channels.
We call for the extension of our work to multi-orbital
models of fermions on a triangular lattice. Among other
things, these studies should settle the issue whether the
ISB/ICB orders, which we found, support circulating
spin/charge currents.
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Appendix A: Effective action for the spin order
In this section, we follow the standard Hubbard-Stratonovich transformation and derive the effective action for the
spin order. We show that the symmetric and antisymmetric component of {M¯K , M¯∗−K} naturally decouple in zero
field, and are coupled by the magnetic field.
Consider interactions restricted to the spin channel, Eq. 8 in the main text,
H4 =
∑
q
−g3
2
(
∆ˆK−q∆ˆ−K+q + h.c.)
)− g1
2
(
∆ˆ†K−q∆ˆK+q + (K → −K)
)
+ ..., (A1)
We apply the identity ew
†Aw =
∫ Dv e−v†A−1v+w†v+v†w (A should be positive definite for convergence), and obtain
the partition function in terms of 6-component fermionic field Ψ and bosonic field v:
Z =
∫
DΨ¯DΨDv e−S[Ψ,v]. (A2)
From Eq. A1, w = {∆ˆK , ∆ˆ−K , ∆ˆ†K , ∆ˆ†−K}T and
A =
1
4
g1 0 0 g30 g1 g3 00 g3 g1 0
g3 0 0 g1
 (A3)
The action written in compact form as :
S[Ψ, v] =
∫
k
−Ψ†kG−10,kΨk + v†A−1v − w†v − v†w (A4)
We express the bosonic field v as v = 12{∆¯K , ∆¯−K , ∆¯∗K , ∆¯∗−K}T to relate it with the order parameter field at mean
field level. Eq. A4 becomes:
S[Ψ, v] =
∫
k
−Ψ†kG−1k Ψk + v†A−1v (A5)
where G−1k = G−10,k − V, with
V = −
 0 ∆¯K · ~σ ∆¯−K · ~σ∆¯∗K · ~σ 0 0
∆¯∗−K · ~σ 0 0
 , A−1 = 4
g21 − g23
 g1 0 0 −g30 g1 −g3 00 −g3 g1 0
−g3 0 0 g1
 (A6)
The canonical bosonic fields can be obtained by diagonalizing A−1, and are
M¯±K =
1
2
(∆¯±K + ∆¯∗∓K),
Φ¯±K =
1
2
(∆¯±K − ∆¯∗∓K). (A7)
We note that under time-reversal, ∆¯±K → −∆¯∗∓K . As a result, M¯±K is odd under time-reversal and Φ¯±K is time-
reversal symmetric. From App. C, M±K and Φ±K , defined in momentum space, contributes to SDW and ISB order
in real space, respectively. v†A−1v becomes:
v†A−1v =
2
g1 + g3
(|M¯K |2 + |M¯−K |2) + 2
g1 − g3 (|Φ¯K |
2 + |Φ¯−K |2) (A8)
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The quadratic coupling of fermions V can be written as V = VM + VΦ, with
VM = −
 0 M¯K · ~σ M¯−K · ~σM¯−K · ~σ 0 0
M¯K · ~σ 0 0
 , VΦ = −
 0 Φ¯K · ~σ Φ¯−K · ~σ−Φ¯−K · ~σ 0 0
−Φ¯−K · ~σ 0 0
 . (A9)
Since the action is quadratic in fermion operators, it is straight forward to integrate out the fermion fields and
obtain the effective action in terms of bosonic fields as
Seff [M¯K , M¯−K ] = −Tr ln
(
1− G0,kV
)
+
∫
q
2
g1 + g3
(|M¯K |2 + |M¯−K |2) + 2
g1 − g3 (|Φ¯K |
2 + |Φ¯−K |2) (A10)
Right below the transition temperature that the ordering instability starts developing, Tr ln
(
1 − G0,kV
)
can be
expanded in powers of V as
Seff [M¯K , M¯−K ] =
∑
n
1
n
Tr(G0,kV)n +
∫
q
2
g1 + g3
(|M¯K |2 + |M¯−K |2) + 2
g1 − g3 (|Φ¯K |
2 + |Φ¯−K |2), (A11)
where Tr(...) sums over momentum, frequency and spin indices. By solving self-consistency equations, we verified
that ∆¯±K = gsdw2 ∆±K, Φ¯±K =
gsdw
2 Φ±K, M¯±K =
gsdw
2 M±K, where ∆±K,M±K,Φ±K are defined in the main text,
e.g. Eq. 5.
1. Effective action in zero field
In zero field, evaluation of the trace 12 Tr(G0,kV)2 yields identical quadratic coefficients for both |M¯|2 and |Φ¯|2, i.e.
Seff,2 =
∫
q
(
2
g1 + g3
+ ξ0)(|M¯K |2 + |M¯−K |2) + ( 2
g1 − g3 + ξ0)(|Φ¯K |
2 + |Φ¯−K |2) (A12)
where ξ0 = T
∑
ωm
∫
dkGc(k, ωm)Gf (k ±K,ωm) < 0.
At mean field level, due to the repulsive Coulomb interaction, g1 + g3 > g1 − g3. As a result, the quadratic
coefficient for M±K becomes negative first, i.e. the leading instability should be SDW order. Beyond mean field, the
four-fermion interactions are strongly renormalized by the logarithmically singular fluctuations in particle-particle and
particle-hole channel. From the pRG analysis shown in Sec. V, in the interaction range that stabilize spin ordering,
g1 + g3 > g1 − g3, again SDW order wins over ISB order.
To be precise, if g1 − g3 < 0, i.e. the effective interaction in the antisymmetric spin ordering channel is repulsive,
Φ±K condensates are impossible to develop in any case. In this case, the formulation should be modified as the
Hubbard-Stratonovich for the channel with repulsion should be e−w
†Aw =
∫ Dv e−v†A−1v+iw†v−iv†w, A positive
definite. As there is no essential change of physics, we don’t consider this possibility further.
As terms linear in Φ±K should vanish in the expansion due to time-reversal symmetry, the ISB instability cannot
be triggered by the SDW order in zero field. We restrict to the SDW channel, and calculate the quartic term by
evaluating 14 Tr(G(0)k V)4. It is convenient to express the M¯±K in terms of real and imaginary component of SDW
order, and M¯K =
1√
2
(M¯r + iM¯i), M¯−K = 1√2 (M¯r − iM¯i). 14 Tr(G
(0)
k V)4 in terms of {M¯r, M¯i} is:
Seff,4 = 2(ξ1 + ξ2)(M¯
2
r + M¯
2
i )
2 + 8(ξ1 − ξ2)(M¯r × M¯i)2 (A13)
where ξ1 =
∫
k
(Gck)2(GfK+k)2, ξ2 =
∫
k
(Gck)2GfK+kGf−K+k and are shown diagrammatically in Fig. 8.
For circular Fermi surface, GfK+k = Gf−K+k, the second term in Eq. A13 vanishes and the degeneracy of SDW order
cannot be lifted by the quartic term, consistent with the analysis of Eq. 15.
Anisotropy in the Fermi surface breaks the degeneracy similar to the analysis of the iron-based materials on a
square lattice. Consider the quadratic spectrum Γ,k =
k2
2m −µ, ±K,k = k
2
2m −µ+ δµ± δm cos 3θk, we find ξ2− ξ1 > 0.
Thus to lower the free energy in Eq. A13, Mr⊥Mi and |Mr| = |Mi|, i.e. the SDW in real space is the 120◦ spiral
order due to anisotropy of the electron Fermi surface.
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FIG. 8. Feynman diagrams for the quartic terms in the Landau Free energy in Eq. A13.
2. Effective action in a Zeeman field
We now derive the effective action in a Zeeman field, and show that the Zeeman field introduces bilinear coupling
between M¯ and Φ¯ as Fcross = − 2NFµ
∑
i=±K Im(M¯i × Φ¯∗i ) · ~h.
The Green’s function of free electrons in the normal state is:
G0,Γ =
(
(iω − Γ,q)I+ hσz
)−1
G0,±K =
(
(iω − ±K,q)I+ hσz
)−1
(A14)
The bilinear coupling comes from the crossing terms of VM and VΦ in 12 Tr(G0,kV)2.
Fcross =
1
2β
Tr
(G0,kVMG0,kVΦ + G0,kVΦG0,kVM)
=
1
2β
∑
i=±K
Tr
(G0,ΓM¯i · ~σ G0,iΦ¯∗i · ~σ + G0,ΓM¯∗i · ~σ G0,iΦ¯i · ~σ + (M¯i ↔ Φ¯i))
=4
∑
i=±K
Im(M¯i × Φ¯∗i ) · ~h
∫
(G(0)20,Γ G(0)0,i − G(0)0,ΓG(0)20,i ) (A15)
From the second to the third line, we expand G in powers of h as G0,Γ = G(0)0,Γ − G(0)0,ΓhσzG(0)0,Γ + O(h2) and G0,i =
G(0)0,i − G(0)0,i hσzG(0)0,i +O(h2), and use the identities for tracing spin index
Tr[(σz~a · ~σ)(~b · ~σ)] = 2i(~a×~b) · zˆ, Tr[(~a · ~σ)(σz~b · ~σ)] = −2i(~a×~b) · zˆ. (A16)
The integral I(3) = ∫
k
(G(0)2Γ G(0)i − G(0)Γ G(0)2i ) is:
I(3) =
∫
dω
2pi
d2k
B (G
(0)2
Γ G(0)i − G(0)Γ G(0)2i ) = NF
∫
dω
2pi
d
1
iω + 
1
iω −  (
1
iω + 
− 1
iω −  ) = −
NF
2µ
(A17)
Appendix B: Selection of SDW order by electronic correlations
1. Diagonalize the quadratic Hamiltonian in an SDW state
The quadratic Hamiltonian of the SDW state Eq. 13 can be diagonalized in two steps. Without loss of generality, we
choose M¯r and M¯i to be on x− y plane, and set M¯r = Mr eˆx, M¯i = M¯ixeˆx + M¯iy eˆy. For simplicity, we consider first
nesting of the two electron pockets, i.e. K+k = −K+k = e,k. First, the quadratic Hamiltonian is block diagonalized
under a rotation of basis from {fK+k,σ, f−K+k,σ}T to {fak,σ, f¯k,σ}T , which mixes fermions around K and −K.
fK+k,↑ = b∗fak,↑ − af¯k,↑,
f−K+k,↑ = a∗fak,↑ + bf¯k,↑,
fK+k,↓ = afak,↓ − b∗f¯k,↓,
f−K+k,↓ = bfak,↓ + a∗f¯k,↓, (B1)
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where a =
M¯r+M¯iy−iM¯ix√
2M¯
, b =
M¯r−M¯iy+iM¯ix√
2M¯
. The block diagonalized Hamiltonian is:
HM = Ψ˜†1kH1Ψ˜1k + Ψ˜†2kH2Ψ˜2k
H1 = H2 =
 Γ,k −√2M¯ 0−√2M¯ e,k 0
0 0 e,k
 , (B2)
where M¯ =
√
|M¯r|2 + |M¯i|2, Ψ˜1k = {ck,↓, fak,↑, f¯k,↑}, and Ψ˜2k = {ck,↑, fak,↓, f¯k,↓}. From Eq. B2, one can see
that the SDW order couples electron and hole pockets with the opposite spin defined perpendicular to the plane of
the SDW order. Moreover, the SDW state is a half-metal with two degenerate bands labeled by fermions f¯σ, σ =↑, ↓.
The fully diagonalized Hamiltonian can be obtained straight forwardly by the standard Bogolyubov transfromation,
ck,σ = cosψk pk,α + sinψk ek,α
fak,σ˜ = − sinψk pk,α + cosψk ek,α (B3)
where
cosψk =
√√√√√ Ek − Γ,k
2
√(
Γ,k−K+k
2
)2
+ 2M¯2
, sinψk =
√√√√√ Ek − K+k
2
√(
Γ,k−K+k
2
)2
+ 2M¯2
, (B4)
and σ, σ˜ =↑, ↓ or ↓, ↑, α labels the pseudo-spin up and down in the new basis. The fully diagonalized quadratic
Hamiltonian is expressed as Eq. 14.
We also note that the composition of f¯σ in terms of f±K+k,σ depends on SDW order configurations. Interestingly, for
the 120◦ SDW order, a = 1, b = 0 in Eq. B1. The metallic bands in the SDW state are f¯k,↑ = −fK+k,↑, f¯k,↓ = f−K+k,↓.
Such ±K dependent splitting of spin up- and down- bands of electron pockets can also be realized by Ising type spin-
orbit coupling, and the interesting superconductivity state of the remaining spin up and down pockets at K and −K,
respectively, has been discussed in Ref.54.
2. Correction to the ground state energy
From g8 – For simplicity, we perform the calculation assuming perfect nesting between electron and hole pockets,
i.e. Γ,k = −±K+k. From Eq. 21, the corrections to the free energy δFb obtained from second order perturbation is:
δFb = −(γ8M¯)2
∑
k
∆2
Ek
( |κ1|2
4E2k
+
|κ2|2
(Ek + |k|)2
)
= −NF (γ8M¯)2( |κ1|
2
2
+ |κ2|2) (B5)
where κ1, κ2 come from the vertex corrections from Hg8 in the canonical basis of {e, p, fb} that couple {e, p} and
{e or p, fb}, respectively. κ1, κ2 depends on the SDW order configuration, which is characterized by the magnitude
M and two angles τ, θ defined above Eq. 18. We found
κ1 = 2 cos τ
(
cos2 τ − (2 + e−2iθ) sin2 τ) ,
κ2 = 2 sin τ(sin θ cos 2τ − i cos θ(2 cos 2τ + 1)). (B6)
Plug κ1, κ2 into Eq. B5, we obtain Eq. 22 in the main text. δFb(θ, τ) is plotted in Fig. 9, the minimum are located
at values of θ, τ that θ = −pi, 0 and τ = ±pi/6, ± 5pi/6 or τ = ±pi/2 and all θ. The correction to ground state energy
at these τ, θ is δFb = −4NF (γ8M¯)2.
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FIG. 9. Correction to the Free energy from g8 interaction - the δFb(θ, τ) term, Eq. B5.
Appendix C: Real space SDW and ISB orders
The real space SDW order Mr and ISB order Φr,δ are related to the SDW and ISB order parameters in momentum
space by
Mαr = 〈f†rσαcr + c†rσαfr〉
=
∑
k,k′
〈ei(k′−k)rf†kσαck′ + e−i(k
′−k)rc†k′σ
αfk〉
=
∑
q′,q,Qi
〈ei(q′−q−Qi)rf†Qi+qσαcq′ + e−i(q
′−q−Qi)rc†q′σ
αfq+Qi〉
=
∑
q,Qi
〈e−iQirf†Qi+qσαcq + eiQirc†qσαfq+Qi〉
=
∑
Qi
(e−iQir∆αQi + h.c.)
=
1
2
∑
Qi
(e−iQir(∆αQi + ∆
α∗
−Qi) + h.c.) (C1)
where r is the coordinate of site, ∆αQi =
∑
q〈f†Qi+qσαcq〉, Qi = ±K for the 3p model on a hexagonal lattice. The
last line is obtained by averaging over condensates with Qi and −Qi. From the last line, it is clear that only the
symmetric component of {∆αQi ,∆α∗−Qi} contributes to the density-wave order. Similarly, only the symmetric component
contributes to bond-SDW order defined as Mαr,δ ∼ 〈f†r+δ/2σαcr−δ/2 + c†r+δ/2σαfr−δ/2〉+ h.c. On the other hand, the
antisymmetric component contributes to ISB order parameter
Φαr,δ =
i
~
δˆ〈(f†r+δ/2σαcr−δ/2 − c†r−δ/2σαfr+δ/2) + (c†r+δ/2σαfr−δ/2 − f†r−δ/2σαcr+δ/2)〉
=
i
~
δˆ
∑
k,k′
〈(ei(k′−k)re−i(k′+k)δ/2f†kσαck′ + ei(k−k
′)re−i(k
′+k)δ/2c†k′σ
αfk)− h.c.〉
=
i
~
δˆ
∑
q′,q,Qi
〈(ei(q′−q−Qi)re−iQiδ/2f†Qi+qσαcq′ + ei(q+Qi−q
′)re−iQiδ/2c†q′σ
αfq+Qi)− h.c.〉
=
i
~
δˆ
∑
q,Qi
〈(e−iQire−iQiδ/2f†Qi+qσαcq + eiQire−iQiδ/2c†qσαfq+Qi)− h.c.〉
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=
i
~
δˆ
∑
Qi
(e−iQire−iQiδ/2∆αQi + e
iQire−iQiδ/2∆α∗Qi)− h.c.
=
i
2~
δˆ
∑
Qi
(e−iQire−iQiδ/2∆αQi + e
iQire−iQiδ/2∆α∗Qi + e
iQireiQiδ/2∆α−Qi + e
−iQireiQiδ/2∆α∗−Qi)− h.c.
=
i
2~
δˆ
∑
Qi
(e−iQire−iQiδ/2 − e−iQireiQiδ/2)(∆αQi −∆α∗−Qi)− h.c., (C2)
where the bond is defined as from site r− δ/2 to site r + δ/2. In transforming from the second to the third line we
used the fact that eiqδ ≈ 1 because Fermi pockets are small.
We define the symmetric component of ∆αQi as M
α
Qi
=
∆αQi
+∆α∗−Qi
2 for the density-wave part, define the antisymmetric
component of ∆αQi as Φ
α
Qi
=
∆αQi
−∆α∗−Qi
2 for the imaginary bond-order part. In particular, when Qi = −Qi, MαQi =
∆αQi
+∆α∗Qi
2 must be real, and Φ
α
Qi
=
∆αQi
−∆α∗Qi
2 must be imaginary.
The SDW and ISB order parameter in real space can be re-expressed in terms of M and Φ as
Mα(r) = 2
∑
Qi
|MαQi | cos(Qir − φi,α)
Φαr,δ =
4
~
δˆ
∑
Qi
|ΦαQi | sin (Qiδ/2) cos (Qir − ϕi,α) (C3)
where φi,α and ϕi,α are the phase of M
α
Qi
and ΦαQi respectively.
Appendix D: Spin ordering instability in a magnetic field
In this section, we show details of solving the linearized spin ordering equations in (i) σ± and (ii) σz channel
assuming perfect nesting between electron and hole pockets (Eq. 30 in the main text),
(i) 1 +
1
2
(
g1(Π+ + Π−)−
(
(Π+ −Π−)2g21 + 4Π+Π−g23
)1/2)
= 0,
(ii) 1 + (g1 + g3)Πz = 0. (D1)
To solve for Eq. D1 requires calculating the particle-hole polarization Πph for different spin channels, where
Πph = T
∑
ωn
∫
d2k
AB.Z.G
f (k ±K)Gc(k) =
∫
d2k
AB.Z.
nF (k)− nF (k±K)
k − k±K = NF
∫
dk
nF (k)− nF (k±K)
k − k±K . (D2)
In the following, we discuss the result of the integral for different band structure configurations.
In zero field, Πph is
Πph,0 = NF
∫ Λ
−µ
d
nF ()− nF (−)
2
= −1
2
NF
∫ Λ
−µ
d
tanh β2

∼ −1
2
NF ln
µ
T
+ const. (D3)
In a Zeeman field, with HZ = −h ·
∑
k(c
†
kσck+ f
†
kσfk), the particle and hole pockets involved in the spin ordering
in the σ± channel remain perfectly nested, and k±K,↑ = −k,↓ = k22m − µ − h, k±K,↓ = −k,↑ = k
2
2m − µ + h. As
a result, the band splitting only modifies the energy at the bottom of the band, i.e. the high energy cutoff in the
integral from µ→ µ± h.
Πph,± = −1
2
NF
∫ Λ∓h
−(µ±h)
d
tanh β2

∼ −1
2
NF
(
ln
µ± h
T
+ const.
)
= −(|Πph,0| ± 1
2
NF
h
µ
) (D4)
Plug it into Eq. D1, to the leading order in h/µ, the solution to the linearized ordering equation in σ± channel becomes
1 + (g1 + g3)Π0(T )
(
1− g3 − g1
4g3
(NF
Π0
)2(h
µ
)2)
= 0. (D5)
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In the σz channel, the particle-hole symmetry between the involved bands is broken. For example, in the evaluation
of Πph,↑, as k±K,↑ = k
2
2m − µ− h, k,↑ = −( k
2
2m − µ+ h) = −k±K,↑ − 2h,
Πph,↑ =
∫
d2k
AB.Z.
nF (k,↑)− nF (k±K,↑)
k,↑ − k±K,↑ = NF
∫ Λ
−(µ+h)
d
nF (−− 2h)− nF ()
−2− 2h
= −NF
2
∫ Λ
−(µ+h)
d
1
+ h
( 1
eβ(−−2h) + 1
− 1
eβ + 1
)
= −NF
2
∫ Λ
−µ
d
1

( 1
e−β−βh + 1
− 1
eβ−βh + 1
)
= −NF
2
∫ Λβ
−µβ
dx
1
x
( 1
e−x−βh + 1
− 1
ex−βh + 1
)
(D6)
Similarly, Πph,↓ = −NF2
∫ Λ
−µ d
1

(
1
e−β+βh+1 − 1eβ+βh+1
)
= Πph,↑. To evaluate the integral in Eq. D6, we note that the
integrand is a function of βh, and it behaves differently in the cases of βh 1 and βh 1.
The limit h T – The integral is suppressed only near  = 0, to the leading order in βh, we have
Πph,↑ = −NF
2
∫ Λ
−µ
d
1

( 1
e−β−βh + 1
− 1
eβ−βh + 1
)
= −NF
2
∫ Λ
−µ
d
1

tanh
β
2
(
1− (βh)
2
4
1
cosh2 β2
)
+O(βh)3
= −NF
2
(∫ Λ
−µ
d
1

tanh
β
2
− β2h2
∫ Λ
−µ
d
1
4
tanh
β
2
1
cosh2 β2
)
= −(|Πph,0| − 0.85
2
NF
h2
T 2
) (D7)
where
∫ Λ
−µ d
1
4 tanh
β
2
1
cosh2 β2
= 0.85 is evaluated numerically in the limit βµ, βΛ 1. Plug Πph,↑,Πph,↓ into Eq. D1,
to the leading order in h/T , the solution to the linearized ordering equation in σz channel becomes
1 + (g1 + g3)Π0(T )
(
1− 0.43 NF|Π0|
h2
T 2
)
= 0 (D8)
Comparing Eq. D5 and Eq. D8, as NF|Π0|  1, hµ  hT , we conclude that the ordering instability in the σ± channel
develops first.
The limit h  T – βh modifies the integrand non perturbatively and sets the cutoff in the integral as βh. As a
result, Πph,↑ simply changes to Πph,↑ = − 12NF (ln µh + const.). Because h  T , Πph,↑  Πph,0 in this limit. The
correction to Πph,± remains the same dependance on h/µ as in the limit h T . Due to the further non-perturbative
suppression of Πph in σ
z channel, the ordering instability must also first develop in the σ± channel in the h  T
limit.
We also did a similar analysis when the particle-hole symmetry of the band structure in zero field is slightly broken,
i.e. k = −k±K + δµ, and δµ µ. The conclusion remains unchanged.
