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This paper gives a complete answer to the following question: If R is a 
commutative ring in which every height 1 ideal is a local set-theoretic omplete 
intersection (e.g., R could be regular) and R, and R, are R-algebras which are flat 
or of finite type, when is it the case that projective R-modules are precisely those R- 
modules constructed by “patching” a projective R,-module to a projective R,- 
module over R, On R, ? In other words, we give a classification theorem for 
situtations in which the conclusion to the “Milnor patching theorem” holds. Our 
answer takes the form of a necessary and sufficient condition whose truth or falsity 
is very easy to check in most particular situations. 
1. INTRODUCTION AND STATEMENT OF RESULTS 
A diagram 
R -R, 
I I 
R,-R,O,& 
is said to have the Minor patching property if the projective modules over R 
are precisely those modules which can be constructed by “patching” a 
projective R ,-module to a projective R,-module over RI OR R,. More 
precisely, the condition is that 
(1) Given projective modules Pi over Ri and an isomorphism 
qd:P,@,R,+R,@,P, over R,@,Rz, the R-module P=(p,,p,)]piEPi 
and (6(p, 0 1) = 1 Op,} is projective; 
(2) the natural map P OR R, + Pi is an isomorphism for i = 1,2; and 
(3) every projective R-module arises in this way. 
If we let P(R) denote the category of projective R-modules, then, in the 
notation of Bass [2], this property is equivalent to the statement hat 
P(R) = P(Rt) XP(R,@R*) P(R,)- 
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In [4], we called diagrams with the Milnor patching property constructive 
diagrams and proved that certain classes of diagrams were constructive. The 
present paper gives a complete classification theorem for diagrams with this 
property, under the assumptions that every height 1 ideal in R is a local set- 
theoretic complete intersection (LSTCI) (e.g., R could be regular) and that 
the maps R -+ R, and R + R, are flat or of finite type. 
The condition which we shall prove is equivalent o the Milnor patching 
property appears mysterious at first sight, but it is in practice usually very 
easy to check any particular diagram in order to see whether this condition 
is satisfied. We shall first state the condition and later comment briefly on 
what it means. 
First define Ii (i = 1, 2) to be the kernel of the multiplication map 
R, OR Ri + Ri. Next, say that a diagram satisfies condition (*) if 
(* 1) the canonical maps 
and 
are surjections; 
(*2) for every prime p c R there is a prime lying over p in at least one 
of R,,R,; and 
(*3) the diagram is a pullback. 
We shall show: 
THEOREM 1.1. If the diagram 
R -R, 
has the Milnor patching property, then it satisfies (*). Conversely, if every 
height 1 ideal in R is a LSTCI, the maps R --+ Ri are either flat or offinite 
type, and the diagram satisfies (*), then it has the Milnor patching property. 
As noted before, (*) is generally very easy to check. For example, if 
R, = R[x-‘1 for some x E R, it is shown in [4] that (* 1) is satisfied if and 
only if R,/xR, is a localization of R/xR. Taking into account (*2), we get 
COROLLARY 1.2. Zf R 2 = R [x- ‘1 and R 1 is jlat or of finite type, then the 
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diagram in question has the Milnor patching property if and only if it is a 
pullback and R/xR + R I /xR , is an isomorphism. 
The proof of Theorem 1.1 proceeds as follows: 
In Section 2, we establish (Theorem 2.6) that (*) implies the Milnor 
patching property, given that every height 1 ideal in R is a LSTCI. 
Lemma 2.1, which is stated and used in this section, probably provides the 
best way of understanding condition (*l): it says that for each point 
x E Spec(R) one of the two fibers x X speccRj Spec(R,) is either empty or 
isomorphic to x itself. 
In Section 3, we prove first (Theorem 3.1) that Milnor patching implies 
(* 1) and second (Theorem 3.2) that it implies (*2). This will complete the 
proof once it is noted that (*3) follows trivially upon letting Pi = Ri and 
letting 4 be the canonical isomorphism in the definition of Milnor patching. 
In everything which follows, we assume all rings to be commutative and 
noetherian. 
2. HALF OF THE PROOF 
The purpose of this section is to show that when every height 1 ideal in R 
is a LSTCI, then any pullback diagram satisfying condition (*) also has the 
Milnor patching property. We assume given a diagram 
R -R, 
I I 
for which (*) holds, we assume each R + Ri flat or of finite type, and we 
assume the LSTCI property for height 1 ideals in R. 
LEMMA 2.1. If p is any prime in R and k(p) is the corresponding residue 
field, then ezther dim,(,, CR, OR k(p)) < 1 or dim,&, OR k(p)) & 1. 
ProoJ As an immediate consequence of condition (*), we have 
1, OR k(p) -, (I1 OR k(p)) Ok(pj (4 OR k(p)) -,0 exact. 
It is now clear that if dim k~p~(R2 ORk(p)) 2 1, then I, OR k(p) = 0. But 
because the multiplication map R, OR R, + R I splits, we have an exact 
sequence 
0 -, I,& k(p) + (R 1 O,z k(p)) C&q (8 1 OR k(p)) -+ R , OR k(p) + 0. 
Thus, if I, OR k(p) = 0, it follows that dim&R I OR k(p)) & 1. Q.E.D. 
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We now claim that it sufftces to prove the Milnor patching property in the 
case where R + R, and R -+ R, are both injective. Indeed, the map R + R, 
can be factored as R + R/J 4 R 1, where J is the kernel of R -+ R, ; then we 
can consider the diagram 
R -R/J C R, 
R2-R2/JR2-R1&R2. 
One verifies fairly easily that the two smaller squares are themselves 
pullback diagrams satisfying condition (*) and that the composite has the 
Milnor patching property provided the two smaller squares do. Since the 
square on the left is known to have the patching property because 
R, + R,/JR, is surjective [5], it suffices to check the square on the right. 
Repeating the argument with l’s and 2’s reversed establishes the claim. 
In light of the preceding paragraph, we shall henceforth assume R --f R, 
and R + R, are both injective. 
Applying Lemma 2.1 in the case where p is a minimal prime, we see that 
either R, OR k(p) = k(p) or R, OR k(p) = k(p). (Neither can be zero since p 
is minimal and the maps R + R, and R + R, are injective.) Suppose that 
R 1 OR k(p) = k(p). We claim that the diagram 
RIP - R,IPR, 
i I 
WPR, - (R,/PR,) O,t,p WPR,) 
satisfies condition (*). In fact, this claim is trivial once we have verified that 
the diagram is a pullback, or equivalently that the top row is exact in the 
following diagram: 
O-R/p- (R,lpR,)O (R,IPR,)~(R,IPR,)O,,,(R,/PR,) 
1 1 
0-R OR k(p) - (R, OR k(p)) 0 (Rz OR k(p)) 
II .I 
! 
- (R 1 OR k(p)) @k(p) (l-b 0, K(P)) - 0. 
II 
k(p) 4’) OR CR z OR k(p)) 4 0, k(p) 
The bottom row is evidently exact. The injectivity of R/p + 
(R, /pR 1) 0 (R,/pR,) follows from the exactness of the bottom row and the 
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injectivity of R/p + k(p). As for exactness at (R ,/pR 1) 0 (R&R,), the 
composition is evidently zero, whereas if (fi, r;) is in the kernel of the right- 
hand map, then exactness of the bottom row shows that r, = rz E k(p). 
However, (*2) implies that (R ,/pR J n (R,/pR,) n k(p) = R/p. (Otherwise 
some prime over p would fail to survive in both R, and R2.) This establishes 
the claim. 
We now assert that it is sufficient to consider the case when R is a 
domain. Indeed, if the result is true for domains, then the preceding 
paragraph shows that for each minimal prime p of R, the diagram 
R/P - R,IPR, 
is constructive; thus, patching data on the original diagram can be used to 
construct projective modules P(p) over R/p for each p, and these modules 
are canonically isomorphic on the “overlaps” R/p, p2, so that they can be 
“patched” to give a projective module over R (see [3]). The remaining 
criteria for the Milnor patching property (e.g., “every projective module over 
R arises in this way”) then follow as in [5] or [4]. 
Therefore we have shown: 
PROPOSITION 2.2. In order to show that (*) implies the Milnor patching 
property, it is enough to consider the case where R is a domain and the maps 
R + R , and R + R z are injective. 
From this point on, we shall make the assumptions justified by 
Proposition 2.2. We shall also assume, in light of Lemma 2.1, that 
R i OR Z = K, where K is the quotient field of R. (R, OR K cannot be zero 
since R -+ R, is injective.) 
LEMMA 2.3. The set U = {p ] dim&R, OR k(p)) = 1 } is open in 
Spec(R). 
ProoJ It suffices to show that if p E U, then R p-) R , OR R 1 is an 
isomorphism. That is, we must show that if A is a local ring with maximal 
ideal m and B is a birational extension of A such that A/SW A -+ B/cw. B is an 
isomorphism, then A + B is an isomorphism. 
It is clearly sufficient to show that A + B is finite; for this it is enough to 
show that A + B is proper, and this can be checked using the valuative 
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citerion [6]. However, M. P. Murthy suggested the following more 
elementary argument: 
A typical element of B can be written as x/y with x, y E A. Completing at 
‘MY wehavexEyBcyB=y~soxEAny~=yA,whencex/yEA. Q.E.D. 
Now write U = lJy= I Spec(R,Jand consider the diagram of schemes: 
SpectW + Spe@J 
Sk@ A - SpectR, OR R2) 
Calling a diagram 
of schemes constructive if and only if 
VB (9 = VW, 1 x VB( Y) VB(X,), 
and noting that this property is local on X, a straightforward generalization 
of Lemma 1.6 of [4] shows that the square 
Spec(R)t-- Spec@ J
SpectR J - Spec(R 1 OR 4) 
is constructive (i.e., the underlying diagram of rings has the Milnor patching 
property) if and only if the other two squares in the large diagram are. 
(VB(X) denotes the category of vector bundles on X.) 
Recalling that we have written U= Uy= i Spec(R,,), let J be the ideal 
V; ,...,f,) c R. If J = dfi) is principal, then, applying Theorem 1.7 of [4] and 
recalling that R[f;‘] -+ R,[f;‘] is an isomorphism, we see that 
R ‘R, 
W-Q=R,[f-‘I -tR, c%JMf-‘I 
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will have the Milnor patching property provided RfflP + R&R 2 is an 
isomorphism and that 
will have the patching property provided R 1 /fl R 1 + (R , OR R &‘f, (R 1 OR R *) 
is an isomorphism. Thus (still assuming that J = dr;) is principal), we are 
done provided that R/flR + R,/f,R, is an isomorphism. 
Now since (*) and the Milnor patching property are both local on R, we 
may assume that R is local. If the set V(J) c Spec(R) is defined by a prin- 
cipal ideal, the argument just given shows that it is enough to prove that 
R/J+ R,/JR, is an isomorphism. Our goal is to show that this is enough 
even when V(J) is not defined by a principal ideal, i.e., (by the LSTCI 
assumption) when h(J) > 1. 
The same techniques used to prove Theorem 1.7 of [4] show more 
generally that: 
THEOREM 2.4. If U = UT= 1 Spec(R,i) and J = dfi ,..., f,) is an ideal of R 
such that ht(J) > 1 and R/J+ R,/JR, is an isomorphism, then the diagram 
Spec(R 1 - SwcW 
I I 
is constructive. 
u - u XSpec(R) Speck 
We give details of the proof of Theorem 2.4 in the Appendix. 
Arguing just as we did in the case where J was principal, we now see that 
it is enough to show that R/J -+ R,/JR, is an isomorphism. 
LEMMA 2.5. For any prime p containing J, k(p) -+ R, OR k(p) is an 
isomorphism. 
Proof: First suppose that dim,(,)@ 1 @R k(p)) = 0, so that 
dim&R, OR k(p)) > 0. Note that, as in the proof of Lemma 2.1, property 
(* 1) is invariant under change of base, In particular, we have surjectivity of 
for some f in p, so that (I2 OR R,,)/f (I2 OR RP) = 0 and thus I, OR k(p) = 0. 
It follows that dim,(R, OR k(p)) Q 1; this proves the lemma in this case. 
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Now suppose that dim,{,, (R, OR k(p)) > 1, so, by Lemma 2.1, we have 
dim,JR, OR k(p)) ( 1. We need only show that dim,,,,(R, OR k(p)) # 0. If 
it Were zero, we would have p-’ E R, for some p E p. Then surjectivity of 
I, +I1 OR R, would imply surjectivity of I, -+ I, @a R[p-‘I, so that we 
would have Z,/PZ, = 0, whence I, OR k(P) = 0, whence 
dim,,,,(R i OR k(p)) < 1, contrary to assumption. Q.E.D. 
Now consider the map R/JR + R,/JR,. We have seen that for any prime 
p c R/JR this map becomes an isomorphism upon tensoring with k(p). It is 
thus clear that the map is etale, because all of the induced maps on complete 
local rings are isomorphisms [6]. However, it is also clear that the residue 
field extensions are all trivial, and it then follows [l] that the map is an 
isomorphism. 
We have proved: 
THEOREM 2.6. If every height 1 ideal in R is an LSTCI, then any 
diagram satisfying (*) has the Milnor patching property. 
3. THE &HER HALF 
In this section we shall prove the converse to Theorem 2.6, without any 
assumptions on R. Theorem 3.1 provides half of the converse and 
Theorem 3.2 provides the other half. 
THEOREM 3.1. Any diagram which has the Milnor patching property 
also satisj?es condition (* 1). 
Proof. Suppose that 
R-----t R, 
has the Milnor patching property. Let x, and x, be arbitrary elements of R, 
and R,. Let F, and F, be free modules of rank two over R , and R, . 
Consider the isomorphism 4: F, OR R, -+ R, OR F, which, with respect o the 
standard bases, is given by the matrix ( ‘T’ “;:‘I’). Let P be the projective 
module defined over R by F,, F,, and 4. Then we can write 
P= {(pl @ 1, 1 @p2) Ipi E Fi and #(p, @ 1) = 1 @p,}. Choosing an 
arbitrary (p, @ 1, 1 @p,) E P, write pi = (3) with ri, ri E Ri. We must have 
(r10 l)+(x,r;Oxd= l@r,, 
l@r;=r;@ 1. 
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The second of these equations (together with the assumption that the 
diagram is a pullback) implies r’, = r; E R; henceforth we will write this 
element of R as a. We then have 
Now consider the element j = (xi @ 1) - (1 @ x,) E I,. Then in I, 0 R R,, 
we have 
which lifts to I,. Recall that a = r;, where (:I) is an arbitrary element of the 
projection of P onto F,. But this projection generates all of F, (because 
P @ R, = F, by the Milnor patching property) so that (j @ x,) a lifts to I, 
for each a in a set which generates the unit ideal in R, . It follows that j @ x2 
lifts; but j @ x2 is an arbitrary generator for I, @ R,. 
Clearly the same argument shows that I, -+ I, @ R, is a surjection as well. 
THEOREM 3.2. Any diagram which has the Milnor patching property 
also satisfies condition (*2). 
Proof. Let p c R be a prime which generates the unit ideal in both R, 
and R,. Write p = (Ji,...,f,). Let K be the cokernel of the map 
R -+VIV...Jn) R”, and write K, = K OR R,. 
Consider the diagram 
0 0 
I I 
RFR”------+K-0 
O- R,@R, - R:@R; - K,@K, -0 
I I I 
O-R10RR2-(R10RRZ)n-K,0RR2-0 
II 
&C&R, 
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Here the left-hand column is exact because of the pullback property; the 
middle column is exact because it arises from the left-hand column via 
tensoring with R”; the bottom two rows are exact because cf, ,...,f,) 
generates the unit ideal in R, and R,. A diagram chase now shows that 
K -+ K, @ K, is injective. 
Now K, and K, are projective over R, and R, because (f,,...,f,) is 
unimodular there. If K, OR R, is patched to R, OR K, along the canonical 
isomorphism (each is isomorphic to R, OR R, OR K), then the exactness of 
0 -+ K --+ K, 0 K, -+ K, OR R, -t 0 shows that the resulting R - module is K. 
But K is not projective, so Milnor patching cannot hold. Q.E.D. 
This completes the proof of Theorem 1.1. 
APPENDIX 
The purpose of this Appendix is to give a proof of Theorem 2.4, which 
says that if J= dfi ,...,f,) is either principal or of height > 1, if 
U= uy=‘=, Spec(R/,) c Spec(R), and if R -+ R, is a map either flat or of finite 
type such that R/(f, ,...J,) -+ R,/(f, ,...,f,) is an isomorphism, then 
SwW +---- Speck 
1 1 
is a constructive diagram of shemes. In the case n = 1, this is just 
Theorem 1.7 of [4], and the proof of the general case is nearly identical to 
the proof given there. Thus, we shall give only the outline of the proof, 
referring the reader to [4] for the technical details. 
We first reduce to the case where R -+ R, is flat by noting that the open set 
on which it is flat includes all primes containing J, so that there exists c E R 
with J + tR = R and R[t-‘1 + R,[t-‘1 flat. A straightforward generalization 
of [4, Lemma 1.61 then shows that the diagram in question is constructive 
provided the other two squares in the following diagram are 
SpeW I+ u 
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Since one of these squares is just a covering of Spec(R,) by open sets, we 
may confine our attention to the square 
SpeW < u 
I I 
Spec(R,[f-‘I) - UXSpecCRj SpecVW’l) 
In other words, we may replace R, by something flat over R. 
Having done this, we know by faithfully flat descent that projective R- 
modules are given precisely by vector bundles over U II Spec(R,) together 
with “patching data,” and the problem is reduced to showing that an 
isomorphism over U XSpeccR) Spec(R,) extends uniquely to a cocycle over 
V-I Spec(R,N xSpectR) (UH Spe@d)- 
Now [4, Remark 1.41 shows that it is enough to consider this problem in 
the case where the given vector bundle over U II Spec(R,) is trivial. An 
isomorphism of trivial bundles over U XSpeccR) Spec(R,) is given by its action 
on global sections; this can be viewed as a matrix over 
T(U XSpeccR) Spec(R,)). Such a matrix can be written as ai/’ y with ai a 
matrix over R, and iE {l,..., n} arbitrary. Writing the inverse matrix as 
pi/J;, the argument used in [4, Lemma 1. I] (and here is where all the 
technicalities are hidden) shows: 
LEMMA. a# 1 extends to a cocycle if and only if h,(a,) hZvi) is divisible 
by j’f” in R,@,R,, where h, and h, are the two canonical maps 
R, -+ R 2 OR R, . If this is the case, then the extension is unique. 
Reasoning as in [4, Corollary 1.21 now shows that h,(ai) hJJi) differs 
from the matrix 
by a matrix with enries in I,. Let < be an arbitrary entry. Then < is not just 
any element of I, !. The fact that ai/f 7 is a global section of 
U xSpeccR) Spec(R,) shows that if N is large enough, then (ai(f,?/f I)) = aj is 
in R, for each j E (l,..., n}. 
The same is true of /Ii, so we see that (ff”/f f”) r is in I, for each 
j E { l,..., n}. Thus (fixing i = 1 for convenience) we are done if we prove: 
PROPOSITION. If <E I, is such that uTn/f in) 5 is in I, for each 
jE { l,..., n}, then (l/f i”) r is in I,. 
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Proof: The assumption says that if we consider ~~ II/f fn12, then 
f f”? = 0 for every j. But since k(J) > 1, some fi is not a zero-divisor in 
R/f, R; since I,/flII, is flat over R/f1 R (it is a direct summand of 
&!p2) OR,f,R (R z lfi R *)), it follows that jJ is not a zero-divisor on I, lf, I, 
and r = 0, as desired. Q.E.D. 
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