Conjugate gradient methods play an important role in many fields of application due to their simplicity, low memory requirements, and global convergence properties. In this paper, we propose an efficient three-term conjugate gradient method by utilizing the DFP update for the inverse Hessian approximation which satisfies both the sufficient descent and the conjugacy conditions. The basic philosophy is that the DFP update is restarted with a multiple of the identity matrix in every iteration. An acceleration scheme is incorporated in the proposed method to enhance the reduction in function value. Numerical results from an implementation of the proposed method on some standard unconstrained optimization problem show that the proposed method is promising and exhibits a superior numerical performance in comparison with other well-known conjugate gradient methods.
Introduction
In this paper, we are interested in solving nonlinear large scale unconstrained optimization problems of the form
where f : n → is an at least twice continuously differentiable function. A nonlinear conjugate gradient method is an iterative scheme that generates a sequence {x k } of an approximation to the solution of (), using the recurrence
where α k >  is the steplength determined by a line search strategy which either minimizes the function or reduces it sufficiently along the search direction and d k is the search direction defined by 
where
which is based on the modification of HS method. Another important class of conjugate gradient methods is the so-called three-term conjugate gradient method in which the search direction is determined as a linear combination of g k , s k , and y k as
where τ  and τ  are scalar. Among the generated three-term conjugate gradient methods in the literature we have the three-term conjugate methods proposed by Zhang et al. [, ] by considering a descent modified PRP and also a descent modified HS conjugate gradient method as
where s k = x k+ -x k . An attractive property of these methods is that at each iteration, the search direction satisfies the descent condition, namely g
In the same manner, Andrei [] considers the development of a three-term conjugate gradient method from the BFGS updating scheme of the inverse Hessian approximation restarted as an identity matrix at every iteration where the search direction is given by
An interesting feature of this method is that both the sufficient and the conjugacy conditions are satisfied and we have global convergence for a uniformly convex function. Motivated by the good performance of the three-term conjugate gradient method, we are interested in developing a three-term conjugate gradient method which satisfies both the sufficient descent condition, the conjugacy condition, and global convergence. The remaining part of this paper is structured as follows: Section  deals with the derivation of the proposed method. In Section , we present the global convergence properties. The numerical results and discussion are reported in Section . Finally, a concluding remark is given in the last section.
Conjugate gradient method via memoryless quasi-Newton method
In this section, we describe the proposed method which would satisfied both the sufficient descent and the conjugacy conditions. Let us consider the DFP method, which is a quasiNewton method belonging to the Broyden class [] . The search direction in the quasiNewton methods is given by
where H k is the inverse Hessian approximation updated by the Broyden class. This class consists of several updating schemes, the most famous being the BFGS and the DFP; if H k is updated by the DFP then . We proposed our three-term conjugate gradient method by incorporating the DFP updating scheme of the inverse Hessian approximation (), within the frame of a memoryless quasiNewton method where at each iteration the inverse Hessian approximation is restarted as a multiple of the identity matrix with a positive scaling parameter as
and thus, the search direction is given by
Various strategies can be considered in deriving the scaling parameter μ k ; we prefer the following which is due to Wolkowicz [] :
The new search direction is then given by
and
We present the algorithm of the proposed method as follows.
Algorithm (STCG)
In this section, we present the algorithm of the proposed method. It has been reported that the line search in conjugate gradient method performs more function evaluations so as to obtain a desirable steplength α k due to poor scaling of the search direction (see Nocedal []). As a consequence, we incorporate the acceleration scheme proposed by Andrei [] , so as to have some reduction in the function evaluations. The new approximation to the minimum instead of () is determined by
Algorithm 
Step . Select an initial point x o and determine f (
Step . Test the stopping criterion g k ≤ , if satisfied stop. Else go to Step .
Step . Determine the steplength α k as follows:
Step . Determine the search direction d k+ by () where μ k , ϕ  , and ϕ  are computed by (), (), and (), respectively.
Step . Set k := k +  and go to Step .
Convergence analysis
In this section, we analyze the global convergence of the propose method, where we assume that g k =  for all k ≥  else a stationary point is obtained. First of all, we show that the search direction satisfies the sufficient descent and the conjugacy conditions. In order to present the results, the following assumptions are needed.
Assumption  The objective function f is convex and the gradient g is Lipschitz continuous on the level set
Then there exist some positive constants ψ  , ψ  , and L such that
for all z ∈ R n and x, y ∈ K where G(x) is the Hessian matrix of f .
Under Assumption , we can easily deduce that
We begin by showing that the updating matrix () is positive definite.
Lemma . Suppose that Assumption  holds; then the matrix () is positive definite.
Proof In order to show that the matrix () is positive definite we need to show that μ k is well defined and bounded. First, by the Cauchy-Schwarz inequality we have
and this implies that the scaling parameter μ k is well defined. It follows that
When the scaling parameter is positive and bounded above, then for any non-zero vector p ∈ n we obtain
By the Cauchy-Schwarz inequality and (), we have ( 
Thus, tr(Q k+ ) is bounded. On the other hand, by the Sherman-Morrison House-Holder formula (Q - k+ is actually the memoryless updating matrix updated from  μ k I using the direct DFP formula), we can obtain
We can also establish the boundedness of tr(Q
Now, we shall state the sufficient descent property of the proposed search direction in the following lemma. Proof Since -g where t ≥ . Thus, we can also show that our proposed method satisfies the above conjugacy condition.
Lemma . Suppose that Assumption  holds, then the search direction () satisfies the conjugacy condition ().
Proof By (), we obtain 
Lemma . Suppose that Assumption  holds then there exists a constant p >  such that d k+ ≤ P g k+ , where d k+ is defined by ().
Proof A direct result of () and the boundedness of tr(Q k+ ) gives
where P = (
In order to establish the convergence result, we give the following lemma.
Lemma . Suppose that Assumption  holds. Then there exist some positive constants γ  and γ  such that for any steplength α k generated by
Step  of Algorithm  will satisfy either of the following:
Proof Suppose that () is satisfied with α k = , then
implies that () is satisfied with γ  = δ. Suppose α k < , and that () is not satisfied. Then for a steplength α ≤
Now, by the mean-value theorem there exists a scalar τ k ∈ (, ) such that
From () we have
(   )
Substituting () in () we have the following:
Theorem . Suppose that Assumption  holds. Then Algorithm  generates a sequence of approximation {x k } such that
Proof As a direct consequence of Lemma ., the sufficient descent property (), and the boundedness of the search direction () we have
Hence, in either case, there exists a positive constant γ  such that
Since the steplength α k generated by Algorithm  is bounded away from zero, () and () imply that f (x k ) is a non-increasing sequence. Thus, by the boundedness of f (x k ) we have
and as a result Table  in the appendices gives the performance of the algorithms in terms of iterations and function evaluations. TTPRP solves % of the test problems, TTHS solves % of the test problems, CG-DESCENT solves % of the test problems, and STCG solves % of the test problems, whereas TTCG solves % of the test problems. The performance of STCG over TTPRP is that TTPRP needs % and % more, on average, in terms of the number of iterations and function evaluations, respectively, than STCG. The improvement of STCG over TTHS is that STCG needs % and % less, on average, in terms of number of iterations and function evaluations, respectively, than TTHS. The improvement of STCG over CG-DESCENT algorithms is that CG-DESCENT needs % and % more, on average, in terms of the number of iterations and function evaluations, respectively, than STCG. Similarly, the improvement of STCG over TTCG is that STCG needs % and % less, on average, in terms of the number of iterations and function evaluations, respectively, than TTCG. In order to further examine the performance of these methods, we employ the performance profile of Dolan and Moré [] . Figures - give the performance profile plots of these methods in terms of iterations and function evaluations and the top curve corresponds to the method with the highest win which indicates that the performance of the proposed method is highly encouraging and substantially outperforms any of the other methods considered. 
Conclusion
We have presented a new three-term conjugate gradient method for solving nonlinear large scale unconstrained optimization problems by considering a modification of the quasi-Newton memoryless DFP update of the inverse Hessian approximation. A remarkable property of the proposed method is that both the sufficient and the conjugacy conditions are satisfied and the global convergence is established under some mild assumption.
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