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The band offsets between crystalline and hydrogenated amorphous silicon (a-Si:H) are key pa-
rameters governing the charge transport in modern silicon hetrojunction solar cells. They are an
important input for macroscopic simulators that are used to further optimize the solar cell. Past
experimental studies, using X-ray photoelectron spectroscopy (XPS) and capacitance-voltage mea-
surements, have yielded conflicting results on the band offset. Here we present a computational
study on the band offsets. It is based on atomistic models and density-functional theory (DFT).
The amorphous part of the interface is obtained by relatively long DFT first-principles molecular-
dynamics (MD) runs at an elevated temperature on 30 statistically independent samples. In order
to obtain a realistic conduction band position the electronic structure of the interface is calculated
with a hybrid functional. We find a slight asymmetry in the band offsets, where the offset in the
valence band (0.30 eV) is larger than in the conduction band (0.17 eV). Our results are in agreement
with the latest XPS measurements that report a valence band offset of 0.3 eV [M. Liebhaber et al.,
Appl. Phys. Lett. 106, 031601 (2015)].
PACS numbers: 73.21.Fg,71.23.Cq,71.15.Mb,71.15.Pd
I. INTRODUCTION
Silicon heterojunction (SHJ) solar cells combine the
high-efficiency of c-Si wafer technology with the high-
throughput and low-cost of hydrogenated amorphous sili-
con (a-Si:H) solar cells. The interface between crystalline
and amorphous silicon lies at the heart of the SHJ solar
cell. Since a-Si:H has a larger band gap than c-Si, band
offsets are formed at the interface.
Experimentally the band offsets can be determined
with techniques such as photoelectron spectroscopy and
capacitance-voltage measurements. The reported values,
however, scatter in a broad range.1 This can be due to
different deposition conditions of the a-Si:H layer or mis-
interpretation of the experimental results. On average it
appears that the offset at the valence band is larger than
at the conduction band (Ref. 1, p. 418).
Theoretical studies were mostly concerned with the
atomic structure of the interface between c-Si and pure
a-Si. Studies aimed either to obtain the interface energy
(Ref. 2) or to study the velocity of the crystallization of
a-Si on c-Si substrates.3 Some studies reported the elec-
tronic density of states, for the c-Si and a-Si:H parts of
the interface, but did not comment on the band offsets.4–6
Santos et al.? investigated defects present at the inter-
face and the corresponding electronic levels within the
band gap. George et al.7 modeled the electron spin reso-
nance signal of defects at the interface. In terms of band
offset calculations we are aware of two studies that ob-
tained the values from the respective bulk materials.8,9
Peressi et al.,10 used a complete interface model, pre-
pared with a combination of classical and first-principle
molecular dynamics.10 Their amorphous part, was how-
ever, build from pure a-Si and often contained a high
defect concentration making the interface semi-metallic.
We present a calculation of band offsets that improves
upon published studies in several aspects. The band off-
sets are calculated from an explicit interface model and
not extracted from bulk properties only. There is a sub-
stantial (30) number of independent structural models
that allows for reliable statistics. These models are pre-
pared entirely from first-principles MD with defect levels
sufficiently low to determine the band edges. The elec-
tronic structure is described with hybrid functionals that
give a better description of band gaps and conduction
band offsets.
This paper is organized as follows. Section II provides
technical details on the calculations. The preparation of
the structural models is described in Sec. III. In Sec. IV
we discuss the electronic structure of the interface. Con-
clusions are presented in Sec. VI.
II. TECHNICAL DETAILS
Calculations were performed on the level of density
functional theory (DFT) with the Vienna Ab initio
Simulation Package (VASP).11,12 Electron-ion interac-
tions were described using the projector augmented wave
(PAW) method.13,14
We performed molecular dynamics calculations with
the Verlet algorithm. The canonical NV T ensemble was
simulated using the algorithm by Nose´.15 We increased
the mass of hydrogen to 10 amu, which allowed us to use
a slightly longer time step of 1.5 fs. During the whole
MD run and the relaxation, we used the Γ point for Bril-
louin zone sampling. The kinetic energy cut-off was set
relatively low at 150 eV. This was made possible by us-
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2FIG. 1: (Color online) One of the simulation cells used in the
present study. The crystalline cell was terminated with two
distinct (111) surfaces. Si and H atoms are drawn as brown
and white spheres, respectively.
ing PAW potentials with larger core radii.16 For Si the
s-, p- and d-partial wave radii were 2.2, 2.7 and 2.7 a.u.,
respectively. For H both s- and p-partial wave radii were
1.3 a.u. The performance of the potentials was tested on
bulk c-Si and the SiH4 molecule. The equilibrium Si-Si
and Si-H bond lengths decreased by less than 0.01 A˚,
when using the less accurate potentials. The frequency
of the TO mode in c-Si decreased by 1 %, while the fre-
quency of the Si-H stretching mode in SiH4 was lower by
5 %. The above described tests, as well as all dynamic
calculations were performed with the generalized gradi-
ent approximation (GGA) using the PBEsol functional.17
Although the GGA gives accurate structural proper-
ties it is known to underestimate band gaps. In or-
der to obtain realistic band gaps and offsets,18 all static
calculations were performed with a hybrid functional.
This type of functional include a part of exact exchange
from Hartree-Fock theory. We used the HSE06 hybrid
functional19,20 with a screening parameter of 0.2 A˚−1.
PBE potentials with a 250 eV cut-off were used. The
Brillouin zone was sampled with a Γ centered 2×2×1
mesh, while the Hartree-Fock kernel was evaluated only
at Γ. The density of states was calculated with a Gaus-
sian smearing with a width of 0.05 eV.
III. PREPARATION OF THE STRUCTURE
In order to simulate the interface we constructed
a total of 30 simulation cells with dimensions of
15.35×13.30×36.00 A˚3. Periodic boundary conditions
were applied in all three dimensions. The cells were di-
vided into a crystalline and an amorphous part. The
crystalline part consisted of 3 double layers of Si atoms,
centered within a 9.40 A˚ wide region (see Fig. 1).
The amorphous part contains 256 Si atoms and 30 H
atoms, which leads to a H concentration of 10.5 at. % and
mass density of 2.21 g/cm3. These values are represen-
tative of device-quality bulk a-Si:H.21 Initially the atoms
were placed randomly in the cell, followed by an anneal-
ing step at 1100 K for 135 ps, using DFT molecular-
dynamics. The optimum annealing temperature was de-
termined by a series of tests on bulk a-Si:H cells. Low
temperatures did not result in sufficient movement of
atoms and the system could be trapped in a high-energy
local minimum. On the other hand, a too high temper-
ature could result in a liquid-like structure with many
over-coordinated defects.
After the annealing step a relaxation was performed
that brought the system to the nearest local energy min-
imum. During the annealing and relaxation, atoms in
the crystalline part were fixed and were not allowed to
move. As a last step we doubled the amount of c-Si in
the simulation cell. The cell vector perpendicular to the
interface increased from 36.00 to 45.40 A˚.
In the following we analyze the structure of the mid-
dle portion of the amorphous cell. Only atoms that were
located more than 3.1 A˚ from the nearest interface were
considered. The mean Si-Si and Si-H bond lengths were
2.37 and 1.53 A˚, respectively. These values compare well
with diffraction measurements on bulk a-Si:H, that give
2.35 and 1.48 A˚, respectively.22 On average we found
2.1 H-H bonds (H2 molecules) per simulation cell. A
more sensitive measure of strain in the amorphous net-
work is the bond angle distribution. To proceed, we de-
fine the following cut-off distances: rSi-Si = 2.76 A˚ and
rSi-H = 1.79 A˚. The bond angles were calculated only be-
tween Si-Si bonds and Si-H bonds were ignored. We ob-
tained an average value of 108.9◦, that is close to the bulk
experimental value of 109.5◦.22 The bond angle RMS de-
viation can be inferred from the width of the TO peak,
as measured by Raman spectroscopy. The experimental
values of 8.7◦ (Ref. 23) and 9.3◦ (Ref. 24) are a bit smaller
than the calculated value of 12.6◦. This points to some
additional strain in our models, although one has to keep
in mind that the experiments were done on bulk a-Si:H.
It is reasonable to assume that the amorphous network
is more strained close to the interface with c-Si.
Another important property of the a-Si:H model is the
number of coordination defects. We find that the number
of 5-fold coordinated Si atoms is higher than the number
3-fold coordinated ones (4.6 and 1.4 atoms per simulation
cell, respectively). Tosolini et al.6 reported an opposite
trend and Santos et al.25 found 3-fold coordinated atoms
but did not report on the 5-fold coordinated ones. We
also find H atoms in a bridging position (0.2 atoms per
simulation cell). Santos et al.25 also investigated this de-
fect but it was not reported by Tosolini et al.6 The num-
ber of other defects is less than 0.1 per simulation cell.
The differences with Santos et al. and Tosolini et al. are
possibly due to the different method used to prepare the
structure: they used tight-binding MD whereas we used
DFT MD. The presence of the interface might lead to
more 5-fold coordinated Si atoms. In our previous DFT
MD study on pure a-Si:H, which had similar H concen-
tration, we obtained comparable numbers of 3-fold and
5-fold coordinated Si atoms.26
3FIG. 2: (Color online) Position-resolved DOS (in
1021 cm−3eV−1, HSE06) along the normal of the inter-
face and obtained as an average over 30 cells. The crystalline
part of the cell is shown twice in order to see both interfaces
more clearly. Interfaces are marked by vertical lines. The
zero of energy is the mean potential at the Si atom cores in
the central part of the crystalline region.
IV. ELECTRONIC STRUCTURE OF THE
INTERFACE
Because we had to average over 30 simulation cells we
needed to align the single-particle energy levels in the
different cells. We used the mean potential at core of
the Si atoms in the mid-section of the crystalline part
(2 layers, 32 atoms) for this purpose. The potential at
a particular atomic site was calculated with a unit test
charge that has a radius of 0.989 A˚.
In Fig. 2 we show position-resolved density of states
of the interface. There is a marked difference between
the crystalline and amorphous part of the interface. In
the crystalline part the 6 double layers of Si atoms can
be easily identified as areas with high density of states.
The disorder in the amorphous part leads to a smeared
out DOS. Some ordering is visible close to the crystalline
part. Evidently the “memory” of the layered structure
is lost only gradually when moving away from the fixed
crystalline part. The band gap is centered at around
85 eV and has a dark blue color.
In the following we consider the DOS of the middle sec-
tion of the amorphous part that is representative of bulk
a-Si:H (see Fig. 3). We discard 3.1 A˚ (width of one double
layer) from both edges of the amorphous part. The deter-
mination of a band gap for amorphous semiconductors is
somewhat ambiguous.27 We used the definition by Tauc,
which is the simplest one. In this model the valence and
conduction band DOS follow a square root dependence
on energy (see red lines in Fig. 3). It is clear that the
model is valid only for the middle range of DOS values.
We chose an interval that spans from 30 to 80 % of the
maximum DOS value (at 28×1021 cm−3eV−1). This al-
lowed us to find the energy ranges to fit the Tauc model
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FIG. 3: (Color online) HSE06 DOS of the amorphous part
of the interface (black lines). Tauc fit to the DOS is shown
in red. Position of band edges of c-Si are marked with blue
vertical lines. The zero of energy is the mean potential at the
Si atom cores in the central part of the crystalline region.
to the calculated DOS. Using a lower limit of 30 % ef-
fectively means that we rely on the extended states to
define the position of the band edge and that we sup-
press the effect of tail and defect states. This should also
minimize the effect of stress in the structural models. Af-
ter performing a least square fit we obtained a band gap
of 1.60 eV (HSE06), which is quite close to the experi-
mental Tauc gap of 1.7 eV.28 We tested the sensitivity
of the obtained band edges on the number of cells used
in the averaging. When using the first 10 or 20 cells the
position of the band edges changed by less than 0.01 eV.
Band offsets were affected by the same amount.
As a next step we needed to obtain the position of the
c-Si band edges. One might assume that one can do this
by calculating the DOS of the crystalline part of the inter-
face, in an analogous way as was done for the amorphous
part. It turned out, however, that the band gap obtained
in this way is overestimated. We argue that this is due
to quantum confinement effects. To illustrate this we se-
lected one of the cells and calculated its band structure
with the GGA functional (see Fig. 4). We chose a path
in reciprocal space that is the same as for a primitive c-Si
cell with 2 atoms.32 The band structure of the interface
cell is color coded so that we can identify states (in red)
that are localized in the crystalline part of the interface.
We observe that the valence band maximum is still at
Γ and the conduction band minimum is close to the X
point. In both cases the bands are less dispersive than
in bulk c-Si. The (PBEsol) band gap is larger (0.69 eV)
compared to bulk c-Si (0.46 eV). When we removed 3
double layers of Si atoms (9.40 A˚) from the crystalline
part, we obtained an even larger band gap of 0.96 eV.
Conversely adding 3 double layers decreased the band
gap to 0.58 eV. We note that we expect only weak quan-
tum confinement and charge localization effects in the
amorphous part, since the charge carriers in bulk a-Si:H
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FIG. 4: (Color online) PBEsol Band structure of the c-Si/a-
Si:H interface (blue/red lines) compared to bulk c-Si (black
lines). States marked with red color (light grey) are localized
in the crystalline part of the interface. The zero of energy is
the mean potential at the Si atom cores in the central part of
the crystalline region.
are localized to begin with.29
In order to circumvent the problem with quantum con-
finement in the c-Si part we followed a different approach.
We calculated the band structure of c-Si with 2 atoms in
the unit cell and obtained a band gap of 1.14 eV (HSE06).
The position of the top of the valence band (at Γ) and
bottom of conduction band (between Γ and X) were again
referenced to the potential at core of the Si atoms. These
values were then combined with the DOS of a-Si:H (see
blue lines in Fig. 3). The band offsets were calculated
as differences between the positions of the band edges in
c-Si and a-Si:H. For the valence and conduction offset we
obtained 0.30 and 0.17 eV, respectively.
V. DISCUSSION
Our calculated valence band offset (0.30 eV) is in
good agreement with the latest X-ray photoelectron spec-
troscopy (XPS) measurement of 0.3 eV.30 Kleider per-
formed a careful analysis of capacitance-voltage measure-
ments (C-V) and reports a valence and conduction offset
of 0.40 and 0.15 eV, respectively (Ref. 1, p. 405). Both
are close to our values (0.30 and 0.17 eV). Kleider notes
that some of the previous studies did not take into ac-
count the specific properties of a-Si:H in their analysis.
This could then explain the large spread in the reported
values.
Previous theoretical studies used models of bulk c-Si
and a-Si:H to calculate band offsets. Our results for the
valence offset fall in-between the reported values. Al-
lan et al. used a ∼4000 atom model of a-Si:H and in
the tight-binding approximation obtained a valence off-
set of 0.36 eV. The H concentration was 8 at. %, close
to our value, but the mass density was not reported.
It is likely that the final value is, however, larger since
the band edge states used are somewhat localized (band
tails). This is corroborated by the fact that the reported
band gap of a-Si:H is too small (1.36 eV).8 Van de Walle
used the so called “model-solid” theory to obtain a va-
lence band offset of 0.2 eV.9 Van de Walle also derived
relations between the offsets and a-Si:H density and H
concentration. The a-Si:H model has a similar H concen-
tration (11 at. %) as our models, but the density is higher
(set to c-Si value). When we substitute our density, to
make a more fair comparison, the valence offset reduces
to 0.07 eV. It is difficult to pinpoint the origin of the dis-
crepancies between our results and the older studies. The
fact that the interface was not considered directly might
play a role, together with differences in a-Si:H structure
preparation and density. In our view the most likely ex-
planation is that the methods to locate the band edges in
a-Si:H were different. When small cells or a small num-
ber of cells is used, it is difficult to distinguish between
extended and tail states.
In terms of SHJ solar cell performance there seems to
be an optimum value for the valence band offset. Several
studies simulated the performance of n-type wafer based
SHJ cells by solving the Poisson and charge carrier conti-
nuity equations (see Ref. 31 and references therein). The
studies agree that a valence offset larger than 0.5 eV leads
to a sharp decrease in solar cell efficiency. This is caused
by accumulation and subsequent recombination of holes
on the c-Si side of the c-Si/a-Si:H interface. Shen et al.
put the optimum offset at 0.45 eV.31
VI. CONCLUSIONS
We have prepared an atomistic model of the crys-
talline/amorphous silicon interface. The amorphous part
is hydrogenated and is thus relevant for technological ap-
plications such as silicon heterojunction solar cells. In
order to obtain reliable results we averaged the calcu-
lated quantities over 30 statistically independent simula-
tions cell. Atomic models were prepared with molecular-
dynamics, where forces are computed with density func-
tional theory. This should give an accurate description
of the interface region that contains a large number of
strained bonds.
The electronic structures of the particular simulation
cells are aligned at the mean potential at the Si atom
cores in the crystalline part of the interface. We have
attempted to extract the band offsets directly from the
position resolved density of states. This was possible in
the amorphous part but not in the crystalline part of the
interface due to quantum confinement effects. To resolve
this issue we used band edges from a bulk c-Si calculation
and performed again an alignment at the core potential
of Si atoms. We obtain a valence and conduction band
offset of 0.30 and 0.17 eV. This is in good agreement with
recent XPS and C-V measurements.1,30
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