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INTRODUCTION 
In this paper we study the question of finding necessary and sufficient 
conditions on an Artin ring to insure that it is of finite representation type. 
Recall that a ring is of (left) finite representation type if there are only a finite 
number of nonisomorphic indecomposable finitely generated (left) modules. 
The aim is to find conditions that one can easily check. 
We extend the results of V. Dlab and C. Ringel [2] and P. Gabriel [3] to 
factor rings of hereditary Artin rings. Section 1 summarizes their results. 
Section 2 details the results proved in this paper and Sections 3-6 are devoted 
to proving the results. 
1 
A 
We begin by stating some conventions, notations, and definitions which 
will be used throughout this paper. All rings will have a unit. Let R be a ring. 
“Mod(R)” will denote the category of left R-modules. Unless otherwise 
stated, by an R-module we will mean a left R-module. “mod(R)” will denote 
the category of finitely presented R-modules. Let I be a set and Mi E Mod(R) 
for i E I. By uiol Mi we mean the direct sum of the modules MS , i E I. 
A ring R is hereditary if the global dimension of R is <l. 
A ring R is a left (respectively, right) Artin ring if the left (respectively, 
right) ideals of R satisfy the descending chain condition. R is an Artin ring 
if it is a left and right Artin ring. 
Suppose R is an Artin ring. It is well known that every finitely generated 
R-module decomposes uniquely up to isomorphism into a direct sum of 
finitely generated indecomposable R-modules. One would like to be able to 
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decide when R has only a finite number of nonisomorphic finitely generated 
indecomposable modules. This leads one to make the following definition: 
R is ofjinite representation type if R has only a finite number of nonisomorphic 
finitely generated indecomposable R-modules. 
More generally, an additive category A is of Jinite representation type if A 
has only a finite number of nonisomorphic indecomposable objects. A ring T, 
not necessarily Artin, is of Jinite representation type if mod(T) is of finite 
representation type. This coincides with the earlier definition when T is an 
Artin ring, since, in this case, mod(T) is the category of finitely generated 
T-modules. 
B 
We are now in a position to give a brief survey of some of the known 
results that will be needed in this paper. We state them here for completeness. 
A more complete discussion of these results and their proofs can be found 
in notes of Dlab and Ringel [2]; henceforth denoted by D-R. We begin by 
defining a concept due to P. Gabriel [3]. Let k be a fixed field and 1 a finite 
set. A k-species Y = (Ki , iMj)i,j6, is a set of division rings Ki , finite 
dimensional and central over k and Ki - Kj bimodules iMj such that k 
acts centrally on iMj ; i.e., xm = mx for all xek and mEiMj. We also 
assume that dim,(,Mj) is finite. 
We associate a tensor algebra T(Y) to the k-species Y = (Ki , iMj)i,jsl. 
Namely,letT(9’)=R+M+M@,M+&M+...,where 
R=nKi and M = u iMj. 
iEI i&I 
We sometimes denote T(Y) by T,(M). Note that M is a two-sided R-module 
and T(Y) has multiplication given by the natural maps 
(@M)@(+M)++M, where +M= R. 
It follows that T(Y) is a k-algebra with k acting through the diagonal in 
R =niEIKi. 
Suppose T,(M) is a tensor algebra with T,(M) = R + M + M OR M + 
0; M+ ..., where R = nIiel Ki and M g JJi,iol iMj . We will call T,(M) 
a special tensor algebra. 
Let me now define what we mean by a representation of the k-species 
Y = (Ki , $Mj). An Y-representation (Vi , j~i) is a collection of K,-modules 
V, and Kj-morphisms jvg : jMi OK6 Vi -+ Vj . The category of Y-represen- 
tations is the category whose objects are Y-representations and whose 
morphisms are defined as follows: 
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Let V = (Vi , ,li) and W = ( Wi , &) be Y-representations. An Sp- 
morphism (ai): V-t W from V to W is a collection of &linear maps 
al : Vi --+ Wi such that the following diagram commutes 
We define the direct sum of 9’-representations in the obvious way. Thus 
we have the concept of an indecomposable Y-representation. 
The following theorem is proved in D-R. A different version may be found 
in Green [4]. 
THEOREM A. Let Y = (I& , IMj)i,JEI be a k-species. The category of 
9’-representations and Mod( T(9)) are equivalent. 
Since this equivalence is fundamental, let me briefly give a description of it. 
Let X be a T(Y) = R+M+ M&M+ &M+ *.* module. Then, 
in particular, X is an R-module and multiplication by &f induces an R- 
morphism M OR X > X. Now R = I&, Ki and hence, X g Die, X, , 
as R-modules, where Xi is a &-module. Now, q: M OR X -+ X induces 
&morphisms tplj : iMj &, Xj -+ Xa . Thus, corresponding to the T(Y)- 
module X is the y-representation (Xi , ??J. Similarly, if f: X -+ Y is a 
T(Y)-morphism, then, in particular, f is an R-morphism. Hence f induces 
&morphisms fi : Xi + Yi such that the diagram 
1 pf‘ @fi 
1 1 
f> 
$4 @KS yi +++ ’ yj 
commutes, where (X, , & and (Yi , &) are the y-representations cor- 
responding to X and Y. 
We say that 5“ is of finite type if there are only a finite number of inde- 
composable y-representations (Vi , & such that dimk(uisl Vi) is finite. 
The following theorem follows immediately from Theorem A. 
THEOREM B. Let 9 be a k-species. The special tensor algebra T(Y) is of 
Jinite representation type ;f and only if Y is of finite type. 
We now proceed to classify which k-species 9’ = (K, , iM,) are of finite 
type. P. Gabriel [3] has done this in the case when each Ki = k. The result 
was extended to the case where 9’ is an arbitrary k-species in D-R. 
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To give this result, we must first associate a graph to the k-species 
27 = (& , iW)i.,El * Assume I is a finite set. Let 
nii = dim&V~) x dim($Uj),~ . 
The graph Q(Y), associated to Y is the graph with the set I for the vertices 
and exactly nii arrows from j to i, where i, j E I. Note that Dlab and Ringel 
discuss “the diagram associated to Y” which has nis + nii edges (without 
direction) between i and j. Although the direction of the arrows in Q(Y) 
does not play a role in the results of Dlab and Ringel concerning the tensor 
algebra T(Y), the direction of the arrows will play an important role in 
studying the factor rings of T(Y). 
THEOREM C. A k-species Y is of finite type ;f and onb if its graph Q(9) 
is composed of Dynkin diagrams; that is, Q(Y) is composed of the following 
types of graphs 
A, i-H-...-,, n 3 1, 
&I i=‘zi-;-...-’ 7%’ n b 2, 
G i=‘=;;-i- . ..- 7.a) n > 3, 
i’ 
D, i,-d-;-..‘-n--3) n 2 4, 
'1' 
En ;;.-;,-A-;- ...-n--4, n = 6,7, 8, 
F 4 ;--;1=‘=3-;, 
G > . zz)E . 
where ; - ; means ; - ; or ; c- ; but not both and 
and dim,,($fi) > dim($4i),t . 
C 
We end this Section with another way of viewing Theorem C. First of all, 
it is well known that if A is an hereditary Artin k-algebra then A is Morita 
equivalent to an hereditary Artin k-algebra B such that B/rad(B) is iso- 
morphic as a k-algebra to a product, ni Ki , of division rings KS , finite 
dimensional and central over k. Furthermore, B is isomorphic to a special 
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tensor algebra (see D-R). In particular, B is isomorphic to TR(M) where 
R = J-Ji Ki and rad(B)/rad(B)2 g M as B/i-ad(B)-modules after identifying 
B/rad(B) and ni Ki . Conversely, if Y = (Kc , iMj) is a k-species and if the 
special tensor algebra T(Y) is finite dimensional over K, then Jans-Nakayama 
[6] have shown that T(Y) is an hereditary Artin K-algebra. 
Thus, Theorem C gives a classification of which hereditary Artin k-algebras 
A are of finite representation type. We can apply this result in the following 
way. Suppose (1 is a split Artin K-algebra such that fl/rad(fl) = I-J:, Ki with 
each Ki a division ring central over k. Then, by Jans-Nakayama [5], if 
gl dim /l/rad(fl)2 is finite, then there is a special tensor algebra TR(M) and 
a K-algebra epimorphism T,(M) -+ .4, where R = J-IL1 Ki and M = 
rad(/I)/rad(fl)2. T,(M) is the tensor algebra associated to the k-species 
(K 7 iWL,...,m 9 where M = &j iMj . Theorem C gives sufficient 
conditions for T,(M) and hence for (1, to be of finite representation type. 
The results of Section 2 show that this condition is not necessary. 
2 
Let K be a field and T,(M) be a special tensor algebra. We now study the 
factor rings T,(M)/J”, where J=M+M@,M+.... Section2.A 
summarizes most of the major results proved in Sections 3-6. In Section 2.B 
we prove that, if the graph associated to T,(M) has one of the following 
forms: 
then each ring T,(M)/J” is a Nakayama ring for n > 1. Section 2.C combines 
the results of Section 1 and those of the two previous sections. We prove 
the following theorem: 
Let T,(M) be a special tensor algebra. Then the rings T,(M)/J” are of 
finite representation type if and only if T,(M) decomposes into a product 
of special tensor algebras T,;(M,) x ... x T,;(M,), such that either Tp(Mi) 
is of finite representation type or TR;(Mi)/ Ji2 is a Nakayama ring for 
i = 1, 2,..., r, where Jf = Mi + Mi OR: Mi + ... . We also give necessary 
and sufficient conditions on the graph associated to T,(M), so that each factor 
ring T,(M)/ Jn is of finite representation type. 
Finally, in Section 2.D, we give an example of a hereditary Artin tensor 
algebra T,(M) with the following properties: 
(1) rad(TR(M))3 = 0, 
(2) T,(M) is not of finite representation type, 
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(3) let Gs(TR(M)) be the category whose objects are graded T,(M)- 
modules X = X0 + X, + X, + ... such that Xs,, = 0 for r > 0, and 
whose morphisms are degree zero maps. Then the full subcategory of 
Ga( T,(M)) of objects of finite dimension over k is of finite representation type. 
(4) T,(M)/rad(T,(M))2 is of finite representation type. 
A 
Let T,(M) be a special tensor algebra. Recall that R = I-J:, Ki , where 
each Ki is a division ring, finitely generated and central over k, and where M 
is a finitely generated two-sided R-module. Let J = M + M OR M + -.., 
and let 
n-1 
fl,=T,(M)IJ”=R+il~+MO,M+...+OM+O+O+..., 
R 
for n 3 1. Note that, since dim&l,) < co, fl, is a graded Artin k-algebra. 
Now, for each 1z > 1, consider the ring 
r, = 
R 
M R 0 
M@RM M R 
. . . 
. . 
. . 
n-1 n-2 
@ M @M .-. M R 
R R 
with addition and multiplication given by the matrix operations. Then the 
rings r, , 71 > 1 have the following properties: 
(1) r, is a special tensor algebra and is, in fact, a hereditary Artin 
k-algebra. This is proved in Section 3. 
(2) There are ring monomorphisms /1,3 r, for n > 1 such that r, 
is of relative global dimension zero over /1, . 
The ring map is defined as follows: 
where Y E R and xi E @a M for i = 1, 2 ,..., n - 1. 
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(3) For each n, if (1, is of finite representation type, then r, is of finite 
representation type. 
(4) Let G,(/l,) be th e category whose objects are graded A,-modules 
X=X,-,+X,+X,+*** such that X,+,=0 for ~20, and whose 
morphisms are the degree zero maps. Then the categories G&l,) and 
Mod(r,) are equivalent. 
Properties (2), (3) and (4) all follow from more general facts about graded 
rings proven in Green [5]. 
We now pick out another type of graph. 
DEFINITION. A graph C is a cycle if it has one of the following forms: 
where i - j means either i -+ j or i t j but not both. 
Some examples of cycles are: 
Given a cycle C, there is a nonnegative integer associated to C, denoted by 
1 C 1. 1 C 1 is defined as follows: 
ifcisthegraph ‘9 ,then]C[ =l, 
if C is the graph IQ, , then 1 C 1 = 0, 
if C is the graph !.sz, then 1 C I = 2, 
if C has three or more vertices, order the vertices, 
1, 2,..., m such that there is an arrow between i and i + 1, 1 < i < m - 1. 
That is, we have 
* s'fl 2 i+1 
e----t* or .c--' 
but not both. It follows that there is an arrow between m and 1. Let n,i = 
number of arrows from j to i. Let nnz+l,m = %,, and nm,m+l = n,,, . Then 
I c I = I CL %.i+1 - CL %+1,i I.
One verifies that j C I is independent of the ordering chosen. Given a 
cycle C, there is a more intuitive description of I C I. View the cycle as a 
circle and give the circle an orientation. Let p equal the number of arrows 
in the positive direction and let q equal the number of arrows of C in the 
negative direction. Then I C I = 1 p - q I. 
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Examples: 
(i) Cis ‘<j,thenjCI =l, 
(ii) C is ‘<+ , then j C 1 = 0, 
(iii) C is ~2 , then 1 C 1 = 2. 
We are now in a position to state the main result proved in the following 
sections. 
THEOREM 1. The rings r, are of Jinite representation type for all n > 1 
;f and only if the graph Q associated to T,(M) is composed of disjoint graphs of 
typesA,,n~1,B,,n32,C,,n~3,D,,nb4,Es,E,,Es,F,,G,, 
OY cycles C with I C I # 0. 
Recall that, if r, is not of finite representation type, then A, = TR(M)/Jn 
is not of finite representation type. Thus, the conditions on Q given in 
Theorem 1 are necessary conditions so that the rings A, are of finite represen- 
tation type, for all n > 1. In Section 2.D, we give an example to show that 
they are not sufficient. 
Finally, it is worth noting that the conditions on Q given in Theorem 1 
are necessary and sufficient to insure that the categories G&l,) are of finite 
representation type for all n. This is true by (4) above. 
B 
Before proving the main result of this section, we recall the definition of 
a Nakayama ring. 
DEFINITION. A left and right Artin ring A is a Nakayama ring if, for each 
principal idempotent e of A, both Ae and eA have unique composition 
series. 
The following are well known properties of Nakayama rings (see T. 
Nakayama [7]): 
Let A be a left and right Artin ring and r = rad(A). Then A is a Nakayama 
ring if and only if A/r2 is a Nakayama ring. If r2 = 0, then A is a Nakayama 
ring if and only if, for each principal idempotent e of A, er (respectively, re) 
is a simple right (respectively, left) A-module. 
Let TR(M) be a special tensor algebra, such that its graph is of the form 
481/34/I-10 
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Let J=M+M@,M+**.. Note that, in this case, since the graph has 
no subgraphs of types . . we may assume Kr = K, = em* = K, . 
Let K = Kr . 
PROPOSITION 1. FOY each n > 1, ;f T,(M) is as above, then T,(M)/J1” 
is a Nakayama ring. 
Proof. First note that rad(T,(M)/J”) = J/J” and that 
(T&W/J”>/(J/J”>” = TdMYJ2- 
The radical of T,(M)/j2 is J/J2 = M. 
Thus, it suffices to show that, for each principal idempotent e of T,(M)/J2, 
both Me and eM are simple TR(M)/j2-modules. 
Case 1. T,(M) has graph Q . Then R = K and M = K and the 
result follows. 
“/-. 
Case 2. T,(M) has graph ,!, Jl!, n 2 2 . 
Let n equal the number of vertices in the graph. Let e, ,..., e, be the 
principal idempotents in T,(M)/J2 corresponding to the vertices. Then it 
follows that 
where Ri = eiRei . Note that e,Ret is a simple left and right R-module. 
Then 
lMei = I Ri+, OK R, N R,+l as left TR(M)/J2-module for 1 < i < n - 1, R,&R,NR~ as left TR(M)/J2-module for i = n. 
Similarly, 
eiM = I RimI as right TR(M)/J2-modules, 2<i<n, R, as right TR(M)/J2-modules, i= 1. 
Thus, T,(M)/ J2 is a Nakayama ring, and, hence T,(M)/ J” is a Nakayama 
ring, for n > 1. 
EXAMPLE. Suppose the graph associated to T,(M) is - 
i7 
. Then 
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T,(M) = K + K + *** g K[XJ. Furthermore, T,(M)/J” GZ K[XJ/(Xn). 
The other cases do not have such nice descriptions. 
Since the graphs 
n > 2 play an important role in the next section, we make the following 
definition. 
DEFINITION. A cycle C is of t3Ipe 2, if C has n vertices and 1 C j = n. 
One immediately sees that C is of type 2, if C is a graph 0, and C is of 
type 2% , n > 2 if C is the graph 
,.A 
t i* if--‘3 
Proposition 1 states that, if the graph associated to T,(M) is of type 2, , 
then each factor ring T,(M)/J’ is a Nakayama ring, for Y > 1. 
Remarks. (1) Suppose the graph associated to T,(M) is of type 2, . 
Then one can show that 0: M # 0 for all m. Hence, TR(M) is not an Artin 
ring, and, thus, TR(M) is not a Nakayama ring. 
(2) Furthermore, we may classify which special tensor algebras are 
Nakayama ring. 
PROPOSITION. A special tensor algebra T,(M) is a Nakayama ring ;f and 
only if the graph associated to T,(M) is composed of disjoint graphs of types 
'--+' 
1 z-i-...--- my m 3 1. 
We omit the proof of this result and of the following corollary. 
COROLLARY. Let T,(M) be a special tensor algebra, and let J = M + 
M&M+---. Then, each factor ring T,(M)/? is a Nakayama ring for 
r > 1 if and only if the graph associated to T,(M) is composed of di$int 
graphs of types 2, and 
C 
In this section we find necessary and sufficient conditions on a special 
tensor algebra T,(M), so that, for each n 3 1, the factor rings T,(M)/Jn 
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are of finite representation type (abbreviated F.R.T.). We first relate the 
disjoint components of the graph associated to T,(M) to a decomposition 
of Ts(M) into a product of special tensor algebra. 
DEFINITION. A ring Q is decomposable if D s L?, x Q, , where Q, and 
IR, are rings, and Q, x L$- denotes the product ring of Q, and Q, . Note that 
52 is indecomposable if and only if Q has no nontrivial central idempotents. 
In Section 6, we prove the following result: 
PROPOSITION 1. Let T,(M) be a special tensor algebra. Let 5, ,..., 6, be the 
disjoint components of the graph associated to T,(M). Then T,(M) decomposes 
uniquely into a product of indecomposable special tensor algebras T,;(M,) x 
*.. x T,;(M,) such that 
(1) R g R,’ x ... x R,’ as k-algebras, 
(2) ME M1 @ ... @ M, (viewing (1) as an ident;Jication), 
(3) after reordering, fi is thegraph associated to T,:(M,) for i = l,..., r. 
Now recalling Theorem 1 of Section 2.A and property (4) relating r, to 
T,(M)/J%, we get the following. 
PROPOSITION 2. If T,(M) is a special tensor algebra and T,(M)/J” is of 
F.R.T. for all n > 1, then the graph Q, associated to T,(M) is composed of 
Dynkin diagram or cycles C, such that 1 C / # 0. 
We now prove the main result of this section. 
THEOREM 2. Let T,(M) be a special tensor algebra, having decomposition 
nI=, T,;(M,) into indecomposable special tensor algebras. Let J = M + 
MC&M+ a** and Ji = Mi + Mi ORI Mi + ***for 1 < i < Y. 
Then T,(M)/ Jn is of F.R.T. for all n 2 1 if and only ;f, for each i = l,..., r, 
the ring T,!(M) is of F.R.T., or T,:(M,)/ Ji2 is a Nakayama ring. Equivalently, 
T,(M)/J” z?s of F.R.T. for all n > i ifand only if thegraph associated to T,(M) 
is composed of Dynkin diagrams or cycles of type Z, , m > 1. 
Proof. Suppose each T,:(M,) is of F.R.T. or T,;(M,)/ Ji2 is a Nakayama 
ring. Then T,;(NI,)/ Jiw is of F.R.T. for all n > 1. Thus, T,(M)/J” is of 
F.R.T. for all n 3 1, since T,(M)/J” = ni=, T,;(M,)/ J*“. 
Now suppose that T,(M)/Jn is of F.R.T. for all n >, 1. Then the rings 
r, are of F.R.T. for all n > 1. By Theorem 1 and Proposition 1 above, each 
T,;(M,) has a graph composed of Dynkin diagrams and cycles C with 
1 C 1 # 0, since each T,;(Mi)/Jin is of F.R.T. for all n > 1, i = I,..., r. 
The theorem follows if we can prove: 
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(A) If T,(M) is a special tensor algebra whose graph is a cycle C, 
1 C / # 0, then T,(M)/J” is of F.R.T. for n >, 1 if and only if C is of 
type 2,. 
Claim. To prove (A), it suffices to show. 
(B) 0: M # 0 for all r 3 1 =E- C if is type 2,. 
Proof that (B) + (A). First suppose T,(M)/]” is of F.R.T. for all 
n > 1. If 0; M = 0 for some I, then 7 = 0. Hence T,(M)/J7 = T,(M). 
But T,(M) being of F.R.T. 3 its associated graph is composed of Dynkin 
diagrams. This is a contradiction to the associated graph being a cycle. Thus, 
OR M # 0, for all r. Hence, by (B), C is of type 2, . 
Conversely, if C is of type 2, , then, by Proposition 1 of Section 2.B, 
the rings T,(M)/Jn are Nakayama rings, n > 1. Hence, the rings T,(M)/Jn 
are of F.R.T. for n > 1. 
Thus, we are done if we prove (B). 
We state the following easily proved (Green [4]) result. 
PROPOSITION 3. Let T,(M) be a special tensor algebra. Then 0: M # 0 
for all r > 1 * the graph associated to T,(M) contains a subgraph of type 2, . 
Remarks. (1) The converse is true. 
(2) (B) follows as an easy corollary of Proposition 3. 
Thus Theorem 2 is proved. 
We end this section with an application of Theorem 2. 
THEOREM 3. Suppose A is a split Artin k-algebra such that A/r-ad(A) = 
I-IL, Ki as k-algebras, where each Ki is a division ring, jinite dimensional and 
central over k. Then A is of finite representation type if the graph associated to 
T,,rad(n)(rad(A)/rad(A)2) is composed of Dynkin diagrams or cycles of type 2, . 
Proof. One can easily show that the ring TA,rad&rad(A)/rad(A)2)/Jn 
maps epimorphically onto A, where 1 = Hz, (@,,rad(nj rad(A)/rad(A)2) 
and n equals the index of A. The index of A is the smallest positive integer n 
such that rad(A)” = 0. Then, by Theorem 2, T,,lad(AJ(rad(A)/rad(A)2)/Jn 
is of finite representation type and hence the factor ring A is of finite 
representation type. 
D. An Example 
Let k be a field and R = k x k x k. Let e, = (1, 0, 0), ea = (0, 1, 0), 
e,=(0,0,1),andRi=eiRei.LetM=R,O,R,+R,O,R2+R,O,R,. 
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(1). T,(M) is an hereditary Artin k-algebra, with rad(T,(M))3 = 0. 
Proof. One calculates that @“, M = 0 and hence TR(M) = R + M + 
M@,M+O+O+~~*withrad(T,(M))=M+M@,M+O+O+*~~. 
Therefore, rad(T,(M))3 = 0 and by results in Section 1, TR(M) is an 
hereditary Artin K-algebra. 
(2). T,(M) is not of jinite representation type 
Proof. The graph Q associated to TR[M) is j~&j~. Thus Q is not a 
Dynkin diagram. 
(3). r, is of finite representation type for all n > 1. 
Proof. Q is a cycle and 1 Q 1 = 1 # 0. The result follows from Theorem 1 
of Section 2.A. 
(4). G~TR(MN is of P ni e r t ep resentation type for all n 3 1. 
Proof. The categories G,(TR(M)) and Mod(r,) are equivalent and hence 
the result follows. 
(5) T,(M)/@ M is of finite representation type. 
Proof. 
r2 = (; ;) = ( T~@'-f)bad(T~tM)) 0 
rad(TR(M))/rad(TR(M))' TR(M)/rad(TdM)) 
) 
is of finite representation type. The result follows from: 
THEOREM (Auslander-Reiten [I]). If A is an Artin ring, r = rad(fl) and 
r2 = 0, then A is of Jinite representation type o the ring (“r &) is of Jitlite 
representation type. 
Remarks. The above theorem shows that, if T,(M) is a special tensor 
algebra, then TR(M)/J2 is of finite representation type or2 is of finite 
representation type o the graph associated to I’, = (5 l) is composed of 
Dynkin diagrams. 
Furthermore, the above example shows that, if d is an Artin ring, r3 = 0, 
then the ring 
can be of finite representation type, while A is not of fimte representation 
type. 
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3 
In this section we study the factor rings of special tensor algebras. If 
T,(M) is a special tensor algebra and J = M + M @a M + ..., then we 
find special tensor algebras I’,, , for n > 1, that are closely related to the 
factor rings T,(M)/Jn, for each n 3 1. In Section 3.A, we define the rm’s 
and describe some relations between the m’s and the T,(M)/J”‘s. In 
Section 3.B, we give another description of the r,,‘s, which shows that they 
are special tensor algebras. 
A 
Let k be a field and let T,(M) be a special tensor k-algebra. Let /I, = 
T,(M)/]” for n = 1,2,... . Then fl, is the graded ring 
n-1 
R+M+M@,M+-*+@M+O+O+--. 
R 
Let G,(A,) be defined as in Section 2, namely, the category of graded 
/I,-modules X = X,, + X, + ... + X, + .*a such that Xn+r = 0 V, 3 0 
and degree zero graded /I,-morphisms. Finally let 
r, = 
r R 
M 
MORM 
be a ring, with addition and multiplication given by the matrix operations. 
There is a canonical ring monomorphism f: A, + r,, for n > 1, given by Y 
Xl r 
0 
f(r+xl+x~+~~~+Xn-l+O+O+~~*)= “” “:’ . r . 
L i 
, 
. . . 
. . 
G-1 x,-e -*- x1 r 
where r E R and xi = o$ M, i = l,..., n - 1. 
The following results are proved in Green [5]: 
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THEOREM. For each n > 1, 
(1) I’, is of relative global dimension 0 over A, . 
(2) If&z h ofji t P ru e re resentation type, then r,, is of jinite representation 
We. 
(3) G&l,) is equivalent to Mod(r,). 
Remarks. Let G,(Ts(M)) be the category whose objects are graded 
T,(M)-modules X = X,, + X, + ... such that X,,, = 0 for r > 0, and 
whose morphisms are degree zero maps. Then G,(Ts(M)) is easily seen to 
be equivalent to G,(rl,). 
B 
We would now like to show that for each n >, 1, r,, is a special tensor 
algebra. We will do this by giving another description of r,, . 
Fix n 3 1. Let R’ = I-I% R be the product ring. Since R is a product 
of division rings, central and finite dimensional over K, so is Ii’. Let e, be the 
identity of R in the ith product of R’, i.e., 
ei = (O,..., 0, l”h place, 0 ,..., 0) E fi R. 
id 
The ei’s are central orthogonal idempotents in R’ such that cysl ei = 1. 
Let Ri’ = eiR’ei . Note that Ri’ is a factor ring of R’ isomorphic to R as 
K-algebras. 
If X is a two-sided R-module, we denote by jXi the two-sided RI-module 
Rj’ @s X 8s R,‘. Then jXi is isomorphic to X as abelian groups. Let 
u = (q )...) on) E ny=, R = Ii’. If we make X an R’-module by defining 
(T . x = ajx and x . cr = x . cri for x E X, then X c jX$ as two-sided Ii’- 
modules. 
We have the following easily verified result: 
LEMMA. Suppose X and Y are two-sided R-modules. Then 
Now, given a fixed two-sided R-module M, let M’ = J’JyLi (i+,Mi). Then 
T,(M’) is a special tensor algebra. Using the above lemma, it is easy to 
prove that @,“t M’ = 0 and hence T,,(M’) is a hereditary Artin k-algebra. 
We are now in a position to prove the major result of this section. 
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Proof. Letei = (O,..., 0, 1,O ,..., 0) E R’. Let S = T&4’) and Pi = Se, . 
The Pi’s are left projective S-modules. It is well-known that 
as k-algebras. 
S = Ends fi Pi ” 
( 1 i=l 
Now End&J:=, Pi)“” is isomorphic to the 1z x n matrix ring 
(Hom,(Pd , PJ) having Hom,(Pi , Pi) in the (j, i)-place, with matrix addition 
and, using composition of morphisms, matrix multiplication. 
We have Hom,(Pi , Pi) E e$‘ej and 
n-j 
Sej=Rj’+j+lMi+i+2(MORM)i+...+ (ZJM s 
i 1 n R 1 
Thus 
if i < j, 
if i = j, 
How(f’~ 9 Pj) = 
if i>j. 
Hence, 
Rl 
,(Mg; M), 3$2 R, 
0 - 
. 
. 
But R,’ g R as K-algebras for j = l,..., n. Making this identification, 
the result follows. 
4 
A 
Given a graph Q with a finite set of vertices V, we can associate a matrix. 
More precisely, choose a set isomorphism o: (l,..., m} -+ I’ and let (nu) be 
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the m x m matrix with the entries nii equal to the number of arrows from 
u(j) to u(i). This induces a one to one correspondence between isomorphism 
classes of graphs and equivalence classes of matrices with nonnegative 
integer entries, where two m x m matrices are equivalent if one can be 
gotten from the other by a permutation of basis. This relation is given in 
detail in Chapter 1 of Green [4]. The graph associated to an m x m matrix 
(nij) with nonnegative integer coefficients is the graph Q with vertices 
AL..., m} and nij arrows from j to i. 
We pick out a class of Dynkin diagrams that will play an important role 
in what follows. 
DEFINITION. A graph Q will be called a Gabriel graph if Q is composed 
of disjoint Dynkin diagrams of types A,, , D, , n > 3, E, , E, , or E8 . 
In this section, we find necessary and sufficient conditions on a square 
matrix N with nonnegative integer coefficients, so that the graph Q, associated 
to N, is a Gabriel graph. The technical results proved in this chapter will 
allow us to prove Theorem 1 of Section 2.A in the next section. 
Section 4.B is devoted to a discussion of cycles. Section 4.C defines a 
metric on the indices of a matrix. In Section 4.D, we give necessary and 
sufficient conditions on a matrix N with nonnegative integer entries, so that 
the graph associated to N is a Gabriel graph. Finally, Section 4.E proves 
this result. 
B 
Fix the following notation for this section. Let N = (nii) be an m x m 
matrix with nonnegative integer entries. Let I = {I,..., m}, the indices of N. 
Let Q be the graph associated to N. Note that {l,..., m} is also the set of 
vertices ofQ. GiveniE{l,..., m}, we sometimes consider i both an index of N 
and a vertex of Q. Finally, let qij = nij + nji for each pair (i, j) E I x I. 
qii is the number of arrows in Q between the vertices i and j if i # j and 
qii = 2nie , which is twice the number of arrows in Q from i to i. Note also 
that qi3 = qjr , and qii is a nonnegative integer. If qij = 1, then nij = 1 or 
nji = 1, but not both. That is, for Q, either i + j or i c j , but not both, 
a condition which we draw as i - j . 
DEFINITION. A subset I’ C I is connected if, for all n, w E I’, there is a 
sequence of indices v = VI,..., on = w in I’, such that 
qo~,vi+l # 0 for i = I,...,12 - 1. 
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EXAMPLE. If 
N= 
then Q is the graph 
Then, for example, {5}, (2, 3}, (2, 3, 4) are connected. (1, 2}, (2, 3, 5} are not 
connected. 
DEFINITION. We will say that N contains a cycle if there is a set of vertices 
I’ C I such that, for each i E I’, Cjel, qij > 2. 
PROPOSITION 1. Q, the graph associated to N, contains a cycle if and on4 
if N contains a cycle. 
Proof. If N contains a cycle, then there is a subset I’ of I such that for 
each i E I’, CiClt qij > 2. Thus, if I’ has r elements, then 
(the number of arrows between the vertices of I’ is greater than or equal to 
the number of vertices in I’). By elementary graph theory, this implies that Q 
contains a cycle. 
If Q has a cycle, then it has a subgraph of one of the following forms: 
t.c”.” 0. 
3 ( 
\. 
/ n 3 2. 
Z-V.3 
if o$ is a subgraph 
Take I’ = 
L-Y 
{I,..., n} if ( 
‘ij 
j is a subgraph. 
One sees that J&~ qii 3 2 for each i E I’. The inequality arises since there 
may be more arrows between the vertices in I’ than are pictured. 
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We prove two useful lemmas, which will be applied in both this and the 
next section. 
LEMMA 2. Suppose N contains a cycle. Let I’ be a subset of I such that for 
each i E I’, Cjsl~ qij 3 2. Assume I’ has no subset with that property. Then 
either I’ has one or two elements, or I’ is a cycle. 
Proof. Suppose I’ has more than two elements. Then for all i, j E I’, 
qij = 1 or 0, since, if not, I” = {i, j} is a subset of I’ such that for each 
v EI”, Cwsl- q,,W > 2. Thus, we get 
(*) Given v E I’, there are distinct elements v’, v” E I’ - {v} such that 
P w’ = 1 = qtd , since Cwol* quW > 2. 
Now, pick vr E I’. By (*) there is va E I’ - {vr} such that qc,u, = 1. By (*) 
there is vs E I’ - {vr , va} such that qvavus = 1. Now suppose vr ,..., V~ E I’ 
have been chosen such that qui,u,+l = 1 for i = I,..., n - 1. 
Then qv v =0 for Ii-j1 #l and /i-j1 #n-l, since, if not, 
assuming / 2 j, we get {vi , q+r ,..., vi} C I’ and & qu,u, 2 2 for all 
VT E {Vi 3 vi+1 ,.**, vi}. This contradicts the hypothesis. 
Now, if {or ,..., v,> f I’, then qvnui = 0, 1 < i < 12 - 1, since, if not, 
6-3 >***7 v,} has the property that Cy=, qviv, 3 2, for 1 < j < n. Thus, by (*) 
there is a v,+r E I’ - {vr ,..., vn} such that q = 0. 
If {vr ,...) a,> # I’, then, since C,:, q,,iu, 57~v,,u, = 1, and qvi,n = 0, 
2 < i < n - 2, we have qv,W, = 1. Note that qv 2) = 0, since, i”f not, 
q,,,u, 2 2, and, hence, {vn} C I’ contradicts the hypo;h”esis. 
Thus, for each i, &r qvtv, = 2, and hence I’ is a cycle. 
LEMMA 3. Suppose I’ C I is a cycle in N. Then if I’ has more than two 
elements, then the indices in I’ may be ordered v, , v2 ,..., v, such that, ;f 
vl = v,+~ , then q v*v*+l =l,l<i<n. 
Proof. The proof is analogous to the proof of Lemma 2 and is left to the 
reader. The fact that Ciel, qii = 2 and I’ is connected replaces the minimality 
I’ used in Lemma 2. 
Note that, ifl’ is a cycle with indices 1,2,..., n, n 3 3 such that 1 = qi,i+l = 
, ./-IT\ 
Ql ,11 , i = l,..., n - 1, then in Q the vertices form a cycle: ( i 2’L.J 
C 
In this section we define a metric on I, the indices of N. Recall that 
N = (n,J and qu = nij + nji . Let Z+ denote the nonnegative integers. 
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For each x E 1; define dxN: I + Z+ (Jtrn) as follows (we will write d instead 
of dN): 
b&Y (0) = ix>. (d&l (1) = {i E I : i # x and qesi # O}. 
If (d&l (k) is defined for 0 < k < n, then let 
(d&l(n + 1) = i E I: i $ fi (d,)-‘(k), and there is a j E I 
k=O 
such that da(j) = n and qij # 0 . 
i 
Finally, let (d&l (CO) = I - (d&l (Z+). 
There is another description of d, . We have that if d,(i) # co, then d,(i) 
is the smallest number of arrows a, ,..., a, in Q such that domain (ui) = x, 
codomain a, = i, and codomain (ui) = domain (uj+J for j = l,..., n - 1. 
EXAMPLE. Suppose Q is the following graph: 
Then 
x=1 
x = 2,3 
x = 4,5 
x>5 
x=2 x=7 
x = 1,3,5 x = 6, 8,9 
x=4 d,(x) = x = IO,11 
x>5 x<6 
etc. 
DEFINITION. We say i is connected to j if di( j) < co. 
BASIC PROPERTIES. 
(a) i is connected to i, for all i E I. 
(b) dj(j) < d@) + 4(j) for all i, j, h E 1. 
(c) di( j) = di(i) for all i, j E I. 
(d) d is a metric. 
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(e) If i is connected to j, and j is connected to k, then i is connected to k. 
(f) If there are v”, vl,..., vc E I such that qVi,si+l # 0 for 0 < i < c - 1, 
then d,o(v”) < c. 
(g) If dUo(vc) = c, then there is a sequence vl, v2,..., vc-l EI such that the 
vi are distinct, and qVi,2)i+l # 0, for 0 < i < c - 1. 
Proof. Left to the reader. 
It follows from the basic properties that connectedness is an equivalence 
relation. Let I = ui Vi , where the Vi are the equivalence classes. The Vi 
are called the components of N. One easily sees that the components are 
connected subsets of I in the definition of connectedness given in Section 4.B. 
In fact, the components are the maximal connected subsets of I. 
One easily sees that breaking the vertices of Q into disjoint sets 
corresponding to the disjoint components of Q corresponds to breaking N 
into its components. That is, if we identify the vertices of Q and the indices 
of N, then the Vi’s are just the disjoint sets of vertices of the disjoint com- 
ponents of Q. Thus, to find necessary and sufficient conditions on N so that 
Q is a Gabriel graph, we must deal with the components Vi of 1, since a 
Gabriel graph is defined in terms of the components of the graph. This is 
done in the next two sections. 
D 
Recall the definition of a Gabriel graph. A graph Q is a Gabriel graph if the 
disjoint components of Q are of types 
A, i-;;-3-...-n n 3 1, 
'1" 
D, i &i-i- . . . -.--; r 3 4, 
E, i---i,- )li _ i - . . . . ..w-> S = 6,7, 8. 
First, notice that a Gabriel graph does not have any cycles. Thus, a Gabriel 
graph has no subgraphs of types 
(I) 0 or .z. or (II) q(zi n > 3. 
As we shall see, it is convenient to break cycles into two classes: those with 
one or two vertices and those with more than two vertices. 
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Next, a Gabriel graph has no vertex ZI with more than three arrows entering 
or leaving v. Thus, a Gabriel graph has no subgraphs of type 
(*II) “\ /f 3./’ \.4 * 
Furthermore, a component has at most one vertex v with exactly three arrows 
entering or leaving v. Thus, a Gabriel graph has no subgraph of type 
(IV) -$L.- .-...- “(’ ‘“’ n 2 1 . 
* I”” 
Finally, to assure that a component having a vertex with three arrows 
entering or leaving is of type D, , r > 4; E6 ; E, ; Es, that component cannot 
have a subgraph of type 
2” ‘1” 
(V) _ 2' . _ /‘. 0 . - 1' 1' 2 or ;,-;,-i,p;- 1 .- 2 .-. 3 
2"/ 
(VI) l,-i,~b-i-;-;-;-~, 
It follows that, if a graph Q has no subgraphs of types (I)-(VI), then Q is a 
Gabriel graph. In this section and the next, we translate these conditions 
to the matrix N. Thus we get necessary and sufficient conditions on N so 
that the graph Q, associated to N, is a Gabriel graph. 
Recall N = (+) is an m x m matrix with nonnegative integer entries and 
z = {I,..., m} = the indices of N. 
If x E Z and n E Z+, let P(x, n) equal the number of elements i E I such that 
C&(Z) = n. Thus, for example, P(x, 0) = 1 and P(x, 1) = the number of 
elements i E Z, different from x, such that ni, # 0 or nzi # 0. We will write 
Z(.,.) instead of P(.,.). 
DEFINITION. Let v be a component of N. We say V is of type G if the 
following conditions are satisfied: 
(1) for all ;,jE V, qii = 0 or 1, 
(2) if v0 , vr ,..., vu, are distinct elements of V with q8i,zIi+l # 0 for 
O<i<n--l,thend,Jv,)=n, 
(3) for all iE V, Z(i, 1) < 3, 
(4) if v E V and Z(v, 1) = 3, then Z(w, 1) < 3 for all w E V - {v}, 
(5) if v E V and Z(v, 1) = 3, then Z(v, 3) < Z(v, 2) < 3 if Z(v, 2) 2 2, 
(6) if v E V and Z(v, 1) = 3 and Z(v, 2) = 2, then Z(v, n) = 0 for all 
92 > 5. 
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We shall see in Section 4.E that condition (1) (respectively, (2), (3), (4), 
(5), (6)) excludes a subgraph of type (I) (respectively, (II), (III), (IV), (V), (VI)) 
in the component of Q corresponding to I’. Thus, Q is a Gabriel graph - 
each component of N is of type G. These conditions play an important role 
in the rest of the paper and will be referred to frequently. Finally, we say N 
satisfies condition (1) (respectively, (2), (3), (4), (5), (6)) if each component 
of N satisfies condition (1) (respectively, (2), (3), (4), (5) (6)). 
E 
We now prove that Q is a Gabriel graph o N satisfies conditions (l), (2), 
(3) (4), (5), and (6). We begin by h s owing that conditions (1) and (2) are 
satisfied by N + N does not have any cycles. 
PROPOSITION 1. The following statements are equivalent: 
(a) Q has no cycles 
(b) N has no cycles 
(c) N satisjies conditions (1) and (2). 
Proof. The proof is left to the reader. One uses Lemmas 2 and 3 of 
Section 4.B in the proof, which can be found in detail in Green [4]. 
We are now in a position to prove the main result of this section. 
THEOREM 1. Let N be an m x m matrix with nonnegative integer entries. 
Let Q be the graph associated to N. Then N sattijies conditions (l)-(6) ;f and 
only ;f Q is a Gabriel graph. 
Proof. First suppose Q is a Gabriel graph. Then Q has no cycles, and 
hence N’ satisfies (1) and (2), by Proposition 1 of Section 4.E. Now Q is 
composed of disjoint components of types A,, n 2 1; D, , T > 4; E, , 
s = 6, 7, or 8. One can easily check that this implies that N satisfies 
conditions (3)-(6). 
Conversely, suppose Q is not a Gabriel graph. If Q contains a cycle, then N 
does not satisfy condition (1) or (2) by Proposition 1 of Section 4.D. Suppose, 
then, that Q does not contain any cycles. In this case, by Section 4.C, Q has 
a subgraph of type (III), (IV), (V), or (VI). If Q has a subgraph of type: 
(III) then N does not satisfy (3): 
‘V’ l(0, 1) = 4, 
&‘.4 
(IV) then N does not satisfy (4): 
I’ . 
(,, ),-;-. - .n<*“” -,,,,, W, 1) = 3 = l(n, 11, 
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(V) then N does not satisfy (5): 
2” 
1" 
.-.-.-.-.-.-. 
3’ 2’ 1' 0 1 2 3 
(VI) then N does not satisfy (6): 
I 1" 
Z(0, 1) = 3 
1(0,2) = 3; 
Z(0, 1) = 3 
Z(O,2) = 2 
Z(0, 3) = 2, 
Z(0, 1) = 3, 
Z(O,2) = 2, and 
2,-i,-o-i-2-3-.-. 
J 5 Z(0, 5) = 1. 
5 
A 
Let Z”,(M) be a special tensor algebra. Let N = (n,J be the m x m matrix 
associated to the graph QTRtM) . Let 
M@,M M R 
. . . 
r, = . . 
@M @jM -*- M R 
be the ring discussed in Section 3. Then each r,, is a special tensor algebra 
as shown in Section 3. If one calculates the graph associated to r, , one sees 
that the nm x nm matrix N,’ associated to r, can be described as follows: 
. . . 
481/34/I-11 
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where (0) is the m x m matrix whose entries are all zero. Furthermore, one 
can easily check that 
the nm x mn matrix with indices I,, 2, ,..., m, , la, 2, ,..., m2 ,..., 1,) 
2 R ,..., m, and entries 
I 
nij , if r=s+l, 
%,j, = 
0, if r#s+l. 
We want to define the reduced matrix associated to a special tensor algebra. 
DEFINITION. Let T,(M) be a special tensor algebra with R = I-J:, Kf 
and M = JJiSi Pj. Let m = (etj) be the m x m matrix with 
- nij = nii if dim, Ki = dim, Ki , 
-I 
1 if 
niJ - 
dim, Ki # dim, Kj and tiij # 0, 
0 if nij = 0, 
where (rzii) is the matrix associated to QTR(M). The matrix N is called the 
reduced matrix associated to T,(M). 
We now list some easily checkable properties: 
BASIC PROPERTIES. Let T,(M) be a special tensor algebra with associated 
graph QTR(M). Let I’, be as above. 
(1) If w is the reduced graph associated to T,(M) then 
\* 
. . 
(0) *-* (0) N (0) 
is the reduced graph associated to I’,, . 
(2) If QrRcM) is composed of Dynkin diagrams, the reduced graph 
QTRcM) associated to N is a Gabriel graph. 
Thus, by the results of Section 4, we have necessary conditions on the 
reduced matrices x,,’ for r, to be of finite representation type. In the next 
two sections, we study these conditions and relate them to conditions on m, 
the reduced matrix associated to T,(M). 
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B 
Let N = (nii) be a fixed m x m matrix with nonnegative integer entries. 
Let N,’ be the mn x mn matrix given by 
N,’ = 
(0) 
N 
0 
(0) . . 
described above. Let I = {I,..., m} be the indices of N and J = {lr ,2, ,..., 
ml , 2 ,..., m2 ,... , n ,..., 1 1 m,} be the indices of N,‘. Finally, let qi,i = nij + nj, 
and let qi,,jll = mij, + mj3, . 
Fix a positive integer n. Let d be the metric defined on I and d’ be the 
metric defined on J. For x ~1, let Z(x, p) equal the number of indices ill 
such that d*(i) = p. For y E J, let Z’(y, p) equal the number of indices j E J 
such that d,‘(j) = p. 
The above notation shall be fixed for the rest of this section. 
Recall that the graph associated to N,’ is a Gabriel graph o N,’ satisfies 
the following six conditions: 
If I’_C / is a component of N,‘, then 
(1) for x,y E V, q& = 0 or 1, 
(2) if x0, xl,..., xr are distinct elements of V with qL*vsf+l # 0 for 
0 <i<n-- 1, thend$(xr) =r, 
(3) for x E V, Z/(x, 1) < 3, 
(4) if x E I’ and Z’(x, 1) = 3, then Z’(y, 1) < 3 for y E V - {x}, 
(5) if x E VandZ’(x, 1) = 3, thenZ’(x, 3) < Z’(x, 2) < 3, ifZ’(x, 2) > 2, 
(6) if x E V, Z’(x, 1) = 3, and Z’(x, 2) = 2, then Z’(x, r) = 0 for r 3 5. 
This result is proved in Section 4. 
In Section 5.C we relate N and the N,“s. In Section 5.D we find necessary 
and sufficient conditions of N such that each N,’ satisfies conditions (l)-(6) 
for n 3 1. 
C 
We begin by proving a series of results that relate d and d’ and Z and I’. 
LEMMA 1. If i and j are in I such that di( j) = c, then d:J j,) > c, for all 
r, s = 1 ,..., 12. 
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Proof. Suppose not, i.e., that there are r, s, such that dl?( js) = k < c. 
Then there exist i, = xzO , x1 xk = j, E J (with x0,..., xk ~1) such that 
Q’Xf$:I 
r1 Y-*-Y r, 
#0, O<Z<k--1. Therefore, q,z,,l+l#O, O<Z<k-1. 
Thus di( j) = d&x”) < k < c. Contradiction. 
COROLLARY 2. If d:J jJ = c, then di( j) < c. 
LEMMA 3. Ifda(j)=c<co,thaforeachrsuchthatn-c>r>c+f, 
there exists s E {-c + I,..., - 1, 0, 1, 2 ,..., c - 1, c} such that d:,( j7+J = c. 
Proof. Induction on c. 
c = 0, then i = j and dir(&) = 0, 
c = 1, then 4i.j # 0. Thus nif # 0 or nji # 0 or both. 
Assume nij # 0, then ~ll~,,~,, # 0. Therefore, qi,,5,, # 0. Hence 
dl ( j,,,) = 1 for some s E {- 1, 0, 1). 
c > 1. Then there is a j’ E J such that di( j’) = c - 1 and dj,( j) = 1. 
By induction, there exists s’ E {-c + 1, -c + 2,..., c - l} such that 
d’*( ji+8,) = c - 1. By the above argument, 
Qi;+8’*jr+s,+1 # 0 or 4i;+,?.i,+.L1 f: 0. 
Thus 4,(jr+s~+l) G c or dir( j,.+S,-l) < c, where s’ f 1 E (0 - c ,..., cl. By 
Lemma 1, the inequality must be equality. 
COROLLARY 4. Z(i, c) < Z’(i,. , c) for c, Y satisfying 1 + c < r < n - c. 
Proof. Suppose c, r satisfies 1 + c < r < n - c. Then Z(i, c) equals 
the number of elements j E I with di( j) = c. But for each such j, di (j,.+J = c 
for some s E {-c, -c + I,..., c} by Lemma 3. Hence Z(i, c) < Z’(ir , c). 
From the above corollary we get the following. 
THEOREM 1. Suppose N,’ satisJies conditions (3)-(6) for all n. Then N 
satisjes (3)-(6). 
Proof. Since conditions (3)-(6) for N depend on Z(x,p) being bounded 
above in various circumstances, if N did not satisfy conditions (3)-(6), N,’ 
would not satisfy conditions (3~(6) f or sufficiently large n by Corollary 4. 
D 
In this section we prove the main result of Section 5. 
Recall the definition of a cycle. A subset I’ C I is a cycle if &, qir = 2 
for each i E I’. By results proved in Section 4, if I’ has r > 3 elements, we may 
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order the indices in I’, ii , iz ,..., i, such that qij,ij+, = 1 = qi,,i, for 1 < j < 
Y- 1. 
If I’ is a cycle, then 
if I’ has one element, 
if 1’ = {v, w} and nu,w = 1 = nlU,*. 
0 if I’ = {a, w} and n,,, = 2 or n,,, = 2 
1 i (nii,ij+l - ni,+l,i,) 1 if I’ has Y elements, Y > 3, 
j=l 
where i,+1 = i1 and qij,ij+, = 1, 1 <j<Y. 
THEOREM 1. N,’ satisfies conditions (l)-(6) for all n >, 1 ;f and only if the 
components of N either satisfy conditions (l)-(6) or cycles V with 1 V 1 # 0. 
Proof of Theorem 1. The proof of Theorem 1 is very long, and therefore 
we will break this proof into three steps. 
First we relate the components of N with the components of N,,‘. 
Let V = {l,..., s} be a component of N. Then, by Corollary 2, if 1 < i < s, 
then dQ j) = co for all j 4 I/ and all Y and t, since di( j) = co. 
Let W be the component of N,’ containing 1, , for a fixed Y. Then, if 
it E W, we have that i E V, since d; (it) < 00 => 4(i) < CO. We will now 
show, in Steps 1 and 2, that, if V sat&es (l)-(6) or is a cycle with 1 V 1 # 0, 
then W satisfies (l)-(6). This will prove that, if the components of N satisfy 
(l)-(6) or are cycles C with I C I # 0, then N,’ satisfies (l)-(6). In Step 3 
we show that, if N,’ satisfies (l)-(6), then the components of N satisfy 
(l)-(6) or are cycles C with I C I # 0. 
Step 1. Suppose V satisfies conditions (l)-(6). We will show that W 
also satisfies these conditions. We begin by proving the following. 
LEMMA. If vi0 , wil ,..., ZJ~~ are distinct elements of W, with qii v’;::l# 0 
for 0 < i < t - I, then o”, v1 ,..., vt are distinct elements of V. 
Proof. Induction on t. 
t = 0. 
t = 1. Since q&+1 # 0, q,,o,vo > 0. Thus eP # vl, since, if not, 
qvO,vO # 0 3 qvO,vO > 2, which contradicts (1) being satisfied. 
t = 2. Then, as in the case n = 1, v” # pli and zll # w2. If w2 = vO, 
then consider qvo,vl = 1. Then n,o,,l = 1 or n,l,,o = 1, but not both. 
Suppose n,~,,l = 1. Then qv~,,u;, # 0 * r, = r. - 1. 
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Now, q+,:, # 0 2 r2 = rl + 1. Thus wzO = ~9, . This is a contradiction, 
since v~~v:,v~~ are distinct. 
t > 3. By induction, v’J ,..., vt-l and v1 ,..., vt are distinct q v” ,..., vt 
are distinct if w” # wt. By condition (2) dVo(wt-l) = t - 1 > 2. But 
d,t(&l) = 1, which is a contradiction if o” = vt. 
Thus, if I’ satisfies (l)-(6) and if it , j, E IV, then, by the above lemma, 
d$(j) = dip,.,) < co, di,(i,.,) = di(i) = 0 => r = T’. Hence, if i, E W, r is 
unique. 
Now, 
Z’(i? , P) = number ofj, E W such that dil(j,) = p, 
< number of j E V such that &(j) = p, 
= Z(i, p). 
That is, Z’(C ,p) < E(i,p) f or each i, E W. Now W satisfies (l), since qi,,i, < 
Pi.j G l* 
W satisfies (2), since, if wzO , w1 vB are distinct elements of W with rl Pa.*, 3 
qu:, .;?I # 0 for 0 < i < p - 1, then d,; (v,~) = d,o(vp) = p by the lemma. ** *+I 
Finally, W satisfies (3)-(6) since V doe: and Z’(i,. , p) < Z(i, p). 
Thus, Step (1) is proved. 
Step 2. Suppose V is a cycle with 1 V [ # 0. 
(A) W satisfies conditions (3)-(6). Consider Z’(Wi , 1). If we can show 
that Z’(v, , 1) < 2 for all q E W, then W will vacuously satisfy conditions 
(3)--F). 
Z’(q , 1) < number of wi E W such that q&,, # 0, 
< (number of w such that qzu # 0) 
+ (number of w such that nWu f; 0), 
< C nv.d + nwlu = C qu,d. 
W’EV W’EV 
But Ct/Ev 4v.w’ = 2, since V is a cycle. Thus Z’(Vi , 1) < 2 for all o$ E W. 
(B) W satisfies (1) and (2). Recall that V is connected. we begin by 
proving two lemmas. 
LEMMA. n,,, = 1 or 0 for v, w E v. 
Proof. If qW > 2, then, since 2 = xWsEV q,,w, , we have that n,,, = 2, 
and qu,w’ = 0, w’ # w. Similarly, qw,w’ = 0 for w’ # V. Thus, since V is 
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connected, V = {v, w}. But 1 V 1 # 0, therefore n,,, = 1 = nW,V , which 
results in a contradiction. 
LEMMA. There exists v E V such that nvv = 1 if and only if V = {v}. 
Proof. If V = {v}, then 2 = CveV qV,,,’ = qu,u = 2n,, . If nVu = 1, then 
Q - 2. Thus, q,,,, = v,v - 0 for all w # v, since &oyqv,w = 2. Since V is 
connected, V = {v}. 
Case 1. V = {v}. Then [ V [ > 1. Thus, if V = {v), then W does not 
contain a cycle; for, consider vi, ,..., vi , a set of vertices in W. Let vi1 be 
such that ir < ii for 2 < j < r. Then ‘&r q,,,ui < 1 * {w,~ ,..., et,,} is not 
a cycle. 
Case 2. V = {D, w} with ~1 # w. Then 1 V 1 # 0 implies nuSw = 1 = 
nwv . Thus qhi,uj = 0 for all i and 
dj.Wj = 1’: 
if Ii-j1 # 1, 
if Ii-j1 = 1. 
Now consider any finite set of vertices in W, {xi1 ,..., x,,}. Assume il < ii , 
2 < j < Y. We may assume xi, = vi, . Then 
Thus, W does not contain a cycle. 
Case 3. V = {v’,..., vr} with r 3 3 and qul,yi+l = 1 = qvl,vv for 
1 <i<r- 1. Suppose / Vi #O. 
Let f: V --+ 2 as follows: 
2<i<r-1, 
f(&) = IfW + 1, if n - 1, g’+l*yi
f(TP1) - 1, if nvi,,i+l = 1, 
One easily verifies that I f (or)1 = 1 V 1 # 0. 
Suppose we have distinct elements, xi1 , x:, ,..., xi8 E W such that 
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We want to show that {x’,~ ,..., xi,} is not a cycle. We may suppose x1 = o1 
by renumbering the wi’s. Then 
4’1 i$*Wj f 0 
2 
* wj = %l+f(v’) or wj = VT kl+f(v’-lbfw) * 
By possibly reversing the order of the wi’s, we may assume xEz = z$+~(~~) . 
Then it follows that xX, = v~,+~(~~) . Continuing we find that 
i 
x:s = %,+z.fw’)+f(v’-‘b if s = 1. r + i, 1 <;<r 
(if i = 1, let f(w”) = 0). If xi = wg2, then xi;t1 = oi-f(V1j ; therefore 
q+,f # 0 o s = j -f(d), in which case {x’,, ,..., x5} is not a cycle, since 
- x8-’ . Thus, if {xk xi*} is to be a cycle, s = r. In this case, 
;:I= K,‘TIEf(or) +f(vr-l< ‘ihere s = I * r + Y. Then q,,&;, # 0 o t = 
k, + (I + l)f(v’). But f(vr) = 1 I’ 1 # 0. Thus K, # k, + (1 + 1) f(ol). 
Therefore q&m;, = 0. This completes Step 2. 
Step 3. N,’ satisfies conditions (l)-(6) for all n 3 1. We want to show 
that each component of N satisfies conditions (l)-(6) or is a cycle C with 
ICI #O. 
Let V be a component of N. Since N,’ satisfies conditions (3)--(6) for all 
n >, 1, by Theorem 1 of Section 5.A, V satisfies conditions (3)-(6). Now 
suppose V does not satisfy condition (1) or (2). We want to show V is a cycle 
with I V / # 0. 
By Proposition 1 of Section 4.E, V contains a cycle. Then there is a minimal 
subset V’ C V such that CwGVl qu,,, , > 2 for each v E V’. By Lemma 2 of 
Section 4.B, V’ either has one or two elements, or is a cycle. 
First, note that q,, = I or 0, since, by condition (1) on N,‘, qul,,+ < 1 3 
m l)a.wJ1 2 1 =s %?*, < 1. 
Case 1. Suppose V’ = {v}. Claim: V’ = V. If so, V is a cycle with 
1 V I = 1 # 0. We know nuu = 1, since quv > 2 and nuu < 1. Suppose 
V # V’. Then there is a w E V - V’ such that qzIsw # 0. In N,‘, consider 
o2 and vs. I’(n, , 1) b 3, since q&,v, # 0 # q&9 and qlu,,w, # 0 or 
qiw2 , wa # 0. Similarly, Z’(o, , 1) 3 3. But d’~~(~a) = 1, and hence (4) is not 
satisfied for N,‘, n >, 5. This yields a contradiction. 
Case 2. Suppose V’ = (w, w}. Then n,,w = 0 or 1 =+ nV,,, = 1 = n,,, , 
since qua + qvw b 2 and quv = 0 by minimality. Thus, V’ is a cycle and 
1 V’ 1 = 2 # 0. 
Claim: V’ = V. If V’ # V, then there exist x E V - V’ such that 
qv,r # 0 or qwsz # 0. Suppose qO,r # 0. Then l’(v, , 1) > 3, since 
dL,(wJ = 1, i = 1, 3 and &(xi) = 1 for some j. Similarly Z’(a, , 1) 3 3. 
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But dL,(vJ < 2, since diz(wa) = 1 = d;JnJ. Thus, N,’ does not satisfy 
condition (4) for sufficiently large n. This is a contradiction. 
Case 3. Suppose V’ has three or more elements. Then V’ is a cycle. 
(a) Claim: 1 V’ 1 # 0. By 
we can order the vertices of I”, Al,..., vr such that qyt,gi+l = 1 = q,,l,VP for 
1 < i < Y. Thus, n,d,,d+l = 1 or n,i+l,,i = 1, but not both. i = l,..., Y - 1 
and nul,Vr = 1 or qr,,l = 1, but not both. 
Define f: I/’ + 2 by 
fW = I”*, if n -1, ww - if 12V102 = 1, 
for 
2<i<Y-1, 
Then 
if nvi+l,,i = 1, 
if n - 1. 21’,2ri+l - 
Thus, if 1 V 1 = 0, then f(vr) = 0, and hence q~~,v~+,G~-l~ = 1. 
It follows that v:, v~+~(~I) ,..., v:+~(~,-~) is a cycle in N,’ for s 3 Y + 1 
and 71 > s + Y. This is a contradiction, since each N,’ has no cycles. Thus 
I V’ I # 0. 
(b) Claim: I” = V. If I/’ # V, then we may assume that there is a 
w E V - I” such that qv,w # 0. Hence, Z’(vs , 1) = 3 for 1 < s < n, as 
shown in Cases 1 and 2. Furthermore, ~,:(zJ~+~~~~~) < co. Then, for s > Y + 1 
and n > Y + s + 1, N,’ does not satisfy condition (4), and a contradiction 
arises. 
This completes the proof of Theorem 1. 
Finally, we prove the main result of this section. 
THEOREM 2. I’,, is of finite representation type for all n > 1, if and only 
if the graph associated to T,(M) is composed of Dynkin diagrams and cycles C 
such that I C 1 # 0. 
Proof. As in the proof of Theorem 1 we may assume the graph QrRcM) 
associated to T,(M) has only one component. If QTRtM) is a Dynkin diagram 
then T,(M) is of finite representation type. Hence T,(M)/]” is of finite 
representation type for all n > 1. Thus r, is of finite representation type. 
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If QTR(,,,) is a cycle with 1 QTRtM) / # 0 then the associated matrix of the 
graph associated to r, satisfies (l)-(6) by Theorem 1. Thus, the graph 
associated to r, is a Gabriel graph for n > 1. Thus r,, is of finite represen- 
tation type for all n > 1. 
Now suppose r, is of finite representation type for all n > 1. Then the 
reduced matrices N associated to the I’,, satisfy (l)-(6) for all n > 1. Hence, 
the reduced matrix N associated to T,(M) satisfies (l)-(6) or is a cycle V 
with 1 I’ 1 # 0 by Theorem 1. 
Case 1. N is a cycle V with 1 V j # 0. Then N = N, that is, the 
matrix associated to T,(M) is the same as the reduced matrix. If not, there 
exist i and j in the indices of N such that dim, Ki # dim, Kj and 
dimKi iMj # 0, where R = ny=, Ki and M = JJj iMj. By previous 
results, for sufficiently large n, there is an Y such that iz and i,+z are connected 
in N,‘. But m,z,i, = ni,j and m, ,i = nij and hence the graph associated 
to I’, has a component with &~‘p~& of vertices connected by more than 
one arrow. Hence the graph associated to r,, is not a Dynkin diagram. This 
is a contradiction and thus, N = N is a cycle V with 1 V ] # 0. 
Case 2. N is a Gabriel graph. Then by the methods similar to those 
used in proving Theorem 1, one can show that the components of the graph 
associated to r, are just subgraphs of the graph associated to T,(M). Further- 
more, in this case, for sufficiently large n, there is a component of the graph 
associated to I’,, which is the same as the graph associated to T,(M). Thus, 
r, being of finite representation type implies that the graph associated to 
r, is composed of Dynkin diagrams. Thus the graph associated to QTRcM) 
is a Dynkin diagram. This completes the proof of Theorem 2. 
6 
Let T,(M) be a special tensor algebra over k with R = ny=, Ki and 
M = ui,j ,Mj . Let Q be the graph associated to T,(M) and let N = (n,J 
be the m x m matrix associated to T,(M). Let 
ei = (O,..., 0, 1, ith place, 0 ,..., 0) E fi K, = R for i = l,..., m. 
i=l 
Q is the graph with m vertices 1, 2,..., m and exactly fiij arrows from j to i, 
where nij = dimKi (iMi) . dim(iMj)Ki. In Section 4 we showed that the 
components of N correspond to the components of Q. In this section, we show 
that, if N has I components, then there are I uniquely determined principal 
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central idempotents of T,(M), ci ,..., c, such that T,(M) E T,(M)c, x 
... x T,(M) c, as k-algebras. We show each T,(M) ci is an indecomposable 
special tensor algebra, and the graphs of the T,(M) ci are the same as the 
components of Q. 
We begin by studying the central idempotents of R which centralize M. 
Let C(M) = {idempotents e E R : em = me for all m E M}. 
PROPOSITION 1. Let (Y = r + x1 + x2 + ... E T,(M), where r E R and 
xc E @k M. Then 01 is a central idempotent of T,(M) o r E C(M) and xi = 0 
for alli > 1. 
Proof. The proof is left to the reader. 
Henceforth, we identify the elements r E C(M) by the central idempotents 
r+O+O+ ... E T,(M). We now find the unique elements of C(M) with 
which we will be concerned. We know that lR E C(M). Let c1 ,..., c, be 
nonzero orthogonal elements of C(M) such that 1 = c1 + ... + c, and r 
is as large as possible. 
PROPOSITION 2. The ide-mpotents c, ,..., c, are unique up to order. 
Proof. Let 1 = ‘&, cj’ with cl’ ,..., c, nonzero orthogonal elements of 
C(M). Then 1 = 1 . 1 = CL, (c,(&, c~‘)). Then, by maximality of r, 
cicj’ # 0 for exactly one j. For this j, cf = cicj’. Similarly cicj’ = cj’. Thus, 
after reordering, ci = ci’ for i = l,..., r. 
Since the ei’s are the central principal orthogonal idempotents of R, if 
c E C(M), then there is a unique set, denoted V, C {l,..., m} such that 
c = CiEvc ei. Let I = {l,..., m}. Note that V, = {z’ E I : eic = e,}. 
Consider the Vci’s. Since the ci’s are orthogonal and XI=, ci = 1, it follows 
that the Vcle.‘s form a partition of I. We will show that V, .‘s are the components 
of N = (nlj). First we prove a series of preparatory r&ults. 
LEMMA 3. c E C(M) o V, has the property that qi,l = ni, + nli = 0 
for all in V, and IEI- V,. 
Proof. Suppose c E C(M). Then c = Cjsy, e, . Let i E V, and 1 E I - V, . 
Now c . x = x and x . c = 0 for all x E iM, . Hence, since c centralizes 
M = JJi,i iMj, ni, = 0 for all i E V, and I E I - V, . Similarly, nti = 0 
for such i and 1. Hence, qil = 0 for all i E V, and 1 E I - V, . 
Now suppose V, has the property that qil = 0 for i E V, and 1 E I - V, . 
By assumption, M = ui,j &fj = (JJf,jsv, iMj) @ (&,~s~-v, JWj). NOW 
e = CesV e, acts as 1 on the first summand and 0 on the second, and hence 
c centraliies M. 
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COROLLARY 4. If V is a component of N, then CieY ei E C(M). 
Proof. Suppose V is a component of N and d is the metric on I defined 
in Section 4. Then di(Z) = cc for all i E V and I E I - V. Hence, qisl = 0 
for all i E V and 1 E I - V. The result follows from Lemma 3. 
Consider c, ,..., c, E C(M) constructed above. 
LEMMA 5. Each Vc, contains a component of N. 
Proof. Fix i. Since the disjoint union of the components is I, we can find 
a component V such that V n Vcs # 0. We claim that V C V,, . Let 
v E V n V,, and w E V. Then d,(w) = n < co, for some n. Thud there 
exist distindt elements of V, v = vs, or, ~a,..., vn = w, such that qvi,yi+l # 0 
for 0 < i < n - 1. Since qi,l = 0 ifj E Vci and I E I - Vci , it follows that 
v 01 , v ,..., vn E v, . In particular, w = v/n E V,, . Thus V C VcJci . 
We can now irove the major result of this iection. 
THEOREM 1. Suppose T,(M) is a special tensor algebra with associated 
m x m matrix N. Let cl ,..., c, be nonzero orthogonal idempotents in C(M) such 
that 1 = CI=, ci and r is maximal. Then N has r components, namely, 
V c1 ,..., Vcr , where Vci = (j E {I ,..., m} : ejc, = ej}. 
Proof. Let V, , V, ,..., V, be the components of N, and let ci’ = CiEV, ei . 
Then the ci’ are nonzero elements of C(M) by Corollary 4. Since the Vi are 
disjoint and (Ji Vi = {l,..., m}, the c2’ are orthogonal and 1 = xi=, ci’. 
The V,, are disjoint, and, since each Vi is contained in some Vc, , each V, 
is contained in only one Vcj . Then ci’ . ci # 0 for only one j. By maximality 
of r, for each j, ci’ . cj # 0 for only one i. Hence t = r, and, after reordering, 
c2‘ = ct . It then follows that V, = V,, . 
Finally, the ci give a decomposition’of T,(M), namely, 
T,(M) = T&k&) x .** x T,,t(Mc,). 
By the maximality of r, it follows that the TRci(Mci) are indecomposable 
special tensor algebras. Since the ci’s are unique, this decomposition of 
T,(M) is unique. 
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