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Abstract 
Hofri, M. and Y. Kogan, Asymptotic analysis of product-form distributions related to large 
interconnection networks, Theoretical Computer Science 125 (1994) 61-90. 
A large interconnection network is modeled as a closed queueing network. The discussion uses the 
terminology of a multiprocessor system with partially available buses, connecting several groups of 
memory modules, but the same model applies to other engineering systems, such as circuit-switching 
connections. A particular feature of the model is that it accommodates non-uniform addressing 
patterns (asymmetric switch), and that the analysis handles bottlenecks well. Exact expressions for 
the standard performance measures-processing power and memory bandwidth-are presented, 
using the system partition function, with recursion relations for their computation. 
For large systems, we derive simple approximations of the performance measures, in terms of 
asymptotic estimates of the partitions functions and the steady-state probability distribution 
functions. A new approach is used to estimate the key quantity in the approximation: the relative 
weights of the system macro-states, expressed in terms of an equivalent queueing network, where 
each memory group is replaced by a single-server node with variable service rate. The approach is 
based on an integral representation of these weights in terms of the Cauchy integrals of their 
generating functions, and the estimation of these integrals by the saddle-point method. Numerical 
examples exhibit the dependence of the quality of the estimates on the system parameters. 
1. Introduction 
The paper is concerned with mathematical techniques for the analysis of large 
interconnection networks. The original aim was the performance evaluation of the 
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Fig. 1. A multiple-processor multiple-storage system with partially available buses: double lines - buses; 
single lines - connecting wires. 
multiple-bus organization with partial availability, proposed in [11] as more cost- 
effective than the simpler multiple-bus organization that uses global buses. This origin 
is reflected in our terminology throughout the paper. Figure 1 depicts a partial-bus 
system having N processors, M memories, and I3 buses. Since in a typical system of 
this kind the buses are the main source of congestion in the interconnection network, 
the memories are divided into II groups according to the buses that access them. All 
the processors are connected to all the buses, whereas group i of mi memories is only 
connected to, or accessible from a set of bi buses, ie (1.. n). Also, M =C,rni and 
B=C,bi. 
The behavior of a processor consists of cycles of computation followed by a request 
to a specific memory address (hence, a particular module). In order to satisfy the 
request, a bus as well as the memory module is required; hence, contention may occur 
for buses as well as memories for bus-limited systems - with bi < min( N, mi) in one or 
several groups. Once the request has been satisfied, the processor initiates a new cycle. 
Exactly the same figure - and mathematical model - can be used for a communica- 
tions switch, with buses and memories replaced by groups of trunks. 
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To analyze the performance of a partial-bus multiprocessor system with contention, 
we model the behavior of the system by a closed Markovian queuing network that 
generalizes the network studied in [S, 141, and obtain the exact solution. As is always 
the case with closed queiung networks, the calculation of the partition function (the 
normalization constant for the stationary probability distribution) is the key to the 
solution, and allows direct evaluation of all the interesting performance measures. To 
obtain comparisons of specific configurations, it is required to compute numerical 
values for this constant. The number of states in partial-bus and crossbar interconnec- 
tion networks is so high that the required calculations encounter the usual difficulties 
of dimensionality and numerical instability. This precludes its evaluation for large 
multiprocessors. 
We note that a recent paper [3] also presents a generalization of the model studied 
in [S, 141. It allows the different memory modules to be addressed with nonuniform 
frequencies. However, it is still limited to common-bus interconnection. The paper 
considers the joint probability thatj memory modules are requested, and II processors 
have pending memory-access requests. It develops recursive relations for the (un- 
normalized) exact values of this distribution, and evaluates the usual performance 
measures. Our approach (in the part dealing with exact analysis) differs from the 
method used in [3] in a key respect: the performance measures are expressed as ratios 
of the normalization constants, and the recursive evaluations are in part geared 
directly to these constants, normally resulting in more stable procedures. 
In this paper, in addition to the exact evaluation, we also develop simple approx- 
imations for the two main system-performance measures: processing power and 
memory bandwidth. This is done in steps as follows: 
(1) We obtain exact expressions for the aggregate steady-state probability distribu- 
tion of the system, through the results available in [ 121. These expressions coincide in 
special cases with results developed directly in [S]. 
(2) The above distribution turns out to depend on combinatorial functions that 
describe the structure of the system. We develop integral representations for these 
functions, by obtaining their generating functions, and then using the Cauchy integral 
formula. 
(3) Approximating the integrals by the Laplace and saddle-point methods provide 
asymptotic estimates for these combinatorial functions. 
(4) The asymptotic estimates are used to compute the total probability of a macro- 
state, defined for an equivalent queuing network, similar to the one introduced in [S]. 
The nature of the distributions in such systems is that they are unimodal (in each 
coordinate), and in the limit are very highly concentrated in a small neighborhood. 
Since the performance measures are expectations with respect to these distributions, 
their evaluation is immediate. 
(5) The asymptotic estimates are also used for direct evaluation of the system 
partition function, and we use it to express the two performance measures. 
The approximation described in step 4 reduces the asymptotic evaluations 
of partial-bus and crossbar architectures to the solution of systems of quadratic 
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equations, so the actual computations are truly few. While the results are only 
guaranteed in the limit of infinitely-large systems, processors, memories, etc. extensive 
numerical experimentation, some of which we present below, shows that the perfor- 
mance measures for multiple-bus system were estimated with reasonable accuracy 
even for moderate values of N, M, and B. 
For this reason, we only computed throughout the leading terms in the asymptotic 
expansions (sometimes with a rough estimate of the order of the correction term). 
While the same techniques we used can yield here much more detailed expansions, the 
quality of the numerical results indicated that this would be rarely justified. 
The same technique - obtaining generating functions for the system partition 
function, expressing the latter as a contour integral and estimating it via the saddle- 
point method - can be used also for other closed queuing networks. The remarkable 
feature of the method is that it is usable for networks where different nodes have mixed 
traffic conditions; in particular: a combination of “normal” traffic with heavy traffic or 
a bottleneck node (such a node determines the utilizations and queue sizes in all other 
nodes). We present such examples below. 
This paper is organized as follows. In Section 2, we state the assumptions of the 
queuing network model and present exact expressions for the steady-state distribution 
and the performance measures, based on the generalization in [12] of product- 
form queuing networks. In Section 3, we derive asymptotic representations for the 
combinatorial functions that appear in the steady-state distribution, and use them to 
derive approximate formulas for the performance measures. Section 4 presents some 
numerical results on the accuracy of the approximation for the processing power. 
Section 5 discusses further our techniques. 
2. Model assumptions and exact expressions for performance measures 
We make the following assumptions on the queuing network model for multiple- 
bus multiprocessor systems with partial buses (cf. [3,5]). 
(1) When a processor accesses the common memory, a connection is established 
immediately between the processor and the referenced module, provided that the 
module is not being accessed by another processor and a bus is available for connection. 
(2) There is at most one outstanding reference request per processor. Durations 
between the completion of a request and generation of the next request to the 
common memory are independent exponentially distributed random variables with 
the same mean l/A for all processors. 
(3) Durations of memory accesses in the absence of memory and bus contention are 
independent exponentially distributed random variables with the same mean l/,Ui for 
all the memory modules in group i, iE(l, n). 
(4) The probability of any processor to address any memory module in group i is 
pi/mi, i~(l, n), where zip,= 1. It is independent of the processor and storage module 
identities. 
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(5) The assignment of shared resources (in the present context - buses) to waiting 
processors is assumed to follow the FCFS queuing discipline for each memory 
module. 
Under these assumptions, the system behavior can be modeled as a closed 
Markovian queuing network with passive resources [12,14] that gives rise to a 
product-form steady-state probability distribution. The queuing network comprises 
one infinite-server (IS) station and n multiple-server stations, with limited server- 
access. The IS station represents the processors while the latter represent n groups of 
memory modules and their buses. We note that this is not a conventional queuing 
model because of the simultaneous resource requirement: a processor cannot use 
a free bus (which is the server, in our model) if the memory module it requires is in use. 
The state of the queuing network is defined by an n-tuple of integers l=Q1, . . . , l,), 
where li is the total number of processors queued for memory modules that are in 
group i. Processors in service are included. Using the general approach developed in 
[12], we obtain the steady-state distribution (proved in the appendix): 
n(l)= C(N)7 fJ, Ki( li)fif’ ) O<ClidNp O<li<N, (1) 
i=l 
where 
n 
t= C li, (N)i=N!/(N-f)!, ?i = @i/W/4, 
i=l 
K,(O)= 1, 
C=n(O) is the normalization constant. The Ki(li) can be collected in the generating 
function 
This generating function is regular in IzI <min(l, bi/mi). We note that if bi > 
min(N, mi, Ii) then 
A straightforward extraction of the coefficients from k,(z) produces 
(5) 
an explicit expression which tells us little about the way K(l) depends on the system 
parameters, except when bi 2 mi. Since the latter case describes a situation where buses 
never form a constraint, it is outside the range of our discussion. We observe that the 
functions Ki (I) depend only on the structure of the network, not on the processing 
rates. They embody the combinatorial properties of the network. 
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Remark 2.1. The steady-state distribution (1) is readily seen to coincide with that of 
a conventional (=without simultaneous resource constraints) closed exponential 
central-server queuing network: This queuing network comprises an IS station (the 
central server), and rz single-server (SS) stations with nonlinear service rates 
~i(li)=milliKi(1i_l)/Ki(1,), iE(l,n). (6) 
The branching probabilities are given by the same distribution p=(pI, . . . , p,J. 
Following [3,5], we use the performance measure “processing power”, equal to the 
expected number of active processors. A processor is called active if it does not have 
a pending storage request: it is neither accessing nor waiting to gain access to the 
common memory. Another popular performance measure is the “memory band- 
width”, defined as the average number of busy memory modules. 
The processing power PA is given by 
PA=C(N-Zi)K(Z). 
IGL 
(7) 
The memory bandwidth Ri (for group i) may be read off eq. (6) if we interpret it as 
specifying the effective number of servers: 
Ri=miC[K,(li-l)/Ki(li)]n(l), i~(l,n), (8) 
IeL 
where L = { l:OdCy, 1 li Q N}. The form of eq. (8) is similar to that in the queuing 
network model for the crossbar multiprocessor system discussed in [9]. Alternatively, 
it may be derived using the general approach developed in [12]. 
By virtue of Remark 2.1, PA and Ri can be expressed through the normalization 
constant of the equivalent conventional closed exponential queueing network. Using 
standard notation for the reciprocal of the normalization constant C-r of eq. (1) as 
a partition function G(N, n;p, m) where pi -fiimi = ;Ipi/~i, the expected number of 
active processors from eq. (7) is given by 
p =NG(N--l,n;p,m) 
A 
GW,n;p,m) 
and eq. (8) or (9) and Little’s formula provide 
R,=NpiG(N--l,n~p,m) 
I 
GW,n;p,m) 
=piPA. 
The partition function is given by its definition in eq. (1): 
G(N,n;p,m)=x(N)rfi Ki(li) E 
(3 
4 
ItL i=l 
(9) 
(10) 
(11) 
Before plunging into the main thrust of this work, asymptotic performance results, we 
provide the exact solution for one- and two-memory-module groups systems (we use 
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them later for comparisons). From eq. (11) we have the relation 
G(N,%p, PZ,~I,Q)= 
N N!G(N--/2,1;~1,mI) c (N-12)! (12) lz=O 
A related but more convenient function is 
G(N, u; P, m) 
F(N,n;p,m)= N, 
so that eq. (12) translates to 
N 
G(N,2;www4=~ W-s, l;~,,m) k(s). 
s=o 
(13) 
(14) 
To simplify the notation, we write G(N) and F(N) for G(N, l;pl,ml) and 
F(N, l;p,,mr). Now a specialization for G(N) from eq. (11) reads: 
G(N)=i(N)&(l) 0 f ’ (N-l)!. I=0 
Equations (9) and (10) are also simpler in terms of F(.): 
p =F(N-Ln;p,m) 
Ri=piPA= 
piF(N-1, nip, m) 
A 
F(i’J, n; P, 4 ’ W,n;p,m) ’ 
(15) 
(16) 
3. Asymptotic approximations 
We now let the system assume large dimensions in the following way: we fix the 
number of groups, n, and let the number of processors N increase, as well as the 
numbers of modules and buses in each group. The dimensions of the system are 
related as follows: 
n<no<cO, N,mi,bi+W, ;=ai, and ie(l, n), (17) 
where Xi and Bi, i@l,n), are constants, with their ratios denoted, as before, by 
yi’“i/Bi. We proceed now to obtain simple approximations for the performance 
measures with the use of an asymptotic representation of the distribution (1). 
3.1. Estimating the structure coefJicients K(I) 
The first step is to obtain an expression for the combinatorial factors Ki(l) that 
contain the main information about the system dimensions. We start with the 
generating function ki(z), rather than the explicit form for Ki( 1) given in eq. (5), since 
the former lends itself more easy to asymptotic estimates. For simplicity of presenta- 
tion, we omit the memory-module group index i in the following derivations. 
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For Idb, it can 
sion (2). Hence, 
be shown directly that the value given in eq. (4) satisfies recur- 
m+l-1 
K(l)= 1 ( 1 =&(I), I<b. (18) 
For higher values of I, we use the Cauchy integral formula and k(z) as given by eq. (3), 
K(l)=& k(z)z-‘-l dz, (19) 
with a contour C, that is within the regularity region of k(z). Technical reasons will 
force us below to split this range of 1 into two subranges, (b,l,) and (&,N), 
with IO defined as mb/(m- b). These subranges will be dealt with in the next two 
lemmas. 
Lemma 3.1. For 1~ lo = mb/(m - b), 
l+m-1 
K(l)= l ( 1 +K,tl), (20) 
(21) 
Proof. We need to compute the integral in (19) indirectly. The binomial coefficient in 
k(z) from eq. (3) is replaced by another contour integral: 
-‘-I(1 +w)” dw (22) 
so that the summation over j can now be completed, and eq. (3) yields 
k(z)=ll 
b(1 -yz) 27ci 
(1 +w)m Ww-4-u+W4b dw u= z 
(w - z# 
3 
1-z’ 
(23) 
Inserting this k(z) into eq. (19) and reorganizing produces 
(I,(w,z)+Iz(w,z))dwdz, Izl<y-‘> (24) 
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where 
(1 +w)” b(w-u)-u Z 
z,(w,Z)=-J- 
z(1 -yz)(w-U)2’ 
u=1_z> 
(25) 
(1 +w)” 1 
12(w’z)=Z~-b Wb(I -z)b (1 _z)(I -yz)(w-U)2’ 
We compute the contributions of Ii and I2 separately, but they must both be done 
on the same contours (up to deformations that do not cross singularities). We start 
with the more complex integrand, 12, since its behavior determines the contours we 
need. 
We plan to use the saddle-point method, and therefore write the integrand as an 
exponential, with a multiplicative term: 
(26) 
where h and I can be seen from eq. (25). 
From now on, we use the “dimensionless” ratios CI, /I, and x, for m/N, b/N, and l/N, 
respectively. 
Thus, 
h(w,z)=a [ log(l +w)-;logw+ i-z logz-t]og(l -Z) ( 1 1 . (27) 
The contributions of z and w split nicely, and the critical radii are achieved indepen- 
dently at z* = 1 -p/x, and w* = l/(y - 1). This independence means we can perform the 
integrations successively. 
We now have to split the calculation, as promised, depending on the relative values 
of the system size parameters. The reason is that for relation (24) to hold, the 
integration contour C, must lie entirely within the regularity region of the generating 
function, and this function has a simple pole at zO = y - 1 < 1, as well as one of a higher 
order at z1 = 1. Now consider the relative positions of the saddle point and the simple 
pole. If the pole zO is not inside the contour IzI =z*, then z1 is certainly not, and the 
contour is entirely within the regularity domain. The relation z* < zO translates, on 
substitution, to I < lo = mb/(m - b), just the range we consider in this lemma. Moreover, 
if N < lo this range is all we shall need. 
Note that we integrate only for the case I> b (otherwise we have eq. (18)). If l> b, 
then z* < 1, i.e. the saddle point will never be outside the unit circle, so the higher- 
order pole never contributes. 
For 1-c lo, we perform now the two integrations, using for each the general relation 
eNh(“)g(u) du z (28) 
and obtain, rearranging by powers, the value K,(l) given in eq. (21). 
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(a) (b) 
Fig. 2. A superposition of the z and w planes, showing the integration contours selected through saddle 
points. The curve through U* is the locus of u values when z traverses C, (not drawn to scale). 
We now have to evaluate the contributions of II to K(I). The original contour 
C, was only required to surround the origin. We now need it to pass through the 
point w = w*. For 1< lo, we find w* > U* = (l-b)/b. We select the circular contour 
shown in Fig. 2a, which is such that lu/w ) < 1 everywhere on C,. This allows one to 
develop the following factor of the integrand as two infinite series: 
(29) 
and using eq. (22) again we find 
(30) 
Then, remembering that C, for this range of 1 is entirely within the unit disk, we find 
K,(l)2 
2x1 
=[z’](l -Z)-m= ) 
where [z’]f(z) is the coefficient of z’ in the power series expansion off(z). 0 
(31) 
We proceed to evaluate K(1) in the second range, 1>1,. 
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Lemma 3.2. For 1> lo = mb/(m - b), 
K(I)zK,(1)+A(l), where .4(1)=(27~trn)-“~ 
and K,(l) is given by eq. (21) and t-(y- 1)-l. 
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(32) 
Proof. The representations for k(z) and K( 1) developed in the last proof are used here 
as well. First, we note that in this range the contribution of II vanishes: since w* <u* 
here, we may select for the integration in the w plane the contour C, shown in Fig. 2b. 
II is regular (in w) inside and on this contour. 
Now for the contribution of I2 in this range, which corresponds to x being in the 
interval (x,,, 11. The contour integrations produce precisely the same value given in 
eq. (21), as before. However, the contour that passes through the saddle-point in the 
z-plane now surrounds the pole of 12(w, z) at z0 = l/y. To obtain the value of K2( I), we 
need to subtract the contribution of the pole. This contribution equals the residue of 
the integrand at that pole. We use the fact that the contribution of II vanishes here, to 
look for the residue of k(z)z-I-‘, which happens to be easier to calculate; by 
substituting in eq. (3) we obtain 
Res(k(z)z-I-‘; z=‘/-‘)= -$I2 (1 -i)(y)lj, t-(y- 1)-l. (33) 
We evaluate the sum by replacing it with an integral and applying Laplace method. 
Let S denote the above sum. To keep the index of summation large, we complete it to 
m and subtract the remaining terms. For this value oft, the full sum vanishes and we 
are left with 
s=@l)(;)ij. (34) 
Stirling approximation now gives the binomial coefficient a continuous variable 
approximation, using the notation x = j/m. (The approximation is excellent across the 
entire range, except near the upper limit. However, the contribution in that region is 
usually negligible - unless t + 1; we can estimate the error in this step by replacing the 
upper bound in the sum by L m( 1 + x//3)/2 1, introducing an error which can be shown 
to be exponentially small, at O(exp [ - cl ml), with cl a positive constant. The Stirling 
approximation is now valid throughout the range, but as is shown below, this change 
is really of no consequence.) 
We estimate the sum by the corresponding integral (the change of scale produces 
a factor of m). This adds another error term of the size O(exp[-c2m]), where c2 is 
a positive constant. We find 
(35) 
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This integral we write in a form similar to eq. (26) 
s 
(1 +a/s)/2 
I= f(x)e- m+(x) dx 5 (36) 
PIa 
with 
f(x)= x-i [x(l-x)]-l’2, 
( 1 
(37) 
4(x)=xlogx+(l -x)log(l -xx)-xlogt. 
The function 4(x) is minimized at the lower end-point of the interval, B/M. Since 
bothf(x) and 4’(x) vanish at this point, we can write the integral, for large m, withy(x) 
replaced by (x - &~)f’( p/a), and 4(x) replaced by 4(j?/oi) + 1/2(x - ~/LX)” 4”( b/cc), and 
extend the range of integration to infinity (the error caused by the truncated repres- 
entation dominates all the previously introduced ones). Substituting the values of the 
derivatives yields 
I=e-m@caia)[(fi/a)(l -P/D.)]-‘I* 
J$exp[-;&]dx 
x(l+O(m-I’*)). (38) 
The integral itself equals /?(a - fi)/ mcr*, the exponential term exp(-m4(/3/a)) contrib- 
utes the factor (y/(y - l))“, and after cancellations with the leading term we find 
(39) 
The value of the residue is then --A(I), as given in eq. (32). 
3.2. Relative sizes of the components of K(l) 
We now compare the relative sizes of the contributions we found for K(1). Using the 
same notation in the Stirling approximation for the binomial coefficient K,(I) we 
obtained above, 
Ko(l)=J;rr~(l+Z)Ni(l+~)Na~(l+O(N-l)), m,l$l. (40) 
How do K,(I) and A(1) compare with this value? 
(41) 
(42) 
Large interconnection networks 
and the “constant” C,(x) holds all the factors that do not involve N: 
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co(x)=B2xJ(~-P)(x-B)(~+x)12~ 
C-d-4x-P)13 . 
(43) 
Clearly, as N increases, it is t(x) that dominates the behavior of this ratio, and keeps it 
conveniently small, as shown in the following lemma. 
Lemma 3.3. For x in the open interval (p, x0), where x0 = @/(II - /I), 
(44) 
The right end-point of the interval, x ,, is the x-value that corresponds to lo and 
there 5(x,,)= 1. 
Proof. It involves merely uninspired algebra, and in the limit x+x0 we obtain 
t(x)+ 1. For t(x) in the rest of the interval, we compute the derivative of log t(x); since 
the logarithm is a monotone function, it provides the information we need 
log 5(x) = log 
ct2= 
/?(Cr-p)a-~ 
+2xlogx-(tx+x)log(a+x)-(x-P)log(x-8). 
~log~(x)=2logx+2-lo&+x)-l-log(x-P)-Meg 
X2 
(45) 
(~+X)(X-P)’ 
Since x2 > (M + x)(x - /I) when XE(~, x0), the derivative assumes only positive values 
throughout this interval, hence {(x0) = 1 is the maximum obtained in that interval. 0 
The value of C,(x) is immaterial in the interval - except that at the endpoint its 
denominator vanishes; not surprising in view of the behavior of K(1) as I approaches 
IO. Hence, we should use the approximation only in the interval XE( /I, x0 - 6), for some 
small 6 > 0. In this range the value of the right-hand side of eq. (41) is O(rN), for some 
r< 1, and K(I)=K,(1) x (1 + O(rN)) there. We can use the value of T(x) for r. 
Consider now the range [@lo, N) or XE(X~, 1). Here K(1) = K,(1) + A(1). We compare 
these two: 
(46) 
where 
a@G=i3 
C1(X)=,IT;;lxP-a(x-8),“’ ;Ix)+2&((-~;~-“‘)“. (47) 
As in the proof of Lemma 3.1 we find that [(x0)= 1, and its derivative is negative for 
x)x0. Also here, as x nears x0, C,(x) blows up, and we can only say that for 
x)x0 +6, for a small positive 6 the value of C,(x) is dominated by [r(x), and we 
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conclude that K(I) = A(I) x (1 + O(sN)) for some 0 <s < 1 (and again, s = i(x) is a good 
approximation). 
Remark 3.4. We need later the fact that a very similar procedure to the above leads to 
where d(x) assumes the value 0(x,) = 1, and has a negative derivative for x > x,,. Hence 
in this range K,(1) is relatively vanishingly small, at A(1) x 0(0”(1/N)). 
In summary we have proved the following theorem for the asymptotics of K(I): 
Theorem 3.5. Let m > b and the limit conditions 
N+co while m/N =c( and bJN =/3 
hold with constants u and j3. Then Table 1 gives the possible values of K(1): 
(49) 
The quantity ((l/N)< ((1) appearing in Table 1 is given in eq. (44) and by Lemma 
3.1, when x0 > 1, ((1) is less than 1. This fact has an interesting and important 
consequence: when x0 > 1, as N increases, the system becomes asymptotically bus- 
sujficient! 
For x0 < 1 and l> lo, we have the unsurprising result that the residue of k(z), being 
closer to the origin than the saddle point, dominates. 
Our approximation does not cover the values of 1 close to lo, for which it is 
necessary to develop the so called “uniform asymptotic approximation” [18]. Here it 
is a difficult problem, due to the multiple singularities of the integrand. q 
We have obtained an asymptotic representation for the numbers Ki(li). We have 
seen that our queuing network can be characterized as a network where all the 
services of each memory-module group are carried out by a single server, with 
state-dependent processing rates, given by eq. (6). These rates depend on the numbers 
Ki(li) only through their ratios. We now develop a method to obtain the performance 
measures we need in terms of these approximations directly. 
Table 1 
l<b 
x021 x,<l 
b<l<Nx, K(O=KdO+K,U) K(U=KdO+K,(U 
=K,(1)(1 +O(~N(l/N)N-3’2)) 
Nx,<l<N =K,(I)(l +O(~“(l/N)N-3”)) K(I)=A(I)+K,(I) 
=A@)(1 +O([N([/N)N-3’Z)) 
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3.3. Estimating partition functions 
Consider a queuing network as above, with the same parameters A and N, and with 
one SS station that has the state-dependent rates 
(50) 
where the subscript a reminds us that an approximation is afoot, and 
K,(Z) and A(1) are as given in eqs. (40) and (32), respectively. For such a network, we 
can define F,(N;p,m) in terms of K,(1), as in eq. (15), to obtain for it an asymptotic 
expression (in N) via its generating function: Let x0 < 1, then 
@(z; P, 4 = c zN F, W; P, 4 
NbO 
(52) 
where A(Z) is replaced by A$. By Remark 3.4, the first summation over I can be 
extended to N without hurting the approximation, and we obtain 
m 
) x,<l. 
The expressions are much simpler for x0 3 1 and yield only the prefix 
@(z;p,m)=e’ 1-pz ( 1 
-m 
, x031. 
m 
(53) 
Since the partition functions F(.) for more than one group of modules are formed 
recursively by convolution on N, we find that the generating function for the n-group 
approximate partition functions has the product form 
@n(z;p,m)=e-(“-l)’ Jjl @(Z; Pi,mi). (55) 
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Again invoking the Cauchy formula, 
P z-N-l @,(z;p, m)dz. C 
Also repeating earlier derivations, for large N this integral can be evaluated by the 
saddle-point method, producing approximations F,(N - l;p,m) and F,(N;p, m), for 
F(N- 1 ;p, m) and F(N;p, m), respectively. We use their ratios only, according to 
eq. (16); since we expect the errors in these terms to be of the same sign, and the ratios 
will be more accurate than the individual values might suggest. 
3.4. Estimating system state probabilities 
We leave the last approach for future use, and proceed now to obtain a particularly 
simple approximation, based on a direct estimate of the system steady-state probabil- 
ity distribution, and the use of only the (narrow) range of states where this distribution 
attains its highest values. 
When xgi 3 1’ for all i~( 1, n), Lemma 1 of [ 161 may be applied, using eq. (1) and the 
first row of eq. (51), to give us the following limiting representation of n(l) when 
N-Co. 
n(l)=Cexp[-NMO(x)+O(logN)J, x=;, 
uniformly for all 1, where 
&dz- Ylog(l-t)dz, p=gxi 
I 1 s 0 i=l 
(57) 
and C is a normalization factor. It is worth noting that while we allowed each xi to 
vary in the interval [0, 11, only such states where yb 1 are realizable. 
The last approximation may be obtained directly from eq. (1) with the help of 
Theorem 3.5: write the binomial coefficient Ko(l) and the descending factorial (N)? as 
products; when these products are rewritten as e raised to the power of the corres- 
ponding sum of logarithms, and the sums replaced by approximating integrals, eq. (58) 
results. The error term is due to our replacing the value of K(I) by K,(1) (see Table 1 of 
Theorem 3.5). The approximate computation introduces a lower order of error. 
In the general case, when not all x0, > 1, our assumptions are slightly different than 
those that would allow one to use Lemma 1 in [16], but the computation outlined 
above is easily modified to produce a similar representation for ~(1) here as well, as 
N+co. The procedure is more complicated, since our approximation has a discon- 
tinuity at x=x0, as is seen in Table 1 of Theorem 3.5. 
’ The value x0, is x0 as above, specialized for the parameters of module #i 
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We start with a representation for the term 
h(l)-(N),K,(~) 0 ; I, 
when x0 < 1. For x<xO we obtain essentially the same expression as in eq. (58) as is 
obvious from Theorem 3.5. 
x 
lxz dz- 
x 
log--- 
0 /@+z) s 0 log(l-z)dz]+O(logN)}, xdxo. 
(60) 
For x > x0, the same procedure leads to 
(x-xo)logF- log(I -z) dz]+O(logN)}, x>xo, 
(61) 
where 
x0 
log5 - s x0 log (1 - z) dz , 0 P(a+z) 0 
The approximation is uniform in I= Nx in the above range. 
In summary, we have shown the following for the joint distribution in the multi- 
dimensional case, over the entire possible range for 1. 
Lemma 3.6. The joint steady-state probabilities of the n queues as N-too are given by 
where 
and 
7r(I)=Cexp[-NM(x)+O(logN)]+O(N-3/2), x=i, (62) 
M(x)=~ S^‘lOgli(z)dz-SYlog(l-z)dz 
i=l 0 0 
(63) 
%Pi 
Y=t xi, 
Cci-pi 
0 
i=l &Pi 
z>- 
~i_Bi’ 
(64) 
3.5. Estimating system performance measures 
We have developed estimates for the system state probabilities. The system perfor- 
mance measures of interest, as defined in eqs. (7) and (8), are expectations over these 
78 M. Hofri, Y. Kogan 
states. The summation required to compute the expectation will be done in two steps: 
the sums are replaced by the corresponding integrals (actually, eqs. (57) and (62) already 
provide the needed continuous-variable versions), and the integrals are then estimated 
via Laplace method. Hence, it is essential that we find the state at which the state- 
probability density achieves its highest value. In fact, it turns out that these maxima are 
so dominating, that simple substitution of the maximum point coordinates in the 
performance measures suffices. 
Consider first the case when all x0{> 1. Then the state probabilities are given by 
eq. (57). Looking for the values for Z(or x) which maximize the densities we can show the 
following result. 
Theorem 3.7. Let the conditions specijied in eq. (17) hold, with such values that x0, 2 1, 
iE(l, n). Then the performance measures are given by 
where the vector x(O) is the unique solution of the following system of equations: 
Proof. The conditions of the theorem imply that the system state probability distribu- 
tion is given by eq. (57). Maximizing the distribution requires the solution of the 
equations resulting from aMo(x)/axi = 0, which are precisely system (66). From mono- 
tonicity considerations (the left-hand side decreasing, and the right-hand side increasing 
in each Xi), this system has a unique positive solution x (‘) That M,(x) achieves there its . 
minimum is shown by considering the Hessian of M,(x). 
a*hfo(X) i =--- 
axiaxj 1 -Cxk ( 
1+6ij ~’ 
Pi(@i + xi)2 1 
(67) 
and proving it is a positive definite matrix. A sufficient condition for this is [15, p. 3951 
that all the principal minors are strictly positive. The matrix displayed in eq. (67) is of 
a standard form B = E + diaga, where E is the all-ones matrix. The determinant of the 
kth principal minor of such a matrix is given by d,(l)-&;(l), where dk(z) is the 
polynomial (a1 -z + 1) ... (ak - z + 1). Since all the ai in the above matrix are positive, the 
result follows, and hence x(O) is indeed a minimum. Finally, the peak of the distribution 
is quite sharp, and hence, by substituting in eqs. (7), (10) and (57), estimates (65) 
follow. 0 
Remark 3.8. The approximations we used in the asymptotic expressions are valid when 
the aggregate queue lengths at the memory modules are proportional to the parameter 
N. In other words - they are valid when a finite fraction of the processors is 
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inactive at any moment. Empty queues would be a large deviation (with the corres- 
pondingly minute probability). Hence, we are in fact considering a heavy trafJic situ- 
ation. This remains true even if the queueing delays are extremely small. It is a limitation 
of the method, but on the other hand, this is also the case when performance estimates 
are the more important. 
We now consider the more complex case where some of the xOi may be less than 1. 
It will be convenient to renumber the memory-module groups in such a way that 
P,,P,,...<p. 
Pl P2 ‘Pn’ 
(68) 
Moreover, we assume for simplicity one strict inequality (later we show the simplifica- 
tion this allows): 
!i,P,, 
Pl P2 
(69) 
Theorem 3.9. Let the conditions specified in eqs. (17), (68) and (69) hold; then 
(i) thefunction M(x) dejined in eqs. (63) and (64) has a unique minimum point denoted by 
x(O) in the region {x:xi>O,i~(l,n), 1~~61). 
(ii) Let x (I) denote the solution of the system of equations 
iG&n), 
which can be solved explicitly: 
,y!‘)= Bl%Pi 
%Pl-Pl Pi’ 
i@, 4, xy’= I-__ A n x(l, c 
Pl *’ i=2 
Then 
x(‘) 
x(o)= ’ 
i ’ 
xy3x01 
x(2) xy<xol 
where x(‘) is the (unique) solution of the system of eq. (66). 
(iii) The performance measures are given by 
(70) 
(71) 
(72) 
b, 
P,z- 
Pl’ 
f&F 
Pl ’ 
(73) 
when xCo)=xC1), and by eq. (65) when xCo)=xC2). 
Proof. First we show the uniqueness of the minimum point. Consider the partial 
derivatives of M(x): 
(74) 
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We observe that for every i@l,n), each derivative M,.(x) approaches -cc as Xi~O, 
and also that M,(x) approaches + co as Cxk+l. Since the functions involved are 
continuous and monotone, each derivative vanishes exactly once in the region specified 
in part (i). That M(x) has a stationary point x(O) (i.e. all the derivatives vanish 
simultaneously there) and that it is indeed a minimum point will be shown once we have 
determined explicitly the value of x(O). 
(ii) We calculate X(O) as follows: Equating the right-hand side of eq. (74) to zero yields 
the system 
i@l, n). 
k=l 
(75) 
That is, at the solution point all the qi(Xi) are equal. Since these functions are 
monotone non-decreasing, and the highest value obtained by ri(X) is Bi/pi: when 
xi=Xoi, the function qi(Xoi) attains this maximal value and stays there. Next, we 
traverse a curve in x space, in the above region, starting at x=0. At that point all vi(.) 
vanish. We pick a curve on which all these functions remain equal (their explicit form 
determines the required gradient at each point). As the components of x increase, 
1 -I& decreases. We do this until the two sides of eq. (75) become equal. Keeping 
in mind the order specified in eq. (68), we see that there are exactly two possible 
cases :
(1) equality is not obtained until the (common) values reach /I,/p,, and then we have 
reached the point x(l), which eq. (71) shows is a solution or 
(2) equality is reached earlier, at the point we designate by x@). 
In either case we have shown that a point where all the derivatives vanish simultan- 
eously exists. We call it x(O) ~ this is the desired stationary point. 
It remains to be shown that it is actually a minimum for M(x), and this follows 
precisely the same route as for Theorem 3.7, when x(O) =x(*) (an “interior” point), but we 
have to consider separately the possibility that x(‘)=x(‘), since then the (1,1) element of 
the Hessian is exactly 1, rather than > 1 as before. However, assumption (69) guarantees 
that the other elements on the diagonal are strictly greater than one, and the positive 
definiteness follows similarly. 
(iii) The values for the performance measures are obtained precisely as in the proof of 
Theorem 3.7. 0 
The results of Theorem 3.9 have the following interpretation. With the nonuniform 
load conditions (68) and (69), the performance of the partial-bus architecture is asymp- 
totically equivalent to that of a bus-sufficient system in each memory group when 
xy’ <x0, =a1 /?i/(c~ -/II). This follows from the observation that the most frequently 
occupied states (by far!) are then at the point xc*), precisely as in a system with xoi > 1, 
i@l,n) - and in such a system the probability distribution n(l) is determined by the 
same Ki(li) that arise when bi>min(N,mi,li). However, if x\l'>xol, group 1 acts as 
a bottleneck, and limits the utilizations (including processing power, memory band- 
width and queue sizes) in all other groups. 
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Finally, we specialize the approximation for the processing power in the particular 
case n= 1 (multiple-bus organization with B global buses for M memory modules), 
a case also handled in [17]. 
Corollary 3.10. Assume as in condition (17) that N-+cc while M/N =c1 and 
where CI and /I are constants. Let z*@O, 1) be a root of the quadratic equation 
2+ a-l+! z--a=o, 
( 1 P 
where p = A/p, Then the performance measures are 
&%N(l-z*), lZ+$ iyz* <xg, 
P,zb/p R=b ifz*axO, 
where x,=cr/3/(cr--p). 
B/N=/3 
(76) 
(77) 
Some insight into this result may be gained if we remember that for the corresponding 
queuing model of the crossbar (or bus sufficient) multiprocessor system the expected 
number of busy memory modules, fi, 
_ Mz* 
rnz- 
cC+z*’ 
M,Ngl. 
Hence, precisely as in the above observation, it is natural to assume that the 
bus-oriented system has approximately the same performance as the crossbar or 
a bus-sufficient system if the number of buses satisfies 
is approximated in [9] by 
(78) 
Mz* 
p<b 
cC+.Z* (79) 
or z* <x,,. It is interesting to note that this inequality holds for any p if 
b > MN/(M + N). In particular, for N = M, the bus-oriented system has approximately 
the same performance as the crossbar system if b Z M/2 + 1. The last result has been 
conjectured in [11] from simulation. 
4. Numerical results 
In this section we evaluate the accuracy of approximations for the processing power 
PA for the usual multiple-bus organization with global buses, in Tables 2 and 3, and 
show an example of results for two groups with partially available buses - in Table 4. 
The captions E, Al and A2 refer to exact results and approximate results, respectively. 
Exact results were computed through eqs. (2)-(16). The results under Al were 
obtained by a first-level approximation - the system partition function was computed 
with the terms K(I) approximated by Theorem 3.5, and then used in eqs. (14)-(16). 
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Table 2 
Performance measures with global buses: a = 1, 8=0.3 
N P p* R 
E Al A2 E Al A2 
0.20 8.026 8.034 8.074 1.605 1.607 1.615 
0.40 6.133 6.108 6.492 2.453 2.443 2.597 
0.45 5.714 5.681 6.163 2.571 2.556 2.773 
10 0.50 5.327 5.288 5.858 2.663 2.644 2.929 
0.525 5.145 5.105 5.714 2.701 2.680 3.000 
0.55 4.972 4.930 5.455 2.134 2.712 3.000 
0.70 4.092 4.055 4.286 2.864 2.838 3.000 
0.20 16.150 16.156 16.148 3.230 3.231 3.230 
0.40 12.586 12.564 12.984 5.034 5.026 5.194 
0.45 11.751 11.720 12.325 5.288 5.274 5.546 
20 0.50 10.960 10.924 11.716 5.480 5.462 5.858 
0.525 10.584 10.548 11.429 5.557 5.538 6.000 
0.55 10.222 10.187 10.909 5.622 5.603 6.000 
0.70 8.363 8.344 8.571 5.854 5.841 6.000 
0.20 80.775 80.775 80.742 16.155 16.155 16.148 
0.40 64.698 64.709 64.922 25.879 25.884 25.969 
0.45 60.927 60.899 61.626 27.417 27.405 27.732 
100 0.50 57.082 57.029 58.579 28.541 28.515 29.289 
0.525 55.141 55.092 57.143 28.949 28.923 30.000 
0.55 53.207 53.171 54.545 29.264 29.244 30.000 
0.70 42.779 42.793 42.857 29.945 29.955 30.000 
Table 3 
Performance measures with global buses: N = 100, G( = 1 
P b P‘ R 
E Al A2 E Al A2 
3 15.ooo 15.000 15.Oixl 3.000 3.000 3.000 
7 35.000 35.oLM 35.c00 7.000 7.000 7.000 
0.2 10 5o.OcQ 5o.ooo 5o.ooo lO.cQO lO.oM) 10.000 
20 80.423 80.438 80.742 16.085 16.088 16.148 
80 80.775 80.775 80.741 16.155 16.155 16.148 
10 20.000 20.000 20.000 10.000 10.000 10.000 
20 40.000 40.000 4o.ooo 2o.oOil 20.003 20.000 
0.5 25 49.945 49.947 5o.OOQ 24.973 24.973 25.000 
30 57.082 57.029 58.579 28.541 28.515 29.289 
80 58.682 58.682 58.579 29.341 29.341 29.289 
10 lO.OcO 10.000 lO.cMl 10.000 10.000 10.000 
30 29.999 3o.cMl 30.000 29.999 30.000 30.000 
1.0 40 37.785 37.739 38.197 37.785 37.739 38.197 
50 38.3200 38.3204 38.197 38.3200 38.3204 38.197 
80 38.3203 38.3204 38.197 38.3203 38.3204 38.197 
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Table 4 
Two memory-module groups: ai = 1, p, = 0.3, i = 1, 2 
N PI PZ p.4 
E A2 
10 0.3 
0.4 
0.5 
0.7 
100 0.3 
0.4 
0.5 
0.7 
0.30 5.690 5.793 1.707 1.738 1.707 1.738 
0.50 4.713 4.957 1.414 1.487 2.356 2.479 
0.70 3.843 4.269 1.153 1.281 2.690 2.988 
0.90* 3.161 3.333 0.948 1.000 2.845 3.000 
1.10* 2.65 1 2.727 0.795 0.818 2.916 3.000 
0.40 4.829 5.000 1.932 2.000 1.932 2.000 
0.60 4.072 4.354 1.629 1.742 2.443 2.613 
0.80* 3.393 3.750 1.357 1.500 2.715 3.000 
1.00* 2.849 3.000 1.139 1.200 2.849 3.000 
1.20* 2.429 2.500 0.971 1.000 2.914 3.000 
0.50 4.160 4.384 2.080 2.192 2.080 2.192 
0.70 3.569 3.875 1.785 1.937 2.498 2.712 
0.90* 3.032 3.333 1.516 1.667 2.729 3.000 
1.10* 2.590 2.727 1.295 1.364 2.849 3.000 
1.30* 2.239 2.308 1.120 1.154 2.911 3.000 
0.70 3.219 3.503 2.253 2.452 2.253 2.452 
0.90 2.843 3.167 1.990 2.217 2.559 2.850 
1.10* 2.491 2.727 1.744 1.909 2.740 3.000 
1.30* 2.187 2.308 1.531 1.615 2.844 3.000 
1.50* 1.935 2.OQO 1.354 1.400 2.902 3.000 
0.30 57.982 57.930 17.395 17.379 17.395 17.379 
0.50 49.531 49.574 14.859 14.872 24.765 24.787 
0.70 41.270 42.691 12.381 12.807 28.889 29.884 
0.90* 33.232 33.333 9.970 10.000 29.909 30.000 
1.10* 27.268 27.273 8.180 8.182 29.995 30.000 
0.40 50.057 50.000 20.023 20.000 20.023 20.000 
0.60 43.384 43.543 17.354 17.417 26.030 26.126 
0.80* 36.49 1 37.500 14.596 15.000 29.192 30.000 
1.00* 29.926 30.000 11.970 12.000 29.926 30.000 
1.20* 24.996 25.000 9.998 10.000 29.995 30.000 
0.50 43.887 43.845 21.944 21.992 21.944 21.922 
0.70 38.455 38.749 19.228 19.375 26.919 27.124 
0.90* 32.645 33.333 16.322 16.667 29.380 30.000 
1.10* 27.214 27.273 13.607 13.636 29.936 3o.ooo 
1.30* 23.073 23.077 11.537 11.538 29.995 30.000 
0.70 34.962 35.029 24.473 24.520 24.473 24.520 
0.90 31.120 31.665 21.784 22.166 28.008 28.499 
1.10* 26.895 27.273 18.826 19.091 29.584 30.000 
1.30* 23.035 23.077 16.125 16.154 29.946 30.000 
1.50* 19.996 20.000 13.997 14.000 29.994 3o.OOiI 
RI R2 
E A2 E A2 
The results under A2 were computed through the procedures specified by Theorem 3.9 
(for two groups) and its corollary (for one group ~ global buses). Finally, the stars in 
Table 4 denote situations in which the load factor combinations resulted in the second 
group becoming a bottleneck. 
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The tables reveal several interesting phenomena: 
(1) In Table 2, we selected several values of p, such that the maximum coordinate of 
the steady-state distribution ~ determined by eq. (76) - falls close to x0, which equals 
0.429 for the parameters there used. Indeed, in this neighborhood both approximations 
have their poorest showing. This is also apparent in Table 3. The source was already 
pointed above: at x=x0 our approximation of K(1) breaks down. We did not include 
here comparisons of the exact and approximate values of K(Z) - they were very close 
(within 5%, mostly better) as long as Ix-x0( ~0.05. 
(2) As expected, the relative error decreases uniformly with increasing N, and even for 
N = 100 (where there is still hardly a need for approximation, as the exact values 
required seconds to compute), they are already comfortably in the “asymptotic range”. 
(3) As was to be expected, the scheme Al does much better than the drastic 
approximation A2. Indeed, its deviations from the exact values are minimal, but 
there is nothing to recommend it, considering that while it is an approximation, 
it requires not much less computations than the exact results. Also, when 
the configuration is fairly large it would encounter serious numerical problems 
(because of the size of the partition function F(), which decreases very fast). Due to this, 
and the fact that it displays a blind spot to bottlenecks, we did not display its results in 
Table 4. 
(4) In Table 3 the buses are indeed the limiting factor in most of the configurations. 
5. Conclusions 
In this paper we have discussed a Markovian closed network model of a multiple- 
bus multiprocessor system with partial buses and presented exact analysis for its main 
performance measures. We also provide asymptotic analysis for the case when the 
number of processors, memories, and buses is large while the (finite number of) groups 
of memory modules are nonuniformly loaded. Our main result reduces the evaluation of 
the processing power and bandwidth to the solution of the system of quadratic 
equations. For the case of the usual multiple-bus organization this result indicates 
explicitly the minimal number of buses with which, for a given set of other parameters, 
the bus-limited system has asymptotically the same processing power as the crossbar 
system. Numerical results are presented which give an insight into the degree of 
accuracy of the asymptotic approximations. 
We believe our approach to asymptotic evaluation of combinatorial sums, as de- 
veloped here, has broad applicability, as recent papers [2,7, S] show. In particular, 
the integral representation has several advantages when compared with earlier ones 
(see [14]). First, it holds for additional types of networks, notably asymmetric closed 
networks with multiserver nodes. Secondly, it allows mixed types of traffic, such as 
“normal” traffic and heavy traffic; there it may be compared with the sequence of 
papers by McKenna et al. starting with [14]. The exact-analysis part may be shown to 
be useful for the treatment of additional forms of generating functions for system 
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partition functions [6]. Asymptotic bottleneck analysis in the nonstationary regime is 
developed in [lo] by martingale methods. 
As described in the paper, the method can only be applied to systems in which the 
memory-access times are exponentially distributed random variables. However, we 
conjecture that by combining our method and EPA [4], similar results can be obtained 
for generally distributed memory-access times. 
Appendix 
In [12,13] Le Boudec has shown that a queueing network which consists of 
multiple-server facilities with concurrency constraints (MSCCC is his term for 
such a station) together with “BCMP stations” has a product-form steady-state 
distribution. 
His results are directly applicable to our system and we obtain 
TC(f)=Kf;S(N-r) fi j(li), r=T Ii,
i=l i=l 
(80) 
where K is a normalization constant, f;(li) is the state distribution of an isolated 
MSCCC station (with the parameters of the ith memory-module group), in a loop with 
li customers (Fig. 3), and Js (N - 1, represents the state of the IS station in the usual 
product-form solution, and equals l/( JUN-‘(N - r)!). 
Le Boudec allows servers to have different service rates, hence the states for which he 
proves the steady-state distribution of the MSCCC stations are much too detailed for 
our needs. Even those he calls “aggregated state probabilities” specify a state as the 
collection of “active classes” - the set of memory modules being accessed in our system, 
denoted by A, and a “waiting room state” it = (nl, . . , n,), where nj is the number of 
queued requests for memory module #j. 
Hence, we shall have to aggregate further the states (and sum over the corresponding 
micro-state probabilities), since when the service rates of all servers are equal, the 
number of requests in such a system (waiting room and those in service) is a complete 
state specification. 
Pi 
lj customers 
Fig. 3. An isolated MSCCC station. 
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For a generic MSCCC station we drop its index. The station has b servers and 
m classes, and its steady-state probability distribution, when in isolation, in terms of the 
above semi-detailed specification (A, n) is given in [ 1 l] as 
(81) 
where p(O) is the probability of an empty queue, all the p are for the ith station or 
bus-group: p”i=pi/mi~i, for i~(l,n), and finally 
if nj=O Vj@A, 
(A, II - lj) 2 otherwise, 
where lj is an m-dimensional all-zero vector, except the jth component which is 1. In our 
system it is merely 1= I A I + In) that specifies the state, due to the access-rate uniformity, 
and so we aggregate further to write steady-state distribution for the MSCCC station as 
min(b, I) 
.N)=P@) c P” c c b’-“n(A,n) 
min(b, I) 
=POP’ c c 1 n(O). 
a= 1 {A:IAl=o} (II InI=!-a} 
The summation over all sets of fixed size a merely produces a factor (,“), once we specify 
one such set; it will be convenient to fix A,, as consisting of modules 1 through a. Hence 
f(l)=~(O)?’ m’z”(z) c n(&,n). (84) 
a=1 (fll”~=-lZ] 
Consider first 1~ b. In these cases waiting requests can only be queued for currently busy 
modules, and by the first line of eq. (82) all the JJ (A,, n) there equal 1. Hence in this case 
(85) 
Now reconsider eq. (84), this time for 1> b. When a < b, again all queued requests are for 
occupied modules, resulting in n (A,, n) = 1, the same combinatorial computation that 
led to eq. (85) holds, and hence 
If b >m the second term drops, and the remaining sum is precisely the one given in 
eq. (85). The interesting case is clearly b < m. In that case the first sum has no closed 
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form (it is related to coefficients of Jacoby polynomials). Hence, our purpose is to 
derive a recursion for the expression in braces in eq. (86), which we denote 
by K(l). 
This requires a series of reductions and considerations of special configurations of the 
waiting room crowd. First we make the following distinction, according to the sum of 
the last m-b components of n, which we denote by x(n): 
(a) There are no waiting requests for modules b + 1 through m, i.e. x(n)=O. The 
number of such n vectors is (:I:), and n(&,n) is 1 in each case. 
(b) Some of the waiting requests are for modules b + 1 through m. Then we have to use 
the second line of eq. (82). 
The sum in the second term in braces of eq. (86) is denoted by K,(l), and equals 
(87) 
The last summation in eq. (87) overj, is now split into two: 
(88) 
When the vectors n in the first sum of (88) go through all possible values, each n - lj 
arises in precisely b ways, and the sum there of the last m-b components, x(n - lj), 
remains positive. For the second sum we again distinguish two cases, according to the 
sum x(n), when it is 1 or more. The point is that when it is 1, the summation contains 
just one term, it reduces the n by precisely that lj that made the components sum to 1, 
and hence the n(Ao,n- lj) factor in it is 1. There are (:I:) (m-b) such vectors. 
Hence we obtain (note the 1 -b - 1 in the first sum) 
In the last sum each particular vector n1 = n - lj in fl(Ao, nr) can be generated in m-b 
ways, and in each such vector the sum of the last m-b components is x(n,)> 1. 
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We obtain 
Now we are set to produce a recursion for K(1): substituting in eqs. (86) from the 
definition of K(1) and (90) we have 
From the first line of eq. (87), we see that K(1) has the value 
Substituting from eq. (92) in (91), and writing (i)= (‘; I)+( f: :) we have 
(92) 
(93) 
The collection of binomial coefficients can be somewhat simplified using the following 
“telescopic” sum identity: 
to obtain for the right-hand side of eq. (93) (except the first term) 
(94) 
(95) 
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Finally eqs. (85) and (86) read 
i 
ldb, 
f(Q=P(O)P’K(0, K(l)= 
(96) 
and resubstituting in eq. (80) 
(97) 
Inserting I into ~TI to obtain j, and lumping (N!n”)-‘n~, 1 pi, o into the constant we 
obtain eqs. (1) and (2). 
Remark. An earlier derivation of the same distribution ~(1) was obtained independ- 
ently in [17], using the results of [4]. 
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