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Abstract— Being able to safely operate for extended periods
of time in dynamic environments is a critical capability for au-
tonomous systems. This generally involves the prediction and
understanding of motion patterns of dynamic entities, such as
vehicles and people, in the surroundings. Many motion predic-
tion methods in the literature can learn a function, mapping
position and time to potential trajectories taken by people or
other dynamic entities. However, these predictions depend only
on previously observed trajectories, and do not explicitly take
into consideration the environment. Trends of motion obtained
in one environment are typically specific to that environment,
and are not used to better predict motion in other environments.
In this paper, we address the problem of generating likely mo-
tion dynamics conditioned on the environment, represented as
an occupancy map. We introduce the Occupancy Conditional
Trajectory Network (OCTNet) framework, capable of general-
ising the previously observed motion in known environments,
to generate trajectories in new environments where no observa-
tions of motion has not been observed. OCTNet encodes trajec-
tories as a fixed-sized vector of parameters and utilises neural
networks to learn conditional distributions over parameters. We
empirically demonstrate our method’s ability to generate com-
plex multi-modal trajectory patterns in different environments.
I. INTRODUCTION
Understanding movement trends in dynamic environments
is critical for autonomous agents to achieve long-term au-
tonomy. This is further highlighted by the increasing interest
in developing autonomous agents capable of coexisting and
interacting with humans in a safe and helpful manner, for ex-
ample, service robots and self-driving vehicles. Humans are
adept at anticipating how dynamical objects may move based
on the layout of the environment, yet remains non-trivial for
robots. Learning to generate likely motion trajectories can
allow autonomous agents to anticipate future movement, and
better plan in environments with dynamic objects.
Learning motion trajectories requires the development of
predictive models that anticipate complex motions and cap-
ture the probabilistic and multi-modal nature of such trajec-
tories. Simple motion prediction approaches, such as con-
stant velocity or acceleration models, involve extrapolating a
partially observed trajectory to unseen regions. These meth-
ods cannot make use of previous trajectories observed in
different environments, and are typically not map-aware [1].
That is, the predicted motion is dependent exclusively on
characteristics of the dynamical object, taking neither estab-
lished paths nor the environment’s geometry into account.
Advances in machine learning have led to the development of
methods which learn the general flow of movement [2]–[4].
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Fig. 1: Generated likely motion trajectories (in red) in new
environments. End points are indicated by scatter points.
OCTNets can capture the probabilistic, multi-modal nature
of motion trajectories. Generated trajectories are generalisa-
tions of motion trajectories observed in other past environ-
ments, and the ground truth trajectories (in blue) hidden dur-
ing training.
These methods are map-aware, as they learn the behaviour
of motion from all trajectories observed in the environment.
Map-aware methods which learn entire trajectories instead of
flows have also been developed [5]. However, these methods
are restricted to being map-specific, and cannot generalise to
environments where trajectories have not been observed.
It is often not possible to observe enough trajectories in a
particular environment to build specific flow models of tra-
jectories within a short time. On the other hand, building a
static occupancy representation of the environment does not
require prior observations of motion trajectories. We are mo-
tivated to develop a map-aware motion generation method,
capable of generalising to new environments where no mo-
tion has been observed, but whose occupancy is known. We
contribute a probabilistic generative model, Occupancy Con-
ditional Trajectory Network (OCTNet), capable of generat-
ing motion trajectories to new environments by generalising
trajectories previously observed in alternative environments.
OCTNet is a generative model with the following desire
properties:
1) It generalises motion patterns observed in previous envi-
ronments, to generates motion trajectories in a new en-
vironment, where no motion has been observed;
2) It effectively models the probabilistic and multi-modal
nature of motion generation. Individual trajectories can
be generated from the model by sampling from it;
3) It generates individual trajectories as continuous func-
tions, allowing trajectories to be queried at arbitrary res-
olution.
II. RELATED WORK
OCTNet generates likely motion trajectories in an environ-
ment. Generating likely motion trajectories have been stud-
ied for a long time. Early simple methods to predict motion
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are often dynamics-based methods which extrapolate based
on the laws of physics [6]. Examples of dynamics-based
methods include constant velocity and constant acceleration
models. Dynamics-based methods are utilised in [7], [8].
The main limitation of these methods is the difficulty of em-
bedding map knowledge, often obtained by observing past
trajectories, into the dynamics model. Dynamics models are
only able to do very short-term predictions, and do not take
into account established paths in the environment. Other at-
tempts at modelling motion trajectories include building dy-
namic occupancy grid maps based on occupancy data over
time [9]–[12]. However, such methods are typically memory
intensive, and can only make short-term predictions.
Motivated to overcome these limitations, flow-based meth-
ods [2]–[4], [13]–[15] were developed to capture the direc-
tional flow in the environment by learning from past ob-
served trajectories, resulting in map-aware [1] models. These
methods rely on extracting the movement direction or ve-
locity from past trajectories and then training a mixture of
distributions. Motion trajectories can then be generated by
starting at an initial location, recursively sampling the distri-
bution of motion directions, and then take a step in the sam-
pled direction. However, forward sampling directional dis-
tributions accumulates errors. To address this issue Kernel
Trajectory Maps (KTMs) [5] were introduced. KTMs mod-
elled entire trajectories as continuous functions, which avoids
the shortcomings of forward sampling. However, like earlier
flow-based methods [2]–[4], [13]–[15], KTMs are limited to
extrapolating in environments for which the training trajec-
tories were observed. OCTNet extends ideas from KTMs
around generating whole trajectories, and generalises map-
aware motion prediction to environments where no trajecto-
ries have been observed.
III. METHODOLOGY
A. Problem Formulation
This paper addresses the problem of generating likely mo-
tion trajectories in a novel environment, based solely on the
occupancy representation of the environment.
We assume that we have a dataset containing occupancy
representations of an environment and a list of discrete tra-
jectories observed in the environment. We denote the dataset
as D = {Mn, {ξ1, ξ2, . . . ξPn}n}Nn=1, whereMn is the oc-
cupancy representation, and {ξ1, ξ2, . . . , ξPn} is the set of
Pn trajectories collected in the corresponding environment,
where ξ contains trajectory waypoint coordinates.
Our proposed method learns a generative model that is
capable of sampling from the probability distribution over
possible trajectories Ξ∗, conditioned on an unseen occupancy
representation M∗, i.e.:
p (Ξ∗ | M∗,D) , (1)
where Ξ∗ is the generated trajectory, andM∗ is the queried
map.
B. Trajectory Representations
Trajectories in this paper are either discrete or continu-
ous. Recorded trajectory data typically takes the form a se-
quence of discrete waypoints coordinates, whereas our gen-
erated trajectories are continuous functions. The continuous
function representation allows for querying at arbitrary res-
olution without additional interpolation.
1) Discrete trajectories are represented by an arbitray-
length sequence of waypoint coordinates, recorded at
fixed time steps. We denote a discrete trajectory, ξ, with
time steps 1 . . . T as, ξ = {(xt, yt)}Tt=1, where (xt, yt)
are x,y-coordinates of the dynamic object at time t.
2) Continuous trajectories are smooth continuous func-
tions that map from [0, 1] to coordinates. We define a
continuous trajectory, Ξ, as Ξ(τ) = (x, y), where τ ∈
[0, 1]. The time for which the trajectory was recorded is
normalised to lie between 0 and 1.
Continuous trajectories can be discretised by querying at uni-
form intervals between 0 and 1, and retaining the coordinates
in sequential order. It is also possible to estimate continuous
trajectories of a discrete trajectory. Details of the employed
estimation procedure are given in section III-E.
C. Overview of OCTNet
OCTNet generates likely motion trajectories in new envi-
ronments, generalising trajectories observed in other environ-
ments. Generated trajectories are samples from the distribu-
tion over possible trajectories, conditional on a given occu-
pancy. We learn a mapping between encodings of occupancy
maps to parameters of the required conditional distribution.
Realisations of trajectories can then be sampled from the
probability distribution.
The training process is illustrated in fig. 2, and can be
summarised as:
1) Construct feature vectors of similarity, φ, by calculating
the similarity between every relevant occupancy repre-
sentation. The similarity is found by evaluating Haus-
dorff distance substitute kernels [16] between occupancy
representations. Details in section III-D.
2) Obtain a low dimensional embedding w of each discrete
trajectory. We find the best-fit continuous trajectory to
the discrete trajectory, and elements in w correspond to
weights of predefined radial basis functions of the best-
fit trajectory. Details of the embedding in section III-E.
3) Learn p(w|φ,D) using a MDN. Details in section III-F.
A brief overview of the generative process is illustrated
in fig. 3. After the model has been trained, we can input a
feature vector φ∗, associated with the occupancy map of a
new environment, to obtain p(w|φ∗). Vectors of w can be
sampled from p(w|φ∗), and each sample w can be used to
obtain a continuous trajectory Ξ. We obtain a distribution
over trajectories, and continuous trajectories can be generated
by sampling realisations of trajectories from the distribution.
As there are no explicit constraints to prevent trajectories
from overlapping with occupied regions, we check and only
accept valid trajectories to output.
Input occupancy
representations
{M1, . . . ,MN}
Encode each
occupancy representation
as feature vector
of similarities φ
Input discrete
trajectories
{{ξp}P1p=1, . . . , {ξp}PNp=1}
Embed each
discrete trajectory
as a fixed-size
vector w
Train MDN to model p(w|φ)
Fig. 2: Process of learning model to generate p(w|φ)
D. Non-parametric Encoding of Environmental Occupancy
We encode the occupancy representation of a given envi-
ronment as a vector of similarities between the environment,
and all environments. We define the similarity function, in
a similar fashion to the dissimilarity measures described in
[17]. We substitute the Hausdorff distance into a distance
substitute kernel [16], to arrive at our similarity function. The
Hausdorff distance measures the distance between two finite
sets of points, and is commonly used to compare images [18].
Given two sets of points A = {a1, a2, . . . , an} and B =
{b1, b2, . . . , bm}, and in general n and m are not required to
be equal, the one-sided Hausdorff distance between the two
sets is defined as:
δˆH(A,B) = max
a∈A
min
b∈B
||a− b||. (2)
The one-sided Hausdorff distance is not symmetric, we en-
force symmetry by taking the average of δˆH(A,B) and
δˆH(B,A), i.e.:
δH(A,B) =
1
2
(δˆH(A,B) + δˆH(B,A)). (3)
We can then define a similarity function between two sets A
and B, analogous to a distance substitute kernel described
in [16], as:
SH(A,B) = exp
{
− δH(A,B)
2
2`H
}
, (4)
where `H is a length scale hyper-parameter. We assume that
occupancy representations in the dataset are binarised occu-
pancy grid maps. The nth map from the dataset can be rep-
resented as a set of occupied locations,Mn = {(xi, yi)}Ini=1,
where there are In occupied coordinates given. A Gram ma-
trix of the similarity function evaluated between each map
is obtained. The nth row of matrix is a feature vector, φn,
for the map, Mn, we can write this as:φ1...
φN
 =
 SH(M1,M1) . . . SH(M1,MN )... . . . ...
SH(MN ,M1), . . . , SH(MN ,MN ).
 .
(5)
This is equivalent to constructing a kernel Gram matrix be-
tween each occupancy representation. However, in this work
we treat each row of the matrix as a feature vector. For ev-
ery map M in our dataset, there is a corresponding vector
of similarities φ ∈ RN . The process of encoding occupancy
information is non-parametric, as for each new data point
considered, the length of φ will grow. However, as it is dif-
ficult to obtain a real-world dataset with a large number of
Input queried encoded
map, as similarity feature φ∗
MDN produces parameters
to construct p(w|φ∗)
Sample realisations
of w, using
which to construct trajectory
Check if
trajectory is
valid
Discard current
sampled w
Output generated trajectory
no
yes
Fig. 3: Process of generating trajectories
occupancy maps, with associated motion trajectories in the
environment, the number of occupancy maps is typically not
large. An alternative parametric model would be to consider
comparing only against a subset of occupancy representa-
tions, rather than comparing against all other occupancy rep-
resentations. This is similar to the concept of representative
trajectories in [5]. The parametric formulation may increase
scalability by sacrificing performance.
E. Embedding Discrete Trajectories
We embed the discrete trajectories as a fixed length vec-
tor, by considering the best-fit continuous trajectory. The ele-
ments of the vector correspond to weights of fixed basis func-
tions which reconstructs a continuous trajectory that best fits
the discrete trajectory. The process of finding the best-fit con-
tinuous trajectory of a discrete trajectory is explained below.
We define a normalised timestep parameter τ ∈ [0, 1].
Trajectories in the dataset can have arbitrary timesteps, and
τ indicates the proportion of timestep. τ = 0 and τ = 1
refer to the first and last timesteps respectively in the dis-
crete trajectory. A continuous trajectory can be modelled by
functions, x(τ) and y(τ), which map from τ to the x and
y coordinates of the trajectory. We model x(τ) and y(τ)
by weighted sums of fixed radial basis functions centred on
evenly spaced τ values. Suppose we have a discrete trajectory
ξ = {(xt, yt)}Tt=1, the weights that best fit a given discrete
trajectory can be found by solving a pair of Kernel Ridge
Regression (KRR) problems, defined as:
argmin
wx
T∑
t=1
(xt −wTx k(τt))2 + λ||wx||2, (6)
argmin
wy
T∑
t=1
(yt −wTy k(τt))2 + λ||wy||2, (7)
where τt = tT is the normalised time parameter, λ is the
ridge regularisation parameter, k(τt) contains the radial basis
function values evaluated at τt, obtained by:
k(τ) = k(τ, τˆ ) = [k(τ, τˆ1), k(τ, τˆ2), . . . , k(τ, τˆM )]
T , (8)
where τˆ = [τˆ1, τˆ2, . . . , τˆM ] is a vector of τ values to cen-
tre the stationary radial basis functions. In this work, we
investigate using the squared exponential basis function, as
it is smooth and the default in many kernel based methods.
Hence, our basis function is defined by
k(τ) = k(τ, τˆ ) (9)
=
[
− ||τ − τˆ1||
2`b
,−||τ − τˆ2||
2`b
, . . . ,−||τ − τˆM ||
2`b
]T
,
(10)
where `b is the length scale hyper-parameter of the square
exponential functions.
After evaluating eq. (9) to obtain k(τt) for each τt con-
sidered, we can solve the KRR eq. (6), by computing:
wx =
(
λI +
T∑
t=1
k(τt)
Tk(τt)
)−1( T∑
t=1
xtk(τt)
)
, (11)
wy =
(
λI +
T∑
t=1
k(τt)
Tk(τt)
)−1( T∑
t=1
ytk(τt)
)
, (12)
where I is an identity matrix. We denote the concatenation
of wx and wy as w ∈ R2M , where M is the number of
basis functions. Every discrete trajectory ξ = {(xt, yt)}Tt=1
can be converted a corresponding w ∈ R2M , and typically
2M << T . We can recover functions that map from an
arbitrary queried normalised time parameter τ∗ ∈ [0, 1] to the
trajectory coordinates, by x(τ∗) = wTx k(τ
∗) and y(τ∗) =
wTy k(τ
∗).
F. Learning a Mixture of Stochastic Processes
Each occupancy representation is encoded as a vector of
similarities φ, and the trajectories observed in the map is
embedded as a collection of fixed length weight vectors,
{w1,w2, . . . ,wp}, where each w represents a trajectory. We
aim to train a neural network to generate p(w|φ).
Mixture density networks (MDN) [19] are a class of neural
networks capable of representing conditional distributions.
We slightly modify the classical MDN described in [19] to
learn a mixture of vectors of conditional distributions, cor-
responding to the conditional distribution for each element
in w.
To capture the multi-modality of trajectory distributions,
we model the conditional distribution p(w|φ) as a mixture of
Q vectors of distributions, which we call components. This
can be written as,
p(w|φ) =
Q∑
q=1
αqpq(w|φ), (13)
where pq(w|φ) denotes the qth component, and αq is the
associated component weight. We model each element in the
vector with a symmetric distribution. We investigate mod-
elling the distribution over each element in the vector with:
1) Normal distribution: The normal distribution is the
least-informative default distribution, and is also used in
the original formulation of MDNs [19]. Under this as-
sumption, we can write each component of the condi-
Input φ
Dense (500 units), ReLU activation
Batch Normalisation
Dense (500 units), ReLU activation
Dropout (0.25 rate)
Dense (500 units), ReLU activation
Dropout (0.25 rate)
Dense (500 units), ReLU activation
Dropout (0.25 rate)
Dense (500 units), ReLU activation
Dense (2M ×Q units) Dense (2M ×Q units),Exponential activation
Dense (Q units),
Softmax activation
Output µq,m Output σq,m or bq,m Output αq
TABLE I: The neural network architecture to learn αq , µq,m,
and σq,m or bq,m from the feature vector φ
tional distribution as:
pq(w|φ) =
2M∏
m=1
1√
2piσ2q,m
exp
{
− (wm − µq,m)
2
2σ2q,m
}
,
(14)
where a single component of the mixture pq(w|φ)
can be parameterised by a vector of means, µq =
[µq,1, µq,2, . . . , µq,2M ], and a vector of standard devia-
tions, σq = [σq,1, σq,2, . . . , σq,2M ].
2) Laplace distribution: For many problems a mixture of
Laplace distributions was found to provide marginally
better performance than a mixture of normal distributions
[20]. Under this assumption, we can write each compo-
nent of the conditional distribution as:
pq(w|φ) =
2M∏
m=1
1
2bq,m
exp
{
− |wm − µq,m|
bq,m
}
, (15)
where the component can be parameterised by a vector
of means, µq = [µq,1, µq,2, . . . , µq,2M ], and a vector of
scale parameters, bq = [bq,1, bq,2, . . . , bq,2M ]. The vari-
ance and scale parameter are related by σ2 = 2b2.
We can then write the negative log-likelihood loss function
over N maps, and Pn trajectories observed in the environ-
ment corresponding to the nth map in the dataset as:
L = − log
[ N∏
n=1
Pn∏
p=1
Q∑
q=1
αqpq(w|φ)
]
, (16)
where pq(w|φ) are given by one of eqs. (14) to (15), de-
pending on the assumption of distribution over each element
in vector w. The component weight αq is associated with
the qth component in the mixture. The standard MDN con-
straints are applied using the activation functions highlighted
in [19]. This includes:
1)
∑Q
q=1 αq = 1, such that component weights sum up
to one, by applying the softmax activation function on
associated network outputs;
2) σq,m, bq,m ≥ 0, standard deviation or scale parameters
are non-negative, by applying an exponential activation
function on associated network outputs.
Using the neural network with architecture illustrated in ta-
ble I and minimising the loss function defined in eq. (16),
we can learn a model that maps from the feature vector of
similarities φ to the parameters required to construct p(w|φ).
As a distribution is estimated for each of the elements in
weight vector, w, the predicted p(w|φ) results in a mixture
of discrete processes, where each realisation is a vector of
w. We can also obtain p(Ξ(τ)|φ) = p(wTk(τ)|φ), which
is represented by a mixture of continuous stochastic process,
with each realisation being a continuous trajectory. k denotes
the basis functions outlined in section III-E.
G. Trajectory Generation
We can generate trajectories in environments with no ob-
served trajectories, by generalising past experiences of ob-
served trajectories in alternative environments. We start by
inputting φ∗, the feature vector of similarities of the map
we wish to query, M∗, into the neural network detailed in
section III-F. We obtain parameters, that define distributions
over each element in w. Realisations of w can be sampled
randomly from the predicted p(w|φ∗), and a possible con-
tinuous trajectory, Ξ, can be found by evaluating Ξ(τ) =
[x(τ), y(τ)] = [wxk(τ),wyk(τ)], where k(τ) gives the ba-
sis function evaluations given in section III-E. As there are
no explicit constraints in the MDN to prevent the genera-
tion of trajectories which overlap with occupied regions, we
apply rejection sampling. We query evenly spaced τ values
and check whether [x(τ), y(τ)] is occupied against the map
M∗. If a point on the possible trajectory is occupied, we
reject the trajectory, and re-sample w from p(w|φ∗). Oth-
erwise, we accept the possible trajectory. Figure 4 shows 50
generated trajectories along with plots of x(τ) and y(τ). We
clearly see that the trajectories generated can belong to dif-
ferent groupings – one group of trajectories starts from inside
the room and exit into the corridor, while the other starts in
the corridor and end in the room. The hidden ground truth
trajectories are under-laid in blue.
IV. EXPERIMENTS AND RESULTS
A. Dataset and Metrics
Training an OCTNet requires a dataset containing occu-
pancy maps of multiple environments along with observed
trajectories in each environment. To the best of our knowl-
edge, there exists no real-world dataset of sufficient size with
occupancy data and trajectories observed in different envi-
ronments. Therefore, we conduct our experiments with the
simulated Occ-Traj 120 dataset [21]. This dataset contains
120 binary occupancy grid maps of indoor environments with
rooms and corridors, as well as simulated motion trajectories.
Examples of maps and trajectories are illustrated in fig. 5.
We evaluate the generated trajectories against a test set
with hidden ground truth trajectories. Continuous trajecto-
ries outputted are discretised for evaluation by querying at
uniform intervals. Due to the probabilistic and multi-modal
nature of our output, the metric used is minimum trajectory
distance (MTD), and is defined by:
MTD = min
i=1,...,P
D(ξgen, ξi), (17)
where P denotes the number of trajectories observed in the
environment, with i indexing each trajectory, and D(ξgen, ξi)
Fig. 4: (Right) 50 sampled valid x(τ) and y(τ) (top, bottom
respectively); (Left) corresponding trajectories overlaid on
the map, with markers indicating the endpoints. The hidden
ground truth trajectories are under-laid in blue. We see that
OCTNet is capable of generating different groups of trajec-
tories, and trajectories that start from inside the room and
end in the corridor, as well as those moving in the opposite
direction.
is a distance measure of trajectory distance between the gen-
erated ξgen and a ground truth trajectory ξi. In our evalua-
tions the Hausdoff distance, the discrete Freche´t distance,
and the Dynamic Time Wrapping (DTW) Euclidean dis-
tance are considered. These trajectory distances are com-
monly used in distance-based trajectory clustering to quan-
tify the dissimilarity between trajectories, and a review of
these distances can be found in [22]. Intuitively, the MTD
measures the distance between the generated ξgen, and the
most similar ground truth trajectory.
B. Choice of Distribution in Mixture Model
During the training of OCTNet, distributions over every
element of vector w are approximated. In each component
of the mixture, a class of distributions is taken to be the prior
probability distribution. We investigate the performance of
assuming normal and Laplace distributions as priors.
OCTNets with normal and Laplace distributions over ele-
ments in w are trained on 80% of the maps with associated
trajectories in the Occ-Traj 120 dataset, with the remain-
ing 20% of maps as test. We select the length scale hyper-
parameters `H = 50 and `b = 5, and train the networks for
10 epochs.
Fig. 5: Occupancy maps in the Occ-Traj 120 dataset, along
with associated trajectories.
Performance is shown in table II. As demonstrated by
evaluating MTD with all three trajectory distances, assuming
Laplace distributions as priors over elements in w results in
generated trajectories which are relatively more similar to
the ground truth trajectories.
The choice of distribution is connected to how trajectories
are distributed in the environment. Our results demonstrate
that the Laplace distribution assumption leads to stronger
results for the Occ-Traj 120 dataset, which contains indoor
occupancy maps. However, the most suitable prior may be
different in other classes of environment, such as outdoor
environments. The OCTNet framework does not limit the
choice of prior distributions. Other distributions with closed
form probability density functions can be chosen as the prior
probability distribution over elements. Our results show the
choice of distribution for priors can affect the quality of tra-
jectories, so cross validation methods could be used to guide
the choice of prior distributions.
C. Quality of Trajectories Compared to Other Generative
Models
To the best of our knowledge, there exists no other gen-
erative methods specifically developed to generate trajecto-
ries conditional on occupancy maps. Hence, we evaluate the
performance of our generative model, OCTNet, against other
popular generative models with slight modifications to gen-
erate trajectories.
We evaluate the performance of Generative adversarial
networks (GAN) [23] and Conditional Variational Autoen-
coders (CVAE) [24], trained to generate vector of weights
w. This is the same vector of weights, w, OCTNets use
to represent trajectories. The GAN and CVAE models are
trained for 300 epochs.
1) GAN: GANs are generative models that have achieved
success in many generative tasks [25], [26]. We train
GANs to generate w. Trajectories are obtained by evalu-
ating Ξ(τ) = [x(τ), y(τ)] = [wxk(τ),wyk(τ)], similar
to OCTNets. As we are conditioning on grid maps and
outputting weights, the discriminator uses convolutional
layers to encode information for prediction; whereas the
generator samples a latent variable zˆ with dimensions of
100, concatenated with the map for conditioning. It uses
five dense layers to output vector w,;
2) CVAE: Similar to the GAN model and OCTNet, we train
a CVAE [24] to generate predictions of w. The hyperpa-
rameters, such as the dimension of zˆ, are chosen to be the
same as the GAN model. CVAE differs from a GAN, as it
utilises the reparametrisation trick to generate structured
output prediction through Gaussian latent variables.
In both GAN and CVAE models, we input binary occu-
pancy maps as images during training. It is often not possible
to generate a valid trajectory with GAN or CVAE models
used for comparisons in reasonable time, as these trajectories
would overlap with occupied regions of the map. In these
cases, we generate 3000 trajectories for each map using the
GAN or CVAE, and select the trajectory with the minimum
overlap with occupied regions, as a proportion of the en-
tire trajectory. Comparatively, OCTNet roughly accepts and
outputs one out of every three sampled trajectories as valid.
Trajectories generated by the OCTNET and GAN, without
Fig. 6: Examples of 50 trajectory generated from trained
models, conditioned on unseen test maps, without discarding
any invalid ones. (Top row, in green) OCTNet, (Bottom row,
in red) GAN model.
rejection sampling, are shown in fig. 6. We see that even
without rejection sampling, trajectories generated by OCT-
Net follow the structure of the environment closely.
Hausdoff Frechet DTW
Normal Distribution 1.98 2.13 97.28
Laplace Distribution 1.86 2.00 93.10
GANs 11.79 16.66 1147.40
CVAE 9.48 14.67 751.46
TABLE II: Performances of different variants of OCTNet
and other generative methods.
The performance results of our experiments are tabulated
in table II, we see that OCTNet variants outperform the other
generative models compared, demonstrating the high quality
of trajectories generated by OCTNet. In particular, the en-
coding of each occupancy map as a feature vector, φ, cap-
turing similarity between all maps in the dataset, allows for
flexible representations even when the number of maps in
the dataset is small. The MDN used can capture the multi-
modal behaviour of trajectories, while the off-the-shelf gen-
erative models struggle.
V. CONCLUSION
We present a novel generative model, OCTNet, capable
of producing likely motion trajectories in new environments
where no motion has been observed, by generalising from
past motion trajectories observed in other environments. The
OCTNet encodes maps as a feature vector of similarities,
and embeds observed trajectories as fixed-size vectors. A
neural network is used to learn conditional distributions over
the vectors. Realisations of the vectors can then be sampled
from the conditional distribution, and used to reconstruct
a generated trajectory from the embedding. We investigate
two classes of prior distributions over each element of the
embedding vector, and empirically show the strong perfor-
mance of OCTNet against popular generative methods. Fu-
ture improvements on OCTNet include incorporating tempo-
ral changes in trajectory patterns into the framework. Though
challenging, there is also a need to collect real-world dataset
of occupancy maps with observed trajectories for future re-
search.
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