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The relation of topological insulators and superconductors and the field of nonlinear dynamics
is widely unexplored. To address this subject, we adopt the linear coupling geometry of the Su-
Schrieffer-Heeger model, a paradigmatic example for a topological insulator, and render it nonlin-
early in the context of superconducting circuits. As a consequence, the system exhibits topologically-
enforced bifurcations as a function of the topological control parameter, which finally gives rise to
chaotic dynamics, separating phases which exhibit clear topological features.
PACS numbers: 03.65.Vf, 05.45.Jn
Introduction. Topological insulators and supercon-
ductors have attracted much attention in recent time.
Prominent examples are the integer quantum-Hall effect,
chiral edge bands or topologically-protected Majorana
fermions [1–3]. These effects are thereby a consequence
of a linear, but non-trivial band structure of noninteract-
ing particles, so that they can also appear in bosonic and
even classical systems [4–11].
However, in actual physical systems nonlinearities are
omnipresent, either desired or not. They give rise to
outstanding and various effects as bifurcations, synchro-
nization and chaos appearing in different kinds of fields
reaching from cold atoms, biology, chemistry to super-
conducting circuits [12–15]. For this reason it is interest-
ing to ask about the relation of nonlinear dynamics and
linear topological effects.
One of the simplest models exhibiting topological
effects is the celebrated Su-Schrieffer-Heeger (SSH)
model [16, 17], which features topologically-protected
boundary excitation due to its coupling geometry as
sketched in Fig. 1(a). Thereby, the topological effects
can be explained using linear algebra. In this Letter, we
propose a realization of the SSH model in superconduct-
ing circuits that allows one to study the impact of non-
linearites on topological properties in a controlled way,
i.e., by using external (ac) driving (see Fig. 1(b)).
We demonstrate that the nonlinearly-rendered SSH
model exhibits topologically-enforced bifurcations which
lead to chaotic dynamics. Our analysis is based on an ef-
fective coupling potential and refers to the number of fix
points of two specific topologically distinct limiting cases
which are depicted in Fig 1(e),(f). Although referring
here to a very specific model, our findings are relevant for
all kind of lattice models with possible topological cou-
pling geometry, where nonlinearities are so strong that
bifurcations can occur, as in cold-atomic systems [18–
20], optomechanics [21] or optics with nonlinear materi-
als [22–24].
In the literature, the effect of nonlinearities due to in-
teractions are mostly considered in the context of ground-
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FIG. 1. (a) Sketch of the system. The coupling geometry re-
sembles the one of the SSH model with alternating coupling
strength. The system is subjected to external driving and
dissipation (non sketched). (b) Superconducting circuit giv-
ing rise to Eq. (1). (c) Nonlinear coupling potential of the
nodes. (d) Effective coupling potential appearing due to a
Fourier analysis of Eq. (1). (e) Topologically trivial limiting
case α = t0, where the system consists of uncoupled dimers.
(f) Topologically non-trivial limiting case α = −t0, where two
uncoupled nodes at the boundary exist.
state properties of topological systems [25]. Another
famous subject are fractional excitations close to the
ground state [26–29]. Very recently, topological phase
transitions induced by a combination of driving and non-
linearities have been investigated [30]. Here, we follow
a different approach by investigating the complex non-
linear dynamics, for which, in principal, the total phase
space is relevant.
The system. We consider a one-dimensional system of
N nonlinearly coupled nodes as sketched in Fig. 1(a),(b).
The equations of motion (EoM) determining the dynam-
ics read
φ¨n = tn−1,nfδ (φn−1 − φn) + tn,n+1fδ (φn+1 − φn)
−Rφ˙n + Iac cos(Ωt), (1)
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2where the nonlinearity enters via the function
fδ(x) = (1− δ)x+ δ sin (x) . (2)
These EoM can be modeled by a system of supercon-
ducting islands coupled by inductively shunted Joseph-
son junctions as sketched in Fig. 1(b) [31–36]. Thereby,
the variables φn describing the dynamics of the super-
conducting islands are the node fluxes [31, 37], which
are here the time-integrated voltages with respect to
the ground φn(t) =
~
2e
∫ t
−∞ dtVn(t). Superconducting cir-
cuits allow for a large variety of realizations and a broad
range of possible parameters [32–35]. We assume large
C~Ic,n/e2  1 and h/4e2R  1, where C, Ic,n and R
denote capacitance, critical Josephson current and resis-
tance as depicted in Fig. 1(b). This parameter regime
justifies to treat φn(t) as classical variables [33]. The
strength of the nonlinearity can be adjusted by δ [32].
Additionally, the dynamics is subjected to a monochro-
matic driving with amplitude Iac and frequency Ω. It is
straightforward to derive the EoM (1) using Kirchhoff’s
first law and find the relation of the physical parame-
ters R,C, Ic,n and Ln and the parameters appearing in
(1) [31, 37].
The position-dependent couplings possess an alternat-
ing structure and read
tn,n+1 = t0 − α(−1)n, (3)
where 2α is the difference of two subsequent couplings.
Thus, the system exhibits the same coupling geometry as
the SSH model [16].
The EoM are designed in such a way, that in the lin-
ear case δ = 0, the spectrum of the modes reproduce
the properties of the standard SSH model, which exhibit
a topological phase transition at α = 0 [38]. Thereby,
the system has topologically protected-boundary modes
with frequency ωb =
√
2t0 in the topologically non-trivial
phase for α < 0, which are absent in the topologically
trivial phase for α > 0. As we see later, features of the
linear SSH model still persist in the chaotic dynamics of
the nonlinear model.
Time evolution. In Fig. 2(a) and (b) we depict the time
evolution of node n = 1 for δ = 0 and δ = 0.95, respec-
tively. Throughout the Letter, we choose to drive with
a frequency Ω = ωb corresponding to the topologically-
protected boundary mode appearing for δ = 0 and α < 0
to elucidate the topological effects. Instead of depicting
the node fluxes φn(t), we consider
In(t) = Rφ˙n(t). (4)
This quantity is proportional to the current flowing from
node n through the resistance R to the ground and is
therefore experimentally accessible [33]. Additionally, we
find, that In instead of φn is more appropriate for our
investigation, as slow contributions in φn have a smaller
weight.
We always choose φn(t = 0) = 0 as initial state. In
panels (a) and (b), we show the time evolution after an
500 502 504 506 508 510
-200
-100
0
100
200
300
400
10 -4
10 -2
10 0
10 2
0 0.2 0.4 0.6 0.8 110
 -2
10 -1
10 0
10 1
10 2
10 3
10 4
10 5
500 502 504 506 508 510-6
-4
-2
0
2
4
6
8
5 10
10 -4
10 -2
10 0
10 2
linear nonlinearnon-trivialtrivial
non-trivial
trivial
trivial
non-trivial
nonlinearlinear
d)c)
b)a)
FIG. 2. (a) Current ∆I1 = I1(t) − Ibulk(t) in units of
t0/R flowing from node n = 1 through the resistance R
to the ground in the linear system δ = 0. Parameters
are α = −0.4t0 (non-trivial, solid) and α = 0.2 t0 (trivial,
dashed), R = 0.02 t0Ω and N = 200. Tdrive = 2pi/Ω denotes
the driving period, where Ω =
√
2t0. (b) as in (a) but for
δ = 0.95. In this case, the system exhibits chaos. (c) Pn(Ω)
in units of (t0/R)2 in Eq. (5) for the time evolutions in (a)
and (b). Throughout this letter, we take tmin = 500Tdrive
and τ = 100Tdrive to evaluate Eq. (5). (d) Dependence of
P1(Ω) and P1,tot in Eq. (6) as a function of δ.
initial transient phase in order to make sure that we
have approached the corresponding attractor. To ob-
tain a clearer understanding, we depict the difference
∆In(t) = In(t) − Ibulk(t), where Ibulk(t) denotes the
bulk current. This is the time-periodic current under
a periodic boundary condition φN+1 = φn and reads
Ibulk(t) = Im
[
φ0Ωe
iΩt
]
with φ0 = Iac/Ω(iR− Ω) [31].
For the parameters in panels (a), the time evolution
exhibits a harmonic oscillation. Due to the subtraction
of the bulk current, the oscillation at node n = 1 for
α = 0.2 (trivial phase) vanishes nearly completely, while
the oscillation amplitude is extremely large for α = −0.4
(non-trivial phase). To further analyze this dynamics,
we consider the position-dependent power spectral den-
sity [15]
Pn(ω) =
∣∣∣I˜n(ω)∣∣∣2 with (5)
I˜n(ω) = lim
τ→∞
2
τ
∫ tmin+τ
tmin
dt (In(t)− Ibulk(t)) eiωt.
For long times, the dynamics of the linear system displays
harmonic oscillations with frequency Ω of the external
driving. For this reason, we depict Pn(Ω) in Fig. 2(c).
Here we observe an alternating pattern of finite and al-
most zero power as a function of n. Thereby, the power
is finite on odd (even) nodes in the non-trivial (trivial)
phase. This is a typical topological feature of the linear
model [17, 31].
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FIG. 3. (a) Phase diagram for the order parameter χ defined
in Eq. (7). Parameters are as in Fig. 2. Black lines depict the
phase boundary obtained by the generalized force functionals
Eq. (10). (b) Phase diagram of the topological order param-
eter ∆. (c) Level sets G1 = 0 (solid) and G2 = 0 (dashed) of
Eq. (10) for fixed, but optimized a3 for Iac = 4t0. The corre-
sponding parameters are marked in (a) by colored dots. The
vanishing of the stable attractor at α ≈ 0.25t0 triggers the
chaotic dynamics observed in the central region of the phase
diagram.
For a finite δ, the system can exhibit a chaotic time
evolution as depicted in Fig. 2(b). Surprisingly, despite
of the chaotic dynamics, the power spectral density still
exhibits an alternating structure. Note that the over-
all power is considerably smaller than in the linear case.
This is a consequence of the nonlinearity, which we in-
vestigate in Fig. 2(d), where we depict P1(Ω) and the
position-resolved total power
Pn,tot ≡
∫ ∞
0
dωPn(ω) (6)
for n = 1 as a function of δ. We observe, that starting
from δ = 0, the power rapidly decreases. This happens,
as the driving frequency Ω is no more in resonance with
the boundary mode of the linear system, which is mod-
ified due to the nonlinearity δ. For δ = 0, Pn,tot and
Pn(Ω) coincide, as the time evolution is harmonic with
frequency Ω. This situation can be observed for a broad
range of δ values. In a region around δ ≈ 1, both quanti-
ties strongly deviate and we find chaos. We are interested
in this region, so that we concentrate on δ = 0.95 in the
remainder of this Letter.
Order parameter. A useful quantity which gives insight
into the dynamics of the system is given by
χ =
P1(Ω) + P2(Ω)
P1,tot + P2,tot
, (7)
which we introduce as an order parameter for the phase
diagram in Fig. 3(a). There we depict χ as function of α
and Iac, where we observe several regions among which
we find periodic and chaotic dynamics. If the system syn-
chronizes with the external driving then Pn,tot ≈ Pn(Ω)
and χ = 1. Contrary, for chaotic dynamics, the power
distributes over many modes, so that χ ≈ 0, as can
be seen in Fig. 2(d) for δ ≈ 1. Instead of defining
P1(Ω)/P1,tot as an order parameter, we choose to incor-
porate the power of n = 2 in Eq. (7). In doing so, we
avoid a division by very small P1,tot appearing, e.g., for
α  0. The regions marked by A exhibit periodic dy-
namics, while in B1 we observe quasiperiodic dynamics.
In the regions labeled by B2 and C we find a chaotic
time evolution.We also calculated the power spectrum
and the Lyapunov exponent (not shown) to verify that
the dynamics is indeed chaotic.
Topological character. The chaotic dynamics in regions
B2 and C is qualitatively different. To see this, we con-
sider the following quantity
∆ =
P1(Ω)− P2(Ω)
P1(Ω) + P2(Ω)
. (8)
In the linear system, ∆ = 1 and ∆ = −1 in the non-trivial
and trivial phase, respectively (compare with Fig. 2(c)).
In Fig. 3(b), we investigate how this quantity is modified
in the nonlinear system δ = 0.95 for increasing driving
amplitude Iac. For small driving Iac, the time evolutions
corresponds to the one of the linear model δ = 0. In this
case we observe a fast crossover from ∆ = 1 to ∆ = −1
at α ≈ 0.
It is very surprising to see, that there is a clear topo-
logical character ∆ in wide parts of the phase diagram.
Even more appealing is the observation, that region C
can be clearly recognized in Fig. 3(b), while region B2
can not. More precisely, the underlying topology in B2
is stronger pronounced than in C. As we show in the
next part, there is also a different mechanism behind the
appearance of chaos in these two regions.
Time-independent effective equations. To gain more
insight, we derive time-independent nonlinear equations
that capture the underlying processes. We observe that
the time evolution of φn in the regular regimes χ ≈ 1 is
essentially given by a harmonic oscillation up to a small
correction ∆n(t). Accordingly, we split the time evolu-
tion as [39]
φn(t) = an cos(Ωt) + ∆n(t). (9)
The dynamics in zeroth order of ∆n is thus determined
by the amplitudes an. After inserting ansatz (9) into the
EoM (1), we perform a Fourier analysis. In doing so, we
4obtain a set of nonlinear equations [31]
0 = tn−1,nFδ (an−1 − an) + tn,n+1Fδ (an+1 − an)
+ Iac + Ω
2an ≡ Gn [{an}] , (10)
with
Fδ(x) = (1− δ)x+ 2δJ1 (x) ≡ d
dx
Veff (x), (11)
which determine the amplitudes an. Here J1(x) denotes
the first-order Bessel function. The Gn can be consid-
ered as generalized force functionals in Fourier space and
Veff (x) as an effective coupling potential. The latter is
depicted in Fig. 1(d). In the derivation, we have ne-
glected the dissipative term, as R is small. A linear sta-
bility analysis for ∆n reveals the stability of the obtained
amplitudes an. In order to distinguish phases B2 and C,
we numerically minimize
G =
∑
n
G2n,
instead of finding a root of Gn = 0 and check if the mini-
mum of G is a root of (10). As G exhibits a large number
of minima, it is important to find the one corresponding
to the actual steady-state dynamics. We choose a start-
ing point which resembles the amplitudes an of the steady
state of the linear system, up to a normalization [31]. We
find that our approach reproduces the actual dynamics
with high accuracy where χ ≈ 1.
Fix-point analysis. The outcome of the fix-point analy-
sis of (10) is included in Fig. 3(a) by black lines. Thereby,
we distinguish three cases. First, the minimum of G dis-
covered by the numerics is a root of (10) and stable in
the linear stability analysis (region A). Second, we dis-
cover a root, but it is linearly unstable (region B). Third,
the minimum of G is not a root of (10) (region C). The
most interesting case is the latter as, according to the
following fix-point analysis, this has a topological origin.
To understand this, we first investigate the limiting cases
α = ±t0 in more detail.
For α = t0, the system consists of N/2 decoupled
dimers, as sketched in Fig. 1(e). We depict the level
sets of G1 = 0 and G2 = 0 in Fig. 3(c). We observe a
symmetric pair of lines which intersect three times, thus,
there are three distinct fix points, where only the mid-
dle one is a stable attractor. Altogether, the chain thus
exhibits 3N/2 fix points for α = t0.
In the case α = −t0, we have N/2 − 1 decoupled
dimers and two isolated nodes at the ends of the chain
as sketched in Fig. 1(f). The function G1 does not de-
pend on a2. G1 has in this case only one root (this is
also true for GN ). Altogether the chain has 3
N/2−1 fix
points. Thus, there is a different number of fix points in
the limiting cases α = ±t0. Consequently, when vary-
ing α from one limiting case to the other one, there are
topologically-enforced bifurcations. In particular, as the
stable fix points of the limiting cases α = ±t0 are struc-
turally different, there is no way to smoothly transform
one into the other without bifurcation.
To illustrate this, we included in Fig. 3(c) the panels
for α = 0.2t0 and α = 0.3t0. Thereby, we insert a3 found
by the numerical minimization of G into the equation
for G2 as a fix parameter. The two panels depict the
situation shortly before and after the bifurcation. This
bifurcation is a so-called saddle-node bifurcation, where
two fix points annihilate each other by varying α [14].
The middle fix point corresponds to a stable attractor
of the system. When we lower α, the stable attractor van-
ishes in a bifurcation, and the unstable fix point remains
(panel for α = 0.2t0). Consequently, there is no stable
periodic attractor, so that the dynamics gets chaotic. By
further decreasing α, the remaining root can either be-
come stable so we enter again in a regular regime, or
stays unstable, which finally results in the chaotic phase
B2.
Discussion. Our investigations reveal interesting ef-
fects appearing in the nonlinearly-rendered SSH model.
The time evolution exhibits period dynamics, quasiperi-
odicity and even chaos. By introducing the order pa-
rameter ∆ quantifying the topological character of the
dynamics, we found that there are two types of chaotic
dynamics, only one of which is indicated clearly by ∆. In
the other chaotic region, the time evolution surprisingly
still exhibits the topological features of the linear model.
We emphasize, that the order parameters ∆ and χ are
experimentally accessible by measuring the current of the
first two nodes n = 1, 2 only. This could be possible with
similar experimentally techniques as in Ref. [32–36, 40].
Moreover, based on a Fourier analysis of the EoM, we
have identified the reason for the chaotic region sepa-
rating the two areas with distinct topological character
∆ = ±1. Comparing the structure of the fix points of the
two topological limiting cases, we found that it is not pos-
sible to smoothly transform one into the other without a
bifurcation. Thereby, the previously stable fix point van-
ishes, which gives rise to chaos. This is in strong analogy
to the topology of the linear system, where the presence
and absence of topologically-protected boundary modes
is also apparent from a consideration of the topological
limiting cases. Despite of this analogy, it is not possible
to apply the topological concepts known from the lin-
ear model, namely the winding number [17], to describe
the topology of our nonlinear model, which refers to a
fix point analysis. Nevertheless, the topological-enforced
bifurcation and the topological phase transition of the
linear model are both independent of the system size due
to the previously mentioned arguments, which we con-
firmed by simulating smaller system sizes (not shown).
For instance for 20 nodes, the phase diagram Fig. 3(a) ex-
hibits larger chaotic regions in the nontrivial part α < 0.
We also mention that the topologically-induced chaos is
reminiscent to the topological instability appearing at
the phase transition considered in Ref. [10], although the
underlying reason is different.
Finally, we emphasize that due to their topological ori-
gin, our findings do not depend on details of the system.
The topological-enforced bifurcations appear also, e.g.,
5with different kind of dissipation or for δ = 1. The latter
case is particularly important as such kind of Josephson
junction arrays are used to fix the voltage standard [41].
So this kind of setup could also be used to test our find-
ings. Furthermore, even the form of the nonlinearity is
not relevant. Bifurcations even occur for, e.g., a −x3
term in Eq. (2) instead of the sine, which also suggest
that our findings can also appear in other kind of systems.
We also suppose that the effects discussed here appear
in more complex system with an underlying topologi-
cal coupling geometry, as in two-dimensional nonlinearly-
rendered topologically arrays, like in nonlinear versions
of the Hofstadter or Haldane models [42, 43]
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6Supplementary Information
I. EQUATIONS OF MOTION IN A SUPERCONDUCTING CIRCUIT
Kirchhoff’s first law states that all currents flowing into a node sum up to zero. For the circuit in Fig. 1(b) in the
Letter this means
In + In;C + In;− + In;+ = 0, (12)
where In and In;C denote the current flowing through the resistance and the capacity, respectively [37]. Expressing
them with the fluxes φn, we find
In = 1
R
Vn =
1
R
~
2e
φ˙n (13)
and
In;C = C
(
V˙n − U˙ext(t)
)
= C
~
2e
φ¨n − Iext(t), (14)
where Vn is the voltage of node n with regard to the ground. Additionally, we have defined the external current
Iext(t). The currents coming from node n± 1 denoted as In;± read
In;± = Ic,η± sin (φn±1 − φn) +
~
2e
1
Lη±
(φn±1 − φn) , (15)
where η± = n mod 2 + δ1,∓1. Inserting this into Eq. (12) and resolving for φ¨n, we obtain Eq. (1) in the Letter using
the definitions
Ic,η±
C
≡ (t0 − α(−1)n)δ, ~
2e
1
CLη±
≡ (t0 − α(−1)n)(1− δ), (16)
1
CR
~
2e
≡ R, Iext(t)
C
≡ Iext(t). (17)
Finally, we choose the external driving to be
Iext(t) = Iac cos Ωt. (18)
II. EFFECTIVE TIME-INDEPENDENT EQUATIONS
Here we provide more details concerning the derivation of the effective equations and the calculation of the recon-
structed phase diagram. We insert the ansatz Eq. (9) in the Letter into the equations of motion (EoM) (1) and expand
them up to first order in ∆n. By expanding the appearing sin [(an+1 − an) cos(Ωt)]] in a Fourier series in terms of
Bessel functions, we obtain [39]
−Ω2an cos Ωt+ ∆¨n = tn,n+1(1− δ)(an+1 − an) cos(Ωt) + tn,n+1δ2
∞∑
m=0
J2m+1(an+1 − an) cos [(2m+ 1)Ωt]
+ tn,n−1(1− δ) [(an−1 − an) cos(Ωt)] + tn,n−1δ2
∞∑
m=0
J2m+1(an−1 − an) cos [(2m+ 1)Ωt]
+ ΩRan sin(Ωt) + Iac cos(Ωt)
+ tn,n+1(1− δ)(∆n+1 −∆n) + tn,n+1δ cos [(an+1 − an) cos(Ωt)] (∆n+1 −∆n)
+ tn,n−1(1− δ)(∆n−1 −∆n) + tn,n−1δ cos [(an−1 − an) cos(Ωt] (∆n−1 −∆n)
−R∆˙n, (19)
7which is exact up to first order in ∆n.
As explained in the Letter, we omit here the term proportional to sin(Ωt) as this has anyway a minor influence
on the dynamics since R is small. We require that all terms proportional to cos(Ωt) vanish, which gives us Eq. (10).
Assuming that φn(t) and an cos(Ωt) in ansatz Eq. (9) in the Letter are both solutions of the EoM, we finally get the
EoM for the deviations
∆¨n = tn,n+1(1− δ)(∆n+1 −∆n) + tn,n+1δ cos [(an+1 − an) cos(Ωt)] (∆n+1 −∆n)
+ tn,n−1(1− δ)(∆n−1 −∆n) + tn,n−1δ cos [(an−1 − an) cos(Ωt)] (∆n−1 −∆n). (20)
In this differential equation the variables ∆n appear only linearly. The terms proportional to δ in the first and second
line constitute a periodic driving. This driving can lead to an exponential growth of the variables ∆n as a function
of time. In the reconstruction phase diagram, we thereby denote the root of Gn = 0 in Eq. (10) to be unstable, if the
time evolution of ∆n exhibits a continuing growth for the initial condition φn = 1 for even n and φn = −1 for odd n.
III. STEADY STATE OF THE LINEAR SYSTEM
In this section, we derive an exact expression for the periodic dynamics of the linear system for δ = 0 in the
long-time limit. For the sake of simplicity, we consider the semi-infinite system, so that we can resort to the so-called
transfer-matrix method. To enable a better analytical treatment, we complexify the EoM by replacing cos Ωt by eiΩt
and use the ansatz φn = φn,0e
iΩt. In doing so, the EoM get time independent and read
−Ω2φn,0 = tn,n+1 (φn+1,0 − φn,0) + tn,n−1 (φn−1,0 − φn,0)− iΩRφn,0 + Iac. (21)
In order to get rid of the inhomogeneity, we transform the equation by
φn,0 − φ0 = t˜1 (φn+1,0 − φ0 − φn,0 + φ0) + t˜2 (φn−1,0 − φ0 − φn,0 + φ0) , (22)
where φ0 is the solution of the translationally-invariant system with periodic boundary condition φn+1 = φ1, which
reads
φ0 =
Iac
Ω(iR− Ω) (23)
and
t˜n,n+1 =
tn,n+1
Ω(iR− Ω) . (24)
Finally we define the new coordinates ξn,0 = φn,0 − φ0, so that the equation to solve now reads
ξn,0 = t˜n,n+1 (ξn+10 − ξn,0) + t˜n,n−1 (ξn−1,0 − ξn,0) (25)
This is now in an appropriate form to apply the transfer-matrix method. To propagate the mode function from one
node n to the next one n+ 1, we can use the relation(
ξn+1,0
ξn,0
)
=Mn
(
ξn,0
ξn−1,0
)
where Mn =
(
A
t˜n,n+1Ω(iR−Ω) −
t˜n,n−1
t˜n,n+1
1 0
)
(26)
and A = (tn,n+1 + tn,n−1) + Ω(iR− Ω). Defining t1 ≡ t0 + α and t2 ≡ t0 − α, it is not hard to see that for even n(
ξn+1,0
ξn,0
)
= (M)
n/2
(
ξ1,0
−φ0
)
, (27)
where
M =M2M1 =
(
A2
t1t2
− t1t2 −At1
A
t1
− t2t1
)
. (28)
8The two eigenvalues λj and eigenstates of M contain the information how the wave function propagates within
the bulk. In order to find a physically reasonable state, the important eigenvalue is the one with |λj | < 1. In the
topological non-trivial phase α < 0 or t1 < t2, we therefore find
λj =
1
2t1t2
(
A2 − t21 − t22 +D
)→ − t1
t2
for A→ 0, (29)
ξ1,0 =
−φ0
2At2
(
A2 − t21 + t22 +D
)→ −φ0 t2
A
for A→ 0, (30)
where
D =
√
(A2 − t21 − t22)2 − 4t21t22. (31)
Approximately, the steady-state thus reads
φn,0 ≈ φ0 + 1− (−1)
n
2
(
− t1
t2
)n/2
ξ1,0 where ξ1,0 = −φ0 t2
A
. (32)
In the trivial phase t1 > t2, we find
λj =
1
2t1t2
(
A2 − t21 − t22 −D
)→ − t2
t1
for A→ 0, (33)
ξ1,0 =
−φ0
2At2
(
A2 − t21 + t22 −D
)→ 0 for A→ 0. (34)
Thus, the steady-state amplitude in the trivial phase is approximately
φn,0 ≈ φ0 − 1− (−1)
n+1
2
(
− t2
t1
)n/2
φ0. (35)
IV. INITIAL VALUES OF THE MINIMIZATION PROCEDURE
We aim to find a starting point, so that the minimum of G found by the numerics resembles the amplitudes of the
steady state in the regular regions of the phase diagram. Therefore, the starting point should be already quite close
to the actual minimum of G corresponding to the steady-state dynamics.
The steady-state dynamics is very similar to the topological boundary excitation of the linear system presented in
the previous section. For this reason, we take the steady-state of the linear system as given in Eqs. (32) and (35) as
initial value for the minimization, but renormalize the overall oscillation amplitude. More precisely, the starting point
amplitudes a0n of the minimization shall fulfill
φn,0 − φ0
φn′,0 − φ0 =
a0n − φ0
a0n′ − φ0
. (36)
As the amplitudes φn,0 are structurally different in both topological phases, we treat the two cases independently. In
the non-trivial phase, we start at node n = 1. Having found an approximate expression for a01, all other amplitudes
a0n can be easily determined by relation (36). In the numerics we observed that a1 − φ0 only slightly depends on α.
For this reason, we use the limiting case α = −t0 to get a01. In doing so, Eq. (10) for n = 1 decouples and we can
solve it numerically to find a01. Thereby, the root is unique.
In the topologically trivial phase we start at a02 as φ1,0 ≈ φ0. To obtain a staring value for a02, we use that a1 ≈ φ0
in the numerics. We again use (10) for n = 1 but with a1 → φ0. After having found a starting value for a02, we find
all other a0n using (36).
