Abstract A 2D elasto-dynamic modelling of the pure topographic seismic response is performed for six models with a total length of around 23.0 km. These models are reconstructed from the real topographic settings of the landslide-prone slopes situated in the Mailuu-Suu River Valley, Southern Kyrgyzstan. The main studied parameter is the Arias Intensity (Ia, m/sec), which is applied in the GIS-based Newmark method to regionally map the seismically-induced landslide susceptibility. This method maps the Ia values via empirical attenuation laws and our studies investigate a potential to include topographic input into them. Numerical studies analyse several signals with varying shape and changing central frequency values. All tests demonstrate that the spectral amplification patterns directly affect the amplification of the Ia values. These results let to link the 2D distribution of the topographically amplified Ia values with the parameter called as smoothed curvature. The amplification values for the low-frequency signals are better correlated with the curvature smoothed over larger spatial extent, while those values for the high-frequency signals are more linked to the curvature with smaller smoothing extent. The best predictions are provided by the curvature smoothed over the extent calculated according to Geli's law. The sample equations predicting the Ia amplification based on the smoothed curvature are presented for the sinusoid-shape input signals. These laws cannot be directly implemented in the regional Newmark method, as 3D amplification of the Ia values addresses more problem complexities which are not studied here. Nevertheless, our 2D results prepare the theoretical framework which can potentially be applied to the 3D domain and, therefore, represent a robust basis for these future research targets.
Introduction
According to Keefer (2002) and Jibson (2007) , most moderate and large earthquakes trigger landslides in mountain regions. These landslides often account for a significant proportion of total infrastructural damage and death toll. For instance, the Mw = 7.3 Chi-Chi, Taiwan earthquake in 1999 triggered more than 20,000 landslides, bringing significant infrastructural damage and 10 % of all earthquake fatalities (Lin et al. 2003) .
most illustrative examples is presented by the Mw = 7.9 Wenchuan earthquake in 2008 in Sichuan Province, China. According to Gorum et al. (2011) , this earthquake triggered at least 60,000 landslides. Yin et al. (2009) attributed about 20,000 fatalities to the effects of co-seismic landslides, which is near one-third of the official estimate of 69,197 deaths.
As the co-seismic landslides often bring significant damage and associated fatalities, the issues related to the regional prediction of those landslides attracts significant attention. The GIS-based Newmark method is among the most applied approaches to regionally assess the co-seismically induced slope displacements. The concept of the method has evolved from a simplified model proposed by Newmark (1965) . This model proposes to calculate the co-seismic displacement of a rigid block sliding on an inclined plane through the double integration of the impacting acceleration-time history. The core point of the proposed technique implies that only the part of the acceleration-time history, exceeding the critical acceleration value (Ac), should be subjected to the integration. This last parameter (Ac) is directly dependent on the static Factor of Safety (FS) of a studied slope as follows:
where g (m/sec 2 ) is the acceleration due to gravity and α (°) is the slope angle. The calculation of the FS values can be performed via any conventional slope stability assessment, e.g. applying the Janbu (1973) method.
Originally, the Newmark (1965) model was applied for the stability analyses of dams and embankments at the scale of a single slope. The main reason constraining its application to a local scale is the difficulty to get a regional distribution of the input parameters (Ac, acceleration-time histories), which is a prerequisite for the regional studies.
A series of modified concepts, that may be referred to as the regional Newmark models, have overcome this limitation. The earliest models are proposed by Wilson and Keefer (1985) , Wieczorek et al. (1985) , Ambraseys and Menu (1988) and Jibson (1993) . The last model, i.e. the one presented by Jibson (1993) , became the basis for later developments (e.g. Ambraseys and Srbulov 1995; Crespellani et al. 1996; Jibson et al. 1998; Miles and Ho 1999; Hsieh and Lee 2007 among others) . It maps the values of the co-seismic displacement (Dn, cm) as follows: logDn ¼ 1:460logIa−6:642Ac þ 1:546 AE 0:409; ð2Þ
where Ia is the value of the Area Intensity for the impacting seismic shaking (in m/sec) and Ac is the critical acceleration (in terms of g).
More recent developments in this domain apply more complicated laws, where the co-seismic displacement value additionally depends on different ground motion parameters (Saygili and Rathje 2008; Rathje and Saygili 2009) , the natural period of the sliding mass and the mean period of the earthquake motion (Rathje and Antonakos 2011) . Nevertheless, the majority of laws predict the co-seismic slope displacement based on two main factors shown in Eq.(2), i.e. based on Ia and Ac. The values of Ac in this case are assessed according to Eq.(1), when the FS values are calculated by the Janbu (1973) method based on the spatial distribution of the involved geotechnical parameters (i.e. cohesion, internal friction angle, etc.). At present, this mapping proxy is adopted by most of the models and does not have any sound alternatives.
Another important parameter applied by most of the laws is the Arias Intensity (Ia, m/sec). This parameter is first introduced by Arias (1970) and is given in the next equation:
where a(t) is a single component acceleration-time series (m/sec 2 ), T d is the total duration of acceleration recording (sec), t is the time (s) and g is the acceleration of gravity. Wilson and Keefer (1985) are the first to propose an empirical law for a regional mapping of the Ia values. In this so-called Arias Intensity attenuation law the Ia value is correlated to the earthquake magnitude (M) and the epicentral distance (R, km):
where K 0 and K M are the proportionality constants, K C is the standard deviation for Ia values, and P is the exceedance probability.
Since then several authors have proposed various attenuation laws such as, e.g. Wald et al. (1990) , Harp and Wilson (1995) , Mahdavifar et al. (2007) , Rajabi et al. (2010) , Lee et al. (2012) among others. While some of these laws estimate the value of Ia based on two predictors cited in Eq.(4), the most advanced relationships try to account for more problem complexities. For example, several laws account for the deamplification/amplification impacts of surface geology via the shear-wave velocity in the upper layer (see, e.g. Travasarou et al. 2003) or through the site variables reflecting the soil/rock site composition (see, e.g. Sabetta and Pugliese 1996; Rathje et al. 2004; Romeo 2000; Stafford et al. 2009; Chousianitis et al. 2014) .
Nevertheless, none of the published laws consider the inputs created by the topographic site effects. Meanwhile, Peng et al. (2009) through the numerical studies show that the topographic site effects can significantly modify the values of Ia. The authors demonstrate that Ia values at the top of a given hill can be up to 3-4 times more than Ia at its base. The role of topographic amplification in the triggering of the slope movement is shown by Densmore and Hovious (2000) , Harp and Jibson (2002) , Sidle and Ochiai (2006) , Sepulveda et al. (2005) , Meunier et al. (2008) and Yin et al. (2009) among others.
Several authors consider the topographic effect within the single slope Newmark method (see, e.g. Seed and Martin 1966; Makdisi and Seed 1978; Rathje and Bray 2000; Bray and Travasarou 2007 ). These models account for the slope geometry during the calculation of the co-seismic displacement values. The involved morphologic parameters cannot be easily integrated into the regional analyses which suggest that a way to include the topographic input into the conventional mapping practice still remains unclear.
One possible way to account for those topographic inputs is presented by Torgoev et al. (2013b) . The authors show that the pure topographic Ia amplification factors can be predicted by the topographic curvature. That link is proven through the 2D dynamic tests with a single value of central frequency, while signals with varying spectral content are not studied. Meanwhile, Maufroy et al. (2015) apply the surface curvature in a modified way to regionally predict the spectral amplification patterns. The authors performed a set of dynamic tests in the 3D domain and show that amplified frequency range can be predicted via the parameter known as the frequency-scaled curvature (FSC). These studies show that the spectral amplification and the amplification of Ia values are bound together. Such links are also confirmed by Stafford et al. (2009) who relate the value of Ia to the set of seismological descriptors, including the central frequency of shaking.
In this paper, we investigate those links in more details. It is performed via the analysis of the 2D dynamic recordings acquired along six extended models. These recordings reflect the patterns of the topographic site effects, as the surface of models is reconstructed from the real topography. The main analysed parameter is Ia which is calculated based on recorded accelerationtime histories. The dynamic simulations study several signals of varying shape and changing central frequency value. Based on recorded data we demonstrate how the spectral amplification is related to the amplification of the Ia values. Additionally, we investigate how the curvature smoothed over a specific neighbourhood can predict the Ia amplification factors. This analysis yields sample relationships where the Ia amplification factors are predicted by the smoothed curvature values. These relationships cannot be directly applied to map the amplification factors in 3D domain, as the presence of two horizontal components in 3D meets additional problem complexities. Nevertheless, our 2D results propose a concept which can be further applied to the 3D domain and, thus, prepare the framework to incorporate the topographic inputs into the conventional mapping practice.
Target area
The Mailuu-Suu River Valley (see M-S in Fig. 1 ) is situated in the south of the Kyrgyz Tien Shan, which is a Cenozoic orogenic belt and one of the most tectonically and seismically active intra-plate regions of the world (Giardini et al. 1999) . Several strong earthquakes struck the Tien Shan and its surroundings during the last century, including the strongest ones, like the M = 8.2 Kemin earthquake in 1911 (see event 1 in Fig. 1 ), the M = 7.6 Chatkal earthquake in 1946 (see event 2), the M = 7.4 Khait earthquake in 1949 (see event 3) and the M = 7.3 Suusamyr earthquake in 1992 (see event 4). The Mailuu-Suu River Valley is marked by a moderate to high level of seismic hazard -the last strong earthquake (Ms = 6.2) hit the region on May 15, 1992; it was located about 30 km SSE of the Mailuu-Suu town (Abdrakhmatov et al. 2003; Havenith et al. 2006) .
The target area is characterised by a combination of geologic, tectonic and climatic settings favouring intense landslide activity in this area (Alioshin and Torgoev 2000; Torgoev et al. 2002; Torgoev and Havenith 2013b) . The landscape in the Mailuu-Suu River Valley is continuously changing owing to the high landslide activity. The total area affected by landslides increased more than five times in the period between 1962 and 2007 (Havenith et al. 2006) . The studies also indicate that the absolute number of large and very large landslides increases over time, while the number of small landslides decreases proportionally (Schlögel et al. 2011) .
There are several landslides in the target area, which are likely to be related to a partial co-seismic slope failure. One of the biggest disasters occurred when the Tektonik landslide (see Fig. 2a ) failed on July 4, 1992-it was 7 weeks after the Ms = 6.2 earthquake (May 15, 1992) mentioned previously. This landslide with a volume of 1.5 × 10 6 m 3 brought significant economic losses and caused sensitive environmental damage (Vandenhove et al. 2003) . It is very likely that this seismic event was one of the main preparatory factors for the landslide failure (Havenith et al. 2006) .
After the catastrophe of the Tektonik landslide, an extensometric monitoring system was installed in 1997 in some critical sites, including the Upper Koytash landslide (see a monitoring area marked by a red point in Fig. 2a ; Torgoev et al. 2013a) . The monitoring results show that a fracture of several tens of centimetres had opened after two distant (>100 km) earthquakes (M = 5.9 and 6.0) that occurred in the beginning of 1997 (see Fig. 2b ). The Upper Koytash landslide finally failed in 2005 to produce a 700 m long earthflow made of loess. This final failure was mainly triggered by precipitation.
The monitoring results demonstrate that seismic activity could be one of the main preparatory factors for the following landslide failure (see the evidence at the end of 1997 in Fig. 2b) . Meanwhile, the nature of associated processes remains unclear. The failure of the Tektonik landslide in 1992 was preceded by a strong (Ms = 6.2) earthquake located at a distance of 30-40 km from the site-the dynamic impact of this earthquake is the M = 7.3 Suusamyr earthquake in 1992; the fault trace is according to Trifonov et al. 1990 (by Schlögel et al. 2011 caused extensive cracking all over the slope, while the subsequent precipitation lead to the final loss of stability (Torgoev et al. 2013a) . Meanwhile, the Upper Koytash landslide did not respond to local seismic activity before the final failure, while it clearly moved during two distant earthquakes in 1997.
Such remote effects are mentioned by several authors working in neighbouring areas. For instance, Torgoev et al. (2013d) explained it by a particular interaction of the local topography with low-frequency seismic shaking arriving from distant earthquake events. Keefer (2002) listed several world-wide cases, when slope failures were triggered at epicentral distances of more than 100-120 km-it was proposed that local site amplification could be the main triggering factor in these particular examples. A full explanation of this phenomenon needs coupling of field measurements with combined topographic-geological modelling. Part of this research problem is tackled by our studies, as one of the studied profiles crosses the mountain of the Upper Koytash landslide.
Applied numerical software
The numerous field and research data collected for our study area allowed us to construct well-defined models of the landslide-prone slopes. These models are further used for numerical analyses of seismic effects. They are performed with the modelling software known as the Universal Distinct Element Code (ITASCA UDEC, version 4.01). This code can simulate the response of continuous and discontinuous media (e.g. jointed rock mass) subjected to either static or dynamic loading (Itasca 2006 ). The media is represented by an assemblage of rigid/deformable blocks which are separated by the contacts with possibility of large displacement along them. These blocks are subdivided into a mesh of finitedifference (FD) elements and each element responds according to a prescribed linear or nonlinear stressstrain law. The recordings of the different dynamical parameters (e.g. acceleration, velocity or displacement) can be performed in any part of the studied medium. Due to these possibilities the UDEC code is considered to be a very powerful tool for the 2D modelling of seismic energy propagation. Possibilities for large contact displacements and an option for the plastic behaviour provide additional perspectives for the landslide related studies. Nevertheless, all our simulations are run in the elastic domain, as we focus on the study of a linear seismic response.
Model construction and dynamic modelling settings
The topographic models of the landslide-prone slopes are constructed on the basis of the SPOT DEM with a cell size of 21 × 21 m (Schlögel et al. 2011) . Figure 3 presents the topographic map/DEM of the target area, Koytash landslide monitoring (extensometric data) plotted versus seismic activity for a period from 25.11.1996 25.11. until 25.11.2004 25.11. (by Torgoev et al. 2013a ).
six studied profiles and the related set of constructed models. The total length of these models is around 23.0 km, while each model has a minimum length of 2.0 km. A larger model extent allows us to reduce the reflection/refraction boundary effects and to track amplification patterns associated with a larger variety of morphologies. The curvature values for the 42 m baseline length (the DEM pixel resolution of 21 m) span from −0.2 up to 0.5 (in terms of general curvature-see details in the BCurvature, FSC and smoothed curvature^section). Profiles 4, 5 and 6 cross some of the well-known landslides in the target area, including the Upper Koytash (profile 4) and the Tektonik (profile 5) landslides. Profiles 1, 2 and 3 reflect the basic morphologic features marking the target area (river valley, mountain crest, curved morphology, inclined slopes, etc.).
To simulate the pure topographic effects we apply an unique material type represented mainly by compacted Cretaceous sandstone (de Marneffe 2010). The mean values of geophysical-geotechnical properties (Vs = 1300 m/sec, Vp = 2500 m/sec and ρ = 2200 kg/ m3) are estimated on the basis of older reports (Nikitin and Fidelli 1974; Kyrgyzgiiz 1986, etc.) and more recent geophysical studies in the target area (Torgoev et al. 2002; Minetti et al. 2002; Havenith et al. 2006; Torgoev et al. 2012) . It should be noted that much more detailed geological data are available for this area, but here we Fig. 3 The DEM of target area together with landslide outlines, studied profiles and constructed models applied for the 2D elasto-dynamic modelling.
consider only a single material, as we focus on the pure topographic effects.
The models are filled by the FD-zones with variable edge length (see Fig. 4 ). The upper parts of all models between the surface and a depth of 300-500 m are filled by 10 × 10 m FD-zones. The size of the zones in these parts of models is adapted to the S-wave velocity values according to the criteria proposed by Kuhlmeyer and Lysmer (1973) Thus, for Vs = 1300 m/sec, the FD-zones with a size of 10 × 10 m can correctly propagate seismic energy (shear stress) up to 10.0-12.0 Hz. For a computational efficiency, the FD-zones in the lower parts of models have an edge length of 20 × 20 m (see Fig. 4 ).
Simulated signals are recorded by a large number of receivers distributed over the model surface and located in characteristic sites of curved morphologies: on hill crests, in the mid-slope and depressions (see sample position in Fig. 4 ). The signals of 186 surface receivers distributed along the surface of six models are analysed and compared with those of a reference receiver situated 10 m above the bottom of each model (see a position of reference receiver in Fig. 4) .
To reduce the effects of reflections from the boundaries, a large model extent (as indicated above) is combined with free-field conditions along the lateral and lower rims. All models have to be numerically stabilised prior to the simulation of seismic energy propagation. It is reached by a cycling in static conditions until the ratio of mechanical force and unbalance force are both less than a value of 10 −5
. The stabilised models are subjected to a dynamic loading in a shape of a plane wave impeded from the whole extent of the model bottom. The duration of the signal recording over all surface receivers is set to 15.0 sec.
A Ricker shape shear stress wave with two central frequency values (1.4 and 3.5 Hz) is applied to all models. Its shape results in a quasi-sinusoid form of xcomponent acceleration-time history (see one in Fig. 5a ). This signal form provides a flexible solution to vary the analysed frequency range. For example, the central frequency values of 1.4 and 3.5 Hz result in the spectral coverage of the x-component acceleration-time history to be roughly between 0.3 and 9.0 Hz (see the spectral amplitude distribution in Fig. 5a ). The effective time of dynamic loading in this case does not exceed 1.5 seconds and the PGA value is around 2.18 m/s 2 (≈0.22 g; see Fig. 5a ). For our elastic tests, the input PGA value is not critical as we focus only on the relative amplification of the ground motions and do not study the destabilising consequences related to the varying values of PGA. Fig. 4 The size of the FD-zones and position of the receivers applied for all constructed models. A model for profile 3 is additionally subjected to the input signals of varying forms and changing frequency content. This is performed to test an influence of the input frequency on the final value of Ia. These signals include the Ricker shape shear stress wave with the central frequencies of 1.0 and 2.0 Hz (see Fig. 5b ), as well as sinusoid-shape shear stress waves (one full cycle) with varying frequency content (2.0, 3.5, 5.0 and 6.0 Hz).
General patterns of the arias intensity amplification
The topographic amplification is analysed via the values of the Arias Intensity (Ia, m/sec). To characterise this amplification we employ a parameter At (At n ), which compares the Ia value obtained at any given surface receiver (Ia n ) with the one of reference receiver (Ia 0 ):
According to Eq.(3), the Ia values for all receivers (Ia n and Ia 0 ) are calculated by the integration of a squared acceleration-time history (x-component). Eq.(5) only applies the horizontal component of the Ia values, while the vertical component is not analysed. This choice is related to the fact that destabilising input of the vertical component is often considered to be negligible and, therefore, is not taken into account. For example, Harp and Wilson (1995) commented that most vertical strong-motion records bring a relatively small input into the total energy of recorded shaking and, thus, can be ignored in the analysis. Meanwhile, in the 3D domain with two horizontal components the analyses usually apply either the sum of both components or the largest value out of them (see, e.g. Del Gaudio and Wasowski 2011; Chousianitis et al. 2014) In Eq. (5) the surface acceleration-time histories are analysed in their original way, while reference histories are modified prior to integration. All reference recordings are multiplied by 2 to compensate the free-surface amplification effect usually observed on all surface receivers (see more details in Lee et al. 2003) . This value of amplification factor is also confirmed by our tests with simplified model geometry. Figure 6 presents a distribution of the At values observed for the four longest profiles (profile 1, 2, 3 and 4) applying Ricker shape shear stress input signal (1.4 and 3.5 Hz). As it can be seen, all crest parts of curved morphologies are characterised by amplified values of At, while the central parts of concave morphologies are marked by deamplification. It should be noted, that we consider the general curvature, when the hill/mountain is convex, while the valley is concave. An analysis of modelling results indicates that the crest amplification effect is related to a focusing of waves below the convex morphologies. The highest value of relative convex/concave amplification (≈3.26) is observed for a hill in the left part of Profile 4 (At = 2.02 at the crest versus At = 0.62 in the valley). This difference is observed over a distance of less than 500 m. The resulting distribution indicates that known relationships for the PGA amplification (see, e.g. Geli et al. 1988) could also be applied to Ia:
-wave focusing below convexities results in the amplified values of Ia at the hill crest; -middle parts of concavities and the toe of a slope are marked by deamplified values of Ia; -relative crest/toe amplification of Ia values can reach a factor of more than 3.
Spectral amplification
To study the spectral amplification patterns we compare the frequency content of surface recordings with the reference one. Figure 7a presents examples of surface and reference acceleration-time histories for profile 1 (the surface receiver is situated on the crest of the highest hill of profile 1-see Fig. 6 ). The spectral amplitude curves for both recordings are presented in Fig. 7b . These curves are produced by the Geopsy software (version 2.7.4) which is commonly applied for signal analysis/processing. The spectral ratio curve, presented in Fig. 7c , is obtained by dividing the surface amplitude spectrum over the reference one. This spectral ratio curve provides a basis for our spectral analysis as it shows deamplified/ amplified spectral ranges and related amplitudes. Figure 8 presents a set of the spectral ratio curves for profile 3 with vertical exaggeration 1:2.5 to better highlight presented convex/concave features. The results are obtained for a Ricker shape shear stress input signal with the central frequencies of 1.4 and 3.5 Hz. A careful analysis of the spectral ratio curves reveals a recurrent feature related to the position of amplified peaks. First, most amplified peaks are found on top of convex morphologies. For example, a convexity between P3.04t and P3.06t is characterised by the amplified frequency range around 1.8-1.9 Hz (see peak 3 in Fig. 8 ). The crest of this convexity (P3.05t) has the maximal value of spectral ratio for peak 3. At both toes (P3.04t and P3.06t) lower values of spectral ratio are observed. The same observation can be made for other peaks, e.g. peak 2, 4 and 6.
The amplified peaks disappear at a certain distance from a given convexity, but some residual amplification is still observed at the neighbouring receivers. For example, while peak 4 is associated with a hill between P3.07t and P3.09t, it is still presented at P3.10t, situated outside of this hill. This residual impact, so-called neighbourhood effect, has already been mentioned by former studies (e.g. Geli et al. 1988) .
In total, eight amplified peaks are structurally correlated with convexities of different sizes along profile 3. In all cases, the hill crest has the highest spectral amplification at the amplified frequency range. A position of amplified peaks indicates that low-frequency amplification is related to the large-scale features. For example, peak 1 (≈0.7 Hz) is related to the entire hill in the left part of the profile with a baseline length of at least 2500 m. This peak 1 is replaced by peak 5, which is related to the 2000-m long hill in the right part of the profile. Some residual amplification at peak 1 is observed for receiver P3.12t, since the spectral ratio value at peak 5 is more than in other receivers, situated higher in the slope. Fig. 7 The examples of a acceleration-time histories, recorded at sample surface receiver (see P1.21 t in Fig. 9 ) and corresponding reference one (the last one is multiplied by 2), b the smoothed (Konno and Ohmachi, 25 %-Geopsy) spectral amplitude curves, c the smoothed (Konno and Ohmachi, 25 %-Geopsy) spectral ratio curve (for the Ricker shape shear stress signal with the central frequencies of 1.4 and 3.5 Hz).
While most of the amplified peaks could be associated to the certain convexities, there are still some with unclear origin. For example, surface receiver P3.05t contains two additional peaks at a higher frequency range (see those at 3.8 and 5.2 Hz in Fig. 8 ). Another example is presented by receiver P3.11t, which is situated in the middle of a depression. This receiver has peak 1, which can be explained by the neighbourhood effect. It also has two amplified peaks in the higher frequency range (see the ones at 2.5 and 3.5 Hz in Fig. 8 ). These last peaks could hardly be explained, as the central part of the concavity should normally be characterised by the spectral deamplification. The origin of these peaks should be clarified by the additional studies and, therefore, it is the future research target, lying outside of our current objectives.
The results of spectral studies follow the links established by previous research. For example, Geli et al. (1988) state that the peak spectral amplification on the mountain top is observed for a wavelength roughly equal to the hill/mountain width, i.e.:
where Fa (Hz) is the amplified frequency range, Vs (m/sec) is the shear-wave velocity (here is 1300 m/sec) and L (m) is the hill/mountain width, otherwise a length of the convexity baseline. Ashford et al. (1997) establish a link between a slope height and peak spectral amplification of motion at the crest of a steep slope. They show that this amplification occurs at a normalised frequency H/λ = 0.2, where H is the slope height and λ is the wavelength of the motion.
To analyse these relationships, Fig. 9b , c present the plots of the amplified frequency values versus both hill dimensions (see H and L in Fig. 9a ). These plots represent the experimental dataset obtained for all six profiles applying the Ricker shape shear stress input signal with the central frequency of 1.4 and 3.5 Hz. At the same time, a fit between our data and the previously established laws is analysed. Fig. 9b demonstrates that the observed distribution is in agreement with the relationship proposed by Geli et al. (1988) . It is confirmed by the high value of correlation coefficient (0.93) for a link between our experimental dataset and the Geli's law. An analysis of the hill height shows that a value of the amplified frequency is more related to the square root of the hill height (see the trendline in Fig. 9c ), rather than to its original value as it is shown by Ashford et al. (1997) . This discrepancy can be explained by the fact that the above-mentioned authors analyse steep slope geometry, which is not our case. Nevertheless, the high value of correlation coefficient (0.91) for the fit between our experimental dataset and the presented trend line shows that the range of the amplified frequency is also impacted by the slope height.
Thus, our spectral studies imply that the amplified frequency range is determined by both L and H, rather than by a single hill dimension. Generally, the larger morphologies, i.e. those with higher L and H, induce amplification at low frequencies, while smaller morphologies amplify at higher frequencies. Maufroy et al. (2015) apply this link to relate the spectral amplification to the frequency-scaled curvature (FSC) which represents the values of earth's surface curvature doublesmoothed over a specific spatial extent (see a more detailed review of curvature and FSC later in the BCurvature, FSC and smoothed curvature^section). The size of smoothing extent in FSC laterally expresses the size of analysed morphology. On the other hand, show that curvature can explain the topographic amplification of Ia values observed in 2D dynamic tests. These links indicate that Ia amplification should somehow be related to spectral amplification which, in turn, shows a potential to apply FSC in prediction of At. As FSC presents the predictor which can be conveniently mapped in 3D domain we further analyse related links in more details.
Spectral amplification versus the Ia and At
To establish a link between the spectral amplification and the value of Ia (and At) we turn to Parseval's theorem (Parseval des Chênes 1806). It states that an integral of the squared function is equal to an integral of the squared Fourier transform of this function. In our case, the acceleration-time history is the function and, according to Eq.(3), the integral of the squared function multiplied by a pre-defined constant is the value of Ia. The Fourier transform of the acceleration-time history is its amplitude spectrum. It denotes that the value of Ia for a given acceleration-time history can be calculated in two ways:
where a(t) is acceleration-time history (with dt as time interval) and S(φ) is spectral amplitude curve (with dφ as frequency interval). Introducing Eq. (7) into Eq.(5) the value of At for surface receiver 'n' (At n ) can be calculated as:
where S n (φ) is the amplitude spectrum for a given surface receiver and S 0n (φ) is the amplitude spectrum for the reference receiver of the corresponding model. Fig. 7 , S n (φ) can be represented by a multiplication of the spectral ratio curve, Rs n (φ), and the reference amplitude spectrum, S 0n (φ):
According to
In this case Eq. (8) can be represented as:
This last equation shows that the value of At depends on two factors: the spectral ratio curve for a given surface receiver and the amplitude spectrum for the input acceleration-time history. Figure 10 analyses how these factors, i.e. Rs n (φ) and S 0n (φ), impact the final values of Ia and At. It is presented for the example of a surface receiver (see P3.01 t in Fig. 8 ) subjected to two Ricker shape shear stress input signals with varying frequency content. The high-frequency signal has the central frequency values of 1.4 and 3.5 Hz (Fig. 11a) , while the low-frequency signal has the values of 1.0 and 2.0 Hz (Fig. 11b) .
According to Eq. (7) and (8), the values of Ia, Ia 0 and At for both cases are calculated via the surface and reference spectral amplitude curves. While the surface amplitude spectrum is different for both tests, there is some consistency revealed. Both curves have the unique amplified peaks (see peaks 1, 2, 3, 4 and 5 for blue and red curves in Fig. 10a, b) , while the spectral amplitude values at these peaks are different (compare the values in the same Fig. 10a, b) .
Meanwhile, the shape of the spectral ratio curve is almost identical for the two modelling cases (compare the ones in Fig. 10c) . A significant difference at the frequency range more than 5.0 Hz is artificial. It is related to the fact that there is a negligible portion of energy presented in the low-frequency signal after 5.0 Hz-it provides artificially low values of spectral ratio at this frequency range. A fit of the spectral ratio curves suggests that, ideally, their shape depends only on the morphological and geotechnical site settings, i.e. Vs, slope height and length, concavity/convexity. In other words, the spectral ratio curve shows deamplification/amplification potential of a given site.
The input amplitude spectrum (see black dotted lines in Fig. 10a and b) is a site-independent factor and it determines the spectral ranges, where the site amplification potential will most affect the final value of At. Indeed, the Ia value in the case of the high-frequency signal is more impacted by peaks 2, 3, 4 and 5. The lowfrequency signal is more affected by peaks 2 and 3 with a smaller input from peak 4. It can also be seen, that peak 5 has an almost negligible input into the Ia value of the low-frequency signal, while both modelling cases are much less impacted by peak 1. The observed difference in the spectral amplitude distribution results in the varying values of Ia and At for both cases. The highfrequency signal is more amplified in terms of the Ia values (At = 1.23 versus At = 1.15).
The same consistency is revealed for the sinusoidshape signals, tested on the same receiver (see the results in Fig. 11 ). It can be seen that the 5.0 Hz input signal has the highest value of At = 1.20, since its central frequency coincides with two amplified peaks, namely peak 4 at 4.1 Hz and peak 5 at 5.6 Hz (see Fig. 11c ). The 2.0 Hz signal is also strongly impacted by two amplified peaks (peaks 2 and 3), but it has lower value of At (see Fig. 11a ). This difference of the At values is explained by very broad amplification provided by peak 5 in the neighbouring spectral range (see Fig. 11d ), while the range between peaks 2 and 3 is even deamplified (see the range of 1.9 Hz in Fig. 11a ). The 3.5 Hz signal has the lowest At value (1.06), which is strongly related to the spectral deamplification at the range of 2.7-3.8 Hz (see this range in Fig. 11b ). All modelling cases have an almost identical shape of the spectral ratio curves (see Fig. 11d ), which is also similar to the ones of the Ricker shape input signals (compare Fig. 10c and Fig. 11d ). It confirms that, ideally, the spectral ratio curve depends only on the site settings and is independent from the input signal.
Thus, our studies reveal an explicit link between At and the spectral amplification. Should the central frequency of the input signal coincide with the amplified frequency range, it will also result in amplification of the Ia value (At > 1). Similarly, if a certain site is characterised by spectral deamplification at the central frequency of the input acceleration-time history, it will also result in the deamplified value of Ia for this signal (At < 1). The other spectral ranges can also impact the final value of At. This impact is more pronounced for the signals with broad input spectrum, as amplification of lateral frequencies starts to play a role. Reversely, the narrow input spectrum results in close link between At and spectral amplification near the central frequency range. Fig. 10 The spectral amplitude and spectral ratio curves (c) obtained for a sample surface receiver (see P3.01t in Fig. 8 ) subjected to high a and low b frequency Ricker shape shear stress waves with indication of Ia0 and Ia1 values (respectively, for input and amplified signal) as well as corresponding At values. Fig. 11 The spectral amplitude (a-c) and the spectral ratio (d ) curves obtained for a sample surface receiver (see P3.01t in Fig. 8 ) subjected to sinusoid-shape shear stress waves with varying frequency content.
The link between At and spectral amplification shows the potential to predict the Ia amplification based on FSC. This last parameter presents the surface curvature which is double-smoothed over the extent predicted by Geli's law. The potential to predict the value of At based on the curvature is also indicated by , even though the authors do not apply any smoothing and analyse the original curvature values. In addition, the authors did not test the signals with changing central frequency, while its impact on At is proved by us here. Therefore, we further use signals of varying shape and changing central frequency to analyse how the amplification of Ia value can be predicted by curvature.
Curvature, FSC and smoothed curvature
The basic concept of curvature as the topographic index is reviewed by Evans (1979) and Zeverbergen and Thorne (1987) . The authors analyse a part of DEM represented by a moving window with dimensions of 3 × 3 cells where the cell values denote elevation (see schematic view in Fig. 12a ). The presented distribution of nine elevation values is further fit by the polynomial functional surface (see the one in Fig. 12a ). The 1st spatial derivative of this polynomial function, i.e. change of elevation per unit of spatial extent, is defined as the slope. The 2nd spatial derivative of the same polynomial function is the curvature and it shows a change of slope per unit of spatial extent. The authors further define two basic directions along which curvature can be calculated, i.e. along the direction of maximum slope (profile curvature) and transversely to it (planform curvature). Moore et al. (1991) incorporate both types of curvature to get the parameter termed as the general curvature. Fig. 12a shows a technique adopted by the ArcGIS code to calculate the value of general curvature in 3D domain. Here, D and E reflect curvature in both orthogonal directions and general curvature is calculated for the central cell marked as Z5. The positive value of general curvature shows upward convexity, while negative value represents downward concavity. Figure 12b shows how the concept of general curvature is adapted to the 2D domain. In this case, the curvature is calculated along a single direction, i.e. along the model surface. As the 2D cross-section normally shows the direction of the maximum slope, the value of D in this case is equal to 0. That way the 3D general curvature transforms into a parameter termed either as 2D general or 2D profile curvature. This concept of curvature calculation is applied to analyse our data. The choice is driven by the fact that 2D and 3D curvatures in this concept are clearly linked, which should further assist in the comparison of data. In this case the curvature baseline length, referred as L in Fig. 12b , corresponds to twice of a DEM pixel size in Fig. 12a , i.e. L = 2L p . As the surface of our models is sampled every 21 m, the minor baseline to which the value of curvature can be calculated corresponds to L = 2L p = 42 m. For further convenience those elementary curvature values, i.e. calculated for L = 42 m, are referred as Curv.
The next critical issue is related to the smoothing of curvature values. In applied meaning the smoothing expresses the procedure which returns the mean value of curvature over a given spatial neighbourhood which is determined by the smoothing length. We suppose that the smoothing of curvature values can be performed via two main options: the direct smoothing of the elementary curvature values or extraction of curvature based on the smoothed elevation data. The last option implies that, first, the elevation values should be smoothed and, then, the curvature is calculated. Moreover, the smoothing itself can be applied several times. For example, Maufroy et al. (2015) apply double-smoothing of original curvature values to get the parameter termed as FSC. In this respect, given the variety of smoothing options, we prefer to treat FSC as the particular case of smoothed curvature.
In this study, we do not compare At values with the FSC, as we focus on simple prediction techniques. Figure 13a demonstrates a sample distribution of the curvature values (Curv) near the P4.05t receiver (profile 4). These curvature values are calculated for every surface node according to Fig. 12b : Z11 is the elevation at the studied node, while Z10 and Z12 are the neighbouring elevation values. Figure 13b shows how this distribution of Curv values is applied to calculate the smoothed curvature for the same surface receiver, i.e. for P4.05t. As it can be seen, the applied algorithm collects all Curv values within a specific neighbourhood from P4.05t and returns the mean value. For example, Curv 84 represents the mean curvature over the neighbourhood of 84 m, while Curv 126 is calculated by averaging all Curv values over the neighbourhood of 126 m (see the smoothing neighbourhood in Fig. 13a and sample calculations in Fig. 13b ). According to this approach the smoothed curvature values with L ranging from 84 m till 798 m are calculated for all surface receivers of six studied models. These smoothed curvature values are further analysed regarding their relationship with observed amplification of Ia.
At versus smoothed curvature
To study the link between At and the smoothed curvature we first plot both parameters versus each other. The plots demonstrate that distribution of linear correlation values follows a certain rule (see this value at the bottom of each graph). Starting from L = 42 m these values are growing, reaching the maximum at L = 294 m (see a graph marked by a dotted rectangle in Fig. 14) . At the values of L more than 294 m, the correlation values are again decreasing. It suggests that the distribution of At for the studied input signal is best linearly predicted by a curvature with L = 294 m, i.e. by Curv 294 . This specific value of L is further referred to as effective smoothing length (Le), while the corresponding curvature is termed as effective curvature (Curv Le ).
The correlation between At and smoothed curvature is also analysed for other tested signals. Figure 15 presents the curves which show how the change of L impacts the linear correlation between both parameters. The Ricker signal analysed in Fig. 14 , is presented by a blue dotted line in Fig. 15a (see Le = 294 m). The other signals are only tested on profile 3. They include the low-frequency Ricker (red curve in Fig. 15a ) and the sinusoid-shape signals with different values of central frequency (Fig. 15b) .
The analysis of curves shows an agreement with the graphs shown in Fig. 14. All curves contain some peak value of correlation coefficient which is attributed to the effective smoothing length, i.e. Le. To both sides from Le the correlation coefficients gradually decrease. The value of Le is inversely related to the central frequency. The sinusoid-shape signals soundly confirm that link: Fig. 15b ).
Some curves shown in Fig. 15 are asymmetric. For example, the one for the low-frequency Ricker signal (red curve in Fig. 15a ) is more inclined in a part with L < Le. The input spectrum shown in Fig. 10b explains this asymmetry: the comparatively narrow input spectrum, ranging from 0.0 up 6.0 Hz, results in a lower impact of the curvature with smaller L, while the curvature with larger L affects the value of At more. The highfrequency Ricker signal has a more symmetric shape (see the blue lines in Fig. 15a ). Figure 10a shows that this signal has a much broader input spectrum; therefore, the At values for this signal are almost equally impacted by curvature with both small and large values of L.
The observed link between Le and central frequency of input signal is further studied in Fig. 16 (red dotsRicker signals, blue dots-sinusoid signals). Here, we analyse the central frequency of the input accelerationtime history (F ca ), which is derived from the input spectrum constructed in the Geopsy software (see, e.g. Fig. 5 for Ricker signals). The values of F ca are higher than those for the input shear stress. For example, the 2.0 Hz shear stress corresponds to F ca = 2.2 Hz (point 1), while the 6.0 Hz shear stress already corresponds to F ca = 8.4 Hz (point 4). The presented distribution is also compared to Geli's law (see the trendline in Fig. 16 ). It can be seen, that empirical values of Le are highly correlated to the calculated ones (correlation coefficient -0.88). This fit is very critical as it suggests that Le can be derived from the shear-wave velocity and the central frequency of the input acceleration-time history. Figure 17 further analyses a link between At and smoothed curvature for four sinusoid-shape signals, tested on profile 3 (40 surface receivers). The graphs also contain linear shape trends together with prediction laws for them. The linear correlation coefficients for these laws correspond to the peak values observed for the same signals in Fig. 15b . As it can be seen, the worst predictions of the At values are performed for the F ca = 8.43 Hz signal (linear correlation coefficient of around 0.64). Slightly better predictions are performed for the F ca = 2.22 Hz and F ca = 5.65 Hz signals, as the corresponding coefficients are equal to 0.68 and 0.67. The best predictions are obtained for the F ca = 3.8 Hz signal, as the correlation coefficient equals to 0.78. The variation of correlation values seems to be nonsystematic and not related to F ca . That discrepancy between observed and predicted data is explained above: the At values are not solely influenced by the effective curvature, as some lateral impacts come from the curvature smoothed over other values of L.
An analysis of prediction laws in Fig. 17 reveals some regularity. First of all, the inclination of trends becomes flatter with an increasing value of F ca (compare the slope coefficients). Second, all equations have an intercept equal to 1, i.e. for Curv Le = 0 the value of At is exactly equal to 1, which shows a lack of any deamplification/amplification of Ia value. These regularities led to the definition of the general shape of prediction law which can be presented next:
where K is a frequency-dependent slope constant. These four values of K for sinusoid signals are further compared to F ca to get the relationship between these parameters. The analysis shows that K is best predicted by the next equation: 
The analysis of data from Ricker tests confirmed that the distribution of At can be predicted according to the general law shown in Eq.(11). Nevertheless, some difference is observed. For example, a sinusoid signal with F ca = 2.22 Hz has the K value of 1.6246, while lowfrequency Ricker signal with a comparable F ca (2.01 Hz) has the K value of 1.9939. This difference of around 18-20 % shows that the value of K does not only depend on F ca but also on the shape of the input spectrum. It shows that prediction of the Ia amplification based on effective curvature should not only consider the central frequency of input spectrum, but also account for its shape.
Conclusions and outlook
This paper addresses the issues related to the pure topographic amplification of the Arias Intensity (Ia, m/sec) which is important parameter used in the regional Newmark method. This method maps the earthquakeinduced landslide susceptibility via the calculated values of the co-seismic slope displacement. The values of Ia in this method are mapped through empirical attenuation laws which apply a set of regional predictors, most commonly epicentral distance and earthquake magnitude. These laws do not account for the topographic amplification which negatively affects the reliability of final predictions.
The main goal of our paper is to investigate a potential to include these topographic inputs into the conventional mapping practice. To accomplish this task we analyse 2D modelling data from six models with total length of about 23.0 km. The models reconstruct the landslide-prone slopes in the Mailuu-Suu River Valley, Southern Kyrgyzstan. The recorded acceleration-time histories are applied to calculate the values of Ia which Fig. 17 The plots of the At values versus the effective curvature observed for profile 3 (40 surface receivers) applying sinusoid-shape signals with varying frequency content. Fig. 16 A plot of the effective curvature baseline length (L e ) versus the central frequency values for the input acceleration-time history (F ca ) and a comparison with the law of Geli et al. (1988). are further analysed in respect to their link with spectral amplification and surface morphology, expressed via smoothed curvature.
The spectral studies show that Ia amplification (expressed via At) and spectral amplification are directly linked processes. This link is more expressed for the signals with narrow input spectrum when the amplification of central frequency is very crucial. Reversely, this link is less pronounced for the signals with broader input spectrum, as amplification of lateral ranges starts to play bigger role. The spectral studies also confirm that amplified frequency range is related to the size of convex morphology. The larger hills/mountains induce amplification at the low-frequency range, while minor features do it in the high-frequency domain. This link is applied in a well-established FSC proxy where curvature smoothing indirectly expresses the size of morphology playing important role in spectral amplification.
To calculate smoothed curvature in our studies we perform single smoothing over spatial extent called smoothing length (L). Thus, the smoothed curvature represents the mean curvature within spatial extent equal to L. The link between At and smoothed curvature of different L is tracked for input signals with variable spectral content (F ca ). The analyses show that At values for all tested signals are best predicted on the basis of the so-called effective curvature which is smoothed over effective smoothing length (Le). The value of Le is predicted via F ca and Vs according to Geli's law. The general form of At prediction law is proposed based on analyses of sinusoid signals. In this law the value of At is related to two main factors: effective curvature and F ca . This prediction law is also valid for the Ricker signals, while coefficients involved in final equations are different. It shows that the At values are related to both characteristics of input signal: F ca and entire shape of the input spectrum.
Proposed equations cannot be directly implemented in the conventional Ia attenuation laws which work in the 3D domain. Nevertheless, some 3D morphologies can be approximated by 2D structures. For example, the long ridge has curvature variation only across it, while the curvature along the ridge is equal to 0. In this specific case, the Ia values should generally be amplified in only one direction and proposed equations can be applied to predict this amplification. However, most morphologies have different shapes which can even be almost symmetric in the 3D domain. It that case the values of Ia are amplified in both orthogonal directions and curvature should account for the 3D shape. It finally implies that development of mapping proxy should be based on 3D studies. These studies should test the signals with varying shape of input spectrum and changing values of central frequency. The Ia values amplified in both horizontal directions should further be compared versus the curvature smoothed in 3D. In respect to that the different smoothing techniques should also be tested, as they can potentially impact the reliability of final predictions. This set of dynamic analyses would finally let to incorporate the topographic inputs into the conventional mapping practice.
