Abstract. Consider a pressureless gas interacting through an attractive-repulsive potential given as a difference of power laws and normalized so that its unique minimum occurs at unit separation. For a range of exponents corresponding to mild repulsion and strong attraction, we show that the minimum energy configuration of gas is uniquely attained -apart from translations and rotations -by equidistributing the particles of gas over the vertices of a regular top-dimensional simplex (i.e. an equilateral triangle in two dimensions and regular tetrahedron in three). If the attraction is not assumed to be strong, we show these configurations are at least local energy minimizers in the relevant d ∞ metric from optimal transportation, as are all of the other uncountably many unbalanced configurations with the same support. We infer the existence of phase transitions.
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Introduction
The energy of a pressureless gas of particles with mass distribution dµ(x) ≥ 0 on R n is given by E W (µ) = R n ×R n W (x − y)dµ(x)dµ(y), (1.1) assuming the particles interact with each other through a pair potential W (x). Normalizing the gas to have unit mass ensures that µ belongs to the space P(R n ) of Borel probability measures on R n . Our goal is to identify local and global energy minimizers of E W (µ) on P(R n ), for power-law potentials W = W α,β where W α := |x| α /α and (1.2)
is of attractive-repulsive type α > β; here α is the exponent of attraction, β is the exponent of repulsion, and we have chosen units of length so that W α,β is minimized precisely on the unit sphere |x| = 1. The Lennard-Jones potentials [25] fall into this class, including (α, β) = (−6, −12), except that we will be concerned almost exclusively with power laws having positive rather than negative exponents, particularly those in the mildly repulsive triangle α > β ≥ 2 investigated by the quartet and trio composed of Balagué, Carrillo, Laurent and Raoul [2] and Carrillo, Figalli and Patacchini [9] respectively. The term mildly repulsive reflects the fact that W flattens out around the origin (and the Hausdorff dimension of the support of the minimizer decreases [2] ) as β increases. We shall be particularly interested in the behaviour of the problem on the boundary of the mildly repulsive triangle: this consists of three lines which we call the hard confinement limit α = +∞, the centrifugal line β = 2 and the null line α = β, on which the energy is identically zero. (The line α = 2 is also distinguished; for reasons explained below we call it the centripetal line even though it lies outside our triangle of interest.)
Our first result concerns behaviour near the hard confinement limit. For each β ≥ 2, if α is sufficiently large it asserts the energy (1.1) is uniquely minimized on P(R n ) by measures µ which equidistribute their mass over the vertices of a unit-diameter regular simplex. This confirms a phenomenon which has often been observed in dynamical simulations [1] [2] [3] [16] yet has largely defied explanation. Apart from results in one-dimension due to Kang, Kim, Lim and Seo [22] and their references, the best understanding to date of this mildly repulsive phenomenology comes from work of the quartet [2] , who established that local minimizers vanish outside a countable set, and the trio [9] , who gave a geometric restriction on the shape of this support which translated into a bound on the number of points it contains in the case of global minimizers, and which we can now replace with its sharp value n + 1 at least in the range of validity of our results.
The behaviour we describe is very different from what happens when the repulsion is stronger [19] [18] : when β ∈ (−n, 2], the functional (1.1) admits spherically symmetric critical points given by densities if either α or β is even [11] or if α < 0 [14] ; some of these are conjectured to be global energy minimizers -a conjecture which has been proven at the point (α, β) = (2, 2 − n) where Newtonian repulsion competes with centripetal attraction by Choksi, Fetecau and Topaloglu [14] , and which follows from the convexity established by Lopes [26] in the larger rectangle (α, β) ∈ [2, 4]×(−n, 0) bounded by the centripetal line on one side. Even in two dimensions a wide variety of behaviours interpolating between this regime and ours has been reported by, e.g., Kolokolnikov, Uminsky and Bertozzi with Sun [24] and with von Brecht [38] . (Very recently, the analogous problem has been studied under an incompressiblity constraint imposed by a uniform bound on the density of µ [8] . Frank and Lieb [20] establish the presence of a phase transition as the bound is varied. It is in this context that the work of Lopes is set.)
Much of the interest in minimizers of the functional (1.1) stems from the fact that it is a Lyapunov functional [13] [9] for the self-assembly or aggregation equation [30] ∂µ ∂t = ∇ · (µ∇W * µ), (1.4) modeling dissipation-dominated dynamics for a large number of particles interacting through the pair potential W ; see e.g. [12] and the references there. Families of local energy minimizers of (1.1) therefore form stable manifolds for the dynamics (1.4). The shape of W has been chosen so that it is energetically favorable for particles to try to position themselves at unit distance apart, to the extent this is feasible given the large number of particles. Dynamics analogous to (1.4) have been proposed as models for the kinetic flocking and swarming behaviour of biological organisms [30] [34], self-assembly and condensation of granular media [35] and nanomaterials [21] , and even strategies in game theory [4] .
The fact that the minimizers we describe break the rotational and translational symmetries of the functional (1.1) already suggests that the problem is unlikely to yield to the usual convexity or symmetrization techniques from the calculus of variations [23] [27] [6] [10] . Instead we extend the definition (1.2) to α = +∞ by setting
and work perturbatively around this hard confinement limit, for which we analyze the minimization problem
by comparing it to the corner case (α, β) = (∞, 2) where hard confinement meets the centrifugal line. Such an approach to the more repulsive regime β < 0 with an incompressibility constraint was also suggested by Burchard, Choksi and Topaloglu [8] . What distinguishes the centrifugal (respectively centripetal) line is that, for probability measures µ ∈ P(R n ) with second moments, the elementary calculation
wherex(µ) := R n xdµ(x) is the barycenter of µ, (1.8) shows that the repulsive (respectively attractive) term in the energy reduces to the variance of µ around its mean, as in e.g. [14] . Moreover, the variance (1.7) becomes a linear (as opposed to quadratic) function of µ when restricted to measures
with center of mass at the origin; this restriction costs no generality since the energies (1.1) are invariant under rigid motions of µ. The contribution of the variance to the total energy leads to a term in the Euler-Lagrange equation (4.1) (found e.g. in [28] [2] for our problem) representing a force either towards or away from the center of massdepending on whether we are on the centripetal or centrifugal lineand growing linearly with the distance. This is precisely analogous to the force which appears in a pressureless model of rotating stars (or in a centrifuge) in n ≤ 2 dimensions; see [28] and its references. The analogy breaks down if n ≥ 3, since our force pulls towards a point rather than an axis of rotation, but the use of the terms centrifugal and centripetal continues to be justified by their Latin roots.
The corner case (α, β) = (∞, 2) corresponds to maximizing the variance of µ around its center of mass subject to a constraint on the diameter of the support spt µ ⊆ R n , meaning the smallest closed set containing the full mass of µ. Surprisingly, we have not found this variance maximization addressed in the literature, apart from Popoviciu's inequality on the real line [32] . We therefore extend his result to higher dimensions in Theorem 1.3, to obtain a rigid inequality characterizing regular simplices.
n is called a top-dimensional simplex if K has non-empty interior and is the convex hull of n + 1
which can be verified by simple induction on dimension. We shall use this fact tacitly throughout. Notice this theorem already exhibits symmetry-breaking: although the objective functional (1.7) and its domain are invariant under rigid motions of µ, its extremizers fail to be invariant under either translations or rotations (see figure 1) . Nevertheless, the extremizers are unique apart from such rigid motions. The usual convexity and symmetrization techniques from the calculus of variations do not easily accommodate optimizations which break symmetries [23] [27] [6] .
Instead, we remove translation symmetry by restricting our attention to the probability measures having center of mass at the origin. For each convex set K ⊆ R n of unit diameter, the variance maximization then corresponds to an infinite-dimensional linear program. We establish a linear programming duality which facilitates the extraction of enough information about this family of maximizations parameterized by K ⊆ R n to establish the theorem by an elementary geometric induction on dimension. Our appeal to linear programming duality to identify symmetry-breaking optimizers echoes its unexpectedly successful use by Odlyzko and Sloane [31] , Cohn and Elkies [15] , and Viazovska [36] to solve optimal sphere-packing problems in certain dimensions. Theorem 1.3 plays a key role in the proof of our first main result: Theorem 1.4 (Mild repulsion with strong attraction is minimized uniquely by the unit n-simplex). Fix β ≥ 2. For all α ∈ [β, ∞) sufficiently large, a probability measure µ minimizes (1.6) if and only if it is uniformly distributed over the vertices of a unit n-simplex.
The following corollary reframes this theorem:
there is a minimal value α ∆ (β) ∈ [β, ∞) such that: for each α > α ∆ (β), a probability measure µ minimizes (1.6) if and only if µ assigns mass 1/(n + 1) to each vertex of a unit n-simplex. Our second main result concerns local energy minimizers in the Kantorovich-Rubinstein-Wasserstein d ∞ metric from optimal transportation, whose definition is recalled at (4.6) below. This is the relevant metric on P(R n ) for gas particles moving at bounded speeds, as noted by one of us in [28] , and for the present problem by the quartet [2] . Theorem 1.7 (All distributions over unit simplex vertices are d ∞ -local energy minimizers). Fix α > β ≥ 2 and any measureμ ∈ P(R n ) whose support sptμ coincides with the vertices X = {x 0 , . . . , x n } of a unit n-simplex, ordered so that the
, and the inequality is strict unless µ is a rotated translate ofμ.
Since the group of rigid motions has dimension
, this theorem provides an uncountable number of
-dimensional manifolds (parameterized by the positive masses m 0 ≤ . . . ≤ m n assigned to each vertex of the simplex) which must be stable under the dynamics (1.4). This both predicts and explains the dynamic formation of unit simplex configurations observed in simulations throughout the mildly repulsive regime α > β > 2. As in one-dimension [22] , the intuition behind this result is that the configurations described by the theorem are critical points due to the flatness of the interaction potential W α,β (x) at the origin and at unit distance from it; they are stabilized by W α,β 's lack of uniform concavity at x = 0 in combination with its radially uniform convexity at |x| = 1 and the geometry of the unit simplex. ) shows the configurations of Theorem 1.4 remain d ∞ -local energy minimizers for all α > 4 if n ≥ 2, and for all α > 3 if n = 1. For n = 1, versions of both theorems were proved in Kang, Kim, Lim and Seo [22] (see also Fellner and Raoul [17] ) along with examples showing in what sense the the bound on α required by Theorem 1.7 is sharp.
The paper is organized as follows. Section 2 contains the proof and analysis of cases of equality in our isodiametric variance bound (Theorem 1.3). Section 3 shows the same extremizers uniquely minimize the hard confinement limit α = +∞ of the mildly repulsive energy (1.6). Section 4 introduces the notion of Γ-convergence with respect to the metrics d p on probability measures, and contains a series of preparatory estimates for Section 5, which establishes the presence of d ∞ -local minimizers throughout the mildly repulsive triangle α > β ≥ 2 and extends the characterization of global minimizers from the hard confinement limit to all sufficiently large values of the attraction exponent α.
A geometric family of ∞-dimensional linear programs
This section is devoted to establishing our isodiametric variance bound and cases of equality: Theorem 1.3. Let us briefly recall the strategy of our proof. It costs no generality to restrict our attention to measures µ with center of mass at the origin and whose support has at most unit diameter. For each compact set K ⊆ R n of unit diameter, let P 0 (K) ⊆ P 0 (R n ) denote the set of Borel probability measures vanishing outside K and having center of mass at the origin. The problem of maximizing the variance among µ in P 0 (K) is a (infinite-dimensional) linear program, and we shall characterize its maximizer using the duality theory from linear progamming. We then maximize the value of this linear program among translations of K, and characterize its maximizer. It turns out the measure of largest variance under this double maximization vanishes outside a centered sphere. We shall show the radius of this sphere cannot exceed the radius r n := n 2n+2 of the unit n-simplex by an induction on dimension, which is based on the idea that if the centered sphere is too large, no measure whose support has unit diameter can have its center of mass at the origin.
Our first goal is to establish the following duality result of FenchelRockafellar type [33] :
where P 0 (K) denote the set of Borel probability measures on K having center of mass at the origin.
This lemma can be motivated heuristically as follows [29] . Introducing Lagrange multipliers h and p for the mass and barycenter constraints,
where M + (K) denotes the set of non-negative Borel measures of finite total mass on K ⊆ R n . Statement (2.1) is basically the assertion that equality holds when order of the infimum and supremum is interchanged in this argument, which is a consequence of the expression in square brackets having a saddle point. Since the expression is bilinear in the variables µ and (h, p), this may not be surprising. Due to lack of compactness however, a rigorous proof along standard lines requires some machinery to be introduced, which will continue to prove useful throughout.
Given a Banach space Z and its dual Z * , the Legendre-Fenchel transform of a function f :
where z * (z) denotes the duality pairing. The double Legendre transform f * * is well-known to be the largest lower semicontinuous convex function on Z * * whose restriction to Z is dominated by f . Recall Theorem 4.4.3 from the book of Borwein and Zhu: 
where Y * denotes the Banach space dual to Y and dom f := f −1 (R). Moreover, the supremum is attained if finite.
Proof of Lemma 2.1: Let Z := R n+1 be Euclidean and equip the continuous functions Y := C(K) on K with the supremum norm, so that Z * = R n+1 and Y * = M(K), the space of signed measures on K normed by total variation. Take
gives the mass and barycenter of µ ∈ M(K). Set f (z 0 , . . . , z n ) := z 0 so that
Inserting these definitions into Theorem 2.2 yields (2.1) as desired. QED Next, given a subset K of R n , we define
With this definition, the duality of Lemma 2.1 can also be re-expressed in the form (2.4) sup
using the Legendre-Fenchel transforms ϕ * K and ϕ * * K of (2.3). Expression (2.4) is particularly convenient for selecting the translation of K which maximizes the value of the linear program using the following lemma: Lemma 2.3 (Optimal translation of a domain relative to the origin).
Recall that a convex function f on a Banach space Z attains its minimum at x if and only if 0 ∈ ∂f (x), where
The formula above shows f (w) := ϕ * * K−w (0) to be a strictly convex function of w with ∂f (0) = ∂ϕ * * K (0), so ϕ * * K−w (0) attains its minimum at w = 0 if and only if ϕ * * K (w) does as well. QED
To reach our first goal requires one further ingredient. The following elementary yet crucial geometric proposition characterizes the unit simplex, and is proved by induction on dimension. 
If K is a subset of the centered sphere in R n of radius r n , diam(K) ≤ 1 and 0 ∈ conv(K), then K is the set of vertices of a unit n-simplex.
Proof of Proposition 2.4. (a)
The proposition is trivial to verify when n = 1. To derive a contradiction, suppose the proposition holds in R n−1 but fails in R n . Then there exists a centered sphere S of radius r with r > r n , and K ⊆ S with diam(K) ≤ 1 and 0 ∈ conv(K). We can find n + 1 points in K, say X := {x 0 , x 1 , ..., x n } ⊆ K, such that 0 ∈ conv(X). If the origin lies on the boundary of conv(X), then after intersecting the problem with a hyperplane supporting conv(X) at 0, the inductive hypothesis yields the desired contradiction using r n−1 < r n . We may therefore assume 0 ∈ int conv(X), so that conv(X) is a top-dimensional simplex in R n . Without loss of generality, let x 0 = rê 1 = (r, 0, ..., 0). Define
Then ∂ rel U := {x ∈ S | |x − x 0 | = 1} is a (n − 2)-dimensional sphere of radius r and center a = a 1ê1 for some r > 0 and a 1 ∈ R. Since 0 ∈ int conv(X) implies 0 ∈ int conv(U ), we see that a 1 < 0. And r > r n implies r > r n−1 , as r = r n−1 precisely when r = r n . Now consider the unique hyperplane H which contains the (n − 1)-simplex with vertices X = {x 1 , ..., x n } ⊆ X. Let L be the one-dimensional subspace spanned
Then a ≤ b 1 since X ⊆ U , and b 1 < 0 since 0 ∈ int conv(X). Now define the disk D := conv(H ∩ S) whose (relative) boundary is the
Notice that the facts a 1 ≤ b 1 < 0 and ∂ rel D ⊆ U imply d ≥ r , hence d > r n−1 (see Figure 2) . The desired contradiction (and proposition) will follow if we show that b / ∈ conv(X ), as this will imply 0 / ∈ conv(X). To achieve this, suppose on the contrary b ∈ conv(X ) (b) We proceed as in part (a). Suppose the proposition holds in R n−1 . Let S be the centered sphere of radius r n in R n , and let K ⊆ S be such that diam(K) ≤ 1 and 0 ∈ conv(K). As before we can find a subset X of K, the vertices of a n-simplex with 0 ∈ conv(X), and in fact 0 ∈ int conv(X) by part (a). Note that the sphere ∂ rel U now has radius r n−1 . Again consider the hyperplane H spanned by X , and observe that b = b 1ê1 ∈ conv(X ) since 0 ∈ conv(X). Now if a 1 < b 1 , then as before we have d > r n−1 . This yields a contradiction by part (a) and the last part of its proof. We conclude that a 1 = b 1 , and this implies that H is the hyperplane containing b and having x 0 = r nê1 as its normal. Then X ⊆ H ∩ S = ∂ rel U , and the induction hypothesis implies that X must form vertices of a unit (n − 1)-simplex. Hence X forms vertices of a unit n-simplex, inscribed in the sphere S = ∂B rn (0).
It remains to show that K = X. Since conv(X) is an intersection of n + 1 closed halfspaces and X = conv(X) ∩ S, any point x ∈ K \ X lies outside at least one of these halfspaces. Without loss of generality, we may suppose it lies in the halfspace H a := {x ∈ R n | x ·ê 1 < a 1 }. But this means x ∈ S \ U , yielding |x − x 0 | > 1, which contradicts the assumption diam(K) ≤ 1. QED
We are finally in a position to prove Theorem 1.3 by characterizing variance maximizing measures under a diameter constraint.
Proof of Theorem 1.3: Fix a compact set K ⊆ R n containing the origin with diameter no greater than 1, and let µ K ∈ P 0 (K) be the probability measure on K having center of mass at the origin and maximal variance. Such a measure exists by the weak- * compactness of P 0 (K) in the Banach space M(K) dual to (C(K), · ∞ ), or alternately by Theorem 2.2. We may assume K is convex, since replacing K by its convex hull can only increase the variance of µ K without changing its diameter. Lemma 2.1 asserts Var(µ K−z ) = −ϕ * * K−z (0) in the notation of (2.4); it depends upper semicontinuously on z ∈ K by Lemma 2.3. We may therefore assume K has been translated so that −ϕ * * K−z (0) is maximized at z = 0. Lemma 2.3 then asserts ϕ * * K is minimized at the origin, so
from (2.4), the definition (2.3), and the fact that ϕ * * * K = ϕ * K . Since the support of µ K lies inside the ball of radius R K around the origin, this chain of equalities Var(µ K ) = (R K ) 2 shows that the full mass of µ K lies on the boundary of this ball. On the other hand, spt µ K has diameter at most one and contains the barycenter of µ K (i.e. the origin) in its convex hull. Proposition 2.4 therefore asserts that R K ≤ r n and that when equality holds spt µ K coincides with the vertices of a unit n-simplex. Note that the uniform measureμ on the vertices of this simplex has center of mass at the origin and variance r 2 n . Remark 2.5 below shows no other measure on the vertices of the simplex has center of mass at the origin. If R K < r n we conclude Var(µ K ) < Var(μ), while if R K = r n we conclude µ K =μ. Thus for the given diameter d = 1 of support, we have identified the maximal variance and the measures which attain it uniquely (up to rotations). QED Remark 2.5 (Equidistribution over the simplex vertices). Since the vertices of the standard simplex (1.10) form a basis for R n+1 , each point inside the simplex can be uniquely expressed as a convex combination of its vertices. Thus among measures on the vertices of the simplex, only the uniform measure has its barycenter at the point 1 n+1
(1, . . . , 1).
Minimizing mild repulsion with hard confinement
In this section we show that on the entire halfline β ≥ 2 with α = +∞ -corresponding to mild repulsion with hard confinement -the measures which minimize the energy (1.6) are precisely those which achieve the minimum at its endpoint (α, β) = (∞, 2). This is proved as a corollary to Theorem 1.3.
Recall that P 0 (R n ) denotes the set (1.9) of probability measures with second moments and vanishing mean.
Corollary 3.1 (Mild repulsion with hard confinement is minimized only by unit simplices). Fix α = +∞ and β ≥ 2. Letμ ∈ P 0 (R n ) be a measure which equidistributes its mass over the vertices of a unit n-simplex, and fix any measure µ ∈ P 0 (R n ) which is not a rotation of µ. Then E W ∞,β (µ) > E W ∞,β (μ). Thus the minimum (1.6) is uniquely achieved by translations and rotations ofμ.
Proof: Fix any measure µ ∈ P 0 (R n ) which is not a rotation ofμ, and assume diam[spt µ] ≤ 1, since otherwise E W ∞,β (µ) = +∞ and the inequality holds trivially. Since β ≥ 2 and |x| ≤ 1 imply βW ∞,β (x) ≥ 2W ∞,2 (x) and equality holds when |x| = 1, the uniqueness claim of Theorem 1.3 asserts
Since E W α,β is invariant under rigid motions and its minimizers have bounded diameter [9] (or see (4.11) below), this shows onlyμ and its translations and rotations attain the infimum (1.6). QED
Minimizing mild repulsion with strong attraction
We now turn to the question of extending this characterization of energy minimizers to the large finite values of the attraction exponent α in the mildly repulsive triangle α ≥ β ≥ 2. Recall minimizers µ α,β of (1.6) are known to exist [14] and to satisfy the Euler-Lagrange equation = 2µ * W differs from theirs by a factor of two. It is not hard to extend this to the hard confinement case α = +∞. Settinĝ
our strategy is to show a Γ-convergence result for the α → +∞ limit, which implies as in [7] that any sequence of centered minimizers µ α,β ∈ P 0 (R n ) must approach the n(n − 1)/2 dimensional manifoldM 0 of minimizers for the limiting problem identified in Corollary 3.1. Proposition 4.5 shows in what sense the associated potentials V α,β := µ α,β * W α,β converge subsequentially to some V ∞,β . This combines with the EulerLagrange equation (4.1) to imply all of the mass of µ α,β must eventually lie in a small neighbourhood of sptμ α for someμ α ∈M 0 as a corollary.
To verify convergence of minimizers to minimizers, we show the strong attraction problems Γ-converge to the hard confinement problem as α → +∞ in the Kantorovich-Rubinstein-Wassestein metric d 2 from optimal transportation [37] . Recall:
and (b) each µ ∈ M is the limit of a sequence (µ i ) i ⊆ M along which
The main virtue for us of this concept is that it implies argmin M F i cannot have accumulation points outside of argmin M F ∞ [7] .
denote the probability measures with finite p-th moments; let P ∞ (R n ) denote the probability measures with bounded support. For µ, ν ∈ P p (R n ) define the Kantorovich-Rubinstein-Wasserstein metric
where the infimum is taken over arbitrary correlations of random variables X and Y whose laws are given by µ and ν respectively. For p = ∞ the distance d p is well-known to metrize narrow convergence (against continuous bounded test functions) together with convergence of p-th moments on P p (R n ), e.g. Theorem 7.12 of [37] . Fixing p = 2 hereafter, we endow P 0 (R n ) ⊆ P 2 (R n ) with the metric d 2 .
Lemma 4.2 (Γ-convergence to hard confinement). Let α > β ≥ 2.
The functionals
Proof: The construction step (4.5) is straightforward: assume µ ∈ P 2 (R n ) has diam[spt µ] ≤ 1 since otherwise there is nothing to prove, and set µ α := µ for all α. Since W α,β converges uniformly to W ∞,β on |x| ≤ 1, it follows that E W α,β (µ) → E W ∞,β (µ) as desired.
To show the 'lower semicontinuity' part (4.4) of Γ-convergence, suppose
since otherwise there is nothing to prove. Choosing a subsequence α i along which
We assume the µ α i have compact support without loss of generality, since the general case follows by approximation; i.e. applying the estimate from the remainder of the present paragraph to the normalized restrictions of {µ α i } i to a large ball B R (0), and then passing to the limit R → ∞. Now for α > β ≥ 2 Jensen's inequality yields
Since β/α < 1 this implies the desired bound (4.7) follows from our hypothesis
is the unique positive number satisfying L =C − (αC) β/α /β. Having established (4.7) (even for sequences of measures with noncompact support), split W = W ≤ + W > into a short-range and longrange part using
so that both parts are continuous and W ≤ is bounded. Since |W
follows. Thus diam[spt µ ∞ ] ≤ 1 and (4.10) also implies
Let w α,β (r) := r α /α−r β /β be the potential on R + for which W α,β (x) = w α,β (|x|). Let R α,β = ( α β ) 1 α−β be the unique R > 0 for which w α,β (R) = 0, and note R α,β 1 as α → ∞. A second variation calculation by the trio yields the following diameter bound, Lemma 2.6 of [9] :
Corollary 4.3 (Narrow convergence of minimizers to unit simplices).
Fix β ≥ 2. Given > 0, taking α sufficiently large ensures that each µ α,β ∈ argmin
Proof: The set of measures µ ∈ P 0 (R n ) satisfying the diameter bound diam[spt µ] ≤ R β,β and with barycenter at the origin is well-known to be d 2 -compact, e.g. [37] . The corollary then becomes a standard consequence of the Γ-convergence shown in Lemma 4.2 and the diameter bound (4.11) as in Theorem 1.21 of [7] . QED This corollary implies that for α large enough, most of the mass of a minimizer µ α,β lies near the vertices of a unit simplex (and is approximately equidistributed amongst the n + 1 vertices). In view of the Euler-Lagrange condition (4.1) the next proposition and its corollary improve this statement to assert that all of the mass of µ α,β lies near the vertices of a unit simplex. They rely on the following lemma concerning the potentials of the conjectured optimizers:
Lemma 4.4 (Unit simplex potentials are minimized only at vertices). Fix β ≥ 2. Let X = {x 0 , x 1 , ..., x n } be the set of vertices of a unit nsimplex ∆ n ⊆ R n , and Ω :
Then (a) X = argmin Ω V and (b) when β = 2 then V has no local minima outside X.
Proof. (b) Assume β = 2. It is clear that V is strictly concave in int(Ω) so has no local minima there. Like the boundary of the simplex ∆ n , which is a stratified space whose strata consist of the relative interiors of unit simplices of all lower dimensions, the boundary of Ω is a stratified space whose strata consist of open pieces of round spheres of different radii and dimension; in both cases the zero dimensional strata coincide with the vertices X of ∆ n . The strategy of our proof is to show strict geodesic concavity of the restriction of V to each of the strata of ∂Ω, which ensures that V cannot admit local minima except at the zerodimensional strata.
Given x * ∈ ∂Ω\X, we will show V cannot attain a local minimum at x * . By rearranging the indices if necessary, there is k ∈ {1, 2, ..., n − 1} such that ; take the origin to be its center centered at the origin. Let us establish this claim before completing the proof of the lemma. For each 0 ≤ i < j ≤ k − 1, the pairwise intersection |x − x i | = 1 = |x − x j | lies in hyperplane through the origin orthogonal to x i − x j ; this implies S ⊆ Σ. At each point x ∈ S, it follows that the vectors {x − x i } k−1 i=0 are linearly independent. The implicit function theorem then shows S to be a manifold of dimension n − k. (It cannot be empty since x * ∈ S.) For x ∈ S, Pythagoras yields
whence S ⊆ Σ ∩ ∂B R (0). Since both compact manifolds have the same dimension and the larger of the two is connected, this inclusion becomes an equality and establishes the claim. Now S is a round n − k dimensional sphere containing x * , x k , ..., x n . Moreover, (4.14) shows x * lies in the relative interior of the n − k dimensional manifold-with-boundary S ∩ ∂Ω. Choose any constant-speed geodesic curve γ(t) valued in S with γ(0) = x * , and let j ∈ {k, ..., n}.
where the inequality follows from the facts (i) that −γ (0) is a positive multiple of x * , hence is a linear combination with positive coefficients of {x k , . . . , x n } and (ii) x i · x j > 0 for all i = k, . . . , n (which follows from the fact that ê i − c,ê j − c = , 0, . . . , 0) in place of the origin). When β = 2 this shows the function t → V (γ(t)) is strictly concave around t = 0, hence V cannot attain a local minimum at x * , thus proving (b).
(a) Now suppose β > 2. For each x ∈ Ω and x i ∈ X we have |x − x i | β ≤ |x − x i | 2 , and the inequality is strict unless |x − x i | ∈ {0, 1}. Thus
and the inequality is strict unless x ∈ X, where Remark 1.2 has been used. Part (b) implies that this lower bound is minimized precisely on X, hence the same conclusion follows for V . QED Proposition 4.5 (Convergence of potentials). Fix β ≥ 2. Given r > 0, taking α sufficiently large ensures for each µ α,β ∈ argmin
Proof: Fixμ ∈M 0 and define X := sptμ = {x 0 , . . . , x n } and its (open) r-neighourhood
Note Ω 0 is a strict convexification of ∆ n := conv(X) sharing the same "vertices", and Ω ±δ are slight enlargements and reductions thereof.
By the rotational symmetry of the problem, it suffices to restrict our attention to those minimizers µ α,β ∈ argmin P 0 (R n ) E W α,β for which
The narrow convergence shown in Corollary 4.3 implies that given > 0, taking α large enough ensures that all such minimizers satisfy
Notice Ω 0 is precisely the set where V ∞,β :=μ * W ∞,β is finite, and the latter is strictly concave on Ω 0 , being a sum of n + 1 translates of −W β . The proof of the proposition requires estimates for the convergence of V α,β = µ α,β * W α,β to V ∞,β in three different regions:
Exterior estimate: Given δ > 0 and R < ∞, taking α large enough
Proof of exterior estimate: For each y ∈ R n \ Ω δ there is x ∈ X such that |x − y| ≥ 1 + δ. Note that w α,β (r) := r α /α − r β /β converges uniformly to infinity on [1 + δ/2, ∞) as α → ∞. Now given < δ/2, taking α sufficiently large ensures that µ α,β (B (x)) ≈ 1 n+1 within the error . This implies, taking α larger if necessary,
W α,β (y − z) dµ(z) > 2R for all y with |y − x| ≥ 1 + δ.
On the other hand, since W α,β ≥ −1/2 we have ν * W α,β ≥ −1/2 on R n for any nonnegative measure ν with ν(R n ) ≤ 1. Hence we get R n W α,β (y − z) dµ(z) > 2R − 1/2 for all y with |y − x| ≥ 1 + δ.
Since this estimate holds for each x ∈ X, the exterior estimate is established.
Boundary estimate: Define A := ∪ n i=0 A i , where A i is the compact neighbourhood of x i ∈ X given by the intersection of spherical annuli
For small δ, δ > 0, we claim taking α sufficiently large ensures (4.17) min
Proof of (4.17): Decompose µ α,β = µ r +μ r into its restriction µ r to X r and its complement. Taking α sufficiently large ensuresμ r [R n ] ≤ δ according to (4.16) . Decompose W α,β = W Observe that for sufficiently large α,
,β is 1-Lipschitz, and for each x ∈ Ω δ \A, there exists y ∈ Ω 0 \A such that |x − y| ≤ δ (see figure 3 ). Taking the infimum over y ∈ Ω 0 \ A and then over x ∈ Ω δ \ A yields the desired inequality (4.17).
Interior estimate: V α,β converges uniformly to V ∞,β on Ω −δ for each δ > 0.
Proof of interior estimate: Take δ > 0 small (e.g. δ < δ /8), and recall that for sufficiently large α we have µ α,β (B δ/2 (x)) ≈ 
for α sufficiently large, given > 0. This proves the interior estimate. Now we prove the proposition. Given r > 0, take δ, δ > 0 sufficiently small that A = A(δ, δ ) ⊆ X r . Recall that the limiting potential V ∞,β is continuous and strictly concave on Ω 0 , +∞ outside, and attains its minimum value ω = V ∞,β (x 0 ) precisely on X by Lemma 4.4. Notice f (δ ) = min Ω 0 \A V ∞,β is independent of δ > 0 and increases continuously with δ ≥ 0 from f (0) = ω. Take δ smaller if necessary so that 2δ < f (δ ) − ω. For α sufficiently large the boundary estimate yields (4.18) min
The interior estimate guarantees that by taking δ sufficiently small and α sufficiently large, we can make min Ω −δ V α,β as close to ω as we please -less than (4.18) in particular. Taking α larger if necessary ensures the values of V α,β outside Ω δ are all larger than (4.18) . In this case the minimum of V α,β can only be attained in A ⊆ X r . QED Corollary 4.6 (Optimizers vanish outside some neighbourhood of a unit simplex). Fixμ ∈M 0 , β ≥ 2 and r, ∈ (0, 1/2). If α is sufficiently large and µ ∈ argmin
| < n+1 for each x i ∈ sptμ := {x 0 , . . . , x n+1 }.
Proof: The estimate (4.16) was verified in the course of proving Proposition 4.5, which also asserts that the potential V := µ * W α,β is not minimized outside of X r := ∪ x∈sptμ B r (x). But the Euler-Lagrange equation (4.1) established by the quartet and trio shows that µ vanishes outside argmin R n V ⊆ X r . Since r < 1/2 implies that X r is a union of n + 1 disjoint balls, we conclude i µ(B r (x i )) = 1 as desired. QED
Identifying local and global energy minimizers
This section is devoted to the proof of our two main results, Theorems 1.7 and 1.4, which identify d ∞ -local energy minimizers throughout the mildly repulsive triangle α > β ≥ 2 and characterize the global energy minimizers for large α in this range. The key to both results is the following localization theorem, which allows us to improve on the conclusion of Corollary 4.6. Its proof consists of a comparison showing that if the support of measure µ lies in a sufficiently small (say r > 0) neighbourhood of the vertices X of a unit n-simplex, then for each x ∈ X, the energy of µ can be reduced by concentrating all of its mass in B r (x) at the center of mass of the restriction of µ to this ball. This is done by establishing a uniformly convex lower bound for the potential µ * W at its minimum in B r (x), which allows us to estimate the local variance to be zero for any local energy minimizer µ, hence all of its mass there to concentrate at a single point. A byproduct of this same argument shows the point form a top-dimensional unit simplex. Thus there are d ∞ -local energy minimizers µ concentrating all of their mass on the vertices of a unit simplex (and the mass is nearly equidistributed in the case of a global energy minimizer). For the latter case, a comparison with facts we have already proved then allow us to remove the adjective 'nearly'. 
then there exists r = r(β * , β, ρ, n) > 0 so that the following holds: if α > α * and µ,μ ∈ P(R n ) with d ∞ (µ,μ) ≤ r and E W α,β (µ) ≤ E W α,β (μ), and ifμ vanishes outside X but m i =μ[{x i }] > 0 for each i = 0, 1, . . . , n, then µ is a rotated translate ofμ.
Proof: First assume β * > β > 2 and α > α * = β * + 2(β * − β) and 0 < ρ ≤ m 0 m 1 /m 2 n and set 2η := α * − β * . For r > 0 small enough (to be determined later, and independently of α), let µ,μ ∈ P(R n ) satisfy all the hypotheses of the theorem, so that
Let µ i be the restriction of µ to B r (x i ). For r < 1/2, the hypothesis d ∞ (µ,μ) < r implies µ i (R n ) = m i and µ = n i=0 µ i . Let us abbreviate W = W α,β and w = w α,β , and consider the energy difference F (µ) := E W (µ) − E W (μ) ≤ 0 (which is non-positive by hypothesis). With i, j = 0, 1, . . . , n we observe 
where Var(ν i ) is the variance (1.7) of ν i .
Since α > α * , the computation
shows w α,β (x) − w α,β (1) to be a non-decreasing function of α. Noting w α * ,β (1) = α * − β > 2η > 0, taking s 0 > 0 small enough (depending on α * and β but not α) yields
To estimate the integrand, let y i :=x(ν i ) be the barycenter (1.8) of
whence |v i | ≤ 2r, |∆v ij | ≤ 4r, and ||∆y ij | − 1| ≤ 2r imply
here the error term does not depend on any parameters except through its argument.
where the matrix A 0 is given by
In case y j = x j for all j = 0, 1, . . . , n, a direct calculation using a scaled copy of the standard n-simplex (1.10) in R n+1 shows A 0 has 1/2 as an eigenvalue of multiplicity n − 1 and n+1 2 as a simple eigenvalue. In this case A 0 ≥ Id / min{n, 2} in the sense that the difference of the two matrices is non-negative definite, where Id is the n × n identity matrix. More generally, |y j − x j | ≤ r for all j, from which it follows that A 0 ≥ 1+O(r) min{n,2}
Id. Thus
Var(ν i ).
Noting also
Recalling (5.5), choose λ < 2 min{n,2}
and take r > 0 smaller if necessary (depending on λ) to obtain
where the new constant absorbs the O(r) term. With (5.3)-(5.4) this gives
For 0 < 2 < ηλρ, choosing r small enough (depending on (α * , β, ρ) and our choice of (λ, )), validates the above arguments, forcing the coefficient of Var(ν i ) in the summation above to be positive for all i. Now since F (µ) ≤ 0 by assumption, this leads to the conclusion Var(ν i ) = 0 and |y i − y j | = 1 for each distinct i, j ∈ {0, 1, . . . , n}. Thus and the barycenters y i form a unit n-simplex. We infer µ is obtained fromμ by a slight translation and/or rotation, in view of Remark 1.2. This concludes the case β > 2. Now suppose β = 2. In this case, no matter how small r > |x| > 0 is, we will not have W (x) ≥ − |x| 2 unless ≥ 1/2. However, we may take = 1/2 in the preceding argument. To compensate, we will need ηρ > This follows from our choice (5.1) of α * . Now the foregoing argument implies the same conclusion. QED As a first application, we show that all measures on the vertices of a unit n-simplex are d ∞ -local energy minimizers in the following sense. n of vertices of a unit n-simplex. Ifμ ∈ P(R n ) satisfies (5.2), then α > α * impliesμ is a strict d ∞ -local minimizer of E W α,β on P(R n ); it minimizes E W α,β globally on a ball of d ∞ -radius r aroundμ.
Proof: First assume X = sptμ. Under the hypotheses of the corollary, if d ∞ (µ,μ) < r but E W α,β (µ) < E W α,β (μ), Theorem 5.1 asserts that µ is a rotated translate ofμ, contradicting the invariance of E W α,β under such symmetries. This contradiction forces the desired conclusion: E W α,β (µ) ≥ E W α,β (μ). If E W α,β (µ) = E W α,β (μ), Theorem 5.1 asserts µ is a rotated translate ofμ. QED Theorem 5.1 shows that we can choose α as close to β as we please in this corollary unless β = 2, and even when β = 2 we need not choose α very large unless m := min i m i is very small. When β = 2 we can reformulate the theorem as an estimate for a phase transition threshold: A last but not least application will be to derive our main result on global minimizers, Theorem 1.4, restated here for the reader's convenience:
Corollary 5.6 (Optimizers equidistribute over the vertices of a unit simplex). Given β ≥ 2, taking α sufficiently large andM from (4.3) ensures argmin
Proof: Fix 0 < = β * −β < 1, let α * and r = r(β * , β, (
1− 1+
) 2 , n) > 0 be as in Theorem 5.1. Taking α > α * large enough and µ ∈ argmin P(R n ) E W α,β , Corollary 4.6 yields µ vanishing outside the neighbourhood of radius r around the vertex set X = {x 0 , . . . , x n } of a unit n-simplex, and with m i := µ[B r (x i )] satisfying |(n + 1)m i − 1| ≤ for each i = 0, 1, . . . , n. The measureμ ∈ P(X) from (5.2) then satisfies d ∞ (µ,μ) ≤ r and the choice of µ ensures E W α,β (µ) ≤ E W α,β (μ). Theorem 5.1 now asserts µ is a translated rotation ofμ, henceμ is also a global energy minimizer. However, for measures ν ∈ P(R n ) vanishing outside X, we have E W α,β (ν) = (1 − for all x ∈ spt µ. QED
