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ON DIRECTIONAL MAXIMAL OPERATORS
ASSOCIATED WITH GENERALIZED LACUNARY SETS
GRIGOR A. KARAGULYAN
1. Introduction
For any number s ∈ [0, 1] we denote es = (cos 2pis, sin 2pis). We define the following
operators on R2 associated with this direction s by
M0s f(x) =
1
2
∫ 1
−1
|f(x+ tes)|dt,
M1s f(x) = sup
δ>0
1
2δ
∫ δ
−δ
|f(x+ tes)|dt,
M2s f(x) = sup
R∈Rs,x∈R
1
|R|
∫
R
|f(x)|dx
where Rs is the set of all rectangles in R2 having slope s. For any set of slopes Ω we denote
(1.1) M jΩf(x) = sup
s∈Ω
M js f(x), j = 0, 1, 2.
Obviously we have
(1.2) M0Ωf(x) ≤M1Ωf(x) ≤M2Ωf(x) ≤M1ΩM1Ω⊥f(x).
where Ω⊥ is the set of vectors orthogonal some vector from Ω. The problem of boundedness
of these operators for different Ω has a long history. The case of lacunary set Ω = {sk},
sk+1 ≤ λsk(λ < 1) is investigated in the papers J. Stro¨mberg [22], A. Co´rdoba, R.Fefferman
[9], A. Nagel, E.M. Stein and S. Wainger [20]. A final result is obtained in [20] in 1979, where
it is proved the boundedness of these operators in spaces Lp, 1 < p <∞.
The next rank of results concerns the case when Ω is finite set of cardinality N . The
earliest results of related operators was carried out by A. Co´rdoba [7]. He obtained a bound
C
√
logN on L2 norm of maximal operator M0Ωf(x) in the case of uniformly distributed Ω.
A bound C logN for the operator M2Ωf(x) for the similar set Ω is obtained by J. Stro¨mberg
in [23]. An interesting problem was if Co´rdoba’s or Stro¨mberg’s results is extended to the
case of N distinct directions. A partial result was treated by Barrionuevo [5] , [4]. And the
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definitive estimates
‖M0Ωf(x)‖L2 ≤ C
√
logN‖f‖L2,(1.3)
‖M2Ωf(x)‖L2 ≤ C logN‖f‖L2,(1.4)
was obtained by N. Katz in [19], [18] in 1999.
We are interested in extensions of lacunary sets of directions, to collections we call µ–
lacunary, for an integer µ. We say interval J = [a, b] is adjacent for the set A ⊂ R iff
(a, b) ∩ A = ∅ and for any other interval (c, d) ⊃ (a, b) we have (c, d) ∩ A 6= ∅. We define
µ–lacunary set Ω by induction. Say that the sequence Ω1 = {vi} (finite or infinite) is lacunary
(or 1–lacunary) iff there is a number v∞ so that
(1.5) |vi+1 − v∞| < λ|vi − v∞|, 0 < λ < 1.
Every k+1–lacunary set can be obtained from some k–lacunary Ωk adding some points to Ωk
as follow. In each interval adjacent for Ωk we can add a lacunary sequence (finite or infinite).
So if Ω is some µ–lacunary set we can fix a sequence of sets Ω1 ⊂ Ω2 ⊂ · · · ⊂ Ωµ−1 ⊂ Ωµ = Ω
such that each Ωk is k–lacunary.
The boundedness of maximal operator M2Ωf(x) in L
p, (p > 1) for µ-lacunary Ω is proved
in P.Sjogren and P.Sjolin [21]. We are interested in growth of the norms of M1Ωf(x) in L
2 for
a µ–lacunary Ω, as µ tends to infinity. Recently a sharp estimate for the maximal function
M2Ωf(x) is established in A. Alfonesca, F. Soria and A. Vargas [3], and G.A.Karagulyan,
M.Lacey [16]. That is
(1.6) ‖M2Ωf(x)‖L2 . µ‖f‖L2.
for any µ–lacunary set Ω. Actually, in A. Alfonesca, F. Soria and A. Vargas [2], [3] and
A. Alfonesca [1] it has been obtained a general result, an interesting orthogonality principle
for the maximal functionM2Ω. In this paper we shall prove the better estimate for the maximal
operator M1Ωf(x).
Theorem 1. Let Ω be any µ–lacunary set. Then we have
(1.7) ‖M1Ωf(x)‖L2 .
√
µ‖f‖L2.
According to a simple Lemma 2 below any set Ω of cardinality N is
(
[logN ]+2
)
-lacunary.
So the inequality (1.6) implies (1.4) and from (1.7) we get a new estimate
(1.8) ‖M1Ωf(x)‖L2 ≤ C
√
logN‖f‖L2,
for any set Ω of cardinality N . Taking account of (1.2), (1.8) implies both estimates (1.3),
(1.4). It is known the sharpness of the orders of constants in (1.3) and (1.4). So the same we
have for (1.7) and (1.8).
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2. Lacunary sets
Let us go back to the definition of µ–lacunary set Ω. In each step of construction we get
k-lacunary set Ωk. We call all adjacent intervals of Ωk by k-rank intervals of Ω. We shall note
it by rank (J) = k. Observe that all intervals of the same rank are mutually disjoint and if
rank I > rank J then I ⊂ J or I ∩ J = ∅. Denote the set of all rank intervals of Ω by Int Ω.
We call poles of the Ω all the points v∞ in definition of µ-lacunary set. We connect with each
interval J ∈ Int Ω with rank J ≤ µ − 1 a pole pJ ∈ J which is the first one appeared in the
process of construction.
Now we are going define a complete µ-lacunary set. We consider a monotone sequence
v = {vk : k = 1, 2, · · · } satisfying
1
4
|vk − v∞| ≤ |vk+1 − v∞| < 1
2
|vk − v∞|
for some v∞. We say v = {vk} is compete one-side lacunary in interval J = (a, b) ⊃ v if
v1− v∞ ≥ 12(b− v∞) in the case of decreasing vk and v∞− v1 ≥ 12(v∞− a) otherwise. We say
a set is complete both-side lacunary in the interval J if it is union of two compete one-side
lacunary sequences v and v′ in J with the same pole v∞ such that v is increasing and v
′ is
decreasing. We say a set is just complete lacunary iff it is complete lacunary in some interval.
The following properties are easy to check.
Property 1. If v is a lacunary set with pole v∞ and gap λ then for any J = [a, b] the set
v ∩ J also is lacunary with gap λ which pole is in J .
Property 2. Let v be a lacunary set with pole v∞ and gap λ < 1/2. If v ⊂ J = (a, b) and
v∞ ∈ J , then there exists a complete lacunary set v∗ in J such that v ⊂ v.
Lemma 1. Any µ-lacunary set with gap λ is a part of some complete n(λ)µ-lacunary set,
where n(λ) = 1 if λ ≤ 1/2 and n(λ) = log−12 (1/λ) if 1/2 < λ < 1.
Suppose first λ ≤ 1/2. By the definition of µ-lacunary set Ω we start the construction of
Ω with an original lacunary set Ω1. First of all we do any completion Ω
∗
1 of Ω1. Suppose
we already obtained a complete k–lacunary Ω∗k containing Ωk. Consider all lacunary sets
v = {vk} were added to Ωk to get Ωk+1. We note that at most one of such v = {vk} can
intersects a fixed adjacent interval J of Ω∗k. To get Ω
∗
k+1 we add in each J a completion of
J ∩ v. At the end of process we shall get µ-lacunary set Ω∗ = Ω∗µ containing Ω.
Lemma 2. Any set of cardinality N is
(
[log2N ] + 2
)
–lacunary.
Proof. Let 2m ≤ N < 2m+1. We assume N = 2m+1 − 1 and #Ω = N . Suppose Ω = {xk :
k = 0, 1, · · · , 2m+1} and x0 < x1 < · · · < x2m+1 . The original lacunary set has to be taken
the set Ω1 = {x0, x2m+1}. In its single adjacent interval [x0, x2m+1 ] we take a lacunary set
consists of the only point x2m . Thus we get Ω2 = {x0, x2m , x2m+1}. In each adjacent intervals
[x0, x2m ] and [x2m , x2m+1 ] we take two lacunary sets consist of the points x2m−1 and x2m+2m−1
correspondingly. It will be the third step of construction. After the (m+2)th step all points
of Ω will be chosen and we will get an (m+ 2)–lacunary set. 
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3. Notations
Remind the Fejer kernel
Kr(x) =
∫ r
−r
(
1− |t|
r
)
e−itxdt =
4 sin2 rx
2
rx2
.
Vallee-Poussin kernel is defined by
Vr(x) = 2K2r(x)−Kr(x).
For the Fourier transform of this function we have
(3.1) V̂r(ξ) =


1 if |ξ| ∈ [0, r],
0 if |ξ| > 2r,
linear on ±[r, 2r].
From a property of Fejer kernel we have
|Vr(x)| ≤ Cmax
{
1
rx2
, r
}
Thus numbers γk > 0 we get
(3.2) |Vr(x)| ≤ C
∑
k>log 1/r
γkI(−2k,2k)(x) = ζr(x) ∈ L1(R).
Choose a Schwartz function φ with
(3.3) φ(x) ≥ 0, φ(x) ≥ 1 as x ∈ [0, 1], supp φ̂ ⊂ [−1, 1].
It is clear, that
(3.4) ξ(x) = max{|φ(x)|, |xφ(x)|} ∈ L1(R).
Denote uα = (1, α) consider the directional maximal operator
Mαf(x) = sup
δ>0
1
2δ
∫ δ
−δ
|f(x+ tuα)|dt
If α ∈ [0, 1] and s = arctanα
2pi
this operator is equivalent to the operator M1s f(x) defined in the
beginning of the article. Therefore to prove the theorem it is enough to prove
(3.5) ‖ sup
α∈Ω
Mαf(x)‖L2 ≤ C√µ‖f‖L2
for any µ-lacunary set Ω ⊂ [0, 1]. Define operators
(3.6) Γα,r,hf(x) =
(
Vr(x2 − x1α)φh(x1)
) ∗ f(x), x = (x1, x2) ∈ R2,
where
φh(x) =
1
h
φ
(x
h
)
.
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According to the Lebesgue’s theorem on differentiation of integrals we have
lim
h→0
Γα,r,hf(x) =
∫
R
Vr(t)f(x+ tuα)dt a.e. .
On the other hands
1
2r
I(−r,r)(x) ≤ Kr(x) = 1
2
Vr/2(x) +
1
4
Vr/4(x) + · · ·
From this it follows that
Mαf(x) = sup
δ>0
1
2r
∫ r
−r
|f(x+ tuα)|dt ≤ sup
r>0
∣∣∣∣
∫
R
Vr(t)|f(x+ tuα)|dt
∣∣∣∣
Thus to prove the theorem it is enough to establish the inequality
(3.7)
∥∥ sup
r>0
|Γα,r,hf(x)|
∥∥
L2
≤ C√µ‖f‖L2
By scaling invariance we need only to prove it in the case h = 1.
4. Proof of Theorem
Lemma 3. Let α, β ∈ (0, 1) be any numbers and r > 0, h > 0. The operator Γα,r,hf(x)
defined in (3.6) satisfies estimate
(4.1) |Γα,r,hf(x)| ≤ C (hr|α− β|+ 1)MβM1pi/2f(x), x ∈ R2.
Proof. From (3.2) we have
Vr(x2 − x1α) ≤ ζr(x2 − x1α)
Denote
λ(x) = 2rx|α− β|+ 2
and assume
(4.2) x2 − x1α ∈ (−2k, 2k), k > log 1/r.
for some k. Then we shall have x2 − x1α ≤ 2k and so∣∣∣∣x2 − x1βλ(x1)
∣∣∣∣ =
∣∣∣∣x2 − x1α + x1(α− β)λ(x1)
∣∣∣∣
≤
∣∣∣∣x2 − x1α2
∣∣∣∣+ 12r ≤ 2k,(4.3)
which means
(4.4)
x2 − x1β
λ(x1)
∈ (−2k, 2k).
Hence we conclude that (4.2) implies (4.4). Therefore
I(−2k,2k)(x2 − x1α) ≤ I(−2k,2k)
(
x2 − x1β
λ(x1)
)
,
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then by definition (3.2) we get
Vr(x2 − x1α) ≤ ζr
(
x2 − x1β
λ(x1)
)
.(4.5)
Now we need the estimate
(4.6) φh(x) ≤ 2 (hr|α− β|+ 1) ξh(x)
λ(x)
.
In the case x > h using the estimate φ(t) ≤ ξ(t)/t we get
λ(x)φh(x) =
λ(x)
h
φ
(x
h
)
≤ λ(x)
x
ξ
(x
h
)
= 2
(
r|α− β|+ 1
x
)
ξ(
x
h
) ≤
2
(
r|α− β|+ 1
h
)
ξ
(x
h
)
= 2 (hr|α− β|+ 1) ξh(x).
As x ≤ h we use φ(t) ≤ ξ(t) and so
λ(x)φh(x) ≤ 2 (xr|α− β|+ 1) ξh(x) ≤ 2 (hr|α− β|+ 1) ξh(x).
From(4.6) and (4.5) we obtain
Vr(x2 − x1α)φh(x1) ≤ 2 (hr|α− β|+ 1) ξh(x1) 1
λ(x1)
ζr
(
x2 − x1β
λ(x1)
)
.
Finally, using (3.6) and (3.2) we conclude
|Γα,r,hf(x)| ≤
∫
R
ξh(t1)dt1
∫
R
1
λ(t1)
ζr
(
t2 − t1β
λ(t1)
)
f(x1 + t1, x2 + t2)dt2
≤
∫
R
ξh(t1)M
1
pi/2f(x1 + t1, x2 + t1β)dt1 ≤ MβM1pi/2f(x).

For any interval J = (a, b) we denote by S(J) the sector {(x1, x2) : x1 > 0, a ≤ x2/x1 ≤ b}.
For any sector S with angle θ define by γS (γ > 0) the sector which has same bisectrix with
S and angle equal to γθ. Denote by TSf(x) the multiplier operator defined T̂Sf = IS f̂ . For
any c ∈ (a, b) we consider the restricted strips
(4.7) Sc(J) = {(x1, x2) : x1 > 1
b− a, cx1 − 5 ≤ x2 ≤ cx1 + 5}
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Lemma 4. For any complete µ-lacunary set Ω we have∑
J∈Int (Ω),rank (J)≤µ−1
ISpJ (J)(x) ≤ 40,(4.8) ∑
J=(a,b)∈Int (Ω),rank (J)=µ
ISa(J)(x) + ISb(J)(x) ≤ 12.(4.9)
where pJ ∈ J is the pole of Ω in J .
Proof. We shall prove the first inequality. The second one is easier and can be proved similarly.
We consider all intervals J = (a, b) ∈ Int (Ω) for which x = (x1, x2) ∈ SpJ (J). From the
definition (4.7) we get
|J | = b− a > 1
x1
,
x2
x1
− 5
x1
≤ pJ ≤ x2
x1
+
5
x1
and therefore
(4.10) pJ ∈ [ν, η], |J | > η − ν
10
We need to prove that, the number of intervals J ∈ Int (Ω) satisfying (4.10) is less than 40.
It can be two cases:
1) J * [ν, η],
2) J ⊂ [ν, η].
The set of intervals J ∈ Int (Ω) satisfying 1) and (4.10) forms a monotone sequence J1 ⊃ J2 ⊃
· · · ⊃ Jl of different rank. So we have |Jk+1| ≤ |Jk|/2. From pJ1 ∈ [ν, η] and J2 ∩ [ν, η] 6= ∅
it follows that |J2| ≤ 3dist (J2, pJ1) ≤ 3(η − ν) and so |J7| ≤ 3(η − ν)/32 < (η − ν)/10.
Thus we get that Ji, i = 1, · · · , 6 are only intervals satisfying 1) and (4.10). Now consider
the intervals with 2). We say that such an interval is maximal, if there is no other interval
with 2) and (4.10) in it. It is clear the maximal intervals are mutually disjoint, so by (4.10)
their number don’t exceed 10. Each maximal interval can be involved at most 3 higher rank
intervals with 2). Thus me obtain that the number of all intervals satisfying 2) don’t exceed
30. Finally we have got the number of intervals with condition (4.10) is less that 36.

Lemma 5. Let J1 ⊃ J2 ⊃ · · · ⊃ Jn be some sequence of intervals Jk = [αk, βk] ⊂ (0, 1) and
pk ∈ Jk, k = 1, 2, · · · , n− 1 satisfies
(4.11)
|Jk+1|
2
≤ dist (pk, Jk+1) ≤ |Jk+1|, 1 ≤ k ≤ n− 1
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Then for any θ ∈ Jn and any function f ∈ L2(R2) we have
Γθ,Rf .M
2
0 f +MθM
1
pi/2(TSθ(Jn)f)
+
n−1∑
k=1
MpkM
1
pi/2(TSpk (Jk)f)
.(4.12)
Proof. Regard θ ∈ ⋂ Jk as fixed. For any R
(4.13) Γ̂θ,Rf(ξ) = V̂R(ξ1)φ̂(ξ2 + ξ1θ)f̂(x).
Denote
(4.14) r0 = 0, rk =
1
|Jk| 1 ≤ k ≤ m.
where
(4.15) m = max{k : 1 ≤ k ≤ n, 2rk < R}.
To be short in formulas, in some places we shall use notations rm+1 = R and pn = θ. Defining
(4.16) Γkf(x) = Γθ,rk+1f(x)− Γθ,rkf(x) 0 ≤ k ≤ m,
we get
(4.17) Γθ,Rf =
m∑
k=0
Γkf.
Then by (3.6) we have
(4.18) Γ̂kf(x) = (V̂rk+1(ξ1)− V̂rk(ξ1))φ̂(ξ2 + ξ1θ)f̂(x), 0 ≤ k ≤ m.
Let us show
(4.19) supp (V̂rk+1(ξ1)− V̂rk(ξ1))φ̂(ξ2 + ξ1θ) ⊂ Spk(Jk), 1 ≤ k ≤ m, .
Indeed, from (3.3) and (3.1) it follows that
(4.20) supp (V̂rk+1(ξ1)− V̂rk(ξ1))φ̂(ξ2 + ξ1θ)
= {(ξ1, ξ2) : rk ≤ ξ1 ≤ 2rk+1, |ξ2 + ξ1θ| < 1}.
Now let us take any point (ξ1, ξ2) from the set (4.20). By (4.14)
(4.21) ξ1 ≥ rk > 1
bk − ak ,
We have also
(4.22) ξ1θ − 1 ≤ ξ2 ≤ ξ1θ + 1
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From (4.11) we easily can get
bk+1 ≤ pk + 2|Jk+1|(4.23)
ak+1 ≥ pk − 2|Jk+1|(4.24)
Therefore using (4.14) and bound ξ1 ≤ 2rk+1 from (4.20) we conclude
ξ1θ + 1 ≤ ξ1bk+1 + 1 ≤ ξ1pk + 2ξ1|Jk+1|+ 1 ≤ ξ1pk + 5
ξ1θ − 1 ≥ ξ1ak+1 − 1 ≥ ξ1pk − 2ξ1|Jk+1| − 1 ≥ ξ1pk − 5
This inequalities and (4.21) implies (4.19). From (4.19), (4.16) and (4.18) it follows that
Γkf = Γk
(
TSpk (Jk)f
)
, 1 ≤ k ≤ m
Hence, using Lemma 3 we conclude
(4.25) |Γkf | . (rk+1|θ − pk|+ 1)MpkM1pi/2
(
TSpk (Jk)f
)
, 1 ≤ k ≤ m.
Notice also
|Γ0f | .M20 f.(4.26)
If k = n, then |θ − pk| = 0. If k < n, the by θ ∈ Jk+1 ⊂ Jk and (4.11) we have
|θ − pk| ≤ 2|Jk+1|
The last with (4.14) implies
rk+1|θ − pk| ≤ 2
Hence by (4.25) we observe
|Γkf | .MpkM1pi/2
(
TSpk (Jk)f
)
, 1 ≤ k ≤ m.
Finally taking account also (4.26) we get Lemma 5. 
Proof of Theorem 1. We fix the sets Ω1 ⊂ Ω2 ⊂ · · · ⊂ Ωµ−1 ⊂ Ωµ = Ω from definition of
N-lacunarity. Fix any angle θ ∈ Ω and R > 0. Suppose
(4.27) θ ∈ Ωm \ Ωm−1, for some m ≤ µ.
Denote by Gk the set of all intervals whose vertexes are neighbor points in Ωk. We can choose
a sequence of intervals Jk = [αk, βk] ∈ Gk, k = 1, 2, · · · , m with poles pk ∈ Jk such that
θ ∈
⋂
1≤k≤m
Jk, θ = αm (or θ = βm)
It is clear that sequence Jk satisfies conditions of Lemma 2. Hence,
Γθ,Rf .M
2
0 f +MθM
1
pi/2(TSθ(Jm)f) +
m−1∑
k=1
MpkM
1
pi/2(TSpk (Jk)f)
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and therefore,
|Γθ,Rf |2 . µ(|M20f |2 + |MθM1pi/2(TSθ(Jm)f)|2 +
m−1∑
k=1
|MpkM1pi/2(TSpk (Jk)f)|2
≤ µ(|M20 f |2 +
∑
J∈Int (Ω)
|MpM1pi/2(TSp(J)f)|2
Hence, using (2, 2) bound of strong maximal operators M0 and MpM
1
pi/2 then Lemma ?? we
obtain
(4.28)
∫
R2
sup
θ∈Ω,R>0
|Γθ,Rf |2 . µ(
∫
R2
|M20 f |2 +
∑
J∈Int (Ω)
∫
R2
|MpM1pi/2(TSp(J)f)|2
. µ(‖f‖2L2 +
∑
J∈Int (Ω)
‖TSp(J)f)‖2L2 = µ(‖f‖2L2 +
∑
J∈Int (Ω)
‖ISp(J)f̂)‖2L2
= µ(‖f‖2L2 +
∫
R2
|f̂ |2
∑
J∈Int (Ω)
ISp(J) ≤ 40µ(‖f‖2L2 +
∫
R2
|f̂ |2) . µ‖f‖2L2.
Theorem is proved. 
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