The proportion of non-differentially expressed genes (π 0 ) is an important quantity in microarray data analysis. Although there is a wealthy literature about the estimation of π 0 , the issue of hypothesis testing for π 0 has not been well addressed. In this study, we develop a likelihood ratio test for π 0 based on our recently proposed censored beta mixture model, and evaluate its power through a comprehensive simulation study. In order to understand the performance of our method for general experimental data, we simulate gene expression measurements based on a widely used data simulation scheme. The results confirm that a satisfactory power can still be achieved when there is a considerable sample size, a considerable number of genes, or a relatively large proportion of non-differentially expressed genes. Based on two experimental datasets, we illustrate that our method can be particularly useful for testing the hypothesis of no differentially expressed genes and calculating the sample size in an experimental design.
INTRODUCTION
With the introduction of microarray technology, large scale gene expression data have been collected for many biological and medical studies. Based on the expression data, a large number of statistical tests are performed to identify differentially expressed genes (Hendenfalk et al. (2005) have proposed likelihood ratio tests for the number of components in normal mixtures. However, the issue of a hypothesis test for π 0 has not been well addressed in the literature. To our best knowledge, only Xu and Liu (2008) have proposed a likelihood ratio test for the mixing proportion in a general two-component mixture model. However, the proposed test is based on a generalized pivotal quantity. Furthermore, the statistical inference about π 0 has its own unique features. In Markitsis and Lai (2010), we introduced a new method, which is a modification of the BUM method of Pounds and Morris (2003) . The new method utilizes an artificially censored beta mixture model, and has demonstrated a better performance than most existing π 0 estimation methods in both our simulation studies and applications to experimental datasets. In this study, we introduce and discuss the properties of the likelihood ratio test for testing H 0 : π 0 = k 0 vs. H a : π 0 = k 0 based on our recently proposed censored beta model (Markitsis and Lai, 2010).
Remark. The method proposed by Xu and Liu (2008) is a different approach that requires the specified forms of component distributions. However, a p-value distribution from a microarray data set can be complicated, and it is difficult to specify an accurate model for this distribution. Additionally, Xu and Liu (2008) proposed this method for estimating a general mixing proportion but not specifically the proportion of non-differentially expressed genes π 0 . Furthermore, our method was developed based on the assumption π 0 = f (1) as discussed by Langaas et al. (2005) , which is another clear difference between our method and the method proposed by Xu and Liu (2008) .
METHODS

π 0 and BUM
Suppose that a statistical test is performed to evaluate whether a gene is differentially expressed in two groups. Let μ 1 and μ 2 be the population mean expression levels of the 
A positive occurs when H 0 is rejected in favor of H a , and a negative when H 0 is not rejected. Since the number of genes m studied in an experiment can be usually up to tens of thousands, and these genes are tested simultaneously, a multiple hypothesis testing setting arises, and four possible outcomes are possible (Benjamini and Hochberg, 1995) . The outcomes in the case where m genes are simultaneously tested are shown in Table 1 . Genes having a p-value less than a given threshold are declared significantly differentially expressed, and the quantity R is the number of these genes among the m genes being tested. The quantity m 0 is the number of genes that are truly nondifferentially expressed. However, m 0 is unknown (and so are U , V , T , S) in general, and only R (and m − R) can be observed. The quantity
is called the proportion of true null hypotheses, or the proportion of non-differentially expressed genes, which is important in sample size estimation (Wang and Chen, 2004; Jung, 2005) and false discovery rate (FDR) estimation (Storey and Tibshirani, 2003) .
The estimation of π 0 is generally based on the observed m p-values and different models have been proposed for f (p), the marginal distribution of p-values. Without any constraints imposed, π 0 is usually not identifiable due to a lack of degrees of freedom (although the p-value distribution under the null hypothesis generally follows a uniform distribution). Since the probability that a truly differentially expressed gene produces a large p-value should decrease as p → 1, it is common to assume that f (1) = π 0 (or practically f (1) ≈ π 0 ). Based on this assumption, a widely used conservative approach is to estimate π 0 byf (1) after an estimation of the marginal p-value distribution f (p). Two representative methods based on this approach are the beta uniform model (BUM) proposed by Pounds and Morris (2003) and a nonparametric method proposed by Langaas et al. (2005) . The simple BUM assumes:
with 0 < α < 1 and 0 < γ < 1. Note that this is a mixture of a Uniform[0,1] and a Beta(α, 1) distribution. With ψ = logit(α) and φ = logit(γ), BUM uses a numerical optimization technique to find ψ and φ that maximize the log-likelihood l(ψ, φ) = log[f (p|α, γ)]. The estimates of α and γ are α = exp( ψ)/(1 + exp( ψ)), and γ = exp( φ)/(1 + exp( φ)). Then, the estimate of π 0 is given by
Remark. Notice that the assumption f (1) = π 0 can also be considered as an upper bound of the true proportion. It has been long argued whether the term conservative estimation or simply the assumption π 0 = f (1) should be used.
[There was a short discussion about this issue in Langaas et al. (2005) .] We eventually chose to use the assumption π 0 = f (1) for its simplicity. Furthermore, this assumption is generally valid when the sample size is relatively large or the true value of π 0 is close to one. 
A censored beta mixture model
where
is a left-censored uniform U [0, 1] distribution, and,
. Although we do not assume a specific form for the density of
In this study, we set λ = 0.05, which is conventionally considered small (e.g., a threshold value for declaring statistical significance in practice), and has been shown to give a satisfactory performance in both simulation and application studies (Markitsis and Lai, 2010).
Remark. Notice that our purpose is to use a simple mixture model for the marginal distribution of p-values and achieve a satisfactory statistical inference of π 0 [which is assumed to be f (1) in many published papers (e.g. Langaas et al., 2005) and also in this study]. Based on our experience in the betauniform mixture model, small p-values have a considerable impact on the estimation of π 0 . This impact can be greatly reduced by the introduction of artificial censoring. This has also been demonstrated in our estimation study (Markitsis and Lai, 2010).
Estimating model parameters
We can use the Expectation-Maximization (EM) algorithm for a mixture model (McLachlan and Krishnan, 2008) to estimate the parameters γ and α. The latent indicator variables z i , 1 ≤ i ≤ m (where m is the total number of genes) are defined as:
The log-likelihood of our model given the "complete" data {p, z}, is:
With the introduction of z, the E-step and M-step can be easily implemented and then the EM algorithm can be run iteratively. Letγ andα be the MLE estimates of γ and α, respectively, returned by the EM algorithm. Then, the estimate of π 0 is given by:
More details about the estimation procedure and the related issues can be found in Markitsis and Lai (2010).
Test statistic
Suppose that we want to test
for k 0 ∈ (0, 1). Under our censored beta model for the marginal distribution of p-values in a two-group microarray experiment, the likelihood is given by
where 
where the parameter space Θ = (0, 1) × (0, 1), and Θ 0
with the details provided below.
Maximizing the restricted likelihood
Clearly, the likelihood in the denominator of equation (2) is maximized by the (γ, α) pair returned by the EM algorithm in the π 0 estimation procedure described in Section 2.3. To maximize the likelihood in the numerator, we note that under our model, π 0 = f (1); under H 0 , π 0 = k 0 . Therefore, to find sup Θ0 Θ0 Θ0 L(θ θ θ|p) we need to find the (γ, α) pair that maximizes the likelihood, subject to the constraint f (1) = k 0 . This constraint is equivalent to
To incorporate constraint (3) into an EM algorithm for maximizing the restricted likelihood, we use the method of Lagrange multipliers (see the supplementary materials for a general description of this method). From Section 2.3, the log-likelihood of our model, given the z i 's is:
We define the Lagrangian
where η is the Lagrange multiplier. Then, we take the partial derivatives of H(γ, α, η) w.r.t. γ, α, and η, and set each of them equal to zero, obtaining three equations. After some algebra (see the supplementary materials for details), we arrive at the following cubic equation for α:
Using Cardano's method (see the supplementary materials for details), we solve for α. Lettingα denote the solution, the estimate for
The pair (γ,α) maximizes the likelihood given the z i 's, subject to constraint (3).
In the first iteration of the EM algorithm for maximizing the restricted likelihood, the z i 's are all set equal to 0.5, and equation (4) is solved to obtainγ andα. Then, z are updated usingγ andα in the EM algorithm mentioned in Section 2.3, and the process is iterated. At its convergence, the EM algorithm produces the final pair of (γ,α), which maximize the restricted likelihood. In practice, the EM algorithm converges numerically when π (the estimate of π 0 in the previous iteration).
After the parameter estimation in Θ and Θ 0 Θ 0 Θ 0 , the likelihood ratio test statistic is given by:
Computing the p-value for the test
In likelihood ratio tests in general, it is well-known that under regularity conditions, the test statistic −2 log(Λ) under H 0 has an asymptotic χ 2 q distribution where q is the difference in dimensionality between Θ and Θ 0 Θ 0 Θ 0 in Equation (2) (Lehmann and Romano, 2005) . Clearly, in our likelihood ratio test for π 0 , we have q = dim(Θ)−dim(Θ 0 Θ 0 Θ 0 ) = 2−1 = 1. However, in our situation, the regularity conditions do not hold since our censored beta model density is not differentiable for 0 ≤ p < λ.
Therefore, to compute the p-value for the test, we use the parametric bootstrap method proposed by McLachlan (1987) . The logic behind the parametric bootstrap is to create an estimate of the distribution of the test statistic under H 0 . To do this, we assume that the data follow a censored beta distribution. Then, we estimate the censored beta model parameters from the observed data under H 0 , and we generate a large number of samples from the censored beta model with those parameters. The set of the test statistic values computed from the generated samples serves as a sample of observations from the distribution of the test statistic under H 0 .
The procedure is as follows: Notice that the observed LR o itself is included as an observation from the null distribution, along with the LR b 's from the bootstrap samples. This explains why we have "+1" in both the numerator and denominator of equation (6).
Remark. Based on the requirement of parametric bootstrap (McLachlan, 1987) , the simulation configuration (in the parametric bootstrap procedure) should be consistent with the estimation under the null hypothesis. From the modified EM algorithm, the estimate of the mixing proportion for the g 1 component (under the null hypothesis) isγ.
(Note that we do not define g 1 and g 2 as the p-value distributions of nondifferentially and differentially expressed genes, respectively. We actually use the mixture of g 1 and g 2 to model the marginal distribution of p-values.) Therefore,m 0 , the number of observations from the g 1 component, should be generated from the binomial distribution Binomial(m,γ). This configuration is also confirmed by our additional simulation result presented in the supplementary materials. When data are generated exactly from the betauniform model, the p-values computed based on the null hypothesis scenario follow a uniform distribution.
Testing
In the case of the test
The latter equation implies that either γ or α (or both) are equal to 1. Hence, the likelihood equation (1) reduces to
and equation (5) simplifies to
Therefore, it is clear that Step 1 in the previous p-value calculation procedure can be omitted in this special testing scenario. Remark. Notice that testing π 0 = 1 is also equivalent to testing a simple uniform p-value distribution (for all genes) in our study (The one-sample Kolmogorov-Smirnov test can also be considered in this situation). For some microarray data sets (e.g. our first application), the proportion of differentially expressed genes can be small and then π 0 is close to one. Then, testing π 0 = 1 can be biologically important. An application to such an experimental microarray data set has been presented later for an illustration.
Power evaluation
The power evaluation with data generated exactly from the beta-uniform models is presented in the supplementary materials. Here, we consider a simulation scenario in which data are not generated from a beta-uniform model. This is intentionally performed so that the robustness of our test statistic can be evaluated.
To evaluate the power of the test
when the true value of π 0 is c, we first generate K datasets where π 0 = c, using the gene expression data simulation procedure below. For each of the K datasets, we compute the p-value, as described in Section 2.6. Let p k be the p-value obtained for the k-th dataset, 1 ≤ k ≤ K. An estimate of the power of the test H 0 : π 0 = k 0 vs. H a : π 0 = k 0 at significance level α when the true value of π 0 is c is
To obtain a power curve for a given value of k 0 , we evaluate the power as described above, for each c (true π 0 ) alternative in the set {k 0 − 0.05, k 0 − 0.04, . . . , k 0 + 0.04, k 0 + 0.05}. For example, for k 0 = 0.6, we evaluate the power for c ∈ {0.55, 0.54, . . . , 0.64, 0.65}.
Procedure for Gene Expression Data Simulation
We simulate the expression measurements for m genes based on the widely used scheme below: 2005)). However, based on our additional simulation results presented in the supplementary materials, a satisfactory performance can still be achieved in the situation of general positive dependence structures. Therefore, for simplicity, we present the simulation results based on the independence structure in this study. Notice that the simulated data are not from a censored beta distribution; this has been intentionally done in order to understand the performance of our method when the underlying population is different from our proposed model.
Remark.
Therefore, we prefer a simple model so that the test statistic for π 0 can be powerful. Based on the widely used blockdependent multivariate normal distributions, we conducted a simulation study to evaluate the robustness of our test. However, we also understand that the data distribution of a microarray data set is usually much more complicated. The simulation configuration used in our study is just a much simplified setting to evaluate the performance of our method when the true model is not a uniform-beta mixture.
RESULTS
To study the behavior of our likelihood ratio test for π 0 , we generate data and evaluate the test power for different combinations of sample size (n = 10 + 10, 15 + 15 and 20 + 20) and number of genes (m = 2, 500, 5, 000, and 10, 000), at different values of k 0 .
Effect of sample size
We first investigate the effect of sample size in the case of the test H 0 : π 0 = 0.6 vs. H a : π 0 = 0.6 for c ∈ {0.55, 0.56, . . . , 0.64, 0.65} (i.e., 11 different cases of true π 0 ). Using the procedure above, for each value of c, we simulate data for K = 300 datasets with m = 5000, using sample sizes n = 10 + 10, and compute the power as described above. Hence, we obtain power curves for significance levels α = 0.01, 0.05, and 0. The striking feature in Figure 1 is that for n = 10 + 10 (first column), the power curves are not centered at π 0 = 0.6 (0.7). This can be explained as follows: Suppose we are testing H 0 : π 0 = 0.6 vs. H a : π 0 = 0.6, and we are evaluating the power at c = 0.6. Recall that our method estimates π 0 byf (1), and is expected to give a conservative estimate for π 0 ; i.e.,f (1) > π 0 . Therefore, each of the K = 300 datasets simulated using the "Procedure for Gene Expression Data Simulation" with c = 0.6 is expected to give a marginal pvalue distribution with f (1) > 0.6. Consequently, for c = 0.6 the simulated datasets "behave" (under our censored beta model estimation) as having a π 0 value greater than 0.6. For some c slightly less than 0.6, the simulated datasets behave as having a true π 0 = 0.6. As a result, the test has the lowest power at some c slightly less than 0.6, and the power curve is horizontally shifted to the left. Now, recall that each simulated dataset consists of m p-values generated from two-sample t-tests. When the sample size is increased, in each simulated dataset the t-tests gain power and produce smaller p-values. Hence, in the marginal p-value histogram, density is shifted toward 0, and the minimum of the fitted curve is shifted toward the true value of π 0 . Therefore, the positive bias is reduced and the power curve becomes centered at c = 0.6.
Effect of number of genes
In Figure 2 , we observe that as the number of p-values (number of genes), m, increases (doubles), the power curves become visibly steeper. We can argue that as m increases, so does the power of the test, since the number of observations (p-values) has increased. Note (Figure 2 , first row) that increasing the number of genes does not seem to affect the location of minimum of the power curves (unless the sample size is increased; Figure 2 , second row), because the value of m does not have any impact on the minimum of the marginal p-value density in the simulated datasets.
Effect of k 0
In Figure 3 , it seems that for larger values of k 0 , the power curves become closer and closer to being centered at k 0 . The power curves for k 0 = 0.90 are perfectly centered at 0.90. In our estimation study (Markitsis and Lai, 2010), we have observed that the bias of the π 0 estimate decreases as the true value of π 0 approaches 1. As explained above, this shifts the power curves toward π 0 = k 0 .
On the shifts of power curves
In the results above, we have noted that due to the effect of sample size, a horizontal shift in the power curves occurs. Another type of shift present in all the results is a vertical shift. It is clear that, at the power curves' minimum, the power is lower than the nominal α level. This can be explained as follows: the parametric bootstrap samples used to obtain the p-value for the test are from a censored beta distribution, but the simulated dataset on which the test is performed is not. Therefore, the loss of power in our simulations was due to the fact that the parametric bootstrap samples are not from the same distribution as the dataset on which we are conducting the hypothesis test. We have run some simple simulations that confirm this conclusion (results given in the supplementary materials).
Application to experimental datasets
In practice, a hypothesis test for π 0 can be important in the specific case of testing whether π 0 = 1 (i.e., whether all the genes in the experiment are non-differentially expressed). Furthermore, testing π 0 from a pilot study can help researchers to plan an appropriate sample size for a follow-up study. We apply our hypothesis testing procedure to two experimental datasets. For the first dataset, many methods give an estimate of π 0 close to one. It is therefore necessary to conduct the test of H 0 : π 0 = 1. For the second dataset, π 0 estimates from different methods lie around 0.6 − 0.7, representing a more general situation for testing π 0 . The histogram of the permutation p-values (Storey and Tibshirani, 2003) for each dataset are shown in Figure 4. 
Type 2 diabetes data
The gene expression data (Mootha et al., 2003) are from 17 subjects with normal glucose tolerance (NGT) and 18 subjects with Type 2 diabetes (DM2). Expression measurements were collected for 22,283 different genes. As mentioned above, most methods estimate π 0 to be 1, which suggests that none of the 22,283 genes is differentially expressed in the two groups of subjects (NGT vs. DM2). We conduct the test H 0 : π 0 = 1 using the method described in Sections 2.6 and 2.7. The point estimate for π 0 from our method is 0.998. Using B = 500 bootstrap samples, the p-value for the test H 0 : π 0 = 1 is 0.3952. Therefore, there is no strong evidence that any differentially genes exist. Remark. The one-sample Kolmogorov-Smirnov test can be considered as an alternative. We used the R function "ks. 
Breast cancer data
We use the microarray gene expression data collected by Hedenfalk et al. (2001) for a breast cancer study. The data were obtained from breast cancer patients with tumors involving mutation of either the BRCA1 or the BRCA2 gene. The data consist of expression measurements for 3,226 genes, with 7 samples (patients) for BRCA1 and 8 for BRCA2. The dataset can be accessed at http://research.nhgri.nih.gov/microarray/ NEJM Supplement. Since 56 genes exhibited expression measurements above 20 for one or more of the 15 patients, they were excluded, being regarded as unreliable (Storey and Tibshirani, 2003) . Hence, 3170 genes remained in the study.
The point estimate of π 0 from our method is 0.632. Regarding the given data as a pilot study, we conduct the test H 0 : π 0 = k 0 vs. H a : π 0 = k 0 , for k 0 = 0.58, 0.59, . . . , 0.67, 0.68, and obtain the corresponding p-values. Then, using the sample size computation method by Jung (2005) , we calculate the sample size that would be required for a follow-up study to discover 100 of the differentially expressed genes (i.e., r 1 = 100 true positives). We control the FDR at f = 0.01, and since n 1 /(n 1 + n 2 ) ≈ 0.5, we set a 1 and a 2 in Jung's formula both equal to 0.5. To estimate the overall effect size δ in Jung's formula, we first transform the p-values to z-scores; i.e., compute z = Φ −1 (1 − p) for each p-value, where Φ −1 is the inverse cumulative distribu-
Figure 4. Histograms of permutation p-values for the type 2 diabetes data (left) and the breast cancer data (right).
tion function (inverse c.d.f.) of the standard normal distribution. Then, since the average z-score for the p-values from null genes will be zero, the average of all the z-scores will be approximately (1 − π 0 )δ/(n −1
2 ) 1/2 . Using the average of the observed z-scores and the estimated value of π 0 , we can obtain an estimate of δ. Figure 5 shows the graph of the p-values for the tests {0.58, 0.59, . . . , 0.68}), with the required sample size (n 1 + n 2 ) printed in the plot. The horizontal line represents the significance level 0.05. The test clearly rejects the null hypothesis of π 0 = 0.58, 0.59, or 0.68. Therefore, there is strong evidence that π 0 is not equal to one of them. For π 0 = 0.67, the p-value is 0.05, which equals to the significance level. Therefore, there is no strong evidence that π 0 is not equal to 0.67. For a conservative strategy, we would recommend n 1 = n 2 = 20 for a follow-up study.
DISCUSSION
The issue of a hypothesis test for the proportion of nondifferentially expressed genes, π 0 , which is an important parameter in the analysis of microarray data, has not been well addressed in the literature. In general, the major difficulty for hypothesis testing in mixture models is the fact that the behavior of the likelihood ratio test statistic is usually unknown. In this article, we have developed a likelihood ratio test for π 0 based on a parametric bootstrap procedure (McLachlan, 1987) . In a comprehensive simulation study, we have evaluated the effects of sample size, number of genes, and null hypothesis value on the power of our test. Overall, our test has shown a satisfactory performance. We have applied our method for testing whether π 0 = 1 in the type 2 diabetes gene expression data (Mootha et al., 2003) , and found no strong evidence that any differentially expressed genes exist. Through an application to the breast cancer gene expression data (Hedenfalk et al., 2001 ), we have also demonstrated the usefulness of our method for selecting the appropriate sample size for a follow-up study.
In our simulation study, we have observed that when the sample size is relatively small, the conservative (positively biased) π 0 estimate causes the power curves in our simulations to shift to the left of the null hypothesis value of π 0 . However, as the sample size increases to relatively large, the power curves become centered at the null hypothesis value of π 0 . Another observation from our simulation study is that the power curves usually have minimums below the nominal significance level. Both observations can be explained by the model misspecification, i.e., that our test is based on the assumption of a censored beta mixture model, but our simulated data are from a widely used data simulation scheme. In our future work, we will investigate possible modifications to our test for improving the power.
SUPPLEMENTARY MATERIAL APPENDIX: MATHEMATICAL DERIVATIONS
Parameter estimation
The three equations are:
Multiplying the first equation by γ(1 − γ) (assuming γ = 0 or 1) gives:
Substituting the LHS of the second equation for −η(1 − γ), we have:
Finally, by the third equation, γ = k0−α 1−α , which we substitute into Equation (1), and obtain the following equation [Equation (5) of the main article].
To solve this cubic equation for α, we first divide it throughout by B 1 , to obtain:
Cardano's method for solving a cubic equation
Suppose we want to solve the equation
(Any cubic equation can be written in this form by dividing throughout by its x 3 coefficient.) First, to eliminate the quadratic term, we make the substitution x = t−a/3. Equation (2) then becomes:
where p = b − a 2 /3 and q = c + (2a 3 − 9ab)/27. Now, write t as the sum of two new variables, u and v; i.e., let t = u + v. Substituting u + v for t in equation (3) gives
Since we expressed t in terms of two new variables, we need to impose an extra condition on u and v. Cardano suggested the condition (5) 3uv + p = 0, which simplifies equation (4) to
Solving 3uv + p = 0 for v and substituting into equation (6) gives
Equation (7) can be solved as a quadratic in u 3 , producing
Choosing the "+" sign in equation (8), and substituting for u 3 into equation (6) yields
2 i) are the complex cubic roots of 1. Notice that choosing the "−" in equation (8) does not change the final values of t because t, as well as equations (6) and (5) are symmetric in u and v. Now, u and v must satisfy equation (5) 
and
Remarks.
• If D > 0, we have a real root and two (conjugate) complex roots. 
Method of Lagrange multipliers
The method of Lagrange Multipliers is used for maximizing (or minimizing) a function of two or more variables subject to a constraint. Suppose we want to maximize the function f (x, y) subject to the constraint g(x, y) = k. If we draw some of the contour lines of f (x, y), the point (x 0 , y 0 ) where one of them touches (but does not cross) the curve g(x, y) = k will be the location of the maximum (if a maximum exists). At (x 0 , y 0 ), the contour line of f (x, y) and the contour line of g(x, y) have parallel tangent vectors. Hence, their gradient vectors at (x 0 , y 0 ) are also parallel. We can express this relationship as (9) ∇f (x, y) = η∇g(x, y),
where η is called the Lagrange multiplier, and
Solving Equation (9) is equivalent to setting the partial derivatives of the Lagrangian
equal to zero, and solving for x and y to obtain (x 0 , y 0 ).
SIMULATION BASED ON THE CENSORED BETA MIXTURE MODEL
In this section, we present the power evaluation with data generated exactly from the beta-uniform models. The following simulation configuration was considered: k 0 = 0. 
SIMULATION BASED ON THE CORRELATED MULTIVARIATE NORMAL DISTRIBUTIONS
We found it difficult to develop a test statistic and/or implement the parametric bootstrap procedure with a dependence structure incorporated. However, the test statistic and the parametric bootstrap procedure proposed in this study should be applicable to a general gene expression data set. To confirm this, we include additional simulation study results so that we can evaluate the power of our test statistic when there is a dependence structure.
Based on our experience in the estimation study (Markitsis and Lai, 2010), the block-dependence structure is a reasonable and widely used one for simulating gene expression data (Allison et al., 2002; Langaas et al., 2005) . Furthermore, the correlation within a block is usually not too strong. Therefore, we set 0.3 (for a modest dependence) or 0.5 (for a strong dependence) and also 0.0 (for a comparison) as the common correlation for each block with 25 genes (total 6000 genes). Different sample sizes (numbers of arrays) were considered: 10+10, 30+30 and 50+50, and the expression variance of each gene was still fixed at one (no other changes were made to the configuration described in the manuscript).
Based on Figure 2 below (the sample size is 10+10, the true proportion of non-differentially expressed genes is 0.75, i.e. c = 0.75, and the null hypothesis of π 0 is 0.7, i.e., k 0 = 0.7), there is visible power loss when the common block correlation is increased from 0.0 to 0.3 and 0.5. However, the overall power performance is still quite satisfactory. A similar trend has also been observed for the results based on the other sample sizes, 30+30 and 50+50 (results not shown). Figure 3 confirm further that there are still many large p-values even when the sample size is relatively large.
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