In this paper, a complete solution for search and retrieval of rich multimedia content over modern databases is presented. The framework proposed in this paper combines the advantages of multimodal search with those of annotation propagation into a unified system. Moreover, an effective technique, which is appropriate for large-scale indexing, is adopted, extended and integrated to the proposed framework so as to achieve optimized search and retrieval of rich media content even from large-scale databases.
Introduction
The Internet was designed and primarily used by scientists for networking research and exchanging information between each other. However, the explosion of the World Wide Web (which has started as a document repository) and its successful descendants (Semantic Web and Web 2.0), along with the widespread availability of digital recording devices, improved modeling tools, advanced scanning mechanisms as well as display and rendering devices, are rapidly transforming the Internet to a fully fledged 3D collaborative environment that facilitates services, interaction and communication. It is therefore now possible for users to rapidly move from a mainly textual-based to a media-based ''embodied'' Internet, where rich audiovisual content (images, graphics, sound, videos, etc.), 3D representations, virtual and augmented reality worlds, serious games, life-logging applications, multimodal querying capabilities, become a reality.
Currently, we observe a dramatic increase of net-based audiovisual and 3D object databases that have been produced by professional and amateur users. This new environment drives demand towards more sophisticated information representation, filtering, aggregation and search tools for achieving more efficient information retrieval. Since information is currently perceived, stored and processed in various forms, leading to vast amounts of heterogeneous multimodal data, an optimal search and retrieval engine should allow users to express their query in any form most suitable for them and retrieve content in various forms providing the users with a complete view of the retrieved information. Based on the above facts, a clear need for a new generation of multimodal search engines is emerging. These will be able to handle specific types of multimedia (text, 2D image, sketch, video, 3D objects, audio and their combinations), which can be used as queries and retrieve any available relevant content of any of the aforementioned types.
The need to move beyond traditional text-based retrieval approaches has led the scientific community to invent novel efficient concepts for multimedia retrieval. Most of the methods presented in previous years were focused on the extraction of low-level features (e.g. color, texture, shape, etc.) automatically from content (content-based retrieval). While there are numerous content-based techniques that achieve retrieval of one single modality, such as 3D objects, images, video or audio, only a few of them are able to retrieve multiple modalities simultaneously. The latter, which are referred in the literature as multimodal retrieval methods, are expected to bring a new vision to multimedia search engines, since they will enable users to search and retrieve content of any type using a single unified retrieval framework and not a specialized system for each separate media type.
Moreover, search and retrieval methods that are based only on low-level features are not able to achieve the discriminative efficiency of a human. This has driven the research on other, context-based techniques suitable for classification, which at the same time improve significantly the retrieval performance of content-based search engines. The use of semantic annotation seems to be the most powerful technique in this area. Semantic annotation relies on the ''attachment'' of an amount of information to each multimedia object. In traditional multimedia databases, manual annotation of all database items is a work that requires significant labor. More specifically, the database multimedia objects are presented to the human annotator, one after another, and s/he decides whether the object possesses a specific attribute or not. Manual annotation becomes non-functional in modern database systems, where continuous renewal and management of a constantly increasing volume of information is crucial. The process of annotation propagation focuses on this problem. The key question to better understand the nature of annotation propagation is: ''how can we automatically expand annotations of certain already manually annotated multimedia objects to other objects that have the same or similar attributes without presenting them to the user for manual annotation''? This paper presents a novel framework for multimodal search and retrieval of rich media objects. The searchable items are media representations consisting of multiple modalities, such as 2D images, 3D objects and audio files, which share a common semantic concept. A manifold learning technique based on Laplacian Eigenmaps was appropriately modified in order to merge the low-level descriptors of each separate modality and create a new low-dimensional multimodal feature space, where all media objects can be mapped irrespective of their constituting modalities. To accelerate search and retrieval and make the framework suitable even for large-scale applications, a multimedia indexing scheme is adopted, which represents each object of the dataset by the ordering of a number of reference objects. Moreover, the hubness property is introduced in this paper as a criterion to select the most representative reference objects, thus, achieving the maximum possible performance of indexing. The content-based similarity of the multimodal descriptors is also used to automatically annotate the objects of the dataset using a predefined set of attributes. Annotation propagation is utilized to approximate the multimodal descriptors for multimodal queries that do not belong to the dataset.
Background and related work
In content-based multimedia retrieval, manifold learning is usually applied to the low-level descriptors of multimedia content in order to provide non-linear dimensionality reduction [1] [2] [3] . This results in improved retrieval performance. This concept can be easily extended to address cross-modal or multimodal retrieval problems, where descriptors from different modalities are mapped to the same low-dimensional manifold and reduce the multimodal similarity matching problem to a simple distance metric on this manifold. The most representative attempts in this field are given below.
Regarding cross-modal retrieval, several methods adopt a well-known technique called Canonical Correlation Analysis (CCA) [4] , which constructs an isomorphic subspace (CCA subspace) in order to learn multi-modal correlations of media objects. In [5] , a CCA-based method is presented, which defines a general distance function in the CCA subspace using polar coordinates. It also utilizes relevance feedback to improve the results. Similarly, in [6] , a method for cross-modal association called Crossmodal Factor Analysis (CFA) is introduced. The method achieves significant dimensionality reduction, while it effectively identifies the correlations between two different modalities. The method is tested in cross-media retrieval and demonstrates superior performance than similar approaches, such as Canonical Correlation Analysis [4] and Latent Semantic Indexing [7] . In [8] , authors introduced a cross-media retrieval method based on mining the co-existence information of the heterogeneous media objects and users' relevance feedbacks, while in [9] they extended their work by proposing a structure for crossmedia indexing over large multi-modal media databases.
Moving beyond cross-media retrieval, several attempts have been made to support retrieval of more than two modalities simultaneously. In [10] , Zhang et al. investigated the intra-and inter-media correlations to build a map from heterogeneous multi-modal feature spaces, called ''multimedia bags'', into a semantic subspace created using Laplacian Eigenmaps, called Multi-modality Laplacian Eigenmaps Semantic Subspace (MLESS). The different modalities supported are text, image and audio. In [11] , a structure called Multimedia Document (MMD) is introduced to define a set of multimedia objects (images, audio and text) that carry the same semantics. After creating a Multimedia Correlation Space (MMCS), where every MMD is represented as a data point, a ranking algorithm was applied, which uses a local linear regression model for each data point and then it globally aligns all of them through a unified objective function. However, the above methods demonstrate significant retrieval accuracy only when the query objects belong to the dataset. For query objects that do not belong to the dataset, the methods provide weak support and only by applying relevance feedback are they able to produce acceptable results.
Closely related to content-based multimedia retrieval is the task of assigning semantic annotations, either manually or automatically to the media items of a database, which can improve the performance of content-based search systems. Research on annotation propagation focuses on the investigation of methods that achieve correct automatic annotation to the items of a dataset with the minimum manual effort. Annotation propagation in multimedia databases is still an open research topic, although several approaches have been proposed so far which offer acceptable and realistic solutions to the problem. Almost all of these methods deal with one single modality at a time, e.g. image annotation, video annotation, 3D content annotation and so on. Multimodal annotation propagation involves the task of automatically assigning semantic attributes to the items of a dataset, which may consist of multiple media types. To achieve this, the multimodal correlations among the items' constituting modalities need to be identified, using techniques similar to the ones of cross-modal and multimodal search and retrieval. A presentation of the most important methods for monomodal annotation propagation, dealing with 3D and 2D content, is given below. It is worth mentioning that, to the best of our knowledge, there is no method for multimodal annotation propagation presented so far.
In [12] , a classification-based, keyword propagation method is presented. The proposed framework consists of an image database that links images to semantic annotations, a similarity measure that integrates both semantic features and image features, and a machine learning algorithm to iteratively update the semantic network and to improve the system's performance over time. In [13] , the use of the maximum entropy approach for the task of automatic image annotation is proposed. Maximum entropy allows one to predict the probability of a label in the test data, when labeled training data are available. The technique allows for the effective capturing of relationships between features. In [14] , an attempt is made to propagate semantics of the annotations, by using WordNet [15] , a lexicographic arrangement of words, and low-level features extracted from the images. The hierarchical organization of WordNet leads to the concept of implication / likelihood among words. In [16] , an automatic image annotation system is proposed, which integrates two sets of Support Vector Machines (SVMs), namely the Multiple Instance Learning (MIL)-based (applied to image blocks) and global feature-based SVMs (using global color and texture features), for annotation. Finally, an approach for automatic annotation propagation in 3D object databases is proposed in [17] , based on propagation of probabilities through neuro-fuzzy controllers, using a combination of low-level geometric and highlevel semantic information.
In the approaches described above for content-based search and retrieval and annotation propagation, similarity search is performed by matching the descriptor of a query object with the descriptors of all database objects. However, this raises scalability issues for large-scale datasets, therefore, more efficient approaches are needed. Towards this direction, approximate similarity search aims to address the scalability issues by minimizing the amount of required computations during content-based search. The field of approximate similarity search can be divided into two major areas: techniques that transform the space of the object's descriptors and techniques that optimize the procedure for accessing and analyzing the data to be indexed and searched. Space transformation mainly addresses dimensionality reduction techniques, which aim to obtain more compact representations of the original data that capture the information necessary for higher-level decision making. Two representative dimensionality reduction techniques are Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA). PCA is an unsupervised method that maximally preserves the variance of the data, and LDA is a supervised method that achieves maximal class separation by maximizing the ratio of between-class variance to the withinclass variance. In approximate search techniques based on Vector Approximation (VA)-Files [18] , dimensionality reduction is obtained by quantizing the original data objects. Other techniques that fall in the category of space transformation are FastMap [19] , mainly used in vector spaces, and MetricMap [20] suitable for metric spaces.
Techniques that optimize the procedure for accessing and analyzing the data are basically aiming at reducing the space to be examined through the identification of the most ''informative'' parts of this space. M-Trees [21] use a hierarchical decomposition of the space. A technique that uses a proximity measure to decide which tree nodes can be pruned, even if their bounding regions overlap the query region, is proposed in [22] . One of the early works that suggested the use of inverted index for Content-Based Information Retrieval (CBIR) is the Viper system [23] , in which images are indexed by a huge number of visual features that can either be present or absent in each image, as words in a text document. The approach used in [24] is a hybrid approach since it uses a space transformation, while it also reduces the number of object comparisons needed during the indexing and search. The idea at the basis of these techniques is that when two objects are very close to each other they 'see' the world around them in the same way. Accordingly, a measure of dissimilarity can be used between the views of the world at different objects, in place of the distance function of the underlying metric space. The concept was tested and evaluated using a dataset of 106 million images, taken from Flickr (www.flickr.com and described by MPEG-7 visual descriptors, with very promising results [25] .
The rest of the paper is organized as follows: in Section 2, an overview of the overall framework is given. In Section 3, the multimodal descriptor extraction and indexing are analyzed, which include the construction of the multimodal feature space and the proposed large-scale indexing technique. In Section 4, the multimodal annotation propagation method is described followed by the proposed framework for multimodal search and retrieval. Section 5 analyzes the experimental results. Finally, conclusions are drawn in Section 6.
Method overview and contributions

The concept of Content Object
When dealing with multimodal search and retrieval, it is much more convenient to enclose multiple media types, which share the same semantics, into a media container, and label the entire container with the semantic concept, instead of labelling each media instance separately. This approach has been already followed in both [11, 10] , where authors introduced new structures to organize data based on their semantic correlations, namely Multimedia Documents (MMDs) and Multimedia Bags, respectively. Following and extending this concept, the whole proposed framework is based on a multimedia structure called ''Content Object (CO)''. However, unlike MMDs and Multimedia Bags, COs are not just collections of different media items. A CO can span from very simple media items (e.g. a single image or an audio file) to highly complex multimedia collections (e.g. a 3D object accompanied with multiple 2D images and audio files). Moreover, a CO may include additional metadata related to the media, such as textual information, classification information, real-world data (location or time-based), etc. When a user refers to a CO, s/he directly refers to all of its constituting parts.
An example of a Content Object is given in Fig. 1 . This CO describes the physical entity ''My_Dog'' and consists of a 3D representation (VRML model), 2D images (snapshots) of the dog, as well as its sound (wav file of the barking sound). In the current work, 3D objects, 2D images and sounds are considered as the constituting modalities of COs. Further extensions of the proposed framework, in order to include other modalities, are planned for future work.
The proposed framework
The proposed framework consists of the following stages: multimodal descriptor extraction and indexing (Fig. 2) , multimodal annotation propagation and search and retrieval (Fig. 3) .
Given a dataset of Content Objects, during the first stage (Fig. 2) , low-level descriptors are extracted for each of their constituting modalities. Then, using an appropriate manifold learning method, the low-level descriptors are mapped to a new low-dimensional feature space. In this feature space, semantically similar COs, irrespective of their constituting modalities, are described by multimodal descriptor vectors close to each other in the Euclidean space. The mono-modal descriptors are indexed, using one indexing structure for each modality, to accelerate the computation of neighbors during manifold learning. With the creation of the new multimodal feature space, content-based search and retrieval of COs from the dataset can be performed by directly matching their new multimodal descriptors, resulting in a fully multimodal approach. In order to facilitate faster retrieval, especially when it comes to large-scale datasets, an appropriately selected indexing scheme is adopted to index the multimodal descriptors. This indexing technique, which was initially proposed in [24] , is further enhanced by selecting the optimal reference objects (instead of selecting these objects randomly). The idea is to identify which COs are the most representative among the whole dataset of COs. The concept of annotation propagation is the utilization of the user-provided information for training the annotation system, so that it can be later used for the automatic annotation. During the manual annotation phase (Fig. 3) , a set of reference COs are presented to the user (annotator) through an annotation interface. For this manual annotation step, the most representative COs are provided to the user. The user assigns one or more attributes to the COs, derived from a list of predefined attributes. Then, the system propagates the attributes to the non-annotated COs without any external help.
During the multimodal search and retrieval phase (Fig. 3) , a CO q , which does not belong to the database, is given as query to the system. Since the CO q 's multimodal descriptor is not available, an approximation of the multimodal descriptor is computed as follows: first, the CO q 's constituting modalities are used as separate queries; the mono-modal descriptors of the query access the corresponding mono-modal indexing structures, which were described above ( Fig. 2) , and one mono-modal ranked list for each of the query CO's modalities is retrieved. For the k-nearest neighbors of each ranked list, the COs, which correspond to the retrieved media items, are identified. Then, the attribute that is most frequent among these COs is assigned to the new query CO q and the centroid of the multimodal descriptors of only the COs with this attribute is used as an approximate multimodal descriptor of CO q . The approximate descriptor vector accesses the multimodal indexing to retrieve similar results. The contribution of annotation propagation here is crucial, since the propagated attributes of each CO are used as a criterion to decide which COs will participate in the centroid of multimodal descriptors (i.e. the approximate descriptor of CO q ). If this annotation information was not available, the approximation of the multimodal descriptor of CO q would not be feasible. In other words, if an approximation was made including all k-nearest neighbors of each ranked list, irrespective of their attributes, the approximate descriptor would contain outliers which would affect the retrieval accuracy of the method.
The proposed method introduces the following innovative features:
It combines a new multimodal descriptor with an efficient indexing scheme. Indexing is applied to both the monomodal descriptors, to avoid computation of large distance matrices during the creation of the multimodal feature space, and the multimodal descriptors, to facilitate faster multimodal retrieval in large scale.
It improves the retrieval accuracy of indexing, by selecting the optimal reference objects. Instead of randomly selecting reference objects from the dataset, the proposed method exploits the hubness property of the multimodal descriptors and picks the most representative ones.
It provides multimodal annotation propagation using minimum number of manually annotated COs. Again, this is achieved by selecting the most representative COs (hubs) for manual annotation, instead of random selection.
It exploits annotation propagation for multimodal search and retrieval when query COs do not belong to the indexed dataset. Since the multimodal descriptor of a query CO that does not belong to the dataset cannot be directly calculated, multiple ranked lists are retrieved from the mono-modal search tasks; then, the first ranked objects of each ranked list are used to approximate a multimodal descriptor of the query CO. Annotation propagation here contributes so as to have a more accurate approximation.
Multimodal descriptor extraction and indexing
Construction of a multimodal feature space
During the construction of the multimodal feature space, all COs of a dataset, irrespective of their constituting modalities, are represented as d-dimensional points in a new feature space. In this feature space, semantically similar COs lie close to each other with respect to a common distance metric (such as the L-2 distance). The methodology, which is usually followed, is known as manifold learning [1, 2] , where it is assumed that the multimodal data lie on a non-linear low-dimensional manifold. The majority of manifold learning approaches are based on the computation of the k-nearest neighbors among all items of the dataset in order to construct an adjacency matrix. In our case, the items of the dataset are COs. The k-nearest neighbor computation for a CO is not trivial though, since it requires merging descriptors of heterogeneous modalities into one unified representation. Although such unified distances have already been presented to address cross-media retrieval [10, 11] , they suffer from the following limitation: since these distances are weighted sums of mono-modal distances, the weights are highly dependent on the discriminative power of each separate monomodal descriptor, which makes the distance measure unreliable, especially when more than two modalities are merged.
To address the above limitation, an alternative approach based on Laplacian Eigenmaps (LE) is presented in this paper. The reason for choosing LE is that they support input adjacency matrices with only zeros/ones instead of accurate distances, i.e. when items i, j are neighbors, the item W ij of the adjacency matrix is assigned the value 1 instead of the distance between i and j. Since the items of the adjacency matrix are COs, the neighborhood criterion is determined as follows: two COs, i and j are neighbors if and only if at least one pair of their constituting items of the same modality are neighbors. If the two COs do not have items of common modality they are not considered neighbors. Neighborhood among single-modality items is determined by ranking these items with respect to their mono-modal distance. Then, the k-first items are selected for each single-modality item.
Given now a multimedia dataset of N COs and p different modalities, the goal is to compute the k-nearest neighbors for every CO i , 1r i rN. For simplicity, we assume that each CO i consists of exactly one item per modality, although it is possible to have only few modalities in CO i as well as more than one items of the same modality. Let a media item within CO i of m-th modality (1 rm r p) be represented by the descriptor vector x In the general case that a CO consists of less than p modalities, more nearest neighbors are taken from each modality, in order to keep the number k of the neighboring COs the same. As an example, let k¼6 be the number of k-nearest neighbors of CO i . If CO i consists of p ¼2 modalities, we need ðk=pÞ ¼ 3 nearest neighbors from each modality. If CO i consists of p¼1 modality, we need ðk=pÞ ¼ 6 nearest neighbors, all from the same modality. Finally, a N Â k matrix, NN CO , is created, where each row i represents the k-nearest neighbors of CO i .
The NN CO matrix is taken as input to create a N Â N adjacency matrix W, where
The Laplacian Eigenmaps (LE) use the matrix W as input to create a multimodal feature space of low dimension, where every CO is represented as a d-dimensional vector, that is the N Â d matrix Y. A more detailed description of the LE algorithm is available in [33] . The motivation for choosing binary values (1, 0) to construct W (instead of using actual distances) was to overcome the heterogeneity of descriptors from multiple modalities. Different descriptors require different distance metrics that cannot be put together in the same equations.
An indexing scheme for large-scale retrieval
It is obvious that for the creation of the N Â N adjacency matrix W, a N Â N distance matrix is required, which stores the pair-wise distances among all database's COs. However, when it comes to really large multimedia datasets, both calculation and storage of all-to-all distance matrices becomes prohibitive. Consequently, the distance matrix does not provide an efficient solution in real-life problems, where multimedia databases store thousands (millions or even billions) of media items. On the other hand, multimedia indexing is a widely used method to speed up the nearest neighbor search in large databases. Through indexing, only a subset of the most relevant data for a given query is returned, without the need to compute one-to-all distances of the query with all database objects. Based on its clear advantages in media retrieval, large-scale indexing has been adopted in the present work to avoid computation of large distance matrices. The indexing algorithm that was extended and used in our multimodal retrieval method has been introduced in [24] and is based on inverted files. The main idea of the method is that when two objects are very similar (close to each other in a metric space) their view of the surrounding world is similar as well. Thus, instead of using the distance between two objects, their similarity can be approximated by comparing their ordering of similarity according to some reference points. The latter are called Reference Objects (RO). This particular technique is also implemented by the use of inverted files. A detailed description of the algorithm is available in [24] . By using the above indexing structure, search within a dataset of multimedia objects is much faster than using the classical distance metric d to calculate dissimilarity between descriptor vectors. The search and retrieval time depends on the number of Reference Objects RO. According to [24] , the following inequality must hold so that the retrieval performance is not affected:
where Size(RO) is the number of Reference Objects (RO) and Size(S) is the number of the multimedia objects of the dataset S. The multimedia indexing scheme is applied to the mono-modal descriptors, to avoid computation of large distance matrices during the creation of the multimodal feature space, as well as to the multimodal descriptors, to facilitate faster multimodal retrieval in large scale. In the case of the mono-modal descriptors, the indexing algorithm is applied for each modality separately, thus, the dataset S is the set of media items of the same m-th modality and d is the distance metric
Þ that computes the dissimilarity between the mono-modal descriptors x m of the m-th modality. Similarly, in the case of the multimodal descriptors, the dataset S is the set of COs and d is the distance metric that computes the dissimilarity between their corresponding d-dimensional descriptors, which were extracted by using the LE method (Section 3.1).
Computing hubness to improve indexing
The multimodal indexing scheme described in the previous subsection selects randomly COs from the dataset in order to create the set of reference objects. Similarly, the methods for automatic classification that will be described in the following section select a random sample of the dataset for manual annotation (training set). However, random selection may not always produce the optimal sample, especially in cases when only a small percentage of the dataset is selected. In this paper, an intuitive way to select sample COs is introduced. The aim is to pick the most representative COs not only for the creation of the RO set in indexing but also for the creation of the set of COs for manual annotation in annotation propagation.
In order to estimate which COs are the most representative among the objects of the dataset, their distance concentration will be taken into account. The latter denotes the tendency of distances between all pairs of points in high-dimensional data to become almost equal. Distance concentration and the meaningfulness of nearest neighbors in high dimensions has been thoroughly explored in [26] [27] [28] . Distance concentration is strongly associated with the ''hubness'' phenomenon, which has been recently observed in several application areas involving sound and image data [29] [30] [31] .
Our approach regarding the selection of representative COs is based on the following hypothesis: ''the most representative COs for manual annotation and for the creation of the RO set in indexing should be among the hubs of the CO dataset''. Therefore, hubness has to be computed. Since we are interested in identifying hubs in our dataset without taking into account the classification information, the empirical analysis performed in [32] is followed:
In particular, two key factors reveal hubness in a dataset: (a) skewness and (b) position of COs in the d-dimensional space (the multimodal feature space described in Section 3.1). Concerning the first key factor for revealing hubness, a formal definition follows:
Hubness H k is the distribution of k-occurrences: the number of times each CO appears among the k nearest neighbors of other COs in a data set. The computation of nearest neighbors is based on the L2-distance in the [32] , it is proved that the emergence of hubness is demonstrated by increasing the skewness (S H k ) of the distribution H k . To characterize the asymmetry of H k , in particular the skewness, the standardized third moment of the distribution of koccurrences is used, which is defined as
where m H k and s H k are the mean and standard deviation, respectively, and E(X) is the expected value (or expectation, or mean) of the random variable X, which represents the weighted average of all possible values that this random variable can take on. If the skewness value is close to zero, there is no hubness. Otherwise for large skewness values, hubness is revealed, especially for high dimensions d (of the multimodal feature space described in Section 3.1). In Table 1 the skewness value for different dimensions is presented. We validate the existence of hubness for high dimensions, up to 20 (large skewness).
Since there is insignificant difference of skewness value for dimensions 20, 25 and 30, while at the same time higher dimensionality increases the computational cost for both eigenvalue computation in LE method [33] and the L2-distance in dissimilarity matching, 20 dimensions of the multimodal feature space are finally kept. It should be stressed here that hubness does not always imply good classification accuracy. In several cases, an increase in dimensionality may produce questionable results. This is due to the fact that extremely high dimensionality makes distance concentration even more intense. This results in a remarkably high number of hubs, which do not constitute any more a subset of representative objects for the given multimodal feature space [32] . In other words, multiple outliers are identified among the hubs set, which result in ''bad'' occurrences, i.e. these hubs appear in many k-NN lists but they are not of the same semantic class to the queries. This implies that there should be a tradeoff between high dimensionality, which improves hubness, and not an extremely high dimensionality, which would produce hubs with ''bad'' occurrences.
Concerning the second key-factor for revealing hubness, to ensure our assumption of selecting 20 dimensions, we demonstrate that the position of a CO in the multimodal d-dimensional space has significant effect on its k-occurrences value, in particular the existence of hubness. Fig. 4 plots for each m, its H k ðmÞ, against its L2-distance from the data set mean, for dimensions 5, 10, 20 and 30 in (a), (b) (c) and (d), respectively. The value of k is set to 50, but analogous observations can be made with other values of k. As dimensionality increases, stronger correlation between the position of COs and hubness emerges, implying that more COs are getting closer to the mean. However, for d ¼30 (Fig. 4(d) ), a very large number of COs is close to the mean, and optimal selection of representative COs is not feasible (there are several COs selected as hubs, which produce ''bad'' occurrences).
Consequently, hubs are points with very high k-occurrences which effectively represent ''popular'' nearest neighbors and can be found on the top left corners in Fig. 4(b)-(d) . On the contrary, antihubs are points which appear in very few, if any, k-NN lists of other points and can be found on the bottom right corner in the same figure. Since antihubs are far away from all other points, they can be regarded as distance-based outliers [34] . In [27, 29] , hubness is considered in a similar way; more specifically, hub is defined as a point which appears in the nearest neighbors of many points in the dataset. In [27, 29] , a considerable amount of the resulting hubs produced ''bad'' occurrences, which were also treated as outliers. In our case, however, the selection of hubs was beneficial. This can be proven from the results in annotation propagation and indexing (Section 5), in which the hubs-based selection of COs for manual annotation and ROs, respectively, improved the performance.
Consequently, the first l I COs with the highest value of hubness H k are selected as reference objects (RO) for the multimodal indexing. In the experiments section, the choice of the optimal number l I of hubs will be justified.
The superscript I has been added in order to discriminate the number of COs-hubs that will be used for indexing with the number l A of COs-hubs that will be used for multimodal annotation propagation (Section 4.1).
Multimodal annotation propagation, search and retrieval
Automatic annotation for Content Objects of the dataset
The central idea behind annotation propagation is the utilization of the user-provided information (manual annotation) for training the annotation system, so that it can be later used for the automatic annotation. The annotation propagation procedure can be formulated as: given a set of multimodal descriptor vectors M ¼ fm 1 , . . . , m l ,m l þ 1 , . . . ,m N g and an attribute set A ¼ fa c ,c ¼ 1, . . . ,Cg, the first l A vectors m i (i r l A ) are labeled as y i 2 A; and the remaining vectors m u (l A þ 1 ru rN) are to be labeled. In general, an object may have more than one attributes a c 2 A, however, in the current implementation, it is assumed that a Content Object of the dataset can have maximum one attribute. This resembles a classification problem, i.e. the system predicts the category that a CO belongs to. It is also assumed that the attributes are predefined and the manual annotation is correct. In annotation propagation, two operation modes can be distinguished: the training mode (manual annotation) and the on-line mode (automatic annotation). During the training mode, a set of COs along with the attributes list are presented to the user (annotator) for manual annotation, through an annotation interface. The user assigns to each CO an attribute from the attribute list. These annotated COs are used to train an appropriately selected classifier. During the on-line mode, the trained classifier assigns automatically attributes (classifies) to the nonannotated COs without any external help.
Choosing the ''right'' training examples for manual annotation is crucial for the learning ability of the proposed annotation system. In common classification problems, the training samples are randomly selected, a process which does not produce the optimal classification accuracy [35] . In order to achieve higher performance, an increase of the percentage of training samples is required. However, the latter is not trivial when dealing with very large datasets, in which the size poses an obstacle to manual annotation. To overcome this limitation, several methods have been introduced, which focus on selecting the optimal training set, so as to achieve acceptable classification accuracy with the minimum number of training samples.
In machine learning, Active Learning refers to those methods that focus on finding the statistically ''optimal'' way to select the training data. The difference comparing to traditional machine learning approaches, where the learner typically works as a passive recipient of the data, is that active learning enables the learner to use its own ability to collect data. Active learning has been extensively used in relevance feedback applications [36] , while little effort has been devoted to apply active learning to annotation propagation. In [17] , an Active Learning approach is used, which selects the most informative training examples for manual annotation. The criterion for selecting a specific object for manual annotation is the maximization of the knowledge that will be gained for the system through the manual annotation of this object. This is an iterative procedure, that is, after selecting an object for manual annotation, all probabilities of the dataset need to be recalculated in order to present to the user the next sample.
In order to avoid the extensive computations of active learning, a new approach for optimal selection of training samples is introduced in this paper. The approach has been inspired by the hubness property of the multimodal descriptors, which was presented in Section 3.3. The criterion for selecting the most representative training samples of the CO dataset is similar to the criterion for selecting reference objects for the indexing scheme. Again, the hubness H k of each CO is computed and the first l A COs with the highest value of hubness are selected for manual annotation. In the experiments section, the choice of the optimal number l A of hubs will be justified. It is worth mentioning that the number l A of the first hubs for manual annotation is not necessarily the same as the number l I of the first hubs for RO selection in indexing.
After manually annotating a representative sample of the dataset, an appropriately selected classifier is assigned the task to automatically annotate the remaining COs. In this paper, the k-nearest neighbor Classifier (k NN) was adopted among several well-known classifiers due to its high classification accuracy (Section 5). Let M A ¼ fm 1 , . . . ,m N A g the descriptor vector set of the manually annotated COs and Y A ¼ fy 1 , . . . ,y N A g their corresponding attributes, with y i 2 A and N A the number of manually annotated COs. Let also m u be the multimodal descriptor vector of an unclassified CO. The dissimilarity of m u with the descriptor vector of an annotated CO m i is given by their L-2 distance as follows: where K NN is the set of m i , which are the k-nearest neighbors of m u and i refers to those k-nearest neighbors, which are assigned an attribute y i equal to a c . The attribute a c with the maximum score Score c u is assigned to the new CO. This procedure is repeated for all unclassified COs of the dataset.
Multimodal search using as queries COs that do not belong to the dataset
In state-of-the-art cross-modal retrieval systems, the user enters a query of a single modality to retrieve objects of different modalities, i.e. use an audio file to retrieve relevant images, use an image query to retrieve relevant sounds and so on. The framework proposed in this paper supports the option to enter multiple query modalities simultaneously. As an example, a CO can be used as query to retrieve semantically similar COs. The constituting modalities of the retrieved COs may be different from the query's modalities, which is a clear step forward in the field of multimodal retrieval. By using as query a CO from the dataset, the retrieval procedure is straightforward: the multimodal descriptor vector of the query CO, which was computed using the proposed LE-based method, is matched against the multimodal descriptor vectors of the other COs in the dataset and the most relevant results are retrieved. The situation, though, is different when dealing with queries which do not belong to the dataset. These query COs were not included in the LE-based learning process and thus, their multimodal descriptor vectors are not available. Therefore, they cannot be directly matched with the COs of the dataset.
In the complex case where the query does not belong to the dataset, the only information that can be extracted is the initial mono-modal descriptors of its constituting media items. Instead of repeating the procedure described in Section 3.1, by adding the query to the initial dataset, a faster and more approximate solution should be preferred in order to obtain its multimodal descriptor vector. Towards this direction, several machine learning techniques (such as neural networks, SVMs, etc.) can be adopted to train a sample dataset taking as input the initial descriptor vectors and producing the final low dimensional vectors. Such an approach was presented in [1] , where a Radial Basis Function (RBF) network was applied to map the initial low-level descriptors of 3D objects to a new feature space of lower dimension. However, in [1] , authors deal with one single modality. The situation is more complex when two or more modalities need to be trained simultaneously, as is the case in the present work.
In this paper, a novel approach, which exploits the results of automatic annotation described in the previous section, is presented. Let CO q be a query Content Object that does not belong to the dataset. Without loss of generality, we assume that CO q consists of two modalities and it is represented by the mono-modal descriptors of each modality: x COq ðk 1 Þ are the indices of the COs corresponding to the 2-nd, . . . ,k-th 1 ranked items, respectively, and so on. We also keep equal number of k-first neighbors, i.e. k 1 ¼ k 2 ¼ k. In order to compute the score Score c q of CO q to have a specific attribute a c , we modify Eq. (7) as follows:
in other words, the score Score c q is accumulated by 1, when CO i , which is among the k-first neighbors of CO q 's m-th modality (i.e. belongs to ranked list NeighList m COq ), has attribute equal to a c . Again, the attribute a c with the maximum score Score c q is assigned to CO q . The procedure of automatically assigning an attribute to a query CO that does not belong to the dataset differs from the procedure described in Section 4.1 in the following aspects: first of all, when the query CO does not belong to the dataset, the k-nearest neighbors are calculated per modality using the mono-modal indexing and are retrieved from the entire dataset, while for COs of the dataset (Section 4.1) the k-nearest neighbors are calculated using the multimodal descriptor vectors and are retrieved from the list of manually annotated COs only. Moreover, in (9), the weighting factor 1=disðu,iÞ of (7) is not taken into account. This is due to the heterogeneity of distance metrics between descriptors of different modalities, as explained in Section 3.1. Finally, it is worth mentioning that, in the case of a query CO not belonging to the dataset, the attributes of the nearest neighbors are not 100% correct, since the automatic annotation does not achieve 100% accuracy. However, the retrieval performance still remains high, as it will be presented in the Experiments section.
Let, now, M NN be the set of multimodal descriptors m i , where i 2 NeighList 1 q S NeighList 2 q and y i ¼ y q , i.e. the set of nearest neighbors of both ranked lists of the query CO q , which are assigned the same attribute as the query. Since the multimodal descriptor of CO q is not available, an approximate multimodal descriptor vectorm q can be estimated bỹ
A similar approach to compute approximate multimodal descriptors was presented in [10] , where, instead of automatically annotating the ''items'' of the dataset, the user marks explicitly which ''items'' from the ranked list are relevant to the query (relevance feedback). In a similar sense, the method proposed in this paper resembles an approach of implicit relevance feedback, where the user feedback is the manual annotation, which is automatically propagated to the COs of the dataset. Thus, annotation propagation is exploited here to improve the accuracy in multimodal retrieval.
The approximate multimodal descriptor vectorm q is used as a query to retrieve similar COs with respect to multimodal descriptor similarity. The multimodal retrieval framework described above can be applied even when the query CO consists of more than two modalities, without any further extensions. The only difference, here, is that more mono-modal ranked lists will be taken into account to create the approximate multimodal descriptor.
In case a new CO is introduced to the dataset, it can be easily inserted to the multimodal index by exploiting the proposed framework. More specifically, the approximate multimodal descriptor of the CO is computed and the indexing algorithm updates the index structure of the dataset, so that the new CO can be retrieved. Thus, the procedure of applying the LE-based algorithm for constructing the multimodal feature space, every time a new CO is inserted, can be avoided, which saves computational time. The only limitation here is that the new CO should belong to one of the predefined semantic categories of the dataset. Otherwise, the option to introduce new attributes to the dataset should be supported, probably through an appropriate automated tool. The latter is currently not available, but it is an interesting topic for further research.
Experimental results
For the experimental evaluation of the proposed method, two multimodal datasets were compiled by us, since, to the best of our knowledge, no benchmark dataset for multimodal retrieval is available. For the creation of the first dataset, three different modalities were used, namely 3D objects, 2D images and sounds. A total number of 495 COs is created, classified into 10 categories. To create these COs, 266 3D objects, 370 2D images and 283 sounds were used. The 3D objects were collected from well-known 3D shape benchmarks, such as the Princeton Shape Benchmark (PSB) [37] , the SHREC 2009 and SHREC 2010 Generic Shape Benchmarks [38, 39] . The 2D images were produced as renderings of the 3D objects, while the sounds were collected from the Internet and manually linked to the corresponding visual objects. The second dataset comprises 2334 COs classified into 50 semantic categories. One thousand five hundred and fifty real images and 1557 3D objects were used to create this dataset. The 3D objects are derived from both the SHREC 2009 Generic Shape Benchmark and the Princeton Shape Benchmark datasets, while the 2D real images were collected from publicly available websites of the Internet and were manually attached to specific 3D objects. The classification schemes of SHREC 2009 and Princeton Shape Benchmark were used to classify the 2334 COs into 50 semantic categories.
The datasets can be downloaded from the following urls: http://3d-test.iti.gr:8080/3d-test/Download/Multimodal_ Database_1.zip http://3d-test.iti.gr:8080/3d-test/Download/Multimodal_ Database_3.zip The 3D object descriptors for both datasets were extracted using the combined Depth -SilhouetteRadialized Extent (DSR) descriptor [40] . The 2D image descriptors of the first dataset consist of 2D Polar-Fourier coefficients, Zernike moments and Krawtchouk moments [41] , while for the images of the second dataset the CEDD descriptor [36] was used, which constructs a vector of 144 3-bit values based on color and edge histogram. The reason for choosing different low-level image descriptors was that, in the first dataset, images are actually snapshots of the corresponding 3D objects (no background or color information is available), while the second dataset consists of real images gathered from the web. Thus, for the first dataset, shape descriptors are appropriate, while for the second dataset, background and color information should be taken into account, which led to the choice of the CEDD descriptor. Finally, the audio descriptors (for the first dataset only) are extracted using the algorithm presented in [42] .
The set of attributes for the multimodal annotation propagation procedure reflects the classification scheme of the datasets. As an example, for the first dataset, the classification scheme is given below:
A ¼ ftetrapod, bird, airplane, helicopter, car, motorcycle, gun, ship, string, missileg ð 11Þ
In the first series of experiments, each CO from the dataset is used as a query to retrieve similar COs. In this phase, the retrieval accuracy of the indexing scheme presented in [24] is compared to the enhanced indexing proposed in this paper, which exploits the hubness property to select the optimal set of reference objects. Regarding multimodal annotation propagation, the performance of automatic annotation, when the set of manually annotated COs is randomly selected, is compared with the performance, when the hubness property is used to select the optimal COs for manual annotation. Several classifiers are also tested in this stage. The contribution of automatic annotation to multimodal search for queries that do not belong to the dataset is demonstrated using 50 new COs to search within the first dataset and 100 new COs to search within the second dataset. Since the creation of a web-scale multimodal dataset is not a trivial task, we do not have actual experimental results for very large datasets. However, we are able to prove, through some complexity computations that the proposed indexing scheme scales well when the size of the dataset increases.
Performance evaluation using the proposed indexing scheme
In order to evaluate the performance of the proposed indexing method, the following metrics were used: nearest neighbor, Tier-1 Precision, Tier-2 Precision as well as the Recall measure. The first three evaluation measures share the similar idea, that is, to check the ratio of COs in the query's class that also appear within the top K matches, where K can be 1, the size of the query's class, or double the size of the query's class. for the first tier, and K ¼ 2nðN C À1Þ for the second tier. The final score is an average over all the objects in database. The Recall measure is defined as follows:
where S and S A are the ordering of the k-closest objects to the query CO found by an all-to-all similarity search algorithm and by the indexing method, respectively [24] . In Fig. 5 , the recall measure for different values of k-retrieved objects is presented for both datasets. The proposed indexing approach, which uses hubs as ROs, is compared to the indexing approach presented in [24] , where ROs are randomly selected. When the number of ROs is derived from (3), i.e. 45 ROs are considered for the dataset of 495 COs and 100 ROs are considered for the dataset of 2334 COs, both indexing methods demonstrate similar performance. However, if we decrease significantly the number of ROs, the performance of our method based on hubs is not significantly affected, while the performance of the method based on random selection of ROs is seriously degraded. More specifically, when 10 ROs are used in the first dataset, the proposed indexing method achieves higher performance, especially for k r 25. As an example, when k¼10, i.e. the first 10 retrieved objects, the proposed indexing has a recall value equal to 0.9, which means that its retrieval accuracy is very close to the accuracy achieved by all-to-all similarity matching. The corresponding recall value for the indexing proposed in [24] is less than 0.8. Similar conclusions are drawn for the second dataset. The above results demonstrate the contribution of hubness to the choice of reference objects. It must be noted here that in the cases of random selection of ROs 20 different random seeds were used and the results presented in Fig. 5 are the average values. While for datasets of 495 and 2334 objects, the number of ROs is not a critical issue, for large-scale datasets, it is expected that the number of ROs in indexing would significantly affect the response times of the system. Therefore, the contribution of hubness to the selection of ROs in indexing is a significant step forward. Towards this direction, experiments of indexing using large-scale datasets is an interesting challenge for further research.
In Tables 2 and 3 , the NN, Tier1 and Tier2 measures are presented for all-to-all similarity search and the two indexing approaches (with random ROs and with hubs as ROs), for the two datasets, respectively. For the first dataset, the dimension of the multimodal descriptors was d ¼20 and the number of first hubs, which is also equal to the number of selected ROs, was l I ¼ ROs ¼ 10. The respective values for the second dataset are d ¼25 and
From Tables 2 and 3 , it is obvious that our enhanced indexing method (using hubs) achieves higher retrieval performance, with respect to the NN metric, than the indexing presented in [24] . Moreover, the value of NN for our enhanced indexing is close to the one of all-to-all similarity search. For the Tier1 and Tier2 metrics, the values are similar for the three methods.
The efficiency of the proposed indexing method with respect to computational cost and storage requirements cannot be demonstrated using the multimodal dataset 
Table 3
The results of nearest neighbor (NN), First-tier (Tier1) and Second-tier (Tier2) for all-to-all similarity search and the two types of indexing (with random ROs and with hubs as ROs), for the second dataset.
Measure
All-to-all similarity Table 2 The results of nearest neighbor (NN), First-tier (Tier1) and Second-tier (Tier2) for all-to-all similarity search and the two types of indexing (with random ROs and with hubs as ROs), for the first dataset. [24] , not all of the N COs of the inverted file need to be accessed for a given query CO q . Only a number of N 0 5 N objects is enough to obtain the accurate results.
However, there is no formula that provides the relation of N with N 0 ; the value of N 0 is derived experimentally, depending on the size of the dataset. It has been experimentally proved in [24] that the more the size N of the dataset increases, the smaller is the ratio N 0 =N of the objects that need to be accessed within an inverted file. In other words, as the database size increases, the difference in size between N 0 and N becomes even more apparent. If, now, hubness is used for the selection of ROs, the number #RO and the number of calculations can be further reduced (the exact number of ROs in this case needs to be experimentally determined). Concerning the storage requirements, it must be noted that the use of indexing obviates the need to store a pre-calculated distance matrix. The size of the distance matrix, without indexing, is proportional to N Â N. On the other hand, the storage requirements of the proposed indexing method is much less than #RO Â N ¼ 2 Á N 3=2 , which is more compact than the distance matrix.
The task of creating a large-scale multimodal dataset is not trivial, thus, the current work lacks sufficient experimental results to prove the efficiency of large-scale indexing. This remains a challenge for future work, since multimodal search is an open research topic and leaves space for further achievements.
Performance evaluation of multimodal annotation propagation
In order to assess the accuracy of the proposed automatic annotation method, the following procedure was followed: a subset of the CO dataset was selected for manual annotation and the remaining COs were automatically classified. Three different options for selecting COs for manual annotation were taken: (a) random selection, (b) selection of the first l A hubs and (c) selection of the first l A antihubs. With respect to random selection, various random seeds were used. For each random seed, the classification accuracy for a specific amount of manually annotated COs demonstrated significant variations. To verify this, for all different runs we applied statistical pair-wise t-test; the calculated differences of means were significant at level 0.05. This means that, for 5-30% manual annotation, it is not possible to randomly select a representative training set and the classification accuracy is highly dependent on the random seed. Therefore, no results for random selection were presented. In Fig. 6 (a), a comparison of hubs with antihubs selected as objects for manual annotation is depicted for the first dataset. The multimodal descriptor dimensionality was set to d ¼10 and d ¼20. It is obvious that antihubs demonstrate a very unstable behavior comparing with that of hubs. Moreover, for dimension d¼10, the percentage of correct automatic annotation for hubs is very low comparing with that of hubs with dimension d ¼20. This makes sense since for dimension d¼ 10, where the hubness is not very obvious (Fig. 4) , while for d ¼20, the hubness is more distinct. It is worth to mention that for percentage of manual annotation higher than 20%, the correct automatic annotation is not improved, it rather decreases for values higher than 25%. This can be explained Fig. 4(c) to the bottom right corner results in taking also antihubs along with hubs, which decreases the accuracy. Therefore, a value of about 15% of manual annotation seems to be optimal for this dataset. In Fig. 6(b) , the performance of automatic annotation using hubs of dimension d¼20 is presented for some of the most representative classifiers, namely nearest neighbor, libSVM, kStar and k-nearest neighbors. The implementation of these methods was obtained from the Weka [43] library. The latter appears to outperform the other methods. The parameters of the k-nearest neighbors that achieved the best performance are: k¼3 and distanceweighted scoring. From the diagram it is also obvious that a 15% of manually annotated objects is sufficient to achieve more than 83% correct automatic annotation, which is not improved if we increase the amount of manually annotated objects. This results in an optimal number of manually annotated objects l A ¼ 74. It must be noted that the number of l A best hubs for the manual annotation is not the same as the number of the l I best hubs for the RO selection in indexing.
In Fig. 7 , a comparison of hubs with antihubs selected as objects for manual annotation is depicted for the second dataset. The multimodal descriptor dimensionality was set to d ¼25. Again, hubs demonstrate higher performance comparing with antihubs.
Performance of the proposed approach for queries that do not belong to the dataset
The task of retrieving COs when the query does not belong to the dataset is more complex since the multimodal descriptor of the query CO cannot be directly extracted. The method proposed in this paper for queries that do not belong to the dataset exploits the automatic annotation in order to compute approximate multimodal descriptors (Section 4.2). Therefore, high accuracy in automatic annotation is crucial for high retrieval accuracy. The performance (NN, Tier1, Tier2) of the proposed framework in both multimodal datasets for retrieval of COs that do not belong to the dataset is depicted in Tables 4 and 5 , respectively. The following three methods were compared: RBF-based retrieval: A Radial Basis Function (RBF) network was used to train an RBF function using as training set the multimodal descriptors of the initial dataset. After training, the RBF network is able to predict the multimodal descriptor of a new CO, by taking as input its mono-modal descriptors. RBF was initially adopted in [1] to map 3D object descriptors into a new low-dimensional feature space.
Proposed method (automatic annotation): Regarding the first dataset, a number of l A ¼ 74 COs (first hubs) were used for manual annotation and the remaining 421 objects of the dataset were automatically annotated using the method presented in Section 4.1. Then, for a CO q that does not belong to the dataset, the multimodal retrieval framework presented in Section 4.2 is applied. The numbers of k-nearest neighbors in (8) were set to
the attribute values y i in (9) are the estimated attributes (that occurred through automatic annotation). Finally, the approximate descriptor of each query CO q was computed using Eq. (10) . Regarding the second dataset, 340 COs (first hubs) were used for manual annotation.
Proposed method (actual attributes): In this case, the multimodal retrieval framework presented in Section 4.2 is applied just as in the previous case. The difference here is that, instead of automatically annotating the remaining objects of the dataset, the actual attributes of all objects were used. Thus, in Eq. 
Table 4
Comparison of the proposed multimodal retrieval framework (in the first multimodal dataset) with the a method based on RBF, in terms of nearest neighbor (NN), First-tier (Tier1) and Second-tier (Tier2), using as queries 50 COs that do not belong to the dataset. Table 5 Comparison of the proposed multimodal retrieval framework (in the second multimodal dataset) with the a method based on RBF, in terms of nearest neighbor (NN), First-tier (Tier1) and Second-tier (Tier2), using as queries 50 COs that do not belong to the dataset. the estimated but the original ones. Obviously, this case does not correspond to a real scenario, it is only used as a ground truth for comparison with the proposed method.
After the estimation of the approximate multimodal descriptor of each CO q , using the above methods, the multimodal indexing scheme presented in Section 3.2 was used. For the first dataset, the dimension of the multimodal descriptors was d ¼20 and the number of ROs was l I ¼ ROs ¼ 10. For the second dataset, d ¼25 and
It is obvious that the retrieval performance using the actual attributes is higher than using automatic annotation. This was expected since automatic annotation is not 100% accurate. However, in order to use the actual attributes, manual annotation of the whole dataset is required, which is not realistic, especially for large datasets. On the other hand, the proposed multimodal retrieval framework using automatic annotation shows promising results and it is comparable to the approach based on RBF. Although the performance of the proposed method is only slightly better than the RBF-based method, the former was eventually chosen. One of the main reasons for this choice is that RBF takes as input the concatenated vector of all monomodal descriptors of the CO's constituting modalities. Considering large descriptor vectors per modality as well as more than one media items per modality in the same CO, results in increased complexity of training the RBF network. The proposed method does not suffer from similar complexity problems since each modality within the CO is treated as a separate ranked list, while the use of mono-modal indexing reduces significantly the complexity of the algorithm. Moreover, every time new COs are introduced, RBF would require further training of the dataset, while the proposed method requires only to propagate the annotations to the new COS, without any further training.
In Fig. 8 , the ranked lists produced by the proposed approach (for the first dataset) for query COs that do not belong to the dataset are presented (the 6-first retrieved results are shown). The proposed approach supports both mono-modal and multimodal queries. It is worth to mention that given a query of one modality (e.g. sound), our method returns COs that do not necessarily contain the sound modality, which is a clear step forward in multimodal retrieval.
Conclusions and future work
In this paper, a novel approach for multimodal search and retrieval was presented. The proposed framework achieves retrieval of rich media objects, namely the Content Objects (COs), which consist of multiple modalities. The framework creates a new multimodal feature space, where all COs irrespective of their constituting modalities can be mapped. Thus, each CO can be represented by a multimodal descriptor. An appropriate indexing scheme is utilized to index these multimodal descriptors so as to accelerate search and retrieval and make the proposed search framework suitable even for large-scale applications. Additionally, a new approach for multimodal annotation propagation is proposed to assign attributes to the COs of the dataset with the minimum possible manual effort. These attributes are utilized to approximate the multimodal descriptor of a query CO that does not belong to the dataset, which produces improved retrieval results.
The performance of the proposed method was evaluated by using two appropriately constructed multimodal datasets. The method achieves quite promising results both in terms of automatic annotation propagation and multimodal search and retrieval.
In the results presented in Section 5, the full potential of multimodal indexing cannot be demonstrated, since the datasets consist of a limited number of COs. Creating a large-scale multimodal dataset is not a trivial task and requires a lot of manual effort. However, testing of multimodal indexing on a web-scale dataset still remains a challenge for future work. Moreover, the proposed framework can be further extended in order to address a wider variety of modalities. The objective is to provide a search engine able to retrieve simultaneously text, real images, 3D objects, sounds and video, by using as query any media type. This requires an extensive study of the state of the art in text, image, 3D, audio and video retrieval, both in terms of descriptor extraction and similarity matching, which will lead to the selection of the optimal technique for each supported modality. Of course, introducing more modalities may also affect the manifold ranking method, thus requiring either minor modifications to the algorithm presented in Section 3.1 or identification of a new approach for multimodal descriptor extraction.
