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In this paper, we use the strongly regular θ∗-relation on hypermod-
ules (with canonical hypergroup) over a given Krasner hyperring. In
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1. Introduction
Hyperstructure theory was ﬁrst initiated by Marty [15] in 1934 when he deﬁned hypergroups and
started to analyze their properties. Since there are extensive application in many branches of mathe-
matics and applied sciences, the theory of algebraic hyperstructures (or hypersystems) has nowadays
become a well-established branch in algebraic theory. A hyperstructure (or hypergroupoid) is a non-
empty set H with a hyperoperation ∗ deﬁned on H , that is, a mapping of H × H into the family of
non-empty subsets of H [15]. If (x, y) ∈ H × H, its image under ∗ is denoted by x ∗ y. If A, B are
non-empty subsets of H then A ∗ B is given by A ∗ B =⋃{x∗ y | x ∈ A, y ∈ B}. x∗ A is used for {x} ∗ A
and A ∗ x for A ∗ {x}. A hyperstructure (H,∗) is called a hypergroup in the sense of Marty if for all
x, y, z ∈ H the following two conditions hold: (i) x∗ (y ∗ z) = (x∗ y)∗ z, (ii) x∗ H = H ∗ x = H . The sec-
ond condition is called the reproduction axiom, it means that for any x, y ∈ H there exist u, v ∈ H such
that y ∈ x ∗ u and y ∈ v ∗ x. If (H,∗) satisﬁes only the ﬁrst axiom, then it is called a semi-hypergroup.
An exhaustive review updated to 1992 of hypergroup theory appears in [2], also see [4,8,10]. A recent
book [3] contains a wealth of applications.
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empty subsets of H , we set A ρ B if and only if a ρ b for all a ∈ A and b ∈ B . The relation ρ is said
to be strongly regular to the right if x ρ y implies x ∗ a ρ y ∗ a for all (x, y,a) ∈ H3. Analogously, we
can deﬁne strongly regular to the left. Moreover ρ is called strongly regular if it is strongly regular to
the right and to the left. Let H be a hypergroup and ρ an equivalence relation on H . Let ρ(a) be the
equivalence class of a with respect to ρ and let H/ρ = {ρ(a) | a ∈ H}. A hyperoperation ⊗ is deﬁned
on H/ρ by ρ(a) ⊗ ρ(b) = {ρ(x) | x ∈ ρ(a) ∗ ρ(b)}. If ρ is strongly regular then it readily follows that
ρ(a) ⊗ ρ(b) = {ρ(x) | x ∈ a ∗ b}. It is well known for ρ strongly regular that 〈H/ρ,⊗〉 is a group (see
Theorem 31 in [2]), that is ρ(a)⊗ ρ(b) = ρ(c) for all c ∈ a ∗ b.
If H is a hypergroup, then γ ∗ denotes the transitive closure of the relation γ =⋃n1 γn, where
γ1 is the diagonal relation and for every integer n > 1, γn is the relation deﬁned as follows:
xγn y ⇔ ∃(z1, z2, . . . , zn) ∈ Hn, ∃σ ∈ Sn: x ∈
n∑
i=1
zi, y ∈
n∑
i=1
zσ (i).
Now, we call hyperstructure (H,∗) a canonical hypergroup if the following axioms are satisﬁed:
(i) For every x, y, z ∈ H , x ∗ (y ∗ z) = (x ∗ y) ∗ z;
(ii) For every x, y ∈ H , x ∗ y = y ∗ x;
(iii) There exists a 0 ∈ H such that 0 ∗ x = x, for all x ∈ H;
(iv) For every x ∈ H, there exists a unique element x′ ∈ H such that 0 ∈ x ∗ x′ (we call the element x′
the opposite of x).
A hyperring [9] is a multi-valued system (R,+, ·) which satisﬁes the ring-like axioms in the fol-
lowing way: (R,+) is a hypergroup in the sense of Marty, (R, ·) is a semi-hypergroup, and the
multiplication is distributive with respect to the hyperoperation +.
A Krasner hyperring [14] is an algebraic structure (R,+, ·) which satisﬁes the following axioms:
(i) (R,+) is a canonical hypergroup (we shall write −x for x′);
(ii) (R, ·) is a semi-hypergroup having zero as a bilaterally absorbing element;
(iii) The multiplication is distributive with respect to the hyperoperation “+”.
The fundamental relation was introduced on hypergroups by Koskas [13], and then studied by
Corsini [2] and Freni [12]. In [12], Freni ﬁrstly proved that the relation β is transitive in every hyper-
group. Then the fundamental relation Γ on a hyperring was introduced by Vougiouklis at the fourth
AHA congress (1990) [17], and studied by many authors, for example see [5–7,14,19]. The fundamen-
tal relation on a hyperring is deﬁned as the smallest equivalence relation so that the quotient would
be the (fundamental) ring. Note that the commutativity with respect to both sum and product in
the fundamental ring are not assumed. The relations γ and γ ∗ were ﬁrstly introduced and analyzed
by Freni [10], in order to characterize the derived subhypergroup of a hypergroup, via strongly regu-
lar equivalences. Moreover, in that paper, it is shown that, in every hypergroup H , the relation γ is
transitive and is the smallest strongly regular equivalence relation such that the quotient H/γ is an
abelian group. In [9], Davvaz and Vougiouklis introduced a new strongly regular equivalence relation
on a hyperring such that the set of quotients is an ordinary commutative ring. We recall the following
deﬁnition from [9].
Deﬁnition 1.1. Let R be a hyperring. We deﬁne the relation α as follows: xαy ⇔ ∃n ∈ N,
∃(k1, . . . ,kn) ∈ Nn , ∃σ ∈ Sn and [∃(xi1, . . . , xiki ) ∈ Rki , ∃σi ∈ Ski (i = 1, . . . ,n)] such that
x ∈
n∑
i=1
( ki∏
j=1
xij
)
and y ∈
n∑
i=1
Aσ (i),
where Ai =∏kij=1 xiσi( j) .
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Theorem 1.2. (See [9].) α∗ is a strongly regular relation both on (R,+) and (R, ·), and the quotient R/α∗ is a
commutative ring.
Let Φ : R → R/α∗ be the canonical projection homomorphism, we set Φ−1(oR/α∗) = D(R). We
recall if R is a hyperring and x, y ∈ R, then xΓ y ⇔ ∃n ∈ N, ∃(k1, . . . ,kn) ∈ Nn, and [∃(xi1, . . . , xiki ) ∈
Rki (i = 1, . . . ,n)] such that
x, y ∈
n∑
i=1
( ki∏
j=1
xij
)
.
Example 1.3. Let R = {a,b, c,d, e, f , g} with hyperoperations
+ a b c d e f g
a {a,b} {a,b} c d e f g
b {a,b} {a,b} c d e f g
c c c {a,b} f g d e
d d d g {a,b} f e c
e e e f g {a,b} c d
f f f e c e g {a,b}
g g g d e c {a,b} f
and r · s = {a,b} for every r, s ∈ R. Then (R,+, ·) is a hyperring such that Γ = Γ ∗ and α = α∗ but
δ = Γ = α = ρ, where δ and ρ are the diagonal and the largest equivalence relation respectively. We
have Γ (a) = {a,b} and for every r ∈ R , r = a, Γ (r) = {r}. Also, α(a) = {a,b, g, f } and α(c) = {c,d, e}.
2. θ -Relation on hypermodules
Let (R,+, ·) be a hyperring and (M,+) be a hypergroup. According to [18], M is said to be a
hypermodule over a hyperring R, if there exists
· : R × M → ℘∗(M); (a,m) → a ·m,
such that for all a,b ∈ R and m1,m2,m ∈ M, we have
1) a · (m1 +m2) = a ·m1 + a ·m2,
2) (a + b) ·m = (a ·m)+ (b ·m),
3) (a · b) ·m = a · (b ·m).
Let R be a hyperring and M be a hypermodule over R . We deﬁne the relation  on M as follows:
x  y ⇔ x, y ∈
n∑
i=1
m′i; m′i =mi or m′i =
ni∑
j=1
( ki j∏
k=1
xijk
)
zi,
mi ∈ M, xijk ∈ R, zi ∈ M.
The fundamental relation ∗ on M can be deﬁned as the smallest equivalence relation such that
the quotient M/∗ be a module over the corresponding fundamental ring such that M/∗ as a group
is not abelian, see [18]. Moreover, the fundamental ring is not commutative with respect to both sum
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ring be commutative with respect to both sum and product.
Deﬁnition 2.1. Let R be a hyperring and M be a hypermodule over R . We deﬁne the relation θ as
follows:
x θ y ⇔ ∃n ∈ N, ∃(m1, . . . ,mn) ∈ Mn, ∃(k1,k2, . . . ,kn) ∈ Nn, ∃σ ∈ Sn,
∃(xi1, xi2, . . . , xiki ) ∈ Rki , ∃σi ∈ Sni , ∃σi j ∈ Ski j ,
such that
x ∈
n∑
i=1
m′i; m′i =mi or m′i =
ni∑
j=1
( ki j∏
k=1
xijk
)
mi
and
y ∈
n∑
i=1
m′σ (i)
where
m′σ (i) =mσ (i) ifm′i =mi and
m′σ (i) = Bσ (i)mσ (i) ifm′i =
ni∑
j=1
( ki j∏
k=1
xijk
)
mi,
with
Bi =
ni∑
j=1
Aiσi( j), Aij =
ki j∏
k=1
xijσi j(k).
The relation θ is reﬂexive and symmetric. Let θ∗ be the transitive closure of θ. Then θ∗ is a
strongly regular relation both on (M,+) and M as an R-hypermodule. Also the (abelian group) M/θ∗
is an R/α∗-module, where R/α∗ is a commutative ring and the relation θ∗ is the smallest equivalence
relation such that the (abelian) quotient M/θ∗ is an R/α∗-module [1].
If M is an R-hypermodule, then we set
θ0 =
{
(m,m)
∣∣m ∈ M}
and for every integer n 1, θn is the relation deﬁned as follows:
x θn y ⇔ x ∈
n∑
i=1
m′i, y ∈
n∑
i=1
m′σ (i), m
′
i ∈ M, σ ∈ Sn.
Obviously, for every n 0, the relation θn is symmetric, and the relation θ =⋃n0 θn is reﬂexive and
symmetric. If M is a hypermodule over a hyperring R and n 1 then θn ⊆ θn+1 [1].
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α∗(r) · γ ∗(v) ⊆ γ ∗(u), then θ∗ = γ ∗.
Proof. Obviously, for every v ∈ M, we have γ ∗(v) ⊆ θ∗(v). Conversely, we know M/γ ∗ with the
hyperoperation α∗(r) . γ ∗(v) = {γ ∗(u) | u ∈ r · v} is an R/α∗-hypermodule. Now, for every u ∈ r · v,
we have γ ∗(u) ⊆ α∗(r) · γ ∗(v). Since there exists u′ ∈ M such that α∗(r) · γ ∗(u) ⊆ γ ∗(u′), hence
γ ∗(u) ⊆ γ ∗(u′). So γ ∗(u) = γ ∗(u′) and “·” is an operation. Also, M is an R-hypermodule, so the
properties of M as an R-hypermodule, guarantee that the group M/γ ∗ is an R/α∗-module. Since
θ∗ is the smallest equivalence relation such that M/θ∗ is an R/α∗-module, then θ∗ ⊆ γ ∗. 
Example 2.3. Let A be a ring and M be an R-module. If M ′ is a submodule of M and one deﬁnes the
following scalar hyperoperation
∀(a, x) ∈ A × M, a ◦ x = ax+ M ′
then M is an R-hypermodule and θ(x) = {y ∈ M | y ∈ x + M ′}. Also, M/M ′ = {θ(x) | x ∈ M} with the
following scalar operation
∀r ∈ R, ∀m+ M ′ ∈ M/M ′; r · (m+ M ′) = rm+ M ′
is an R-module.
Example 2.4. Let M = R2 with the following hyperoperation
a · (x, y) = {(u, v) ∈ R2 ∣∣ xv = yv}
for every a ∈ R and for every (x, y) ∈ R2 − {(0,0)} and
a · (0,0) = {(0,0)}.
Then R2 is an R-hypermodule, since for every (u, v) ∈ R2, we have (u, v) θ (0,0). Therefore, θ =
θ∗ = R2.
Example 2.5. Let R be a ring. We know M := S3 with the scalar operation r · σ = K for every
r ∈ R and σ ∈ S3 and for K a submodule of S3 is an R-hypermodule (with non-abelian group).
If K = {I}, then  is a diagonal relation, since for every m1,m2 ∈ M , m1 + m2 is singleton. Since
θ∗ is the smallest equivalence relation such that S3/θ∗ is an R-module (with abelian group), hence
S3/θ
∗ ∼= S3/N ∼= Z2, where N = {I, (1 2 3), (1 3 2)} = S′3. Therefore, θ(I) = {I, (1 2 3), (1 3 2)} and
θ((1 2)) = {(1 2), (2 3), (1 3)} and   θ.
Example 2.6. Let R be the hyperring in Example 1.3. We know the dihedral M := D12 = 〈x, y |
x6 = y2 = e, xy = yx−1〉 = {e, y, x, x2, z, zx, zx2, xy, x2 y, zy, xzy, x2zy} (where z = x3) with the scalar
hyperoperation r · σ = {e, z} for every r ∈ R and σ ∈ D12 is an R-hypermodule. Then, the conju-
gacy classes of  are (e) = {e, z}, (x) = {x, xz}, (y) = {zy, y}, (x2) = {x2, zx2}, (xy) = {xzy, xy},
(x2 y) = {x2 y, x2zy}. That is D12/∗ ∼= S3 (with non-abelian group) is S3 ∼= R/Γ ∗-module. Also, the
conjugacy classes of θ are θ(x) = {e, x, x2, z, zx, zx2} and θ(y) = {y, xy, x2 y, zy, xzy, x2zy}. That is
D12/θ∗ ∼= Z2 (with abelian group) is a Z2 ∼= R/α∗-module. Therefore, δ =   θ = ρ, where δ and ρ
are the diagonal and the largest equivalence relation respectively.
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In this section we introduce the concept of derived hypermodule. For this purpose, we will follow
arguments similar to those found in [10] to deﬁne the derived hypergroup of a hypergroup. In the
following m′i, z
′
i and y
′
i are the notations that deﬁned in Deﬁnition 2.1.
Deﬁnition 3.1. Let M be an R-hypermodule and H be a non-empty subset of M. We say that H is a
θ -part of M if for every n ∈ N, for every σ ∈ Sn and for every (m′1, . . . ,m′n)
n∑
i=1
m′i ∩ H = ∅ ⇒
n∑
i=1
m′σ (i) ⊆ H .
H is said to be a complete part of M, if σ is identity. The relation A  B is used to assert that the sets
A and B have element in common, that is A ∩ B = ∅.
We consider the following notations:
Tn(u) =
{(
m′1, . . . ,m′n
) ∣∣∣ u ∈ n∑
i=1
m′i, m
′
i =mi orm′i =
ni∑
j=1
( ki j∏
k=1
xijk
)
zi
}
,
Pn(u) =
⋃
n
{
n∑
i=1
m′σ (i)
∣∣∣ (m′1, . . . ,m′n) ∈ Tn(u), σ ∈ Sn
}
,
Pσ (u) =
⋃
n
Pn(u).
For every u ∈ M , Pσ (u) = {v ∈ M | u θ v}.
Theorem 3.2. (See [1].) Let M be an R-hypermodule. The following conditions are equivalent:
1) θ is transitive,
2) for every u ∈ M, θ∗(u) = Pσ (u),
3) for every u ∈ M, Pσ (u) is θ -part of M.
Let M and N be R-hypermodules. A function f : M → N is called a strong homomorphism (or R-
homomorphism), if for every (x, y) ∈ M2 and r ∈ R
(1) f (x+ y) = f (x)+ f (y), (2) f (r · x) = r · f (x) and (3) f (0) = 0.
If (2) replaced by f (r . x) ⊆ r . f (x), f is called a weak homomorphism. If H is an R-module and f : M → H
is an R-homomorphism, we let Ker f = {m ∈ M | f (m) = 0H }. Moreover, the canonical projections ψ : M →
M/∗ and φ : M → M/θ∗ are R-homomorphisms.
Let M be an R-hypermodule. For every (a,b) ∈ M2 and for every pair (A, B) of non-empty subsets
of M, we set
m/n = {x ∈ M |m ∈ x+ n}, m\n = {x ∈ M | n ∈m+ x},
A/B =
⋃
m∈A,n∈B
m/n, A\B =
⋃
m∈A,n∈B
m\n.
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D1 =
⋃
(x,y)∈M2
(x+ y)/(y + x), D2 =
⋃
(x,y)∈M2
(x+ y)\(y + x), and D = D1 ∪ D2.
If M is a hypermodule, then we deﬁne the derived hypermodule D(M) as the intersection of all
subhypermodules, that are complete parts and contain D. Let H be an R-subhypermodule of M and
D ⊆ H . Then the following relation
∀(x, y) ∈ M2, x RH y ⇔ y ∈ x+ H
is a strongly regular equivalence relation on M and RH (x) = x+ D(H).
Lemma 3.3. Let M be an R-hypermodule. Then D(M) = ϕ−1(0M/θ∗ ).
Proof. Let M be an R-hypermodule. Let 〈D2〉C be the intersection of all R-subhypermodules of M
that are complete parts and contain D2. Then D(M) = 〈D2〉C . Let a ∈ D2, then by deﬁnition a pair
(x, y) ∈ M2 exists such that a ∈ (x+ y)\(y + x). So there exist u ∈ x+ y and v ∈ y + x such that
a ∈ u/v. Now, a ∈ u/v implies that v ∈ u + a. Therefore, θ∗(v) = θ∗(u) ⊕ θ∗(a). Moreover, u ∈ x+ y
and v ∈ y + x imply that u θ2 v, thus θ∗(u) = θ∗(v) and θ∗(a) = oM/θ∗ . Hence, we have a ∈ φ−1M (oM/θ∗ )
and D2 ⊆ φ−1M (oM/θ∗ ).
Moreover, since θ∗ is strongly regular [1], φ−1M (oM/θ∗ ) is a complete part subhypermodule of M,
whence 〈D2〉C ⊆ φ−1M (oM/θ∗ ).
Conversely, M/D(M) is an R-subhypermodule of M (with commutative hypergroup [9]) and
D(M) is an invariant R-hypermodule and complete part of M. Hence M/RM ∼= M/(x + D(M)) =
M/D(M). Therefore θ∗ ⊆ RM .
Finally, let ε ∈ D(M), for every x ∈ φ−1M (0M/θ∗ ) we have φM(ε) = 0M/θ∗ = φM(x), since ε ∈
D(M) ⊆ φ−1M (0M/θ∗ ). So we obtain x θ∗ ε, whence x RM ε and x ∈ RM(ε) = ε + D(M) = D(M). Thus
φ−1M (0M/θ∗ ) ⊆ D(M). 
Lemma 3.4. Let M be an R-hypermodule. Then
1) R · D(M) ⊆ D(M),
2) D(R) · M ⊆ D(M).
Proof. 1) For all a ∈ R · D(M) there exist r ∈ R and x ∈ D(M) such that a ∈ r · x. So θ∗(a) = θ∗(r · x) =
α∗(r) · θ∗(x) = α∗(r) · 0 = 0.
2) For all b ∈ D(R) · M there exist s ∈ D(R) and y ∈ M such that b ∈ s · y. So θ∗(b) = θ∗(s · y) =
α∗(s) · θ∗(y) = 0R/α∗ · θ∗(y) = 0. 
4. Subhypermodules, hyperideals, and isomorphism theorems
In this section we prove the main isomorphism theorems of hypermodules (with canonical hyper-
group) over a Krasner hyperring R . The proof of the forthcoming lemma is immediate.
Lemma 4.1. Let M be an R-hypermodule. Then
1) ∗(x) = −∗(x) and θ∗(x) = −θ∗(x) ∀x ∈ M;
2) ∗(0) = 0M/∗ and θ∗(0) = 0M/θ∗ .
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have a−b ⊆ C and r ·a ⊆ C . Also, a non-empty subset A of an R-hypermodule M is a subhypermodule
if and only if for every (i) a,b ∈ A implies a − b ⊆ A and (ii) r ∈ R , a ∈ A imply r · a ⊆ A. The
subhypermodule A of an R-hypermodule of M is normal if and only if
x+ A − x ⊆ A for all x ∈ M.
It is obvious if M is an R-hypermodule, then D(M) is a normal subhypermodule of M.
If A is a normal subhypermodule of M, then we deﬁne the relation
x ≡ y (mod A) ⇔ x− y ∩ A = ∅.
This relation is denoted by x A∗ y.
For a normal hyperideal C of a hyperring R, this relation is equivalence and denoted by C∗. Also,
the set of all classes [R : C∗] = {C∗[r] | r ∈ R} with hyperoperation ⊕ and the multiplication  as
follows
C∗[r] ⊕ C∗[s] = {C∗[t] ∣∣ t ∈ C∗[r] + C∗[s]},
C∗[r]  C∗[s] = C∗[r · s]
is a hyperring. Moreover, if C = D(R), then C is a normal hyperideal of R and [R : C∗] = R/α∗ is a
commutative ring (see [16]).
The following lemma is obtained exactly from deﬁnitions.
Lemma 4.2. Let A be a normal subhypermodule of an R-hypermodule M. Then
1) A∗ is an equivalence relation.
2) If A∗[x] is the equivalence class of the element x ∈ M, then A + x= A∗[x] for all x ∈ M.
3) For all x, y ∈ M, we have A∗[A∗[x] + A∗[y]] = A∗[x] + A∗[y].
4) For all x, y ∈ M, we have A∗[A∗[x+ y]] = A∗[x+ y].
5) For all x ∈ M, r ∈ R, we have A∗[A∗[r · x]] = A∗[r · x].
Theorem 4.3. If M is an R-module and A = D(M), then we have A∗ = θ∗.
Proof. We have x A∗ y if and only if x− y∩ A = ∅. Thus, there exists z ∈ A = D(M) such that z ∈ x− y
and θ∗(x− y) = θ∗(z) = 0M/θ∗ . Hence θ∗(x) = θ∗(y) and x θ∗ y. For the converse if θ∗(x) = θ∗(y) then
θ∗(x− y) = 0M/θ∗ . So x− y ⊆ D(M) = A and therefore x A∗ y. Thus A∗ = θ∗. 
Similarly, we have B = ωM = kerψ is a normal subhypermodule of M and equivalence rela-
tion B∗ is equal to the fundamental relation ∗.
Lemma 4.4. Let R be a hyperring and C be a normal hyperideal of R. Let M be an R-hypermodule and A be a
normal R-subhypermodule of M, then the set [M : A∗] = {A∗[x] | x ∈ M} with the following hyperoperations
A∗[x] ⊕ A∗[y] = {A∗[z] ∣∣ z ∈ A∗[x] + A∗[y]} and
C∗[r]  A∗[x] = {A∗[t] ∣∣ t ∈ C∗[r] · A∗[x]}
is an [R : C∗]-hypermodule.
Proof. It is obvious. 
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then [M : A∗] = M/θ∗ and so the fundamental module [M : A∗] is an [R : C∗]-module with abelian
group.
Let M1 and M2 be R-hypermodules. Clearly, an R-strong (R-weak) homomorphism φ : M1 → M2 is
an R-strong (R-weak) isomorphism if φ is one-to-one and onto. We write M1 ∼= M2 if M1 isomorphic
to M2. Since M1 is a hypermodule, 0 ∈ a − a for all a ∈ M1, then we have φ(0) ∈ φ(a) + φ(−a) or
0 ∈ φ(a)+ φ(−a) which implies that φ(−a) ∈ −φ(a)+ 0. Therefore, φ(−a) = −φ(a) for all a ∈ M1.
Theorem 4.6 (First isomorphism theorem). Let M1 and M2 be two R-hypermodules and C be a normal hyper-
ideal of R. Let φ be an R-homomorphism from M1 into M2 with kernel K is a normal subhypermodule of M1,
then [M : K ∗] ∼= Imφ, as [R : C∗]-weak (and as R-strong) isomorphism.
Proof. Deﬁne ρ : [M1 : K ∗] → Imφ by putting ρ(K ∗[x]) = φ(x) for all x ∈ M1. Then ρ is well deﬁned.
Moreover, ρ is bijective. Also, we have
ρ
(
K ∗[x] ⊕ K ∗[y])= ρ({K ∗[z] ∣∣ z ∈ K ∗[x] + K ∗[y]})= {φ(z) ∣∣ z ∈ K ∗[x] + K ∗[y]},
φ
(
K ∗[x])+ φ(K ∗[y])= φ(x)+ φ(y) = ρ(K ∗[x])+ ρ(K ∗[y]),
and
ρ
(
C∗[r]  K ∗[x])= ρ{K ∗[t] ∣∣ t ∈ C∗[r] · K ∗[x]}= {ρ(K ∗[t]) ∣∣ t ∈ C∗[r] · K ∗[x]},{
φ(t)
∣∣ t ∈ C∗[r] · K ∗[x]}⊆ {φ(t) ∣∣ φ(t) ∈ C∗[r] · ρ(K ∗[x])}= C∗[r]  ρ(K ∗[x]),
and ρ(K ∗[0]) = φ(0) = 0. Therefore ρ is an [R : C∗]-weak isomorphism. 
Now, it is easy to see that the following two Theorems 4.7 and 4.8 are obtained immediate by
Theorem 4.6.
Theorem 4.7 (Second isomorphism theorem). Let R be a hyperring and C be a normal hyperideal of R. If
A and B are R-subhypermodules of M with B normal in M, then [A : (A ∩ B)∗] ∼= [A + B : B∗] as [R : C∗]-
weak isomorphism.
Theorem 4.8 (Third isomorphism theorem). If A and B are normal R-subhypermodule of M such that A ⊆
B, then [B : A∗] is a normal [R : C∗]-hypersubmodule of [M : A∗] and [[M : A∗] : [B : A∗]] ∼= [M : B∗] as
[R : C∗]-weak isomorphism.
Theorem 4.9. Let M be an R-hypermodule and ∗, θ∗ be the fundamental relations on M and χ = θ∗M/∗ be
the fundamental relation on M/∗. Then (M/∗)/θ∗M/∗ ∼= M/θ∗ as R/α∗-module weak isomorphism.
Proof. We consider ψ : M/∗ → M/θ∗ by ψ(∗(m)) = θ∗(m) as R/α-module. Since ∗ ⊆ θ∗, so ψ is
well deﬁned. Also,
ψ
(
∗(m1)⊕ ∗(m2)
)= ψ{∗(x) ∣∣ x ∈m1 +m2}= ψ(∗(m1 +m2))
= θ∗(m1 +m2) = θ∗(m1)⊕ θ∗(m2)
= ψ(∗(m1))⊕ψ(∗(m2)),
and
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(
α∗(r) ∗(m))= ψ{∗(x) ∣∣ x ∈ α∗(r) · ∗(m)}
⊆ {θ∗(x) ∣∣ x ∈ α∗(r) · θ∗(m)}
= α∗(r) θ∗(m)
= α∗(r)ψ(∗(m)).
Therefore, ψ is an R/α∗-module weak isomorphism. Also, ψ is onto. Set ρ = Kerψ and consider the
ξ : M/∗/ρ → M/θ∗ by ξ(ρ(∗(m))) = θ∗(m) for every m ∈ M. Since M/θ∗ is an R/α∗-module with
abelian group and ρ is an equivalence relation, hence χ = θ∗M/∗ ⊆ ρ. If m1 θ∗ m2, then it is easy that
∗(m1) θ∗M/∗ ∗(m2). Therefore,
ρ = Kerψ = {(∗(m1), ∗(m2)) ∣∣ψ(∗(m1))= ψ(∗(m2))}
= {(∗(m1), ∗(m2)) ∣∣ θ∗(m1) = θ∗(m2)}
⊆ {(∗(m1), ∗(m2)) ∣∣ ∗(m1)θ∗M/∗∗(m2)}= χ. 
Theorem 4.10. Let M be an R-hypermodule. Then I = D(M)/∗ is an R/α∗-submodule of S = M/∗ and we
have S/I ∼= M/θ∗ as R/α∗-module strong isomorphism.
Proof. Set A = D(M) and B = ωM = kerψ . Then we have [M : B∗] = M/∗ , [M : A∗] = M/θ∗ and
[A : B∗] = D(M)/∗. Now, by the third isomorphism theorem of hypermodules, [A : B∗] is a normal
submodule of [M : B∗] and [[M : B∗] : [A : B∗]] ∼= [M : A∗] as R/α∗-module. But [M : B∗] = M/∗ is an
R/α∗-module and [A : B∗] = D(M)/∗ is an R/α∗-submodule of M/∗. Therefore [M/∗ : D(M)/∗] ∼=
M/θ∗ as R/α∗-module. 
Lemma 4.11. Let M1 and M2 be two hypermodules, a, c ∈ M1 , b,d ∈ M2 and σ ∈ Sn. Then
(a,b) ∈
n∑
i=1
(
m′i × z′i
)
and (c,d) ∈
n∑
i=1
m′σ (i) × z′σ (i)
if and only if
a ∈
n∑
i=1
m′i, c ∈
n∑
i=1
m′σ (i)
and
b ∈
n∑
i=1
z′i, d ∈
n∑
i=1
z′σ (i).
Corollary 4.12. Let M1 and M2 be R-hypermodules, θ∗M1 , θ
∗
M1
and θ∗M1×M2 be θ
∗-relations on M1,M2 and
M1 × M2 respectively. Then (a,b) θ∗M1×M2 (c,d) if and only if a θ∗M1 c and b θ∗M2 d.
Theorem 4.13. Let M1 and M2 be two R-hypermodules and θ∗M1 , θ
∗
M2
and θ∗M1×M2 be θ
∗-relations on M1,M2
and M1 × M2 , respectively. Then
(M1 × M2)/θ∗M1×M2 ∼= M1/θ∗M1 × M2/θ∗M2 ,
as R/α∗-module strong isomorphism.
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χ
(
θ∗M1×M2
)
(a,b) = (θ∗M1(a), θ∗M2(b)).
Since
χ
(
α∗(r) θ∗M1×M2(a,b)
)= χ(θ∗M1×M2(r · a, r · b))
= (θ∗M1(r · a), θ∗M2(r · b))
= (α∗(r) θ∗M1(a),α∗(r) θ∗M2(b))
= α∗(r) (θ∗M1(a), θ∗M2(b))
= α∗(r) χ(θ∗M1×M2(a,b)),
by Lemma 4.11 and Corollary 4.12, it is easy to see that χ is a strong module isomorphism. 
Corollary 4.14. Let R be a hyperring and C be a normal hyperideal of R. If A, B are normal R-subhypermodules
of M1 and M2 respectively, then
[
(M1 × M2) : (A × B)∗
]∼= [M1 : A∗]× [M2 : B∗],
as [R : C∗]-hypermodule strong isomorphism.
Proof. The proof is obtained exactly from Theorem 4.13. 
Corollary 4.15. Let R be a hyperring and C be a normal hyperideal of R. If A, B are normal R-subhypermodules
of M1,M2 respectively, and θ∗1 , θ∗2 and θ∗ fundamental equivalence relations on [M1 : A∗], [M2 : B∗] and[(M1 × M2) : (A × B)∗] respectively, then
[
(M1 × M2) : (A × B)∗
]
/θ∗ ∼= [M1 : A∗]/θ∗1 × [M2 : B∗]/θ∗2 ,
as R/α∗-module strong isomorphism.
Let f be an R-homomorphism from M1 into M2 and let θ∗1 , θ∗2 be fundamental relations on M1
and M2 respectively. Then we deﬁne
ker f = {θ∗1 (x) ∣∣ x ∈ M1, θ∗2 ( f (x))= D(M2)}.
Lemma 4.16. ker f is an R/α∗-submodule of the fundamental module M1/θ∗1 .
Proof. Assume that θ∗1 (x), θ∗1 (y) ∈ ker f . Then for every z ∈ x − y, we have θ∗1 (z) = θ∗1 (x) ⊕ θ∗1 (−y).
On the other hand
θ∗2
(
f (z)
)= θ∗2 ( f (x)+ f (−y))= θ∗2 ( f (x))⊕ θ∗2 ( f (−y))
= θ∗2
(
f (x)
)⊕ (−θ∗2 ( f (y)))
= D(M2)⊕ D(M2) = D(M2).
Therefore, θ∗1 (z) ∈ ker f .
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θ∗2
(
f (r · x))= θ∗2 (r · f (x))= α∗(r) θ∗2 ( f (x))= α∗(r) D(M2) = D(M2).
Thus, α∗(r) θ∗1 (x) ∈ ker f and so ker f is an R/α∗-submodule of M/θ∗1 (with abelian group). 
Theorem 4.17. Let M be an R-hypermodule, A, B two normal subhypermodules of M with A ⊆ B and
φ : [M : A∗] → [M : B∗] canonical map. Suppose that θ∗A, θ∗B are the fundamental equivalence relations on[M : A∗], [M : B∗] respectively. Then
([
M : A∗]/θ∗A)/kerφ ∼= [M : B∗]/θ∗B .
Proof. We deﬁne the map
ρ : [M : A∗]/θ∗A → [M : B∗]/θ∗B by
θ∗A(A + x) → θ∗B(B + x).
We must check that ρ is well deﬁned. In fact, if x, y ∈ M and θ∗A(A + x) = θ∗A(A + y), then there
exist (A + m1, A + m2, . . . , A + mn) ∈ [M : A∗]n and σ ∈ Sn such that A + x ∈ ⊕∑ni=1 A + mi and
A+ y ∈⊕∑ni=1 A+mσ(i), where ⊕∑ni=1 A+mi = {A+m |m ∈∑ni=1mi}, so for some z1 ∈∑ni=1mi ,
z2 ∈∑ni=1mσ(i), we have A + x = A + z1, and A + y = A + z2. Then there exist a ∈ x − z1 ∩ A and
b ∈ y − z2 ∩ A, so x ∈ a + z1 and y ∈ b + z2. Hence, B + x ∈ (B + a) ⊕ (B + z1) and B + y ∈ (B + b) ⊕
(B + z2). Since a,b ∈ A ⊆ B, then B + a = B and B + b = B and so (B + a) ⊕ (B + z1) = B + z1 and
(B+b)⊕(B+ z2) = B+ z2, hence B+a = B+ z1 and B+ y = B+ z2. From B+ z1 ∈ {B+ z | z ∈∑ni=1mi}
and B + z2 ∈ {B + z | z ∈∑ni=1mσ(i)}, we obtain B + x ∈ {B + z | z ∈∑ni=1mi} =⊕∑ni=1 B +mi and
B + y ∈ {B + z | z ∈∑ni=1mσ(i)} =⊕∑ni=1 B +mσ(i). Therefore, θ∗B (B + x) = θ∗B(B + y), that is ρ is
well deﬁned.
Moreover, ρ is an R/α∗-strong homomorphism, for if x, y ∈ M, we have
ρ
(
θ∗A(A + x)⊕ θ∗A(A + y)
)= ρ(θ∗A(A + x+ y))= θ∗B(B + x+ y)
= θ∗B(B + x)⊕ θ∗B(B + y)
= ρ(θ∗A(A + x))⊕ ρ(θ∗A(A + y)),
and
ρ
(
α∗(r) θ∗A(A + x)
)= ρ(θ∗A(A + r · x))= θ∗B(B + r · x)
= α∗(r) θ∗B(B + x)
= α∗(r) ρ(θ∗A(A + x)),
and ρ(D([M : A∗])) = ρ(θ∗A(A)) = θ∗B = D([M : B∗]). Clearly, ρ is surjective.
Now, we show that kerρ = kerφ. In fact, kerρ = {θ∗A(A + x) | ρ(θ∗A(A + x)) = D([M : B∗])} =
{θ∗A(A + x) | θ∗B (B + x) = D([M : B∗])} = kerφ. This completes the proof. 
Theorem 4.18. Let M be an R-hypermodule and a1,a2, . . . ,am,b1,b2, . . . ,bm ∈ M such that a j θ b j for all
j = 1, . . . ,m. Then for all x ∈∑mi=1 δiai and for all y ∈∑mi=1 δibi,where δi ∈ {1,−1} (i = 1, . . . ,m),we have
x θ y.
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a j ∈
n j∑
i=1
m′i j and b j ∈
n j∑
i=1
m′σ (i) j.
Therefore,
∑n
j=1 a j ⊆
∑n
j=1
∑n j
i=1m
′
i j and
∑n
j=1 b j ⊆
∑n
j=1
∑n j
i=1m
′
σ(i) j, hence for all x ∈
∑n
j=1 a j and
y ∈∑nj=1 b j, we get x θ y. Now, note that if a j θ b j , then (−a j) θ (−b j). 
Proposition 4.19. Let M be an R-hypermodule. Then x, y ∈ θ∗(0) if and only if there exist A, A′ ⊆ θ∗(z) and
B, B ′ ⊆ θ∗(−z) for some z ∈ M such that x+ A  B and y + A′  B ′.
Proof. Suppose that there exist A, A′ ⊆ θ∗(z) and B, B ′ ⊆ θ∗(−z) for some z ∈ M such that x+ A  B
and y + A′  B ′ . Then, we have
θ∗(x)⊕ {θ∗(a) ∣∣ a ∈ A} {θ∗(b) ∣∣ b ∈ B},
θ∗(y)⊕ {θ∗(a′) ∣∣ a′ ∈ A′} {θ∗(b′) ∣∣ b′ ∈ B ′}.
Therefore, we obtain θ∗(x)⊕ θ∗(z) = θ∗(−z) and θ∗(y)⊕ θ∗(z) = θ∗(−z), which implies that θ∗(x) =
θ∗(y) = θ∗(z)⊕ θ∗(−z) = θ∗(0).
For the converse, take A = A′ = B = B ′ = θ∗(0). Then θ∗(0) ⊆ θ∗(0) and {x} ⊆ θ∗(0), which imply
that θ∗(x+θ∗(0)) = θ∗(0). Hence, θ∗(x+θ∗(0)) ⊆ θ∗(0) or x+ A  B. Similarly, we obtain y+ A′  B ′.
This complete the proof. 
If l ∈ N and m ∈ M , then we set lm :=∑li=1m.
Proposition 4.20. Let M be a ﬁnite R-hypermodule and for every a ∈ M, there exist l,k ∈ N such that 0 <
k < l, and la  ka. Then (l − k)a ⊆ θ∗(0).
Proof. Since M is ﬁnite, then for every t ∈ N, ta ⊆ M and there exist l,k ∈ N such that 0< k < l and
la  ka. From la  ka we have θ∗(la) = θ∗(ka) and so lθ∗(a) = kθ∗(a). Since lθ∗(a) and kθ∗(a) are the
element of M/θ∗, then (l − k)θ∗(a) = 0M/θ∗ = θ∗(0), which implies that θ∗((l − k)a) = θ∗(0) and so
(l − k)a ⊆ θ∗(0). 
Let M be an R-hypermodule and X = 〈℘∗(M),unionmulti〉 be the set of non-empty subsets of M endowed
with the hyperoperation unionmulti deﬁned as follows:
A unionmulti B = {C ∈ ℘∗(M) ∣∣ C ⊆ A + B} ∀(A, B) ∈ ℘∗(M)2.
Let
∑
(M) be the set of hypersums of elements of M. Then we have
Theorem 4.21. If M is an R-hypermodule, then (
∑
(M),unionmulti) is an R-hypermodule.
Proof. It is clear that unionmulti is associative. Let E = {0}. Then for all A ∈∑(M), we have Aunionmulti E = Eunionmulti A = A.
We deﬁne the function −I as follows:
−I :
∑
(M) →
∑
(M)
(−I)
(
n∑
xi
)
=
n∑
(−xi).i=1 i=1
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x ∈ X and y ∈ Y be arbitrary. Then there exists z ∈ Z such that x ∈ y+ z. In otherwise, for every z ∈ Z
we have x /∈ y + z and so x /∈ Y + Z or {x} /∈ Y unionmulti Z which is a contradiction. Since x ∈ y + z, then
y ∈ x − z, and so y ∈∑ni=1 xi +∑pi=1(−zi) for every y ∈ Y . Therefore Y ⊆∑ni=1 xi +∑pi=1(−zi) or
Y ∈ X unionmulti −I(Z). Similarly, we obtain Z ∈ −I(Y ) unionmulti X . Now we prove that ∑(M) is an R-hypermodule.
Suppose that X =∑mi=1 xi and r ∈ R, then r · X = r ·∑mi=1 xi =∑mi=1 r · xi ∈∑(M). 
Corollary 4.22. If M1 is an R-subhypermodule of M and A belongs to
∑
(M1), then A is contained in D(M1).
Let A be a non-empty subset of M. The intersection of the θ -parts of M which contain A is called
θ -closure of A in M. It will denoted by Cθ (A). Also, we denote
∑
Cθ (A) the set hypersums A of
elements of M such that Cθ (A) = A.
Theorem 4.23. Let M be an R-hypermodule and (x′1, . . . , x′n) such that
∑n
i=1 x′i ∈
∑
Cθ (M). Then there exists
(y′1, . . . , y′n) such that
∑n
i=1 x′i +
∑n
i=1 y′i = D(M).
Proof. We set x′i =
∑ni
j=1(
∏kij
k=1 ri jk)xi . For 1 t  n, let at be an element of D(M). Then, there exists
yt ∈ M such that at ∈ xt + yt , hence
nt∑
j=1
kt j∏
k=1
rt jkat ⊆
nt∑
j=1
kt j∏
k=1
rt jkxt +
nt∑
j=1
kt j∏
k=1
rt jk yt = x′t + y′t .
Since D(M) is a θ -part we have x′t + y′t ⊆ D(M). Therefore,
n∑
i=1
x′i + y′n = D(M)+
n∑
i=1
x′i + y′n
=
n−1∑
i=1
x′i + D(M)+ x′n + y′n
=
n−1∑
i=1
x′i + D(M)
= D(M)+
n−1∑
i=1
x′i
and so
n∑
i=1
x′i + y′n + y′n−1 = D(M)+
n−2∑
i=1
x′i + x′n−1 + y′n−1 = D(M)+
n−2∑
i=1
x′i .
Going on the same way one arrives to
n∑
i=1
x′i +
n∑
i=1
y′i = D(M)+ x′1 + y′1 = D(M). 
Proposition 4.24. Let M be an R-hypermodule. If M\D(M) is a hypersum, then D(M) also is a hypersum.
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completed. 
5. Fundamental relation and strongly transitive geometric space
A geometric space is a pair (M, θ) such that M is a non-empty set, whose elements we call points,
and θ is a non-empty family of subsets of M, whose elements we call blocks. The family θ (M) of
all θ -parts of M is non-empty, since ∅ and M are elements of θ (M). Moreover, the intersection of
elements of θ (M) is an element of θ (M), hence θ (M) is a closure system of M. For a subset X
of M, we denote by Γ (X) the intersection of all θ -part of M containing X . The set Γ (X) is the
smallest θ -part of M, called the closure of X .
The following properties are true:
(P1) X ⊆ Γ (X).
(P2) X ⊆ Y ⇒ Γ (X) ⊆ Γ (Y ).
(P3) Γ (Γ (X)) = Γ (X).
(P4) Γ (X) =⋃x∈X Γ (x), where Γ (x) = Γ ({x}).
For all subsets X of M, we can associate an ascending chain of subsets (Γn(X))n∈N, called cone
of X, deﬁned by the following conditions:
Γ0(X) = X;
and for every integer n 0
Γn+1(X) = Γn(X)∪
[⋃{
B ∈ θ ∣∣ B ∩ Γn(X) = ∅}].
Freni [11] used the notion the cone of X and obtained the closure of X, as it is shown in the next
result.
Proposition 5.1. Let (M, θ) be a geometric space. For every n ∈ N and for every pair (X, Y ) of subsets of M
we have:
1) X ⊆ Y ⇒ Γn(X) ⊆ Γn(Y ).
2) Γn(X) =⋃x∈X Γn(x), where Γn(x) = Γn({x}).
3) Γn(Γm(X)) = Γn+m(X).
4) Γ (X) =⋃n∈N Γn(X).
5) If the family θ is a covering of M, then
Γn+1(X) =
⋃{
B ∈ θ ∣∣ B ∩ Γn(X) = ∅}.
Remark 5.2. By property (5) of Proposition 5.1, in a geometric space (M, θ) such that θ is a covering
of M, the cone (Γn(X))n∈N of X is deﬁned by two conditions:
Γ0(X) = X and Γn+1(X) =
⋃{
B ∈ θ ∣∣ B ∩ Γn(X) = ∅}, for every integer n 0.
If B1, B2, . . . , Bn are n blocks of a geometric space (M, θ) such that Bi ∩ Bi+1 = ∅, for any i ∈
{1,2, . . . ,n − 1}, then the n-tuple (B1, B2, . . . , Bn) is called a polygonal of (M, θ). The concept of
polygonal allows us to deﬁne on M the following relation:
x ≈ y ⇔ x = y or a polygonal (B1, B2, . . . , Bn) exists such that x ∈ B1 and y ∈ Bn.
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closure of the following relation:
x ∼ y ⇔ x = y or there exists B ∈ θ such that {x, y} ⊆ B,
so ≈ is equal to ⋃n1 ∼n, where ∼n=∼ ◦ ∼ ◦ · · · ◦ ∼ n times.
If θ is a covering of M, the relation ∼ and ≈ can be deﬁned in the following simpler way:
x ∼ y ⇔ there exists B ∈ θ such that {x, y} ⊆ B,
x ≈ y ⇔ a polygonal (B1, B2, . . . , Bn) exists such that x ∈ B1 and y ∈ Bn.
Remark 5.3. If M is an R-hypermodule, the relation ∼ deﬁned on the geometric space (M, Pσ (M))
coincides with the relation θ used in this paper. In fact, the relation θ is deﬁned as follows
x θ y ⇔ ∃n ∈ N, ∃(m′1,m′2, . . . ,m′n) ∈ Pσ (M) : {x, y} ⊆ B(m′1,m′2, . . . ,m′n),
thus x θ y ⇔ x∼ y.
In the forthcoming results, whose proofs can be found in [11], we show that the ≈-class of x in M ,
that is the equivalence class of element x modulo ≈ coincides with the closure Γ (x) of x. We denote
[x] the ≈-class of x in M .
Proposition 5.4. For every integer n 1 and for every pair (x, y) of elements of M, we have:
1) y ∼n x⇔ y ∈ Γn(x).
2) [x] = Γ (x).
Corollary 5.5. For every integer n 1, we have:
1) ∼n is transitive ⇔ Γ (x) = Γn(x), for all x ∈ M.
2) ∼ is transitive ⇔ Γ (x) = Γ1(x), for all x ∈ M.
Theorem 5.6. For every pair (A, B) of blocks of a geometric space (M, θ) and for any n ∈ N, the following
conditions are equivalent:
1) A ∩ B = ∅, x ∈ B ⇒ ∃C ∈ θ : (A ∪ {x}) ⊆ C .
2) A ∩ B = ∅, x ∈ Γn(B) ⇒ ∃C ∈ θ : (A ∪ {x}) ⊆ C .
3) A ∩ Γn(B) = ∅, x ∈ Γn(B) ⇒ ∃C ∈ θ : (A ∪ {x}) ⊆ C .
A geometric space (M, θ) is strongly transitive if the family θ is a covering of M and moreover
one of the three equivalent conditions of Theorem 5.6, is satisﬁed.
Let M be an R-hypermodule and let Pσ (M) be the family of subsets of M deﬁned as follows: for
every integer n 1 and for every n-tuple (m′1,m′2, . . . ,m′n), we set
B
(
m′1,m′2, . . . ,m′n
)=⋃
{
n∑
i=1
m′σ (i)
∣∣∣ σ ∈ Sn
}
, for n 1,
where Sn is the symmetric group of all permutations of the set {1,2, . . . ,n}. Also, if m′n =∑ni
j=1(
∏kij
k=1 xijk)mn := xn ·mn, we set
B
(
m′1,m′2, . . . ,m′n
)= ((x1;m1), (x2;m2), . . . , (xn;mn)).
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1) For every δ ∈ Sn, we have
B
(
m′1,m′2, . . . ,m′n
)= B(m′δ(1),m′δ(2), . . . ,m′δ(n)).
2) For every z ∈ M, we have
[
B
(
m′1,m′2, . . . ,m′n
)]+ z ⊆ B(m′1,m′2, . . . ,m′n, z);
z + [B(m′1,m′2, . . . ,m′n)]⊆ B(z,m′1,m′2, . . . ,m′n).
3) If there exist an integer m  1, an m-tuple (x1, x2, . . . , xn) and an element k ∈ {1,2, . . . ,n} such that
m′k ⊆
∑t
i=1 xi, then
B
(
m′1,m′2, . . . ,m′n
)⊆ B(m′1,m′2, . . . ,m′k−1, x1, x2, . . . , xm,m′k+1, . . . ,m′n).
4) For every r ∈ R, we have
r · B(m′1,m′2, . . . ,m′n)= B(r ·m′1, r ·m′2, . . . , r ·m′n).
5) If there exists ri ∈ R such that mi ∈ ri . u, then
B
(
m′1,m′2, . . . ,m′n
)⊆ B((x1r1;u), (x2r2;u), . . . , (xnrn;u)).
Proof. The proof of the ﬁrst three parts of this lemma follows the same argument exploited in
Lemma 3.1 of [11]. For completeness, we include these proofs.
1) For every permutation δ ∈ Sn, we have
x ∈ B(m′δ(1),m′δ(2), . . . ,m′δ(n)) ⇔ ∃σ ∈ Sn: x ∈
n∑
i=1
m′σ (δ(i))
⇔ ∃σ ∈ Sn: x ∈
n∑
i=1
m′σ◦δ(i)
⇔ x ∈ B(m′1,m′2, . . . ,m′n).
2) If w ∈ [B(m′1,m′2, . . . ,m′n)] + z, then an element y ∈ B(m′1,m′2, . . . ,m′n) and a permutation
σ ∈ Sn exist such that w ∈ y + z and y ∈ ∑ni=1m′σ(i). Setting z = m′n+1, if τ is the permutation
of Sn+1 such that: τ (i) = σ(i), for all i ∈ {1,2, . . . ,n} and τ (n + 1) = n+ 1, we have
w ∈
(
n∑
i=1
m′σ (i)
)
+m′n+1 =
n+1∑
i=1
m′τ (i).
Therefore,
[
B
(
m′1,m′2, . . . ,m′n
)]+ z = [B(m′1,m′2, . . . ,m′n)]+m′n+1 ⊆ B(m′1,m′2, . . . ,m′n,m′n+1).
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z + [B(m′1,m′2, . . . ,m′n)]⊆ B(z,m′1,m′2, . . . ,m′n).
3) If m = 1, the proof is trivial. Then, we suppose that m′k ⊆ x1 + x2 + · · · + xt . If w ∈
B(m′1,m′2, . . . ,m′n), a permutation σ ∈ Sn exists such that w ∈
∑n
i=1m′σ(i). Setting σ(h) = k, we have
w ∈
n∑
i=1
m′σ (i)
=
(
h−1∑
i=1
m′σ (i)
)
+m′k +
(
n∑
i=h+1
m′σ (i)
)
⊆
(
h−1∑
i=1
m′σ (i)
)
+ x1 + x2 + · · · + xt +
(
n∑
i=h+1
m′σ (i)
)
.
Setting that x1 = z′k and x2 = z′n+1, x3 = z′n+2, . . . , xt = z′n+t−1, a permutation τ ∈ Sn+1 exists such that
w ∈
(
h−1∑
i=1
m′τ (i)
)
+ z′τ (h) + z′τ (h+1) + z′τ (h+2) + · · · + z′τ (h+t−1) +
n+t−1∑
i=h+t
m′τ (i),
thus w ∈ B(m′1, . . . ,m′k−1, z′k,m′k+1, . . . ,m′n, z′n+1, z′n+2, . . . , z′n+t−1). Moreover,
B
(
m′1, . . . ,m′k−1, z
′
k,m
′
k+1, . . . ,m
′
n, z
′
n+1, z′n+2, . . . , z′n+t−1
)
= B(m′1, . . . ,m′k−1, z′k, z′n+1, z′n+2, . . . , z′n+t−1,m′k+1, . . . ,m′n)
= B(m′1, . . . ,m′k−1, x1, x2, . . . , xt ,m′k+1, . . . ,m′n).
Therefore, we have
B
(
m′1,m′2, . . . ,m′n
)⊆ B(m′1, . . . ,m′k−1, x1, x2, . . . , xt ,m′k+1, . . . ,m′n).
We notice that, if h = n then the permutation τ is deﬁned as follows:
{
τ (i) = σ(i), ∀i ∈ {1,2, . . . ,n};
τ (n + 1) = n+ 1, τ (n+ 2) = n + 2, . . . , τ (n + t − 1) = n+ t − 1,
while, if 1 h < n, then τ is such that:
⎧⎨
⎩
τ (i) = σ(i) if 1 i  h;
τ (h + 1) = n+ 1;
τ (i) = σ(i − t) if h + 2 i  n+ t − 1.
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r · B(m′1,m′2, . . . ,m′n)= r ·
(⋃{ n∑
i=1
xσ (i) ·mσ (i)
∣∣∣ σ ∈ Sn
})
=
⋃{ n∑
i=1
rxσ (i) ·mσ (i)
∣∣∣ σ ∈ Sn
}
= B(r ·m′1, r ·m′2, . . . , r ·m′n).
5) If there exists ri ∈ R such that mi ∈ ri · u and u ∈ M, then
B
(
m′1,m′2, . . . ,m′n
)= B((x1;m1), (x2;m2), . . . , (xn;mn))
=
⋃{ n∑
i=1
xσ (i) ·mσ (i)
∣∣∣ σ ∈ Sn
}
⊆
⋃{ n∑
i=1
xσ (i)rσ (i) · u
∣∣∣ σ ∈ Sn
}
= B((x1r1;u), (x2r2;u), . . . , (xnrn;u)). 
In order to prove the two forthcoming corollaries, it is suﬃcient to introduce minor notational
changes into the proofs of Corollaries 3.2 and 3.3 of [11].
Corollary 5.8. Let (m′1,m′2, . . . ,m′n) be an n-tuple of elements of an R-hypermodule. If an integer m  1, an
m-tuple (x1, x2, . . . , xm) and an element k ∈ {1,2, . . . ,n} exist such that m′k ⊆ B(x1, x2, . . . , xm), then
B
(
m′1,m′2, . . . ,m′n
)⊆ B(m′1,m′2, . . . ,m′k−1, x1, x2, . . . , xm,m′k+1, . . . ,m′n).
Corollary 5.9. For every (n+m)-tuple (m′1,m′2, . . . ,m′n, x′1, x′2, . . . , x′m) of elements of an R-hypermodule M,
we have
B
(
m′1,m′2, . . . ,m′n
)+ B(x′1, x′2, . . . , x′m)⊆ B(m′1,m′2, . . . ,m′n, x′1, x′2, . . . , x′m).
Theorem 5.10. Let R be a commutative hyperring. If M is an R-hypermodule and for every m ∈ M, R .m = M,
then the geometric space (M, Pσ (M)) is strongly transitive. Moreover, the relation θ is transitive.
Proof. Let B1 = B(m′1,m′2, . . . ,m′n), B2 = B(z′1, z′2, . . . , z′m)
(
where, m′i =
ni∑
j=1
( ki j∏
k=1
xijk
)
mi = xi ·mi and z′i =
ni∑
j=1
( ki j∏
k=1
yijk
)
zi = yi · zi
)
be two blocks of Pσ (M) such that B1 ∩ B2 = ∅ and u ∈ B2.
Let b ∈ B1 ∩ B2. Then there exist r, ri ∈ R, such that u ∈ r . b and mi ∈ ri . u. Then by Lemma 5.7,
u ∈ r · b ⊆ r · B(m′1,m′2, . . . ,m′n)= B(r ·m′1, r ·m′2, . . . , r ·m′n)
= B((rx1;m1), (rx2;m2), . . . , (rxn;mn))
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⊆ B((rx1r1 y1; z1), (rx2r2 y2; z2), . . . , (rxnrn yn; zn)).
Moreover,
B
(
m′1,m′2, . . . ,m′n
)= B((x1;m1), (x2;m2), . . . , (xn;mn))
⊆ B((x1r1;u), (x2r2;u), . . . , (xnrn;u))
⊆ B((x1r1r;b), (x2r2r;b), . . . , (xnrnr;b))
⊆ B((x1r1r y1; z1), (x2r2r y2; z2), . . . , (xnrnr yn; zn))
= B((rx1r1 y1; z1), (rx2r2 y2; z2), . . . , (rxnrn yn; zn)).
Hence, the geometric space (M, Pσ (M)) is strongly transitive. As a consequence, from Theorem 2.5
of [11], we have ∼= θ is transitive. 
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