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Abstract
The upgrade of the Swiss Light Source, called SLS 2.0,
is scheduled for 2023–24. The current storage ring will be
replaced by one based on multi-bend achromats, allowing
for about 30 times higher brightness. Due to the stronger
focusing and the required chromatic compensation, finding
a reasonably large dynamic aperture (DA) for injection, as
well as an energy acceptance for a sufficient beam lifetime,
is challenging. In order to maximize the DA and prolong the
beam lifetime, we combine the well-known tracking code
tracy with a massively parallel implementation of a multi-
objective genetic algorithm (MOGA), and further extend
this with constraint-handling methods. We then optimize
the magnet configuration for two lattices: the lattice that
will be used in the commissioning phase (phase-1), and the
lattice that will be used afterwards, in the completion phase
(phase-2). Finally, we show and further analyze the chosen
magnet configurations and in the case of the phase-1 lattice
compare it to a pre-existing, manually optimized solution.
INTRODUCTION
A new generation of ring-based synchrotron light sources
based on multi-bend achromats is emerging, with many facil-
ities being constructed or upgraded around the world. These
machines have a stronger non-linear behavior of particle
motion, resulting in a significantly smaller DA than their
predecessors. Maximizing the DA is thus more difficult and
more important. This can be done indirectly, by reducing the
dominant resonance driving terms (e.g., [1]), or directly, by
increasing the aperture and energy acceptance (e.g., [2–4]).
We apply the latter approach and use a MOGA, combined
with a modified version of the well-known tracking code
tracy [5], to search for the magnet strengths that (1) max-
imize three transverse DAs (at different energies), as well
as (2) optimize the tune footprint (and by proxy, the energy
acceptance and beam lifetime). We will explain this in more
detail in the following two sections, and then show the results
for two lattice configurations of the SLS upgrade [6].
OPTIMIZATION PROBLEM
Dynamic Aperture (DA)
For an energy δ, we compute the transverse DA, denoted
DAδ , using 2K evaluation rays that are equally distributed
in angle. Along the evaluation line corresponding to the
angle θk = kpi/K , k ∈ {0, . . . , 2K − 1}, the linear aperture,
i.e., the aperture of the lattice with all nonlinear elements
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zeroed, has some length L¯k . Denoting by Lk,δ the length of
the DA along this line, we define the line objective fk,δ as
fk,δ =
(
max{0, L¯k − Lk,δ}/L¯k
)2
. Note that the DAs larger
than the linear aperture are not rewarded. Assuming that the
magnetic lattice structure is planar,
DAδ =
1
2K
2K−1∑
k=0
fk,δ =
1
2K
(
f0,δ + fK,δ + 2
K−1∑
k=1
fk,δ
)
.
Note that DAδ ∈ [0, 1]. This is a slight modification of the
approach presented in [2]. We use the biased binary search
as shown in Algorithm 1, with ε = 10−5, to compute Lk,δ .
A preliminary computation showed that b = 0.25 is a good
choice, reducing the run time relative to b = 0.5 by 25%.
Algorithm 1 Biased binary search
1: r+ ← L¯k , r− ← 0
2: while r+ − r− ≥ ε do
3: r ← b · r− + (1 − b) · r+
4: if r is stable then r− ← r
5: else r+ ← r
6: Lk,δ ← (r− + r+) /2
Chromatic Tune Footprint
We sample the tune footprint q in P = 51 equidistant
values of the energy δ in [−δmax, δmax]with δmax = 0.05, and
denote these values by qi = q(δi). In the particle tracking
code tracy it can happen that the computation of q breaks
down for some values of δ, so we define
sqd =
P∑
i=1
qi computable
g(qi),
where g(q) is the squared Euclidean distance of q to the
triangle formed by three intersecting 2nd order resonances
around the on-momentum tune (see Table 2, first row,
gray lines). E.g., for the phase-1 lattice this triangle is
(39, 15)− (39.5, 15.5)− (39.5, 15). Note that g(q) = 0 when
q is inside of the triangle. Furthermore, similarly to [2], we
define unstable± = 1 − |δu,± |/δmax, where δu,+ and δu,−
denote the first (i.e., smallest in magnitude) positive and
negative values, respectively, that are located outside the
triangle or not computable.
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To sum up, the optimization problem we solve is
min
d=(d1,...,dN )
(
DA−0.03︸   ︷︷   ︸
F1
, DA0︸︷︷︸
F2
,DA0.03︸ ︷︷ ︸
F3
, unstable∓︸        ︷︷        ︸
F4,F5
)
,
subject to sqd = 0.
Search Space
The design point d = (d1, . . . , dN ) contains sextupole and
possibly also octupole strengths. The physical limits for the
sextupole and integrated octupole strengths are 650 m−3 and
350 m−3, respectively. To have the horizontal and vertical
chromaticity ξx, ξy ∈ [0, 1], we consider these to be design
variables and use them to tune two of the sextupole strengths,
denoted t = (t1, t2), using ξ = Mm + Tt + ξua. ξua is the
chromaticity of the unaltered lattice, m are the remaining
sextupole strengths, ξ = (ξx, ξy), andT andM are (constant)
tuning matrices (all known). When only sextupoles are used,
N = 9. When also octupoles are used, N = 17, so we reduce
this number to N = 13 by treating the dual magnet families
that fulfill similar functionalities as one magnet family.
OPTIMIZATION METHOD
Multi-Objective Genetic Algorithm (MOGA)
A design point d1 dominates d2 if it is not worse in any
of the objectives, and it is strictly better in at least one ob-
jective. We use a massively parallel implementation of a
MOGA [7–9] to find points that are not dominated by any
other point, called Pareto optimal points. The basic steps
are in Algorithm 2. The design points, called individuals in
the context of a MOGA, comprising the first generation are
chosen uniformly at random from the given intervals (line 1).
They are then evaluated, i.e., their objective function values
are computed using tracy (line 2). Afterwards, a number
of cycles is performed, each resulting in a new generation
(lines 3–7). In every cycle, new individuals are created using
two operators: crossover and mutation (lines 4–5), and then
evaluated (line 6). Approximately M fittest individuals are
chosen to comprise the new generation (line 7). This process
is parallelized such that a new generation is created (line 7)
once n new individuals have been evaluated (line 6).
Constraint Handling
Implicit ranking Almost all randomly chosen individu-
als that comprise the first generation are infeasible, i.e., their
tuning sextupoles are outside of the bounds. In this case we
Algorithm 2Multi-objective genetic algorithm
1: random population of individuals, I i , i = 1, . . . ,M
2: evaluate the population
3: while a stopping criterion not reached do
4: for pairs of individuals I i , I i+1 do
5: crossover(I i , I i+1), mutate(I i), mutate(I i+1)
6: evaluate new individuals
7: choose M fittest individuals for the next generation
avoid computing the objective function values (the run time
for the tuning procedure is negligible) and set (m = 650 m−3)
Fi ← 2 + max {0, |ti | − m} for i = 1, 2 and Fi ← 2 for
i = 3, 4, 5, i.e., infeasible individuals are compared based on
the severity of their constraint violations.
Penalty function To enforce the constraint sqd = 0,
for every feasible individual we set Fi ← Fi + sqd/2. If
sqd ≥ 2, the tune footprint extends so far outside the triangle
that it cannot be considered better than all infeasible points.
Therefore, we allow the possibility that the penalized objec-
tives of this feasible individual are compared with constraint
violations of an infeasible individual. This either results
in the feasible individual being chosen (standard behavior)
or the infeasible individual being chosen (in which case its
tuning sextupoles are likely close to the admissible bounds).
RESULTS
To find a good magnet configuration for the phase-1 lat-
tice we ran an optimization with M = 300, n = 100. The
34th generation already contained only feasible individu-
als. On 108 processes of Intel Xeon E5_2680v3 this took
almost 12min, while reaching the 1000th generation took
15 h 38min. We show the objective function values for the
manually optimized solution, which we call the design so-
lution, as well as for a good individual found in generation
2968 in Table 1, and give additional information in Table 2.
For the phase-2 lattice we used M = 3000 and n = 1000. A
point found in generation 972 is shown in Tables 1 and 2.
Table 1: Objective function values computed with 500 turns
in tracy for a few magnet configurations with sqd = 0.
Objective F1 F2 F3 F4 F5
phase-1 design sol. 0.03 0.004 0.010 0 0
phase-1 optim. sol. 0.02 0.001 0.005 0 0
phase-2 optim. sol. 0.5 0.03 0.2 0.16 0
CONCLUSIONS
We used a multi-objective genetic algorithm to find a good
dynamic aperture and energy acceptance for the Swiss Light
Source upgrade. The optimization method and its imple-
mentation can easily be applied to similar problems. Further-
more, the method and code can be enhanced in the following
ways. First, the convergence of the method could be further
improved, e.g., using surrogate models. Second, a more
accurate model could be used, including, e.g., quadrupole
knobs and cavities. Third, the sensitivity of the solution with
respect to misalignments could be included.
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Table 2: The first row shows the chromatic tune footprint, and the remaining three the DA at −0.03, 0 and 0.03, recomputed
in OPA [11], for the phase-1 design solution (left), and the optimized solutions for the phase-1 (center) and phase-2 (right)
lattices. In the case of the phase-1 lattice, both points have a full energy acceptance (−0.05 to 0.05). The increased DA
areas for the optimized solution relative to the design solution are consistent with the relationship of the corresponding
objective function values in Table 1. It should be noted that the DAs of the design solution were optimized beyond the
linear aperture limits. In case of the phase-2 lattice, a design solution with a sufficient energy acceptance does not exist.
The energy acceptance of the optimized solution shown in the right column is −0.04 to 0.05.
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