Abstract. Models obtained by decision tree induction techniques excel in being interpretable. However, they can be prone to overfitting, which results in a low predictive performance. Ensemble techniques provide a solution to this problem, and are hence able to achieve higher accuracies. However, this comes at a cost of losing the excellent interpretability of the resulting model, making ensemble techniques impractical in applications where decision support, instead of decision making, is crucial. To bridge this gap, we present the genesim algorithm that transforms an ensemble of decision trees into a single decision tree with an enhanced predictive performance while maintaining interpretability by using a genetic algorithm. We compared genesim to prevalent decision tree induction algorithms, ensemble techniques and a similar technique, called ism, using twelve publicly available data sets. The results show that genesim achieves better predictive performance on most of these data sets compared to decision tree induction techniques & ism. The results also show that genesim's predictive performance is in the same order of magnitude as the ensemble techniques. However, the resulting model of genesim outperforms the ensemble techniques regarding interpretability as it has a very low complexity.
Introduction
Decision tree induction is a white-box machine learning technique that obtains an easily interpretable model after training. For each prediction from the model, an accompanying explanation can be given. Moreover, as opposed to rule extraction algorithms, the complete structure of the model is easy to analyze as it is encoded in a decision tree.
In domains where the decisions that need to be made are critical, the emphasis of machine learning is on offering support and advice to the experts instead of making the decisions for them. As such, the interpretability and comprehensibility of the obtained models are of primal importance for the experts that need to base their decision on them. Therefore, a white-box approach is preferred. Examples of critical domains include the medical domain (e.g. cardiology and oncology), the financial domain (e.g. claim management and risk assessment) and law enforcement.
One of the disadvantages of decision trees is that they are prone to overfit [1] . To overcome this shortcoming, ensemble techniques have been proposed. These techniques combine the results of different classifiers, leading to an improvement in the prediction performance because of three reasons [2] . First, when the amount of training data is small compared to the size of the hypothesis space, a learning algorithm can find many different hypotheses that correctly classify all the training data, while not performing well on unseen data. By averaging the results of the different hypotheses, the risk of choosing a wrong hypothesis can be reduced. Second, many learning algorithms can get stuck in local optima. By constructing different models from different starting points, the chance to find the global optimum is increased. Third, because of the finite size of the training data set, the optimal hypothesis can be outside of the space searched by the learning algorithm. By combining classifiers, the search space gets extended, again increasing the chance to find the optimal classifier. Nevertheless, ensemble techniques also have disadvantages. First, they take considerably longer to train and make a prediction. Second, their resulting models require more storage. The third and most important disadvantage is that the obtained model consists either out of many decision trees or only one decision tree that contains uninterpretable nodes (which is the case for stacking), making it infeasible or impossible for experts to interpret and comprehend the obtained model. To bridge the gap between decision tree induction algorithms and ensemble techniques, post-processing methods are required that can convert the ensemble into a single model. By first constructing an ensemble from the data and then applying this post-processing method, a better predictive performance can possibly be achieved compared to constructing a decision tree from the data directly.
This post-processing technique is not only useful to increase the predictive performance while maintaining excellent interpretability. It can also be used in a big data setting where an interpretable model is required and the size of the training data set is too large to construct a predictive model on a single node in a feasible amount of time. To solve this, the data set can be partitioned and a predictive model can be constructed for each of these partitions in a distributed fashion. Finally, the different models can be combined together.
In this paper, we present a novel post-processing technique for ensembles, called GENetic Extraction of a Single, Interpretable Model (genesim), which is able to convert the different models from the ensemble into a single, interpretable model. Since each of the models in the ensemble being merged will have an impact on the predictive performance of the final combined model, a genetic approach is applied which combines models from different subsets of an ensemble. The outline of the rest of this paper is as follows. First, in Section 2, work related to genetic decision tree evolving and decision tree merging is discussed. Then, in Section 3, the different steps of genesim are described. In Section 4, a comparison regarding predictive performance and model complexity is made between genesim, a similar technique called ism and prevalent ensemble & decision tree induction techniques. Finally, in Section 5, a conclusion and possible future work are presented.
Related work
In the work of Kargupta et al. [3] , decision trees are merged by first converting them to the spectral domain using a Fourier transformation. Next, the obtained spectra of different trees are added together and the inverse Fourier transformation converts the spectrum back to a decision tree. Although promising, this method has not yet been applied successfully in any real-life application.
J.R. Quinlan proposed MiniBoosting [4] , wherein three boosting iterations are applied and the small resulting decision trees are merged into one very large tree, which can finally be pruned to enhance generalization. This technique has a higher accuracy than a single decision tree for the largest part of twenty-seven tested data sets, but a lower accuracy than the boosting implementation AdaBoost.
A more straight-forward technique is proposed by Quinlan [5] which translates the decision trees in production rules that are much easier to simplify than the trees themselves. Next, the production rules are either represented as a decision table, or transformed in a set of k-dimensional hyperplanes, and subsequently merged using algorithms such as the MIL algorithm [6] or respectively by calculating the intersection of the hyperplanes [7] .
In the work of Van Assche et al. [8] , a technique called Interpretable Single Model (ism) is proposed. This technique is very similar to an induction algorithm, as it constructs a decision tree recursively top-down, by first extracting a fixed set of possible candidate tests from the trees in the ensemble. For each of these candidate tests, a split criterion is calculated by estimating the parameters using information from the ensemble instead of the training data. Then, the test with the optimal split criterion is chosen and the algorithm continues recursively until a pre-prune condition is met. Two shortcomings of this approach can be identified. First, information from all models, including the ones that will have a negative impact, are used to construct a final model. Second, because of the similarity with induction algorithms, it is possible to get stuck in the same local optimum as these algorithms.
Deng [9] introduced stel, which converts an ensemble into an ordered rule list using the following steps. First, for each tree in the ensemble, each path from the root to a leaf is converted into a classification rule. After all rules are extracted, they are pruned and ranked to create an ordered rule list. This sorted rule set can then be used for classification by iterating over each rule and returning the target when a matching rule is found. While a good predictive performance is reported for this technique, it is much harder to grasp an ordered rule list completely than a decision tree, as can be seen in Figure 1 . Therefore, when interpretability is of primal importance, the post-processing technique, that converts the ensemble of models into a single model, should result in a decision tree. * serum c h o l e s t o r a l <= 2 9 8 . 5 & max h e a r t r a t e <= 1 4 5 . It is impossible to know a priori which subset of decision trees should be merged to obtain the most accurate model. A brute-force approach that tries every possible combination would require an infeasible amount of computation time. Therefore, a genetic approach is applied that merges different decision trees for several iterations. Genetic (or evolutionary) algorithms are meta-heuristics most often used in optimization problems [10] . A recent and thorough survey of evolutionary algorithms for decision tree evolving can be found in [11] .
3 genesim: GENetic Extraction of a Single, Interpretable Model
While in Barros et al. [11] , genetic algorithms are discussed to construct decision trees from the data directly, in this paper, a genetic algorithm is applied on an ensemble of decision trees, created by using well-known induction algorithms combined with techniques such as bagging and boosting. Applying a genetic approach allows to efficiently traverse the very large search space of possible model combinations. This results in an innovative approach for merging decision trees which takes advantage of the positive properties of creating an ensemble. By exploiting multi-objective optimization, the resulting algorithm increases the accuracy ánd decreases the decision tree size at the same time, while most of the state-of-the-art succeeds in only one of the two.
A genetic algorithm generally consists of 6 phases, which are repeated iteratively. First, in an initialization phase, the population of candidate solutions is generated. It is important that the initial population is diverse enough, to allow for an extensive search space and reduce the chance of being stuck at local optima. Second, in each iteration, the individuals are evaluated using a fitness function. Then, in a selection phase, pairs of individuals are selected based on their fitness in order to combine them. In a fourth phase, the selected individuals are recombined, resulting in new offsprings. Furthermore, in each iteration, an individual has a certain probability to be mutated. Finally, in the end of each iteration, new offsprings are added to the population and the least fit individuals are discarded. In the subsequent subsections, each of the genetic algorithm phases are elaborated, and discussed in context of genesim 1 .
Initialization phase
First, the training data is divided into a new training set and a validation set. Then, different induction algorithms, including c4.5, cart, quest and guide are applied on the training data in combination with bagging. Moreover, an AdaBoost classifier is trained and each of the decision trees of its resulting model is added to the population.
Evaluation phase
The fitness function in genesim is defined to be the classification rate on the validation set:
with N the length of the validation data set and g() the hypothesis of the individual. When two individuals have the same accuracy, the one with the lowest model complexity (expressed as number of nodes in the tree) is preferred.
Selection phase
In each iteration, deterministic tournament selection is applied to select the individuals which will get recombined in the next phase. Tournament selection has two hyper-parameters: k and p. It chooses k individuals from the population at random and sorts them by their fitness. Then, the best individual from the tournament is returned with probability p, the second best individual with probability p * (1 − p), the third best with probability p * (1 − p) 2 , and so on. In deterministic tournament selection, p is equal to 1 and thus the best individual from the tournament is always returned.
Recombination phase
To merge decision trees together, they are first converted to sets of k-dimensional hyperplanes (called the decision space), k being the number of features, by defining a unidirectional one-to-one mapping. Each node in a decision tree corresponds to a hyperplane in the decision space. Consequently, each leaf of the decision tree corresponds to a hyperrectangle in the decision space. An example of such a conversion can be seen in Figure 2 . Converting a decision tree to its set of k-dimensional hyperplanes. The decision tree is generated using C4.5, on the heart disease data set with two features: maximum heart rate and resting blood pressure. The color red in the decision space corresponds to class 1, the color blue corresponds to class 2. The purple tint, which consists out of a certain percentage of blue and red color, corresponds to the distribution of the two classes in a leaf.
When all the nodes from all the trees are converted to their corresponding hyperplane, the different decision spaces can be merged together by calculating their intersection using a sweep line approach discussed in [7] . In this approach, each hyperplane is projected on a line segment in each dimension. These line segments are then sorted, making it easy to find the intersecting line segments in one specific dimension. In the end, if the projected line segments of two hyperplanes intersect in each dimension, the hyperplanes intersect as well. Subsequently, their intersection can be calculated and added to the resulting decision space. This method requires O(k * n * log(n)) computational time, with k the dimensionality of the data and n the number of planes in the sets, opposed to the quadratic complexity of a naive approach which calculates the intersection of each possible pair of planes.
The resulting decision spaces can contain many different regions as the number of regions in a merged space can increase quadratically in worst-case with the amount of regions in the original spaces. In order to reduce the amount of regions in the resulting space, and thus the amount of nodes in the merged decision tree (possibly leading to better generalization), the decision space should be pruned. Pruning can be achieved by combining two regions with similar class distributions (i.e. color in Figure 2 ) that are next to each other. Similarity of class distributions can be measured by using a distance metric such as the Euclidean distance and subsequently comparing it with a threshold or by applying similarity metrics. It is important to note that all regions are hyperrectangles, thus the combined region should be a hyperrectangle as well. In other words, the lower and upper bound for all dimensions should be equal for both regions, except for one dimension where the lower bound in that dimension of one region is equal to the upper bound in the same dimension of the other region. For example, two candidate regions in Figure 2 are the regions 2 and 3 (but they differ too much in their class distribution to be merged).
Finally, we need to convert our merged decision space back to a decision tree. Unfortunately, the one-to-one mapping from tree to space is not bidirectional, as it is not possible to convert the set of k-dimensional hyperplanes, after the merge operation, to a uniquely defined decision tree. To solve this shortcoming, a heuristic approach is taken which identifies candidate splitting planes to create a node from, and then picks one from these candidates. To select a candidate, a metric (such as information gain) could be used, but this would introduce a bias. Therefore, a candidate is selected randomly. The candidate hyperplanes need to fulfill the constraint that they have no boundaries in all dimensions (or bounds equal to the lower and upper bound of the range of each dimension) except for one. To illustrate this, only one line can be identified as candidate line for the root node in the decision space in Figure 2 . This line is unbounded in the dimension of resting blood pressure but with a value of 147 as maximum heart rate (the line left of region 4).
Mutation phase
In each iteration, an individual has a certain probability to be mutated. This can be seen as an 'exploration' parameter to escape local minima. Two mutation operations are defined in genesim: either the threshold value of a random node in the decision tree is replaced with another value or two random subtrees are swapped.
Replacement phase
The population for the next iteration is created by sorting the individuals by their fitness and only selecting the first population_size individuals.
Evaluation & results
The proposed algorithm genesim is compared, regarding the predictive performance and model complexity, to two ensemble methods (Random Forests (rf) [12] & eXtreme Gradient Boosting (xgb) [13] ) and four decision tree induction algorithms (c4.5 [14] , cart [15] , guide [16] and quest [17] ). Moreover, genesim is compared to ism, which we extended with cost-complexity pruning [15] . For this, twelve data sets, having very distinct properties, from the UCI Machine Learning Repository [18] were used. An overview of the characteristics of each data set can be found in Table 1 . When the number of possible combinations was not too high, the hyper-parameters of the decision tree induction and ensemble techniques were tuned using a Grid Search technique, else Bayesian optimization was used. Unfortunately, because of a rather high complexity of genesim and ism, hyper-parameter optimization could not be applied to these techniques, giving a performance advantage to the other techniques. The ensemble that was transformed into a single model by genesim was constructed using different induction algorithms (c4.5, cart, quest and guide) combined with bagging and boosting. We applied 3-fold cross validation 10 times on each of the data sets and stored the mean accuracy and model complexity for the 3 folds. The mean accuracy and mean model complexity (and their corresponding standard deviations) over these 10 measurements can be found in Table 2 and Table 3 . In the latter table, the average number of nodes (including the leaves) for the produced decision trees is depicted for each of the decision tree induction algorithms. For the ensemble techniques, the average number of decision trees in the constructed ensemble is depicted. Bootstrap statistical significance testing was applied to construct a Win-Tie-Loss matrix, which can be seen in Figure 3 . Algorithm A wins over B for a certain data set when the mean accuracy is higher than B on that data set and the ρ-value for the bootstrap test is lower than 0.05. When an algorithm has more wins than losses compared to another algorithm, the cell is colored green (and shaded using stripes). Else, the cell is colored red (and shaded using dots). The darker the green, the more wins the algorithm has over the other. Similarly, the darker the red, the more losses an algorithm has over the other. Table 3 : Mean model complexities, expressed as either number of nodes in the resulting decision tree or number of decision trees in the ensemble (*), for the different data sets and algorithms using 10 measurements A few things can be deduced from these matrices and tables. First, we can clearly see that the ensemble techniques rf and xgb have a superior accuracy compared to all other algorithms on these data sets, and that xgb outperforms rf. While the accuracy is indeed better, the increase can be of a rather moderate size (as can be seen in Table 2 ). However, the resulting model is completely uninterpretable. Second, in terms of accuracy, the proposed genesim outperforms all decision tree induction algorithms, except c4.5. Although, genesim is very competitive to it. It wins on two data sets while losing on three and has no optimized hyper-parameters, in contrast to c4.5. For each data set, genesim used the same hyper-parameters. (such as a limited, fixed amount of iterations and using 50% of the training data as validation data). As can be seen in Figure  4 , running genesim for a higher number of iterations could result in a better model. Third, the performance of ism, which we extended with a post-pruning phase, is rather disappointing. Only guide has a worse classification performance. Moreover, the complexity of the resulting model is higher than the other algorithms as well. Finally, genesim produces very interpretable models with a very low model complexity (expressed here as the number of nodes in the tree). The average number of nodes in the resulting tree is lower than in cart and c4.5, but higher than quest and guide. But the predictive performance of the two last-mentioned algorithms is much lower than genesim. 
Conclusion
In this paper, genesim is proposed, a genetic approach for exploiting the positive properties of ensembles while keeping the result a single, interpretable model. genesim is ideally suited to support the decision-making process of experts in critical domains. Results show that in most cases, an increased predictive performance compared to naive induction algorithms can be achieved, while keeping a very similar model complexity. Results of genesim can still be improved by reducing the computational complexity of our algorithm, allowing hyper-parameter optimization and enabling our technique to run for more iterations in a feasible amount of time.
