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Abstract
A consistent market is in balance. It should not let the agents take advantage
of price dierences to make a risk-free prot at zero cost. The existence of classical
arbitrage opportunities is one of the signs to indicate ineciency in the market.
As an alternative to the classical arbitrage methods to deal with this problem,
we introduce a new indicator by using risk measures. This is done by dening a
more general type of inconsistencies that we call them -arbitrage opportunities.
We only analyze the inconsistencies of xed income markets. Finally we apply our
theory to gauge the credit quality of bonds. Especially this is useful to rate the
credibility of dierent kinds of bonds in a portfolio or market.
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11 Introduction
Measuring the risk of nancial derivatives is a major growing concern in nance. Arbi-
trage opportunities that can arise due to over or under estimating the underlying risk,
are important, closely related issues. As an alternative to the classical methods available
to deal with this problem, we introduce a new approach by using risk measures.
The type of the arbitrage that we investigate denes itself very intuitively from the
properties of risk measures. Simply saying, if under a specic risk measure, the risk of a
portfolio is less than or equal to zero then the possible positive income of the portfolio
will be considered as an arbitrage income. Balb as and L opez (2008) consider a similar
problem by dening sequential arbitrage measures. The present work parallels their
article. However, our goal is not to build arbitrage portfolios in bond markets. There
are two main purposes in this paper. First we want to create an indicator to detect
and measure such arbitrage opportunities that we refer to as inconsistencies. Second
and more importantly, we want to apply this theory to study the credit quality of bonds
issued in bond markets.
A good market must be consistent in all aspect. In other words, an integrated market
should not let agents take advantage of price dierences to make a risk-free prot at
zero cost. The existence of classical arbitrage opportunities that can arise due to over-
or under-estimation of the underlying risk, are one of the indicators of ineciencies in
the market. This problem has been investigated using classical arbitrage methods, see
Chen and Knez (1995), and also Kempf and Korn (1998). As an alternative to classical
arbitrage methods, we introduce a new indicator by using risk measures. We believe that
risk measures are more powerful and ecient tools to this eect than a classical arbitrage
approach, and one of our goals in this work is to justify why.
A typical bond price includes two parts. One is the real bond price assuming that
there is no risk of default, and the other one is the credit spread to compensate for the
risk of default. To reect this risk of default, all the bonds in the market are rated by
rating agencies. Normally, the most credible bonds are the ones issued by governments.
Our second goal is to measure this credit spread and basically study the credit quality
of the bonds. Although there might be other types of risks, here we assume that these
are restricted just to the risk of default.
We start with xed income markets like bond markets, in the hope to later develop
the method for more complicated nancial portfolios. Finally, we mention that this work
uses a combination of the approach and methods of Balb as, Balb as and Garrido (2010),
and Balb as and L opez (2008).
22 Preliminaries and Notation
Assume that uncertainty is modeled by (
;F;P), and that A = [aij] is an m  n matrix
representing a portfolio of n bonds with possible future cash ows at times i = t1;t2;:::;tm.
The column j of the matrix A is the future cash ow of the bond j of the portfolio,
bj = (a1j;a2j;:::;amj) at future dates T = ft1;t2;:::;tmg. The row i of the matrix A is the
total cash ow of the portfolio at time ti. From now on, to simplify notation, a vector
(a1;:::;am) in Rm is denoted by a, and T = tm represents the nal date of the cash ow,
the last time when a payment is made. Also assume that p = (p1;p2;:::;pn) with pj > 0
is the current price of the j-th bond.
Assume that the typical future cash ow c = (c1j;c2j;:::;cmj) of a bond or in general
of a portfolio will be reinvested and the accumulated wealth generated by this cash ow
is denoted by T(c). It is worth mentioning this reinvestment is done in xed income
markets. Although the cash ows are predetermined, because of the uctuations in
interest rates, the accumulated wealth is a random variable at the maturity time T. It
is assumed that this is the only source of randomness that makes T(c) uncertain. This
provides the motivation to dene the accumulated wealth function T : Rm ! , where
 = fT(x);x 2 R
mg;
and x = (x1;x2;:::;xm) is a vector in Rm.
To avoid technical diculties, we assume that   L2(
;F;P), or in other words
E[(T(x))2] < 1. By ignoring transaction costs, we can suppose that T is a linear
function.
To control the risk over the space L2(
;F;P), we use risk measures. For us this space
is interpreted as the space of all future gains. In general, the risk measure  can be
dened over the space R, the set of all real valued random variables, as the function
 : R ! R:
As mentioned above, in this thesis, the space R is equal to  which is a subset of
L2(
;F;P).
For any random variable X belongs to R, the quantity (X) can be interpreted as the
risk associated with the future wealth or gain X in a period of time. Artzner et al. (1997)
dene coherent risk measures through axioms. They also nd a representation theorem
on a nite probability space. Their result was later extended to general probability
spaces. They call a risk measure  coherent if it satises the following properties:
 For all X;Y 2 R, (X +Y )  (X)+(Y ). This property is called sub-additivity.
3 For all t  0 and X 2 R, (tX) = t(X). This property is called positive homo-
geneity.
 For all X 2 R and all a 2 R, (X + a) = (X)   a. This property is called
translation invariance.
 For all X;Y 2 R, if X  Y then (Y )  (X). This property is called monotonic-
ity.
Since then, their paper and the results have been extended in a variety of ways and dier-
ent types of risk measures have been introduced. For instance deviations and expectation
bounded risk measures are by Rockafellar, Uryasev and Zabarankin (2006). This paper
provides some insights towards the structure of the subgradient sets associated with risk
measures. Distortion risk measures are introduced by Wang (2000). Balb as, Garrido
and Mayoral (2008) discuss the properties of distortion risk measures. All these risk
measures are dened on a probability space. Recently, new types of risk measures have
been introduced that are dened on data sets. In Section 5, we discuss these new risk
measures. Since the risk measures are not our main topic here, we remind the reader of
two famous risk measures:
 The value-at-risk of X for  2 (0;1) is given by
V aR(X) =  inffz;FX(z) > g:
 The conditional value-at-risk is given by
CV aR(X) =  E[XjX   V aR(X)];
when FX is continuous at  V aR(X):
Note that V aR is not a subadditive risk measure and it is hard to work with in opti-
mization problems. Subadditivity will be one of our main assumptions. For this reason,
our theory is not applicable for risk measures like V aR.
Now assume that  :  ! R is any risk measure that satises the two conditions,
subadditivity (x + y)  (x) + (y) and positive homogeneity (tx) = t(x) for every
t  0 and x;y 2 . Later we may need to impose more conditions on , but for the
moment this is all we need. The composition of  and T, that we call  = T, denes
a risk measure on Rm into R that satises the subadditivity and positive homogeneity
properties. As one can see below, the additivity of T is a critical condition for the
subadditivity of :
(x + y) = (T(x + y))
= (T(x) + T(y))  (x) + (y);
4where the second equality holds by the additivity of T, while the inequality is due to
the subadditivity of .
In this work, attention is paid to  and its underlying space Rm. It is the risk measure
that will be used to analyze the bond market. From now on, we rarely talk about the
space L2(
;F;P) and the measure . We will mostly focus on the space Rm and the
measure . This allows us to work in a simplied structural world that serves as a space
for all cash ows.
Finding a suitable representation of  plays an important role in the next few sections.
Theorem 2.1. Assume that  : Rm ! R is as in Section 2, then
(y) = maxf y  z;z 2 g; (2.1)
where
 = fz 2 R
m; (y)   y  z; for all y 2 R
mg; (2.2)
and y  z is the usual inner product on Rm.
Remark 2.1. By max in the above theorem or in the rest of the section we implicitly
mean that the maximum is attained. For example in this theorem it turns out that there
exists z 2  such that (y) =  y  z: For a general interpretation of the sub-gradient
set , we refer to Artzner et al. (1999).
3 Measurement of -arbitrage
As we already mentioned, the type of arbitrage studied in this work is dened through
risk measures. The main result in this section gives a necessary and sucient condition
for the existence of what we call -arbitrage. First we present its denition.
Denition 3.1. (-arbitrage) Assume that x = (x1;x2;:::;xn) 2 Rn is representing a
portfolio consisting of xj units of bond j, for j = 1;2;:::;n. Then x is said to be a
-arbitrage portfolio if
p  x < 0 and (
n X
j=1
xja1j;:::;
n X
j=1
xjamj)  0
or, equivalently, (x  a1;:::;x  am)  0 where ai = (ai1;:::;ain) 2 Rm for i = 1;2;:::;m:
To help interpreting the above denition, note that p  x is the current price of the
portfolio, while for any 1  i  m,
Pn
j=1 xjaij is the total cash ow of the portfolio at
time ti. Hence the above denition simply says that there is no cost for the portfolio
5x and at the same time as the risk measure for the portfolio cash ow is non-positive.
Considering the fact that in a -arbitrage portfolio,  p  x is the arbitrage income, we
propose the following optimization problem that leads us to obtain the main result of
this section:
Maximize   p  x;
such that (x  a1;:::;x  am)  0;
such that x + h  0;
such that h  p  1;
such that h  0;
(3.3)
where (x;h) 2 Rn  (R+ [ f0g)n are the decision variables. As mentioned above, x
represents the portfolio composition. If it respects the above constraints, h  0 can be
interpreted as an upper bound portfolio for the short sales, whose total price can not be
larger than one unit.
Using Theorem 2.1 this optimization problem is equivalent to
Maximize   p  x;
such that (x  a1;:::;x  am)  z  0; 8z 2 
such that x + h  0;
such that h  p  1;
such that h  0:
(3.4)
We call this the primal problem. This is very similar to the optimization problems
considered in Balb as, Balb as and Garrido (2010) and Balb as and L opez (2010), the same
type of analysis works here as well. To obtain most of the results in the rest of this
section, we use constrained optimization theory, as presented in Chapter 8 of Luenberger
(1969). Following the above references, the dual of our primal problem (3.4) is
Minimize ;
such that pj = j +
Z

bj  z dv(z); j = 1;2;:::n;
such that   p;
such that   0;   0; v 2 M+():
(3.5)
From now on we assume that the maximum in the primal problem (3.4) is attained.
Then following Luenberger (1969), (x;h

) is the solution of the primal problem if and
6only if there exists (;

;v) 2 (R+ [ f0g)  (R+ [ f0g)n  M+() such that
pj = 

j +
Z

bj  z dv
(z); j = 1;2;:::;n;


 
 p;
n X
j=1
x

j
Z

bj  z dv
(z) = 0; j = 1;2;:::;n;


 (x
 + h

) = 0;

(h

 p   1) = 0;
h

 0; h

 p  1; x
 + h

 0:
A simple calculation shows that these are equivalent to
pj = 

j +
Z

bj  z dv
(z); j = 1;2;:::;n;


 
 p;
x
  (p   

) = 0;


 (x
 + h

) = 0;

(h

 p   1) = 0;
h

 0; h

 p  1; x
 + h

 0:
(3.6)
In the literature, these are called Karush-Kuhn-Tucker conditions. The dual problem
(3.5) and optimality Equations (3.6) can be further simplied. To do this, we use the
following mean-value type theorem from Balb as et al. (2010) and simplify the integral
in both the rst constraint of the dual problem (3.5) and the rst Karush-Kuhn-Tucker
equation of (3.6).
Lemma 3.1. Assume that Rm is equipped with the usual inner product,  = fz 2
Rm;(y)   yz for every y 2 Rmg, and v is a positive measure that belongs to M+().
Then there exists zv 2  such that
Z

y  z dv(z) = y  zvv(); for every y 2 R
m:
The previous explanations and Lemma 3.1 lead us to the following theorem.
Theorem 3.1. Assume that the primal problem is always nite, it reaches its optimal
value, and so the optimal solutions always exist. Then
71. The equivalent dual form of the primal problem is
Minimize ;
such that pj = j + bj  z;
such that   p;
such that   0;   0;   0; z 2 :
(3.7)
2. (x;h

) and (;

;;z) solve problems (3.4), and (3.7) respectively, if and only
if they satisfy the following Karush-Kuhn-Tucker conditions
pj = 

j + 
bj  z
; j = 1;2;:::;n;


 
p;
x
  (p   

) = 0;


 (x
 + h

) = 0;

(h

 p   1) = 0;
h

 0; h

 p  1; x
 + h

 0;

  0; 

 0; z
 2 ; 
  0:
(3.8)
The following interesting lemma bridges the optimal solution of the primal problem
to the existence of -arbitrage. The proof is a straightforward adaptation of a similar
one in Balb as and L opez (2008) and hence it is omitted.
Lemma 3.2. Assume that L is the optimal value of the primal problem. Then the
market is -arbitrage free if and only if L = 0.
Combining this lemma with Theorem 3.1 leads to the following result.
Theorem 3.2. There is no -arbitrage portfolio if and only if there exists (z;) 2
  R+ such that for every j,
pj = 
z
  bj; j = 1;2;:::;n;
where bj = (a1j;a2j;:::;amj) is the j's column of matrix A.
Proof. By Lemma 3.2 and Theorem 3.1, the non-existence of -arbitrage is equivalent to
 = 0. If  = 0 then by the second and last condition of part 3 of Theorem 3.1, we have


= 0, and therefore the rst condition gives that pj = bj  z. On the other hand
if there exists (z;) 2 R+ such that for every j, pj = z  bj, the rst and third
condition of Theorem 3.1 give 

= 0 and x  p = 0, respectively. So the optimal value
of the primal problem is zero and consequently  = 0.
8By Theorem 3.2, the existence of -arbitrage is linked to solving the following system
of equations
pj = 
z
  bj; j = 1;2;:::;n;
where bj = (a1j;a2j;:::;amj) is the j's column of matrix A. There are two cases for the
solution set of the above system. Either it is empty or non-empty. If the solution set
is non-empty then the existence of -arbitrage (for a specic risk measure ) reduces to
whether the solution belongs to   R+ or not. If the solution is in this set then for
this particular risk measure , there is -arbitrage in the market.
On the other hand if the solution set is empty, then by the above theorem this means
that for any risk measure  satisfying subadditivity and positive homogeneity, there is
-arbitrage. In other words, for such risk measures , the existence of -arbitrage is
guaranteed. In this case it is easy to prove that classical arbitrage also exists; see the
following corollary.
Corollary 3.1. Suppose that the solution set of the following system of equations is
empty,
pj = 
z  bj; j = 1;2;:::;n;
where bj = (a1j;a2j;:::;amj) is the jth column of matrix A. Then the existence of classical
arbitrage in the market is guaranteed.
As a simple case, assume that our probability space includes only two scenarios, i.e.

 = f!1;!2g with P(!1) = 1   q, P(!2) = q. Take the risk measure to be  = CV aR,
for some  2 (0;1): To model the evolution of the interest rate, we use the following one
period simple tree model
r =

r1; with probability 1   q;
r2; with probability q:
Since  is CV aR, from Rockafellar, Uryasev and Zabarankin (2006), it can be proved
that the subgradient set of  = CV aR is the following,
 = f(z1;z2) 2 R
2;z1(1   q) + z2q = 1;0  zi 
1

; for i = 1;2g: (3.9)
Using this subgradient, the representation Theorem 2.1, and manipulations one can show
that the subgradient set of  is given by
 = f(z1;1) 2 R
2;(1 + r1)  
q

(r1   r2)  z1  (1 + r1)g: (3.10)
Having a closed-form subgradient is essential in solving the optimization problems.
94 The Revised Problem
The problem that was investigated in the previous section can be modied in other ways.
These modications can help nding a better term structure of interest rate (TSIR)
envelopes (lower and upper bounds) and credit risk spreads. Also as a special case, this
includes the problem of sequential arbitrage measurements, see Balb as and L opez (2008).
Section 3, we focused on maximizing the arbitrage income subject to the rst con-
straint of problem (3.3), the risk constraint. Another perspective is to maximize the
arbitrage income and minimize the risk simultaneously. In other words, we want to
maximize the objective vector function ( p  x; (x  a1;:::;x  am)) over a constraint
set that will be specied soon. This is a multi-objective optimization problem and the
solution(s) of this problem are Pareto optimal, see http://en.wikipedia.org/wiki/
Multi-objective_optimizationformoredetails: A design point x = (x
1;x
2;:::;x
n),
in objective space, is termed Pareto optimal if there does not exist another feasible design
objective vector x = (x1;x2;:::;xn) such that xi  x
i for all i in f1;2;:::;ng, and xj < x
j
for at least one index of j, j 2 f1;2;:::;ng:
Notice that by maximizing  (x  a1;:::;x  am), the risk decreases. Maximizing this
objective vector function is equivalent to  Minimize(p  x;(x  a1;:::;x  am)). Hence
arbitrage can be given dierent denitions. For the main constraint, we select strong
sequential arbitrage (SSA), i.e. I
mAx  0, for A = [aij]mn as in Section 2, any x 2 R
and where I
m is the m  m matrix
0
B B
B B B B
@
1 0 0 ::: 0
1 1 0 ::: 0
: : : :
: : : ::: :
: : : :
1 1 1 ::: 1
1
C C
C C C C
A
:
Therefore we consider the following vector optimization problem:
Minimize (p  x;(x  a1;:::;x  am));
such that I

mAx  0;
such that x + h  0;
such that h  p  1;
such that h  0:
(4.11)
Since (x  a1;:::;x  am) is a convex function, for every optimal solution (x;h

) of
(4.11) there exists the non-zero vector (;)  0 that solves the scalar optimization
10problem
Minimize p  x + (x  a1;:::;x  am);
such that I

mAx  0;
such that x + h  0;
such that h  p  1;
such that h  0:
(4.12)
Conversely, if ; > 0, then every solution of (4.12) is also a solution of (4.11). Then
the set of solutions of (4.12), over arbitrary non-zero vectors (;)  0, covers the whole
solution set of (4.11), with possibility some more points. Hence, we x a non-zero vector
(;)  0 and focus on problem (4.12).
In order to analyze this problem we follow the same steps as for problem (3.3), al-
though there are minor modications. Inspired by Lemma 3.2, the following denition
and lemma, give sucient motivation to study problem (4.12).
Denition 4.1. The market is -strong sequential arbitrage free (-SSA) if and only if
the optimal solution of (4.12) for  =  = 1 is equal to zero.
The following lemma connects  SSA to SSA. The proof is simple and so it is omitted.
Lemma 4.1. If there is a strong sequential arbitrage opportunity in the market then there
is also a -strong sequential arbitrage opportunity.
Another equivalent form of this lemma is that if a market is -strong sequential
arbitrage free then it is strong sequential arbitrage free as well. This lemma points out
that the credit spreads and TSIR obtained by  SSA are more accurate than those
obtained by SSA.
It can be shown that (x;h

) solves (4.12) and  = p  x + (x  a1;:::;x  am) if
and only if (;x;h

) solves the following problem:
Minimize ;
such that   p  x + (x  a1;:::;x  am);
such that I

mAx  0;
such that x + h  0;
such that h  p  1;
such that h  0;   0:
(4.13)
Notice that (0) = 0, hence x = 0 and h = 0 is a feasible point for problem (4.12). So
the optimal solutions of (4.12) and (4.13) must be smaller than or equal to zero, or in
other words,   0.
11By the representation Theorem 2.1, problem (4.13) is equivalent to:
Minimize ;
such that   p  x + (x  a1;:::;x  am)  z; 8z 2 ;
such that I

mAx  0;
such that x + h  0;
such that h  p  1;
such that h  0;   0:
Similar arguments as Section 3 show that the dual problem of (4.12) is
Maximize   ;
such that v()pi = 
Z

bi  z dv(z) +   Ri + i; i = 1;2;:::;n;
such that i  pi;
such that   0;  0;  0;v 2 P();
(4.14)
where P() = fv 2 M+();v()  1g.
It is easy to check that (4.14) is equivalently represented as
Maximize   ;
such that v()pi = 
Z

bi  z dv(z) +   bi + i; i = 1;2;:::;n;
such that i  pi; i = 1;2;:::;n;
such that   0;  0;
such that 1  2      m  0;v 2 P();
(4.15)
In optimization problems (4.14) and (4.15), bi is the i-th column of matrix A. In what
follows, the equivalent form of Karush-Kuhn-Tucker conditions for problem (4.15) are
inserted within brackets.
12The Karush-Kuhn-Tucker conditions of (4.14) (respectively of (4.15)) are:
v
()pi = 

i + 
Z

bi:z dv
(z) + 
  Ri; i = 1;2;:::;n;
 
resp: v
()pi = 

i + 
Z

bi:z dv
(z) + 
  bi; i = 1;2;:::;n;
!


 
 p;
  v
()
 +
n X
i=1
x

i
 
v
()pi   
Z

bi:z dv
(z)
!
= 0; i = 1;2;:::;n;
n X
i=1
(
  Ri)x

i = 0;
 
resp:
n X
i=1
(
  bi)x

i = 0;
!


 (x
 + h

) = 0;

(h

 p   1) = 0;
h

 0; h

 p  1; x
 + h

 0; 
  0; 
  0;


 0; 
  0
 
resp: 

1  

2      

m  0
!
; v
 2 P():
(4.16)
It is easily seen that these are equivalent to
v
()pi = 

i + 
Z

bi:z dv
(z) + 
  Ri; i = 1;2;:::;n;
 
resp: v
()pi = 

i + 
Z

bi:z dv
(z) + 
  bi; i = 1;2;:::;n;
!


 
 p;
v
()
 = 

 x
;
n X
i=1
(
  Ri)x

i = 0;
 
resp:
n X
i=1
(
  bi)x

i = 0;
!


 (x
 + h

) = 0;

(h

 p   1) = 0;
h

 0; h

 p  1; x
 + h

 0; 
  0; 
  0;


 0; 
  0
 
resp: 

1  

2      

m  0
!
; v
 2 P():
(4.17)
13Now in view of Lemma 3.1, the dual problem (4.14) and Karush-Kuhn-Tucker condi-
tions (4.17) can be further simplied. The simplied dual problem is
Maximize   ;
such that 0pi = 0bi  z +   Ri + i; i = 1;2;:::;n
such that
 
resp: 0pi = 0bi  z +   bi + i; i = 1;2;:::;n
!
such that   p;
such that   0;   0;   0; 0  1; z 2 ;
such that
 
resp:   0;   0; 0  1;
such that 1  2      m  0; z 2 
!
(4.18)
and the modied Karush-Kuhn-Tucker conditions are


0pi = 

i + 

0bi  z
 + 
  Ri; i = 1;2;:::;n;
 
resp: 

0pi = 

i + 

0bi  z
 + 
  bi; i = 1;2;:::;n;
!


 
 p;


0
 = 

 x
;
n X
i=1
(
  Ri)x

i = 0;
 
resp:
n X
i=1
(
  bi)x

i = 0;
!


 (x
 + h

) = 0;

(h

 p   1) = 0;
h

 0; h

 p  1; x
 + h

 0; 
  0; 
  0;

0  1


 0; 
  0;
 
resp: 

1  

2      

m  0
!
; z
 2 :
(4.19)
By analogy to Theorem 3.1 we have the following result.
Theorem 4.1. Assume that the primal problem is always nite and that it attains its
optimal value, then
 The equivalent form of the dual problem is given by (4.18),
14 (x;h

;) and (;

;;z) solves problems (4.13) and (4.18), respectively if and
only if they satisfy the Karush-Kuhn-Tucker conditions (4.19).
Similarly to (3.2) we also obtain the following result.
Theorem 4.2. There is no -strong sequential arbitrage if and only if there exists 
1 

2      
m  0 and z 2  such that
pi =
1

(z
 + 
)  bi; i = 1;2;:::;n:
By letting  = 1 and  = 0, this gives the same result as Balb as and L opez (2008).
5 Numerical Implementation by Applying Risk Statis-
tics
The knowledge of the subgradient set  is essential in the numerical implementation.
Indeed, the probability structure of the model is embedded in this set. The subgradient
of some risk measures have already been derived, for example the subgradient of CV aR
is given in closed form by Rockafellar, Uryasev and Zabarankin (2006). However the
structure of the new risk measure , that builds on , can be totally dierent. There-
fore it is not surprising that their subgradient sets are also dierent. For instance, this
can be observed in the simple model explained in Section 3. While the subgradient of
 = CV aR is given by (3.9), the subgradient set (3.10) is dierent. Even in this simple
example, nding the subgradient set requires some manipulations, not necessarily appli-
cable for real portfolio examples. Therefore we need a tractable and practical approach
to involve the subgradient set in the numerical implementation. In what follows, we try
to solve this problem by introducing a new class of risk measures called statistical risk
measures, see Heyde, Kou and Peng (2007) for more details.
A special feature of the risk measure  is that its domain is not a random space.
One can think that  is dened on a data set. In other words each vector in Rn can
be interpreted as a set of data. This is the idea behind risk statistics as dened in
Heyde, Kou and Peng (2007). Based on this idea they dene some new risk measures
and representation theorems. Basically we want to use their representation theorems
and the structure of the subgradient sets in order to solve our numerical caveat. Here,
we review some denitions of risk statistics and as well a representation theorem from
the above paper. For proofs based on convex analysis, we refer to Ahmed, Filipovic and
Svindland (2008).
Denition 5.1. The function  : Rn ! R is a natural risk statistic if it satises the
following conditions:
15C(1) For all a 2 R and x 2 Rn, (x + a1) = (x)   a; where 1 is the n-dimensional
vector (1;1;:::;1). This property is called translation invariance.
C(2) For all t  0 and x 2 Rn, (tx) = t(x). This property is called positive homogene-
ity.
C(3) For all vectors x and y in Rn, if x  y then (x)  (y). This property is called
monotonicity.
C(4) If (xi   xj)(yi   yj)  0 for i 6= j then (x + y)  (x) + (y). This property is
called comonotonic subadditivity.
C(5) For any permutation fi1;:::;ing of f1;2;:::;ng, we have (x1;:::;xn) = (xi1;:::;xin).
This property is called permutation invariance.
The next theorem is the representation theorem of natural risk statistics. In the
following theorem and the subsequent ones, the increasing order statistics of any vector
(y1;::::;yn) is denoted by (y(1);::::;y(n)), with y(n) being the largest.
Theorem 5.1. If  is a natural risk statistic then
(x) = sup
z2
n X
i=1
zi( x)(i);
  fz 2 R
n;
n X
i=1
zi = 1 and z  0g:
Denition 5.2. The function  : Rn ! R is a coherent risk statistic if it satises the
conditions C(1), C(2), C(3), and subadditivity (not comonotonic).
Theorem 5.2. If  is a coherent risk statistic then
(x) = sup
z2
 
n X
i=1
zixi;
  fz 2 R
n;
n X
i=1
zi = 1 and z  0g:
Denition 5.3. The function  : Rn ! R is a law-invariant coherent risk statistic if it
satises conditions C(1), C(2), C(3), C(5), and subadditivity.
16Theorem 5.3. If  is a law-invariant coherent risk statistic then
(x) = sup
z2
n X
i=1
zi( x)(i);
  fz 2 R
n;
n X
i=1
zi = 1;z1  z2  :::  zn and z  0g:
All the arguments of Sections 3 and 4 and the optimization problems are still valid for
the above risk measures. The only dierence is that now we assume additional properties
for  as the composition of  and T. In the context of risk statistics, we do not assume
any probability structure and we work directly with the data. The probability structure
is embedded in the prices. Therefore interpreting the nal result is dicult from a
probabilistic point of view, and this could be an objection to this method. In applying
the above risk statistics, we use the most trivial ones. It means that we let the subgradient
 be the maximal set. This will make the optimal value lower than what it really is.
Hence if we ever get a non-zero solution (arbitrage income), it will be a lower bound, and
the actual value might be larger.
Assume that the following portfolio is homogeneous. Due to the huge last payment
Bond 1 Bond 2
Price of the bonds 1010 908:9
Cash ow 1 10 1
Cash ow 2 101000 909
Table 1: Obvious -arbitrage, two bonds portfolio.
of Bond 1, this is clearly an arbitrage portfolio. If we use any of the above risk statistic
measures with the maximal  set, the optimal value of the maximization problem still is
zero. However, we can not yet conclude that these risk measures can not detect arbitrage
in this obvious portfolio. Because one might take a non-maximal  set in each of the
above risk measures and therefore a new risk statistic to obtain a non-zero lower bound,
but this is not the only problem. In fact as we see shortly, the permutation invariance
assumption of the natural risk statistic and the law-invariant coherent risk statistic, is
not consistent with our model. But a non-zero optimal value is feasible for coherent risk
measures which is consistent with our model assumptions.
The main problem with the natural risk statistic and the law-invariant coherent risk
statistic is that they do not distinguish strictly the weights given to the cash ows at
dierent times. This is reected in Denitions 5.1 and 5.3 through property C(5) (De-
nition 5.2 is silent about it). For example by C(5), (1;0) = (0;1). Now let us explain
this. By denition (1;0) is equal to (T(1;0)), that represents the risk associated to
17the future wealth of a portfolio that pays one unit of currency at time t = t0 and nothing
at time t = t1. And of course due to the uncertainty on factors like random interest rates,
this risk is dierent from (0;1) = (T(0;1)) with a similar interpretation. In Heyde,
Kou and Peng (2007), they take data statically (i.e. at a xed time), here we take data
at dierent times.
Coherent risk statistics do not meet axiom C(5). Hence one can look for a suitable
 set and so a new risk measure that provides a non-zero lower bound. Fortunately
through numerical trials, we found out that there is such a risk measure with the following
representation,
(x) = sup
z2
n X
i=1
 zixi;
 = fz 2 R
n;
n X
i=1
zi = 1;z1  z2  :::  zn and z  0g:
But how can we interpret this risk measure? Answering this question leads to a new
representation theorem.
We introduce a new axiom to reect these dierent weights assigned at dierent times.
Instead of C(5), we use the following,
C(6): For all j > i, (ei  ej)  0; where ei and ej are the unit vectors with the
i-th and j-th coordinates of 1 and the other coordinates equal to zero.
The following argument is to motivate this assumption. For instance take the very
simple case of a two dimensional space and only two periods t0 and t1. Then e1   e2 =
(1; 1) and t1(e1   e2) = t1(1; 1); where t1 is the maturity time. In a xed market
income like ours, because the accumulation amount of one unit at time t0 can compensate
a claim of -1 at time t1, we have t1(1; 1)  0 or t1(e1 e2)  0. However more caution
is required here. If we want to take into account all the details, then this assumption is
true in general if there is no risk of default for the issuer of the bonds. Remember that
we only manipulate the bonds and no net value is invested. Therefore if it is a matter of
arbitrage income, it makes more sense to focus on the companies with a low probability
of default or at least consider homogeneous portfolios, i.e. bonds with the same credit
ratings.
Axiom C(6) can be also a probabilistic assumption. For instance here we have assumed
that this inequality is true almost surely and the probabilistic structure of the model is
embedded in this assumption. Once we study the credit measurement, we will revisit this
assumption again. Finally by assuming the monotonicity of the risk measure  we get
(t1(e1 e2))  0 or (e1 e2)  0: One conclusion of this property is that (e1)  (e2):
Remark 5.1. Note that due to market conditions and prior assumptions, other axioms
18may also be considered. The Axiom C(6) is just one possible option and in fact the
simplest one.
Denition 5.4. The function  : Rn ! R is the risk statistic DF (default free) if it
satises the axioms C(1), C(2), C(3), C(6) and subadditivity.
Theorem 5.4. If  is the risk statistic DF then
(x) = sup
z2
n X
i=1
 zixi;
  fz 2 R
n;
n X
i=1
zi = 1;z1  z2  :::  zn and z  0g:
This can be proved by simple adjustments of Ahmed, Filipovic and Svindland (2008).
In Heyde, Kou and Peng (2007) the proofs are simpler but long, while in Ahmed, Filipovic
and Svindland (2008) the proofs are shorter and more technical, based on convex analysis.
In our numerical example we use the following special version of the above risk statistic
(x) = sup
z2
n X
i=1
 zixi;
 = fz 2 R
n;
n X
i=1
zi = 1;z1  z2  :::  zn and z  0g:
By taking the maximal set, all the optimal values should be considered as a lower bonds.
In case of the portfolio represented by Table 1 the lower bound for the optimal problem
is 0.888876.
In what follows, we consider the data of two real portfolios, composed with the ve fol-
lowing bonds taken from the Yahoo Finance: http://screen.yahoo.com/bonds.html.
There is nothing special about these bonds, except that they have the same credit ratings.
Apart from this characteristic they were simply chosen randomly. The identications of
these bonds are given in Tables 2 and 3.
Example 5.1. For the portfolio that consists of the bonds 1 to 4 represented by Tables 2
and 3, the optimal value is approximately equal to   0:03857.
 The solution of the primal problem is equal to
x
1  0, x
2   0:50503, x
3   0:50018, x
4  0:00853.
 The solution of the dual problem is equal to
  0:03857, 
1  3:80981, 
2  3:85572, 
3  3:81869, 
4  0,   30:79152,
z
1  0:02711, z
2  0:02711,....
19COLGATE PALMOLIVE CO MTNS BE
As of 7-Dec-2010
OVERVIEW
Price: 98.77
Coupon(%): 1.375
Maturity Date: 1-Nov-2015
Yield to Maturity(%): 1.639
Current Yield(%): 1.392
Fitch Rating: AA
Coupon Payment Frequency: Semi-Annual
First Coupon Date: 1-May-2011
Type: Corporate
Callable: No
OFFERING INFORMATION
Quantity Available: 1240
Minimum Trade Qty: 1
Dated Date: 3-Nov-2010
Settlement Date: 13-Dec-2010
Table 2: Corporate Bond 1
The value x
1  0 means that Bond 1 can be excluded in our analysis. In order to
obtain the optimal arbitrage income, the negative values of the primal problem should be
interpreted as shortening the bond and the positive value are going for long.
An interpretation of the solution of dual problem is done in the next section. In a
short review, the value z
j is a lower bound for the real market discount factor in period
j. For instance here z
1  0:83 is a lower bound for the real market discount factor in
period 1. The quantities j can be interpreted as the credit spreads. For more details see
the next section.
Example 5.2. For the portfolio that consists of the bonds 1 to 5 represented by Tables 2
and 3, the optimal value is approximately equal to   0:04432.
 The solution of the primal problem is equal to
x
1  0, x
2  0, x
3   0:10101, x
4  0:00836, x
5  0.
 The solution of the dual problem is equal to
  0:04432, 
1  4:37731, 
2  4:43005, 
3  4:38750, 
4  0, 
5  0:67351,
  30:60751, z
1  0:02711, z
2  0:02711,....
The same interpretation for the solutions as the previous example can be done here.
20JPMORGAN CHASE & CO
As of 7-Dec-2010
OVERVIEW
Price: 99.96
Coupon(%): 2.600
Maturity Date: 15-Jan-2016
Yield to Maturity(%): 2.607
Current Yield(%): 2.601
Fitch Rating: AA
Coupon Payment Frequency: Semi-Annual
First Coupon Date: 15-Jul-2011
Type: Corporate
Callable: No
OFFERING INFORMATION
Quantity Available: 300
Minimum Trade Qty: 1
Dated Date: 18-Nov-2010
Settlement Date: 13-Dec-2010
COCA COLA CO
As of 7-Dec-2010
OVERVIEW
Price: 99.00
Coupon(%): 1.500
Maturity Date: 15-Nov-2015
Yield to Maturity(%): 1.714
Current Yield(%): 1.515
Fitch Rating: AA
Coupon Payment Frequency: Semi-Annual
First Coupon Date: 15-May-2011
Type: Corporate
Callable: No
OFFERING INFORMATION
Quantity Available: 175
Minimum Trade Qty: 1
Dated Date: 15-Nov-2010
Settlement Date: 13-Dec-2010
Bond 2 Bond 3
CHICAGO ILL GO BDS
As of 7-Dec-2010
OVERVIEW
State: Illinois
Price: 112.70
Coupon(%): 5.000
Maturity Date: 1-Jan-2014
Yield to Maturity(%): 0.780
Current Yield(%): 4.437
Fitch Rating: AA
Coupon Payment Frequency: Semi-Annual
First Coupon Date: 1-Jan-2008
Callable: No
BOND PROFILE
Type: Municipal
Insured: Yes
Alternative Minimum Tax: No
CHICAGO ILL TAXABLE GO BONDS
As of 7-Dec-2010
OVERVIEW
State: Illinois
Price: 114.35
Coupon(%): 5.400
Maturity Date: 1-Jan-2014
Yield to Maturity(%): 0.644
Current Yield(%): 4.722
Fitch Rating: AA
Coupon Payment Frequency: Semi-Annual
First Coupon Date: 1-Jan-2005
Callable: No
BOND PROFILE
Type: Municipal
Insured: Yes
Alternative Minimum Tax: No
Bond 4 Bond 5
Table 3: Corporate Bonds 2 and 3; Municipal Bonds 4 and 5
216 Credit Risk Measurement and -arbitrage
In this section we discuss an application of the theory explained in this paper, measuring
the credit risk of corporate bonds. In fact we accomplish this by obtaining some kind of
credit spread. A credit spread is basically the extra value of bonds due to their level of
risk that makes them attractive to investors. In this section we assume that the market
is free from all types of arbitrage, either -arbitrage or the classical one, and use this
assumption to estimate credit spreads.
To start we dene the following new theoretical prices
p

j = 
z
:bj; j = 1;2;:::;n;
for the n bonds, where  and z are obtained from the solution of the dual problem (3.7).
Notice that z
j is the discount factor for the period j. Here bj is the j-th column of
matrix A. By Theorem 3.2, the theoretical prices produce no -arbitrage and the optimal
solution of the dual problem (3.7) is zero, if the bonds are valued at these theoretical
prices.
In an ideal market the theoretical prices must be the same as the real ones because a
good market must be consistent and it should not provide any -arbitrage opportunities
to the agents. Therefore assuming that the market is free from arbitrage, any dierence
between the real prices and the theoretical ones should be due to the risk of default
associated with the bonds. Although there are other types of risks involved in a market,
for simplicity we only focus on the major one which is the credit risk.
We formally dene the credit spread of the Bond j to be (pj   p
j). Notice that here
we used the Theorem 3.2 to dene these credit spreads. The same procedure can be
carried out by Theorem 4.2. Indeed, applying the latter should provide more accurate
credit spreads than with Theorem 3.2 because it also counts the inconsistencies arising
due to the existence of strong sequential arbitrage opportunities in the market.
The procedure is explained through the real data portfolios and we measure the
credit risk of those bonds. Note that as one can check in Tables 2 and 3, all these bonds
have an AA rating. However, we are able to distinguish the credit worthiness of these
homogeneous bonds.
To implement the numerical procedure we use the risk statistic DF explained in the
last section. The conditions C(1), C(2), and C(3) have traditional intuitive interpreta-
tions. Condition C(6) was validated in the previous section under a default-free market
assumption. The general method to implement the numerical procedure is as follows.
For a moment assume that the bond market is default free and -arbitrage free, then
as detailed in Section 5, by applying the risk statistic DF in Denition 5.4, the optimal
solution of the dual problem (3.7) for this risk statistic  must be zero and then the
22theoretical prices are equal to the market prices. However, if these theoretical prices are
not same as the market prices (which is normally the case), then the market is either
non-default free or non--arbitrage free. At the beginning of this section we assumed
that the market is free from all types of arbitrage, so any dierence between theoretical
and market prices must be due to the risk of default. Notice that not all risk measures
are applicable due to the initial default-free assumption. However the risk statistic DF
was specically constructed to satisfy our default-free assumption.
By Karush-Kuhn-Tucker conditions (3.8), we have that pj = 
j+p
j; for j = 1;2;:::;n:
Since 
j  0, the theoretical prices are the lower bounds of the market prices. Hence
(pj  p
j) is non-negative and it is also a lower bound for the credit spreads. Other details
are explained in the following examples.
Example 6.1. First take the bonds 1 to 3 represented by Tables 2 and 3. In this case by
running the optimization problem (3.7), the optimal solution is zero. Hence the theoretical
prices are exactly the same as the market prices. However, this does not mean that credit
spreads are actually zero. What we can conclude is that the lower bounds on the credit
spreads of these bonds are zero, a trivial conclusion! Since these are corporate bonds with
AA ratings, there must be some credit spreads, even if small.
This phenomena happens because here, we do not focus on the whole market, but
rather on a small sector made of only three bonds. To get a better estimation, we should
add more data. Now let us consider the portfolio that consists of the bonds 1,2,3 and 5
represented by Tables 2 and 3. The following table summarizes the results. Notice that
pj p
j pj   p
j Revised Rating
j=1 98.77 94.96 3.81 AA2
j=2 99.96 96.10 3.86 AA4
j=3 99 95.18 3.82 AA3
j=4 112.70 112.70 0 AA1
Table 4: Credit spreads for the portfolio that consists of the bonds 1,2,3, and 5
here the lower bounds of the spreads of the rst three bonds are not zero any more. These
lower bounds are small, as the bonds have good ratings, and their ratings are close to
each other because all of them are in the same rating sector. At rst, the zero lower
bound spread of the fourth bond seems to be mysterious, but if one takes a look at the
identication of the bond, i.e. Table 3, it comes out that this is a municipal bond which
is insured.
Traditionally, municipal bonds have very low risk of default. To compare the historical
default rates of the corporate and municipal bonds, we refer to the following link, http://
23frwebgate.access.gpo.gov/cgi-bin/getdoc.cgi?dbname=110_cong_reports&docid=
f:hr835.110. The data are from Moody's and Standard & Poor's.
This study is done with a 2007 evaluation data and data for the years between 1970
and 2006. For instance, based on this study by Moody's, the historical default rates of
municipal bonds with AA ratings is 0.06% compare to 0.52% for corporate bonds with the
same rating. By Standard & Poor's, the historical default rates of municipal bonds with
AA ratings is 0.00% compare to 1.50% of corporate bonds with the same rating.
Although the municipal bonds have showed lower rates of default (especially for the
ones with good ratings), after the 2009 mortgage crisis, a zero credit spread is not realistic
even for an AA municipal bond.
Again one should pay attention that these spread estimations are just based on the
information taken from a small part of the whole market. Therefore to have more reliable
lower bounds on spreads, more data are needed. The next example shows the analysis for
the ve bonds portfolio.
Based on these spreads, we have revised the bond ratings. This is showed in the last
column of Table 4. For instance AA1 is the highest rating in this table.
Example 6.2. In this example we consider the portfolio that consists of the bonds 1 to
5 represented by Tables 2 and 3. Here, one can see the eect of adding a new bond. The
result is summarized in the following table.
pj p
j pj   p
j Revised Rating
j=1 98.77 94.96 4.38 AA3
j=2 99.96 96.10 4.43 AA5
j=3 99 95.18 4.39 AA4
j=4 112.70 112.03 0.67 AA2
j=5 114.35 114.35 0 AA1
Table 5: Credit spreads for the portfolio that consists of the bonds 1 to 5
Notice how this time the fourth bond does not have a zero lower bound credit spread
any more and also how the lower bound on spreads of the other bonds are updated and are
wider now. The fth bond is also a municipal bond and a zero lower bound credit spread
can be interpreted the same way as the fourth bound. Interestingly, the rating orders of
Example 6.1 hold here as well.
Notice that any feasible point of the optimization problem (3.7) for (n + 1) bonds
is also a feasible point for the optimization problem (3.7) with n bonds. This explains
why the lower bounds are getting wider from three to ve bonds portfolios in the above
examples.
24In general assume that we want to estimate the credit spread of a corporate bond
with the current market price p. We start constructing portfolios by adding bonds from
the market. Assume that CSn is the credit spread of this bond in a portfolio consisting
of n bonds. Note that to build a portfolio of n bonds we keep the last (n 1) bonds and
add a new bond from the market. As it was explained earlier, the sequence fCSng
1
n=2 is
an increasing sequence that is bounded from below by zero and from above by the price
of the bond. Each element of this sequence is a lower bound for the true credit spread.
Therefore theoretically this sequence is converging to its real credit spread. This is a
practical way of estimating the credit spread of corporation bonds.
Finally these examples were just for illustrative purposes. To get reliable estimates,
one should take a large pool of bonds. The more data we have, the more accurate and
reliable the estimation of the credit spreads and ratings.
The above rating system is based on the bond prices taken from the market on
December 7, 2010. These are therefore daily ratings for this specic day. These ratings
can be updated with the new prices taken either hourly, daily or based on any other
periodic time intervals.
7 Conclusions
We introduced a more general type of inconsistencies in bond markets than classical arbi-
trage opportunities and discussed the relation between them. The theory was developed
based on properties of risk measures, and a new type of risk statistics was created in
order to numerically implement the results. Finally as an application we measured the
credit quality of some real portfolios in bond markets. However we would like to mention
that although the rating system is very robust, the credit spreads are not consistent and
depending on the portfolio they change. It seems that in order to have an absolute idea
of credit worthiness, the spreads must be normalized. As a future work, we will try to
gure out this normalization procedure and obtain a consistent, robust notion of credit
spread.
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