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DERIVATIVES OF EMBEDDING FUNCTORS I: THE STABLE CASE.
GREGORY ARONE
Abstract. For smooth manifolds M and N , let Emb(M,N) be the homotopy fiber of the map
Emb(M,N) −→ Imm(M,N). Consider the functor from the category of Euclidean spaces to
the category of spectra, defined by the formula V 7→ Σ∞Emb(M,N × V ). In this paper, we
describe the Taylor polynomials of this functor, in the sense of M. Weiss’ orthogonal calculus, in
the case when N is a nice open submanifold of a Euclidean space. This leads to a description of
the derivatives of this functor when N is a tame stably parallelizable manifold (we believe that
the parallelizability assumption is not essential). Our construction involves a certain space of
rooted forests (or, equivalently, a space of partitions) with leaves marked by points in M , and
a certain “homotopy bundle of spectra” over this space of trees. The n-th derivative is then
described as the “spectrum of restricted sections” of this bundle. This is the first in a series of
two papers. In the second part, we will give an analogous description of the derivatives of the
functor Emb(M,N×V ), involving a similar construction with certain spaces of connected graphs
(instead of forests) with points marked in M .
1. Introduction
Let M , N be smooth finite-dimensional manifolds. Let Emb(M,N) and Imm(M,N) be the
space of smooth embeddings and the space of smooth immersions of M into N , respectively. Let
Emb(M,N) be the homotopy fiber of the inclusion map Emb(M,N) ↪→ Imm(M,N). Our goal
is to study the space Emb(M,N) using Michael Weiss’s orthogonal calculus [10]. To be more
specific, consider the functor from the category of Euclidean spaces to the category of spectra
defined by the formula
V 7→ Σ∞Emb(M,N × V ).
This is a functor to which one can apply orthogonal calculus. The Taylor tower of this functor
was studied in [4] in the special case when N = ∗ (from a perspective different than the one
taken here). The main result there says that the Taylor tower of the functor V 7→ Σ∞Emb(M,V )
rationally splits as a product of its homogeneous layers when the dimension of V is more than
twice the embedding dimension of M . Furthermore, the derivatives of the functor Σ∞Emb(M,V )
were described, without proof, and certain homotopy invariance properties of the derivatives,
together with the aforementioned splitting result, were used to prove a statement about the
rational homology invariance of Emb(M,V ). The goal of this paper is to describe, with proofs,
the derivatives of the functor V 7→ Σ∞Emb(M,N × V ). We will do so in the case when M and
N are tame manifolds, and N is also stably parallelizable. Here by “tame” we mean that it is
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2 GREGORY ARONE
diffeomorphic to the interior of a compact manifold with a (possibly empty) boundary. In fact,
we will, in some sense, describe the Taylor polynomials (as opposed to just the layers) of this
functor in the case when N is a nice open submanifold of a Euclidean space.
Before we can state our main result (Theorem 1.3 below), we have to review some background
material, and to introduce some definitions. We will assume that the reader is familiar with
the general idea of calculus of functors, including orthogonal calculus. The basic reference for
orthogonal calculus is [10].
Let J be the category of Euclidean spaces and linear isometric inclusions. Let D be a pointed
topological model category, e.g., the category of pointed spaces or the category of spectra. Or-
thogonal calculus is a framework for studying continuous functors from J to D. Let F : J −→ D
be such a functor. Orthogonal calculus associates with F a sequence, which we will denote
∂1F, ∂2F, . . . , ∂nF, . . ., where ∂nF is a spectrum with an action of the orthogonal group O(n). We
will call such a sequence an orthogonal sequence of spectra. If F is a spectrum-valued functor,
the n-th homogeneous layer in the Taylor tower of F is determined by ∂nF by the formula
Dn F (V ) =
(
∂nF ∧ SnV
)
h O(n)
.
Thus the sequence of derivatives of F potentially contains a lot of information about the homotopy
type of F .
In this paper, we want to use orthogonal calculus to study covariant functors on manifolds. We
will do it in the following way. Let F be a continuous isotopy functor from the category of smooth
manifolds and smooth embeddings to the category of pointed spaces (or spectra). We can apply
orthogonal calculus to F by considering the functor V 7→ F (N ×V ), where N is a fixed manifold
and V ranges over the category of Euclidean spaces. This is a functor to which orthogonal calculus
applies. Its Taylor tower, evaluated at V = R0, is a tower of functors approximating F (N), and
under favorable circumstances converging to F (N). In this paper, we call this tower “the Taylor
tower of F”. Similarly, we say that a functor on manifolds F is polynomial (or homogeneous), if
the associated functor on vector spaces V 7→ F (N × V ) is polynomial (or homogeneous) in the
sense of [10], for all manifolds N .
Example 1.1. Let N be a manifold of dimension d. Let N+∧˜Sd be the Thom space of the
tangent bundle of N . The functor
N 7→ Σ∞N+ ∧ (N+∧˜Sd)
is homogeneous linear in our sense, because
Σ∞(N × V )+ ∧ ((N × V )+∧˜Sd+V ) ' Σ∞N+ ∧ (N+∧˜Sd) ∧ SV .
Note that this functor is not a linear functor of N in the sense of Goodwillie’s calculus of homotopy
functors. If anything, it looks like a quadratic functor from that perspective (we say “looks like”,
because our example is not a homotopy functor, so it is not clear that Goodwillie’s calculus applies
to it).
We call the derivatives of the functor V 7→ F (N × V ) simply the derivatives of F . Thus in our
setting the derivatives of F , for a fixed functor F , can be thought of as an isotopy functor from
the category of manifolds to the category of orthogonal sequences of spectra
N 7→ {∂nF (N ×−)}n≥1.
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The prime example to which we would like to apply this approach is the functor
N 7→ Σ∞Emb(M,N),
where M is considered a fixed manifold. Note that the definition of Emb(M,N) as a space
requires choosing a basepoint in Imm(M,N), and if one wants Emb(M,N) to be a pointed space,
then one needs to choose a basepoint in Emb(M,N). Let h : M −→ N be the background map.
When convenient, h can be assumed to be an immersion, or even an embedding. However, our
constructions are defined if h is any continuous map, and indeed they are determined (up to
homotopy) by the homotopy class of h.
Our description of the layers of Σ∞Emb(M,N) utilizes certain spaces of partitions. For us, a
partition Λ is an equivalence relation defined on a finite set s. We call s the support of Λ. We
will need to introduce several notions of morphisms between partitions. Suppose Λ is a partition
of s, and let s′ be another finite set. Let f : s −→ s′ be a map of sets. We let f(Λ) denote the
equivalence relation on s′ that is generated by the image of Λ under f . Let Λ,Λ′ be partitions
of s and s′ respectively. A fusion of Λ into Λ′ is a map of sets f : s −→ s′ such that Λ′ = f(Λ).
It is easy to see that the composition of fusions is a fusion, and so partitions with fusions form a
category.
Let Λ be a partition of s, and let c be the set of components (equivalence classes) of Λ. It is
often convenient to represent Λ by the surjective map of sets α : s  c sending each element of
s to its component. The surjective map α induces an injective homomorphism Zc ↪→ Zs. Let
Zs/Zc be the quotient group. It is a free abelian group of rank |s| − |c|. The number |s| − |c| is
an important (to us) invariant of partitions. We call it the excess of Λ, and denote it by e(Λ).
Let Λ′ be another partition, represented by a surjection α′ : s′  c′. Let f : Λ −→ Λ′ be a fusion.
The underlying map of sets induces a homomorphism f ] : Zs′ −→ Zs. It is not hard to see that
f ] passes to a well-defined homomorphism f∗ : Zs′/Zc′ −→ Zs/Zc. This homomorphism is, in
fact, always injective. We say that f is a strict fusion if f∗ is an isomorphism. In particular,
strict fusions preserve excess. An example of a strict fusion is what we call an elementary strict
fusion, which is a fusion of Λ into Λ′ that glues together two points in different components of Λ,
and does nothing else. It can be shown that a fusion is strict if and only if it is a composite of
elementary strict fusions (Lemma 4.11).
We say that a partition is irreducible if none of its components is a singleton. For n ≥ 1, let
En be the category of irreducible partitions of excess n, and strict fusions between them. The
category En is instrumental in our description of the n-th homogeneous layer of Σ∞Emb(M,N).
An explicit description of En for n = 1, 2 is given Example 4.17, and there is a more general
discussion of the structure of En in Remark 4.18.
Next, we will define two functors on En, one covariant and one contravariant. The first functor
has to do with posets of partitions. Let Λ,Λ′ be two partitions of the same set s. We say that
Λ′ is a refinement of Λ (or, equivalently, that Λ is a coarsening of Λ′) if every component of Λ′
is a subset of some component of Λ. In this case we also write that Λ ≤ Λ′. The relation of
refinement is a partial ordering on the set of partitions of s. Let Pn be the poset of partitions of
the standard set with n-elements. Pn has both an initial and a final object, which we denote 0ˆ
and 1ˆ (the indiscrete and the discrete partition respectively). Therefore the geometric realization
of Pn, which we denote by |Pn|, is contractible (for two reasons, as it were). Inside the simplicial
nerve of Pn, consider the simplicial subset consisting of those simplices that do not contain both
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0ˆ and 1ˆ as a vertex. We denote the geometric realization of this simplicial subset by ∂|Pn|. It
is a sub-complex of |Pn|, and it does geometrically look like the boundary of this contractible
polyhedron. Define Tn to be the quotient space |Pn|/∂|Pn|. Obviously, Tn has a natural action
of Σn. It is well-known that non-equivariantly, Tn '
∨
(n−1)!
Sn−1.
Remark 1.2. This is not the first time that the spaces Tn play a role in calculus of functors. The
Spanier-Whitehead dual of Tn is the n-th Goodwillie derivative of the identity functor on the
category Top∗. Note however the following difference: previously, the spaces Tn occurred in the
derivatives of a functor with values in Top∗, while this time they occur in the derivatives of a
functor with values in suspension spectra, namely Σ∞Emb(M,N).
Now let us generalize the construction Pn as follows: for a partition Λ of s, let P(Λ) be the poset
of all partitions of s that are refinements of Λ. Again, P(Λ) has both an initial object and a final
object. Define the subcomplex ∂|P(Λ)| ⊂ |P(Λ)| analogously to ∂|Pn|, and let
TΛ = |P(Λ)|/∂|P(Λ)|.
Suppose that Λ has components of sizes n1, . . . , ni. It is not hard to see that in this case there is
a homeomorphism
TΛ ∼= Tn1 ∧ . . . ∧ Tni
which describes the homotopy type of TΛ in the general case. Note that TΛ is homotopy equivalent
to a wedge of spheres of dimension e(Λ).
Now let f : Λ −→ Λ′ be a morphism in En. It is easy to see that f induces a map of posets (which
we denote by the same letter) f : P(Λ) −→ P(Λ′) by the formula ∆ 7→ f(∆). It follows that f
induces a map of spaces f : |P(Λ)| −→ |P(Λ′)| (this much would be true for any fusion f). It is
also true that f takes boundary to boundary, i.e., f restricts to a map f : ∂|P(Λ)| −→ ∂|P(Λ′)|
(this is only true if f is a strict fusion). Thus, we have a covariant functor from the category En
to the category of pairs of spaces
Λ 7→ (|P(Λ)|, ∂|P(Λ)|).
By passing to quotient spaces, we also obtain a functor from En to pointed spaces
Λ 7→ TΛ.
Next we need to introduce another, contravariant, functor on En. It is well known that the poset
of partitions of s is a lattice, in the sense that any two partitions Λ and ∆ of s have a coarsest
common refinement, denoted ∆ ∨ Λ and a finest common coarsening, denoted ∆ ∧ Λ. Let Λ
be a partition of s. Let ∆ be another partition of s. For a partition Λ, let c(Λ) be the set
of components of Λ. Λ defines a natural partition of the set c(∆): two elements of c(∆) are
equivalent if they belong to the same component of Λ ∧∆. It is easy to see that the map of sets
s  c(∆), associated with the partition ∆, defines a natural fusion of Λ into this partition of
c(∆). Now comes the crucial definition: we say that ∆ is good relative to Λ if the above fusion is
a strict fusion. Otherwise, we say that ∆ is bad relative to Λ.
Let M be a smooth manifold. When Λ is a partition of s, we use the notation MΛ to mean M s.
This is the space of maps from Λ to M . Suppose that Λ is represented by the surjection s  c.
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The surjection induces an inclusion map M c ↪→M s. We identify M c with its image in M s. This
is the diagonal subspace of M s associated with Λ. Now define the space ∆ΛM ⊂MΛ as follows
∆ΛM =
⋃
∆ is bad
relative to Λ
M c(∆).
In words, ∆ΛM is the union of diagonals that are bad relative to Λ.
Let f : Λ −→ Λ′ be a morphism in En. Clearly, f gives rise to a map MΛ′ −→MΛ. It also is true
that this map restricts to a map ∆Λ
′
M −→ ∆ΛM . Thus we have a contravariant functor from
En to pairs of spaces
Λ 7→ (MΛ,∆ΛM).
Given the category En and a (contravariant) functor from En to spaces, we can assemble this data
by means of the following standard construction. Define En nMΛ to be the topological category
where an object is a pair of the form (Λ, α) where Λ is an object of En, and α : Λ −→ M is a
point of MΛ. A morphism
(Λ, α) −→ (Λ1, α1)
consists of a morphism Λ −→ Λ1 in En, that takes α1 to α via the functoriality of MΛ. This
is a topological category, in which the space of objects is topologized as the disjoint union of
spaces of the form MΛ, and the space of morphisms also has a topology (topological categories
are reviewed in Section 3). Inside this category we have a subcategory that we will denote by
En n∆ΛM It is the full subcategory of En nMΛ consisting of objects (Λ, α) where α ∈ ∆ΛM .
Next, we would like to define a contravariant functor
Ψ: En nMΛ −→ Spectra .
Recall that we have a map h : M −→ N at the background, coming from the chosen basepoint
in Imm(M,N) or Emb(M,N). One can think of h as an immersion or even an embedding if one
wishes, but this does not matter for the construction we want to make now. Let (Λ, α) be an
object of En nMΛ. Let CylΛ be the mapping cylinder of the surjection representing Λ. There is
a natural inclusion i : s ↪→ CylΛ which induces a map i∗ : NCylΛ −→ N s. Notice that h◦α defines
a point in N s. Let ΩΛhαN be the space defined by means of a pullback square
ΩΛhαN −→ NCylΛ
↓ ↓ i∗
∗ h◦α−→ N s
Notice that if, for example, N is connected then there is an equivalence
ΩΛhαN ' (ΩN)e(Λ)
where ΩN is the ordinary loop space of N (for some choice of basepoint). This is because the
quotient CylΛ / s(Λ) is homotopy equivalent to a wedge of e(Λ) circles.
Finally, define the functor Ψ on objects of En nMΛ by the formula
Ψ(Λ, α) = Map∗
(
TΛ,Σ∞ΩΛhαN+ ∧ Sd e(Λ)
)
.
Since our source category is a topological category, this spectrum really should be thought of as a
fiber in a “homotopy bundle of spectra” over MΛ (the notion of a homotopy bundle of spectra is
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reviewed in Section 2.2). The contravariant functoriality of Ψ is determined by the fact that TΛ
is a covariant functor on En, and by the observation that a morphism f : Λ −→ Λ′ in En, together
with a choice of α′ ∈MΛ′ determines a map (which is, incidentally, a homotopy equivalence)
ΩΛ
′
hα′N+ ∧ Sd e(Λ
′) −→ ΩΛhα′fN+ ∧ Sd e(Λ).
Let
N˜atEn
(
(MΛ,∆ΛM); Map∗
(
TΛ,Σ∞ΩΛhαN+ ∧ Sd e(Λ)
))
be the fiber of the map
lim
EnnMΛ
Ψ −→ lim
Enn∆ΛM
Ψ.
During the introduction, we will some times abbreviate this as N˜atEn(−,−). The notation is
meant to suggest a space (more precisely, a spectrum) of “twisted natural transformations”. MΛ
is a contravariant functor on En. The construction
Λ 7→ Map∗
(
TΛ,Σ∞ΩΛhαN+ ∧ Sd e(Λ)
)
also tries to be a contravariant from En to Spectra, but it also is a bundle over MΛ. In this
situation, one can define a space (or spectrum) of twisted natural transformations, analogous to
the usual space of natural transformations, where mapping spaces are replaced with spaces of
sections of bundles of spaces (or, as it is happens in our case, bundles of spectra). The relevant
definitions are given in sections 2.2, 3, and especially 3.3.2. Moreover, the notation is supposed
to remind us that we only are looking at natural transformations whose restriction to ∆ΛM is
trivial.
We are finally ready to state our main result.
Theorem 1.3. Suppose that M is tame, and N is a tame stably parallelizable manifold. There
is a natural weak equivalence between Dn Σ∞Emb(M,N) and
N˜atEn
(
(MΛ,∆ΛM); Map∗
(
TΛ,Σ∞ΩΛhαN+ ∧ Sd e(Λ)
))
.
Remark 1.4. We believe that the theorem holds almost as stated without the assumption that N is
stably parallelizable, except that in place of the smash product with Sd e(Λ) one would have a Thom
space of a certain evident bundle. However, our proof of the theorem relies on a description of the
Taylor polynomial (as opposed to just the homogeneous layer) of the functor Σ∞Emb(M,N), and
we do not know how to describe the Taylor polynomials without an assumption of parallelizability.
Remark 1.5. The spectrum of natural transformations that appears in the statement of the main
theorem can be described as the spectrum of restricted sections of a certain homotopy bundle of
spectra over the coend (
MΛ,∆ΛM
)⊗Λ∈En (|P(Λ)|, ∂|P(Λ)|) .
Note that this coend is a pair of spaces. “Restricted” means that we are only looking at sections
that are trivial on the subspace part of the pair. To put it a little differently: we are thinking
of the bundle of spectra, whose generic fiber is Σ∞ΩΛhαN+ ∧ Sd e(Λ), as defining a kind of twisted
cohomology theory on the category of (pairs of) spaces over MΛ ⊗En |P(Λ)|, and we are taking
the relative cohomology of the pair given by the coend above.
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M
m1 m2
m3 m4
M
m1
m2
m3
N N
h(m1)
h(m2)
h(m3)
h(m4) h(m1)
h(m2)
h(m3)
v1
v4
v3
v2
v2
v3
v1
Figure 1. The fundamental homotopy bundle in the case n = 2: Above, we have
two points in MΛ ⊗E2 |P(Λ)| - the space of forests of excess 2 with leaves marked
by points in M , and underneath each one of them, a point in the corresponding
fiber ΩΛhαN+ ∧ S2d. The vectors v1, v2, . . . represent the part having to do with
S2d. The reason this part is there is that our space is really the Thom space of a
pullback of the normal bundle of N c(Λ) in N s(Λ). In this picture, a normal vector
to the diagonal N in N i is represented by an i-tuple of tangent vectors that add
up to zero.
Remark 1.6. An alternative way to think of the space |P(Λ)| is as the space of rooted forests
whose underlying partition is Λ. It follows that MΛ ⊗En |P(Λ)| can be thought of as the space
of rooted forests, whose leaves are marked by points of M , and whose underlying partition has
excess n. In Figure 1, we try to illustrate this space of forests in the case n = 2, together with the
fundamental homotopy bundle over it. This viewpoint will be developed further in the second
part of the series [1], where we will give an analogous description of the derivatives of Emb(M,N)
as the twisted cohomology of a certain space of connected graphs (as opposed to forests) with
points marked by elements of M .
It may not be immediately obvious that what we have described in Theorem 1.3 is a homogeneous
functor of N . The reason is that, first, Σ∞ΩΛhαN+ ∧ Sd e(Λ) is a homogeneous functor of degree
e(Λ), and the spectrum described in Theorem 1.3 is a compact homotopy limit of such functors.
To make this more explicit, we will observe (Remark 4.18) that the category En admits a nice
filtration by certain sub-categories E in, where 1 ≤ i ≤ n and E in is the category of partitions of
excess n and support of size ≤ n + i. Accordingly, the category En n MΛ can be filtered by
sub-categories E in nMΛ. Obviously, there is a tower of restriction maps
N˜atEn(−,−) = N˜atEnn (−,−) −→ N˜atEn−1n (−,−) −→ · · · −→ N˜atE1n(−,−).
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Proposition 1.7. The homotopy fiber of the map N˜atEin(−,−) −→ N˜atEi−1n (−,−) is equivalent
to the product ∏
[Λ]
Γ
(
(Mn+i,∆n+iM); Map∗
(
TΛ,Σ∞ΩΛhαN+ ∧ Sd e(Λ)
))ΣΛ
.
Here the product is indexed by isomorphism types of objects of E in \ E i−1n , i.e., isomorphism types
of irreducible partitions of excess n and support of size n + i. Thus Mn+i = MΛ, and ∆n+iM
stands for the fat diagonal in Mn+i. Γ(−,−) stands for the spectrum of restricted sections of
the natural bundle of spectra over MΛ whose fiber at a point α is Map∗
(
TΛ,Σ∞ΩΛhαN+ ∧ Sd e(Λ)
)
(“restricted” means that we demand that the section restricts to the trivial section on ∆n+iM).
ΣΛ is the group of automorphisms of Λ. It acts on the bundle of spectra, and the superscript ΣΛ
indicates that we are taking sections that are invariant under the action.
Example 1.8.
N˜atE1n(−,−) ' Γ
(
(Mn+1,∆n+1M); Map
(
Tn+1,Σ∞ΩΛhαN+ ∧ Sdn
))Σn+1
.
On the other extreme, the homotopy fiber of the map N˜atEnn (−,−) −→ N˜atEn−1n (−,−) is equiva-
lent to
Γ
(
(M2n,∆2nM); Map∗
(
T∧n2 ,Σ
∞ΩΛhαN+ ∧ Sdn
))Σ2oΣn
.
In the case when M is one-dimensional, this term corresponds to the “chord diagrams” familiar
from knot theory.
Remark 1.9. Since Σ∞Emb(M,N) is, in addition to being a covariant functor of N , also a
contravariant functor of M (where M is considered an object in a suitable category of mani-
folds over N), one can apply embedding calculus [11] to this functor, and also to the functor
Dn Σ∞Emb(M,N). Propositioin 1.7 in fact describes the Taylor tower in the sense of embedding
calculus of Dn Σ∞Emb(M,N). In particular, it shows that Dn Σ∞Emb(M,N) is, as a functor of
M , a polynomial functor of degree 2n, and it has layers in degrees between n+ 1 and 2n.
Notice that if Λ is a partition of a set with n+ i elements, then ΣΛ is a subgroup of the symmetric
group Σn+i. Σn+i is acting freely on the complement of ∆n+iM in Mn+i, and so the action of ΣΛ
is free as well. Since (Mn+i,∆n+iM) is equivariantly equivalent to a finite relative CW complex,
it follows that
Γ
((
Mn+i,∆n+iM
)
; Map∗
(
TΛ,Σ∞ΩΛhαN+ ∧ Sd e(Λ)
))ΣΛ '
' Γ
((
Mn+i,∆n+iM
)
; Map∗
(
TΛ,Σ∞ΩΛhαN+ ∧ Sd e(Λ)
))
h ΣΛ
by a standard Adams-isomorphism type argument. In this form, it is easy to see that the functor
is homogeneous of degree e(Λ). It follows that the functor
N˜atEn
(
(MΛ,∆ΛM); Map∗
(
TΛ,Σ∞ΩΛhαN+ ∧ Sd e(Λ)
))
is homogeneous of degree e(Λ), because if a functor resolves into a finite tower of fibrations where
each fiber is homogeneous of degree n, then the functor itself is homogeneous of degree n.
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Remark 1.10. The description of the layers of the functor Σ∞Emb(M,N) extend automatically
to a description of the layers of any functor of the form N 7→ E ∧ Emb(M,N), where E is a
spectrum. One just replaces “Σ∞” with “E∧” everywhere in the formula. For example, if we
take E = HR, the Eilenberg-Mac Lane spectrum of our favorite coefficient ring, then the Taylor
tower of the functor HR∧Emb(M,N) gives rise to a spectral sequence for H∗(Emb(M,N);R)
(the Taylor tower is known to converge if 2 dim(M) + 1 < dim(N)). The formula for the layers
in this case is
N˜atEn
(
(MΛ,∆ΛM); Map∗
(
TΛ,HR∧ΩΛhαN+ ∧ Sd e(Λ)
))
,
which in turn breaks up into pieces of the form
Γ
(
(Mn+i,∆n+iM); Map∗
(
TΛ,HR∧ΩΛhαN+ ∧ Sd e(Λ)
))ΣΛ
.
This homotopy groups of this spectrum are given, roughly speaking, by the equivariant cohomol-
ogy of the space Mn+i/∆n+iM ∧ TΛ with certain local coefficients. The upshot of all this is that
while this is not a trivial calculation, quite a lot is known about the equivariant cohomology of
the spaces Mn+i/∆n+iM and TΛ (references [2, 3] contain some information about the latter),
and so it might be possible to do some interesting calculations with these formulas. We intend
to come back to this in a future paper.
If one wants to, one can rewrite the functor given in Theorem 1.3 in the canonical form of a
homogenous functor, represented by a spectrum with an action of O(n). To do this, proceed as
follows. Let Λ be an object of En. Thus Λ is a partition of some set s. We call s the support of
Λ, and when we want to underscore the dependence of s on Λ we write s(Λ) for the support of Λ.
Recall that CylΛ is the mapping cylinder of the surjection representing Λ and that s(Λ) ⊂ CylΛ.
For any Λ in En, H1(CylΛ, s(Λ);R) is isomorphic to Re(Λ) ∼= Rn. Let Iso
(
Rn,H1(CylΛ, s(Λ);R)
)
be
the space of vector space isomorphisms. This is a space homeomorphic to GLn(R) with a canonical
action of O(n). Let us denote this space by GL(Λ). Thus the assignment Λ 7→ GL(Λ) defines
a contravariant functor from En to spaces with an action of O(n). Now define the semi-direct
category in the evident way
En n
(
GL(Λ)×MΛ) .
This is a category with an action of O(n). Standard manipulations with limits yield the following
proposition as a corollary of Theorem 1.3.
Proposition 1.11. There is a natural equivalence between Dn Σ∞Emb(M,N) and
N˜atEn
((
GL(Λ)× (MΛ,∆ΛM)) ; Map∗ (TΛ,Σ∞ΩΛhαN+ ∧ Sd e(Λ)))O(n) .
Equivalently, the n-th derivative of the functor is the spectrum with an action of O(n)
N˜atEn
((
GL(Λ)× (MΛ,∆ΛM)) ; Map∗ (TΛ,Σ∞ΩΛhαN+ ∧ Sd e(Λ))) ∧ SAdn
where Adn is the adjoint representation of O(n).
Remark 1.12. The twist by the adjoint sphere arises because of the way Adams’ isomorphism
works for compact Lie groups. For a spectrum Cn with an action of O(n), there is a natural
zig-zag of maps
(Cn ∧ SAdn)hO(n) −→ ChO(n)n .
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This map is a weak equivalence if Cn is a finite spectrum with a free action of O(n).
Next, we make a remark about the homotopy invariance of the layers. It is easy to see that our
description of the layers only depends on the stable homotopy types of M , N and the basepoint
map h : M → N . More precisely, we have the following corollary.
Corollary 1.13. Let E be a spectrum. Suppose that N and N1 are stably parallelizable manifolds
of the same dimension. Suppose that the embeddings h : M → N and h1 : M1 → N1 are related
by a diagram of the form
M −−−−→ N
∼=E∗
y y∼=E∗
X −−−−→ Y
∼=E∗
x x∼=E∗
M1 −−−−→ N1
where X and Y are spaces and all the vertical maps induce an isomorphism in E∗-homology.
Then the layers DnE ∧ Emb(M,N) and DnE ∧ Emb(M1, N1) are homotopy equivalent.
Remark 1.14. We believe that a version of the corollary holds without the parallelizability as-
sumption, but in this case one would need to demand that N and N1 are tangentially homotopy
equivalent in a suitable sense.
An important special case is when N is a Euclidean space. In this case, our custom is to use V
instead of N , so we are looking at the functor Σ∞Emb(M,V ), where V is a Euclidean space. In
this case, ΩΛhαV is contractible, and Ω
Λ
hαV+ ∧ Sd e(Λ) can be simplified to SV e(Λ). Moreover, it is
not difficult to see that in this case, all the different spheres SV e(Λ) can be identified with a single
sphere SnV , and the various section spaces become equivariant mapping spaces. Theorem 1.3
specializes to the following
Corollary 1.15. Dn Σ∞Emb(M,V ) is equivalent to
Map∗
(
GL(Λ)+ ∧M [Λ] ⊗En TΛ,Σ∞SnV
)O(n) '
' Map∗
(
GL(Λ)+ ∧M [Λ] ⊗En TΛ,Σ∞SAdn ∧ SnV
)
h O(n)
where M [Λ] = MΛ/∆ΛM , considered as a contravariant functor on En. The symbol ⊗En stands
for the coend of a contravariant functor and a covariant functor.
And corollary 1.13 specializes to the following.
Corollary 1.16. Suppose that M1 and M2 are related by a zig-zag of maps that induce equivalence
in E∗-homology. Then
DnE ∧ Emb(M1, V ) ' DnE ∧ Emb(M2, V )
for any choice of basepoint embeddings M1 ↪→ V and M2 ↪→ V .
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This corollary was used in [4].
Now let us discuss the proof of Theorem 1.3. A good way to start understanding the functor
Σ∞Emb(M,N) and other similar functors is to first investigate the case when M is the disjoint
union of finitely many open balls (one could say that Embedding Calculus [11] is about reducing
the case of general M to this case). So let us suppose that M ∼= Dm × k, where Dm is the
unit open ball in Rm and k is a finite set. Let C(k,N) be the familiar configuration space of
k-tuples of disjoint points in N . C(k,N) can be identified with Emb(k,N), where k is viewed as a
zero-dimensional manifold. Similarly, Nk may be identified with Imm(k,N). Let C(k,N) (which
could also be called Emb(k,N)) be the homotopy fiber of the inclusion map C(k,N) −→ Nk.
There are maps Emb(Dm×k,N) −→ C(k,N) and Imm(Dm×k,N) −→ Nk defined by evaluation
at the center of each ball. There is a commutative square, where the horizontal maps are the
evaluation maps, and the vertical maps are inclusions
Emb(Dm × k,N) −−−−→ C(k,N)y y
Imm(Dm × k,N) −−−−→ Nk
.
It is well-known that this square is a homotopy pullback. It follows that the induced map on
vertical homotopy fibers Emb(M,N) −→ C(k,N) is a homotopy equivalence (these definitions
depend on a choice of a basepoint h ∈ Imm(Dm × k,N), which we suppress for now). It follows
that there is a homotopy equivalence, natural in N , Σ∞Emb(M,N) −→ Σ∞C(k,N). Therefore
the two functors have homotopy equivalent Taylor towers.
To analyze the Taylor tower of Σ∞C(k,N), let us consider the functor C(k,N) first. One can
identify C(k,N) with Nk \∆kN , where ∆kN ⊂ Nk is the fat diagonal. ∆kN can be identified
with the union (= colimit) of the spaces N c(Λ) where Λ ranges over the category of non-discrete
partitions of k. For the purposes of the introduction, let us denote this category by P0k . It follows
that C(k,N) can be identified with the intersection (= limit) of the spaces Nk\N c(Λ). Stabilizing,
one obtains a natural map
Σ∞C(k,N) −→ holim
Λ∈P0k
Σ∞Nk \N c(Λ)
and we prove that this map is a homotopy equivalence (Proposition 5.8). Similarly, we obtain a
homotopy equivalence
(1) Σ∞C(k,N) −→ holim
Λ∈P0k
Σ∞ hofiber
(
Nk \N c(Λ) −→ Nk
)
.
It turns out that Σ∞ hofiber
(
Nk \N c(Λ) −→ Nk) is, as a functor of N , homogeneous of degree
e(Λ). In fact, there is a natural equivalence
Σ∞ hofiber
(
Nk \N c(Λ) −→ Nk
)
' Σ∞ΩΛhN+ ∧ Sd e(Λ),
which should explain why the latter functor serves as a basic building block in our main theorem.
Thus, Equation (1) essentially provides a model for the Taylor tower of Σ∞Emb(M,N) when M is
a finite set. It is not hard to conclude from (1) that Theorem 1.3 is correct in this case. Moreover,
Emb(M,N) and the model of Dn Σ∞Emb(M,N) given by the theorem are both homotopy invari-
ant under replacing M with M×W , where W is a Euclidean space (or equivalently an open ball).
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It follows that the theorem is correct when M = Dm × k. This constitutes a significant advance
towards proving the theorem for a general M . In fact, it would almost amount to a proof, except
in order to make the required leap it is necessary to have a model for Dn Σ∞Emb(Dm × k,N)
that is (contravariantly) functorial with respect to embeddings in the variable Dm× k. However,
the model given by (1) really depends on identifying M with a finite set, and is only functorial
with respect to inclusions of finite sets. We are missing embeddings between manifolds of the
form Dm × k that are not injective on pi0. Thus, we need a model for Emb(Dm × k,N) that has
more functoriality in the first variable than C(k,N).
At this point we pause to make some simplifying assumptions on M and N . An easy calculus
argument shows that it is enough to prove the main theorem in the case when N is a nice
submanifold of a Euclidean space, and the background map h : M −→ N is a codimension zero
embedding. We say that a submanifold N of a Euclidean space W is “nice”, if N is the interior of
a closed codimension zero submanifold N ⊂ W with a boundary, and there exists an  > 0 such
that subset of N consisting of points that have distance ≤  from the boundary ∂N deformation
retracts onto ∂N . For example, if N is a tubular neighborhood of a compact manifold without
boundary then N is nice. Note also that if N is a nice submanifold of W , and W1 is another
Euclidean space, then N ×W1 is a nice submanifold of W ×W1. We can assume that N is nice,
because if N is a tame stably parallelizable manifold then there exist Euclidean spaces W0,W
such that N×W0 embeds as a nice open submanifold of W . But for any functor F , the derivatives
(and therefore the layers) of the functor FW0(V ) := F (W0 × V ) determine the derivatives (and
therefore the layers) of the functor F (V ). Indeed, if we denote the former functor by FW0 , then
∂nF ' ΩnW0∂nFW0 . The reason we may assume that h is a codimension zero embedding is that,
first, we can assume that h is an embedding after crossing N with a Euclidean space, and second,
the homotopy type of Emb(M,N) does not change if M is replaced with its tubular neighborhood
in N .
So, let us assume that N is a nice submanifold of a Euclidean space W , and M is homeomorphic
to a disjoint union of open balls in W . When N is an open subset of W and U is an open ball
in W , let us define the space of standard embeddings from U to W , denoted sEmb(U,W ), to be
the space of embeddings that differ from the inclusion by a translation (thus sEmb(U,W ) ∼= W ).
Define sEmb(U,N) to be the subset of sEmb(U,W ) consisting of those standard embeddings
whose image lies in N . Finally, for M a disjoint union of open balls, define sEmb(M,N) to be
the space of embeddings that are standard on each connected component of M . Suppose that
M has k connected components. Let C(k,N) be the configuration space of k-tuples of disjoint
points in N . There is an evident map sEmb(M,N)→ C(k,N) given by evaluation at the center
of each ball. It is well-known, and not hard to show, that if the balls making up M are small
enough then this evaluation map is a homotopy equivalence (here one has to use the assumption
that N is nicely embedded). We will always assume that this condition is satisfied. Similarly,
we may define sImm(M,N) to be the space of all maps from M to N that are standard on
each ball (such maps are automatically immersions, which justifies the notation). Clearly, when
the connected components of M are small enough, evaluation at centers induces an equivalence
sImm(M,N) −→ Nk. These maps factor through Emb(M,N) and Imm(M,N), so we have a
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commutative diagram
sEmb(M,N) −−−−→ Emb(M,N) −−−−→ C(k,N)y y y
sImm(M,N) −−−−→ Imm(M,N) −−−−→ Nk
where the composed horizontal maps are weak equivalences (assuming, automatically, that the
components of M are small enough). Let sEmb(M,N) be the homotopy fiber of the map
sEmb(M,N) −→ sImm(M,N). We have an equivalence sEmb(M,N) → Emb(M,N). Next,
we construct an explicit model of the Taylor polynomials of the functor Σ∞sEmb(M,N). This
model is a direct generalization of the model we gave previously for Σ∞C(k,N). It is based on
the category of partitions of M . But now it is functorial with respect to standard embeddings
in the variable M . From our model of the Taylor polynomials of Σ∞sEmb(M,N), we derive a
model for Dn Σ∞sEmb(M,N). En route, we observe that our model for Dn Σ∞sEmb(M,N) is,
as a functor of M , functorial not only with respect to standard embeddings in the variable M ,
but with respect to all maps in this variable. This is the basic reason that Dn Σ∞sEmb(M,N) is
essentially a (contravariant) homotopy functor of M . Our model of Dn Σ∞sEmb(M,N) is equiv-
alent, functorially in M , to the model give by Theorem 1.3 in the case when M is the disjoint
union of open balls. This is enough to conclude the main theorem.
Section by section outline: In Section 2 we deal with preliminaries. After specifying the exact
meaning of “space”, “spectrum” and “manifold”, we review some notions of fiberwise homotopy
theory, both stable and unstable. In particular, we recall the definition of a homotopy bundle of
spectra, and how it represents a generalized cohomology with local coefficients. In Section 3 we
review some definitions having to do with topological categories (where the space of objects itself
may have a topology) and the notion of a functor from a topological category to the category of
spaces. There certainly is nothing new in this section, but we could not find a good reference
for the definition of a functor in the general setting that we needed, so we wrote one down. We
also include a discussion of homotopy limits of functors on a topological category, and spaces
of natural transformations. At this point, we introduce the notion of spaces of twisted natural
transformations, and study some of their properties.
In Section 4 we discuss partitions and various kinds of morphisms between them, as well as other
notions about partitions that we need. We introduce the “space of non-locally constant maps”
from a partition Λ to a manifold N . This space can be denoted by NΛ \N c(Λ), and it serves as a
basic building block for much that is done in this paper. In Section 5 we begin to study the orthog-
onal tower in some baby cases related to Σ∞Emb(M,N). In particular, we write down a model
for Dn Σ∞C(k,N) (Proposition 5.8). We also study the functor Σ∞ hofiber(NΛ \N c(Λ) −→ NΛ),
and show that it is equivalent to ΩΣ∞(ΩΛαN)+ ∧ Sd e(Λ) (Lemma 5.2). In Section 6 we introduce
spaces of standard embeddings, denoted sEmb(M,N), and show how our analysis of C(k,N)
extends to Emb(M,N). In Section 7 we write down a functorial model for Dn Σ∞sEmb(M,N)
(where M and N are manifolds for which sEmb(M,N) is defined). In the last section we complete
the proof of Theorem 1.3 and Proposition 1.7.
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2. Preliminaries
2.1. Spaces and spectra. Throughout this paper, space, means a compactly generated, weak
Hausdorff topological space. A pointed space is a space with a chosen basepoint. We let Top and
Top∗ denote the categories of spaces and pointed spaces respectively. It is well-known that Top
and Top∗ are closed symmetric monoidal categories. For two (pointed) spaces X and Y , we let
Map(X,Y ) (Map∗(X,Y )) denote the (pointed) space of (pointed) maps from X to Y .
We take a very old fashioned approach to spectra. For us, a spectrum is a sequence of pointed
spaces {En}∞n=0, together with maps S1 ∧ En −→ En+1. An important role in this paper will be
played by suspension spectra, including suspension spectra of unpointed spaces. For a pointed
space X, the suspension spectrum of X, denoted by Σ∞X, is the spectrum {Sn ∧X}∞n=0. This
construction can be extended to unpointed spaces as follows. For any space X let Σ˜∞X be the
homotopy fiber (defined level wise) of the map Σ∞X+ −→ Σ∞S0 that is induced by the map
X −→ ∗ (X+ denotes the space X with a disjoint basepoint added). There is a natural map
Σ˜∞X −→ Σ∞X that is a homotopy equivalence for any choice of a non-degenerate basepoint
in X. Therefore, the construction Σ˜∞X is a way to construct a “suspension spectrum” for an
unpointed space. Subsequently, we will just use the notation Σ∞X to mean the usual suspension
spectrum when X is pointed, and to mean Σ˜∞X when X is unpointed, or when we do not want
to commit to a specific choice of basepoint.
2.2. Fiberwise homotopy theory. We will need some notions from the theory of fiberwise
spaces and spectra.
A fiberwise space over B is the same thing as a map of spaces f : E −→ B. One thinks of f as
defining a family of spaces, parametrized by points of B. We will often use the letter F to denote
a generic fiber in a fiberwise space, and use Fb to denote f−1(b), where b ∈ B. A fiberwise pointed
space over B (often called an ex-space in the literature) consists of a map f : E −→ B, together
with a section s : B −→ E. The section s endows each fiber of f with a basepoint.
Let E be a fiberwise pointed space over B, and let K be a pointed space. The fiberwise wedge
sum of K and E, denoted by K ∨B E is defined to be the pushout of the diagram
K ×B ←− B s−→ E.
K ∨B E is a pointed space over B, whose fiber at every point b ∈ B is homeomorphic to K ∨ Fb.
The fiberwise product of K and E is, simply, the space K × E, which is obviously a space over
and under B. Finally, the fiberwise smash product of K and E, denoted K ∧B E, is defined to
be the pushout of the diagram
B ←− K ∨B E −→ K × E
K ∧B E is a fiberwise pointed space over B, whose fiber at b is K ∧ Fb.
Similarly, MapB(K,E) is defined to be the fiberwise pointed space over B, whose fiber at b is
Map∗(K,Fb). More precisely, it is defined to be the subspace of the full mapping space Map(K,E),
consisting of maps α : K −→ E such that the image of α lies entirely inside one fiber Fb, for some
b ∈ B, and such that the map α : K −→ Fb is a pointed map, where the basepoint of Fb is s(b).
With these constructions, the category pointed spaces over B is tensored and cotensored over
Top∗. There is an adjunction, where F (−,−) denotes, just for the moment, the space of maps in
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the category of pointed spaces over B.
F (K ∧B E1, E2) ∼= F (E1,MapB(K,E2))
(see [9], Proposition 1.2.8).
Remark 2.1. It is not difficult to see that there is a homeomorphism
Γ(MapB(K,E)) ∼= Map∗(K,Γ(E)),
Where Γ(E) is the space of sections of E, considered as a pointed space.
Let I = [0, 1]. Having the construction of fiberwise product with I (and fiberwise smash product
with I+) enables one to define the notions of a (pointed) fiberwise homotopy between fiberwise
maps, and a fiber homotopy equivalence between fiberwise spaces. Note that the condition that a
fiberwise map f : E1 −→ E2 is a fiber homotopy equivalence is in general much stronger than the
condition that f induces a homotopy equivalence on all fibers. Note also that a fiber homotopy
equivalence induces a homotopy equivalence of spaces of sections.
Another important example of fiberwise smash product and fiberwise mapping space is provided
by the fiberwise suspension and the fiberwise loop space, denoted S1∧B E and ΩBE respectively.
These constructions enable us to define the notion of a fiberwise spectrum.
Definition 2.2. A fiberwise spectrum over B is a sequence {En}∞n=0 of fiberwise pointed spaces
over B, together with fiberwise pointed maps
S1 ∧B En −→ En+1
(or, equivalently
En −→ ΩBEn+1)
for each n = 0, 1, 2, . . ..
An example of a fiberwise spectrum is the fiberwise suspension spectrum Σ∞B E of a fiberwise
pointed space E. The fiberwise spectrum Σ∞B E is defined by the sequence of pointed spaces over
B, {Sn ∧B E}∞n=0. The structure maps are constructed using the evident isomorphisms
S1 ∧B (Sn ∧B E)
∼=−→ (S1 ∧ Sn) ∧B E ∼=−→ Sn+1 ∧B E.
An important construction associated with fiberwise spaces and spectra is the space of sections.
For a fiberwise (pointed) space f : E −→ B, let Γ(f), or Γ(E), be the (pointed) space of sections of
f , topologized as a subspace of the space of maps Map(B,E). Similarly, for a fiberwise spectrum
E over B, we define the “spectrum of sections” as follows.
Definition 2.3. Let E = {En}∞n=0 be a fiberwise spectrum over B. Define the spectrum Γ(E) =
{Γ(E)n}∞n=0 by
Γ(E)n := Γ(En).
The structure map Γ(E)n −→ ΩΓ(E)n+1 is defined as the composite
Γ(En) −→ Γ(ΩBEn+1)
∼=−→ ΩΓ(En+1).
Here the last map is the homeomorphism of Remark 2.1.
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We think of Γ(E) as defining a kind of twisted generalized cohomology of the space B, or more
generally, on the category of spaces over B. However, one usually needs to make some assumptions
on E to ensure that Γ(E) really has the properties that one expects of cohomology theory, such
as homotopy invariance and excision. Perhaps the most obvious condition on E that ensures
that Γ(E) has the correct behavior is that the map E −→ B is a fibration, or fiber homotopy
equivalent to a fibration. In the pointed case, one needs to require, in addition, that E is well-
pointed in the sense that the section s : B ↪→ E is a fiberwise cofibration (see [6]). In this case,
Γ(E) has the expected (pointed) homotopy invariance and excision properties, and so one has
some control over the homotopy type of the space of sections. However, the class of fibrations is
somewhat inconvenient for the purposes of fiberwise stable homotopy theory, because the fiberwise
suspension of a fibration may not be a fibration. On the other hand, fiberwise suspension tends
to preserve local triviality conditions. We will now follow in the footsteps of [6], in that we
are going to identify a convenient class of fiberwise pointed spaces that on one hand is closed
under most reasonable constructions that one can perform on fiberwise spaces (including fiberwise
suspensions) and on the other hand has good homotopic properties. This is the class of “pointed
homotopy bundles”.
Definition 2.4. Let p : E −→ B be a fiberwise space over B. We say that E is a homotopy
bundle over B, if every point x ∈ B has an open neighborhood U , such that the space p−1(U)
over U is fiber homotopy equivalent to a product bundle F × U −→ U .
Similarly, if E is a fiberwise pointed space over B, then we say that E is a pointed homotopy
bundle if
• E is homotopy well pointed in the sense that the section of E is a fiberwise homotopy
cofibration ([6], Definition II.1.15)
• E is a homotopy bundle and all the trivializations EU ' F × U in the definition of a
homotopy bundle can be chosen to be pointed fiber homotopy equivalences.
Example 2.5. If E is a fiberwise space over B, one can construct out of it a fiberwise pointed
space by adjoining a fiberwise disjoint basepoint. The new total space E
∐
B. This space is
always homotopy well-pointed. It is a pointed homotopy bundle over B if E is a homotopy
bundle over B.
As is pointed out in [6], for the theory of homotopy fiber bundles to work properly, it is desirable
to assume that the base space B is an ENR. So from now on, we always assume that B is an
ENR. In the examples that we will consider, B will actually be a manifold, so certainly an ENR.
In some of the results of [6] that we will quote, it is further assumed that B is compact. In our
examples, B is a manifold M that may not be compact. However, we always assume that M is
the interior of a compact manifold with boundary M . We can always construct our bundles over
M and then restrict to M . All our constructions will be homotopy invariant with respect to the
inclusion M ↪→M .
As mentioned above, the advantage of working with (pointed) homotopy bundles is twofold. The
first one is that they have good closure properties. For example, it is easy to see that they are
closed under fiberwise suspension and under pullbacks over a map of base spaces B′ −→ B.
Furthermore, a key fact here is that any fiberwise (pointed) map between homotopy fiber bundles
is locally (pointed) fiber homotopic to a product map ([6], Propositions II.1.2 and II.1.25). It
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follows that (pointed) homotopy fiber bundles are closed under such constructions as fiberwise
homotopy pushouts and fiberwise homotopy pullbacks ([op. cit.], Lemmas II.2.3 and II.2.7).
The second attractive property of homotopy bundles is that they are close enough to honest
fibrations that spaces of sections have good homotopic properties. More precisely, we have the
following proposition, which summarizes the bottom half of [6], page 153, starting with Proposi-
tion 1.27.
Proposition 2.6. Let E be a (pointed) homotopy bundle over B. There exists a homotopy well-
pointed space Ef over B, which can be constructed functorially in E, such that the map Ef −→ B
is a fibration, and Ef is naturally (pointed) fiber homotopy equivalent to E.
It follows from the proposition that if E is a (pointed) homotopy bundle, then Γ(E) ' Γ(Ef ).
Before we discuss the homotopy properties of section spaces of homotopy bundles in more detail,
let us expand the discussion to include “homotopy bundles of spectra”.
Definition 2.7. Let E = {En}∞n=0 be a fiberwise spectrum over B. We say that E is a homotopy
bundle of spectra if each En is a pointed homotopy fiber bundle over B.
For example, the fiberwise suspension spectrum of a pointed homotopy bundle over B is a homo-
topy bundle of spectra. As in the non-parametrized case, we will sometimes want to work with
a-priori unpointed fiberwise spaces.
Definition 2.8. Let E be an unpointed fiberwise space. Let E
∐
B the fiberwise pointed space
constructed out of E in the obvious way. Let Σ˜
∞
BE be the fiberwise spectrum obtained by taking
the fiberwise homotopy fiber of the map
Σ
∞
B (E
∐
B) −→ Σ∞B (B
∐
B).
If E is a homotopy bundle of spaces, then Σ
∞
BE is a homotopy bundle of spectra. For any choice
of a well-pointed section B ↪→ E, there is a fiberwise homotopy equivalence
Σ˜
∞
BE
'−→ Σ∞BE
(that this map is a fiberwise homotopy equivalence follows from Lemma 2.11 below). In particular,
this shows that the construction Σ
∞
BE is, to a large extent, independent of the section. As in the
case of ordinary suspension spectra, we will subsequently use Σ
∞
BE in lieu of Σ˜
∞
BE when E is
unpointed, or when we do not want to commit ourselves to a particular section.
Let E be a fiberwise space, or spectrum over B. Recall that we often use F to denote a generic
fiber of E, and Fb to denote the fiber over b. We will some times denote the space (or spectrum)
of sections of E by M˜ap(B,F ) (or M˜ap(B,Fb), when we want to emphasize the dependence of
F on B). The notation is meant to suggest that the space of sections of E is a kind of a twisted
space of maps from B to F . We will also need a relative version. If B0 ⊂ B is a sub-ENR, we
use M˜ap((B,B0), F ) to denote the space (or spectrum) of sections that agree with the basepoint
section on B0 (so this is only defined for fiberwise pointed spaces and fiberwise spectra).
Let us now list the relevant homotopy properties of M˜ap (B,F ), when E → B is a (pointed)
homotopy bundle. First, there is homotopy invariance, in B and in F . The proof of the follow-
ing lemma is contained in the proof of [6], Proposition II.2.8. It consists of a straightforward
application of Proposition 2.6 and the homotopy lifting property.
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Lemma 2.9. Let B,B′ be ENRs. Let E be a homotopy bundle of either pointed spaces or spectra
over B, with fiber homotopy equivalent to F . Let α0, α1 : B′ −→ B be homotopic maps. Then the
pullbacks α∗0(E) and α∗1(E) are fiber homotopy equivalent, and the induced maps of section spaces
α∗0, α
∗
1 : M˜ap (B,F ) −→ M˜ap
(
B′, F
)
are homotopic via this equivalence.
This lemma has the following corollary
Corollary 2.10. Let B,B′, B be pairs of ENRs. Let h : B′ −→ B be a homotopy equivalence
of pairs. Let E be, as usual, a homotopy bundle over B with fiber homotopy equivalent to F .
Then the pullback h∗(E) is a homotopy bundle over B′ with fiber homotopy equivalent to F . The
following induced map is a homotopy equivalence
M˜ap (B,F ) −→ M˜ap (B′, F ) .
The homotopy invariance in the F variable is given in the following lemma. It is an immediate
consequence of Dold’s theorem ([6], Theorems II.1.12 and II.1.29).
Lemma 2.11. Let f : E −→ E′ be a fiberwise map between (pointed) homotopy bundles over B,
such that f induces a (pointed) homotopy equivalence on each fiber. Then f induces a (pointed)
fiber homotopy equivalence.
Next, there is the Meyer-Vietoris property. The following lemma is a special case of [op. cit.],
Propositions II.2.11 and II.2.14.
Lemma 2.12. Let E be a homotopy bundle of pointed spaces or spectra over an ENR B. Let
B1, B2 be closed sub-ENRs of B, such that B = B1 ∪ B2 and B0 = B1 ∩ B2 is an ENR. Then
there is
(1) A homotopy fibration sequence, where the second map is the restriciton map
M˜ap ((B,B0), F ) −→ M˜ap(B,F ) −→ M˜ap(B0, F ).
(2) A homotopy pullback square, where the maps are restriction maps.
M˜ap(B,F ) −→ M˜ap(B1, F )
↓ ↓
M˜ap(B2, F ) −→ M˜ap(B0, F )
2.2.1. Stratified homotopy fibrations. We will need to consider somewhat more general fiberwise
objects than homotopy bundles. Suppose that E1 is a homotopy bundle over an ENR B. Let
B0 ⊂ B be a sub-ENR. Let E0 be the restriction of E1 to B0. Suppose that E′0 ⊂ E0 is a
homotopy bundle over B0 that is fiberwise a subspace of E0. Then we may define a pointed space
E over B to be the subspace of E1 consisting of all points over B \ B0, together with all points
of E′0 (E is given the subspace topology of E1). There is a square of spaces of sections, which is
both a strict pullback and a homotopy pullback.
Γ(E) −−−−→ Γ(E1)y y
Γ(E′0) −−−−→ Γ(E0)
.
DERIVATIVES OF EMBEDDING FUNCTORS I: THE STABLE CASE. 19
The following lemma is an easy consequence
Lemma 2.13. If in the above construction the inclusion B0 ↪→ B is a homotopy equivalence,
then the restriction map Γ(E) −→ Γ(E′0) is a homotopy equivalence.
A special case of the above construction is when E1 is a pointed homotopy bundle over B with
fiber F , and E′0 = B0. In this case, Γ(E) = M˜ap ((B,B0), F ).
3. Topological categories and homotopy limits.
3.1. The definition. The data for defining a (small) topological category consists of a pair of
topological spaces (O,M) (the space of objects and the space of morphisms respectively) together
with structure maps (the identity map, the source and target maps, and the composition map)
i : O −→M
s, t :M−→ O
c :M×tOsM−→M
satisfying the evident identities. Here, by M×tOsM we mean the pullback of the diagram
M t−→ O s←M.
Given a topological category C = (O,M), we define the nerve of C to be the simplicial space N C•,
where N C0 = O, N C1 =M, and for i ≥ 2, N Ci :=M×tOs N Ci−1 = N Ci−1 ×tOsM is defined to
be the pullback of the diagram
M t−→ O s← N Ci−1
where the right map is the source map on the “leftmost” M factor of N Ci−1. The face and
degeneracy maps in the simplicial nerve are defined in the familiar way, using the structure maps
in the definition of topological category. As usual, the geometric realization of N C• is called the
classifying space of C, and we will denote it by |C|.
We will need to consider two types of functors on topological categories: functors between small
topological categories, and functors from a small topological category to the category of spaces
(or pointed spaces, or spectra). Rather than developing a unifying framework that encompasses
all types of functors that we need, we proceed in a somewhat ad-hoc manner, and define the two
types of functors separately.
A functor from one small category to another α : (O1,M1) −→ (O2,M2) consists, simply, of a
pair of maps αO : O1 −→ O2 and αM :M1 −→M2 that commute with all the structure maps.
We say that α is a homotopy equivalence, if it induces a degree-wise equivalence of simplicial
nerves.
Next, we need to consider the notion of a functor from a small topological category to the category
of spaces, or pointed spaces, or spectra. Since it is important to us to discuss all three variants,
and since we would like to avoid, as much as possible, repeating everything three times, let us,
for the duration of this section, use the word object to signify either a space, or a pointed space,
or a spectrum. Thus, a category of objects is one of the three categories Top, Top∗, or Spectra.
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The definition of a functor from a topological category to a category of objects is long, but
straightforward.
Definition 3.1. A functor from a small topological category (O,M) to a category of objects
consists of the following data.
(a) A fiberwise object F over O (the fiber of F at a point x ∈ O is what one would normally call
the value of F at x).
(b) A fiberwise map of objects over M
α : s∗(F ) −→ t∗(F )
where s∗(F ) and t∗(F ) are pullbacks of F from O to M along the source and the target map
respectively.
Moreover, the following needs to hold.
(i) (Unicity). Recall that i : O −→M is the map sending each object to its corresponding identity
morphism. By definition of category, s ◦ i = t ◦ i = IdO. Thus, F = i∗(s∗(F )) = i∗(t∗(F )). Using
these identifications, we require that the fiberwise map of objects over O
i∗(α) : i∗(s∗(F )) −→ i∗(t∗(F ))
is the identity map from F to F .
(ii) (Composition law). Let M×tOsM be the pullback that we defined above. There are three
natural maps fromM×tOsM to O. Let us call them sl, tr, and m. sl is the source map applied
to the “left”M, tr is the target map applied to the “right”M, and m is the “middle projection”
map. m can be described as either tl or sr. Consider the pull-backs of F along these maps,
s∗l (F ),m
∗(F ), and t∗r(F ). These are fiberwise objects overM×tOsM. There are fiberwise maps
α×tOs IdM : s∗l (F ) −→ m∗(F )
IdM×tOsα : m∗(F ) −→ t∗r(F )
Notice also that sl = s ◦ c and tr = t ◦ c, as maps fromM×tOsM to O. It follows that there are
equalities
c∗(s∗(F )) = s∗l (F )
and
c∗(t∗(F )) = t∗r(F )
Finally, observe that there is a fiberwise map
c∗(α) : c∗(s∗(F )) −→ c∗(t∗(F )) = t∗r(F )
Now we are ready to state the composition law: we require that the following square diagram of
fiberwise objects over M×tOsM commutes.
s∗l (F ) −→ m∗(F )
=↓ ↓
c∗(s∗(F )) −→ t∗r(F ),
where the maps are as defined above. This ends Definition 3.1.
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Definition 3.2. Let F , G be two functors defined in the sense of Definition 3.1. A natural
transformation from F to G is a fiberwise map (over O) from F to G that is compatible with the
structure maps α.
The space of natural transformations from F to G will be denoted Nat(F,G), or NatC(F,G), or
Natx∈O(F (x), G(x)). It is topologized as a subspace of the space of all fiberwise maps from F to
G.
Of course, when C is a discrete category, Definitions 3.1 and 3.2 are equivalent to the standard
ones.
3.2. Homotopy limits. Let C = (O,M) be a topological category. Let F be a fiberwise object
over O, defining a functor from C to Top,Top∗, or Spectra. Recall that N Ci is the space of
i-dimensional simplices in the simplicial nerve of C. Let tr(i) : N Ci −→ O be the target map
applied to the “rightmost”M factor of N Ci. Let tr(i)∗(F ) be the pull-back of F along tr(i). Let
Γi := Γ(tr(i)∗(F )) be the space (or spectrum) of sections of tr(i)∗(F ), as i = 0, 1, . . .. It is not
difficult to see that that spaces (resp. spectra) Γi, i = 0, 1, 2, . . . fit into a cosimplicial space (resp.
spectrum), which in the case when C is a discrete category is the standard cosimplicial object
that is used to define the homotopy limit of F [5]. For a general topological category C, we define
holim
C
F to be the (derived) total space (or spectrum) of this cosimplicial object.
In practice, we will want to make some assumptions that will guarantee that homotopy limits
behave homotopically as they should. Thus, we will assume that the spaces N Ci are disjoint unions
of compact ENRs. For a functor F from C to a category of objects, we will want to assume that
the associated fiberwise object over O is a homotopy bundle, or, at worst, a stratified homotopy
bundle. The following two lemmas follow from the corresponding invariance results on spaces of
sections of homotopy bundles (Corollary 2.10, Lemma 2.11 and Lemma 2.12), and the homotopy
properties of totalizations of cosimplicial spaces.
Lemma 3.3. Let C = (O(C),M(C)), D = (O(D),M(D)) be two small topological categories such
that all the spaces in their simplicial nerves are disjoint unions of compact ENRs. Let F be a
functor from D to Top,Top∗, or Spectra. Suppose that as a fiberwise object over O(D), F is a
homotopy bundle. Let φ : C −→ D be a functor that induces a degree-wise homotopy equivalence
of simplicial nerves. Then the induced map
holim
D
F −→ holim
C
F ◦ φ
is a homotopy equivalence.
Lemma 3.4. Let C be a topological category and let F,G be two functors from C to one of the
three standard categories. Make the same assumptions on C, F , and G as in Lemma 3.3. Let
ψ : F −→ G be a natural transformation such that the associated fiberwise map over O(C) is a
homotopy equivalence on each fiber. Then the induced map
holim
C
F −→ holim
C
G
is a homotopy equivalence.
3.3. Spaces of natural transformations.
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3.3.1. Spaces of homotopy natural transformations. An important case of homotopy limits is the
space of homotopy natural transformations between two functors. In this context, we will only
need to consider functors defined on discrete categories, so let C be a small discrete category. Let
F be a functor from C to Top, and let G be a functor from C to either Top, Top∗, or Spectra. We
have already discussed the space (or spectrum) of natural transformations Nat(F,G). However
it is well-known that the construction Nat(F,G) does not have good homotopic properties, and
one often wants to replace it with a “derived” space of natural transformation, which we will
denote hNat(F,G). One standard way to construct hNat(F,G) uses the machinery of model
categories. One constructs a Quillen model structure on the category of functors, and one defines
hNat(F,G) := Nat(QF,RG), where Q and R denote cofibrant and fibrant replacements respec-
tively. But in this paper, we use a more direct construction, proposed by Dwyer and Kan in [7].
Dwyer and Kan defined the space of homotopy natural transformation as the homotopy limit
over the “twisted arrow category” aC. This is a category whose objects are morphisms x→ y in
C, and where a morphism (x → y) −→ (x1 → y1) is given by a “twisted” commutative square
diagram
x ←−−−− x1y y
y −−−−→ y1
.
Clearly, there is a covariant functor from the category aC to the target category of G given on
objects by
(x→ y) 7→ Map(F (x), G(y)).
Definition 3.5. The space (or spectrum) of homotopy natural transformations is defined by the
following formula
hNatC(F,G) := holim
x→y∈aC
Map(F (x), G(y)).
Remark 3.6. The space of strict natural transformations can be defined as the strict inverse limit
NatC(F,G) := lim
x→y∈aC
Map(F (x), G(y)).
There is a natural map
NatC(F,G) −→ hNatC(F,G).
This map is an equivalence if F is cofibrant and G is fibrant in any model structure that one can
put on the category of functors, but in general it is not an equivalence.
When we speak of an individual natural transformation, we will usually mean a strict natural
transformation.
Here is a yet another way to present the space of (homotopy) natural transformations as a
(homotopy) limit. Let C be a (discrete) category, and let F : C −→ Top be a functor from C to
spaces. Recall from the introduction that we define the topological category CnF as follows: an
object of C n F is an ordered pair (c, x) where c is an object of C and x ∈ F (c). A morphism
(c, x) −→ (d, y) consists of a morphism α : c −→ d in C, such that F (α)(x) = y. The space of
objects of CnF is topologized as the disjoint union of the spaces F (c), as c ranges over objects of C.
The space of morphisms is topologized as the disjoint union of the spaces F (c0), where the union
is taken over all morphisms c0 −→ c1 in C. There is an obvious projection functor C n F −→ C.
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It follows that any functor G on C can be thought of as a functor on C n F by composition with
this projection functor. We view the following lemma as providing an alternative definition of
the space of natural transformations.
Lemma 3.7. There is a natural equivalence
hNatC(F,G) ' holimCnF G
Proof. It is easy to check that the cosimplicial space defining the left hand side is the edge-wise
subdivision of the cosimplicial space defining the right hand side. For the definition of edge-wise
subdivision, and a proof of the fact that edge-wise subdivision preserves totalization, see [8],
Section 2, especially Propositions 2.2 and 2.3. 
It is also clear by inspection that there is a homeomorphism
NatC(F,G) ' limCnF G
3.3.2. Spaces of twisted natural transformations. We would like to extend the notion of space of
natural transformations in the following way. Suppose that F : C −→ Top is a functor from C
to spaces. Let G : C n F −→ D be a functor from C n F to spaces (or spectra), that does not
necessarily factor through the projection functor CnF −→ C. We define the space (or spectrum)
of twisted natural transformations from F to G, denoted N˜atC(F,G), by the following formula.
N˜atC(F,G) := limCnF
G.
Similarly, we define the homotopy version as follows
h˜NatC(F,G) := holimCnF
G.
In order to ensure good homotopical behavior, we will usually assume that the functor F takes
values in ENRs, and that the functor G : C nF −→ D defines a homotopy bundle over the space
of objects of C n F (or, at worst, a stratified homotopy bundle).
It is possible to describe h˜NatC(F,G), as a homotopy limit over aC, analogously to the definition
of the ordinary space of homotopy natural transformations. The difference is that instead of a
homotopy limit of a diagram of mapping spaces, one obtains a homotopy limit of a diagram of
spaces of sections, or twisted mapping spaces. Indeed, G being a functor on CnF means that for
every object c of C, there is a homotopy bundle (of spaces, pointed spaces, or spectra) G|c over
F (c). Let us assume that all the fibers of this bundle are homotopy equivalent to a fixed object
G(c) (this holds automatically if F (c) is path connected). This assumption is not at all essential,
but anyway it will be satisfied in all the examples we will consider later. For a morphism, h : c→ d
in C, let h∗(G|d) be the pullback of G|d along F (h) : F (c) −→ F (d). h∗(G|d) is a fiberwise object
over F (c), whose fibers are homotopy equivalent to G(d). G being a functor on C nF implies, in
particular, that there is a fiberwise map G|c → h∗(G|d), which is natural in h in an evident sense.
In fact, it is easy to see that G being a functor on C n F implies the existence of a functor from
the twisted arrow category aC to D given on objects by
(c→ d) 7→ M˜ap (F (c), G(d)) ,
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such that
h˜NatC(F,G) ' holim
(c→d)∈aC
M˜ap (F (c), G(d)) .
There is an analogous formula for the strict version. Namely, there is a homeomorphism
N˜atC(F,G) ∼= lim
(c→d)∈aC
M˜ap (F (c), G(d)) .
3.3.3. The relative version. We will want to allow for a slightly more general version of spaces
of twisted natural transformations. Let F be a functor from C to pairs of spaces. Let’s say
F (c) = (F1(c), F0(c)), where F0, F1 are functors from C to Top, taking values in ENRs, such that
F0(c) is a closed sub-ENR of F1(c). Let G be a functor from CnF1 to pointed spaces, or spectra.
We define
N˜atC ((F1, F0);G) := fiber
(
N˜atC (F1, G) −→ N˜atC (F0, G)
)
.
Similarly, we define
h˜NatC ((F1, F0);G) := hofiber
(
h˜NatC (F1, G) −→ h˜NatC (F0, G)
)
.
The following homotopy invariance lemma is a consequence of Lemma 3.3, Lemma 3.4, and
excision (Lemma 2.12).
Lemma 3.8. (1) Let F = (F1, F0) and F ′ = (F ′1, F ′0) be functors from C to pairs of ENRs.
Let h : F ′ −→ F be a natural transformation. Suppose that the square diagram of functors
F ′0 −−−−→ F ′1
h
y yh
F0 −−−−→ F1
is a homotopy pushout. Let G be a functor from C n F1 to pointed spaces, or spectra.
G can also be considered a functor from C n F ′1 via composition with h. Under these
assumptions, the induced map
h˜NatC ((F1, F0), G) −→ h˜NatC
(
(F ′1, F
′
0), G
)
is a weak equivalence.
(2) Let = (F1, F0) be as above, and let G1, G2 be functors from C n F1 to pointed spaces, or
spectra. Let h : G1 −→ G2 be a weak equivalence of functors. Then the induced map
h˜NatC ((F1, F0), G1) −→ h˜NatC ((F1, F0), G2)
is a weak equivalence.
3.3.4. Well filtered categories. We will now study limits and homotopy limits of functors on
aC for discrete categories C that admit a filtration with certain nice properties. This will tell us
something about spaces of (homotopy, twisted) natural transformations between functors on such
categories.
Let us first consider the following basic situation.
Definition 3.9. Let C be a category, and let C0 ⊂ C be a subcategory. We say that C is a nice
extension of C0 if
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(1) there are no morphisms from objects of C \ C0 to objects of C0, and
(2) all morphisms between objects of C \ C0 are isomorphism.
The main point that we want to make is contained in the following elementary proposition.
Proposition 3.10. Let C be a nice extension of C0. Let H be a functor from aC to the category
of spaces, or pointed spaces, or spectra. Then there is a pullback square
lim
aC
H −−−−→ ∏
[d]∈[C\C0]
H(d =→ d)Σ(d)y y
lim
aC0
H −−−−→ ∏
[d]∈[C\C0]
(
lim
(c→d)∈(C0↓d)op
H(c→ d)
)Σ(d).
where the products in the right column are indexed over the same set of representatives of iso-
morphism classes of C \ C0, C0 ↓ d is the evident category of arrows of the form c→ d, and Σ(d)
is the group of automorphisms of d in C, which is also the group of automorphisms of the identity
arrow d =→ d in aC.
There also is a diagram of the following form, where the square is a homotopy pullback, and the
arrows marked by ' are homotopy equivalences.
holim
aC
H −−−−→ Y '−−−−→ ∏
[d]∈[C\C0]
H(d =→ d)hΣ(d)y y
X −−−−→ ∏
[d]∈[C\C0]
(
holim
(c→d)∈(C0↓d)op
H(c→ d)
)hΣ(d)
'
y
holim
aC0
H
.
Proof. Let C0 ↓ C be the fulI subcategory of aC consisting of arrows c→ d where c ∈ C0. Let C ↓ C−
be the full subcategory consisting of arrows c→ d where d ∈ C\C0. Let C0 ↓ C− = C0 ↓ C∩C ↓ C−.
We have a commutative square of categories
C0 ↓ C− −−−−→ C0 ↓ Cy y
C ↓ C− −−−−→ aC
.
It is not difficult to see that since C is a nice extension of C0, the above square induces both a
degree-wise pushout and a degree-wise homotopy pushout square of simplicial nerves. It follows
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that there is a strict pullback square
lim
aC
H −−−−→ lim
C↓C−
Hy y
lim
C0↓C
H −−−−→ lim
C0↓C−
H
and an analogous homotopy pullback square, obtained by replacing all the limits by homotopy
limits. We now proceed to analyze three corners of these two squares. Let us begin with the
corner defined by limit over C0 ↓ C. Clearly, there is an inclusion of categories aC0 ↪→ C0 ↓ C. Let
c→ d be an object of C0 ↓ C. Let aC0 ↓ (c→ d) be the over category.
Lemma 3.11. For every object c → d of C0 ↓ C, the category aC0 ↓ (c → d) has a contractible
nerve.
Proof. An object of aC0 ↓ (c→ d) is the same as a commutative square of objects of C
c′ ←−−−− cy y
d′ −−−−→ d
where d′ is an object of C0. Consider the full subcategory of aC0 ↓ (c → d) consisting of objects
of the form
c
=←−−−− cy y
d′ −−−−→ d
.
It is easy to see that this is a final subcategory of aC0 ↓ (c → d), and so its nerve is homotopy
equivalent to the nerve of the entire category. On the other hand, this subcategory has an initial
object, namely c =→ c, and so its nerve is contractible. This proves the lemma. 
It follows that the map
lim
C0↓C
H −→ lim
aC0
H
is a homeomorphism, while the analogous map of homotopy limits is a homotopy equivalence.
This takes care of the left half of the proposition.
It remains to analyze the categories C0 ↓ C−, C ↓ C−, and (homotopy) limits over them. Without
loss of generality, we may assume that C \ C0 has one object in each isomorphism class, because
the categories obtained from C0 ↓ C− and C ↓ C− by restricting to just one representative in each
isomorphism class of C \ C0 are equivalent to the whole category. Since both categories C0 ↓ C−
and C ↓ C− split as a disjoint union indexed by (isomorphism classes of) objects C \C0, we may as
well assume that C \ C0 has just one object. Let us call it d. Let C0 ↓ d and C ↓ d be, once again,
the over categories. Thus, for example, an object of C0 ↓ d is an arrow c→ d, and a morphism is
a commuting triangle of an evident kind. It is easy to see that the group Σ(d) acts on C0 ↓ d and
C ↓ d, and in fact there are isomorphisms of categories
C0 ↓ C− ∼= (C0 ↓ d)op o Σ(d)
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and
C ↓ C− ∼= (C ↓ d)op o Σ(d).
It follows that for any functor H on aC, there are homeomorphisms
lim
C0↓C−
H ∼=
(
lim
(C0↓d)op
H
)Σ(d)
and
lim
C↓C−
H ∼=
(
lim
(C↓d)op
H
)Σ(d)
as well as analogous homotopy equivalences obtained by replacing all limits with homotopy limits.
Since the identity morphism d =→ d is a final object of C ↓ d, the proposition follows. 
Corollary 3.12. Let C be a nice extension of C0. Let F = (F1, F0) be a functor from C to pairs of
topological spaces. Let G be a functor from CnF1 to the category of pointed spaces, or spectra, so
that the spaces (or spectra) N˜at
C
(F,G) and h˜Nat
C
(F,G) are defined. Then there is a strict pullback
diagram
N˜at
C
(F,G) −−−−→ ∏
[d]∈[C\C0]
M˜ap(F (d), G(d))Σ(d)y y
N˜at
C0
(F,G) −−−−→ ∏
[d]∈[C\C0]
M˜ap
(
colim
(c→d)∈(C0↓d)
F (c), G(d)
)Σ(d)
where the left vertical map is the evident restriction map, and the right vertical map is induced
by maps, for each d
colim
(c→d)∈(C0↓d)
F (c) −→ F (d).
There also is a homotopy pullback square, obtained essentially be replacing all limits and colimits
by homotopy limits and homotopy colimits.
Let us now generalize the situation of a nice extension as follows.
Definition 3.13. Let C be a small discrete category. We say that C is nicely filtered, if there
exists a chain of full subcategories
∅ = C0 ⊂ C1 ⊂ · · · ⊂ Cn = C.
such that Ci is a nice extension of Ci−1 for all 1 ≤ i ≤ n.
Let F = (F1, F0) be a functor from C to pairs of spaces, and let G be a functor from C n F1
to pointed spaces, or spectra. Clearly, if C is nicely filtered, then there is a tower of spaces (or
spectra) of natural transformations
N˜at
C
(F,G) −→ · · · −→ N˜at
Ci
(F,G) −→ · · ·
as well as an analogous tower of spaces of homotopy natural transformations. Corollary 3.12
provides an inductive description of these towers.
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Recall that a map of pairs h : (A1, A0) −→ (B0, B1) is called a cofibration (resp. a weak equiva-
lence) if the induced map
h˜ : colim(A1 ← A0 → B0) −→ B1
is a cofibration (resp. a weak equivalence). By the cofiber of the map h we will mean the cofiber
of the map h˜.
Definition 3.14. Let C be a nicely filtered category. Let F = (F1, F0) be a functor from C to
pairs of spaces. We say that F is essentially cofibrant if for every object d of Ci \ Ci−1
(1) the map
colim
(c→d)∈Ci−1↓d
F (c) −→ F (d)
is a cofibration
(2) The group Σ(d) acts freely (in the pointed sense) on the cofiber of the above map.
The following lemma follows from Corollary 3.12 and induction
Lemma 3.15. Let C be a nicely filtered subcategory. Let F be an essentially cofibrant functor
from C to pairs of spaces. Let G be, as usual, a functor from C n F to pointed spaces, or spectra.
Then for all subcategories Ci ⊂ C involved in the nice filtration of C, the natural map
N˜at
Ci
(F,G) −→ h˜Nat
Ci
(F,G)
is a homotopy equivalence.
4. Partitions
Formally speaking, a partition is an ordered pair (s,Λ), where s is a finite set, and Λ is an
equivalence relation on s. In this situation, we say that Λ is a partition of s, and s is the support
of Λ. We will use s(Λ) to denote the support of Λ, and we let c(Λ) denote the set of equivalence
classes (which we will call components) of Λ. Often, when the support of a partition does not
need to be identified explicitly, we will denote the partition (s,Λ) simply by Λ.
A few terms that we will use: we will say that a partition is irreducible if none of its components
is a singleton. Every set s has two obvious extreme partitions: the discrete partition (which we
will also refer to as the trivial partition), and the indiscrete one. We leave it to the reader to
guess what they are.
There is a close relationship between partitions and surjective maps of sets. A surjection α : s c
determines a partition of s (the components are the inverse images of elements of c), and conversely
a partition of Λ of s determines a surjection α : s  c uniquely up to an isomorphism of c. We
will say that α represents Λ.
In this paper we will need consider several kinds of morphisms between partitions. Let us begin
with the familiar construction of the poset of partitions of a fixed set. Let s be a fixed set, and
suppose Λ1 and Λ2 are two partitions of the same set s. We say that Λ2 is a refinement of Λ1
if every component of Λ2 is a subset of a component of Λ1. It is obvious that refinement is a
partial order relation, and we say that Λ1 ≤ Λ2 if Λ2 is a refinement of Λ1 (in this case we also
say that Λ1 is a coarsening of Λ2). The collection of partitions of a fixed set s forms a poset
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under refinement, and we will some times consider it as a category, in the usual way: there is a
(unique) morphism Λ1 −→ Λ2 in this category if and only if Λ1 ≤ Λ2.
Refinements have a characterization in terms of surjections, given in the following elementary
lemma.
Lemma 4.1. Let Λ,Λ′ be partitions of s. Then Λ ≤ Λ′ if and only if for any surjections α : s c
and α : s c′, representing Λ and Λ′ respectively, there exist a commutative square
s
α c
=↓ ↑
s
α′ c′
where the left vertical map is the identity. Note that the right vertical map is pointing in the
“wrong” direction.
Definition 4.2. Let Λ be a partition of s. Define P(Λ) to be the poset of all partitions Λ′ of s
such that Λ ≤ Λ′.
If Λ the the initial (i.e., the indiscrete) partition of s, then P(Λ) is the familiar poset of partitions
of s. In this case we will use notation Ps := P(Λ). If, furthermore, s is the standard set with n
elements, we will denote Ps by Pn.
For a small category C, we use |C| to denote the geometric realization of the simplicial nerve of
|C|. Since P(Λ) has both an initial and a final object, |P(Λ)| is a contractible complex. |P(Λ)|
can be thought of as polyhedron with a boundary. In fact, ∂|P(Λ)| can be defined explicitly as
the realization of the simplicial subset of the nerve of P(Λ) consisting of simplices that do not
contain both the initial and the final object of P(Λ) as a vertex.
Definition 4.3. Let TΛ := |P(Λ)|/∂|P(Λ)|. In the case when Λ is the indiscrete partition of the
standard set with n elements, we use Tn to denote TΛ.
It is well-known that
Tn '
∨
(n−1)!
Sn−1.
If Λ is a partition with components (n1, . . . , ni), it is easy to see that there is an isomorphism of
posets
P(Λ) ∼= Pn1 × · · · × Pni
From here, in turn, it follows easily that there is a homeomorphism
TΛ ∼= Tn1 ∧ · · · ∧ Tni
This determines the homotopy type of TΛ for a general Λ. Note in particular that TΛ is homotopy
equivalent to a wedge sum of spheres of dimension n− i, where n is the size of the support, and i
is the number of components of Λ. The number n− i is an important invariant of Λ, and deserves
a separate definition.
Definition 4.4. Let Λ be a partition of s. Let c be the set of components of Λ. The number
|s| − |c| is called the excess of Λ. We will denote it by e(Λ).
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Now we will introduce another notion of morphisms between partitions, one that may involve
partitions of different sets. Suppose Λ is a partition of s, and let f : s −→ s′ be a map of sets.
Together, f and Λ determine a relation Gf on s′ in an obvious way: (x′, y′) ∈ Gf if there exist
x ∈ f−1(x′) and y ∈ f−1(y′) such that x and y are in the same equivalence class of Λ. Clearly,
Gf is reflexive and symmetric, but in general not transitive, thus is not an equivalence relation.
We use f(Λ) to denote the equivalence relation on s′ generated by Gf . The following elementary
lemma provides a convenient characterization of f(Λ).
Lemma 4.5. Let Λ,Λ′ be partitions of s, s′ respectively. Let f : s −→ s′ be a map of sets.
Then f(Λ) = Λ′ if and only if for some (and therefore any) surjections α : s  c, α′ : s′  c′,
representing Λ and Λ′ respectively, there exists a map h : c −→ c′ such that the following is a
strict pushout square
s
α c
f ↓ ↓h
s′
α′ c′
Definition 4.6. Let (s,Λ) and (s′,Λ′) be two partitions. A fusion of Λ into Λ′, denoted f : Λ −→
Λ′, is a map of sets (which we will denote with the same letter) f : s −→ s′ such that f(Λ) = Λ′.
It is obvious that composition of fusions is a fusion, and thus fusions of partitions form a category.
Let F denote the category of all partitions and fusions between them. It is also easy to see that
fusions and refinements satisfy the following property
Lemma 4.7. Let f : s → s′ be a map of sets. Let Λ,Λ′ be partitions of s. If Λ ≤ Λ′ then
f(Λ) ≤ f(Λ′).
It follows that there is a functor from the category of sets to the category of small categories
that is defined on objects by the formula s 7→ Ps, and is defined on morphisms by the formula
Λ → f(Λ) where f : s → s′ is a map of sets, and Λ is an object of Ps. There a well known
construction due to Grothendieck that encodes this situation in a single category. We call the
resulting category S. Explicitly, S is defined as follows.
Definition 4.8. S is the category whose objects are all partitions (s,Λ). A morphism
f : (s,Λ) −→ (s′,Λ′)
in S consists of a map of sets (which we denote with the same letter) f : s → s′ such that
f(Λ) ≤ Λ′.
We refer of S as “the” category of partitions. We often denote an object of S by Λ, rather than
(s,Λ), s being understood. Any morphism f : Λ1 −→ Λ2 can be factored canonically as a fusion
followed by a refinement. Indeed, the factorization is
Λ1 −→ f(Λ1) −→ Λ2.
For a general morphism f : Λ1 −→ Λ2, we say that f is a fusion if Λ2 = f(Λ1), and we say that
f is a refinement if the underlying map of sets is the identity map.
The notion of excess can now be refined as follows. Let V be a Euclidean space. Let Λ be a
partition, represented by a surjection α : s  c. α induces an injective linear homomorphism
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V c ↪→ V s. Clearly, the quotient, which we will denote by V s/V c, has dimension e(Λ) dim(V ).
Moreover, suppose f : Λ −→ Λ′ is a fusion. Let Λ and Λ′ be represented by surjections s  c
and s′  c′ respectively. By Lemma 4.5, there is a pushout square
s
α c
f ↓ ↓h
s′
α′ c′
Taking maps into V , we obtain a pullback square of vector spaces
V c
′
↪→ V s′
↓ ↓(2)
V c ↪→ V s
Taking cokernels in the horizontal direction, and denoting them V e(Λ
′) and V e(Λ) respectively,
we obtain a homomorphism f∗ : V e(Λ′) −→ V e(Λ). Since the diagram (2) is a pullback square, it
follows that f∗ is a monomorphism. In fact, we have constructed a contravariant functor from the
category F to the category of vector spaces and monomorphisms, given on objects by Λ 7→ V e(Λ).
In particular, if f : Λ −→ Λ′ is a fusion, then e(Λ) ≥ e(Λ′).
Notice also that if Λ ≤ Λ′ then e(Λ) ≥ e(Λ′). It follows that for any morphism f : Λ → Λ′
in S, e(Λ) ≥ e(Λ′). However, a refinement Λ ≤ Λ′ does not naturally give rise to an injective
homomorphisms V e(Λ
′) −→ V e(Λ). Instead, it gives rise to a surjective homomorphism V e(Λ) −→
V e(Λ
′) (this follows easily from Lemma 4.1).
A certain subcategory of fusions plays an important role in this paper.
Definition 4.9. Let f : Λ −→ Λ′ be a fusion. We say that f is a strict fusion if the induced
monomorphism f∗ : V e(Λ′) −→ V e(Λ) is an isomorphism for some (and hence any) non-zero
Euclidean space V .1
In particular, there can only be a strict fusion between partitions of the same excess. We need to
record some properties of strict fusions. Clearly, the composition of strict fusions is again a strict
fusion. This statement has the following converse.
Lemma 4.10. Let f : Λ −→ Λ′, and g : Λ′ −→ Λ′′ be fusions. If g ◦ f is a strict fusion, then so
are f and g.
Proof. Let V be a Euclidean space, and consider the induced homomorphisms
V e(Λ
′′) g
∗
↪→ V e(Λ′) f
∗
↪→ V e(Λ)
Since these homomorphisms are monomorphisms, and the composed homomorphism is, by our
assumption, an isomorphism, it follows that g∗ and f∗ are isomorphisms. 
Let f : s −→ s′ be a map of sets. We say that f is elementary if f brings together two elements
x, y ∈ s, and is otherwise injective. Suppose that Λ is a partition of s, and x, y ∈ s. Let
f : s −→ s′ be an elementary map identifying x and y. It is easy to see that the induced
1This definition differs slightly from the one given in the introduction, where we used Z instead of a Euclidean
space V , but it is easy to see that the two definitions are equivalent
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morphism of partitions Λ −→ f(Λ) is a strict fusion if and only if x and y belong to different
components of Λ. We call a strict fusion induced by an elementary map, an elementary strict
fusion. The following lemma gives another convenient characterization of strict fusions.
Lemma 4.11. Let f : Λ −→ Λ′ be a fusion. Then f can be written (not uniquely) as a composition
of elementary fusions. f is a strict fusion if and only if it can be written as a composition of
elementary strict fusions.
Proof. First consider f as a map of sets f : s −→ s′. Clearly, f can be written as a composition
of elementary maps, say f = fi ◦ fi−1 ◦ · · · ◦ f1. Each fj gives rise to an elementary fusion, and
this in fact gives a decomposition of f as a product of elementary fusions. From Lemma 4.10 we
know that if f is a strict fusion, each of the fj-s has to be a strict fusion as well. 
The following proposition provides some “topological” characterizations of strict fusions.
Proposition 4.12. Let f : Λ −→ Λ′ be a fusion. By Lemma 4.5, f can be represented by a strict
pushout square
(3)
s
α c
↓ ↓
s′
α′ c′
.
Also, let Cylα, Cylα′ be the mapping cylinders of α, α′ respectively. Clearly, (3) gives rise to a
map of quotient spaces Cylα /s −→ Cylα′ /s′. Note that Cylα /s is equivalent to a wedge sum of
e(Λ) copies of S1. The following are equivalent:
(1) f is a strict fusion.
(2) The diagram (3) above is a homotopy pushout square.
(3) The induced map Cylα /s −→ Cylα′ /s′ is a homotopy equivalence.
Proof. First, let us prove the implication (1) ⇒ (2). Suppose that f is a strict fusion. Then f
can be written as a composition of elementary strict fusions, and so it is enough to prove that (3)
holds in the case when f is an elementary stict fusion. This is a very easy calculation and is left
to the reader. The implication (2)⇒ (3) follows by elementary properties of homotopy pushouts.
It remains to prove that (3) ⇒ (1). We will prove the contrapositive statement. Suppose that f
is not a strict fusion. By definition, this means that the induced homomorphism V e(Λ
′) −→ V e(Λ)
is not an isomorphism. But V e(Λ) is naturally isomorphic to H1(Cylα /s;V ), so it the map in part
(3) of the proposition does not induce an isomorphism in cohomology, thus is not a homotopy
equivalence. 
Corollary 4.13. Let Λ be a partition represented by a surjection α : s  c. Let f : Λ −→ Λ′ be
a fusion. Then f is a strict fusion if and only if the homotopy pushout of the diagram
(4) s′ f← s α c
is simply connected.
Proof. Let X be the homotopy pushout of (4), and let Y be the strict pushout of the same
diagram. There is a natural map X −→ Y , which is clearly a bijection on pi0. By Proposition 4.12,
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f is a strict fusion if and only this map is an equivalence. Since X is clearly a 1-dimensional
complex, and Y is a 0-dimensional complex, this map is an equivalence if and only if X is simply
connected. 
We will also need the following couple of lemmas about the interaction of strict fusions and
refinements.
Lemma 4.14. Suppose Λ ≤ ∆ and f : Λ −→ Λ′ is a strict fusion. Then the induced morphism
∆ −→ f(∆) is a strict fusion.
Proof. Using Lemma 4.11 and induction, it is easy to see that it is enough to consider the case
when f is an elementary strict fusion. In this case, f brings together two elements x, y ∈ s(Λ),
belonging to different components of Λ. Since ∆ is a refinement of Λ, it follows that x and y
belong to different components of ∆, and therefore the induced map ∆ −→ f(∆) is a strict
fusion. 
It follows from the above lemma that while fusions preserve refinements, strict fusions preserve
strict refinements. More precisely, we have the following lemma.
Lemma 4.15. Suppose Λ < ∆ and a morphism f : Λ −→ f(Λ) is a strict fusion. Then
f(Λ) < f(∆).
Proof. It is easy to see that if Λ ≤ ∆ then Λ < ∆ if and only if e(Λ) > e(∆). By Lemma 4.14, the
morphism ∆ −→ f(∆) is a strict fusion. We have the following relations between the excesses of
these partitions
e(f(Λ)) = e(Λ) > e(∆) = e(f(∆)).
Here the first equality holds because f is a strict fusion, the middle inequality holds because ∆
is a strict refinement of Λ, and the third equality holds because by Lemma 4.14 there is a strict
fusion ∆ −→ f(∆). It follows that there is a strict inequality e(f(Λ)) > e(f(∆)), which means
that f(∆) has to be a strict refinement of f(Λ). 
The following definition plays a crucial role in the formulation of the main theorem.
Definition 4.16. Let En be the category of irreducible partitions of excess n and strict fusions
between them.
Example 4.17. E1 is a groupoid, equivalent to a category with one object: the partition (1, 2).
The group of automorphisms of an object of E1 is Σ2.
E2 is equivalent to a category with two objects: the partitions (1, 2)(3, 4) and (1, 2, 3). The
monoid of self-morphisms of the first object is the wreath product group Σ2 oΣ2. The monoid of
self-morphisms of the second object is the group Σ3. There are 4 morphisms from the first object
to the second one, corresponding to the 4 different ways to glue together two points from the two
components of (1, 2)(3, 4). There are no morphisms from (1, 2, 3) to (1, 2)(3, 4).
Remark 4.18. For a general n, En can be filtered by full subcategories
(5) E1n ⊂ E2n ⊂ · · · ⊂ Enn = En
where E in is the full sub-category of En consisting of partitions whose number of components is
between 1 and i. Equivalently, E in consists of partitions whose support has between n + 1 and
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n + i elements. For example, the category E1n is equivalent to the category with one object,
corresponding to the indiscrete partition of n+ 1, whose group of automorphisms is, naturally,
Σn+1. On the other extreme, Enn \ En−1n consists of partitions of type 2− · · · − 2︸ ︷︷ ︸
n
. The group
of automorphisms of an object of this type is the wreath product Σ2 o Σn. This latter type of
partitions corresponds to the “chord diagrams” in the Vassiliev spectral sequence for the homology
of knot spaces.
Note in particular that the size of support of objects of En ranges between n + 1 and 2n. It is
not hard to see that morphisms in En are surjective as maps of sets. It follows that there are
no morphisms from objects of E i−1n to objects of E in \ E i−1n . Moreover, every morphism between
objects of E in \ E i−1n is an isomorphism. In other words, the category Eopn is nicely filtered, in the
sense of Definition 3.13.
Let f : Λ −→ Λ′ be a fusion. Clearly, f gives rise to a map of partition posets P(Λ) −→ P(Λ′),
and therefore it induces a map of spaces |P(Λ)| −→ |P(Λ′)|. If f is a strict fusion, then more is
true.
Lemma 4.19. Let f : Λ −→ Λ′ be a strict fusion. Then the induced map f : |P(Λ)| −→ |P(Λ′)|
restricts to a map f : ∂|P(Λ)| −→ ∂|P(Λ′)|. Therefore it also induces a map of spaces TΛ −→ TΛ′.
Proof. Recall that ∂|P(Λ)| is defined as the subcomplex of the simplicial nerve of |P(Λ)| consisting
of chains of partitions that do not contain both the initial and the final partition. It follows from
Lemma 4.15 that f , being a strict fusion, preserves chains with this property. 
Remark 4.20. In view of Lemma 4.19, we have constructed a covariant functor from En to pairs
of spaces, given on objects by
Λ 7→ (|P(Λ)|, ∂|P(Λ)|)
Taking quotients, we obtain a functor from En to pointed spaces Λ 7→ TΛ.
The following variation of the definition of TΛ will be useful to us at one point. Recall that P(Λ)
is the poset of refinements of Λ. P(Λ) has an initial and a final object - Λ itself, and the discrete
partition. Let 1ˆ denote the discrete partition. Let P(Λ) \ {Λ, 1ˆ} be the poset obtained from P by
removing the initial and final objects. Similarly, define the poset P(Λ) \ {1ˆ}. Clearly, there is a
natural covariant functor from En to pairs of categories, given on objects by
Λ 7→ (P(Λ) \ {1ˆ},P(Λ) \ {Λ, 1ˆ}) .
The proof of the following elementary lemma is left to the reader.
Lemma 4.21. There is a natural equivalence of functors on En
TΛ ' S1 ∧ |P(Λ) \ {1ˆ}|/|P(Λ) \ {Λ, 1ˆ}|.
4.1. Good and bad partitions. In this subsection, we consider partitions of a fixed set s. Let
Λ be a partition of s, represented by a surjection α : s c(Λ), and let ∆ be another partition of
s, represented by a surjection β : s  c(∆). We may form a pushout square, in which all maps
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are surjective
s
α c(Λ)
β ↓ ↓
c(∆)  c(Λ ∧∆)
.
Here Λ∧∆ is the “finest common coarsening” of Λ and ∆. It is easy to see that the above square
is indeed a pushout square. From this square, we can see that Λ and ∆ induce a partition of
c(∆), whose set of components is c(Λ ∧ ∆). Let us denote this partition by (c(∆), c(Λ ∧ ∆)).
From the above square, we see that there is a fusion Λ −→ (c(∆), c(Λ ∧∆)).
Definition 4.22. We say that ∆ is good relative to Λ if the morphism Λ −→ (c(∆), c(Λ∧∆)) is
a strict fusion. Otherwise, ∆ is bad relative to Λ.
In view of Corollary 4.13, we have the following characterization of goodness (and badness).
Lemma 4.23. ∆ is good relative to Λ if and only if the homotopy pushout of the following diagram
is simply connected
c(Λ)  s c(∆).
We observe that the property of being bad relative to a fixed partition Λ is preserved under taking
coarsenings.
Lemma 4.24. Suppose ∆ is bad relative to Λ and ∆′ ≤ ∆. Then ∆′ is bad relative to Λ.
Proof. The assumption that ∆′ ≤ ∆ means, in terms of representing surjections, that there is a
factorization
s c(∆)  c(∆′).
We have the following diagram, in which maps are surjective, and all squares are pushout squares
s
α c(Λ)
↓ ↓
c(∆)  c(Λ ∧∆)
↓ ↓
c(∆′)  c(Λ ∧∆′)
.
This diagram can be interpreted as a sequence of fusions
Λ −→ (c(∆), c(Λ ∧∆)) −→ (c(∆′), c(Λ ∧∆′)).
The assumption that ∆ is bad relative to Λ is equivalent to saying that the first fusion is not
strict. It follows by Lemma 4.10 that the composed fusion is not strict, which is equivalent to
saying that ∆′ is bad relative to Λ. 
The proof of the following easy lemma is left to the reader.
Lemma 4.25. Let Λ be a partition and let ∆ be a non-discrete refinement of Λ then ∆ is bad
relative to Λ.
We will also need the following lemma, which says that “badness is preserved by strict fusions”.
Lemma 4.26. Suppose f : Λ −→ Λ′ is a strict fusion, and ∆ is bad relative to Λ. Then
∆′ := f(∆) is bad relative to Λ′.
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Proof. It is easy to see that we have a square diagram of fusions.
Λ −→ (c(∆), c(Λ ∧∆))
↓ ↓
Λ′ −→ (c(∆′), c(Λ′ ∧∆′))
.
Since ∆ is bad relative to Λ, the top horizontal fusion is not strict. It follows that the composed
fusion from the upper left to the lower right corner is not strict. By our assumption, the left
vertical fusion is strict. It follows that the bottom horizontal fusion is not strict, which means
that ∆′ is bad relative to Λ′. 
4.2. Non locally constant maps. Let M be a manifold. Let (s,Λ) be a partition. We use
the notation MΛ to mean M s. This is the space of maps from Λ to M . Now suppose that Λ is
represented by a surjection s  c(Λ). This induces an inclusion M c(Λ) ↪→ MΛ. Note that the
image of this inclusion map does not depend on the choice of surjection s  c(Λ). We identify
M c(Λ) with its image in MΛ. Consider the space
MΛ \M c(Λ).
Thins construction plays an important role in the paper. We refer to the image of M c(Λ) in MΛ
as the space of locally constant maps from Λ to M , for its points correspond precisely to the maps
from Λ to M that are constant on each component of Λ. Accordingly, MΛ \M c(Λ) is the space
of maps from Λ to M that are not locally constant. We will some times denote it nlc(Λ,M). We
claim that this construction defines a contravariant functor on the category of partitions. More
precisely, let f : (s1,Λ1)→ (s2,Λ2) be a morphism in S. Clearly, the underlying map of sets gives
rise to a map f ] : MΛ2 −→MΛ1 . The following lemma refers to this notation.
Lemma 4.27. If f is a fusion then
(f ])−1(M c(Λ1)) = M c(Λ2)
For any morphism of partitions f ,
f ](MΛ2 \M c(Λ2)) ⊂MΛ1 \M c(Λ1).
Proof. By Lemma 4.5, f fits into a pushout square
s1
α1 c1
f ↓ ↓
s2
α2 c2
.
Taking functions into M , we obtain a pullback square
M c(Λ2) ↪→ MΛ2
↓ ↓ f ]
M c(Λ1) ↪→ MΛ1
This being a pullback square is equivalent to the first statement of the lemma. It follows that the
second claim is satisfied if f is a fusion. Since every morphism in S factors as a fusion followed
by a refinement, it remains to prove the second claim in the case when f is a refinement. This
follows easily from Lemma 4.1. 
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5. Orthogonal calculus - some toy examples.
We already explained in the introduction how we would like to apply M. Weiss’ orthogonal calculus
to the study of covariant isotopy functors on manifolds. Recall that a functor F (N) is polynomial
(homogeneous, etc.) in our sense, if the associated functor on vector spaces V 7→ F (N × V ) is
polynomial (homogeneous, etc.) in the sense of Weiss. We now proceed to discuss some examples.
The following example is, one could say, the basic building block in our main construction.
Let Λ be a non-discrete partition. Let h : s(Λ) −→ N be a point in NΛ. Consider the functor
N 7→ Σ∞ hofiberh(NΛ \N c(Λ) −→ NΛ)
The definition of this functor depends on a choice of a basepoint h ∈ NΛ. On the other hand, since
we can use a basepoint-free version of Σ∞, we do not need to choose a basepoint in NΛ \N c(Λ).
When h happens to be an element of NΛ \N c(Λ) we may use any version of Σ∞.
Recall that CylΛ is the mapping cylinder of the surjection s(Λ)  c(Λ) representing Λ. There
are natural inclusions (the second of which is a homotopy equivalence) s(Λ) ↪→ CylΛ and c(Λ) ↪→
CylΛ.
Definition 5.1. Let ΩΛhN be the space of maps α : CylΛ −→ N which satisfy α|s(Λ) = h. In
other words, ΩΛhN is defined by means of a pullback square
ΩΛhN −→ NCylΛ
↓ ↓
∗ h−→ N s(Λ)
Sometimes, we may omit the subscript h from the notation, and write ΩΛN to mean “ΩΛhN for
some choice of h”. To motivate the notation ΩΛN notice that if, for example, N is connected
then there are equivalences
ΩΛN ' Map∗(CylΛ / s(Λ), N) ∼= (ΩN)e(Λ)
where ΩN is the ordinary loop space of N (for some choice of basepoint). This is because the
quotient CylΛ / s(Λ) is homotopy equivalent to a wedge of e(Λ) circles.
The inclusion c(Λ) ↪→ CylΛ gives rise to the composite map ΩΛN −→ NCylΛ −→ N c(Λ). Re-
call that there is a natural vector bundle of dimension e(Λ)d over N c(Λ). Namely, the normal
bundle of N c(Λ) in NΛ. This pulls back to a vector bundle over ΩΛN via the above map. Let(
ΩΛN
)
+
∧˜Se(Λ)d be the Thom space of this bundle.
Lemma 5.2. There is a natural weak equivalence
Σ∞ hofiberh(NΛ \N c(Λ) −→ NΛ) ' ΩΣ∞
(
ΩΛhN
)
+
∧˜Se(Λ)d.
In particular, the functor Σ∞ hofiberh(NΛ \N c(Λ) −→ NΛ) is homogeneous of degree e(Λ).
Proof. To analyze the functor Σ∞ hofiber(NΛ \N c(Λ) −→ NΛ), it is convenient to replace NΛ \
N c(Λ) with a suitable compactification. Let us NΛ \N c(Λ) be the spherical blowup of NΛ at
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N c(Λ). It is a manifold with boundary, obtained by replacing N c(Λ) with the sphere bundle of its
normal bundle in NΛ. Then the map NΛ \N c(Λ) −→ NΛ factors as
NΛ \N c(Λ) −→ NΛ \N c(Λ) −→ NΛ
where the first map is a weak equivalence and the second map is the blow-up map. Therefore,
we may analyze Σ∞ hofiber(NΛ \N c(Λ) −→ NΛ) instead of Σ∞ hofiber(NΛ \N c(Λ) −→ NΛ).
There is a commutative square, which is both a pushout and a homotopy pushout.
∂
(
NΛ \N c(Λ)
)
−−−−→ NΛ \N c(Λ)y y
N c(Λ) −−−−→ NΛ
.
Moreover, ∂
(
NΛ \N c(Λ)
)
is homeomorphic to N c(Λ)×˜Se(Λ)d−1, the sphere bundle of the normal
bundle of N c(Λ) in NΛ. The square diagram above is in fact a diagram of spaces over NΛ. It
is well-known that taking homotopy fibers of maps into a fixed space commutes with homotopy
pushouts. Therefore, we have a homotopy pushout square
hofiber(N c(Λ)×˜Se(Λ)d−1 −→ NΛ) −−−−→ hofiber(NΛ \N c(Λ) −→ NΛ)y y
hofiber(N c(Λ) −→ NΛ) −−−−→ ∗
.
For the moment, let X be the homotopy cofiber of any of the vertical maps in the square. Clearly,
X is a space with a basepoint, and there is a natural equivalence
Σ∞ hofiber(NΛ \N c(Λ) −→ NΛ) ' ΩΣ∞X.
It remains to show that X ' (ΩΛN)
+
∧˜Se(Λ)d. Let us begin by analyzing the homotopy fiber of
the map N c(Λ) −→ NΛ = N s(Λ). Since the map s(Λ)  c(Λ) factors as
s(Λ) ↪→ CylΛ '−→ c(Λ)
where the first map is a cofibration and the second map is a homotopy equivalence, it follows
that the map N c(Λ) −→ NΛ factors as
N c(Λ)
'−→ NCylΛ −→ NΛ,
where the first map is a homotopy equivalence and the second map is a fibration. Therefore,
the homotopy fiber of the map N c(Λ) −→ NΛ = N s(Λ) can be identified with the strict fiber
of the map NCylΛ −→ NΛ (over the basepoint map h : s(Λ) −→ N). This space is exactly
ΩΛhN . Similarly, the space hofiber(N
c(Λ)×˜Se(Λ)d−1 −→ NΛ) can be identified as (ΩΛhN)×˜Se(Λ)d−1,
which is the pullback of the sphere bundle over N c(Λ) along the map ΩΛN −→ N c(Λ). The map
hofiber(N c(Λ)×˜Se(Λ)d−1 → NΛ) −→ hofiber(N c(Λ) → NΛ) can now be identified with a sphere
bundle projection. The homotopy cofiber of a sphere bundle projection is the Thom space of the
underlying vector bundle. Which is what we wanted to prove.
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To see that this functor is indeed homogeneous of degree e(Λ), note that it follows that there is
a natural equivalence
Σ∞ hofiberh((N × V )Λ \ (N × V )c(Λ) −→ (N × V )Λ) ' ΩΣ∞
(
ΩΛhN
)
+
∧˜Se(Λ)d ∧ Se(Λ)V .

Corollary 5.3. If N is stably parallelizable, then
Σ∞ hofiberh(NΛ \N c(Λ) −→ NΛ) ' ΩΣ∞
(
ΩΛhN
)
+
∧ Se(Λ)d.
I.e., “Thom space” may be replaced with smash product.
Note that the homotopy type of Σ∞ hofiberh(NΛ \N c(Λ) −→ NΛ) is determined by excess of Λ
and the homotopy type of the basepoint map h : Λ −→ N . These are preserved by strict fusions.
Indeed, it is not difficult to adapt the proof of Lemma 5.2 to prove (using Proposition 4.12) the
following lemma.
Lemma 5.4. Let α : Λ −→ Λ1 be a strict fusion. Let h ∈ NΛ1. α induces a homotopy equivalence
Σ∞ hofiberh(NΛ1 \N c(Λ1) → NΛ1) −→ Σ∞ hofiberh◦α(NΛ \N c(Λ) → NΛ).
5.1. Configuration Spaces. Let C(k,N) = Nk \ ∆kN be the configuration space of ordered
k-tuples of distinct points in N , or, in other words, the complement of the fat diagonal (which
we denote ∆kN) in Nk. We would like to describe the homogeneous layers in the orthogo-
nal tower of the functor N 7→ Σ∞C(k,N), and also the functor Σ∞C(k,N), where C(k,N) =
hofiber(C(k,N) −→ Nk). The definition of C(k,N) depends on a choice of a point in Nk, which
we will suppress from the notation except when we really have to mention it explicitly.
Recall that Pk is the poset of partitions of k. In this section we will need to use a modified version
of the poset.
Definition 5.5. Let MPk be the poset of non-discrete partitions of k, together with an adjoint
initial object, denoted Ω.
Example 5.6. Here is a picture of the poset MP3.
(13)(2)
Ω // (123) //
::uuuuuuuuu
$$I
II
II
II
II
(12)(3)
(23)(1)
There is an evident contravariant functor (by Lemma 4.27) fromMPk to spaces given on objects
as follows
Λ 7→
{
Nk \N c(Λ) If Λ 6= Ω
Nk if Λ = Ω
We will denote this functor simply by Nk \ N c(Λ), it being understood that if Λ = Ω then
N c(Λ) = ∅. Applying Σ∞, we obtain the functor Λ 7→ Σ∞Nk \N c(Λ).
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Example 5.7. Here is a picture of this functor in the case k = 3.
Σ∞N3 \N2
wwooo
ooo
ooo
oo
Σ∞N3 Σ∞N3 \Noo Σ∞N3 \N2oo
Σ∞N3 \N2
ggOOOOOOOOOOO
Clearly, Σ∞C(k,N) maps into this diagram, and so it maps into the homotopy inverse limit
of this diagram. Similarly, there is an evident contravariant functor given on objects by Λ 7→
Σ∞ hofiber(Nk \ N c(Λ) −→ Nk), and Σ∞C(k,N) maps into the homotopy inverse limit of this
functor.
Proposition 5.8. The natural maps
Σ∞C(k,N) −→ holim
Λ∈MPk
Σ∞Nk \N c(Λ)
and
Σ∞C(k,N) −→ holim
Λ∈MPk
Σ∞ hofiber (Nk \N c(Λ) −→ Nk)
are homotopy equivalences.
Proof. To begin with, we may ignore the initial object Ω, for it is easy to see that the subposet
MPk \ {Ω} is final inMPk and therefore for any contravariant functor onMPk, the restriction
toMPk \{Ω} induces an equivalence on homotopy limits. So, for the duration of this proof only,
we will use MPk to mean MPk \ {Ω}.
Remark 5.9. The reader may wonder why we needed to introduce the extra object Ω to begin
with. Indeed, it plays only a minor role, but it makes the construction more natural, and some
things work better with it. More specifically, the object Ω plays a role in the proof of Lemma 6.10
below.
We will analyze functors on MPk by relating them to certain cubical diagrams, which we will
now describe. For the duration of this subsection only, let S be the poset of subsets of (k2), where(
k
2
)
is the set of unordered pairs of distinct elements of k. A functor on S is a cubical diagram
of dimension
(
k
2
)
(we often use the same symbol to denote both a finite set and the number of
elements in it).
The poset S can be identified with the poset of graphs with vertex set k. There is an order-
reversing map of posets from S to the poset of all partitions of k, which sends a subset U ⊂ (k2)
to the partition of k given by the connected components of the graph corresponding to U . Let us
denote the partition associated with U by Λ(U).
Let S1 be the poset of non-empty subsets of (k2). Clearly, the map of posets U 7→ Λ(U) restricts
to an (order reversing) map from S1 to MPk, the poset of non-trivial partitions of k. Let F (−)
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be a contravariant functor fromMPk to spaces or spectra. Then F (Λ(−)) is a covariant functor
on S1. There is a natural map
holim
Λ∈MPk
F (Λ) −→ holim
U∈S1
F (Λ(U)).
Lemma 5.10. The above map of homotopy limits is a weak equivalence for any contravariant
functor F .
Proof. It is well-known that to prove the lemma it is enough to show that for every object Λ of
MPk, the nerve of the over category Λ ↓ S1, consisting of all sets U such that ∅ 6= U ⊂
(
k
2
)
,
and such that Λ(U) is a refinement of Λ, is contractible. But it is easy to see that Λ ↓ S1 has a
minimal object - the set of all pairs of elements of k that are contained in some component of Λ
- and so its nerve is contractible. 
Now define a cubical diagram χ : S −→ Top as follows.
χ(U) =
{
Nk \N c(Λ(U)) If U 6= ∅
C(k,N) If U = ∅ .
the maps in the diagram being the obvious inclusions. The following lemma summarizes some
elementary properties of the cubical diagram χ. Its proof is left as an easy exercise to the reader.
Lemma 5.11. (1) For all U ⊂ (k2), χ(U) is an open subset of χ((k2)) = Nk \N .
(2) For every ∅ 6= U ⊂ (k2),
χ(U) =
⋃
x∈U
χ ({x}) ,
where the union is taken in χ
((
k
2
))
.
(3) χ(∅) = ⋂
x∈(k2)
χ ({x}).
The key fact about the cubical diagram χ is given by the following lemma.
Lemma 5.12. χ is a homotopy pushout cube.
Lemma 5.12 follows immediately from Lemma 5.11 and Lemma 5.13 below.
Lemma 5.13. Let X be a topological space. Let X1, . . . , Xk be open subsets of X such that
X = ∪ki=1Xi. Let X0 = ∩ki=1Xi. Define a k-dimensional cubical diagram χ by χ(∅) = X0, and
for ∅ 6= U ⊂ {1, . . . , k}
χ(U) =
⋃
i∈U
Xi,
where the union is taken in X. Then χ is a homotopy pushout cube.
Proof. We prove by induction on k beginning with k = 2. In this case χ is a square diagram
X0 −→ X1
↓ ↓
X2 −→ X
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where all maps are inclusions of open subsets, X0 = X1∩X2, and X = X1∪X2. So χ is obviously
a homotopy pushout square. Let us assume that the lemma holds for k − 1, and let χ be k-
dimensional. We can present χ as a map between k− 1-dimensional cubical diagrams χ1 −→ χ2,
where χ1 is the subcube of χ indexed by all subsets of {1, . . . , k} that do not contain k, while
χ2 is indexed by subsets that do contain k. Then χ is a homotopy pushout if and only if the
map χ1 −→ χ2 induces a homotopy equivalence of total homotopy cofibers. The cubes χ1 and
χ2 almost satisfy the assumptions of the lemma, except the initial objects of these cubes do not
equal the intersection of the rank 1 objects. Let χ′1 and χ′2 be the cubes obtained from χ1 and
χ2 respectively by replacing the initial objects with the intersection of rank 1 objects. It is easy
to see that there is a naturally defined square diagram of k − 1-dimensional cubes
χ1 −→ χ2
↓ ↓
χ′1 −→ χ′2
The cubes χ′1 and χ′2 are k − 1-dimensional cubes that satisfy the assumptions of the lemma, so
they are homotopy pushouts by the induction hypothesis. If we can show that the square diagram
above induces a homotopy pushout square of total homotopy cofibers, it will follow that the map
χ1 −→ χ2 induces a homotopy equivalence of total cofibers. By definition, the vertical maps in
the square of cubes, namely the maps χ1(U) −→ χ′1(U) and χ2(U) −→ χ′2(U) are equivalences
for all U except U = ∅, so the induced square diagrams of spaces are homotopy pushouts except
possibly at the initial objects. So, we need to show the square diagram of spaces
χ1(∅) −→ χ2(∅)
↓ ↓
χ′1(∅) −→ χ′2(∅)
is a homotopy pushout square. By definition, this square is equivalent to
X0 −→ Xk
↓ ↓⋂k−1
i=1 Xi −→
⋂k−1
i=1 Xk ∪Xi
.
Clearly,
⋂k−1
i=1 Xk∪Xi = Xk∪
(⋂k−1
i=1 Xi
)
, and X0 = Xk∩
⋂k−1
i=1 Xi, so this is a homotopy pushout
square. 
By Lemma 5.12, the cubical diagram χ is a homotopy pushout. It follows immediately that the
cubical diagram of spectra Σ∞χ, which is defined by
Σ∞χ(U) =
{
Σ∞Nk \N c(Λ(U)) If U 6= ∅
Σ∞C(k,N) If U = ∅ .
is a homotopy pushout cubical diagram. But, in the category of spectra, homotopy pushout cubes
are also homotopy pullback cubes, and so Σ∞χ(U) is a homotopy pullback cube. In other words,
the natural map
Σ∞C(k,N) −→ holim
U∈S1
Σ∞Nk \N c(Λ(U))
is a homotopy equivalence. The first part of Proposition 5.8 now follows from Lemma 5.10.
For the second part of the proposition, recall that χ is in fact a cube of subspaces of Nk, and let
hofiber(χ −→ Nk) be the cube obtained by taking, objectwise in χ, the homotopy fiber of the
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inclusion map into Nk. It is well-known that taking homotopy fibers over a fixed space commutes
with taking homotopy pushouts, and so hofiber(χ −→ Nk) is a homotopy pushout cube. The
proof of the proposition now proceeds in the same way as in the first part. 
As a corollary, we obtain the following lemma, describing the Taylor polynomials of the functor
Σ∞C(k,N)
Lemma 5.14. Let MPnk be the sub-poset of MPk consisting of partitions of excess ≤ n. Then
Pn Σ∞C(k,N) −→ holim
Λ∈MPnk
Σ∞ hofiber(Nk \N c(Λ) −→ Nk).
Proof. By the second part of Proposition 5.8,
Pn Σ∞C(k,N) ' Pn
(
holim
Λ∈MPk
Σ∞ hofiber(Nk \N c(Λ) −→ Nk)
)
.
The operator Pn is constructed using compact homotopy limits and filtered homotopy colimits.
Therefore, it commutes (up to equivalence) with compact homotopy limits. Clearly, the category
MPk is compact (indeed, finite). Therefore,
Pn Σ∞C(k,N) ' holim
Λ∈MPk
Pn Σ∞ hofiber(Nk \N c(Λ) −→ Nk).
By Lemma 5.2, the functor Σ∞ hofiber(Nk \ N c(Λ) −→ Nk) is homogeneous of degree e(Λ) (in
case Λ = Ω, this functor is equivalent to the constant one point functor). Therefore,
Pn Σ∞ hofiber(Nk \N c(Λ) −→ Nk) '
{
Σ∞ hofiber(Nk \N c(Λ) −→ Nk) If Λ ∈MPnk
∗ Otherwise.
It is easy to check that this functor fromMPk to the category of spectra has the property that it
is equivalent to the homotopy right Kan extension of its restriction to MPnk . It follows that the
restriction of this functor from MPk to MPnk induces an equivalence of homotopy limits. The
lemma follows. 
6. Spaces of standard embeddings.
Let W be a Euclidean space. Recall that an open submanifold N of W is called nice, if it is the
interior of a closed submanifold with boundary N , where N has the property that there is an
 > 0 such that the space of all points in N lying within distance less than  of the boundary of
N deformation retracts onto the boundary.
For the rest of the section, we will assume that N is a nice submanifold of W , and M is a disjoint
union of k open balls in W . We will also use the letter k to denote the set of path components
of M . Let q : M → k be the quotient map. Recall from the introduction that sEmb(M,N) is the
space of standard embeddings of M into N , where an embedding is called standard if on each
component of M it differs by a translation from the inclusion. For every choice of section k →M
of q there is an obvious evaluation map sEmb(M,N) −→ C(k,N). It is easy to show that if the
balls making up M are small enough, then any such evaluation map is a homotopy equivalence
(It is for this step that one needs the assumption that N is nicely embedded). We will generally
assume that this condition holds, i.e., that the components of M are small enough to guarantee
that this evaluation map, and other similar ones that we will encounter, are equivalences.
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Let sEmb(M,N) be the homotopy fiber of the inclusion map sEmb(M,N) −→ sImm(M,N) (as
usual, this space depends on a choice of a basepoint in sImm(M,N)). Clearly, there is a natural
map sEmb(M,N) −→ C(k,N) that is a homotopy equivalence (assuming that the components
of M are small enough). The constructions sEmb(M,N) and sEmb(M,N) are contravariantly
functorial with respect to standard embeddings of the M variable. Our task in this section is to
extend the description of the Taylor polynomials of Σ∞C(k,N) and Σ∞C(k,N) to a description
for Σ∞ sEmb(M,N) and Σ∞sEmb(M,N) that is natural with respect to the M variable.
Definition 6.1. Let Sk be the category with the following objects
• pairs (Λ, α) where Λ is an object of S (i.e., a partition), and α : Λ → k is a map of sets
from the support of Λ to k.
• an additional initial object, denoted Ω.
A morphism (Λ, α) −→ (Λ′, α′) in Sk consists of a morphism Λ → Λ′ in S such that the evident
triangle commutes. In addition, there is a unique morphism from Ω to any other object of Sk
We will refer to objects and morphisms in Sk as partitions over k and morphism over k respectively.
Next we are going to define a contravariant functor from Sk to spaces. Recall from Lemma 4.27
that we have a contravariant functor from S to spaces
Λ 7→MΛ \M c(Λ).
Let us denote this construction by nlc(Λ,M) (“nlc” stands for “non locally constant”). For an
object (Λ, α) of Sk, define nlcα(Λ,M) ⊂ nlc(Λ,M) to be the space of non locally constant maps
α˜ : Λ −→M
such that α = q ◦ α˜. We will call elements of nlcα(Λ,M) “lifts” of α. By our convention, if Λ is
the initial object Ω, then nlcα(Λ,M) is the one point space. The construction
(Λ, α) 7→ nlcα(Λ,M)
is indeed a contravariant functor, because if Λ → Λ′ is a morphism in S over k, and we have a
non locally constant morphism Λ′ →M then the resulting morphism Λ→ Λ′ →M is not locally
constant (Lemma 4.27).
Remark 6.2. If Λ is a discrete partition, there are no non-locally constant maps from Λ to M ,
so we only need to consider partitions that are not discrete in this context. Also, let us note
that since each component of M is, by assumption, an open ball in a fixed vector space W , it
follows that nlcα(Λ,M) can be identified with a subset of W s(Λ). If α : Λ→ k is itself not locally
constant then every map α˜ : Λ → M lifting Λ is non-locally constant, and it follows that in this
case nlcα(Λ,M) is homeomorphic to a ball. More precisely, it can be identified with a product
of components of M , where the component associated with i ∈ k occurs α−1(i) times. It also
follows that if (Λ′, α′) is a partition over k where the map α′ : Λ′ → k is not locally constant, and
Λ ≤ Λ′ (i.e., Λ′ is a refinement of Λ) then the induced map
nlcα′(Λ′,M) −→ nlcα(Λ,M)
is a homeomorphism.
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On the other hand, if α is locally constant then nlcα(Λ,M) is homeomorphic to the compement
of an equatorial disk of dimension c(Λ)d in a disk of dimension s(Λ)d, and thus is homotopy
equivalent to a sphere of dimension e(Λ)d− 1.
As usual, we can associate with this functor a topological category, denoted Sk n nlc(−)(−,M).
This category has an initial object, which we continue denoting by Ω, and every other object
consists of an ordered pair ((Λ, α), α˜) where (Λ, α) is a partition over k, and α˜ : Λ → M is a
non-locally constant lift of α. A morphism ((Λ, α), α˜) −→ ((Λ′, α′), α˜′) consists of a morphism
h : Λ→ Λ′ over k such that α˜ = α˜′ ◦ h. The space of objects is topologized as the disjoint union
of spaces of the form nlcα(Λ,M). The space of morphisms is topologized accordingly.
Remark 6.3. Of course, α˜ determines α, so our notation has a built-in redundancy, but will be
convenient to have it for a while. Essentally, Sk n nlc(−)(−,M) is the (topological) category of
partitions of M , with an initial object added.
Next we define a contravariant functor from Sknnlc(−)(−,M) to spaces. To begin with, the func-
tor sends Ω to sImm(M,N), the space of standard immersions of M into N . For any other object
((Λ, α), α˜) of Sk n nlc(−)(−,M), let sImm(M,N) \α˜ N c(Λ) be the space of standard immersions
from M to N whose composition with α˜ yields a non locally constant map from Λ to N . The
union of all spaces sImm(M,N) \α˜ N c(Λ), where (Λ, α) is fixed and α˜ ranges over all lifts of α, is
topologized as a subspace of nlcα(Λ,M)× sImm(M,N). Let us call this union Eα. Thus there is
a map Eα → nlcα(Λ,M), and the inverse image of α˜ under this map is sImm(M,N) \α˜ N c(Λ). It
is easy to check, using Lemma 4.27 again, that this construction defines a contravariant functor
from Sk n nlc(−,M) to spaces. We will denote this functor simply by sImm(M,N) \α˜ N c(Λ), it
being understood that the value of the functor at Ω is sImm(M,N). Similarly, one can define
a contravariant functor from Sk n nlc(−)(−,M) to spaces by the formula (which depends on a
choice of a point in sImm(M,N))
sImm(M,N) \α˜ N c(Λ) := hofiber
((
sImm(M,N) \α˜ N c(Λ)
)
−→ sImm(M,N)
)
.
Our goal is to analyze the homotopy limits of the functors Σ∞ sImm(M,N) \α˜ N c(Λ) and ulti-
mately Σ∞sImm(M,N) \α˜ N c(Λ). Clearly, these homotopy limits are spaces of twisted natural
transformations between contravariant functors on Sk, and therefore can be expressed as homo-
topy limits over the twisted arrow category of Sk (see section 3.3.2). Let aSk be the twisted arrow
category of Sk. Let us recall the definition of this category (we will tweak it slightly to make it
suitable for contravariant functors). An object of this category is an arrow of the form Ω −→ Ω,
or Ω −→ (Λ, α), or (Λ, α) −→ (Λ′, α′). A morphism, say between the following objects(
(Λ, α) −→ (Λ′, α′)) −→ ((∆, β) −→ (∆′, β′))
in aSk, consists of a commutative diagram in Sk (note the customary twist)
(Λ, α) ←−−−− (∆, β)y y
(Λ′, α′) −−−−→ (∆′, β′).
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In what follows, we will usually spell out the details for objects of aSk that do not involve Ω, and
leave it to the reader to supplement the missing details. For an object (Λ, α) −→ (Λ′, α′) let us
denote by Eα→α′ the pullback of the corresponding diagram
nlcα′(Λ′,M) −→ nlcα(Λ,M)←− Eα.
This is a space over nlcα′(Λ′,M). Let
Γ
(
nlcα′(Λ′,M); Σ∞ sImm(M,N) \α˜ N c(Λ)
)
be the spectrum of sections of the corresponding fiberwise suspension spectrum over nlcα′(Λ′,M).
This construction defines a covariant functor from aSk to spectra, and there is a natural equiva-
lence
holim
Sknnlc(−)(−,M)
Σ∞ sImm(M,N) \α˜ N c(Λ) ' holim
aSk
Γ
(
nlcα′(Λ′,M); Σ∞ sImm(M,N) \α˜ N c(Λ)
)
.
We need to analyze the spectrum of sections Γ
(
nlcα′(Λ′,M); Σ∞ sImm(M,N) \α˜ N c(Λ)
)
(Propo-
sition 6.8 below) This spectrum depends on a morphism f : (Λ, α)→ (Λ′, α′). Factor f as a fusion
followed by refinement in the usual way
Λ −→ Λ′′ −→ Λ′
where Λ′′ = f(Λ) and we have suppressed that these are morphisms of partitions over k. Let
α′′ : Λ′′ −→ Λ′ α′−→ k be the evident composed map. Let us assume first that α′ : Λ′ → k is not
locally constant. In this case the map
nlcα′(Λ′,M) −→ nlcα′′(Λ′′,M)
is a homeomorphism (remark 6.2) and thus our spectrum
Γ
(
nlcα′(Λ′,M); Σ∞ sImm(M,N) \α˜ N c(Λ)
)
is equivalent to
Γ
(
nlcα′′(Λ′′,M); Σ∞ sImm(M,N) \α˜ N c(Λ)
)
.
On the other hand, since the morphism Λ → Λ′′ is a fusion it follows (from the first part of
Lemma 4.27) that a map Λ′′ → N is not locally constant if and only if the composed map Λ→ N
is not locally constant. It follows that the inclusion map, for each lift α˜′′ of α′′,
sImm(M,N) \α˜′′ N c(Λ′′) −→ sImm(M,N) \α˜ N c(Λ)
is a homeomorphism. Thus, our spectrum is really equivalent to
Γ
(
nlcα′′(Λ′′,M); Σ∞ sImm(M,N) \α˜′′ N c(Λ′′)
)
which is the spectrum of sections associated with the map
Eα′′ → nlcα′′(Λ′′,M).
To analyze this spectrum of sections, we need to analyze the inverse images of this map. Let
α˜′′ ∈ nlcα′′(Λ′′,M). Thus α˜′′ : Λ′′ →M is a lift of α′′. Recall that it follows from our assumptions
that α′′ is not locally constant, and therefore any lift is automatically not locally constant. We
need to understand the corresponding space
sImm(M,N) \α˜′′ N c(Λ′′).
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Recall once again that M is a disjoint union of open balls in a fixed vector space W , so two points
in the same component of M can be subtracted, and the difference is an element of W . It follows
that two lifts α˜′′1 : Λ → M and α˜′′2 : Λ → M of α′′ : Λ → k can be subtracted, and the difference
can be thought of as a map from Λ to W .
Definition 6.4. Let α˜′′1 : Λ→M and α˜′′2 : Λ→M be two lifts of α′′ : Λ→ k we say that α˜′′1 and
α˜′′2 are similar, if their difference is a locally constant map from Λ to W .
Clearly, similarity is an equivalence relation on nlcα′′(Λ′′,M). In fact, it is a restriction of
the equivalence relation given by the cosets of W c(Λ
′′) in W s(Λ
′′) (recall from Remark 6.2 that
nlcα′′(Λ′′,M) can be idenitfied with a subspace of W s(Λ
′′)).
It is obvious that if α˜′′1 and α˜′′2 are two similar lifts of α′′, then their fibers in Eα′′ , that is the
spaces
sImm(M,N) \α˜′′1 N c(Λ
′′) and sImm(M,N) \α˜′′2 N c(Λ
′′)
are the same. That is, they are the same subspace of sImm(M,N). This observation can be
extended as follows. Since every component of M is a subset of W , we can consider M as a
subset of a disjoint union of k copies of W , or in other words a subspace of k ×W . We may
consider lifts of α′′ : Λ′′ → k to k×W , including lifts that do not necessarily land in M . For such
a generalized lift α˜′′, define sImm(M,N) \α˜′′ N c(Λ′′) to be the space of standard immersions of
k ×W to W that take M into N , and such that the composed map Λ′′ α˜′′−→ k ×W −→W is not
locally constant. Clearly, the invariance under similarity holds in this generalized setting.
Let us say that a lift α˜′′ : Λ′′ →M of α′′ is very good if any two points in the support of Λ′′ that
go to the same component of M go to the same point of M . Equivalently, α˜′′ is very good if the
map α˜′′ : Λ′′ → M factors as Λ′′ α′′→ k s→ M , where s is a section of the quotient map q : M → k.
We say that α˜′′ is good if it is similar to a very good lift. We have the following lemma
Lemma 6.5. Suppose α˜′′ is not good. Then
sImm(M,N) \α˜′′ N c(Λ′′) = sImm(M,N)
Proof. It is not hard to show that if α˜′′ : Λ −→M is not good, i.e., is not similar to a very good
lift, then α˜′′ is similar to a lift that takes two points in the same component of Λ to two different
points in the same component of M . But it is obvious that if a map Λ −→M has this property,
and we compose it with a standard immersion from M to N then the resulting map Λ −→ N is
not locally constant, because a standard immersion is injective on each component of M .

Let G ⊂ nlcα′′(Λ′′,M) be the subset of good lifts of α′′. It follows from Lemma 6.5 that there is
a pullback diagram
(6)
Γ
(
nlcα′′(Λ′′,M); Σ∞ sImm(M,N) \α˜′′ N c(Λ′′)
)
−−−−→ Map (nlcα′′(Λ′′,M),Σ∞ sImm(M,N))y y
Γ
(
G; Σ∞ sImm(M,N) \α˜′′ N c(Λ′′)
)
−−−−→ Map (G,Σ∞ sImm(M,N))
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where the vertical maps are restriction maps. The following lemma is an elementary exercise
Lemma 6.6. If α′′ : Λ −→ k is not locally constant, that the space G of good lifts of α′′ is a closed
contractible subspace of nlcα′′(Λ′′,M).
It follows that the right vertical map in (6) is a fibration and a weak homotopy equivalence, and
therefore so is the left vertical map. Our next goal is to analyze the spectrum in the lower left
corner of the above diagram. Recall once again that α′′ is a map α′′ : Λ′′ → k, and let α˜′′ ∈ G
be a good lift of α′′ into M . By definition, this means that α˜′′ is similar to a very good lift
(possibly into k ×W rather than M), and therefore the fiber at α˜′′ sImm(M,N) \α˜′′ N c(Λ′′) (or
its suspension spectrum) is the same as the fiber at a very good α˜′′. Let us suppose that α˜′′ is
very good. By definition, this means that the map α˜′′ : Λ′′ −→M factors as a composition
Λ′′ α
′′→ k s↪→M
where s is some section of the quotient map q : M → k. Let α′′(Λ′′) be the partition of k that
is the image of α′′. It is easy to see that in this case, assuming that the balls making up M are
small enough, sImm(M,N) \α˜′′ N c(Λ′′) is naturally homotopy equivalent (in fact a deformation
retract of) Nk \N c(α′′(Λ′′)). In fact, we have the following lemma, whose proof is elementary.
Lemma 6.7. Assuming the balls that make up M are small enough, the pullback of the diagram
Eα′′ −→ nlcα′′(Λ′′,M)←↩ G
is a homotopy bundle over G, fiber homotopy equivalent to the product space (Nk \N c(α(Λ′′)))×G.
We are now ready to prove the following proposition, which describes the sections spectrum
Γ
(
nlcα′(Λ′,M); Σ∞ sImm(M,N) \α˜ N c(Λ)
)
associated to a morphism f : (Λ, α)→ (Λ′, α′) of par-
titions over k.
Proposition 6.8. Let f : (Λ, α)→ (Λ′, α′) be a morphism in Sk. There exists an  > 0 such that
if all the connected components of M have diameter less than  then the following holds.
If the map α′ : Λ′ → k is not locally constant, there is a homotopy equivalence
Γ
(
nlcα′(Λ′,M); Σ∞ sImm(M,N) \α˜ N c(Λ)
) '−→ Σ∞Nk \N c(α(Λ))
where the map is given by evaluating a section at the lift of of α′ that sends each point x ∈ s(Λ′)
to the center of the corresponding connected component of M .
If the map α′ : Λ′ → k is locally constant, then the spectrum of sections equals to the mapping
spectrum
Map∗
(
nlcα′(Λ′,M)+,Σ∞Nk
)
.
Proof. Suppose first that α′ is not locally constant. We saw above that the spectrum of sections
that we are interested in is equivalent to the spectrum
Γ
(
nlcα′′(Λ′′,M); Σ∞ sImm(M,N) \α˜ N c(Λ)
)
where Λ′′ = f(α). During the proof we used the fact that given a lift α˜′′ of α′′, and the corre-
sponding lift α˜ of α, the map
sImm(M,N) \α˜′′ N c(Λ′′) −→ sImm(M,N) \α˜ N c(Λ)
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is a homeomorphism, and so we do not need to distinguish between the two. We saw that the
following restriction map is an equivalence
Γ
(
nlcα′′(Λ′′,M); Σ∞ sImm(M,N) \α˜ N c(Λ)
)
−→ Γ
(
G; Σ∞ sImm(M,N) \α˜ N c(Λ)
)
where G ⊂ nlcα′′(Λ′′,M) is the subset of good lifts. By Lemma 6.7, the latter spectrum of sections
is equivalent to Map∗
(
G+,Σ∞Nk \N c(α(Λ))
)
, which, since G is contractible, is equivalent to
Σ∞Nk \N c(α(Λ)).
Now suppose that α′ is locally constant. Then any lift α˜′ : Λ′ → M will have the property that
it will send certain two elements in the same component of α′ to two distinct points in the same
components of M . The same will be true for the corresponding lift α˜ of α. It follows that for any
standard immersion h ∈ sImm(M,N), the composed map h ◦ α˜ is not locally constant, because
standard immersions are injective on components of M . It follows that sImm(M,N) \α˜ N c(Λ) =
sImm(M,N) ' Nk for every lift of α˜′ of α′ (the last equivalence holds if the components of M
are small enough), and so
Γ
(
nlcα′(Λ′,M); Σ∞ sImm(M,N) \α˜ N c(Λ)
)
' Map∗
(
nlcα′(Λ′,M)+,Σ∞Nk
)
.

Next we proceed to analyze the homotopy limit
holim
aSk
Γ
(
nlcα′(Λ′,M); Σ∞ sImm(M,N) \α˜ N c(Λ)
)
.
Recall that aSk is the twisted arrow category, whose objects are arrows (Λ, α) → (Λ′, α′) of
partitions over k (as well as some arrows involving Ω). We consider the following two subcategories
of this twisted arrow category.
Definition 6.9. Let C1 ⊂ aSk be the full subcategory containing all arrows of the form (Λ, α)→
(Λ′, α′) where α : Λ→ k is not locally constant (arrows involving Ω are included).
Let C0 ⊂ C1 be the full subcategory whose objects are all arrows where both α and α′ are not
locally constant.
Lemma 6.10. The functor Γ
(
nlcα′(Λ′,M); Σ∞ sImm(M,N) \α˜ N c(Λ)
)
, considered as a covariant
functor from aSk to spectra, is equivalent to the homotopy right Kan extension of its restriction
to C1.
Proof. For the rest of the section, let Θ denote a generic object of aSk, and let Γ(Θ) be the
corresponding sections spectrum. The content of the lemma is that for every object Θ of aSk,
the natural map
Γ(Θ) −→ holim
Θ→Θ′∈Θ↓C1
Γ(Θ′)
is a weak equivalence. Since C1 is a full subcategory, it is enough to consider the case when Θ is
not in C1. Suppose Θ is the arrow (Λ, α) → (Λ′, α′), where α is locally constant. It follows that
α′ is locally constant as well (Lemma 4.27). By the second part of Proposition 6.8,
Γ(Θ) ' Map
(
nlcα′(Λ′,M),Σ∞Nk
)
.
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Now let us turn our attention to holim Γ(Θ′). The objects of Θ ↓ C1 are diagrams of the form
(Λ, α) ←−−−− (∆, β)y y
(Λ′, α′) −−−−→ (∆′, β′)
where (∆, β)→ (∆′, β′) is an object of C1, i.e., β is not locally constant (there also are the diagrams
with Ω in place of (∆, β)). It is easy to see that the full subcategory of Θ ↓ C1 consisting of those
objects for which the morphism Λ′ → ∆′ is the identity is an initial subcategory of Θ ↓ C1, so it is
enough to consider the homotopy limit over this subcategory. The objects of this subcategory can
be identified simply with arrows (∆, β) → (Λ, α), where β is not locally constant, together with
the arrow Ω → (Λ, α), which is a final object of this category. We are looking at the homotopy
limit of spectra
Γ
(
nlcα′(Λ′,M); Σ∞ sImm(M,N) \β˜ N c(∆)
)
.
Since α′ is locally constant, it follows, again by the second part of Proposition 6.8, that all these
spectra are equivalent to
Map
(
nlcα′(Λ′,M),Σ∞Nk
)
,
the diagram of spectra Γ(Θ′) is equivalent to a constant diagram, and the maps Γ(Θ) → Γ(Θ′)
are equivalences for all Θ′. Since the underlying diagram has a final object2 and therefore has a
contractible nerve, this is enough to prove the lemma. 
It follows from the above lemma that the restriction map
holim
Θ∈aSk
Γ(Θ) −→ holim
Θ∈C1
Γ(Θ)
is a homotopy equivalence. The next lemma will imply that the restriction of the homotopy limit
from C1 to C0 is an equivalence as well.
Lemma 6.11. For every object Θ of C1, the category C0 ↓ Θ has a final object.
Proof. It is enough to consider the case when Θ is in C1 but not in C0. Let Θ be the arrow
(Λ, α) → (Λ′, α′) where α′ is locally constant, but α is not. Let Λ′′ be the partition with the
same support as Λ and where x and y are in the same component if and only if they are in
the same component of Λ and α(x) = α(y). Clearly, Λ′′ is a refinement of Λ, the morphism
α : Λ′′ → k is locally constant, and the arrow (Λ, α)→ (Λ′′, α) is initial among arrows in Sk from
(Λ, α) to partitions over k whose map into k is locally constant. In particular, the morphism
(Λ, α)→ (Λ′, α′) factors as (Λ, α)→ (Λ′′, α)→ (Λ′, α′). It follows that the diagram
(Λ′′, α) ←−−−− (Λ, α)y y
(Λ′, α′) −−−−→ (Λ′, α′)
represents a final object of C0 ↓ Θ. 
2It is for the sake of this step that we have introduced the object Ω.
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Corollary 6.12. Assuming that the connected components of M are small enough, the following
restriction map is a weak equivalence
holim
aSk
Γ(Θ) −→ holim
C0
Γ(Θ).
Next, we want to analyze holim
C0
Γ(Θ). By the first part of Proposition 6.8, there is a natural
equivalence
holim
C0
Γ(Θ) '−→ holim
C0
Σ∞Nk \N c(α(Λ)).
Recall once again that Sk is the category of partitions with maps into k, together with an initial
object Ω. Let nlc(S, k) be the full subcategory of Sk consisting of partitions (Λ, α) such that the
map α : Λ −→ k is not locally constant, together with Ω. By definition, C0 is the twisted arrow
category of nlc(S, k). Therefore, holim
C0
Σ∞Nk \ N c(α(Λ)) can be identified with the spectrum of
homotopy natural transformations from the one point functor to the functor Σ∞Nk \ N c(α(Λ)).
In other words,
holim
C0
Σ∞Nk \N c(α(Λ)) ' holim
nlc(S,k)
Σ∞Nk \N c(α(Λ)).
Recall that MPk is the category of non-discrete paritions of k, together with an initial object
Ω. There is an evident functor from nlc(S, k) to MPk sending (Λ, α) to α(Λ) and Ω to Ω. This
induces a map
holim
∆∈MPk
Σ∞Nk \N c(∆) ' holim
(Λ,α)∈nlc(S,k)
Σ∞Nk \N c(α(Λ)).
It is easy to check that the functor nlc(S, k) −→ MPk satisfies the usual criterion for inducing
a weak equivalence on homotopy limits (of contravariant functors) and thus the above map is a
homotopy equivalence. We are now ready to prove the main theorem of this section.
Theorem 6.13. Let M be the disjoint union of small enough open balls in vector space W . Let
N ⊂W be a nice submanifold. There are weak equivalences, given by the natural evaluation maps
Σ∞ sEmb(M,N) −→ holim
Skonlc(−)(−,M)
Σ∞ sImm(M,N) \α˜ N c(Λ)
and
Σ∞sEmb(M,N) −→ holim
Skonlc(−)(−,M)
Σ∞sImm(M,N) \α˜ N c(Λ).
Proof. Consider the commutative square
Σ∞ sEmb(M,N) −−−−→ holim
Skonlc(−)(−,M)
Σ∞ sImm(M,N) \α˜ N c(Λ)y y
Σ∞C(k,N) −−−−→ holim
MPk
Σ∞ sImm(M,N) \N c(Λ).
where the vertical maps are given by evaluation at the centers of the components of M , and the
horizontal maps are evaluation maps. The left vertical map is an equivalence if the components
of M are small enough, the bottom horizontal map is an equivalence by Proposition 5.8, and the
right vertical map was just shown to be an equivalence. This proves the first part of the theorem.
The second part can be proved in exactly the same way. 
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7. Derivatives of the standard embeddings functor.
Our goal in this section is to describe the derivatives (in the sense of orthogonal calculus) of
the functor N 7→ Σ∞sEmb(M,N) (see Proposition 7.2 below, which amounts to a special case
of Theorem 1.3, namely the case of standard embeddings). It is crucial that the description is
natural in M , where M ranges over the category whose objects are disjoint unions of (small
enough) balls in W and whose morphisms are standard embeddings. In the previous section, we
obtained a natural equivalence, induced by the evident evaluation map
Σ∞sEmb(M,N) −→ holim
Sknnlc(−)(−,M)
Σ∞sImm(M,N) \α˜ N c(Λ).
We remind the reader that sImm(M,N) \α˜ N c(Λ) stands for the homotopy fiber of the inclusion
map
sImm(M,N) \α˜ N c(Λ) −→ sImm(M,N).
Let us also recall that this homotopy limit can be expressed as a homotopy limit over the twisted
arrow category of Sk. To wit, the evaluation map induces a homotopy equivalence
Σ∞sEmb(M,N) −→ holim
(Λ,α)→(Λ′,α′)∈aSk
Γ
(
nlcα′(Λ′,M),Σ∞sImm(M,N) \α˜ N c(Λ)
)
.
It is not hard to show that while the above diagram is not finite, its homotopy limit is equivalent
to the homotopy limit of a finite diagram, and therefore the operators Pn and Dn commute with
the above homotopy limit. Thus we have a natural equivalence
Pn Σ∞sEmb(M,N) −→ holim
(Λ,α)→(Λ′,α′)∈aSk
Pn
(
Γ
(
nlcα′(Λ′,M),Σ∞sImm(M,N) \α˜ N c(Λ)
))
.
By Proposition 6.8 the functor Γ
(
nlcα′(Λ′,M),Σ∞sImm(M,N) \α˜ N c(Λ)
)
is equivalent to Nk \
N c(α(Λ)) if α′(Λ′) is not discrete (equivalently, if α′ : Λ′ → k is not locally constant), and is
equialent to Map∗
(
nlcα′(Λ′,M),Σ∞Nk
)
if α′(Λ′) is discrete. It follows that the spectrum
Γ
(
nlcα′(Λ′,M),Σ∞sImm(M,N) \α˜ N c(Λ)
)
is equivalent to
Nk \N c(α(Λ)) := hofiber
(
Nk \N c(α(Λ)) −→ Nk.
)
if α′(Λ′) is not discrete, and is contractible if α′(Λ′) is discrete. Recall that if α′(Λ′) is not discrete
α(Λ) is not discrete, and in this case the functor Nk \N c(α(Λ)) is, as a functor of N , homogeneous
of degree e(α(Λ)) (Lemma 5.2). Let Let S˜nk be the full subcategory of Sk consisting of partitions
(Λ, α) over k such that e(α(Λ)) ≤ n (this includes those Λ for which α(Λ) is discrete, but on the
other hand does not include the initial object Ω, which is no longer needed). Let S˜nknnlc(−)(−,M)
be the corresponding subcategory of Sk n nlc(−)(−,M). Clearly, if ((Λ, α), α˜) is an object of
Snk n nlc(−)(−,M), but not of S˜nk n nlc(−)(−,M), then Pn Σ∞sImm(M,N) \α˜ N c(Λ) ' ∗. Since
morphisms of partitions never increase excess, it follows that S˜nk is a final subcategory of Snk .
Since we are dealing with a contravariant functor, it follows in turn that the homotopy limit of
Pn Σ∞sImm(M,N) \α˜ N c(Λ) does not change homotopy type if we restrict the underlying category
from Sk n nlc(−)(−,M) to S˜nk n nlc(−)(−,M). Furthermore, let Snk be the full subcategory of
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Sk consisting of partitions (Λ, α) over k such that Λ is not discrete, and e(Λ) ≤ n. Clearly,
Snk is a subcategory of S˜nk , because morphisms can only lower excess. Let Snk n nlc(−)(−,M)
be the corresponding subcategory of S˜k n nlc(−)(−,M). Once again, it is not difficult to show,
using standard manipulations of homotopy limits and what we know about our functor that the
restriction map
holimfSnknnlc(−)(−,M) Pn Σ
∞sImm(M,N) \α˜ N c(Λ) −→ holimSnknnlc(−)(−,M)
Pn Σ∞sImm(M,N) \α˜ N c(Λ)
is a homotopy equivalence. It follows that the evaluation map
Σ∞sEmb(M,N) −→ holim
Snknnlc(−)(−,M)
Σ∞sImm(M,N) \α˜ N c(Λ)
yields a model for Pn Σ∞ sEmb(M,N), and therefore also for Dn Σ∞ sEmb(M,N) (assuming, as
usual, that the components of M are small enough). This means, in particular that there is an
equivalence
Dn Σ∞sEmb(M,N) ' holimSnknnlc(−)(−,M)
Dn Σ∞sImm(M,N) \α˜ N c(Λ).
Moreover, this equivalence is natural with respect to standard embeddings in the variable M . Let
us review what we know about Dn Σ∞sImm(M,N) \α˜ N c(Λ). Recall once again that the functor
Σ∞sImm(M,N) \α˜ N c(Λ) is homogeneous of degree e(α(Λ)). Thus Dn Σ∞sImm(M,N) \α˜ N c(Λ) is
equivalent to Σ∞sImm(M,N) \α˜ N c(Λ) if e(α(Λ)) = n, and is contractible if e(α(Λ)) 6= n. Since in
our category Snk , the objects (Λ, α) satisfy e(Λ) ≤ n, it follows that Dn Σ∞sImm(M,N) \α˜ N c(Λ)
is contractible, unless e(Λ) = n, and furthermore e(α(Λ)) = n, i.e., the fusion Λ → α(Λ) is a
strict fusion. Let us define a new contravariant functor on the category Snk nnlc(−)(−,M) by the
following formula
F ((Λ, α), α˜) =
{
Σ∞sImm(M,N) \α˜ N c(Λ) if e(Λ) = e(α(Λ)) = n
∗ otherwise
It is easy to see that the full subcategory of Snk n nlc(−)(−,M) consisting of objects ((Λ, α), α˜)
satisfying e(Λ) = e(α(Λ)) = n has the property that there are no morphisms from outside this
subcategory into this subcategory. Therefore, one can define F on morphisms to be the restriction
of the functor Σ∞sImm(M,N) \α˜ N c(Λ), and moreover there is a map, natural in M and N ,
holim
Snknnlc(−)(−,M)
F ((Λ, α), α˜) −→ holim
Snknnlc(−)(−,M)
Σ∞sImm(M,N) \α˜ N c(Λ)
which induces an equivlalence on Dn. Thus, the source of this natural transformation provides a
model for Dn Σ∞sEmb(M,N), which is functorial in M .
The next step will show that the functoriality Dn Σ∞sEmb(M,N) in the variable M is in some
sense much more robust than the functoriality of Pn Σ∞sEmb(M,N). While the latter functor is
only functorial with respect to standard embeddings in the variable M , the former is functorial
with respect to arbitrary maps in the variable M . Recall that nlcα(Λ,M) is the space of non
locally constant lifts of α : Λ → k to M . Let Mapα(Λ,M) be the space of all lifts of α to M .
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Thus Mapα(Λ,M) is the space of all maps α˜ : Λ → M such that q ◦ α˜ = α. There is a natural
inclusion
nlcα(Λ,M) ↪→ Mapα(Λ,M)
which is a homeomorphism if α is itself not locally constant. Let Snk n Map(−)(−,M) be the
corresponding topological category. It contains Snk n nlc(−)(−,M) as a subcategory. We claim
that the functor F from Snk n nlc(−)(−,M) to the category of spectra that we defined above
extends to a functor on Snk n Map(−)(−,M) by defining F ((Λ, α), α˜) = ∗ whenever α˜ is in
Mapα(Λ,M) \ nlcα(Λ,M), i.e., whenever α˜ is locally constant. This is well defined, because if α˜
is locally constant then α is locally constant, and it follows that F is already defined to be ∗ on
the entire connected component of ((Λ, α), α˜). Moreover, if
((Λ, α), α˜) −→ ((Λ′, α′), α˜′)
is a morphism in Snk nMap(−)(−,M), and α˜ is locally constant, then so is α˜′, which says that there
is no problem defining the extension of F on morphisms. Moreover we claim that the restriction
map
holim
SnknMap(−)(−,M)
F ((Λ, α), α˜) −→ holim
Snknnlc(−)(−,M)
F ((Λ, α), α˜)
is an equivalence (in fact, an isomorphism). One can see this by rewriting the homotopy limit
as a homotopy limit of sections spectra over the discrete category aSnn . It is easy to see that all
spaces of sections involving a locally constant α, i.e., in all places in the diagrams where there
might be a difference, are equal to ∗ on both sides.
We conclude that the homotopy limit
holim
SnknMap(−)(−,M)
F ((Λ, α), α˜)
provides a good model for Dn Σ∞ sEmb(M,N). By this we mean that there is a zig-zag of maps,
natural in M and N , connecting Σ∞ sEmb(M,N) and the homotopy limit above, where all the
maps induce an equivalence on the n-th layer Dn.
By definition F ((Λ, α), α˜) is either Σ∞sImm(M,N) \α˜ N c(Λ) or ∗. Recall that sImm(M,N) \α˜
N c(Λ) is the space of standard immersions from M to N whose composition with α˜ : Λ → M is
not locally constant. It follows that there is a natural evaluation map
sImm(M,N) \α˜ N c(Λ) −→ NΛ \N c(Λ)
and therefore also a natural map
Σ∞sImm(M,N) \α˜ N c(Λ) −→ Σ∞NΛ \N c(Λ).
Let us define a contravariant functor
G : Snk nMap(−)(−,M) −→ Spectra
by the formula
G((Λ, α), α˜) =
{
Σ∞NΛ \N c(Λ) if e(Λ) = e(α˜(Λ)) = n
∗ otherwise
By the discussion above, there is a natural transformation of functors
F ((Λ, α), α˜) −→ G((Λ, α), α˜).
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This map is an equivalence, except in the case when α is locally constant while α˜ is not. But, it
is easy to see that for a locally constant map α : Λ→ k, the space of locally constant lifts of α is
a contractible subspace of the (also contractible) space of all lifts of α. If follows that the natural
transformation F → G induces an equivalence of homotopy limits
holim
SnknMap(−)(−,M)
F ((Λ, α), α˜) −→ holim
SnknMap(−)(−,M)
G((Λ, α), α˜)
and so the target of this map provides a good model for Dn Σ∞sEmb(M,N).
Let us now reconsider the category Snk nMap(−)(−,M). We have been writing a generic object
in this category in the form ((Λ, α), α˜). But clearly, α is redundant, since it is determined by α˜.
In other words, the category Snk nMap(−)(−,M) is isomorphic to the category SnnMap(−,M).
An object in this category is a pair (Λ, α˜), where Λ is a non-discrete partition, and α˜ is a map
α˜ : Λ→M . So, we can think of G as a functor on the category SnnMap(−,M), and we will write
G(Λ, α˜) instead of G((Λ, α), α˜). We remind the reader once again that G(Λ, α˜) is Σ∞NΛ \N c(Λ)
if e(Λ) = e(α˜(Λ)), and is ∗ otherwise. Thus, our current model for Dn Σ∞sEmb(M,N) is given
by the homotopy limit
holim
SnnMap(−,M)
G(Λ, α˜).
Next we want to rewrite this homotopy limit in a way that fits better with the main theorem.
Recall that En is the category of irreducible partitions of excess n and strict fusions between them.
Let P˜(Λ) := P(Λ) \ 1ˆ be the poset of non-discrete refinements of Λ. Recall that the assignment
Λ 7→ P˜(Λ) defines a covariant functor from En to the category of small categories (this follows from
Lemma 4.15). Let Enn P˜(−) be the associated Grothendieck cathegory. We will denote a generic
object of EnnP˜(−) by (Λ,Λ′), where Λ is an object of En, and Λ′ is a non-discrete refinement of Λ.
There is a forgetful functor EnnP˜(−) −→ Sn that sends (Λ,Λ′) to Λ′. Let EnnP˜(−)nMap(−,M)
be the category whose objects are triples (Λ,Λ′, α˜) where Λ and Λ′ are the same as before, and α˜
is a map from the support of Λ (or of Λ′, since the two partitions have the same support) to M .
There is an evident forgetful functor En n P˜(−) nMap(−,M) −→ Sn nMap(−,M) that sends
(Λ,Λ′, α˜) to (Λ′, α˜). Therefore we have a map of homotopy limits
holim
(Λ,α˜)∈SnnMap(−,M)
G(Λ, α˜) −→ holim
(Λ,Λ′,α˜)∈Enn eP(−)nMap(−,M)G(Λ
′, α˜).
The following lemma is another exercise in manipulating homotopy limit. If one feels uncomfort-
able with working on the level of topological categories, one can reformulate and prove it in terms
of functors on discrete categories Sn and En n P˜(−).
Lemma 7.1. The functor G, considered as a functor on Sn nMap(−,M) is equivalent to the
homotopy right Kan extension of G as a functor on En n P˜(−) n Map(−,M). Therefore, the
above map of homotopy limits is a homotopy equivalence.
It follows that
holim
Enn eP(−)nMap(−,M)G(Λ
′, α˜)
is a good model for Dn Σ∞sEmb(M,N). We want to analyze this homotopy limit. To begin with,
note again that the functor Map(−,M) may be considered a functor on En, rather than EnnP˜(−),
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because it only depends on the support of the partition, which is the same for Λ and Λ′. It follows
that the category En n P˜(−) nMap(−,M) may also be written as (En nMap(−,M)) n P˜(−),
and there is a natural equivalence
holim
Enn eP(−)nMap(−,M)G(Λ
′, α˜) ' holim
(Λ,α˜)∈EnnMap(−,M)
(
holim
Λ′∈ eP(Λ)G(Λ′, α˜)
)
.
Let us now switch back to N˜at notation, and also write MΛ instead of Map(Λ,M). Thus the
above homotopy limit can be written as
N˜at
Λ∈En
(
MΛ;
(
holim
Λ′∈ eP(Λ)G(Λ′, α˜)
))
.
Recall that G(Λ′, α˜) = ∗ if e(α˜(Λ′)) 6= n. In particular, if the morphism Λ → α˜(Λ) is not a
strict fusion, then e(α˜(Λ′)) ≤ e(α˜(Λ) < e(Λ) = n, and G(Λ′, α˜) = ∗. To say that the morphism
Λ → α˜(Λ) is not a strict fusion is equivalent to saying that α˜ ∈ ∆ΛM . Therefore, the above
spectrum of twisted natural transformations can be written in the following form
N˜at
Λ∈En
(
(MΛ,∆ΛM);
(
holim
Λ′∈ eP(Λ)G(Λ′, α˜)
))
.
Let us analyze holim
Λ′∈ eP(Λ)G(Λ′, α˜). Recall that P˜(Λ) is a category with an initial object (namely Λ),
and G is the contravariant functor whose value is Σ∞NΛ \N c(Λ) on the initial object, and is ∗
on all other objects. Recall that
Σ∞NΛ \N c(Λ) ' ΩΣ∞ΩΛN+ ∧ Sd e(Λ)
It follows that there are natural equivalences, where the last one relies on Lemma 4.21
holim
Λ′∈ eP(Λ)G(Λ′, α˜) ' Map∗(|P˜(Λ)|/|P˜(Λ) \ {Λ}|,ΩΣ∞ΩΛN+ ∧ Sd e(Λ)) '
' Map∗(TΛ,Σ∞ΩΛN+ ∧ Sd e(Λ)).
In conclusion, we have obtained the following proposition, which is the main result of this section.
Proposition 7.2. Let M be a disjoint union of balls in W . Let N be a nice open submanifold of
W . Assuming that the balls making up M are small enough, there is a chain of weak equivalences,
natural both in M and N , connecting Dn Σ∞sEmb(M,N) and
N˜at
Λ∈En
(
(MΛ,∆ΛM); Map∗
(
TΛ,Σ∞ΩΛN+ ∧ Sd e(Λ)
))
.
8. Proof of the main theorem
In this section we prove Theorem 1.3. Proposition 7.2 essentially gives the theorem in the special
case when M is a disjoint union of standard balls. It remains to deduce the theorem for general
manifolds M , using the ideas of embedding calculus [11]. But first, we need to analyze our main
construction a little further. In particular, we want to prove Proposition 1.7 from the introduction.
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Lemma 8.1. The functor
(
MΛ,∆ΛM
)
is essentially cofibrant (in the sense of Definition 3.14)
as a covariant functor from Eopn to pairs of spaces.
Proof. Let Λ be an object of E in \ E i−1n for some n and i. Thus Λ is an irreducible partition of
excess n, and support of size n+ i. Our task is to analyze the pushout of the diagram
colim
(Λ→Λ′)∈Λ↓Ei−1n
MΛ
′ ←− colim
(Λ→Λ′)∈Λ↓Ei−1n
∆Λ
′
M −→ ∆ΛM
and the natural map from this pushout to MΛ. Identifying MΛ with Mn+i, we claim that the
above pushout maps homeomorphically onto ∆n+iM (the full fat diagonal). We leave the proof
of this claim as an easy exercise for the reader. It follows that the map from the pushout to MΛ
is a cofibration. Clearly, the group of automorphisms of Λ, being a subgroup of the symmetric
group Σn+i, acts freely on the quotient of Mn+i by the full fat diagonal. This is what we needed
to check. 
Proposition 1.7 now follows from Lemma 8.1 together with Corollary 3.12 and induction. As
pointed out in the introduction (Remark 1.9) it follows from Proposition 1.7 that our model
for Dn Σ∞Emb(M,N) is a homogeneous functor of degree n in the variable N , and also is a
polynomial functor for degree 2n in the variable M (in the sense of Embedding Calculus).
Now, the proof of the Main Theorem. To begin with, it is enough to prove the theorem in the
case when N is a nice submanifold of some Euclidean space W . Indeed, if N is a tame stably
parallelizable manifold, then for some Euclidean space W0 N ×W0 is a nice submanifold of some
W , so we would know that the theorem is true for N ×W0. But it follows from the classification
of homogeneous functors that the value of a homogeneous functor at R0 is determined by its
value at W0, for any Euclidean space W0. So, let us assume that N is a nice codimension zero
submanifold of W . We may also assume that the basepoint map h : M −→ N that is used to
define Emb(M,N) is a codimension zero embedding as well. This is so because every immersion
becomes isotopic to an embedding after crossing the target with a large enough Euclidean space
(and so we may assume that h is an embedding), and because Emb(M,N) does not change its
homotopy type if M is replaced with a tubular neighborhood.
Let Os(M) be the poset/category whose objects are subsets of M that are disjoint unions of
standard balls in M (this is well-defined, because M has been identified with an open subset
of W ). Let Osk(M) be the sub-poset consisting of sets that are the disjoint union of at most k
balls. We will often want to only consider unions of balls whose radius is smaller than a fixed
 > 0, but we will not make  visible in the notation. For the purposes of this paper, we define
Tk Σ∞Emb(M,N) (the k-th Taylor approximation of Σ∞Emb(M,N) in the sense of embedding
calculus) by the formula
Tk Σ∞Emb(M,N) := holim
U∈Osk(M)
Σ∞Emb(U,N).
This definition differs from Weiss’ original definition in [11] in that he uses the category Ok(M) of
all subsets of M that are homeomorphic to a disjoint union of open balls, rather than the smaller
category of subsets that are actually the union of standard balls, but it is not hard to show that
the restriction map from Weiss’ definition to our definition is a homotopy equivalence. Next, we
may replace Emb(U,N) with sEmb(U,N), because there is a bi-natural homotopy equivalence
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sEmb(U,N) '−→ Emb(U,N). Thus, we may take our model for Tk Σ∞Emb(M,N) to be the
homotopy limit
holim
U∈Osk(M)
Σ∞sEmb(U,N).
It is not hard to show that the above homotopy limit can be used to provide a good model for
Dn Σ∞Emb(M,N). More precisely, for k large enough (in fact, k needs to be roughly 2n), there
is a natural equivalence ([4], Proposition 10.9)
Dn Σ∞Emb(M,N) ' holim
U∈Osk(M)
Dn Σ∞sEmb(U,N).
By Proposition 7.2, the right and side is equivalent to
holim
U∈Osk(M)
N˜at
Λ∈En
(
(UΛ,∆ΛU); Map∗
(
TΛ,Σ∞ΩΛN+ ∧ Sd e(Λ)
))
.
By definition, this is is the same as
Tk N˜at
Λ∈En
(
(MΛ,∆ΛM); Map∗
(
TΛ,Σ∞ΩΛN+ ∧ Sd e(Λ)
))
.
Clearly, this is equivalent to
N˜at
Λ∈En
(
(MΛ,∆ΛM); Map∗
(
TΛ,Σ∞ΩΛN+ ∧ Sd e(Λ)
))
for k ≥ 2n, because the latter is a functor of degree 2n in the variable M . This completes the
proof.
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