In this paper I prove a L p − Lṕ estimate for the solutions of the one-dimensional Schrödinger equation with a potential in L 1 γ where in the generic case γ > 3/2 and in the exceptional case (i.e. when there is a half-bound state of zero energy) γ > 5/2. I use this estimate to construct the scattering operator for the nonlinear Schrödinger equation with a potential. I prove moreover, that the low-energy limit of the scattering operator uniquely determines the potential and the nonlinearity using a method that allows as well for the reconstruction of the potential and of the nonlinearity. * ams classification 35P, 35Q, 35R, 34B and 81U.
Introduction

Let us consider the Schrödinger equation (LS)
i ∂ ∂t u(t, x) = H 0 u(t, x), u(0, x) = φ(x) (1.1) where H 0 is the self-adjoint realization of −∆ in L 2 (R n ) , n ≥ 1,
The domain of H 0 , D(H 0 ), is the Sobolev space W 2 . The solution to (1.1) is given by e −itH 0 φ, where the strongly continuous unitary group e −itH 0 is defined by the functional calculus of self-adjoint operators. The kernel of e −itH 0 is given by ( see Example 3 in page 59 of [24] ) (4πit) −n/2 e i|x−y| 2 /4t . From this explicit expression for the kernel it follows that the restriction of e −itH 0 to
, t > 0, (1.3) for some constant C, 1 ≤ p ≤ 2, and since it allows to control the nonlinear behaviour of the solutions to (1.4) , that is produced by f (u), in terms of the dispersion that is produced by the linear term H 0 u. See for example [24] , [7] , [8] , [9] , [27] , [28] , [15] , [16] , [29] , [23] and [18] . In the case of a linear Schrödinger equation with a potential (LSP):
i ∂ ∂t u(t, x) = (H 0 + V )u(t, x), u(0, x) = φ, (1.5) where V is a real-valued function defined on R n such that the operator H := H 0 + V is self-adjoint on D(H 0 ), Journé, Soffer and Sogge [14] proved that for n ≥ 3 = 1 and where P c is the orthogonal projector onto the continuous subspace of H. Note that (1.6) can not hold for the pure point subspace of H. Estimate (1.6) is the natural extension of (1.3) to the case with a potential. Besides conditions on the regularity and the decay of V (see equation (1.6) of [14] ) Journé, Soffer and Sogge require that zero is neither a bound state nor a half-bound state for H. The proof given by [14] consists of a high-energy estimate that is always true and of a low-energy estimate where the condition that zero is neither a bound state nor a half-bound state was used. The low-energy estimate of [14] was obtained by studying the behaviour near zero of the spectral family of H. For this purpose Journé, Soffer and Sogge [14] used the estimates on the behaviour near zero of the resolvent of H obtained by Jensen and Kato [13] , [11] and [12] for n ≥ 3. It is actually here that the restriction n ≥ 3 appears in the result of [14] . One way to understand the reasons for the restriction to n ≥ 3 is to look to the kernel of the free resolvent, (H 0 − z) −1 . For n = 3 this kernel is given by 1 4π e i √ z |x−y| |x − y| .
(1.7)
Note that (1.7) behaves nicely as z → 0. In the case n ≥ 4 the kernel of the free resolvent has also a nice behaviour as z → 0. This fact is the starting point of the analysis of Jensen and Kato in [13] , [11] and [12] , who use perturbation theory to estimate the behaviour near zero of the resolvent of H. In the case n = 1 the kernel of (H 0 − z) −1 is given by (see Theorem 9.5.2 in page 160 of [25] )
The kernel (1.8) is singular as z → 0 and an approach as in [14] , [13] , [11] and [12] does not appears to be convenient. We take in Section 2 below a different point of view. We base our analysis of the low-energy behaviour of the spectral family of H on the generalized Fourier maps that are constructed from the scattering solutions Ψ + (x, k), x, k ∈ R. The crucial issue here is that for n = 1 the construction of the scattering solutions can be reduced to the solution of Volterra integral equations. More precisely, the scattering solution is given in terms of the Jost solutions, f j (x, k), j = 1, 2, as follows:
where T (k) is the transmission coefficient. The f j are solutions to Volterra integral equations that are obtained by iteration as uniformly convergent series. See [5] , [6] , [3] and [2] . This fact allows for a detailed analysis of the low-energy behaviour of the spectral family of H that coupled with a high-energy estimate allows us to prove in Section 2 an estimate like (1.6) in the case n = 1. Since in what follows we only consider the case n = 1 we denote below by
s the space of all complex-valued measurable functions, φ, defined on R such that
s is a Banach space with the norm (1.10). Below we always assume that V ∈ L 1 1 . It follows from the existence of the Jost solutions and since the eigenvalues of −
are simple (see [3] ) that the differential expression τ := − d 2 dx 2 + V (x) is in the limit point case at ±∞. Then by the Weyl criterion (see [32] ) τ is essentially self-adjoint on the domain
where we denote byφ(x) = d dx φ(x) and by L 2 C the set of all φ ∈ L 2 that have compact support. We denote by H the unique self-adjoint realization of τ . It is known that the absolutely continuous spectrum of H is given by σ ac (H) = [0, ∞), that H has no singular continuous spectrum, that H has no eigenvalues that are positive or equal to zero and that H has a finite number, N, of negative eigenvalues that are simple and that we denote by −β
We will also use the notationφ(k) := F φ(k). For any α ∈ R let us denote by W α the Sobolev space consisting of the completion of the Schwartz class in the norm
We denote by h the following quadratic form 14) with domain
follows from Theorem 8.42 in page 147 of [25] and from the remarks above Theorem 9.14.1 in page 183 of [25] that h is closed and bounded from below and that the associated operator, H h , is self-adjoint with domain, D(H h ) ⊂ W 1 . Since D(τ ) ⊂ W 1 it follows that H h is a self-adjoint extension of τ and as τ is essentially self-adjoint we have that H = H h and then D(|H|) = W 1 . For u, v any pair of solutions to the stationary Schrödinger equation: 15) let [u, v] denotes the Wronskian of u and v:
A potential V is said to be generic if the Jost solutions at zero energy satisfy [f 1 (x, 0), f 2 (x, 0)] = 0 and V is said to be exceptional if [f 1 (x, 0), f 2 (x, 0)] = 0. If the potential V is exceptional there is a bounded solution (a half-bound state ) to the equation (1.15) with k = 0. See [21] for these definitions and a discussion of related issues. Let P c denotes the projector onto the continuous subspace of H. Note that P c = I − P p , where P p is the projector onto the finite dimensional subspace of L 2 generated by the eigenvectors corresponding to the N eigenvalues of H.
Our mail result is the following theorem that we prove in Section 2.
γ where in the generic case γ > 3/2 and in the exceptional case γ > 5/2. Then for some constant C
Suppose that the conditions of Theorem 1.1 are satisfied. Then for 1 ≤ p ≤ 2 and 
In the case V = 0 and n ≥ 1 Theorem 1.1 and Corollaries 1.2 and 1.3 were proven by Strichartz in [30] . They were proven in [14] for n ≥ 3 and V satisfying appropriate conditions on regularity and decay (see [14] , equation (1.6) 
As a first application we study in this paper the low-energy scattering for the NLSP and we prove that the low-energy limit of the scattering operator uniquely determines the potential and the nonlinearity. For this purpose we proceed as in [31] were the case n ≥ 3 was considered. Let us assume that H has no negative eigenvalues. Then H > 0 and since
It follows that the norm associated to the following scalar product
is equivalent to the norm of W 1 . We denote by X the Sobolev space W 1 endowed with the scalar product (1.23). The space X is a Hilbert space. Clearly, e −itH is a strongly continuous group of unitary operators on X. For any δ > 0 we denote: (p−1)/(p+1) and 5 ≤ p < ∞. In what follows for functions u(t, x) defined on R × R we write u(t) for u(t, ·).
γ where in the generic case γ > 3/2 and in the exceptional case γ > 5/2 and that H has no negative eigenvalues. Assume moreover, that the function f in (1.22) is defined on R, that it is real-valued and
for some 5 ≤ p < ∞. Then there is a δ > 0 such that for every φ − ∈ X(δ) there is a unique solution to the NLSP, u(t, x), such that u ∈ C(R, X) ∩ L r (R, X 3 ) and
Moreover, there exists a unique φ + ∈ X such that
where F is the primitive of f such that F (0) = 0. In addition the nonlinear scattering operator
Theorem 1.4 is proven in Section 3 using Theorem 1.1, Corollaries 1.2 and 1.3 and the abstract low-energy scattering theory of Strauss [27] , [28] . The scattering operator S V compares solutions of the NLSP (1.22) with solutions to the LSP (1.5). To reconstruct V we consider below the scattering operator, S, that compares solutions to the NLSP with solutions to the LS (1.1). For this purpose let us consider the wave operators
The W ± are unitary on L 2 (note that H has no eigenvalues). The existence of the strong limits in (1.29) is well known (see Theorem 9.14.1 in page 183 of [25] ). Moreover, by the intertwining relations, √ HW ± = W ± √ H 0 and as D( √ H) = W 1 , we have that W ± and W * ± belong to B(W 1 ) and for 0 < δ 1 < δ they send X(δ 1 ) into X(δ) if δ 1 is small enough. Let us define:
Take δ 1 so small that W − X(δ 1 ) ⊂ X(δ) with δ as in Theorem 1.4 and then δ 2 so large that W * + X(δ) ⊂ X(δ 2 ). Then S sends X(δ 1 ) into X(δ 2 ). Moreover, for any ψ − ∈ X(δ 1 ) let us take in Theorem 1.4 φ − ≡ W − ψ − and let u(t, x) and φ + be as in Theorem 1.4. Let us denote ψ + := Sψ − = W * + φ + . Then by Theorem 1.4 and (1.29)
That is to say, S sends the initial data at t = 0, ψ − , of the incoming solution to LS to the initial data at t = 0, ψ + , of the outgoing solution to LS. Let us denote by S L the linear scattering operator corresponding to the LS and the LSP:
In Theorem 1.5 below, S L is reconstructed from the low-energy limit of S.
THEOREM 1.5. Suppose that the assumptions of Theorem 1.4 are satisfied. Then for every
Since, as is well known, from S L we can uniquely reconstruct V we obtain the following Corollary. In the case where f (u) = λ|u| p , we can also uniquely reconstruct the coupling constant λ. 
Remark that by Sobolev's imbedding theorem
(1.35) Theorem 1.5 and Corollaries 1.6 and 1.7 are proven as in [31] (see Section 3). We use below the letter C to denote any positive constant whose particular value is not relevant.
The L p
− Lṕ Estimate
We assume that V ∈ L 1 1 . For any complex number, k, we denote by ℜk and ℑk, respectively, the real and the imaginary parts of k. The Jost solutions f j (x, k), j = 1, 2, are solutions to the stationary Schrödinger equation
were ℑk ≥ 0. To construct the Jost solution we define
. They are, respectively, solutions of the following equations:
The m j (x, k), j = 1, 2, are the unique solutions of the Volterra integral equations
where
Note that f 1 (x, k) ∼ e ikx as x → ∞ and that f 2 (x, k) ∼ e −ikx as x → −∞. A detailed study of the properties of the m j (x, k), j = 1, 2, was carried over in [3] . Here we state a number of results from [3] that we need. In what follows we denote by C any positive constant whose specific value is not relevant to us and byġ(x, k) := ∂ ∂k g(x, k). For each fixed x ∈ R the m j (x, k) are analytic in k for ℑk > 0 and continuous in ℑk ≥ 0 and
is continuous in k for each fixed x ∈ R and for each fixed x 0 ∈ R there is a constant C x 0 such that
In the Lemma below we slighly improve the estimates (2.9) and (2.10) under the assump-
Proof : We give the proof in the case ofṁ 1 (x, k). The case ofṁ 2 (x, k) follows similarly. It follows from (2.6) that for k = 0 13) and that
By (2.13) and (2.14) for any 1 ≤ γ ≤ 2
is obtained by iteration [3] :
where m 1,0 (x, k) = 1 and for n = 1, 2, · · ·
(2.18) Moreover, the m 1,n satisfy the following equation for n = 0, 1, · · ·
Then,
Furthermore, since by (2.6)
it follows from (2.18) that 22) and then by (2.17) for
We can now estimate the first integral in the right-hand side of (2.20) as follows
where we used (2.15). Then using again (2.20) and (2.21) we obtain that
Since m 0 (y, k) ≡ 1 it follows from (2.25) with n = 0 that
Then by (2.25) we have that 28) and then, iterating (2.25) n − 1 more times we prove that
Taking the limit as n → ∞ in (2.29) we prove that
, we can take γ = 1 in (2.30) and then
Equation (2.11) follows from (2.30) and (2.31).
Proof : We prove (2.32). The proof of (2.33) is similar. By (2.4) and (2.6)
and theṅ
It follows from (2.7), (2.11) and (2.35) that
and that
Then for any 2 ≤ γ ≤ 3 there is a constant, C γ , such that
We obtain from (2.20) thaṫ
Moreover, by (2.23) and (2.41)
By (2.29) with γ = 2
and then by (2.14)
and it follows from (2.29) with γ = 2 that
Then we obtain from (2.21), (2.42), (2.43), (2.45) and (2.47) that for |k| ≤ 1:
But since m 0 (x, k) ≡ 1 it follows from (2.48) with n = 0 that
Iterating (2.48) n more times we prove that
with q(x) as in (2.28) and taking the limit as n → ∞ we have that
and this proves (2.37). Equation (2.38) follows similarly.
Proof: We give the proof of (2.52). Equation (2.53) follows in a similar way. By (2.35)
Then by (2.7), (2.11)with γ = 2 and (2.37)
The Jost solutions, f j (x, k), j = 1, 2, are independent solutions to (2.1) for k = 0 and there are unique functions T (k) and R j (k), j = 1, 2, such that [3] 
Moreover, T (k) is meromorphic for ℑk > 0 with a finite number of simple poles,
(2.60)
Furthermore,
and
The behaviour as k → 0 is as follows: (a) In the generic case
where a = lim x→−∞ f 1 (x, 0) = 0. For the results above about T (k) and R j (k), j = 1, 2, see [3] , [21] and [17] . In particular for the continuity of T (k) and of R j (k) as k → 0 in the exceptional case for V ∈ L 1 1 see [17] .
(2.71)
Proof: It follows from (2.7) and (2.34) that
We similarly prove that 
Moreover, by (2.6)
where for 1 ≤ γ ≤ 2
(2.83)
Since the function: λ → |k|λ(1 + |k|λ) −1 is an increasing function of λ, for λ ≥ 0, we have that (see (2.7) and (2.80)) for all
Furthermore, for x ≤ 0 (see (2.7) and (2.80))
By (2.84) and (2.85) for x ≤ 0
By (2.78) and (2.81) we have that for x ≥ 0
(2.88) Since m 1,0 (x, k) ≡ 1, it follows from (2.78) and (2.81) that
Then iterating (2.88) we prove that
Moreover, taking the limit as n → ∞ in (2.78) and using (2.21), (2.86) and (2.90) we obtain that for x ≤ 0
where in the right-hand side of (2.87) we take a constant C large enough. Let us denote
Then it follows from (2.91) that for x ≤ 0
where we used that g γ (x, k)/(1 + |x|) is an increasing function of |x|. By (2.93) and Gronwall's inequality (see page 204 of [19] ) we have that
and then taking in (2.87) C large enough we obtain that
We similarly prove that
Note that in the proof of (2.95), (2.96) we only used that V ∈ L 1 γ , 1 ≤ γ ≤ 2. We now prove (2.71). It follows from (2.58) that
Then by (2.4) and (2.7) there is an x 0 ∈ R such that
Then (2.71) with j = 1 follows from (2.70), (2.95) and (2.96) taking in (2.97) any x ≥ x 0 . Equation (2.71) with j = 2 is proven in a similar way. Equation (2.72) follows from (2.7), (2.8), (2.11), (2.12), (2.32), (2.33), (2.37), (2.38), (2.52), (2.53), the first equality in the right-hand side of (2.60) and (2.65) and noting that if
Equation (2.99) is proven by the argument given in [17] to prove that
in the case when V ∈ L 1 1 . The fact that in (2.99) we have O (k 2 ) instead of o(k) follows because we assume that V ∈ L 1 γ , γ ≥ 2 (see (2.11) and (2.12)). Equation (2.73) follows from the first equality in the right-hand side of (2.60) and by (2.99). Also (2.74) follows from the first equality in the right-hand side of (2.61) and (2.62)and observing that 
Then (2.75) with j = 1 follows from (2.95), (2.96), (2.97) and (2.102). Equation (2.75) with j = 2 is proven in the same way.
The results on the spectral theorem for H that we state below follow from the WeylKodaira-Titchmarsch theory. See for example [3] . For a version of the Weyl-KodairaTitchmarsch theory adapted to our situation see Appendix 1 of [33] and also the proof of Theorem 6.1 in page 78 of [33] . Let us denote for any k ∈ R
and Ψ − (x, −k) := Ψ + (x, k). Let H ac (H) be the subspace of absolute continuity of H. Then the following limitsφ
exist in the strong topology in L 2 for every φ ∈ L 2 and the operators
where the limits exist in the strong topology in L 2 . Furthermore, the operators F * ± F ± are the orthogonal projection onto H ac (H). For each eigenvalue of H, let Ψ j , j = 1, 2, · · · , N be the corresponding eigenfunction normalized to one, i.e. Ψ j L 2 = 1. The operators:
are unitary from the eigenspace generated by Ψ j onto C. The following operators
C and for any φ ∈ D(H)
Moreover, for any bounded Borel function , Φ, defined on R
The projector, P p , onto the subspace of L 2 generated by the eigenvectors of H is given by
Since H has no singular-continuous spectrum the projector onto the continuous subspace of H is given by: P c := I − P p . It follows from (2.110) that
Equation (2.112) is the starting point of our proof of the L 1 − L ∞ estimate (Theorem 1.1). We divide the proof of the L 1 −L ∞ estimate into a high-energy estimate and a low-energy estimate. For this purpose, let Φ be any continuous and bounded function on R that has a bounded derivative and such that Φ(k) = 0 for |k| ≤ k 1 and Φ(k) = 1 for |k| ≥ k 2 for some 0 < k 1 < k 2 .
LEMMA 2.6. (The high-energy estimate). Suppose that
Proof: Let us take χ ∈ C ∞ , χ(k) = 1, |k| ≤ 1 and χ(k) = 0, k ≥ 2, and let us denote χ n (k) = χ(k/n), n = 1, 2, · · ·. Then it follows from (2.112) that for any f, g ∈ L 1 ∩ L 2 :
We have that,
where j(+) = 1 and j(−) = 2. Since the inverse Fourier transform of
Changing the coordinates of integration in (2.118) to p = k − k 0 where k 0 = (y − x)/2t we obtain that
where in the second equality we used the Plancherel theorem andĥ n (ρ) is the Fourier transform of the function h n (ρ) defined as follows
we have that Φ
(1)
norm, it follows from (2.124) and the dominated convergence theorem that
and that Φ
Using the dominated convergence theorem again we prove that
We denote t,n we prove that
+,e (x, y, ρ)dρ, (2.134) wherem +,e (x, y, ρ) is the Fourier transform of m +,e (x, y, k + k 0 ), and that
Using (2.58) we write (2.120) as follows
where for j = 2, l = r = 3, for j = 3, l = 3, r = 1, for j = 4, l = 1, r = 3, and for
Then as in the case of Φ (+) t,n we prove that
and that lim
withm j (x, y, ρ) the Fourier transform of m j (x, y, p + (ry − lx)/2t). We also have that
By the same argument as above and using also (2.59) we prove that for (x ≥ 0, y ≤ 0), (x ≤ 0, y ≥ 0) and (x ≤ 0, y ≤ 0)
We can explicitly compute Φ ± t (x, y) as in the case (x ≥ 0, y ≥ 0).Then (2.147), (2.148) and (2.149) hold for all x, y ∈ R and using (2.114), (2.116), (2.123), (2.127), (2.130), (2.147 ) and (2.148) we prove that
(2.150) Then by (2.122), (2.129) and (2.149)
By continuity this estimate holds for all f, g ∈ L 1 and (2.113) follows.
Let Ψ be any function on C ∞ 0 (R) such that Ψ(k) = 1, |k| ≤ δ, for some δ > 0. 
Proof : As in the proof of Lemma 2.6 it follows from (2.112) and
where j(+) = 1 and j(−) = 2. Let us consider first the generic case. In this case it follows from (2.66) that m ± (x, y, 0±) = 0. We denote
Let us denote by ω +,x,y (ρ) the modulus of continuity of m +,e (x, y), i.e., ω +,x,y (ρ) := m +,e (x, y, k
Without lossing generality we can assume that γ ≤ 2. Then by (2.7), (2.11), (2.70), (2.156) and (2.157) for |ρ| ≤ 1
It follows from (2.161) and (2.162) that for any 0 ≤ α < γ − 1
and then by Proposition 4 in page 139 of [26] m +,e (x, y, ·) Wα ≤ C α,x 0 , x, y ≥ x 0 , (2.164) for any 0 < α < γ − 1. Let us denote k 0 = (y − x)/2t. Then we prove as in Lemma 2.6 that (2.127)
+,e (x, y, ρ) dρ, (2.165) withm +,e (x, y, ρ) the Fourier transform of m +,e (x, y, k + k 0 ). But since for
+,e (x, y, ·)
Using (2.7), (2.8), (2.11), (2.12), (2.58), (2.59), (2.61) and (2.71) we prove in the same way that (2.167) holds for (x ≥ 0, y < 0), (x ≤ 0, y ≥ 0) and (x ≤ 0, y ≤ 0) and that the same is true for Φ (−)
t (x, y) (see the proof of Lemma 2.6 for a similar argument). Then we have that 
Then using Theorem 2.5 (b) we prove as in the generic case that
LetΨ(λ), λ ≥ 0, be the cosine transform of Ψ(k 2 ):
Then integrating by parts we prove that for any N > 0 there is a constant C N such that
we have that
The estimate (2.178) is proven by explicitly evaluating the cosine transform using the following equations from [4] 
It follows from (2.169), (2.173) and (2.179) that
We prove in the same way that 
Inverse Scattering
Proof of Theorem 1.4: We prove this theorem by verifying the conditions of the abstract Theorems 1 and 2 of [27] and of Theorem 16 of [28] . This is done as in Theorem 8 of [27] and Theorem 17 of [28] . We define X and X 3 as in the Introduction and X 1 := L 1+ 1 p . It follows from the Sobolev imbedding theorem (see [1] ) that X ⊂ X 3 , with continuous imbedding. Concerning hyphotesis (V) in page 113 of [27] : note that since by Sobolev's imbedding theorem W 1 ⊂ L 1+p ; we have that X 1 ⊂ W 1 . But as e −itH ∈ B(W 1 ), it follows by duality that e −itH ∈ B(W −1 ). Then for all φ ∈ X 1 , e −itH φ ∈ W −1 and e −itH e −isH φ = e −i(t+s)H φ for all t, s ∈ R.
To verify hypothesis VII of Theorem 16 of [28] , as in the proof of Theorem 8 of [27] , we need the following result. Let g be any real-valued C 2 function defined on R such that g(0) = 0 and for all u, v ∈ R:
For I any interval let us denote by C(I, X) the Banach space of bounded and continuous functions from I into X with the supremun norm and by B ρ (I, X) the ball of center zero and radius ρ in C(I, X). Then for any φ ∈ X(ρ/2) and any s ∈ R the equation
has a unique solution u(t) ∈ B ρ (R, X) and moreover, the L 2 norm and the energy are conserved: u(t) L 2 = constant (3.5)
for all t ∈ R, where G is the primitive of g such that G(0) = 0. To prove this result we observe that it follows from (3.1) and (3.2) that
for all φ, ψ ∈ X. Then by a standard contraction mapping argument (3.3) as a unique solution on C([s − ǫ, s + ǫ], X) provided that 0 < ǫ ≤ 1/3Cρ and 0 < ǫ < 1/2C. Suppose that (3.5) and (3.6) are true for
Since u(t) X remains bounded as t → s ± ǫ by a constant C that depends only on φ X we can extend u(t) into a global solution such that (3.5), (3.6) hold for all t ∈ R. It remains to prove that (3.5), (3.6) are true for t ∈ [s − ǫ, s + ǫ]. In the constant coefficient case, V = 0, this is accomplished by approximating the local solution in W 1 by solutions in W 2 , see [15] and [16] or by regularizing equation (3.3) by taking convolution with a function in Schwartz space, see [7] , [8] and [9] . This is possible because in the constant coefficient case D(H) = D(∆) = W 2 . In our case this is not a convenient approach. Since we only assume that V ∈ L 1 γ we do not have much control over D(H). We only know that D(H) is a dense set in X. To solve this problem we regularize (3. 
As above we prove that (3.9) has a unique solution for t ∈ [s − ǫ, s + ǫ]. Note that we can take ǫ independent on n. Moreover, since Hr n (H) ∈ B(X) we have that actually
Since u n (t) is a solution to the equation
and since H is self-adjoint, it follows from (3.10) that
Let us define Q n (t) := dx G (|r n (H)u n |) . (3.14)
Since |G(λ)| ≤ C|λ| 2 , |Q n (t)| ≤ C u n (t) Furthermore, since u n (t) ∈ C 1 ([s − ǫ, s + ǫ], X) it follows from a simple proof using the fundamental theorem of calculus (see the proof of Lemma 3.1 of [7] for a similar argument) that d dt Q n (t) = ℜ r n (H) g(|r n (H)u n (t)|) |r n (H)u n (t)| r n (H)u n (t), ∂ ∂t u n (t) . By (3.12) and (3.18), u n (t) L 2 and E n (t) are constant for t ∈ [s − ǫ, s + ǫ]. We prove below that u n (t) converges strongly in X to u(t). Since moreover, r n (H) converges to the identity strongly in X, equations (3.5) and (3.6) hold for t ∈ [s − ǫ, s + ǫ]. It only remains to prove that lim n→∞ u n (t) − u(t) X = 0. (3.19) But by (3.3), (3.7) and (3.9)
u n (t) − u(t) X ≤ t s dτ r n (H)P g (r n (H)u n ) − r n (H)P g (r n (H)u) X + as n → ∞. As in the proof of Theorem 17 of [28] we have to prove that e −itH ∈ B (X, L r (R, L 1+p )). Let us denote by D the set of points in the ( , 0) ∈ D because e −itH is a unitary operator on L 2 . Since e −itH is unitary on X, we have that e −itH ∈ B (X, L ∞ (X)) and as by Sobolev's theorem [1] X is continuously embedded in L ∞ it follows that B := (0, 0) ∈ D. By Corollary 1.3 e −itH ∈ B (L 2 , L 6 (R, L 6 )) and then C := (
) ∈ D. Since A, B, C ∈ D it follows by interpolation (see [24] ) that the solid triangle with vertices A, B, C belongs to D. Let us consider the following curve, C, in the ( Pearson proved in Section 9.7 of [22] that for V bounded and with fast decay: Let us denote by S L,n , T n (k) and R j,n (k), j = 1, 2, the scattering operator, the transmission coefficient and the reflection coefficients corresponding to V n . Then by the proof of Lemma 1 of [3] and by equations (2.60) to (2.62) Moreover, by the stationary formula for the wave operators (see equation (12.7.5) of [25] ) and from the results in Chapter 12 of [25] s − lim n→∞ S L,n = S L , (3.29)
where the limit exists in the strong topology in L 2 . Then by continuity (3.26) is true also for V ∈ L 1 δ , δ > 1 and it follows that from S L we obtain the transmission coefficient and the reflection coefficients. But since V has no bound states one of the reflection coefficients uniquely determines V ( see for example [5] , [6] , [3] , [20] [2] or [10] ). Proof of Corollary 1.7: The proof of Corollary 1.3 of [31] applies in this case with no changes.
