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Abstract
We study computability-theoretic aspects of differential games. Our focus is on pursuit and evasion
games played in Euclidean spaces in the tradition of Rado’s Lion versus Man game. In some
ways, these games can be viewed as continuous versions of reachability games. We prove basic
undecidability of differential games, and study natural classes of pursuit-evasion games in Euclidean
spaces where the winners can win via computable strategies. The winning strategy for Man found
by Besicovitch for the traditional Lion versus Man is not computable. We show how to modify it to
yield a computable non-deterministic winning strategy, and raise the question whether Man can win
in a computable and deterministic way.
2012 ACM Subject Classification Theory of computation → Algorithmic game theory; Theory of
computation → Constructive mathematics; Mathematics of computing → Continuous mathematics
Keywords and phrases differential games, lion versus man, pursuit and evasion games, computable
analysis
1 Introduction
1.1 Background
In control theory the state of a dynamical system is given by a variable x ∈ Rn that evolves
over time. The state x is described by an ordinary differential equation x˙(t) = f(t, x(t), u(t)),
where t is a time parameter ranging in the interval [0, T ]. The mapping t→ u(t) is a control
function. The goal is to find u(t) from a class C of control functions that maximises
ψ(x(T ))−
∫ T
0
L(x(t), u(t), t)dt
given initial condition x(0) = x0, the running costs L and the final payoff ψ. Differential
games extend this model, where two (or more) players Player 0 and Player 1 play with
competing goals. The state of the system is still described by a differential equation
x˙(t) = f(t, x(t), y(t), u0(t), u1(t)), where t ∈ [0, T ] and u0(t), u1(t) are control functions for
the players from function spaces C0 and C1. Given the initial condition, ψi and Li as above,
the goal of Player i, i = 0, 1, is to maximise
ψi(x(T ))−
∫ T
0
Li(x(t), y(t), u0(t), u1(t), t)dt.
Since both players can have an impact on the overall state of the system, one needs to specify
what information is available to them, i.e. what the functions ui can depend on besides the
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2 Computability Aspects of Differential Games in Euclidian Spaces
time. If no further information is available, we are dealing with open loop strategies. If ui
depends on t and x(t), we shall speak of positional strategies (borrowing terminology from
the area of sequential games played on finite graphs). Full information strategies would have
ui(t) depend on t and the entirety of u0(t′) and u1(t′) for t′ < t.
R. Isaacs was the first who initiated the study of differential games [15]. Pontryagin
continued the development of the theory of differential games in [26]. These works were
motivated by possible applications of pursuit-evasion games in missile guidance systems. Later
a series of research monographs in the area appeared, e.g. [13] [19]. Nowadays, the theory of
differential games is an attractive topic of research ranging from control theory, economics,
and geometry to robotics and optimisation. See for instance, [5] [6] [10]. The idea of pursuit
and evasion is a cornerstone of the theory of differential games. In this paper we focus on
pursuit-evasion games played in Euclidean spaces and investigate computability-theoretic
aspects of the games. For recent monographs we refer the reader to [34] [28].
An informal set-up for the pursuit-evasion games is this. Let D be a domain in a Euclidean
space. There are two players Pursuer and Evader. Both players possess sets of control
functions CP and CE , respectively. We often call control functions strategies. The players
use their control functions given that both move inside D. The goal of Pursuer is to reach a
vicinity of Evader, while the goal of Evader is to stay away from Pursuer. More formally,
Pursuer’s task is to find a control function u ∈ CP such that if Pursuer follows u then Pusruer
can reach a vicinity of Evader independent on control strategies from CE used by Evader.
Similarly, Evader’s task is to find a control function v ∈ CE such that if Evader follows
v then Pursuer will never be able to reach the vicinity of Evader independent on control
strategies used by Pursuer. This is a general set-up and many concepts, such as the concept
of vicinity, conditions on control functions and domains should be refined.
A classical example of pursuit and evasion game is the famous Man and Lion problem
of R. Rado [27]. R. Rado stated the problem in 1925 (see [20]). A lion (Pursuer) and a
man (Evader), each viewed as a single point in a closed disc, have equal maximum speeds.
Can the lion catch the man if both move with equal speed and stay in the disk? This had
been a well known problem since it was stated. S. Besicovitch in 1952, after almost 30 years
of the formulation of the problem and several wrong proofs (by other researchers), showed
that the man can forever avoid from being captured (see [20]). Croft [8] also studied the
original problem in different settings. Croft proved that if the man runs along the curve
of the disk, then the lion can capture the man. Furthermore, Croft showed that in the
n-dimensional Euclidean ball n lions can catch the man while the man can escape from n− 1
lions. Later J. Flynn [11] investigated the Man and Lion problem under various constrains,
such as the lion has a higher speed than the man, and gave some quantitative bounds on
the strategies. Ivanov [16] studied the Man and Lion problem in compact spaces. More
recent accounts of the problem in various settings are in [4], [18], [29], [30], [31], [?]. For
instance, Sgall in [31] studies a discrete version of this problem in the positive quadrant
of the plain and provides an algorithm that extracts a winning strategy. S. Alexander, R.
Bishop, and R. Ghrist recently studied the Man and Lion type of problems on unbounded
convex Euclidean domains [3]. Another interesting study is the work of K. Klein and S. Suri
[17]; they investigate the question about the number of pursuers needed to capture an evader
in polygonal environments with obstacles. We mention Petrosyan [24], [25] who introduced
parallel approach strategies and applied them to solve various pursuit problems in continuous
setting. We too in this paper use parallel approach strategies, among several others such as
S. Besicovitch type of strategies that we mentioned above.
There is a vast amount of research on decision-theoretic aspects of pursuit-evasion games
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played on graphs. Initial papers are by T.D. Parsons [21], [22]. These works emphasise the
problem of computing the number of pursuers needed to catch an evader. An interesting
work devoted to the study of randomised strategies in pursuit-evasion games played on
graphs is [2, 1], where the authors study the length of escape by Evader under various
conditions put on the players and their randomised strategies. The paper [12] investigates
computational aspects (e.e. parametrized complexity) of pursuit-evasion games on graphs,
and lists a comprehensive reference to the topic.
1.2 Contributions
We start the investigation of computability-theoretic and complexity-theoretic aspects of
differential games played in the finite-dimensional spaces Rn. We study pursuit-evasion
games and focus on the following.
1. In Section 2 we show that no algorithm exists that, given a differential game, decides
the winner of the game (see Theorem 8). The undecidability phenomenon already occurs in
dimension 1. Although undecidability is expected in view of undecidability of differential
equations and undecidability of reachability problem in dynamical systems [14] [9], our result
motivates the question about finding computable winning strategies in differential games.
2. In Section 3 we study existence of computable winning strategies in classical pursuit and
evasion games. First, we consider the Pursuer and Evader games in the whole space Rn and
in a half-space. In both cases, we show that the winners have winning strategies in cases when
the spaces of control strategies CP and CE are universally bounded (see Proposition 9 and
Theorem 10). Second, we consider Pursuer and Evader games in a convex compact set in the
n-dimensional space Rn where the Pursuer’s objective is to be within -distance from Evader,
where  > 0 and the players have equal speeds. Using Petrosyan’s parallel pursuit strategies
[24], [25], in Theorem 13 we prove that Pursuer has a winning strategy computable almost
everywhere. Moreover, all trajectories consistent with the winning strategy are computable.
The proof uses a lemma showing that the projection operator on computable compact and
convex sets is computable. In contrast, when  = 0, in n-dimensional compact convex sets,
n− 1 Pursuers cannot capture Evader [8], [16]. The original proofs of these results (there
are several of them as we already mentioned) have no regards to computability, and one
needs to give non-trivial arguments from computable analysis in order to obtain the results
of this section. For instance, to our knowledge our proof of Theorem 13 that uses projection
operation is new.
3. In Section 4, we focus on the classical Man and Lion problem in the disk, where both
players have equal speeds. The goal of Pursuer is to achieve an exact catch. As we mentioned
above Besicovitch proved that Evader has a winning control function in this game (see [20]).
However, the winning strategy constructed by Besicovitch is not computable because the
problem if a given point in R2 belongs to a line is undecidable. In the proof of Theorem 17 we
recast Besicovitch strategy, adapt it, and provide a positive result by showing that there exists
a computable non-deterministic strategy such that Evader wins every play consistent with the
strategy. Our adaptation of Besicovitch strategy is not so obvious, and one needs to carefully
reason and argue that the strategy obtained is computable (and non-deterministic). We
don’t claim the existence of a computable deterministic strategy since our non-deterministic
strategy is dependent on enumerations of input variables and different enumerations might
give different outputs.
4 Computability Aspects of Differential Games in Euclidian Spaces
1.3 Computable functions on Rn
We need to borrow some basic definitions from computable analysis [33] and computability
[32]. We use ω and Q to denote the set of natural numbers and rational numbers respectively.
The Euclidean distance between x, y ∈ Rn is denoted by |x− y|.
Let x be a point in the space Rn. We start with the following definitions.
I Definition 1. A function φ : ω → Qn represents the x if |x− φ(n)| ≤ 1/2n for all n ∈ ω.
Thus, a presentation φ of point x can provide arbitrary good approximation to x. Clearly
each point x has infinitely many representations.
I Definition 2. The point x is computable if there is a computable function φ : ω → Qn
representing x.
Since we seek strategies to be computable functions on reals or the space Rn, we need to
remind the reader the definition of a computable function:
I Definition 3. A function f : X → Rm, where X ⊆ Rn, is computable if there exists an
oracle Turing machine M such that for all points x ∈ X, whenever the oracle tape of M
is fed with a representation φ of the point x, the machine M outputs yn ∈ Qm such that
|f(x)− yn| < 1/2n for all n ∈ ω.
On the one hand, the most commonly used functions such as polynomials with computable
coefficients, and functions sin(x), cos(x), ex are all computable. All computable functions
are continuous [33]. Thus simple functions such as the step functions are not computable
because they are discontinuous.
We will also use compact and convex sets. Among these sets we single out computable
ones.
I Definition 4. We call non-empty closed convex set S ⊆ Rn computable1 if the set of all
rational points in S is a decidable set and dense in S.
On computability for higher-type objects such as sets and function spaces, we refer to
[23]. Non-computability in analysis is studied in the framework of Weihrauch degrees, see [7]
for a survey.
2 Undecidability phenomenon
We start with one-dimensional differential games and show that no algorithm exists that finds
the winner in such games. On the real line R consider two players Pursuer and Evader. Their
initial positions are x0 and y0, and at time t their positions are x(t) and y(t), respectively.
The players move along the real line R. We assume that the positions satisfy the following
ordinary differential equations with initial conditions:
x˙ = u(t), x(0) = x0,
y˙ = v(t), y(0) = y0, 0 < x0 < y0.
The functions u and v are control functions taken over function spaces CP and CE ,
respectively. The positions x(t) and y(t) are evaluated as follows:
x(t) = x0 +
∫ t
0
u(s)ds and y(t) = y0 +
∫ t
0
v(s)ds.
1 Note that this is a non-standard terminology, which nevertheless serves well for our purposes.
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In these equations Pursuer follows the control function u and Evader follows the control
function v. We would like to know if Pursuer catches Evader, that is, if if there exists a time
tc such that x(tc) = y(tc). A formal definition of the winner is this:
I Definition 5. Pursuer wins (or completes pursuit) if there exists a strategy u ∈ CP such
that for all v ∈ CE there is a time tc that depends on v such that x(tc) = y(tc). Evader wins
(or evasion is possible) if there exists a strategy v ∈ CE such that for all u ∈ CP we have
x(t) 6= y(t) for all t.
We note that x(t) and y(t) in the definition above both could depend on the strategies u and
v, if we either allow all strategies or at least positional ones. An easy characterisation result
is the following.
B Claim 6. Assume that Pursuer and Evader follow u ∈ CP and v ∈ CE , respectively, with
the initial conditions as above. Then Pursuer catches Evader if and only if there exists a
time t such that
y0 − x0 ≤
∫ t
0
(u− v)ds . J
Thus, we see that for neither player having access to information beyond the initial
position is relevant: Evader wants to move away from Pursuer as quickly as possible, and
there is only one possible direction for that; dually, Pursuer wants to move in the direction
of Evader, and Evader will always be in the same direction unless already caught. We can
thus restrict to open-loop strategies in the one-dimensional case.
Note that if CE and CP are the sets of all computable functions on R then the game has
no winner. Thus, the existence of the winner depends on CE and CP . Using Claim 6, we
have the following:
I Lemma 7. From a sequence (an ∈ [0, 1])n∈N we can compute a smooth2 function f : R→ R
such that
1. f(n) = n− an
2. The local maxima of f are attained exactly on N
3. f ′ : R→ [−1, 5]
Proof. We first introduce some auxiliary functions. Let h(x) = 0 for x ≤ 0 and h(x) = e− 1x
for x > 0. We then define the usual smooth transition function s as s(x) = h(x)h(x)+h(1−x) . The
function s satisfies s(x) = 0 for x ≤ 0, s(x) = 1 for x ≥ 1, s(x) ∈ (0, 1) and s′(x) ∈ (0, 2) for
x ∈ (0, 1). Let b(x) = 0.5e −11−4x2 for x ∈ (−0.5, 5) and b(x) = 0 else. The smooth function b
takes its unique maximum of 0.5 at 0, and satisfies b′(x) ∈ [−1, 1].
Now the function f is defined as f(x) = −0.5 +∑n∈N b(x− n) + (1− an+1 + an)s(x− n).
By construction of s and b, only the terms corresponding to {n ∈ N | n ≤ x} contribute
non-zero terms to the sum, which ensures that f is well-defined and smooth, and moreover,
that f inherits computability from b, s and (an)n∈N.
As s has no strict extrema, the local maxima are provided by the auxiliary function b and
are subsequently located exactly at n ∈ N. When computing the derivative of f , we see that
at most one term of the sum contributes. The contribution of b is between −1 and 1, and the
contribution of the s-term is between 0 and 4 (since it is rescaled by a factor of up to 2). J
2 Recall that computing a smooth function f means being able to evaluate f (k)(x) uniformly in x and k.
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I Theorem 8. Consider one-dimensional pursuit-evasion games. For any pair of computable
sequences (un)n∈N, (vn)n∈N of strategies for Pursuer and Evader respectively, the set E of
those indices n where Evader wins playing vn against Pursuer playing un is Π02, and there is
a computable pair where E is Π02-complete.
Proof. That E is always Π02 follows from Claim 6, taking into account that integration is
a computable operation. To show completeness, we start with a Turing machine Φ and
construct a computable function uΦ such that Pursuer using uΦ can catch an Evader that the
constant function vc = 1 iff Φ computes a total function. From that, we can construct the
desired pair of sequences as (uc)n∈N, (vΦn)n∈N using some standard enumeration (Φn)n∈N of
Turing machines.
For k ∈ ω, let ak be 2−sk if Φ(k) halts exactly at stage sk, and let ak be 0 if Φ(k) never
halts. Note that the real number ak is computable from k and Φ. Let f be a function
computed from the sequence (ak)k∈N according to Lemma 7. We want f to be the trajectory
of Pursuer. For that, we just set uΦ = f ′, and let Pursuer start at −2s0 and Evader start
at 0. Since the local extrema of f are attained on N, we see that if pursuit is completed, it
must hold that f(k) ≥ k for some k ∈ N. Since f(k) = k− ak, this happens iff ak = 0, which
in turn is equivalent to Φ(k) being undefined. J
3 Extracting winning strategies
Given the undecidability Theorem 8, one way to study algorithmic aspects of differential
games is to investigate if the winners have computable winning strategies. Our goal is to
investigate the problem of extracting computable winning strategies in the classical Pursuer
and Evader types of games.
We provide two types of results that are based on two possible definitions to the concept
of vicinity. First, we consider exact catches in unbounded arenas such the full space and
half-spaces. Here, we show that if the parameters are all computable, then either Pursuer can
win using a computable positional strategy, or Evader can win using a computable open-loop
strategy. On the other hand, we consider compact, convex and computable sets S in Rn and
consider pursuit-evasion games in S where the goal of Pursuer is to be within -distance
from Evader, where  > 0. We show that in these games Pursuer has a positional winning
strategy computable almost everywhere.
3.1 Games played on Rn and half-spaces
In this section we assume that the goal of Pursuer is exact catch, meaning that the position
of Pursuer coincides with the position of Evader. Assume that the dynamics of Pursuer and
Evader are given as:
x˙ = u, x(0) = x0, y˙ = v, y(0) = y0, x0 6= y0. (1)
As mentioned if CE and CP consists of all computable functions, then there is no winner.
We consider CE and CP consisting of computable functions:
CP = {u | |u| ≤ a} and CE = {v | |v| ≤ b}, (2)
where a and b are computable reals. We assume that the players move in Rn. Let us denote
the game defined by Γ(a, b,Rn). As expected, we have:
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I Proposition 9. Consider the game Γ(a, b,Rn). If a ≤ b then Evader has an open loop
computable winning strategy. If a > b then Pursuer has a positional computable winning
strategy.
Proof. Assume b ≥ a. Let e = (y0−x0)/|y0−x0|. The winning strategy for Evader is v = be,
that is, Evader moves along the line passing through x0 and y0 in the direction opposite of
x0 with velocity b. The strategy is computable, clearly.
Assume that a > b. We construct a winning strategy for Pursuer. Let θ = |y0−x0|/(a−b).
Consider the following strategy:
u = (y0 − x0)/θ + v.
Also, the strategy is admissible since |u| ≤ a. Indeed,
|u|2 = |y0 − x0|2/θ + (2/θ)(y0 − x0, v) + |v|2 ≤ (a− b)2 + 2(a− b)b+ |v|2 ≤ a2
The pursuit can be completed by time t = θ no matter what strategy v(t) Evader uses.
This shows that u is a winning strategy. Indeed,
x(θ) = x0 +
∫ θ
0
[(y0 − x0)/θ + v] dt = y0 +
∫ θ
0
v(t)dt = y(θ).
Finally, note that the strategy u is computable. J
More interesting case is when the players play inside of a half-space. Let P be a hyperplane
with a computable dense subset of rational points in it. The hyperplane divides Rn into two
half-spaces.
The game is defined as follows. The dynamics of Pursuer and Evader are given by
equations as in (1), and the sets of control functions are given as in (2) such that computable
points x0, y0 belong to the same half-space, say H. The players move inside the half-space
H. We denote the game by Γ(a, b,H). An interesting observation is that if a > b, then the
strategy u given in Proposition 9 might be illegitimate because Pursuer using the strategy
might leave the space H. Therefore, Pursuer needs to have more sophisticated winning
strategy.
I Theorem 10. Consider the game Γ(a, b,H). If a ≤ b then Evader has an open loop
computable winning strategy. If a > b then Pursuer has a positional computable winning
strategy.
Proof. Without loss of generality we assume that x0 = 0. Assume that b ≥ a. Let e be a
computable vector of length 1 parallel to H such that if Evader moves along the ray y0 + te,
with t ≥ 0, the distance from x0 increases with increasing t. Consider the strategy v for
Evader defined as v = eb. This is a computable (and open loop) strategy. Moreover, it is not
too hard to see that it is a winning strategy.
Let a > b. To simplify notations, assume that the space is R2. Let y(t) be a position
of Evader. Define two unit vectors: the first is e(t) = y(t)/|y(t)|, and the second is n(t)
the vector orthogonal to e(t). Let v be Evader’s strategy. At time t, compose v(t) in two
components based on e(t) and n(t):
v(t) = ve(t)e(t) + vn(t)n(t).
We now define the strategy u for Pursuer. The strategy is written with respect to the system
{e(t), n(t)}:
u(t) = ue(t)e(t) + un(t)n(t), where
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un(t)=(|x(t)|/|y(t)|)vn(t) and ue(t)=
√
a2 − un(t)2. It is clear that |u| ≤ a.
Note that the coordinates ve(t) and ue(t) can be expressed through the derivatives of the
distance functions distE(t) = |y(t)| and distP (t) = |x(t)|:
dist′E(t) = ve(t) and dist′P (t) = ue(t).
To show that u is a winning strategy, we prove that for any strategy v of Evader there is a tv
such that distP (tv) = distE(tv). For that we compute the difference d(t) = distE(t)−distP (t).
Since un(t)| = |x(t)||y(t)| ≤ |vn(t)| we get:
d(t) = (|y0|+
∫ t
0 ve(s)ds)− (|x0|+
∫ t
0 ue(s)ds) ≤
|y0|+
∫ t
0
√
b2 − vn(s)2ds−
∫ t
0
√
a2 − un(s)2ds ≤
|y0|+
∫ t
0
√
b2 − vn(s)2ds−
∫ t
0
√
a2 − vn(s)2 ≤ |y0| −
∫ t
0
(a2−b2)√
b2−vn(s)2+
√
a2−vn(s)2
Hence we conclude the following:
d(t) ≤ |y0| −
∫ t
0
(a− b)ds = |y0| − (a− b)t
Initially d(0) > 0, and at time T = |y0|/(a− b) we have d(T ) ≤ 0. Since d(t) is continuous,
Pursuer catches Evader between times 0 and T . Note that the strategy u is a computable
strategy. J
3.2 Games with -catch
The set-up of the game we investigate is the following. The dynamics of Pursuer and Evader
are given by the equations:
x˙ = u, x(0) = x0, y˙ = v, y(0) = y0, x0 6= y0, (3)
where x0, y0 are computable points, and u, v are strategies taken from spaces CP and
CE that consist of Borel functions (which are not necessarily continuous) with |u(t)| ≤ 1,
|v(t)| ≤ 1 for t ≥ 0. The players play inside a compact computable convex set S ⊂ Rn. So,
x(t), y(t) ∈ S for all t ≥ 0.
Let  > 0 be a rational number. The goal of Pursuer is to reach the -neighbourhood of
Evader. We assume that |x0 − y0| > . At all times t the players know the velocities u(t),
v(t) and positions x(t), y(t).
We denote this Pursuer-Evasion game by Γ(S, ). A definition of winning in game Γ(S, )
is this:
I Definition 11. Pursuer wins (or completes pursuit in) the game Γ(S, ) if there exists a
strategy u ∈ CP such that for all v ∈ CE there exists a time tv such that |x(tv)− y(tv)| ≤ .
Similarly, Evader wins the game (or evasion is possible) if there exists a strategy v ∈ CE
such that for all u ∈ CP we have |x(t)− y(t)| >  for all t.
To study Γ(S, ) we use two auxiliary games. The winning strategies in these two games
will be needed to construct the strategies with nice computability-theoretic properties in the
original game Γ(S, ).
Let u be Pursuer’s strategy in a differential game. The strategy depends on (x, y, v),
where x is Pursuer’s position, y is Evader’s position, and v is the velocity of Evader at
y. Assume that Pursuer follows u. If Evader follows a strategy v(t) ∈ CE , then Pursuer’s
velocity at time t equals u(x(t), y(t), v(t)). Hence, the position of Pursuer at point t equals:
xu,v(t) = x0 +
∫ t
0
u(x(s), y(s), v(s))ds.
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I Definition 12. The functions xu,v(t) defined above are called trajectories (of Pursuer)
consistent with u in the given game.
I Theorem 13. Let Γ(S, ) be the game described above. Pursuer has a winning strategy u
such that for every continuous v ∈ CE the trajectory xu,v is a function computable relative
to v.
Proof. For the proof we introduced two auxiliary differential games and study their winning
strategies.
The first auxiliary game. Let l be a ray starting at x0 and passing through y0. The
constants that define the ray l are computable since x0 and y0 are computable. Let H
be a supporting hyperplane for S that goes through l, that is, H is defined as follows: (1)
S ∩H 6= ∅, (2) H does not contain an interior point of S, and (3) H is perpendicular to
l. Such H exists (in fact, there are two of them and we select one) because S is compact
and convex. The hyperplane divides Rn into two half-spaces. Let X be the closure of the
half-space that contains S. The half-space X is computable.
Figure 1 Game in the half space X.
Let ξ be the intersection point of H and l. This is a computable point. Consider the set
of all points η in the hyperplane H such that |η−x0| = |η−y0|+ . The distance θ = |η−y0|
is a computable distance; for instance, it can be found through solving the equation
(θ − )2 − |ξ − x0|2 = θ2 − |ξ − y0|2.
The first auxiliary game is defined as follows:
1. The players are Pursuer z1 and Evader y. The dynamics are
z˙1 = w, y˙ = v, v ≤ 1, |w| ≤ 1 + /θ = ρ, z1(0) = x0, y(0) = y0,
where v and w are Borel-measurable functions.
2. Both players, Pursuer z1 and Evader, play inside the half-space X that is defined above.
3. Pursuer z1 wants to ensure an exact catch.
Pursuer z1 has a computable winning strategy in the first auxiliary game defined as
w1(t) = v(t)− (v(t), e(t))e+ e
√
ρ2 − 1 + (v(t), e)2.
The second auxiliary game. The definition of this game is as follows:
1. The players play inside S. The players are Pursuer z2 and Evader y.
2. The dynamics of the game are
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z˙2 = w, y˙ = v, z2(0) = x0, y(0) = y0,
|v| ≤ 1, |w| ≤ 1 + /θ = ρ,
where x0 and y0 are as in Γ(S, ).
3. Pursuer z2 wants to ensure exact catch.
I Lemma 14. In the second auxiliary game Pursuer z2 has a winning strategy such that
every trajectory consistent with the strategy is computable from Evader’s strategy.
To prove the lemma, we use Pursuer’s winning strategy w1 from the first auxiliary game. The
main idea is to project the winning strategy of the first auxiliary game onto the second. For
this we consider the projection function P (z), P : Rn → S which is defined by the equation:
|P (z)− z| = min
ξ∈S
|ξ − z|.
B Claim 15. The function P (z) is correctly defined and computable.
The value P (z) is correctly defined because S is compact and convex. We show that P (z)
is computable. Uniformly on z, for every rational number  > 0 one can effectively find a
rational point x and a ball Br()(z) of radius r() with center z such that
1. Br()(z) ∩ S 6= ∅. So, Br()(z) ∩ S contains P (z).
2. We have |P (z)− x| ≤ .
All these can computably be done because S is convex and compact set with the property
that all rational points of S is a dense and computable set.
The function P (z) has the following properties:
P1. For all z′ ∈ S we have P (z′) = z′.
P2. |P (z′)− P (z′′)| ≤ |z′ − z′′| for all z′, z′′ ∈ Rn.
P3. For any trajectory xw1,v(t) of Pursuer in the first auxiliary game, the function P (xw1,v(t))
is computable relative to v, where t ∈ [0, θ].
For Property 3, recall that w1 is the winning computable strategy in the first auxiliary game.
So, the function, P (xw1,v(t)) is computable by Claim 15.
Assume that the trajectory xw1,v(t) is consistent with v ∈ CE and w1. Pursuer’s z2
strategy in the second auxiliary game is then defined through the equation z2(t) = P (xw1,v(t)).
Note that z2 is computable from xw1,v and thus from v. We need to show that for z2(t) we
have |z˙2| ≤ ρ. Indeed:
|z˙2(t)| = lim
h→0+
|z2(t+ h)− z2(t)|
h
=
= lim
h→0+
|P (xw1,v(t+ h))− P (xw1,v(t))|
h
≤
≤ lim
h→0+
|xw1,v(t+ h)− xw1,v(t)|
h
= |x˙w1,v(t)| ≤ ρ.
Now we show that Pursuer z2 can complete a pursuit. Indeed, let τ be time at which Pursuer
z1 captures Evader in the first auxiliary game. Since y(τ) ∈ S we have z1(τ) ∈ S. Then by
Property 1, above we have z2(τ) = P (xw1,v(τ)) = y(τ). We proved the lemma.
Now we prove the theorem. Let w2 be the winning strategy for Pursuer described in the
second auxiliary game. Note that this is not necessarily computable strategy. Using w2, we
show that Pursuer has a desired winning strategy in the game Γ(S, ).
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We claim that Pursuer’s desired strategy u is defined by u(t) = (1/ρ)w2(t), where
0 ≤ t ≤ θ. Indeed, we note that |u(t)| ≤ 1. Now for any Evader’s strategy v in Γ(S, ) we
reason as follows. Firstly, we show that xu,v(t) ∈ S. For this, note that
xu,v(t) = x0 +
∫ t
0
1
ρ
w2(s)ds =
(
1− 1
ρ
)
x0 +
1
ρ
xw2,v(t).
Since 1/ρ < 1, by convexity we have xu,v(t) ∈ S. Secondly, the distances between the
trajectories xw2,v(t) (in the second auxiliary game) and xu,v(t) are uniformly bounded by ,
where 0 ≤ t ≤ θ. To see this, consider the following calculations:
|xw2,v(t)− xu,v(t)| =
=
∣∣∣∣∣∣x0 +
t∫
0
x˙w2,v(s)ds− x0 −
t∫
0
1
ρ
x˙w2,v(s)ds
∣∣∣∣∣∣
= ρ− 1
ρ
∣∣∣∣∣∣
t∫
0
x˙w2,v(s)ds
∣∣∣∣∣∣ ≤ ρ− 1ρ
t∫
0
|x˙w2,v(s)|ds
≤ ρ− 1
ρ
ρ · t = 
θ
· t ≤ .
Finally, since z2(τ) = y(τ) we get |y(τ) − xu,v(τ)| = |xw2,v(τ) − xu,v(τ))| ≤ . Thus,
Pursuer is able to be within -distance from Evader. We conclude that u is a winning
strategy.
The only thing left is to note that the trajectories xu,v(t) are all computable from v
because of Lemma 14 and Property (P3) of the projection function that we stated above. J
We note that our proof does not imply that u is a computable winning strategy. The strategy
u is discontinuous on the set ∂(S) of boundary points of S. However, at all other points
S \ ∂(S) the strategy u is computable. Note that ∂(S) has measure 0. Hence, we have the
following corollary:
I Corollary 16. In the game Γ(S, ) Pursuer has a winning strategy u that is computable
almost everywhere in S. J
4 Pursuit and evasion in a disk
In this section Pursuer and Evader move inside the 2-dimensional closed disk of radius R with
centre O at (0, 0), where R is a computable number. Both players move with velocity at most
1. Pursuer wants to catch Evader in finite time, and Evader wants to avoid being captured.
Say that Evader wins the game if Evader has a strategy v such that for all strategies u of
Pursuer x(t) 6= y(t) for all times t, where x and y are consistent with u and v, respectively.
The winning strategy constructed by Besicovitch for these games is, as we mentioned,
not computable. It involves the undecidable problem of testing if a real point x belongs
to a real line. We will show how to modify this strategy to obtain a computable one.
However, this requires us to introduce the notion of a non-deterministic strategy. Informally,
a non-deterministic strategy does not completely specify the behaviour of the player, but
any deterministic behaviour consistent with the strategy will be winning. This is a common
phenomenon in computable analysis. Often we exhibit an algorithm to compute some solution,
but the solution of the algorithm depends on the specific encoding of the input. A classic
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example is that given a non-constant polynomial, we can compute some complex root of it,
but there is no computable choice function for this [33].
We construct a strategy for Evader that acts in the following way. Initially, Evader selects
a direction v0 and a time delay ∆0 based on the current position of Evader and Pursuer
p0. Then Evader moves in direction v0 for time ∆0. At time ∆0, Evader observes again the
position p1 of Pursuer, and selects direction v1 and time ∆1, and this continous on. We call
strategies of this form piecewise-blind. To be a winning strategy, Evader needs to ensure that
provided that d(pt, pt+1) ≤ ∆t, the position et of Evader at time t never coincides with pt,
and that
∑
t∈N ∆t diverges to infinity. Such a strategy is a computable non-deterministic, if
∆t is selected by a computable multivalued function of t, pt, et. If ∆t can even be chosen
as a computable single valued function, we might still have a computable non-deterministic
strategy.
I Theorem 17. Consider the pursuit and evasion game in the disk as described above. There
exists a computable non-deterministic piecewise-blind winning strategy for Evader that works
for any given initial position.
Proof. We slightly change S. Besicovitch’s strategy and explain that the new strategy is a
desired one.
If Evader is on the border, then she can make a move inside without being caught (by
moving strictly less than half its current distance to Pursuer). We can thus assume that
Evader is inside the disk. Let r be the distance from the position E0 of Evader to the border
of the disk at time t0 = 0; the value r is our parameter, and it is computable from the
positions.
Let Et and Pt be positions of Evader and Pursuer at time t, respectively. We change
directions of the velocities of Evader at times t0, t1, t2, . . . , tn, . . ., where t0 = 0, Et0 = E0,
and ti will be the times at which the distance from Eti to the circumference of the border of
the disk equals r/(i+ 1).
To describe Evader’s desired strategy, we need some notations. Let Ai be the line from
the centre of the disk O to the position Eti and Bi be the line perpendicular to Ai going
through Eti . These two lines are computable from Eti . On line Bi, we choose two points
Elti and Erti such that
|OElti | = |OErti | = R− r/(i+ 2).
Geometrically, we can view these points as left and right of Eti (respectively) on the line Bi;
that is why we use the indices l and r. Thus, the distance from the positions Elti and Erti+1
to the border of the disk is r/(i+ 2). By induction, we know that |OEti | = R − r/(i+ 1).
Construct the balls B(Elti , |EtiElti |) and B(Erti , |EtiErti |), where B(x, q) is for the ball
of radius q and centred at x. By construction, these two balls have only one point in
common, which is Eti . Hence, the current position Pti of Pursuer does not belong to one
of these balls unless Pti = Eti . Below, we will show that Pt = Et is impossible. Hence,
given an approximation to Pti we can compute a ball that does not contain Pti . We now
construct the following strategy for Evader. Select a ball among the balls B(Elti , |EtiElti |)
and B(Erti , |EtiErti |) that does not contain Pti . It is this choice which is by necessity
non-deterministic. If Pti /∈ B(Elti , EtiElti) at the time ti is confirmed first, then Evader
moves towards Elti with the velocity 1, and if Pi /∈ B(Erti , EtiErti) is confirmed first, then
Evader moves towards Erti with the velocity 1. Set Eti+1 = Elti in the first case, and
Eti+1 = Erti in the second.
Now we prove that the strategy described is a winning strategy for Evader. The proof
is a beautiful argument given by S. Besicovitch described in [20] but for completeness we
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provide the proof in two steps.
Step 1. Here we prove that at each time period from ti to ti+1 evasion is possible. Assume
that at time ti Pursuer position Pti does not belong to the ball B(Eti+1 , |EtiEti+1 |), and
that Evader moved towards Eti+1 . This implies that |PtiEti+1 | > |EtiEti+1 |. To arrive to a
contradiction, let τ be a time such that Eτ = Pτ and ti ≤ τ ≤ ti+1. From time τ on Pursuer
can move together with Evader at velocity 1 towards position Eti+1 . Hence, |PtiEti+1 | ≤
|EtiEti+1 |; this is a contradiction as Pti does not belong to the ball B(Eti+1 , |EtiEti+1 |).
Step 2. Here we prove that evasion is possible. Let Ti be time taken by Evader to arrive at
positions Eti+1 from position Eti . It is clear that Ti = |EtiEti+1 | since the velocities equal to
1. We estimate the time Ti as follows:
Ti =
√(
R− r
i+ 2
)2
−
(
R− r
i+ 1
)2
≥ r
i+ 2 . (4)
Hence
T1 + T2 + . . . ≥ r2 +
r
3 +
r
4 + . . . = r ·
∞∑
n=2
1
n
=∞,
since the series
∑∞
n=2(1/n) is a divergent series. Thus, this strategy is winning for Evader. J
4.1 Making the strategy smooth
The non-deterministic computable piecewise-blind strategy we construct in Theorem 17
ensures that we can compute the position of Evader at any time from the given parameters
(including the strategy Pursuer is using). However, Evaders velocity is not even continuous,
as she is abruptly changing direction at the decision points. This defect is easily remedied,
and in fact, we can make the trajectories computably smooth, meaning that all derivatives
of the position of Evader are not only well-defined, but computable3.
I Lemma 18. If Evader has a piecewise-blind winning strategy for any given initial condition
such that the chosen time delay depends only on the current distance of Evader to the boundary,
then Evader has a smooth winning strategy which can be computed from the piecewise-blind
strategy.
Proof. We turn the given strategy into a smooth strategy by iteratively removing the sharp
turns taken at the decision times. Assume that the original winning strategy prescribes
moving to some point x as the next step taking up time t. As the strategy is winning we
know that Pursuer cannot reach x within time t from her current position. By compactness,
there is some closest distance d to x she can realize. Now any alternative trajectory Evader
could take that is never more than d2 away from the prescribed linear movement is also safe
up to time t. Whatever Evaders current momentum is, he can extend his past trajectory in
a smooth way staying d2 -close to the prescribed movement up to time t, and safely reaching
a point x′ with the same radial distance as x.
We then repeat the very same argument again and again. As the time delays of the
original strategy depend only on the radial distance, the sequence of time delays we are
3 It is well-known that in general a function f : R→ R can be computable and differentiable, but can
have f ′ computable the Halting problem.
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obtaining in this way are also consistent with the original winning strategy. This in particular
implies that there sum diverges. As the resulting smooth strategy is safe at any time during
its construction, it is also a winning strategy. J
I Corollary 19. Evader has a computable non-deterministic winning strategy for any given
initial condition such that any compatible trajectory of Evader is smooth.
4.2 Evasion in a disk: can a winning strategy be deterministic?
We proved that Evader has a non-deterministic computable winning strategy in pursuit and
evasion game that occurs in a disk. The following question is immediate:
B Question. Does Evader have a computable deterministic winning strategy?
The answer to this question has eluded us. A priori, a natural approach would be to
adapt Besicovitch’ strategy further by replacing our non-deterministic case distinction of
whether Evader should move clockwise or counter-clockwise for the next time period by a
region of continuous interpolation. While we do not formulate a formal impossibility result,
we shall nevertheless explain the problem encountered on this undertaking.
Assume that Pursuer is closer to the center of the disk than Evader, and that Pursuer is
inside the region where we continuously interpolate between the two options suggested by
Besicovitch’ strategy. The continuous interpolation affects both the direction in which we
move, and the time delay until the next choice. We fix the current distance between Pursuer
and Evader, and consider how these vary by the precise position of Pursuer on the relevant
circle. Since a time delay of 0 does not yield a well-defined strategy, by compactness we have
a minimum positive time delay.
If this minimum time delay is small, we face a problem with the requirement that the sum
of all time delays must diverge to infinity for the strategy being well-defined, not matter how
Evader acts. We could attempt to allow for very small time delays by moving around the
region of continuous interpolation in such a manner that if Pursuer actually is in a position
causing a very small time delay at one step, he could not also be at a region of very small
time delay at the subsequent step (since he has not much time to get to the new region).
How far apart we can keep these regions of interpolation depends on how close Pursuer is to
Evader – and Besicovitch’ strategy allows Pursuer to catch up too rapidly to provide us with
the required flexibility.
Consider now the case that the minimum time delay is large. There is a position of
Pursuer that causes Evader to move directly towards the boundary of the disk. Since the
distance of Evader to the boundary of the disk is the resource Evader is spending in exchange
for time in Besicovitch’ strategy, this must not happen too often. Together with the preceding
paragraph, this seems to leave us no room for the intended continuous interpolation.
To rule out a computable deterministic winning strategy, the analysis presented above
is insufficient, and new arguments would need to be found. On the other hand, it might
be that a different approach than Besicovitch’ strategy more readily yields a computable
deterministic strategy. Engaging further with the question should shed new light on this
classic game.
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